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ABSTRACT
The accommodation of displacement within discrete zones of 
ductile deformation is a feature of many metamorphic rocks. The 
mechanisms by which the deformation becomes concentrated within these 
shear zones, as opposed to being equally distributed throughout the 
rock, are the subject of this study.
A model is presented based on the analogy of a brittle crack 
propagating in an elastic medium. This is then used to define the 
stress field around the tip of a propagating ductile shear zone. The 
patterns of stress, strain and the resulting stress release at the tip 
are examined. The consistency of the model is investigated by 
determining the ratio of driving stress to stress release at the tip. 
The model predicts that shear zones will only propagate in materials 
where the power (n) to which the stress is raised is < 3. Using this 
conclusion it is possible to determine the interrelationships between 
the temperature, propagation velocity, length and applied stress for 
the shear zone.
The model is then developed to include displacement on the zone 
and the orientation of foliation around the tip. It is found that 
variations in propagation velocity are required to accommodate changes 
in the shear zone length and changes in rheology.
The model is then applied to examples of shear zones from the 
Lewisian and estimates of propagation velocity and applied stress are 
obtained for specific shear zones. Conclusions from the model 
regarding Increased displacement associated with higher temperatures 
are confirmed from the fieldwork, and it is concluded that the 
displacement/width ratio is a function of the local P/T v_''d1t1ons. It 
is proposed that the majority of shear zones develop by propagation
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CHAPTER 1
l.I INTRODUCTION
l.I.l Alms and methods of this study.
The aim of this study is to present a model for the development 
and propagation of shear zones. Natural examples of shear zones from 
the N.W.HIghlands of Scotland were studied In order to evaluate the 
relative Importance of the controls on shear zone morphology and 
development. From the field data and the literature, factors critical 
to the initiation of shear zones were Isolated so that these could be 
incorporated and tested In a model. The question as to whether shear 
zones localize on pre-existing material heterogeneities, or propagate 
in a direction controlled by the local stress field was examined. The 
conclusions drawn from the field evidence were then used as the basis 
for a model, which could be used to examine the relationships between 
the controlling factors for shear zone development, and establish a 
range of conditions-that would favour shear zone propagation.
The structure of this thesis Is chronological in that it 
follows the order in which the work progressed. Firstly a literature 
review of recent work on shear zones and their development is 
presented, this is followed by a description of the field work 
undertaken and the conclusions drawn from it. The field work is in two 
distinct sections, a description of a major shear zone in the Lewisian 
of the N.W.Highlands of Scotland, and then the work done on a data set 
of over fifty small (cm-scale) shear zones from the mainland Lewisian 
outcrop. The questions and constraints arising from the field studies 
are incorporated into the computer model described In the latter part 
of the thesis. The model presented uses a crack tip analogy for shear
zone development and demonstrates the Interrelationships between shear 
zone length, applied stress, ambient temperature, and propagation 
velocity. The effects of rheology are also shown. The conclusions 
drawn from the model and their relationship to the field data Is 
discussed In the last chapter. The computer programmes used for the 
model are presented In the appendices.
l.II LITERATURE REVIEW
l.II.l Shear zone: a definition.
Prior to any discussion of shear zones, a working definition 
of the term must be established. Shear zones are approximately tabular 
regions of heterogeneously high strain due to dominantly simple shear 
deformation. In which ductile deformation mechanisms have predominated 
at the grain scale. They mark areas that have undergone localized 
strain softening, the degree of which depends on the mechanical 
properties of the rock (White, et al. 1980, Norton 1982). Ramsay 
(1980) extends the term to Include brittle faults and makes a 
three-fold division Into brittle shear zones, brittle-ductile shear 
zones and ductile shear zones (Fig 1.1). Cataclasis Is a ductile 
mechanism on the scale of a fault zone, but the term "shear zone" 
implies continuous deformation and so It Is considered inappropriate 
in the description of faulting.

1.II.2 General aspects of shear zones.
l.II.Z.a Occurrence of shear zones.
Shear zones occur on all scales from sub-microscopic shear 
bands and slip planes in metals, up to major zones of intense 
deformation tens of kilometres wide. They are a characteristic feature 
of rocks deforming in a ductile manner where there is no mechanically 
active layering present likely to lead to buckling {Norton 1982). Thus 
crystalline rocks tend to favour the development of shear zones, and 
as a result most recent publications deal with shear zones in either 
igneous or metamorphic rocks.
The major shear zones in the Archean and Proterozoic rocks of 
Greenland have been described by Bak et al. (1975), Escher et al.
(1975) and Grocott & Watterson (1980). Other major zones in 
metamorphic terrains have been described, for example, the South 
Armorican Shear Zone (Jegouzo 1980), the shear zones in the 
Precambrian of Southern Africa (Coward 1980) and the major shear zones 
in the Lewisian of N.W.Scotland (Beach 1973; 1976; 1980, Coward & Park 
1987, Attfield 1987). Work on smaller shear zones, centimetre to metre 
scale, has been restricted mainly to igneous rocks, for example,
Ramsay & Graham (1970), in meta-gabbro and granite. Burg & Laurent
(1978), granodiorite, Ramsay & Allison (1979), granitic basement and 
Simpson (1980), in granite.
Shear zones have also been reported from sedimentary rocks, 
(Ramsay & Graham 1970, Knipe & White 1979). Here the shear zones are 
of the "en-echelon tension-gash" type corresponding to the 
brittle-ductile type C of Ramsay (1980) (Fig 1.1), and occur in 
folded, massive limestone and sandstone units.
l.Ii.^.b Fabrics in shear zones.
The use of crystallographic fabrics and their relation to 
deformation within shear zones, has been studied in detail ByiLister & 
Williams (1979), who conclude that the kinematic framework controls 
the orientation of crystallographic fabrics developed in plastically 
deformed quartzites. Burg et al. (1986) used ice deformation 
experiments to show that crystallographic orientation is due to the 
reorientation of grains for easy slip and continuing dynamic 
recrystallization. Asymmetric quartz c-axis patterns allow 
determination of the movement sense of a shear zone, but the pattern 
of preferred orientations is sensitive to the closing stages of 
deformation. Thus the relationship of fabrics to early shearing 
episodes must be viewed in the light of any subsequent deformation.
The asymmetry of intensity distribution is less susceptible to 
modification than the asymmetry of the fabric distribution, and so may 
be used to determine shear sense in rocks that have undergone 
subsequent co-axial deformation. The problems associated with 
crystallographic fabric analysis in shear zones are related to the 
initial population of grain orientations and the influence of 
recrystallisation and grain growth. There is also the problem of 
scale, extrapolating from a few hundred grains to the bulk 
deformation. It is possible that the individual quartz grains could be 
subjected to a dominantly co-axial deformation, whereas the overall 
bulk deformation is progressive simple shear (Lister & Williams 1979).
Several authors have used quartz c-axis patterns to determine 
movement sense on shear zones, for example, in the Central Himalayas 
(Boucher & Pecher 1976), and in the Canisp Shear Zone in the Lewisian 
of N.W.Scotland (Jensen 1984). C-axis patterns have also been used to 
measure strain (Laurent & Lt.! “copar 1976) and to infer the strain 
state in shear zones (Johnson 1967). The use of the technique in this
way causes problems 1n Interpretation, due to the tendency of quartz 
fabrics to reflect the closing stages of deformation. The problem of 
the rotation of early fabrics and their deformation history must be 
taken into account to obtain a full understanding of the observed 
phenomena.
1.II.2.C Shear zone networks.
Shear zones developing in an isotropic rock tend to form 
anastomosing networks of high strain zones enclosing blocks or "augen" 
of relatively low strain. This general principle breaks down when the 
form of the zone is controlled by pre-existing features within the 
rock, such as dyke boundaries (Escher et al. 1975), or isolated thrust 
planes.
Shear zone networks occur on all scales from a few metres 
(Coward 1976, Ramsay & Allison 1979, Mitra 1979), up to several 
hundreds of metres (Sibson 1977, Attfield 1987), and there are several 
theories on their possible origins. Coward (1976) considers the 
tendency to form networks as evidence for the non-planar propagation 
of shear zones, and proposed that the relationship between propagation 
velocity and displacement rate dictated the degree of curvature (see 
1.111.3). Sibson (1979) considers that small-scale material 
inhomogeneities, such as metabasite pods, within the gneisses of the 
Outer Hebrides Thrust Zone, have led to the "mesh structure" present 
there. FI inn (1977) suggests that the need to accommodate large-scale 
asperities or fault zone curvature accounts for the network associated 
with the Walls Boundary Fault in Shetland. Mitra (1979) has proposed 
that shear zone networks develop due to conjugate sets of shear zones 
becoming progressively rotated into suD-parallelism and thus 
coalescing.
It is possible for two or more sets of shear zones with 
different senses of movement to develop simultaneously in an area, and 
thus form a continuous network. Coward (1976) and Mitra (1979) have 
both suggested that the zone may then deform by a block-sliding 
mechanism analogous to grain boundary sliding on a micro-scale.
An understanding of the way in which shear zone networks 
develop is of considerable significance to the study of the 
propagation and kinematics of these zones, and the way in which they 
can accommodate large displacements.
l.II.2.d Rock types associated with shear zones.
The dominant rock type found in shear zones is mylonite, 
although in some areas of higher metamorphic grade, schists are the 
product of shear zone activity (Teall 1885), or gneisses in high-grade 
areas where igneous rocks are deformed. Since the term mylonite was 
introduced by Lapworth (1885) it has been the subject of major 
controversy amongst geologists, mainly due to a recent change in the 
understanding of the deformation mechanisms responsible for mylonite 
formation. The initial use of the term implied grain size reduction by 
brittle processes and the recrystallized texture of many mylonites was 
thought to be due to post-tectonic grain growth of the "milled" 
fragments. Recent studies have shown however that the 
recrystallization was syntectonic (Bell & Etheridge 1973, Lister et 
al. 1977). This led to a clear division between cataclasites, where 
grain refinement was by cataclastic processes, and sliding and 
rotation of the fragments, and mylonites, where recrystallization was 
the dominant mechanism and ductile processes predominated. Sib.son 
(1977) presents a terminology which has no genetic connotations and 
which is still probably the most widely accepted.
The change in rock chemistry within a shear zone was first 
noted by Teal! (1885) who recorded an increase in silica and FegO^.
■8pach & Fyfe (1972) and Beach (1973) described large-scale 
metasomatism in the Laxfordian shear zones at Scourie, N.W.Scotland. 
Their analyses showed increases in K2O and H2O but a decrease in CaO 
and silica, and they postulated that large volumes of low-pH fluids 
had moved through the zone, either from the mantle or from the 
relatively cold Laxfordian granites.
Recent work on shear zone geochemistry has focussed on whether 
or not the deformation within a shear zone is isochemical. Kerrich rt 
al. (1977) described a small shear zone in adamellite from the Swiss 
Alps and concluded that deformation was both isochemical and 
isovolumetric. Brodie (1981) reached similar conclusions for a 5m wide 
zone in metagabbro. Kerrich et al. (1980) studied a major shear zone 
at Mieville, Switzerland, and presented evidence to show that 
deformation was isochemical and that little or no fluid flow occurred. 
These studies suggest that the role of fluids in shear zone processes 
is dependant on the presence of a fluid source, and that not all shear 
zones act as pathways for fluid migration.
l.II.2.e Strain states in shear zones.
The strain state in shear zones has been the subject of debate 
in recent years. In particular the relative Importance of pure-shear 
versus simple-shear. This question is fundamental to an understanding 
of the formation of shear zones.
Initially it was thought that the strain state in shear zones 
was one of heterogeneous simple shear (Ramsay & Graham 1970, Ramsay 
1980), but recent evidence suggests that there is a component of pure 
shear present in most zones. Coward (1976) relates the initial 
propagation episode to pure shear, but with simple shear becoming
dominant immediately after. However Goldstein (1980), using magnetic 
susceptibility anisotropy on the Lake Char mylonites, considered the 
propagation event to be associated with simple shear and the later 
stages to be related to a flattening deformation. Johnson (1967) 
considered mylonite foliation to be analogous to slaty cleavage and 
thus best represented by heterogeneous flattening, whereas Ross (1973) 
used the evidence of symmetry of deformation inside and outside the 
zones of high strain to postulate a pure shear mechanism. More 
recently Bell (1981) has again suggested that heterogeneous flattening 
is the dominant deformation mechanism. It is apparent from these 
studies that the relative importance of pure-shear and simple-shear 
mechanisms must vary between individual zones. This is particularly 
the case when a shear zone is localized on a pre-existing material 
heterogeneity; here the initial orientation of the zone with respect 
to the local stress field will govern the dominant strain mechanism.
The measurement of strain profiles across shear zones is 
normally carried out under the assumption of heterogeneous simple 
shear. The first study of this type was done by Ramsay & Graham (1970) 
who showed that strain profiles could be used to calculate the 
displacements on shear zones (Fig 1.2). Most of the strain profiles 
published by Ramsay & Graham (op. cit.) and Ramsay & Allison (1979), 
show a normal distribution of strain across the zone, whereas more 
recent publications (Watterson 1979) tend to show flat-topped profiles 
as being more prevalent. The 13 Km-long strain profile across the 
Ikertoq shear belt in West Greenland (Grocott & Watterson 1980) shows 
a very irregular distribution of strain, with a succession of low and 
high-strain zones. This may however be partly due to the class system 
used for determining strain. Strain profiles across a zone are not 
always symmetrical and this is obviously the case with shear zones 
developed along lithological boundaries (Bell & Etheridge 1976). The
Fig 1.2
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Fig 1.2 Calculation of displacement from a shear zone strain profile 
by summation of small elements Ss. After Ramsay & Graham (1970).
gaccuracy of any strain profile is dependent on the method used to 
measure strain, and as not all shear zones conform to the ideal 
parallel-sided slab of heterogeneously high strain, inaccuracy of 
measurement can be substantial. Also the work of Burg et al. (1986) on 
polycrystalline ice shows that the shape fabric of recrystallised 
grains does not correspond to the theoretical foliation, and therefore 
estimates of strain from mineral grain orientation are unreliable in 
high-temperature shear zones.
1.II.3 Deformation mechanisms.
l.II.3.a Factors affecting rock deformation.
Studies of the behaviour of solid materials at particular 
pressures, temperatures and applied stresses, were first carried out 
using ice. This enabled experiments to be conducted either under 
laboratory conditions (Glen 1953) or in the field (Gerrard et al. 
1952). The object of these studies was to relate strain rate to the 
applied stress with an equation of the form:
t - f (<T) ( 1. 1)
where: ¿ - i s  the strain rate 
O'- is the appied stress
Measurements of strain from natural rocks in laboratory 
experiments show that large volume changes are rare and the effects of 
lithostatic stress are not highly significant in terms of deformation. 
This means that that only the deviatoric components of stress and 
strain need be 'nsidered (Brun & Cobbold 1980). Other factors that 
will affect the flow properties of a rock are the ambient temperature
1 0
and the rheological properties of the rock itself, ie. grain size, 
mineral composition, degree of order, state of imperfection, 
homogeneity and anisotropy (Heard 1976). Most laboratory studies have 
been confined to monomineral 1c samples, either polycrystalline 
aggregates (Post & Griggs 1973) or single crystals (Kohlstedt et al. 
1976) such simplifications remove most of the rheological variables.
l.II.3.b Flow laws.
There are three principal types of creep observed in laboratory 
tests (Fig 1.3) (Weertman & Weertman 1975). The large scale movement 
and multiplication of crystal dislocations occurs above a critical 
stress 0^  given by:
( 1 .2 )
where: y* - is the shear modulus
b - is the length of the burgers vector of crystal dislocations 
 ^- is the dislocation density prior to stress application
(1) Low temperature creep:- T < Tm/3 (Tm - melting temperature)
In this state the dislocations within crystals move only in 
their glide planes, there is very little dislocation climb 
perpendicular to the glide planes, .as diffusional processes are too 
slow at low temperatures.
(ii)Hlgh temperature creep:- T > Tm/3
At values of c  above dislocation climb becomes Important and 
there may be recovery due to dislocations of opposite sense moving 
towards each other and being ;r...*h11ated. A steady state is reached 
when the production of dislocations is equal to the rate at which they
Fig 1.3
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Fig 1.3 Creep diagram for the three principal types of creep. T/Tm - 
homologous temperature, o/w. - normalized sness. Solid lines are for 
laboratory experiments, dashed lines for geological strain rates. 
After Weertman & Weertman (1975).
cancel each other, so creep rate 6, does not vary with time. Before 
the steady state is reached there is a transient c^eep phase where 6  
varies with time. If the material had a low initial dislocation 
density the creep rate accelerates; if the initial dislocation density 
was high then the creep rate will decelerate (F^g 1.4).
(iii)Anelastic creep.
This type of creep is recoverable, ie. if the stress is removed 
then the creep decreases in value to zero.
1.II.3.C Steady state creep.
For geological purposes steady state creep (see (ii) above) is 
the most important, this can be accomplished by several mechanisms, 
which are summarised here.
Power law creep (dislocation creep).
This type of steady state creep can be controlled either by the 
glide velocity of dislocations or by dislocation climb. For glide 
controlled creep the general equation is of the form;
Fig 1.4
Fig 1.4 Schematic creep curves for strain versus time for transient 
creep. After Weertman & Weertman (1975).
^  - Is a dimensionless constant
Nabbaro-Herring creep.
This Is steady state creep due to the diffuslonal mass 
transport of atoms across grain boundaries and has the general 
equation;
£  - (D/L2).{(^kT) (1.5)
where L - Is the average grain diameter 
V - Is a dimensionless constant 
(Weertman & Weertman 1975)
Coble creep (grain size sensitive creep)
The grain-size sensitivity of creep under certain conditions Is 
due to the fact that fully recrystal Used small grains are softer than 
the coarse-grained starting material at certain differential stresses 
(Goetze 1978). Schwenn & Goetze (1977) presented an equation of the 
form;
1 3
t - 6 .o-.Gs*'^exp(-Q/RT) ( 1 . 6 )
where 6 - Is a dimensionless constant 
Gs - Is the grain size 
Q - Is the activation energy 
R - Is the Gas Constant
The effects of temperature and pressure on power-law creep and 
Nabbaro-Herring creep are governed by the diffusion co-efficient (D) 
In equations 1.3, 1.4 & 1.5. For material containing only one atomic 
species the diffusion co-efficient Is given by;
D - Dq exp(-Q/kT) exp(-PV/kT) (1.7)
where P - Is hydrostatic pressure 
Djj - Is a constant
V - Is the activation volume for diffusion 
(Weertman & Weertman 1975)
These deformation laws have been linked by Stocker & Ashby 
(1973) to form deformation maps relating temperature and shear stress 
for the conditions of operation for each type of creep mechanism (Fig 
1.5).
l.II.3.d Rheological parameters.
Most recent studies of creep measurement In rocks have used a 
power-law type flow law of the form;
i - A exp(-Q/RT)(0-j-O3)" ( 1 . 8 )
- I
Fig 1.5 Deformation map for olivine, the narrow lines are for 
different vai"es oF strain rate. From Stocker & Ashby (1973).
1 4
where A & n are material constants
The parameters A, Q and n are determined experimentally for any 
given rock type or mineral. Table 1.1 gives recently published values 
for a variety of rheologies. Some studies however have shown that 
these constants may vary with temperature. Franssen et a1. (1987) 
record a decrease from 6 to 2 for n at temperatures of 400“C and 550*C 
respectively, for experiments using polycrystalline halite In simple 
shear. Such examples however are scarce and models must rely on the 
available published data. R, the Universal Gas Constant, Is 1.98 cal/ 
K*and temperature Is the absolute temperature In K*. In order to study 
the stress release resulting from strain In a rock It Is necessary to 
know the Young’s Modulus (E) of the material, values of which are 
given in table 1.2.
1.II.4 Localization of deformation.
l.II.4.a Instability and localization.
Shear zone formation Is dependent on the Initiation of a 
discrete zone of high strain. This can be achieved either by 
localization of the deformation due to Initial Inherent material 
heterogeneities or by the deformation becoming formally unstable^The 
onset of Instability can be defined as the loss of load-carrying 
capacity under constant strain rate, or by the negative slope of the 
stress-strain curve (Bowden 1970).
Bowden (op. cit.) developed a model for localization of 
deformation. In which the material has a certain volume fraction (F) 
of embryonic bands whose strain was "fortuitously" larger than the 
matrix by 4^. The model can be demonstrated by examining a portion of 
the flow stress surface shown In fi; 1.6 projected onto a surface In 
the plane of strain-strain rate (Fig 1.7). The starting points (b -
Fig 1.6
Fig 1.6 Flow stress surface In stress, strain, strain rate space, the 
portion of negative slope Is labelled a,b,c,d. After Bowden (1973).
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Fig 1.7
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M g  1,7 A portion of the negative slope region In fig 1.6 viewed in 
the strain, strain rate plane, showing the divergence of strain rate 
between the bands (b) and matrix (m) after an initial strain 
perturbation . The dashed lines are stress contours and the stress 
gradient is assumed to be constant. After Bowden (1973).
TABLE 1.1
RHEOLOGICAL PARAMETERS FOR EQUATION 1.8
Rock type Source A n 1
(Kb‘"s'^)
Q
(Kcal/mol )
n
Polycrystalline Carter & 1.2 X 10^° 119.8 4.8
Dry Olivine Ave’Lallement (1970) 
Goetze & 140.0
Kohlstedt (1973) 
Post (1977) 4.3 X  10® 126 3.0
Goetze (1978) 7.0 X  10^° 122.0 3.0
Bodine et al. 7.0 X  10^® 122.0 3.0
(1981)
Zeuch (1983) 3.4 X 10^^ 130.0 3.5
Polycrystalline Post & Griggs 3.4 X  10® 93.1 3.18
Wet Olivine (1973)
Post (1977) 4.3 X  10® 93.8 3.0
Bodine et al. 
(1981)
7 X 10^® 105.0 3.0
Single Crystal Kohlstedt & 126.0
Dry Olivine Goetze (1974) 
Kohlstedt et al. 125.0 3.0
(1976)
Diabase Caristan (1982) 7.7 X  10^ 66.0 3.05
Shelton & 
Tunis (1981)
1.4 X 10® 62.0 3.4
Wet Quartz Koch et al. 
(1980)
4.36 38.2 2.44
Dry Quartz Koch et al. 
(1980)
0.126 36.0 2.86
Wet Quartzite Shelton & 11.0 40.0 2.0
Tullis (1981) 
Turcotte & 
Schubert (1982)
7000.0 55.0 2.6
Dry Quartzite Turcotte & 
Schubert (1982)
67.0 64.1 6.5
TABLE 1.1 CONTINUED
AT bite Shelton & 
Tullis (1981)
151.1 56.0 3.9
Anorthosite Shelton & 
Tullis (1981)
820.2 57.0 3.2
Granite Carter et al. 
(1981)
1.4 X 10*® 25.4 2.9
TABLE 1.2
YOUNG’S MODULI FOR SOME ROCK TYPES
Rock Type Young’s modulus (Kb)
Quartz 100.0
Dry olivine 1000.0
Dunite 1500.0
Anorthosite 830.0
Young’s Moduli for some dominant minerals In Important rock types. 
After Turcotte & Schubert (1982).
bands, tn - matrix) are a distance a V apart. From there the strain rate 
of the bands increases instantaneously to b’ and the strain rate of 
the matrix decreases instantaneously to m ’ such that both b’ and m ’ 
still lie on the same stress contour. Bowden (1970) then goes on to 
derive equations for the change in strain rate with strain in both 
bands and matrix in terms of the initial strain rate, the volume 
fraction of the bands, the gradient of the stress contours and the 
initial strain perturbation aV . From this it can be shown that for 
small values of a )5 the divergence in strain rate between the bands and 
matrix is small, but with increasing A^, the strain rate of the matrix 
becomes very slow relative to that of the bands, and so the divergence 
in rate increases.
An alternative for instability due to localization was 
presented by Poirier (1980) using a general equation for deformation 
in shear;
(l+n+m).dM + 1 . ^  + n + m.dX - mQ.dT -  l . d Z  
H  ^ d  ^ RT dis r  dis
(1.9)
M dli d 0
where M - is the Taylor factor, which depends on the orientation of 
the active slip systems, 
n - is the strain sensitivity of stress 
m - is the strain rate sensitivity of stress
Ï - is the
To- is the
i - is the
Q - is the
I G
R - is the Universal Gas Constant 
T - is temperature 
T  - is the resolved shear stress 
In which the requirement for instability in this equation 
is that dr^ 0 
dU
1.II.5 Strain softening (s.l.1
Each term in the general deformation equation (1.9) represents 
a mechanism of strain softening. This can be defined as a reduction in 
flow stress at constant strain rate and/or with Increasing strain. 
Stress is usually regarded as constant across an area, so local strain 
softening is expressed as a variation in strain rate. Using Poirier’s 
(1980) system there are five principal strain softening (s.l■) 
mechanisms, all of which, apart from shear heating, may also be 
hardening mechanisms.
(a) Geometrical softening
(b) Structural softening
(c) Strain softening (s.s)
(d) Strain-rate softening
(e) Shear heating
!• 11.5,a Geometrical softening (1+n+m).dM 
M d)i
Geometrical softening can be divided into two types, rotation
softening and fabric softening.
1 7
IJ
Rotation softening relates to the bulk anisotropy of the rock, 
and Is only Important If the rock contains a strong planar anisotropy. 
Kink-band formation Is thought to be due to the effects of rotation 
softening, as deformation within the band Is accomplished by finite 
rotation of the foliation, and Individual layers undergo little 
Internal strain but slide past one another (Cobbold 1977a). Shear 
bands In phylIonites and ribbon mylonites (White et al. 1980) only 
form when a strong planar anisotropy Is present and so appear to be 
the result of rotation softening (Norton 1982).
Fabric softening occurs due to the rotation of the active 
slip-planes In the constituent minerals towards the orientation In 
which the resolved shear stress Is higher for a constant applied 
stress (Poirier 1980). This Is best envisaged as the Increased 
resolved shear stress for Intragranular slip on a given plane as It 
rotates Into parallelism with the shear zone walls, and as the 
direction of slip rotates Into parallelism with the stretching 
Uneatlon. The extent of fabric softening will depend on the starting 
fabric and Its orientation to the shear plane and shear direction. 
DITlamore et al. (1979) attributed the formation of shear bands In 
heavily rolled cubic metals to fabric softening. The number of slip 
systems available In a material and their relative ease of slip will 
govern the Importance of fabric softening. The more slip systems 
ivallable, the less Important fabric softening will be, assuming they 
®re all of approximately equal ease of movement (Norton 1982). Most 
geological materials have only one or two dominant slip systems and 
will therefore favour fabric softening. The data from Burrows et al.
(1979) for polycrystal 1Ine magnesium gives some Indication of the 
degree of softening possible for a polycrystallIne material. The flow 
stress after softening Is Independent of temperature ujt the degree of 
softening Is temperature dependent. This Is due to the presence of
1 Q
more pronounced fabrics at lower temperatures. Fabric softening has 
been reported In experiments with ice deforming in simple shear (Burg 
et ai. 1986). They showed that Intracrystalline glide, grain rotation 
and dynamic recrystallization operate to accommodate the large strains 
by producing fabrics that favour glide on the basal plane of ice 
crystals. Grains with an initial orientation that favours glide will 
rotate towards the shear direction and then become highly elongate. 
Grains with initial orientations that do not favour glide will undergo 
Irregular rotation and then kink or bend to produce sub-grains and 
deformation bands, so the microstructure evolves towards a more 
deformable state. It has been suggested (White et ai. 1980) that 
fabric softening is the single most Important softening process 
associated with mylonite formation (see also Williams & Dixon 1982).
l.II.S.b Structural softening
There are three main causes of structural softening, phase 
transformations, metamorphic reactions and dynamic recrystallization; 
these may all lead to the production of softer more deformable phases 
and/or more deformable grains.
Phase transformation can lead directly to the production of a 
weaker phase, eg.oc-quartz to^-quartz (Norton 1982), or 
alternatively, volume changes can occur due to the production of a 
more or less dense phase with associated weakening of the material.
Metamorphic reactions can soften a material by producing a new 
mineral with a smaller grain size. This will lead to an increase in 
grain boundary sliding and in addition diffusive mass transfer 
processes such as Nabbaro-Herring creep and Coble creep will be 
enhanced. The new grains produced by such a metamorphic reaction wll’ 
also be soft strain-free grains and hence more easily deformed.
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Metamorphic reactions can also change hard phases such as feldspar to 
weaker assemblages such as quartz and sericite (White et al. 1980). If 
the reaction is concurrent with deformation then there is a weakening 
effct due to "transformational superplasticity" (White & Knipe 1978, 
Dixon & Williams 1983). This is due to the stresses and strains 
associated with volume changes and the increased diffusion rates 
during reaction. Dehydration reactions can liberate lattice-held water 
thus increasing pore fluid pressure and reducing the effective stress, 
and so assist deformation (Williams & Dixon 1982).
Dynamic recrystallization also produces small strain-free 
grains which soften the material due to increased grain boundary 
sliding and diffusive mass transfer processes. Dynamic 
recrystallization is favoured by higher temperatures (Burg et al.
1986, Fransen et al.1987), and can start at strains as low as 2-3%. It 
also prevents strain hardening of the material by the build up and 
tangling of dislocations in "old" grains. The data of Burrows et al. 
(1979) includes a degree of dynamic recrystallization, but this is 
probably of less significance than the geometrical softening.
1-II.5.C. Strain softening (s.s.) n
i"
This occurs when n, the strain sensitivity of stress, is less 
than zero. This is unlikely to be common but there may be some true 
strain softening in the early stages of deformation caused by the 
avalanching of dislocations that were pinned by impurities, and 
allowing entangled dislocations to pass (Norton 1982). Strain 
softening (s^s) is favoured by very high temperatures and large 
stresses when n 0 as the material behaves as an ideally plastic 
solid, so that even if no strain softening (s.s.) occurs, n is not 
appreciably larger than zero and so there is no strain hardening
2 0
(Poirier 1980).
l.lI.S.d. Strain-rate softening m.d^
i dX
The value of m, the strain rate sensitivity of stress, is 
important in that for values of tn < 1 localization of deformation is 
more likely. But the strain rate softening term is always positive and 
therefore represents strain hardening which must be balanced out by 
the other terms In equation 1.9. Weijmars (1987) however considers 
that a type of strain-rate softening is important in the deformation 
of the Palomares shear zone in Spain. He states that strain-rate 
softening could result from structural and thermal softening and uses 
this to explain variations in effective viscosity within the zone.
This however appears to be a sort of "secondary" strain-rate 
softening, resulting from shear heating and structural softening, 
rather than "true" strain-rate softening as defined by Poirier (1980).
l.II.S.e. Shear heating -mQ.dT
RT^ di
Shear heating is the result of the conversion of mechanical 
energy into heat during progressive deformation, and its effect is 
always to soften a material. The relative importance of shear heating 
in the overall strain softening equation is largely dependent on the 
size of the shear zone. In small shear zones the small ammount of heat 
produced is quickly conducted away by the surrounding rock and so 
temperatures within the zone do not Increase significantly. In large 
continental shear zones however, such as the deep levels of 
transcurrent faults and possibly along the base of large thrust 
sheets, shear heating is probably of major significance (Brun &
Cobbold 1980).
The effect of shear heating has been widely used in the 
modelling of shear zone development, eg. Yuen et al. (1978), Flietout 
& Froideveaux (1980) and Lockett & Kusznir (1982). The general 
equation for shear heating is given by Yuen et al. (1978) and Brun & 
Cobbold (1980), for a steady state ie. dT - 0
dt
K.d'^ T + (Tj (n+1) .(2A/T).exp(-Q/RT) - 0 ( 1. 10)
where K - is the thermal conductivity 
T - is the temperature
y - is the distance from the centre of the shear zone 
perpendicular to the walls 
0^  - is the applied stress 
R - is the Universal Gas Constant 
n, A and Q are rheological constants (see 1.11.3.)
Solutions to this equation (Yuen et al. 1978, Schubert & Yuen 
1978) have identified three branches on the shear stress / shear rate 
graph (Fig 1.8). The cold or subcritical branch, the intermediate or 
supercritical branch and the hot branch. On the cold branch heat 
production is negligible until at a certain critical value of 
shear-rate, heat is produced faster than it can be conducted away, the 
material softens and there is a resulting drop in shear stress. Beyond 
another critical value the term (2A/T).exp(-Q/RT) tends to a limiting 
value and stress starts to rise again with shear rate.
Geological evidence for shear heating is not abundant. Lockett 
& Kusznir (1982) show that temperatures achieved in constant velocity 
shear >a models should be sufficient for partial melting to occur. 
7he association of diapiric granites with shear zones has been used as
Fig 1.8
Fig 1.8 Sketch of the steady state solution for shear heating models. 
C - cold or subcritical branch, I - intermediate or supercritical 
branch, H - hot branch. After Brun & Cobbold (1980),
evidence to demonstrate partial melting in shear zones (Brun & Cobbold 
1980), but Poirier et a1. (1979) have argued however that the presence 
of rising plutons would thermally soften the host rock sufficiently to 
allow localization of a major shear zone, so the evidence is 
equivocal. The widening of shear zones with depth (Bak et al. 1975) 
has also been attributed to shear heating effects and successfully 
modelled by Lockett & Kusznir (1982). There is very little evidence 
for shear heating in small (<100m) shear zones and this agrees with 
the predictions from the theory. Brun & Cobbold (1980) calculated the 
critical widths for shear zones deforming by shear heating and 
concluded that "thermal runaway" was only possible for zones of IKm or 
more in width, or for very high differential stresses (>lKb) which are 
unlikely under geological conditions. Slight shear heating may be of 
importance when the shear zone is operating at a temperature just 
below that of a critical phase change or metamorphic reaction, it 
could also assist dynamic recrystallization and hence enhance the 
effects of structural softening.
l-lI.S.f. Other strain softening mechanisms.
White et al. (1980) used a slightly different classification of 
strain softening mechanisms to that of Poirier (1980)
Change of deformation mechanism 
Geometric or fabric softening 
Continual recrystallization 
Reaction softening 
Chemical softening 
Pore fluid effects
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Shear heating
Geometric softening and shear heating have already been 
discussed here (l.II.S.a & l.II.S.f) and continual recrystallization 
and reaction softening have been discussed under structural softening 
(l.lI.S.b.)
A change in deformation mechanism can occur as the grain size 
is reduced due to dynamic recrystallization. A warm or hot working 
mechanism will change to one in which grain boundary sliding dominates 
or, if there are fluids present, pressure solution can be favoured.
The general requirement of a fine grain size means that these 
mechanisms are favoured by low temperatures and high initial stresses. 
In addition the presence of a second phase (eg. mica),which can 
inhibit grain growth will enhance the effects.
Trace elements present in the lattice of minerals can 
effectively weaken them (eg. water in quartz), so chemical softening 
could result from the Ingress of water into a deforming shear zone, 
where the quartz in a mylonite could take up a small quantity of the 
fluid present. The weakening effect of even small quantities of 
lattice-bound water in quartz can be substantial (White et al. 1980). 
Pore fluid effects can also weaken a rock significantly, this can 
occur by both mechanical and physiochemical effects. Mechanically, 
there is a lowering of the effective stress due to the presence of 
pore fluids, which will lead to cataclasis, and secondly there is an 
increase in ductility due to the Rebinder effect. This occurs under 
loading, when the electronic structure of dislocations and lattice 
point defects, such as vacancies and impurity ions, can become 
altered. This leads to a change in the nature of the interaction 
between the dislocations and such impurities, thereby affecting 
dislocation mobility and hence local ductility (Westv;;: ' et al. 1967). 
Also there can be a lowering of the interfacial tension between
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crystals. This reduces the work-hardening component due to the pile-up 
of dislocations at the crystal-fluid Interface, and increases the 
probability of the emergence of dislocations onto the crystal faces, 
leading to a reduction in the dislocation density and allowing the 
crystal to accommodate further strain {Rutter 1972).
l.II.S.g The relative importance of the strain softening mechanisms.
The dominant mechanism of strain softening operating at any 
given time in a shear zone will be a function of the physical, 
mechanical and chemical properties of that zone, so it is difficult to 
generalise on the Importance of individual mechanisms. White et a1.
(1980) considered geometrical softening and dynamic recrystallization 
to be the dominant processes in mylonite formation from the evidence 
of well-defined crystallographic fabrics. They also noted that the 
comparative scarcity of weak or random fabrics suggests that 
superplasticity, due to reaction softening and grain boundary sliding, 
may not be of great Importance. This is in agreement with the 
experimental work of Burg et al. (1986) who consider that 
high-temperature shear zones will deform by dominantly crystal-plastic 
processes. The effect of shear heating may be of considerable 
significance in the deformation of very large shear zones, but is 
probably of little importance in smaller zones. The presence of 
Initial fabrics will favour fabric softening, and for a rock with a 
strong initial fabric this will probably be the single most Important 
mechanism. Strain softening (s.s.) and strain-rate softening are 
unlikely to be of Importance, and will give rise to strain hardening 
in most cases. Chemical softening and pore fluid effects can be of 
significance, but only under certain conditions, as not all shear 
zones act as fluid channels (Kerrich et al. 1980). The dominant strain 
softening mechanism may also change with time. Weijmars (1987)
recorded a change from initial geometrical softening, through a stage 
of continued geometrical softening with structural softening at depth, 
to a final state of of shear heating and strain rate softening for the 
Palomares Shear Zone in southern Spain, Some form of evolution for the 
softening mechanisms is probably the case with most naturally occur!ng 
shear zones.
The relationship of deformation mechanisms to the strain 
softening mechanisms is summarised in table 1.3. Taking the example of 
dislocation glide; in the undeformed material there are few 
dislocations present, if stress is then applied, the existing 
dislocations can propagate, new ones may nucleate and the material 
will flow. If conditions are favourable dislocations may multiply and 
the flow rate may temporarily increase, the material is now softer. 
However a stage is reached where the dislocations tangle and interact 
with each other causing the material to harden (Cobbold 1977 (b)).
l.III PREVIOUS MODELS OF SHEAR ZONE FORMATION
l-III.l Localization versus propagation
Models of shear zone formation and development can be divided 
into two main types: localization models and propagation models. In 
the localization model a pre-existing tabular region of weaker 
material is used to localize the deformation and subsequent 
development of the shear zone. In propagation models the tip region of 
a growing shear zone is considered and the deformation in front and 
behind the propagating tip is modelled. This section contains a 
description of the important shear zone models divided into 
localization and propagation classes.
STRAIN SOFTENING MECHANISMS FOR THE OPERATION OF ONE 
DOMINANT DEFORMATION MECHANISM.
TABLE 1.3
Deformation mechanism Causes of strain softening
Grain boundary sliding - loss of cohesion and overcoming of 
friction
- alignment of neighbouring boundaries
Microfracturing and 
cataclasis
- fracture propagation and multiplication
- sliding on new grain boundaries
Dislocation g1ide - multiplication of dislocations
Dislocation creep - dynamic recrystallization of grains
Pressure solution with 
possible mass transport
- change in grain shape configuration
- Increase in proportion of catalyzing 
impurities
NabbarO'Herring creep 
with possible mass 
transfer
- change in bulk chemical composition
- solid state phase transformations
- change in distribution of inert grains
After Cobbold (1977(b))
The evidence for both types of shear zone model Is equivocal, 
and it Is probable that both localization and propagation effects are 
important in the development of shear zones. General observation tends 
to favour propagation models, as shear zones are commonly found in 
Isotropic rocks which have no large scale material heterogeneities on 
which shear zones could localize. However shear zones formed at depth 
in transcurrent faults on a plate tectonic scale are constrained in 
their morphology and can be regarded in terms of a localization model.
1.1II.2 Localization models.
1.III.2.a Shear heating models.
Many of the localization models for shear zone formation have 
used shear heating to soften the material Inside the shear zone and 
hence localize the deformation (see l.II.S.e). Brun & Cobbold (1980) 
have recently reviewed the approaches to shear heating models. The 
basis for the models is the energy balance equation.
C.iT - KV^T + E 
òt
( 1. 11)
Ts
m
mr
m
c
z
Z
7Ì
U)
C
CP
3
Where C - is the volumetric specific heat 
T - is the temperature 
t - is time
2
KV T - is the heat lost by conduction
E - is the rate of energy dissipation per unit volume 
C and K are assumed to be constant (Brun & Cobbold (1980).
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In the case of simple shear (see fig 1.9)
E - (TjV - (Tj ¿U ( 1 . 1 2 )
iy
Where 'K - is the strain rate 
(Tj - is the applied stress 
u - is the relative velocity of the two blocks 
y - Is the distance from the centre of the shear zone 
perpendicular to the plane of shear 
By considering only one dimension eqn. 1.11 can be written,
C . U  - K Ò^T + E 
¿t 0y2
(1.13)
and substituting from eqn. 1.12,
C.iT - K ò ‘T + ffj ÒU (1.14)
òt ¿y' òy
Equation 1.13 can be solved for the following three conditions, 
each assuming that one of the terms is equal to zero.
i/ Steady state; no increase of temperature with time òT - 0
òt
(1.15)
Fig 1.9
1.9 General situation for shear heating models giving the 
co-ordinate frame. T - temperature, u - velocity,yK - effective 
viscosity, - ambient temperature, u^ - boundary velocity. After 
Yuen et al. (1978).
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This is the most common form used in shear heating models and 
assumes E is constant for a steady state.
ii/ No heat conduction through the material K • 0
(1.16)
This situation can never actually occur but it can be used as 
an approximation for materials with very low thermal conductivity, or 
when thermal gradients are very low.
iii/ Zero heat source E - 0
(1.17)
¿t
This is the equation for heat conduction in one dimension, and 
can be used to show the effect if deformation ceases.
Substituting 1.12 into 1.15,
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K + CTj ^  - 0 (1.18)
iy
A rheological flow law is introduced at this point, generally 
a power law of the form of eqn. 1.8. Substituting into 1.18 for ^  &
gives (see 1.10), ¿y
K ^  A exp(-Q/RT) - 0
dy2
(1.19)
which is the general equation for shear heating models (Brun & 
Cobbold 1980).
Yuen et al. (1978) use a shear heating type of localization 
model to demonstrate the development of shear zones several kilometres 
wide. Their model uses a viscous deformation, the magnitude of shear 
stress and the width of the zone being derived internally from the 
model. The first models use two blocks with contrasting rheologies and 
examine the development of a shear zone at the Interface between the 
two blocks. The rheology used for the hard block is that of olivine, 
whereas the soft block has the combined rheology of diabase, quartz 
and limestone. They found that the shear zone localizes in the soft 
block close to the boundary, and that the actual morphology of the 
zone depends on the amount of heat transfer between the two blocks.
The model is then applied to a situation where the two blocks are 
identical. Using a power law creep equation, the relationship between 
the viscosity, ambient temperature and velocity profiles is examined. 
The model shows that the region of Intense shear is an order of 
nagnitude less extensive than the associated thermal anomaly. They 
conclude that the ambient temperature outside the zone has little 
effect on the shape of the thermal anomaly due to the zone, and that
P
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the viscosity inside the shear zone is almost independent of the 
rheology. They show that increasing the ambient temperature widens the 
velocity and viscosity profiles across the shear zone. The boundary 
velocity, applied to the margins of the two blocks, has little effect 
on the temperature structure or the velocity profile inside the zone, 
but for low boundary velocities at low ambient temperatures the 
applied stresses need to be very high as the shear zone cannot produce 
sufficient heat to soften the zone adequately. This model and others 
like it only consider the heat flow perpendicular to the shear zone 
boundaries, and so are essentially one-dimensional models.
Flietout & Froidevaux (1980) used a similar model, based on 
equation 1.14, to examine the development of a thermo-mechanical shear 
zone with time. In the initial stages of development the shearing 
occurs across the whole zone, after which the deformation becomes 
concentrated into a narrow zone. With continued deformation the zone 
broadens gradually and the temperature anomaly flattens. In general, 
for lower ambient temperatures, the model predicts narrower zones, 
higher initial stresses and a shorter initiation period, but no real 
effect on the long term behaviour of the zone. For smaller boundary 
velocities the zone will be colder and the viscosities higher. If a 
temperature perturbation of 10*C is Introduced at the centre of the 
zone, the initiation stage is more rapid and the deformation is 
concentrated into a narrower zone. The model is then applied to small 
(cm- to m-scale) shear zones, assuming deformation to be confined by 
strong inhomogeneities in the host rock. A high temperature 
perturbation is necessary to avoid the build up of large stresses 
leading to brittle failure. The values used for modelling the small 
shear zones are: width 20 m, ambient temperature 800*C and boundary 
velocity of 10 cm/a. It is calculated that a zone of these dimensions 
could produce temperatures high enough for partial melting, but the
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resulting thermal anomaly would be 10 Km wide which is geologically 
unreasonable. They calculate that for a cm-scale shear zone with 
initial stresses as high as 5 Kb and displacement rates of 10 cm/a, a 
temperature rise of only 100*C would require 3000 years and a 
displacement of 300 m. If a more realistic velocity value of 1 cm/a is 
used, then 30 Ma and 30 Km displacement are the results. These are 
obviously unrealistic and force Flietout & Froidevaux to conclude that 
small shear zones do not deform by shear heating.
Flietout & Froidevaux (1980) also investigated the effect of a 
shear zone that cuts a boundary between a hard and soft medium. In 
such a situation, it is possible that the temperature in the hard rock 
will reach sufficient values to produce partial melting in the softer 
rock. The two rheologies are wet quartzite for the soft half, and wet 
olivine for the hard half, these are then deformed at an ambient 
temperature of SOO^C, at a boundary velocity of 10 cm/a. The 
temperatures produced in the quartzite layer reached 900“C, which is 
sufficient for partial melting. This is in contrast to the results for 
a homogeneous rock which does not reach temperatures high enough for 
™igmatization when sheared at values comparable with plate motions.
Shear heating models using constant shear stress and constant 
boundary velocity for a viscous medium are presented by Lockett & 
Kusznir (1982). For the constant velocity models the initial 
assumption is that of a constant velocity gradient across the shear 
zone, not a step-like Heaviside function as used by Yuen et al.
(1978). The models show that for the constant shear stress situation, 
thermal runaway, leading to temperatures high enough for partial 
">elting, is possible. For lower ambient temperatures, higher stresses 
required to produce runaway. The constant velocity models show 
that »‘■«ar zones broaden more rapidly at higher ambient temperatures, 
•"«I this is used to explain the broadening of shear zones with depth.
Fig 1.10
Fig 1.10 Typical shear heating model results for temperature and 
velocity profiles at various times after the onset of shearing. The 
dashed lines are the shear zone boundaries. Variations of Tmax (dashed 
line), minimum effective viscosity and stress are shown in the insets. 
Fi'om Flietout & Froidevaux (1980).
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as observed in the field. The merging of two parallel shear zones over 
a period of time is also investigated.
The most recent model to make use of shear heating has been 
developed by Pavlis (1987) who has applied models developed from Yuen 
et al. (1978) and Brun & Cobbold (1980), to the evolution of crustal 
"megathrust" systems. It involves using a steady state solution to 
equation 1.11, and the model shows a two-stage evolution for the 
development of the shear zones. In the initial stages, dry lower 
crust/upper mantle rocks are deformed in a ductile shear zone, the 
temperature achieved within this zone being dependent on the rheology 
of the deforming material, and almost independent of the ambient 
temperature. Low ambient temperatures thus give rise to high thermal 
anomalies, and high ambient temperatures will have small thermal 
anomalies. Because of this, shear heating acts as a thermal buffer, 
such that when hanging-wall rocks arrive at mid- to upper-crustal 
levels, their temperature is controlled by the rheology rather than 
their initial thermal state. As "wet" upper crustal rocks are emplaced 
below the preheated hanging wall, partial melting of the footwall 
metasediments may result. Stresses in excess of 0.5 Kb are required 
for temperature Increases of >100*C, and the maximum temperature 
achieved by the model is almost independent of depth and velocity, 
provided that these are not extreme. This model agrees with those of 
Yuen et al. (1978) and Flietout & Froidevaux (1980) in that a 
rheological contrast, either wet/dry or hard/soft is required to 
produce partial melting as a result of shear heating.
The general conclusions from all shear heating models are 
broadly similar as regards the relationships between ambient 
temperature, boundary velocity and applied stress. The principal 
disagreement is on the conditions ne'‘***'ary for shear zones deforming 
by shear heating to reach temperatures high enough for partial
^ H I
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melting. The main problem with these models is their inability to 
model the development of small shear zones realistically, but the 
conclusions relating to large zones are probably similar to the actual 
mechanisms involved for the deformation on these zones.
l.III.Z.b Other localization models.
The model developed by Bowden (1970) for inhomogeneous plastic 
deformation has been described in a previous section (l.II.4.a). In 
this model the deformation was localized in the bands by use of a 
strain difference a'S between the bands and the matrix. He concluded 
that for deformation bands to form in a material, the applied strain 
necessary for the strain rate in the bands to double needs to be 
small, so the initial strain defect must be large. The analysis 
presented assumes that inhomogeneous deformation can only occur on the 
negative slope of the stress-strain curve (see fig 1.6) as then the 
strain increases with decreasing stress.
Poirier et al. (1979) and Poirier (1980) use a model based on 
the general deformation equation (eqn 1.9). They assume a perfectly 
plastic rheology with a constant imposed strain rate, i.e. a constant 
boundary velocity, and no variation of shear stress in the y 
direction. A strain gradient is then introduced along the y axis, and 
the deformation is considered to become unstable if the strain 
gradient increases with strain, causing the deformation to become more 
localized. The shear zone is initiated using an initial strength 
defect Tjj. The model uses a granite rheology and the principal 
softening mechanisms of structural softening and shear heating, the 
structural softening being achieved by decreasing in equation 1.9 
with each step of the calculation. The important effect of structural 
softening is to localize the deformation and give a "cl.’r cut" shear 
zone; If there is no structural softening, the strain in the zone
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merely Increases linearly with the homogeneous strain outside the 
zone. The angle between the foliation Inside the zone and the shear 
zone walls decreases with Increased structural softening; thus In 
order to obtain the low angles observed In most shear zones, 
structural softening must be an Important factor.
The shear heating component used In the models Is not Important 
when a constant strain rate Is Imposed, and Poirier et a1.(1979) 
conclude that thermal runaway is unlikely under geological strain 
rates. This may be due to the assumption of a constant strain rate, a 
situation that Is unlikely to occur naturally. The model requires an 
Initial strength defect In order to activate the shear zone, and the 
larger this defect, the more enhanced the shear rate becomes. The 
model also predicts that shear heating will not be important below 
lower amphibolite facies conditions, and that migmatizatlon due to 
shear heating Is unlikely.
A model for the development of a shear zone, based on the 
elastic stress distribution around a lithospheric fault, was proposed 
by Watterson (1979). He used the relationship between width and 
displacement to obtain values of strain rate from observed field data, 
which were then used to constrain the model. The elastic stress field 
on the fault gave the initial stress distribution and this was then 
used, with a dislocation creep flow law, to obtain the Initial ductile 
strains. The model predicts that a steady state for stress will first 
be achieved In the centre of the zone, and that this will then widen 
with time. This model is further developed using a stress-related 
9na1n-s1ze reduction mechanism, combined with a diffusion creep flow 
law, to further soften the centre of the zone. The Introduction of 
these additional softening mechanisms results In Increased strain rate 
it constant stress, which prevents the zone widening to the Initial 
elastic stress profile. The model Is used to predict the observed
3 5
widening of shear zones with depth, and demonstrates several of the 
principal features of shear zones observed in the field.
The shear zone model developed by Casey (1980) can be used to 
explain brittle failure In shear, second order faulting and en-eche1on 
tension gash arrays. The model Is based on the principle of minimum 
energy and assumes that rocks have linear Isotropic viscous or elastic 
rheology. The deformation is localized within the zone by using a 
region with a lower elasticity or viscosity modulus, and the stresses 
within the zone are calculated for various orientations of the applied 
stress relative to the shear zone walls. For a shear zone In a 
homogeneous material not to increase the total stored strain energy, 
the material Inside the zone must be weaker than the host. The shear 
zone Is assumed to be a planar region of Infinite extent with a lower 
Young’s Modulus than the host and. In addition, the boundary between 
the shear zone and the host Is assumed to be cohesive. The variation 
of stress components In the weak zone with variation of the angle i 
(Fig 1.11) are calculated, and It Is shown that for ^ - 45* the 
stresses In the zone and the matrix are the same. For ^ < 45* the 
stress In the zone Is less compressive than-in the matrix, and for ^ > 
45* It is more compressive, a maximum Is achieved at ^ - 60*. The 
position of these points Is Independent of the Young’s Modulus of the 
zone, but the stress difference between the zone and matrix Increases 
as the zone gets weaker. With Increased weakening of the zone the 
principal stresses within the zone rotate so as to be at 45* to the 
shear zone walls for all values of  ^except 0* and 90* . Casey (1980) 
considers that. In ductile zones, weakening due to transformation or 
>"eact1on-enhanced ductility Is the dominant softening process. Stress 
concentration could cause local metamorphic reactions, and If any of 
these local regions are elongate with their long axes at angles of 45* 
or more to the matrix <Tj, then a shear zone could Initiate. The
T|
i
i 1
Fig 1.11
weak zone
Fig 1.11 Geometry of the shear zone model presented by Casey (1980).
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weakening caused by a local phase change results in an Increase In 
mean stress which will further promote the phase change. Such a 
mechanism may be important in the very early stages of shear zone 
development, but after the initiation stage it is probable that 
geometrical softening and other mechanisms of structural softening, 
e.g. dynamic recrystallization, will take over.
These localization models demonstrate many of the features 
observed in shear zones, the shear heating models being only 
appropriate to zones of several kilometres width. A feature common to 
most of the models is that, the larger the initial perturbation of 
temperature, strain. Young’s Modulus etc., the more pronounced the 
later development of the zone becomes. As many shear zones can be 
found in rocks where there are no strong initial material 
heterogeneities or other types of "localizing feature", there are 
obviously aspects of shear zone development that these models do not 
explain. However, it is difficult to be certain that shear zones in 
apparently homogeneous material did not localize on heterogeneities 
that are now obscured by the presence of the shear zones, but it seems 
unlikely that shear zones would obliterate all traces of every 
heterogeneity in an otherwise homogeneous medium.
liIII.3 Propagation models.
One of the first propagation models developed was that used to 
Investigate the propagation of a shear crack by Palmer & Rice (1973) 
for the failure of overconsolidated clays. They used the J integral 
technique to derive the conditions for propagation of a concentrated 
shear band. The basis of the model is the cohesive force models for 
tensile cracks and Palmer & Rice (op. cit.) regard the shear band as a 
surfac“ discontinuity on which there exists a relationship between 
shear stressT and displacement d. They found that shear bands will
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propagate once a certain critical load Is attained, as then the energy 
surplus at the tip just balances the energy used to dissipate the 
shear stresses In the back region of the zone, behind the tip, above 
the residual stress In the band. The propagation of the band reduces 
the "energy density" around the tip If the boundaries remain fixed.
The stress field used to drive the model Is derived from the type 
presented by Paris & Sih (1965), modified to take Into account the 
normal and shear stresses transmitted across the band. A problem 
exists at the band tip. In that the stress field becomes a 
singularity. Palmer & Rice (1973) therefore consider that there Is an 
end region of small but finite size embedded at the tip which will 
deform plastically. There is a strong size effect predicted by the 
model, in that a shear band will grow slowly from an Initial stress 
concentration and will then propagate more quickly once a certain 
critical length Is reached. The critical lengths and load stresses 
necessary for shear band propagation are calculated. This model Is a 
good analogy for shear zone development. In that a degree of 
cohesiveness across the discontinuity Is maintained, and that stresses 
are transmitted across the plane of shear as would be the case with a 
true shear zone.
The model proposed by Coward (1976) Is based on the assumption 
that. In the Initial stages of shear zone development, the small zone 
will be subject to boundary conditions at each end. The strain state 
around the zone may then deviate from a simple shear mechanism, with 
areas of compression and extension near the ends of the developing 
zone and a region of simple shear In the centre (Fig 1.12). The model 
9oes on to assume thtt deftrmatlon Is by plane strain with no change 
length of the shear zone and no displacement at the boundaries of 
the region. The curvature of the zone will depend on the balance 
between the amount of flattening strain taken up at the ends of the
Fig 1.12
Fig 1.12 Dlagramatic representation of a shear zone deforming with 
fixed boundaries giving rise to areas of compression (c) and tension 
(t) around the ends, with simple shear in the central region. After 
Coward (1976).
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zone and that taken up along its length. If the strain rate ^ 
(displacement velocity) is very low relative to the propagation rate 
d, then flat planar zones will result, if however i is similar to d 
then the zones will have a mild degree of curvature. A s ^ — »d, i.e. a 
high ¿/d ratio, the zones will suffer more flattening strain, and for 
zones with a lowi/d ratio there will be less flattening strains; 
these strains are however still present and cannot be removed by later 
simple shear deformation. Several closely spaced zones with high V d  
ratios will curve and coalesce to form networks. The lozenge-shaped 
augen in between represent areas of pure shear, and have a tectonic 
fabric at a high angle to the shear zones. Coward (1976) concludes 
that the strain path of a deforming shear zone is not one of simple 
shear alone, but that there will be an area of pure shear at the 
leading edge of shear zones. Field evidence of strain measurements 
using mineral cluster axial ratios and magnetic susceptibility 
anisotropy is presented to support this model.
Another model based on the stress distribution around a 
propagating crack was developed by Ball (1980). He modelled a thin 
disc-shaped crack filled with very fine grained material that could 
deform superplastically. A concentrated region of shear stress around 
the perimeter of the crack promotes dynamic recrystallization ahead of 
the propagating tip at temperatures greater than half the melting 
temperature (Tm). The concentrated stress field around the crack is a 
function of the diameter of the crack such that:
■^ c ■ "^ o^ ^^ /^ r)0.5 ( 1 . 2 0 )
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where c - is the crack radius
r - is the distance ahead of the crack tip 
Tj. - is the concentrated stress 
- is the applied stress
WhenT^ reaches 7^, the yield stress, a toroidal volume of
plastic rock is formed around the crack tip. Within this zone, if the
temperature (T) is high enough (T > 0.6 Tm) dynamic recrystallization
may take place such that the grain size remains in equilibrium with
7J.. The model therefore predicts a contrast in grain size from the host
rock going into the tip region, deformation within the zone being
accommodated by grain boundary sliding. Values calculated for 7^ are
around 5 Kb (For 7^ - 100 bar and T - 1000"K), this gives a
-12 -1recrystallized grain size of 10/^m and strain rates of 10 s for
-19 -1grain boundary sliding, or 10 s for dislocation creep. These 
values demonstrate the very large softening effect that results from a 
change from dislocation creep to grain boundary sliding 
superplasticity. The theoretical material used for these calculations 
is not given, but the values appear to be consistent with an olivine 
rheology. The energy build up before propagation is then related to 
the crack radius (c), and the model predicts that a crack must be of 
the order of 100 - 1000 Km long before self propagation of the crack 
can occur (7^ - 0.1 - 1 Kb, crack width of the order of 1 Km). These 
values appear to be unrealistically large. The model also predicts 
that the growth of the crack will be subject to periods of 
acceleration and deceleration due to the rate of propagation exceeding 
the ability of the dynamic recrystallization to accommodate the 
strain. This would then lead to brittle failure and could explain the 
occurrence of periodic earthquakes. The conclusions from this model 
are of general Interest but some of the initial assumptions appear to 
be geologically unreasonable. The use of a lO^m grain size in the
I
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crack Is not consistent with the published data, as grain sizes this 
small are uncoirenon; also the temperatures > 0.6 Tm used are probably 
unrealistically high. Tfieimodel predicts that the grain size along a 
snear zone should change as increases with c due to propagation, 
and this has not been recorded from field evidence.
Norton (1982) proposed a model that again uses the crack tip 
analogy for a propagating shear zone. Like Palmer & Rice (1973) he 
uses the crack tip theory to predict the stress distribution at a 
shear zone tip, with modifications based on palaeostress estimates 
from field examples. The model predicts flat-topped strain profiles 
with a maximum value of ^ - 50 and concludes that this is probably not 
due to strain hardening (c.f. Cobbold 1977 (a & b)) as the observed 
microstructures from natural examples show a steady state from "K - 2. 
Norton’s (1982) model makes the following assumptions: 
i/ Propagation rate is constant, 
ii/ Stress distribution has a "saw tooth" form, 
iii/ The host becomes part of the shear zone at an arbitary 
critical strain c
iv/ The deformation is accommodated by dislocation creep 
with power-law flow.
v/ A parabolic law is used for the effect of strain 
softening.
This model is constrained using field evidence for stress 
intensification levels and the degree of strain softening. It is used 
principally to calculate the propagation rate of shear zones for 
various stress intensification factors, temperatures and widths. When 
propagation rate is compared to displacement rate the propagation rate 
1s found to be one or two orders of magnitude larger, and the results 
suggest that the propagation rate is proportional to the width of the 
zone. The observation that shear zones in the field tend to have a
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constant aspect ratio (length : width) of about 500 : 1, is used to
support the propagation rate - width relationship. Assuming that all
shear zones in a particular area form over a given period of time,
then the large zones must propagate faster. The model is used to
predict the time taken for a shear zone to reach this final aspect
ratio and this is then compared with the time taken to reach a strain
of )(- 50. The calculated values depend on the temperature, stress
intensification and the degree of strain softening. Time taken to
14reach the final aspect ratio is estimated at between 2.8 x 10 and
5.3 X 10^^ seconds (9 Ma - 17 Ka), and so shear zone development 
should represent a considerable time span in an orogenic episode
1.III.4 Conclusions
The models discussed cover a variety of approaches to the study 
of shear zone development. The shear heating models are only 
applicable to the large zones and do not explain much of the finer 
detail of the development of small shear zones, but given this 
limitation, these models give realistic results and are of 
considerable significance. Of the other localization models, that of 
Watterson (1979) is perhaps the most realistic in that it uses a 
changing deformation mechanism through the life of the zone. The model 
of Casey (1980) is chiefly concerned with the brittle features of 
shear zones and does not deal in any detail with the development of a 
true ductile shear zone. The propagation models have an advantage in 
that they appear to be more useful in explaining the cm- to m-scale 
shear zones that are easily observable in the field. The basis for 
"lost of these models is the calculation of the stress field around a 
growing crack tip. This has been modified by Palmer & Rice (1973) to 
take into account the stresses transmitted across the shear band in 
order to give a more acceptable approximation to the natural case.
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Norton (1982) also modified the calculated stress field by using data 
from palaeostress estimates and strain profiles. The model presented 
by Ball (1980) suffers from the the use of unrealistic values as input 
parameters, which may have led to over-estimates in the results. One 
aspect common to all the models is the need for improved data 
constraints, both from field studies and experimental work in order to 
enable the models to be properly calibrated, and to enable the 
relevance of the results to be assessed.
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CHAPTER 2
2.1 INTRODUCTION TO FIELDWORK
2.1.1 Objectives of the fieldwork.
The fieldwork undertaken had two principal objectives; to 
provide a data set that could be used to test and constrain a model of 
shear zone development, and to obtain information on the way in which 
shear zones initiate and develop that could be used as the basis for 
the approach to the shear zone modelling.
Shear zones of all scales were examined from 0.75 km to less 
than 1 cm in width and in a variety of rheologies. All the examples 
used were taken from the Lewisian of the North West Highlands of 
Scotland. The account of the fieldwork is divided into three parts; a 
description and analysis of a major crustal shear zone - the Canisp 
Shear Zone, the collection of data from over fifty cm-scale shear 
zones between Torridon and Laxford, and the results and conclusions 
from the fieldwork and their relevance to the development of a model 
for the initiation and operation of a shear zone.
2.II THE CANISP SHEAR ZONE
L I I .1 Introduction
^Il-l.a History of research.
The Lewisian of the Assynt region was first mapped by Peach ^  
ili (1907), who noted the major shear structure to the N of Lochinver 
*nd followed it inland to '^’“n Canisp (Fig 2.1).
Fig 2.1
Fig 2.1 Location map showing study area. CSZ - Canisp Shear Zone, LSZ 
- Laxford Shear Zone.
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Work in the Lochinver area by Evans (1965) led to the 
recognition of the Inverian metamorphic event. This is a pre-Scourie 
dyke, amphibolite-facies event of higher grade than the later 
Laxfordian, and post dating the intrusion of a suite of pegmatites, 
which were emplaced after the Scourian granulite-facies metamorphism.
Following the chronology of Park & Tarney (1987), the first 
event recognised is the Badcallian granul ite-facies metamorphism at c. 
2700 Ma. This was followed by intrusion of potassium-rich pegmatites 
(Evans & Lambert 1974). The Inverian deformation and metamorphism 
occurred between c. 2600 and 2400 Ma. with the emplacement of the 
Scourie dykes into hot country rock (Tarney 1963), between 2400 and 
1900 Ma. The boundary between the Inverian and the Laxfordian is not 
well defined. Evans & Lambert (1974) considered that the dyke 
emplacement was associated with the end of the Inverian, rather than 
with a period of quiescence between two separate tectono-metamorphic 
episodes. The time of peak Laxfordian metamorphism was around 1850 
Ma. (Lambert & Holland, 1972).
A major study of the Assynt region was made by Sheraton et al. 
(1973a,b). On the evidence of the folding they postulated a N-side-up 
movement for the Canisp Shear Zone during the Laxfordian, following 
the N-side-down sense of movement implied by the Lochinver monoform.
Beach (1974), in a paper dealing primarily with the Laxford 
shear zones, suggested a dextral N-side-up sense of movement, 
perpendicular to the principal lineation. He was however, unable to 
calculate a displacement across this zone, due to the absence of 
“ell-exposed dykes oblique to the zone, such as those at Tarbet.
A sinistral S-side-up sense of movement was adduced by Evans & 
Lambert (1974) for the Laxfordian shearing on the Canisp Shear Zone. 
They also referred to the "intensely deformed gneiss of th- ''ajor 
Inverian structures" but did not specifically mention a period of
i
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Inverian shearing.
In the most recent work on the Lochinver area, Jensen (1984) 
used the quartz microstructures to obtain a dextral, S-side-up sense 
for the Laxfordian movements, but did not consider the earlier 
Inverian movements.
2.II.I.b Aims of the present study.
The aim of this part of the fieldwork was to produce a detailed 
map of the western end of the Canisp Shear Zone including the 
Important coastal exposure between Achmelvich and Clachtoll.
Particular emphasis was placed on the distribution of strain within 
the zone and several traverses were done on a sub-metre scale across 
the zone at points along its length. Detailed mapping of small areas 
was combined with logging of critical sections; this enabled a 
complete picture of the development of a large crustal shear zone to 
be constructed.
General description and structural setting
The Canisp shear zone outcrops on the coast at Achmelvich Bay,
3 km NW of Lochinver, and trends ESE inland to Glen Canisp where it 
disappears beneath a cover of younger rock. The portion of the zone 
which has been mapped for this study extends from the coast to grid 
line 210 E, 5 km Inland (Fig 2.2). The shear zone is sub-vertical at 
outcrop and approximately 0.75 km in width at its widest point. To the 
south of the shear zone the foliation in the gneisses is flat lying; 
this is folded by the Lochinver monocline, becoming steeply N-dipping 
In the N limb (Figs 2.3 & 2.4). This steep N-dipping foliation is cut 
by steeply S-dipping high-strain rocks that strike slightly obliquely 
to the axial trace of the Lochinver monocline. Within the shear zone
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the rocks vary from mylonites to relatively undeformed gneisses 
similar to those to the S of the zone; the foliation within the zone 
is generally sub-vertical. At the E end of the area the gneisses to 
the N of the zone dip gently NE and the boundary to the shear zone is 
well defined. At the western end of the zone the N boundary is less 
well defined due to a series of folds with E-W trending axes and 
associated shears. There are numerous dykes in the area, all 
sub-vertical and striking sub-parallel to the shear zone.
2.II.3 Description of rock types
2.II.3.a The gneisses.
Selective aspects of the petrography relevant to the present 
study are described in this section; more comprehensive studies of the 
petrology, geochemistry and microstructure are presented by Peach ^  
aK (1907), Khoury (1968), Sheraton et a1. (1973a) and Jensen (1984).
The gneisses of the mapped area are broadly tonalitic in 
composition (Fig 2.5) and have been variably deformed. To describe 
them, it is convenient to examine the lowest-strain gneiss from the 
area and then document the changes that occur with increasing strain.
The lowest-strain gneisses occur to the S of the Canisp Shear 
Zone and to the N of the zone at the eastern end of the area. They 
have a good mineralogical banding; the individual layers, varying in 
composition from acid to mafic or ultramafic, are parallel to the weak 
foliation. The layers are laterally discontinuous and cannot be 
followed for more than a few m. The banding is locally folded by 
^soc^1nal intrafolial folds. Ultramafic pods, now consisting almost 
entirely of amphibole, occur within the gneisses; they are flattened 
In the plane of the foliaticr. 'nd their long axes vary from a few cm 
to several m in length.
Fig 2.5
Q
sheared •  
unsheared +
Fig 2.5 Composition of the gneisses, from Jensen (1984), showing the
same modal composition for both sheared and unsheared gneiss.
Fig 2.5
Q
sheared •  
unsheared 4-
Fig 2.5 Composition of the gneisses, from Jensen (1984), showing the
same modal composition for both sheared and unsheared gneiss.
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Mineralogically the gneisses consist of plagioclase (An 25-35), 
quartz and honblende, with variable ammounts of biotite, epidote and 
opaque ore minerals. Most samples show a division into 
quartz-plagioclase and hornblende-biotite rich domains corresponding 
to the mineral layering seen in hand specimen. The boundaries to these 
domains can be quite sharp but in general the low-strain gneisses show 
a diffuse gradation between felsic and mafic layers. The variation in 
the composition of the gneisses is shown in Table 2.1. A weak fabric 
parallel to the mineral banding is defined by the preferred 
orientation of hornblende laths. The grain size within the low-strain 
gneisses is variable, the average being between 0.1 and 0.3 mm, but 
individual grains may be as large as 5 mm. The larger grains are 
porphyroclasts of plagioclase and hornblende, have strongly embayed 
margins and exhibit a variable degree of alteration. The hornblende 
porphyroclasts often have numerous Inclusions of small rounded quartz 
grains producing a "sieve" texture. The plagioclase porphyroclasts are 
often heavily sericitised and may have small inclusions of epidote; 
twinning is Infrequent both in the porphyroclasts and in the 
plagioclase in the groundmass. The groundmass consists mainly of 
small- to medium-sized anhedral, equant plagioclase and quartz grains 
and the feldspar is often sericitised. The quartz grains show little 
evidence of strain and have an annealed texture; they are confined 
almost entirely to the felsic domains. Rare quartz segregations are 
present which contain fresher quartz with some strain features such as 
undulóse extinction. Biotite occurs as small lath shaped grains within 
the mafic layers, usually aligned parallel to the foliation/banding; 
occasionally Irregular sheaves of biotite occur representing a later 
phase of biotite growth. The low-strain gneisses show considerable 
evidence of late-stage alteration. As well as the sericitizit'*n of 
plagioclase already described, the hornblende grains are often heavily
TABLE 2.1
t COMPOSITION OF THE GNEISSES
Mineral Average
Content
Range of 
Content
Standard
Deviation
N
PI agloclase 50.0 20.3 - 68.7 11.6 18
Quartz 20.7 1.1 - 35.4 9.4 18
Biotite 5.6 0.0 - 17.8 5.2 16
Hornblende 22.1 0.0 - 67.7 14.9 14
Chlorite 0.5 0.0 - 2.9 0.8 11
Epidote 2.2 0.3 - 5.6 1.3 18
Opaque 0.9 0.0 - 1.7 0.5 16
Accessories 0.9 0.0 - 3.8 0.9 16
An in plag. 29.0 25.0 - 32.0 2.1 68
Taken from Jensen (1984) Table 1
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clouded and show alteration rims. There may also be biotite growth 
along the cleavage planes of the larger hornblende crystals. Quartz 
and plagioclase grains often show late fracturing.
The first indication of increasing strain on the microstructure 
of the gneisses is an increase in the preferred orientation of the 
smaller hornblende laths and also biotite laths where present. Quartz 
grains exhibit strain features such as undulóse extinction and 
sub-graining, and the grain size decreases. There is a small amount of 
newer, strain-free hornblende and an increase in the amount of 
granular epidote which appears to be associated with the larger 
hornblende porphyroclasts. The mineral layering is still present and 
there is an increase in the sharpness of the boundaries to the 
individual layers. The felsic layers exhibit little evidence of any 
shape fabric to the grains. In some samples there is a slightly 
stronger fabric defined by small prismatic hornblendes cross cutting 
the mineral banding at a low angle.
At high strains the gneisses have a strong foliation parallel 
to the mineral layering. It is not possible at this degree of 
deformation to tell whether the mineral layering is a completely new 
feature, or whether it is a modified and transposed relic of the 
low-strain gneissose banding. These gneisses often exhibit a strong 
penetrative lineation formed by quartz rods, and may also show a 
non-penetrative lineation on the foliation surfaces defined by the 
alignment of prismatic hornblendes. In places there is random growth 
of amphibole on the foliation surfaces occasionally becoming rosette 
shaped. Microstructurally there is an extremely strong preferred 
orientation to all the prismatic hornblende and biotite crystals.
These form discrete surfaces, often grouped together with very thin 
felsic domains between. There is very little felsic material in the 
"lafic layers and the layer boundaries are extremely sharp. There is a
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moderate preferred shape orientation of quartz and feldspar grains in 
the felsic layers. The quartz grains are recrystallized and annealed, 
exhibiting curved boundaries, undulóse extinction, subgraining and 
subgrain rotation. In the felsic layers there is development of quartz 
ribbons, within which the individual grains show a slightly larger 
grain size than those in the groundmass. The presence of subgrains and 
quartz ribbons indicates temperatures in excess of 400 "C. There is an 
overall decrease in the grain size, particularly marked in the quartz 
grains, which show a decrease of up to 50% of the median grain size 
(Jensen 1984). The feldspar grains are sericitized and often show an 
alteration to fine white mica along the grain boundaries. There are 
few porphyroclasts present in the high-strain gneisses, but where they 
do occur, the fabric deflects around them and they are heavily 
altered. Some plagioclase porphyroclasts have retrogressed totally to 
random aggregates of white mica. Very few of the porphyroclasts show 
twinning. Where present, biotite is of a very uniform size and has a 
very strong preferred orientation. There are a few grains of earlier 
biotite within the rock, these have strongly embayed margins and are 
retrogressing to chlorite.
The highest strain rocks in the area are quartz-feldspar 
mylonites. These are composed of quartz and feldspar with accessory 
mica and amphibole. There is marked reduction in grain size and a good 
prefered shape orientation to all grains. Ribbon quartz development is 
common and all grains show strain features and a strongly annealed 
texture. A few feldspar porphyroclasts survive but these are smaller 
than in the less deformed gneisses and are heavily sericitzed, as is 
the feldspar in the groundmass. The more quartz-rich mylonites contain 
up to 5% of late prismatic white mica grains that cross cut the fabric 
■"1th random orientations. Biotite occurs in discrete thin planes 
*<1thin the mylonites, but these are rare and the biotite is
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retrogressing to chlorite. There are also a small number of hornblende 
porphyroclasts which survive only as fragments of crystals in the 
felsic groundmass, but maintain optical continuity.
The ultramafic pods occur within the gneisses throughout the 
area, even in the strongly deformed areas (c.f. Jensen 1984), but are 
not seen in the mylonites. There is no apparent mineralogical change 
in their composition from the low to the high deformation areas; they 
all consist almost entirely of hornblende in various stages of 
alteration. Some of the fresher grains have sieve-textured centres 
with inclusions of epidote and feldspar. The majority of the grains 
are clouded and have strongly embayed margins, and there are rare 
euhedral grains. Unfortunately, the shape of the ultramafic pods 
cannot be used as a strain marker to assess the distribution of strain 
within the zone. Even in the low-strain areas outside the shear zone 
the pods may be strongly flattened, whereas within some of the highest 
strain gneisses there are examples of almost spherical pods.
No evidence for an early high-grade metamorphism was found 
within the mapped area but this has been well documented elsewhere by 
Evans (1965), Evans & Lambert (1974) and Sheraton et al. (1973 a & b). 
The rocks within the mapped area are all of amphibolite-facies 
metamorphic grade, the stable paragenesis inside and outside the shear 
zone being plagioclase-quartz-hornblende-biotite-epidote. This gives a 
temperature interval of 500*- 600*C (Dickinson & Watson 1976) but no 
indication of pressure. The presence of fresh hornblende and white 
mica within the sheared gneisses indicates that amphibolite-facies 
conditions outlasted the final shearing event.
r r i
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2.11.3.b Intrusive bodies.
There are several types of intrusive body in the study area, 
the most numerous of which are the quartz-epidiorite "Scourie" dykes. 
The term quartz-epidiorite is used here as no unmetamorphosed examples 
exist within the area, and so a term implying an original igneous 
composition is avoided. Tarney (1973) called these dykes the "early 
dolerites" and described unaltered examples from near Loch Assynt to 
the E of the area. Within the mapped area the quartz-epidiorite dykes 
vary from 20 m to a few tens of cm in width, the largest being 
traceable for over 6 km. All the quartz-epidiorite dykes in the area 
are sub-parallel to the main shear zone. The dykes consist of 
hornblende, plagioclase, epidote and quartz. The felsic components 
occur in approximately spherical aggregates which give the rock a 
speckled appearance in hand sample. As the rock deforms these 
iggregates act as strain markers and their axial ratios may be used to 
determine the strain at any point within the dyke. The 
quartz-epidiorites in the area deform in a characteristic way, the 
strain becoming localised into a network of discrete shear zones 
within the dyke. These shear zones form an anastomosing pattern 
surrounding blocks of relatively undeformed material. In the less 
deformed dykes, the strain is concentrated into shear zones at the 
"larglns of the dyke.
The undeformed quartz epidiorites have a large variation in 
gi'ain size and are typically composed of hornblende (55%), plagioclase 
(An 19-33)(25%), quartz (10%) and epidote (8%) plus opaques and 
iccessory minerals (2%). The hornblende occurs as both large anhedral 
sieve-textured grains with quartz inclusions and embayed margins, and 
*s small prismatic grains within the groundmass, the smaller prismatic 
grains often showing a moderate .•'•eferred shape orientation. The 
plagioclase in the groundmass occurs as small anhedral grains usually
heavily sericitized. There is some indication that there may have been 
feldspar phenocrysts or porphyroclasts but these are very rare. Quartz 
is present as concentrations of 5 - 10 grains or as blebby inclusions 
within the larger hornblende grains. The rock as a whole has a 
granular texture in thin section and contains quite large amounts of 
epidote. The felsic aggregates are composed of plagioclase, quartz, 
sericite and epidote, all as small, anhedral, equant grains. Some 
quartz grains show strain features such as undulóse extinction and 
sub-graining.
With increasing deformation, the preferred orientation of the 
prismatic hornblendes increases, the felsic aggregates become 
flattened in the plane of the foliation, and the epidote content 
decreases. The number of large sieve-textured hornblendes decreases 
leaving only a few hornblende porphyroclasts, usually approximately 
xlO the average grain size in the groundmass. The foliation deflects 
around these porphyroclasts and there may be growth of new quartz and 
opaques in the pressure shadows. The prismatic hornblendes are of a 
very uniform size and there is an increase in the segregation of mafic 
and felsic phases, very few quartz and feldspar grains occurring in 
the mafic domains. Within the felsic aggregates there is a weak 
preferred shape orientation of quartz and feldspar grains, the quartz 
grains exhibit subgraining and there is evidence of grain size 
reduction by progressive subgrain rotation. The felsic aggregates 
appear to be slightly more competent than the groundmass as the 
foliation deflects around them. Occasionally late rosettes of 
inthophylite cross-cut the foliation.
With further increases in deformation the quartz-epidiorites 
tike on a striped appearance as the felsic aggregates are further 
flattened in the plane of the foliation. The thi.. sections have a 
banded appearance with planar felsic and mafic domains. Feldspar is
R
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dominant in the felsic domains occurring as lightly sericitized, 
small, equant grains. The quartz appears annealed and has a moderate 
preferred shape orientation parallel to the banding. The mafic domains 
consist of extremely uniform small prismatic hornblendes with a very 
strong preferred orientation. Epidote is almost absent in the highest 
strain portions of the dykes and there is a decrease in the amount of 
opaque ore minerals. As with the gneisses, there appears to be no 
change in the bulk composition between the quartz-epidiorite dykes 
outside the shear zone and those within it.
The other common intrusive bodies in the area are irregular 
ultrabasic intrusions mapped as picrites by Tarney (1973). Within the 
study area these have been severely altered and show none of their 
original mineralogy; unaltered examples however do occur to the E away 
from the shear zone. The mapped bodies consist of talc, chlorite, 
carbonate, actinolite and epidote, in various proportions depending on 
the degree of alteration. In hand specimen the rocks are extremely 
soft and highly sheared. The degree of alteration, metamorphism and 
deformation within these samples means that they are of little use in 
determining the structural history of the area.
A fine-grained amphibolite dyke outcrops on the coast at Altan 
na Bradhan, consisting of hornblende altering to anthophyllite, some 
epidote and accessory feldspar. There is a weak fabric visible in the 
thin section due to the moderate preferred orientation of small 
prismatic hornblendes, but in general the rock has a granular texture.
In the N of the area to the E of Clachtoll a dyke of similar 
ippearance to the quartz-epidiorites is intruded along the centre of 
an ultrabasic dyke, thus post-dating it. This dyke however contains 
•"elict phenocrysts of plagioclase, now heavily sericitized, rather 
than the felsic aggregates of the quartz-epidiorites, and it i: '.''ese 
that give the dyke a similar speckled appearance. The groundmass is
%
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mainly hornblende, some large anhedral grains containing inclusions of 
quartz, together with quartz and plagioclase. To avoid confusion with 
the quartz-epidiorites this dyke has been termed a metadolerite as it 
retains some of the original igneous textures.
2.II.4 Description of structures and tectonometamorphlc history.
In addition to mapping on a 1:10,000 scale, detailed maps on a 
1:200 scale were constructed for areas of particular interest.
Sections that were not suitable for mapping were logged on a cm scale 
and detailed traverses across the shear zone were logged on a 
sub-metre scale. Examination of the Canisp Shear Zone at these 
different scales has enabled a complete record of the structural 
history to be established.
The early history of the Assynt area including the Canisp Shear 
Zone has been discussed in detail by Sheraton et al. (1973a,b). They 
propose that the early flat-lying foliation, as seen in the S of the 
study area, is the result of the transposition of a previous layering 
at the crust/mantle interface, possibly due to a degree of decoupling 
at the base of the crust. The abundance of early intrafolial folds and 
the truncation of banding in certain basic gneiss bodies, are used as 
evidence to support this suggestion. At this time extreme boudinage of 
early ultramafic layers led to the formation of the ultramafic pods 
within the gneiss and partially flattened them in the plane of the 
foliation.
The early foliation has been locally folded by NE-SW trending 
folds, this is well demonstrated on the An Fharaid Mhor peninsula (Fig 
2.3) where a mafic/ultramafic body has been folded into a synform 
which plunges gently to the SW (Tarney 1978). Sheraton et al. (1973) 
also recognised a series of early monoclinal folds with axes trending 
230® and plunging gently to the SW. These events took place under
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granulite-facies conditions during the BadcaHian.
The beginning of the Inverian episode is marked by the onset of 
amphibolite-facies conditions causing retrogression of the 
granulite-facies Badcallian gneisses throughout the area. The main 
Inverian structures in the area are the Lochinver Monocline and a belt 
of sub-vertical well foliated gneisses to the N of the monocline (Figs 
2.3 & 2.4). The Lochinver Monocline folds the flat-lying Badcallian 
foliation along an approximately horizontal axis trending ESE-WNW the 
S limb being horizontal and the N limb dipping steeply N. There is an 
attenuation of the fabric within the N limb of the monocline. On the 
coast to the S of Clachtoll the Inverian gneisses are best exposed 
(Fig 2.6), they are strongly deformed with a good sub-vertical 
foliation and a weak, steeply SE-plunging lineation, which is also 
present in the N limb of the Lochinver Monocline. In the N of the area 
the transition back into Badcallian structure is more complicated than 
to the S as small relict areas of Badcallian gneiss, now retrogressed 
to amphibolite grade, are surrounded by Inverian and Laxfordian 
structures. The Lochinver Monocline and the belt of high-strain 
gneisses are taken to represent a major shear zone, approximately 1 km 
wide, that was operating during the Inverian, the steeply SE-plunging 
lineation representing the movement direction within this zone. The 
geometry of the Lochinver Monocline indicates a downward movement of 
the northern block relative to the stable flat-lying gneisses in the S 
of the area, and, in conjunction with the lineation, a dominantly 
dip-slip movement with a small dextral component.
Following the Inverian was a period of dyke emplacement. 
Probably the earliest dyke in the area is the fine-grained amphibolite 
dyke that outcrops on the coast at Altan na Bradhan (Fig 2.7) (see 
2.II.3.b). This is a small dyke that is only exposed over a few m. The 
dyke cross cuts the Inverian shear foliation, thus dating the fabric
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In this area, and has been subsequently folded with the formation of a 
weak axial-planar fabric. There is no direct evidence for the age of 
this dyke relative to the other intrusive bodies, but field relations 
and the degree of alteration suggest it is early in the sequence, 
possibly associated more with the end of the Inverian than the other 
dykes.
Evidence for the relative age of the other dykes is not present 
within the area as no cross cutting relationships between the 
quartz-epidiorites and the ultrabasic bodies are seen. Tarney (1973) 
established that the "early dolerites" (quartz-epidiorites) pre-date 
the "picrites" (ultrabasics) from evidence to the E of the present 
study area. The quartz-epidiorites were emplaced parallel to the 
Inverian shear zone along planes of weakness formed during the 
shearing. This is evident from the large dyke that cuts the Lochinver 
Monocline (Figs 2.2 & 2.4) outcropping on the coast at Achmelvich and 
continuing inland to E of Lochinver. Despite being outside the later 
Laxfordian shear zone the dyke still parallels the zone, thus 
reorientation of the quartz-epidiorites due to the later shearing has 
been negligible, and therefore they cannot be used to estimate the 
displacement on the zone (c.f. Jensen 1984).
The ultrabasic bodies are of variable shape, some being 
extremely irregular in outcrop while others are relatively planar 
dykes. The Irregular outcrops may be due to later modification of the 
relatively soft rock during the Laxfordian deformation, but the nature 
of the outcrop makes this impossible to verify. The only definitive 
dyke relationship within the area is to the E of Clachtoll where a 
metadolerite dyke (see 2.1I.3.b) is intruded along the centre of an 
ultrabasic body (Fig 2.8). Due to erosion the contact between the two 
Is not visible and so the implied 'lationship cannot be supported by 
evidence from chilled margins. The emplacement of the
I
Fig 2.8
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Fig 2.8 Large scale map of an area to the E of Clachtoll (GR 054271) 
showing the relationships between the phases of dvk« emplacement and 
the principal tectonic episodes. M - ultramafic layer In gneiss, Qe - 
guartz-epidlorlte, Ub - ultrabasic body, Md - metadolerlte, L - 
Laxfordlan shear zones.
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quartz-ep1d1or1tes appears to have been di1ationa1 and therefore 
associated with a period of N-S extension in the area. To the E of
I
Clachtdjl a distinctive ultramafic band within the gneisses is offset 
where it is cut by a quartz-epidiorite dyke. The offset of the 
ultramafic band has been modified by later Laxfordian shearing on the 
margins of the quartz-epidiorite, but restoring this the initial 
offset indicates extension perpendicular to the dyke walls.
Following this period of dyke emplacement the shear zone was 
reactivated during the Laxfordian episode. The margins to the 
Laxfordian shearing are well exposed on the coast at Achmelvich and to 
the S of Clachtoll. In the S a band of steeply S-dipp1ng mylonites 
(Fig 2.9) cut the Inverian foliation in the N limb of the Lochinver 
Monocline (Fig 2.4) giving clear evidence of a second phase of 
shearing. Within these mylonites there is a strong penetrative 
lineation that plunges at approximately 20* to the SE (Fig 2.10). This 
lineation is also present in the high-strain gneisses that occur close 
to the margins and at places within the zone. The plunge of the 
lineation within the gneisses is used to distinguish areas of 
dominantly Inverian structure from those with a dominantly Laxfordian 
fabric, as the foliation planes are often parallel (Fig 2.11). This 
approach is supported by the occurrence of discrete small shear zones 
in the area (Figs 2.12 & 2.13). These only occur in areas where there 
is a steeply plunging lineation. Thus the small shear zones are 
Laxfordian in age and the steep lineation is Inverian. The Laxfordian 
deformation within the zone is concentrated in discrete planes up to 
xlO m in width. This is Illustrated by the data from the traverses 
taken across the zone. On these the strain within the gneisses was 
quantified using various parameters. As there are no definitive strain 
markers within these rocks that can be used in the field, a class 
system was constructed based on the width and definition of the


Fig 2.11
+  Lineations from areas of low Laxfordlan strain 
• Lineations from areas of high Laxfordian strain
Fig 2.11 Stereoplot of lineations showing the division between areas 
of high Laxfordlan strain and areas relatively unaffected by the 
Laxfordlan deformation.
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banding and the development of the foliation (Fig 2.14). Class 1 
corresponds to the lowest strain gneisses seen in the area with only a 
diffuse mineral layering and a very weak foliation. Classes 2 - 4  
represent an increase from a weak foliation with moderately well 
defined banding to a strongly deformed gneiss with fine clearly 
defined banding and a strong foliation. Class 5 is a true mylonite.
Figs 2.15 - 2.17 show the qualitative variation in strain across the 
shear zone highlighting the extremely heterogeneous nature of the 
deformation, and the way in which the Laxfordian shearing is 
concentrated into narrow high-strain mylonite zones.
The Laxfordian deformation is associated with both the 
formation of a completely new fabric, as in the mylonites of the S 
margin of the zone, and the modification of the earlier Inverian shear 
fabric. This means that unless a lineation is present it is impossible 
to separate the two episodes in areas of moderate deformation. In 
places there is modification and refolding of Inverian structures. 
Folds within the zone have small interlimb angles and highly 
attenuated limbs, some showing a transition to shear zones along the 
fold limbs (Fig 2.18). These are interpreted as Inverian folds that 
have been tightened and sheared during the Laxfordian. In areas of 
high Laxfordian deformation there has also been rotation of the fold 
axes into parallelism with the strong Laxfordian stretching lineation. 
Refolding of folds occurs throughout the area especially at Port 
Alltan na Bradhan where Inverian folding of a heavily modified 
Badcallian banding has been refolded during the Laxfordian along axes 
parallel to the Laxfordian lineation (Fig 2.19).
The Laxfordian shearing also affects the dykes <n the area, 
both inside and outside the shear zone. Outside the zone the 
deformation within the dykes is confined to narrow ch.’r zones along 
the dyke margins. These may be up to 0.5 m in width within the dyke
n
§
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Fig 2.17
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but usually less within the host gneiss. Often the gneiss only 
displays a deflection of the foliation into the dyke margin and the 
.aajority of the deformation occurs within the dyke (Fig 2.20). Where 
the dyke margin is irregular the marginal shear zones form a network 
surrounding a block or blocks of less deformed material (Fig 2.21). 
Mithin the shear zone the deformation within the dykes is concentrated 
into discrete narrow shear zones that form an anastomosing pattern 
throughout the dyke (Fig 2.22). This network of zones surrounds blocks 
of undeformed dyke that have been shuffled in a process analogous to 
grain boundary sliding (Fig 2.23). Nearly all the shear zones within 
the network exhibit the same sense of displacement as those along the 
shear zone margins, some zones however have an opposite sense of 
movement due to the relative movement of the undeformed blocks. The 
sense of shear on the dykes both inside and outside the main shear 
zone is a dextral S-side-up movement. The lineation in the dyke shear 
zones plunges between lO'and 30"to ESE as does the penetrative 
lineation in the gneisses with high Laxfordian strain. Thus movement 
during the Laxfordian shearing was doninantly strike-slip but with the 
same dextral S-side-up sense as the Inverian shearing (Figs 2.24 & 
2.25). This movement sense for the Laxfordian episode agrees with the 
conclusions of Jensen (1984) who used the symmetry of quartz c-axes to 
indicate the same sense of movement. The Laxfordian shearing took 
place at mid-amphibolite facies conditions and these continued after 
the main tectonic activity had ceased.
The history of the study area is neatly summarised in a small 
area to the E of Clachtoll (Fig 2.8). Here an area with Badcallian 
banding, displaying original ultramafic layers, early recumbent. 
Isoclinal, intrafolial folds (Fig 2.26) and an undulating, flat-lying, 
weak foliation, is enclosed by two Inverian shear zone:. These consist 
of broad belts, over 50 m in width, of moderately high-strain gneiss





Fig 2.25
Fig 2.25 Movement direction summary diagram for the Inverian and 
Laxfordian movements on the Canisp Shear Zone.
i
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with a sub-vertical or steeply N-d1pping foliation. They contain 
abundant folds, all with small interlimb angles, sub-vertical axial 
planes and axes plunging steeply ESE {Fig 2.27). These Inverian 
gneisses are intruded by three petrologically distinct dykes, all 
sub-parallel to the foliation. The area of Badcallian gneiss has no 
intrusions within it as the dykes were preferentially intruded along 
planes of weakness formed during the Inverian shearing. As already 
stated the emplacement of the quartz-epidiorite dykes was dilational, 
from the evidence of the ultramafic layer in the gneiss across the 
dyke. There is no direct evidence as to the mechanism of emplacement 
of the other dykes but these are also assumed to be dilational.
The Laxfordian deformation within this area is concentrated in 
discrete zones, both within the gneisses and in the dykes. The 
shearing in the dykes is confined mainly to the margins (Fig 2.28) but 
where dyke orientation is unfavourable for marginal shear the shear 
zones cut across the dyke sub-parallel to the Inverian foliation. The 
Laxfordian shear zones within the gneisses are generally sub-vertical 
or steeply S-dipping. They strike ESE-WNW and have a dextral 
strike-slip movement sense; thus they are analogous to the Laxfordian 
element of the Canisp Shear Zone.
Post-dating the Laxfordian deformation on the Canisp Shear Zone 
there was brittle reactivation along the margins of the shear zone and 
along the margins of some dykes. Brecciated mylonite on the S margin 
of the zone can be seen at several localities (Fig 2.29 & 2.30); this 
brecciation also affects the Inverian gneiss to the N of the main 
Laxfordian zone (Fig 2.31).
In a dyke on the S side of Achmelvich Bay the sheared margin 
has been brecciated and pods of pseudotachylite have formed within the 
breccia (Fig 2.32). Later pre-Torridonian NE-SW faulting has locally 
affected both the dykes and the main shear zone but the displacement






6on these faults is very small
2.11.5 Discussion
Several workers have described pre-Laxfordian features in and 
around the Canisp Shear Zone. Sheraton et ai.(1973 b), used the term 
"steep belt" to describe the zone of sub-vertical Inverian rocks from 
the Lochinver Monocline northwards and attributed the formation of 
this belt to the large scale monoclinal folding in the area. Also 
Evans & Lambert (1974) noted a zone of intensely deformed Inverian 
gneisses. However neither group of workers recognised that this 
represents a major Inverian shear zone, or discussed the movement on 
the zone, prior to the Laxfordian shearing. The intensity of the 
deformation to the N of the Laxfordian shear zone, and the attenuation 
of the fabric across the Lochinver Monocline, indicate that 
considerable movement has taken place, probably sub-parallel to the 
weak, steeply SE-p1unging lineation. Certain other features within the 
zone, such as the refolded folds and the parallel emplacement of the 
dykes, are more easily explained by two separate phases of movement.
The change from dominantly dip-slip tectonics in the Inverian 
to dominantly strike-slip movement in the Laxfordian, but still with a 
dextral S-s1de-up sense, concurs with models for the structural 
history of the southern Lewisian (Coward & Park 1987).
W
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2.Ill SMALL SCALE SHEAR ZONES
2.III.1 Introduction
2.III.1.a Alms and objectives
The principal objective of this part of the field work was to 
compile a data set based on observations from a large number of 
cm-scale shear zones from the Lewi si an of the NW Highlands. This data 
could then be used to test and constrain a model for shear zone 
formation and development. The secondary objective was to investigate 
the factors influencing and controlling shear zone initiation and 
development and to asses the relative importance of localization and 
propagation in shear zone development. n
2.III.l.b Methods of approach
The areas used for this part of the study were within the 
southern and central blocks of the mainland Lewisian outcrop. A 
traverse was taken beginning in the Torridon area and sampling at 
localities up to Tarbet just S of the Laxford Front (Fig 2.33). The 
choice of zones studied was governed to a large extent by the need to 
produce data that would be of use in testing and constraining a 
mathematical model. Most of the zones studied are in the 
quartz-epidiorite "Scourie" dykes. These were chosen for several 
reasons; firstly the shear zones within the dykes are of a suitable 
size, usually up to 5 cm in width, thus they can be analysed right 
across their width to provide a complete profile. Secondly the felsic 
aggregates within the dykes provide strain markers that can be used to 
construct strain profiles across the zone and hence provide estimates 
of displacement (Ramsay & Graham 1970). Thirdly the rheology of the 
dykes may be assumed to be relatively constant over the traverse, thus
Fig 2.33
Fig 2.33 Location map for the 52 cm scale shear zones studied.
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eliminating one variable that would influence the morphology of the 
shear zones. Fourthly the dykes are in general relatively undeformed 
prior to the formation of the shear zones during the Laxfordian (Fig 
2.34) and hence pre-existing structures that could influence the 
development of the shear zones are rare. Thus, in summary, the dykes 
provide an excellent medium for the study of shear zones because they 
are 1) relatively homogeneous 2) have no pre-existing fabric or 
mineralogical banding 3) contain adequate strain markers and 4) are 
well exposed throughout the area.
Shear zones within the amphibolite facies gneisses in the area 
were also studied to provide data for the secondary objective of the 
work. These were usually of a slightly larger scale than those studied 
in the dykes.
As well as the study of individual zones in isolation, groups 
of zones that form networks were analysed in an attempt to understand 
more about the mechanisms that lead to the formation of anastomosing 
shear zone networks, often characteristic of the deformed dykes in the 
central region of the Lewisian. Shear zone tips were studied in 
particular detail as these represent the propagating edge of the zone 
and may provide particular insight into the way in which shear zones 
develop and the controls on their direction of propagation.
2.III.2 The data
2.III.2.a Methods
Fifty-two shear zones were examined in total along the 
traverse, but unfortunately a full analysis of each zone was not 
possible. In the field each zone was analysed in terms of orientation, 
displacement direction, l<neation, width of deformation and, where 
possible, length. Photographs of the zone were taken in a plane
I
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containing the movement lineation and perpendicular to the plane of 
the zone, and also in the plane perpendicular to the movement 
direction where possible. Due to the nature of the outcrop of the 
epidiorite dykes it was nearly always possible to photograph the zones 
in the required planes as many of the movement directions are 
sub-horizontal.
2.Ill.2.b Description of selected zones.
Zone 2, Diabaig Inlier, Torridon. GR 82175901. (Fig 2.35a)
This shear zone was one of the widest zones studied being 3.1 m 
in width. The zone deforms Inverian gneiss and is Laxfordian in age 
(Cresswell 1972). The reason for studying this zone in particular is 
the presence of mafic bodies within the zone that have been deformed. 
These show a progressive increase in deformation across the zone, the 
bodies at the margins having a low axial ratio (<5), whereas those 
towards the centre are elongated along the plane of the foliation.
Thus it can be assumed that these bodies will give an estimate of the 
strain across the zone. The results are shown in Fig 2.35b where the 
heterogeneous nature of the strain across the zone can be seen. This 
is analogous to the high and low-strain zones across the Canisp Shear 
Zone.
Zone 3, Diabaig Inlier, Torridon. GR 82465956. (Fig 2.36)
Shear zone 3 is a marginal shear zone within a 
quartz-epidiorite dyke. It contrasts with the shear zones seen within 
dykes in and around the Canisp Shear Zone in that the deformation is 
concentrated in one broad zone at the dyke margin. The deformation 
gradient between the dyke margin and the undeformed port^"* of the 
dyke Is low. Estimates of the shear strain were obtained by measuring
Fig 2.35
Fig 2.35a Shear zone 2 {GR 82175901) showing the deformation of mafic 
bodies within the zone.
Fig 2.35b Strain profile of SZ2 constructed from the axial ratios of 
the deformed mafic bodies.
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the thickness of the vein that was progressively deformed by the zone. 
This gave a maximum ^ of 7.5 close to the margin of the zone.
Zone 4, Diabaig Inlier, Torridon. GR 82465957. {Fig 2.37a)
This zone occurs in the same dyke as zone 3 and is parallel to 
the margin of the dyke. Unfortunately one side of the zone has been 
eroded away and therefore only one side of the strain profile could be 
obtained. Estimates of the maximum shear strain using the width of 
deformed veins gave a value of of approximately 10, whereasniaX
later analysis using the Ramsay & Graham method gives a of 7.
The shape of the half-profile for this zone again shows a low '.Ircin 
gradient similar to shear zone 3 (Fig 2.37b).
Zones 7 & 8, Diabaig Inlier, Torridon, GR 83086089. (Figs 2.38a & b) 
Shear zones 7 & 8 are very similar, and occur in a large 
quartz-epidiorite dyke just below An Ruadh Mheallan. They are 22 and 
17 mm wide respectively and several metres in length. Both give good 
strain profiles (Figs 2.39), shear zone 7, despite being the larger of 
the two zones, shows considerably lower maximum shear strains (5.5^) 
than shear zone 8 (20+ii) and also has a considerably smaller 
displacement of 11.6 cm compared with 23.2 cm for shear zone 8. At the 
point at which shear zone 8 was measured, the zone had split into two 
sub-parallel zones a few cm apart but the sum of these displacements 
will be of the same order as the displacement on the main zone. The 
strain profiles for zones 7 and 8 contrast with those of previous 
zones in having a much steeper deformation gradient on both sides of 
the zone; this may be connected with the decrease in width compared to 
previous examples.

Fig 2.37a Shear zone 4 (GR 82465957),
Fig 2.37
Fig 2.37b Strain profile for SZ4 showing the relatively low 
deformati?” Gradient.

Fig 2.39
Fig 2.39 Strain profiles for SZ7 and SZ8.
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Zone 9, Diabaig Inlier, Torridon, GR 83086089. (Fig 2.40a)
This shear zone is unique amongst all the zones studied in that 
it is exposed along its entire length and both tips can be seen. 
Unfortunately it is a very short section on a flat outcrop and 
therefore no lineation within the zone could be measured. The zone is 
sub-vertical and it is impossible to know the relation of the exposed 
part of the zone to the displacement vector or the propagation 
direction. Despite these limitations the zone was analysed and yielded 
a displacement of 3.5 cm at a point mid-way along the exposed 35 cm 
length. (Fig 2.40b) The tip zones were examined carefully and these 
show a fabric developing at 45** to the plane of the zone immediately 
in front of the tip (Figs 2.41), in agreement with the observations of 
Ramsay & Allison (1979). The strain profile for shear zone 9 is very 
similar to the zones shown in Ramsay & Graham (1970, Fig 16) being 
steep sided with a rounded tip.
1
Zone 11, Diabaig Inlier, Torridon, GR 83076088. (Fig 2.42)
This zone is another of particular interest, it appears to be a 
splay from a deformed vein within a quartz-epidiorite dyke and quickly 
dies out over 65 cm. The tip is well exposed and again displays a 
fabric developing at 45* to the plane of the zone (Fig 2.43). Strain 
profiles were constructed both across the zone and along the line of 
the zone from undeformed rock through the tip into the zone itself 
(Figs 2.44a & b). The profile across the zone is relatively flat 
compared with zones 7,8 and 9 with only a shallow strain gradient and 
a low peak strain (3:5^). These low values are possibly due to the 
zone being a splay. Sections across the zone show a narrowing 
accompanied by an increase in peak strain, indicating that away from 
the tip a narrower zone accommodates a greater displacemen* This zone 
also exhibits a broad area of fabric at 45* to the zone around the
Fig 2.40
Fig 2.40a Shear zone 9 {GR 83086089).
Fig 2.40b Strain profile SZ9.
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Fig 2.43
Fig 2.43 Close 'ip of the tip of SZll showing the position of the 
profiles 1n Fig 2.44b and the widening of deformation around the shear 
zone tip. i
,4 ^
Fig 2.44
Fig 2.44a Profile of SZll along the line of the shear zone.
Fig 2.44b Strain profiles across SZll showing the increase in 
displacement away from the shear zone tip.
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tip. If It were the case that this tip represented a "frozen" stage In 
the propagation of the zone, then the tip region should be no wider 
than the zone itself. Thus it can be inferred that at least part of 
the deformation in the area around the tip is due to accommodation of 
further displacement after the shear zone has ceased propagation. 
Therefore the widening at the tip represents the final stage of the 
deformation on the shear zone.
Zones 13 to 25 are taken from the South Sidhean Mhor area of 
the Lewisian outcrop near Gairloch. They outcrop on a ridge running NE 
from Loch Braigh Horrisdaile. Zones 13 and 16 deform the amphibolite 
facies gneisses whereas the rest are in the quartz-epidiorite dykes 
that trend NE - SW across the ridge.
Zone 13, South Sidhean Mor, Gairloch, GR 80337111. (Fig 2.45)
This zone is worthy of mention due to one particular feature.
The displacement sense of the zone in the outcrop plane may be deduced 
from the offset of two leucocratic marker bands within the gneiss; 
however the curvature of these marker bands as they are deflected into 
the zone indicates the opposite sense of movement. This Illustrates 
the problem that may arise when shear zones deform rocks with a good 
pre-existing foliation. The sense of curvature on the foliation as it 
enters the zone is a function of the relative orientation of the shear 
zone plane, the foliation plane in the host rock, and the displacement 
vector of the shear zone. Thus the sense of deflection of a 
pre-existing fabric cannot be used in isolation as an unequivocal 
indicator of the shear zone displacement sense iWheeler 1987).
Î
i
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Zones 23,24,25, South Sidhean Mor, Gairloch, GR 80197103. (Figs 2.46a 
& b)
These three zones all oqcUr in one quartz-epidiorite dyke 
towards the SW end of the ridge. They are extremely planar zones, the 
outcrop pattern being a straight line for several m for each zone. The 
zones are sub-parallel (str. 09(f), sub-vertical and are not parallel 
to the dyke margins. Another feature common to all three zones is the 
presence of a dark band along the centre of each zone consisting of 
extremely fine-grained material of indeterminate composition. These 
dark bands may represent the remains of a pre-existing "vein" 
developed along a fracture formed prior to the development of the 
shear zone, the zone then nucleated on this weaker feature in the 
subsequent deformation. It appears that the "veins" could have 
absorbed a considerable amount of deformation as the profiles for 
zones 23 & 25 (Figs 2.47) show markedly lower strains than those for 
similar sized zones in the same area. The presence of a pre-existing 
feature could also account for the planar nature of the zones. This 
explanation has been suggested by Segall & Simpson (1986) who describe 
shear zones nucleating on dilatant fractures in granitic rocks. An 
alternative explanation is that these zones propagated extremely 
quickly leading to the formation of a pseudotachylyte band along the 
centre of the zone, in this case the planar nature of the zones would 
be due to the speed of propagation (c.f. Coward 1976). Although it 
seems unlikely unlikely that only these three zones would show 
evidence of exceptionally quick propagation within such a small area. 
It is possible that they represent a different generation than the 
others in the area. On balance the localization explanation seems 
preferable.
3

distance Ccm3
Fig 2.47
distance CcmD
Fig 2.47 Strain profiles for SZ23 and SZ25.
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Shear zones 26 to 33 were collected from the study area 
described In part 2.II of this chapter. Zones 26 to 30 deform the 
gneisses whereas zones 31 to 33 form part of an anastomosing network 
within one of the quartz-epidlorite dykes in the Canisp Shear Zone.
Zone 29, Clachtoll, Lochinver, GR 04232658. (Fig 2.48)
Shear zone 29 is typical of many of the shear zones seen within 
the gneisses of the Lochinver area. The zone has localized on the limb 
of an Inverian fold structure shearing the limb and tightening the 
fold inter-limb angle. An estimate of the maximum shear strain was 
made using the decrease in thickness of the mafic bands within the 
gneiss which gave a value of approximately 7.5^ . This is another 
example of the way in which localization can be important in shear 
zone development.
Zones 31,32,33, Achmelvich, Lochinver, GR 05672570. (Fig 2.49a)
These three zones form part of an anastomosing network that 
deforms one of the quartz-epidiorite dykes within the Canisp Shear 
Zone (see also Fig 2.23). They are narrow, well defined zones and 
contrast markedly with the broad marginal shear zones seen in the 
Diabaig Inlier. Unfortunately the deformation within these narrow 
zones is often so intense that the felsic aggregates that define the 
foliation are often obliterated thus making analysis difficult. The 
strain profile for zone 32 is particularly peaked in the central 
region and gives a displacement of 10 cm across the 3.5 cm width (Fig 
2.49b). Assuming that this is a representative figure for the zones 
within the dyke, then summing the total displacement of all the zones 
gives a figure of 8.75 m displacement between the walls of the dyke. 
This is probablv a lower estimate as areas of low but finite 
deformation were not Included. Within the dyke the shear zones show no

Fig 2.49
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Fig 2.49a Shear zone 32 (GR 05672570),
distance CcmD
Fig 2.49b Strain profile for SZ32.
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evidence for control on their morphology by pre-existing structures.
The group of zones studied on Badcall point near Scourie are in 
two groups; zones 34 to 37 are isolated zones within the large sheared 
quartz-epidiorite dyke on Badcall Point (Fig 2.50a) whereas zones 38 
and 39 occur within a network developed in another part of the same 
dyke (Fig 2.50b). The zones at Badcall are more diffuse than those 
within the similar dyke at Lochinver.
Zones 38,39, Badcall Point, Scourie, GR 40214135. (Figs 2.51a & b)
The zones within the network are generally 10 to 20 cm in width 
and those studied gave displacements of 47.5 cm and 25.5 cm 
respectively (Figs 2.52). The zones within the network at Badcall are 
extremely curviplanar, some zones exhibiting geometries that would be 
impossible for movement (Fig 2.50b). Therefore the network must have 
been subsequently deformed either during or after its operation.
The shear zones studied at Creag a Mhail (40 to 44) are those 
described by Teall (1885). Here a shear zone striking WSW - ENE cuts 
and displaces a quartz-epidiorite dyke striking WNW - ESE. The 
displacement within the gneisses is transferred to a network of zones 
cross-cutting the dyke (Figs 2.53a & b) (c.f.Beach 1978 pl7). The 
zones within the network are of similar size to those at Badcall but 
appear to be associated with much larger displacements; e.g. zone 40 
(Fig 2.54a & b), 18 cm wide, shows 215 cm displacement and zone 43 
(Fig 2.55a & b), 20 cm wide, shows 120 cm displacement. Shear zone 40 
displays a classic flat-topped profile with high strain gradients on 
both sides. Shear zone 43 also shows high strain gradients but the 
profile is more irregular. Although the setting of the zones at 
Badcall and Creag a Mhail is very similar (i.e. both occur in dykes
Fig 2.50
Fig 2.50a Geological map of the Badcall point area (from Beach 1978) 
showing the deflection of the quartz-epidiorite dyke through the shear 
zone.
0.5m
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Fig 2.50b Sketch map of the shear zone network within the dyke as 
shown in Fig 2.50a.

Fig 2.52
Pig 2.52 Strain profiles for SZ38 and SZ39.
Fig 2.53
Fig 2.53a Field sketch of margin of the dyke at Creag a Mhail
Fifl 2.53b Map of the part of the shear zone network at Creag a Mhail 
used in the study showing the location of the sampled zones.

Fig 2.55a Shear zone 43 (GR 15414581),
Fig 2.55
fig 2.55b Strain profile SZ43.
A.«
that are being displaced by major shear zones) there appears to be a 
significant difference in morphology.
•r- ,
The most northerly group of zones studied occurs in a 
quartz-epidiorite dyke at Rudh an Tiompain, N of Tarbet, on the Rubha 
Ruadh peninsula (GR 16154954). The outcrop is a sub-horizontal 
wave-washed platform giving excellent clean exposure. The network 
trends at approximately 120® across the dyke and the zones all dip 
steeply to to the SW (Fig 2.56). The zones are very similar in 
character to those at Creag a Mhail and have well defined boundaries. 
Strain profiles plotted for these shear zones show extremely high 
shear strains, many as high as i ■ 28, and some give the theoretically 
impossible ^ - oo (Figs 2.57b & 2.58b). Thus estimates for 
displacement on these zones are a lower limit and the actual figure is 
probably much higher. One possible explanation for these extremely 
high strains is that there has been a significant degree of pure-shear 
during, or subsequent to, the deformation that is not accounted for by 
the Ramsay & Graham method for determining displacement. Alternatively 
the high strains could be due to the proximity of the Laxford Front 
Shear Zone. The density of zones and the size of the individual zones 
Is not appreciably different from those at Badcall and Creag a Mhail; 
Indeed on average they are slightly narrower than in these areas. 
Displacement estimates are in a fairly restricted range from 45.5 cm 
(47) to 62 cm (50), but it must be emphasised that the true figure is 
probably higher. The zones within this network are notably more planar 
than those in the networks at Lochinver, Badcall and Creag a Mhail 
possibly associated with the large displacements.

Fig 2.57
Fig 2.57a Shear zone 46 {GR 16154954),
[' Fig 2.57b Strain profile for SZ46.
Fig 2.58a Shear zone 47 (GR 16154954).
Fig 2.58
Pig 2.53b Strain profile for SZ47.
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2.III.2.c Limitations of the data
All the data for strain profiles and displacements discussed 
thus far have been obtained using the method of Ramsay & Graham 
(1970). An alternative method using the axial ratios of the felsic 
aggregates within the quartz-epidlorlte dykes has also been 
investigated. Zones suitable for this method are those in which the XZ 
plane; i.e. the plane that contains the movement llneation and Is 
perpendicular to the shear plane, Is exposed. This surface is then 
photographed In close up, the resulting picture enlarged, and the 
axial ratios of the felsic aggregates measured on traverses across the 
zone. This technique has been successfully applied by Coward (1976) 
and Niamatullah (1983) to measure strain In sheared rocks. However the 
initial analyses using this method produced extremely erratic results 
and It was therefore not considered worthwhile persevering with the 
technique (Fig 2.59). One problem with the method Is that at high 
strains such as those In the centre of the zones at Lochinver, Creag a 
Mhall and Rudh an Tiompain, the felsic aggregates become so thin as to 
be unmeasurable and small Innaccuracles of measurement for the width 
produce large variations in the axial ratio. This leads to extremely 
"peaky" and erratic profiles. A profile is Illustrated for comparison 
with the shape of the Ramsay & Graham profile (Fig 2.60). The overall 
shape and width are broadly similar but considering that (for
> 4) then It is apparent that these profiles represent considerably 
lower strains than those using the fabric orientation to determine V . 
This conclusion must be regarded with caution due to the nature of the 
felsic aggregate data, but at least two explanations are possible. 
Firstly the felsic aggregates may undergo boudinage at high strains 
thus the long axis values for each Individual section will be smaller 
than the true value f"»* the original aggregate, thus the ratio will be 
lower. Secondly the Ramsay & Graham method may overestimate the true
Fig 2.59
SZ32
SZ25
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•-0
Fig 2.59 A selection of profiles constructed using the axial ratios of 
felsic aggregates within the quartz-epidlorlte dykes, showing the 
«xtremely erratic nature of the data.
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strain due to a component of pure shear during the deformation that is 
not accounted for by the method. Moreover volume change within the 
zones could affect both methods. It is not possible with the data 
available, within the scope of this study, to resolve this dilemma.
The limitations of the foliation orientation method of Ramsay & 
Graham must also be considered. The method assumes a simple shear 
mechanism for the formation of shear zones and no account is taken of 
any pure shear component perpendicular to the zone. Error of 
measurement is a crucial factor in the accuracy of results when using 
this technique (Fig 2.61). At low strains a 1* error of measurement 
only results in a small variation in ^ ; i.e.40* - 39* - 0.072 ^ ,
whereas at higher strains the variation is very large ; i.e. 2*- 1* - 
28.67 ^ . This means that the results are strongly dependant on the 
accurate determination of the position of the shear zone wall from 
which the angle ^  is measured. As most shear zones vary in width 
slightly along their length and are often curviplanar, this is a 
considerable problem.
2.111.3 Summary of results and discussion
Data were collected from 52 shear zones, of which 43 occur in 
quartz-epidiorite dykes and the remaining 9 in tonalitic Lewisian 
gneiss. Of these 52 zones, 21 yielded strain profiles using the Ramsay 
i Graham method and from these, 19 estimates of displacement were 
obtained. A further 4 estimates of displacement were obtained from the 
offset of marker bands within the gneiss. Measurements were also made 
of the width of intense deformation in the centre of the shear zones 
*nd the total width of observable deformation as seen in the field. 
These measurements correspond to the width between the points of 
'oaximum gradient on a typical strain profile and the total width of 
The profile (Fig 2.62). The ratio between these two measurements is
Fig 2.61
t6s
/
•-6x
total
shear
undeformed
Fig 2.61 The method described by Ramsay & Graham (1970) for 
constructing strain profiles across shear zones, Illustrating the 
Urge variations In "i with small changes In ©  at high strains.
Fig 2.62
Pig 2.62 The relationship between the total width of a shear zone and 
the width of Intense deformation at the centre of the zone.
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approximately constant, but the significance of this relationship Is 
not apparent. The relationship between displacement and width (Fig 
2.63) for the sampled zones Is not a constant ratio as might be 
expected; I.e. the wider the zone the greater the displacement. Other 
workers have related shear zone displacement to width by using a 
theoretical mean value for ^  which would give the same displacement 
assuming that shear strain was constant across the zone. This value of 
mean Is then plotted against shear zone width (Park 1981). Most of 
the work of this type carried out In the past has dealt with shear 
zones several km In width and these give an exponential relationship 
between mean shear strain and width. If the data of Park (1981) Is 
replotted as displacement against width, the relationship Is 
approximately a straight line, this however is not the case for the 
zones from this study. The dominant factor influencing the 
d1$placement/w1dth plot appears to be the location of the zones, those 
from Torridon, Galrloch and Lochinver all clustering In an area close 
to the origin. Whereas those from Badcall, Scourle and Tarbet have 
undergone much larger displacements on similar sized zones. It Is 
Impossible to draw definite conclusions from a sample of only 17 data 
points but there does appear to be a location related change In the 
d1splacement/w1dth relationship. This could be due to a number of 
factors, the most likely being a variation In the local ambient 
temperature at the time of deformation. An Increase in temperature to 
the north of the area at the beginning of the Laxfodlan has been 
reported by Dickinson & Watson (1976) who quote temperatures of 500*- 
600*for the Assynt region near Lochinver and 600*- 700*for the Scourle 
area. Alternatively the proximity of a major shear zone (the Laxford 
¡jhear Zone) could alter the local stress field and lead to an Increase 
In the »^'splacement, but the shear zones studied at Galrloch and 
Lochinver are also close to major zones and so this seems unlikely.

There are no significant differences in the composition of the dykes 
between the N and the S of the area and so this may be ruled out. The 
timing of the deformation with relation to the peak metamorphic 
conditions could also affect the morphology of the zones but this 
explanation is effectively the same as a variation in ambient 
temperature during deformation. There is no change in the scale of the 
zones studied across the area and so the increase in displacement is 
accomodated solely by an increase in the peak shear strain.
2.IV CONCLUSIONS
2.IV.1 Fieldwork: Conclusions and relevance to modelling
The object of the fieldwork was to provide the basis for a 
model of shear zone initiation and development, both in terms of an 
understanding of the important factors that influence the morphology, 
location and orientation of shear zones and to provide data to test 
and constrain a model.
The Canisp Shear Zone (2.II) presents numerous problems for any 
attempt at a mathematical model of its development. Firstly the 
deformation is multiphase with significant changes in style of 
deformation and movement direction throughout the history of the zone. 
Secondly the deformation within the zone is extremely heterogeneous 
with extremes of high and low strain present in close proximity to 
each other. The lack of suitable pressure/temperature indicators means 
that the conditions prevailing at the time of deformation can only be 
established to within a large range of values. The zone is not exposed 
over its full length and there is only very equivocal evidence for the 
ammount of displacement on the zone.
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Despite these difficulties the information obtained from this 
part of the study can be used to a limited extent in the development
Ty I
of the model. The localization of the second phase of deformation on 
pre-existing planes of weakness emphasises the important influence of 
pre-existing structures on shear zone development in metamorphic 
terrains. East of Clachtoll (Fig 2.8) marginal shear zones on the 
quartz-epidiorite dyke diverge from the margin and propagate in a 
direction favourable for slip where the dyke margin is no longer 
orientated in a plane that will facilitate continued displacement.
The same effect was observed in some of the small shear zones, 
in which the morphology appears to be controlled by pre-existing 
structures. For example zones 23, 24 and 25 from the South Sidhean Mor 
area near Gairloch are located along pre-existing veins (Figs 2.46a & 
b); zone 29 from Lochinver on an attenuated fold limb (Fig 2.48); and 
zone 3 from the Diabaig Inlier near Torridon on a dyke margin (Fig 
2.36). These however must be considered as special cases whereas in 
the general case the shear zone propagates through an homogeneous 
rock.
Where no structures are available for the shear zone to develop 
by localization the shear zone development must be controlled by the 
direction of propagation dictated by the local stress field. Thus tip 
regions are of prime Importance as they represent the leading edge of 
the propagating zone. The tip zones observed in the field all exhibit 
4 widening of the zone of deformation around the tip compared to the 
rest of the zone. This is Interpreted as the accommodation of the 
final Increments of displacement after the cessation of propagation. 
This means that tip zones observed in the field may not j"st be a 
"frozen" stage in the development of the zone.
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The effect of regional variation in temperature/pressure 
conditions appears to have an influence on the ammount of displacement 
that can be absorbed by a zone of given width. This is probably 
because of the effect of enhanced ductility due to strain softening;
1e an increase in temperature would would enhance dynamic 
recrystallization leading to accelerated structural and reaction 
softening.
The most difficult problem that arises from the Interpretation 
of the data is that of rheology. The basis for any mathematical model 
of rock deformation is some type of flow law, this flow law is only 
significant if the parameters used for the rheological constants are 
reliable. All the shear zones studied are from metamorphic terrains, 
as are most ductile shear zones; whereas all the available rheological 
data is from either monomineral 1c samples {e.g. quartz, olivine and 
plagioclase) or from undeformed igneous rocks {e.g. granite, diabase). 
No data is available for rocks containing abundant prismatic minerals 
such as hornblende and biotite, and it is these minerals, because of 
their role in rotation and fabric softening, that exert an important 
influence on the deformation of the zones studied in this work.
Because of this fundamental difficulty, there can be no precise 
quantitative correlation at present between the experimental rheology 
based model and the real shear zones of the study, although important 
qualitative conclusions can be drawn.
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CHAPTER 3
3.1 THE CRACK TIP ANALOGY MODEL
3,1.1 Reasons for this approach
From the fieldwork it Is apparent that localization plays an 
important role In the development of certain shear zones. However as 
already stated, these must be regarded as special cases where the 
pre-existing structures were present and had orientations that could 
be exploited by developing shear zones to accommodate remote 
displacements. As can be seen from the field data, shear zones do 
develop In rocks which have no pre-existing heterogeneities that would 
facilitate the localization of deformation. It Is relatively simple to 
see how a shear zone could exploit an already weak region but the key 
to a complete understanding of shear zone deformation lies 1n an 
understanding of the processes that allow nucléation and propagation 
of a high-strain zone through previously homogeneous rock. Following 
this line of reasoning It was decided to develop a model for shear 
zone development based on the analogy of a propagating crack tip.
M . 2  The crack tip analogy: fundamental theory and assumptions.
Previous workers have used brittle crack stress distribution 
theory in a variety of applications; Ball (1980) and Norton (1982) as 
the basis for models of shear zone development and Palmer & Rice 
(1973) for the growth of slip surfaces In overconsolIdate'd clays. A 
similar approach was taken by Watterson (1979) who used the stress 
distribution around a lithospheric fault to model shear zone 
development (see 1.III.3).
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The use of a brittle crack in an elastic medium to model a 
plastic shear zone requires some justification as there are obvious 
differences between the two types of discontinuity (Fig 3.1). The 
material properties of the medium and the weak zone within it have 
little effect on the geometry of the resulting stress field, thus any 
planar weak zone will have a similar stress distribution in a variety 
of materials, even in the extreme case of a viscous fluid. The crack 
analogy is used here only to derive the stress distributions around 
the tip of the shear zone. A ductile deformation flow law is then used 
to compute the strains and the resulting stress release.
The equations for the distribution of stress around a brittle 
fracture are derived by finding a suitable "stress function" which 
satisfies the "biharmonic equation" of linear elastic theory, in 
accordance with appropriate boundary conditions (Lawn & Wilshaw 1975). 
The surfaces of the crack, since they are stress-free boundaries of 
the body close to the crack tip, dpminate the stress distribution in 
that area, whereas the remote boundary conditions and loading forces 
affect the intensity of the local stress field (Paris & Sih 1965).
Of the three principal modes of crack displacement, the ones 
most common in geological situations are Mode II and Mode III (Fig 
3.2). The large confining pressures associated with geological 
fractures tend to suppress the tensile fractures of the opening mode. 
Mode I. Mode II and Mode III are analogous to pure-edge and pure-screw 
respectively in terms of crystal dislocations, and so, assuming a 
shear zone to be a disc-shaped area of deformation, both Mode II and 
Mode III will be operating (Fig 3.3). Of these Mode II will be the 
most important, as this will operate at the propagating tip where the 
<l^splacement direction is parallel to the propagation direction.

Fig 3.2
Mode II
Mode Mode
Fig 3.2 Principal inodes of crack displacement (after Lawn & 
Wllshaw 1975).
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The equations for the Cartesian stress distributions around a 
Mode II plane crack can be divided Into two parts, a stress Intensity 
factor that depends on the boundary conditions of the system and 
determines the magnitude of the stresses, and a distribution term 
which depends on distance and direction from the tip (Fig 3.4), The 
distribution term may be further divided Into a radial and an angular 
component.
‘^xx' •'ll s1n((T/2) [2 + cos(i/2) cos(30/2^
< (T
yy
s1n((i/2) cos(0/2) cos(30/2) >
0"
L xyj
cos(0/2) [l - s1n(0/2) s1n(30/2)]
M 3 . 1 )
where o- , c  , and (t  are the Cartesian stressesAA jjr Ajr
Kjj - Is the stress Intensity factor for Mode II fracture 
X - Is the radius from the crack tip 
0 - Is the angle to the plane of the crack (Fig 3.4)
Kji - Ol cn^c) 1/2 (3.2)
where C - Is the crack half-length 
oj^ - Is the applied load stress 
(Paris & Sih 1965)
Combining 3.1 and 3.2 and simplifying.
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Fig 3.4
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Fig 3.4 Co-ordinate frame used for calculating the stress 
field around a crack tip (after Lawn & Wllshaw 1975)(see also 
Fig 3,8).
Several assumptions are made in the derivation of these
equations, the key one being the "sharp slit" approximation, where the
crack tip, in the unstressed state, is assumed to be perfectly sharp,
this unavoidably introduces a mathematical singularity at the tip. The
crack walls are taken to remain free of tractions at all stages of
loading which introduces an obvious difference between the crack model
and a deforming shear zone. The presence of finite plastic strain
between the shear zone walls will re-scale the stress field but will
not affect its geometry. The derivation of the equations neglects the
higher order terms in the distribution function, and so the
mathematics is only approximate for larger values of x. Hence the
stress field cannot exactly match the outer boundary conditions. The
assumption of plane strain in an ideal Hookean solid is also made.
The Cartesian stress distributions have been calculated using
these equations and are shown in figs 3.5 - 3.7. In calculating the
values for these maps the boundary.conditions were set to unity thus
giving dimensionless maps which show the pattern of the stress
distributions. The co-ordinate scheme used for the calculations is
shown in fig 3.8. The peak values shown at the crack tip itself are
artificial due to the singularity at the tip, and have been introduced
to allow completion of the diagrams. The stress fields for o" and O'XX yy
both give a value of zero for the line immediately in front of the
crack tip (Y - 0, X < 0. see fig 3.8) whereas o" is a maximum alongxy
this line; the significance of this is dealt with later in this 
chapter.
In order to calculate the differential stress available to 
brive the system the principal stresses oj and o^ must be calculated. 
These are given by the principal stress equations (Jaeger & Cook 1979)
Flo 3.5 —
0<
Fig 3.5 Dimensionless distribution map of for Mode II 
Fracture, all boundary conditions are set to unity. The peak 
''»lue Is artificial due to the singularity at the crack tip. 
(See fig 3.8 for orientation and co-ordinate frame used.)

Fig 3.7
fig 3.7 Dimensionless distribution map of (T for Mode II
fracture, all boundary conditions are set to unity. The peak
''*lue Is artificial due to the singularity at the crack tip.
Fig 3.8
Fig 3.8 Co-ordinate frame used for maps and surface view block 
illagrams. 1 Is a general Integration path as used when 
calculating strain.
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oj - 1/2 + o^y) + [o^y + 1/4 - o^y) ]
(3.4)
0-2 - 1/2 (0-^  ^ .  O-yy) - [<r^ y2 .  1/4 (O-^  ^ - 0-yy)2
(3.5)
The distributions of Oj and o^ calculated from these equations 
are shown In figs 3.9 and 3.10 respectively and differential stress 
(0^  - O2) Is shown In fig 3.11. These maps are again dimensionless In 
that the boundary conditions are set to unity to enable a comparison 
of the distributions to be made. Figures 3.9 and 3.10 show the 
relationship between o^ and o^. o| Is positive over a large area 
around the tip with only a small negative region of low magnitude, 
whereas 0^  has a reversed distribution In terms of both pattern and 
magnitude. As can be seen from fig 3.11 differential stress Is a 
maximum along the Y - 0, X < 0 line enabling the crack to propagate 
forwards In the same plane.
The orientation of the principal stress axes relative to the 
plane of the crack can be calculated from
tan(2d) 2 0-xy (3.6)
r  - a~ XX yy
The calculated orientations are shown In fig 3.12 and the 
position of the axes In front of the crack can be seen to be at 45* to 
the plane of the crack. From the equation
Fig 3.9
fig 3.9 Dimensionless distribution map of for Mode II
fracture, all boundary conditions set to unity. The peak value
is artificial due to the singularity at the crack tip.
0<
^^ 9 3.10 Dimensionless distribution map of for Mode II
fracture, all boundary conditions set to unity. The peak value
is artificial due to the singularity at the crack tip.
Fig 3.11
Pis 3.11 Dimensionless distribution map of differential stress 
for Mode II fracture, all boundary conditions set to unity.
The peak value Is artificial due to the singularity at the 
crack tip.
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T  - 1/2 (ff^  * s1n(2^) (3.7)
It can be seen that Z  1s a maximum when ©  - 45“ (T- l/2(ffj - 
r^ )) so Z l s  a maximum In front of the crack along the Y - 0, X < 0 
line.
Combining equations 3.3, 3.4 and 3.5 an expression can be 
obtained for differential stress In terms of the boundary conditions 
of load stress (o^) and crack half-length (C) and the distribution 
function.
(«^ - »2)
* V ’ • • °yy>^
(3.8)
(Oj - o^) - [4o;„ + 1/4(0-^^ - aiJ ]2 ,1/2xy XX yy' (3.9)
substituting from equation 3.3
4 |Vl (C/2x )^/2 f ^ ^ y  + 1/4 jjTL (C/2x )^/2 (f^/ -
(3.10)
1/2
y
4 0-^ 2 (c/2x)(f^y0)2 + 1/4 <rL^(C/2x)(f^^0 - fy^0)‘
Ol (C/ 2x ) ^ / 2  * ^ y^ ) 1/2 (3.12)
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SimplIfying
(Oj - Oj) - a-L (C/2x )^/2 f((i) (3.13)
Thus giving an expression for differential stress in terms of 
the boundary conditions.
3.1.3 Strain distribution.
In order for the model to be applicable, the transition must 
now be made from a crack to a shear zone. The preceding stress 
distributions calculated using the brittle crack theory may now be 
used to calculate the ductile strains around a propagating shear zone 
tip. The strain (£,) at any point is a function of the strain rate 
{¿) and time. The strain rate is a function of the stress at that 
point, the ambient temperature and the rheological constants for the 
particular rock type. To obtain the strain at any point the strain 
rate is integrated with respect to time.
il I
(3.14)
dt’ may be written as
(3.15)
as dx/dt is velocity 3.15 may be re-written as
dt’ - 1/V dx (3.16)
where V - is the propagation velocity of the shear zone.
Thus by integrating in a reference frame fixed to the 
propagating shear zone tip it is possible to integrate with respect to 
distance (x) as opposed to time, which is geologically more 
convenient.
Combining 3.14 and 3,16
-00
6  - f t  1/V dx (3.17)
A dislocation creep flow law is used to obtain the strain rate 
(¿) (see 1.1I.3.C)
6  - A exp(-Q/RT) (oj - O2)'’ (3.18)
simplifying
6  - Aj (ffj - 02)"
substituting into 3.17
t  - - o^)" 1/V
(3.19)
dx (3.20)
substituting for (oj - 02) from 3.13
5  - I Ai Ol" (C/2x )"/2 f"((^ ) 1/V dx (3.21)
the constants are then removed from the integral to give
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¿  - 1/V.Aj .(Tl" (C/2)"/^ f"(0) dx ; x ‘{3.22)
This equation can be usefully divided into a pre-multiplier 
containing the constants (velocity, the rheological parameters, load 
stress, temperature and shear zone half-length), and a shape function 
which is dependent on distance (x) and the angular function (f 0).
This equation enables maps of the distribution of strain to be 
calculated for different values of the rheological constant n (Figs 
3.13 - 3.15). These maps have been normalized by setting the 
pre-multiplier to unity in order to show the distribution of strain 
which is dependent on the shape function. The terms in the 
pre-multiplier will just have a re-scaling effect on these basic 
strain distributions. The values shown along the crack itself are 
again artificial as the actual value is a singularity.
The importance of the factor n 'is evident from the accentuation 
of the shape of the normalized strain maps (Figs 3.13 - 3.15) with 
increasing n. For low values of n the normalized strain profile across 
the shear zone, as seen in the surface view block diagram (Fig 3.13), 
has a broad region in which the strain Increases gradually towards the 
centre of the shear zone. As n is Increased (Figs 3.14 and 3.15) the 
region of high normalized strain becomes more localized around the 
zone. This is also shown in the contour maps (Figs 3.13 - 3.15), for 
low values of n the normalized strain contours are at a high angle to 
the line of the shear zone, but with Increasing n they become 
sub-parallel to the zone. The profile of normalized strain 
perpendicular to the shear zone, for n - 3, shows a marked similarity 
to the shapes of published strain profiles from natural examples of 
shear zones (see Chpt 2), this is particularly apparent in the shape
Hi
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Fig 3.13
Fig 3.13 Distribution of normalized strain around a shear zone
tip for n - 1 In equation 3.22.
Fig 3.14
i^ is 3.14 Distribution of normalized strain around a shear zone
tip for n - 3 In equation 3.22.
Fig 3.15
Fig 3.15 Distribution of normalized strain around a shear zone
tip for n - 5 In equation 3.22.
8of the sides of the profiles. The absence of a flat or rounded top, as 
seen from natural examples, Is due to the Initial theory for the 
model.
3.1.4 Self-consistency test of the model.
For the proposed model to be self-consistent the driving stress 
must be relieved at the shear zone tip. The stress release Is given by
stress release - K . (3.23)
where K - is a function of the elastic modulus and Poissons ratio 
For the shear zone to propagate, the driving stress/stress 
release ratio (R) must be small (*^1) at the shear zone tip
driving stress - R ~ 1  (at the tip) 
stress release
(3.24)
so R may be calculated by combining equations 3.13, 3.22 and 
3.23 to give
ai (C/2x)^/^ n t ) (3.25)
K.I/V.Aj .Ol" (C/2)"/^ J f"(0) dx
A typical driving stress/stress release ratio map Is shown In 
fig 3.16.
Fig 3.16
i . i :
l l i i l
Fig 3.16 Driving stress/stress release ratio (R) map for dry 
quartz. Using the standard parameters given In table 3.1 and 
the rheological constants of Koch et al. (1980). The Increase 
1n R to the left of the contour map Is due to the method of 
Integration used, and the problem of being unable to Integrate 
From Infinity numerically.
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3.1.5 The Importance of the factor n
It is useful at this point to introduce a term related to the 
driving stress/stress release ratio (R); this is the dimensionless 
driving stress/stress release ratio (Rj). This is calculated in the 
same way as R but with the boundary conditions set to unity to clarify 
the effect of the shape function. The dimensionless driving 
stress/stress release ratio (R^) is now calculated along the Y - 0, X 
< 0 line {Fig 3.8) and the influence of the factor n can be clearly 
demonstrated. Figures 3.17 - 3.20 show the effect of increasing n from 
2 to 5. These graphs show the variation of R^ with distance from the 
shear zone tip which is at the origin. For values of n less than 3, R^ 
increases towards the shear zone tip, and hence for these values the 
requirement that R ~ 1  at the shear zone tip cannot be satisfied and 
the model breaks down. For values of n greater than 3, R^ decreases 
into the tip region and so the model remains valid. For the special 
case of n - 3 R^ is a constant independent of distance (x). The model 
therefore predicts that materials with an n value of less than 3 will 
not enable shear zones to form or propagate. The critical effect of 
the factor n forms the basis of the second phase of the model 
development as it enables a single value to be obtained for the 
dimensionless driving stress/stress release ratio (R^) of 0.5 (Fig 
3.18). Also for a given set of boundary conditions the driving 
stress/stress release ratio (R) will be a constant with respect to 
distance from the shear zone tip, along the Y - 0, X < 0 line.
The importance of the factor n has been recorded from studies of 
polycrystalline metals, where values of n of 4.5 and 5.5 are common. 
Such materials localize deformation more easily than materials with 
lower n values (Weertman & Weertman 1975).



Fig 3.20
Fig 3.20 dimensionless driving stress/stress release ratio 
(Rjj) plotted against distace on the Y - 0, X > 0 line for n 
4.5 and 5.
LS7
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3.11 THE PRE-MULTIPLIER RELATIONSHIPS.
3.II.1 Derivation of the pre-muUlpller relationships.
For the line Y - 0, X < 0 In front of the shear zone tip, 0 In 
equation 3.1 Is zero. This means that o~ and <r are also zero (Figs
XX jj
3.5 & 3.6) and that f„„(0) - 1. Therefore for this section (Y - 0, X <Aj
0) from 3.1
a~ • 07xy '
I ( C/ 2x ) ^ / 2 (3.26)
The terms o- and o- disappear from the principal stress
XX yy
equations 3.4 and 3.5 giving
■ 'Sty )
2 ,1 / 2
(T. “ - (O" ^) 2 ' xy '
2x1/2
Therefore
(Oj - O2) ■ 2o^y - 20-^ (C/2x) 1/2 (3.29)
for the Y - 0, X < 0 line.
The stress release along this section Is given by
/r/9x n/2 (n/2)K.A.exp(-Q/RT) 20^" (0/2)"'*- 1/V | x’'""-' dx (3.30)
•'X
re-writing 3.29 as
9 0
( O j  - 0 -2 ) -  2o |; (C/ 2 ) ^ / 2  x * ^ / 2 (3.31)
The driving stress/stress release ratio (R) along the Y - 0, X 
< 0 line is given by combining 3.30 and 3.31
R -
K A
2or (C/2)^/^
exp(-Q/RT) (207)" (C/2)"/^ 1/V dx
Again this equation may be divided into a pre-multiplier (B) 
containing the boundary conditions and the material constants, and the 
dimensionless ratio (R^ j) dependent on distance (x) and the factor n. 
Re-writing 3.32 as
R - B . X - 1/2
-(n/2) dx
R - B . x^/^ (l-n/2)
(3.33)
(3.34)
Therefore for n ■ 3
R - B . (-1/2) (3.35)
The driving stress/stress release ratio is therefore 
Independent of x as has been shown numerically in fig 3.18. The 
algebraic solution gives a negative value for R^ due to the limits 
being set in the conventional manner to integrate from x to infinity. 
If the limits are reversed to allow integration from infinity towards 
the shear zone tip, as required by the model, the sign of the ■'ntegral 
changes and R^ becomes positive.
9Therefore
R - B . 1/2 (3.36)
3.II.2 The Interrelationship equations.
As the driving stress/stress release ratio is a constant for n 
• 3 it is possible to derive a series of equations that can be used to 
quantify the interrelationships between the various boundary 
conditions i.e. temperature, load stress, shear zone half-length, 
propagation velocity and the rheological parameters.
From 3.32 and 3.36
1 / 2 (3.37)
K.A.exp(-Q/RT).(2ai;)^. (C/2)
Using equation 3.37 It Is possible to draw up a series of 
graphs showing the effect of temperature, load stress, shear zone 
half-length and propagation velocity on the driving stress/stress 
release ratio (R) (Figs 3.21 - 3.24). These graphs were calculated for 
a dry quartz rheology (Koch et al. 1980) (see table 1.1 this study) 
and using the standard parameters given in table 3.1 for temperature, 
stress, half-length and propagation velocity. In order for the model 
to be self consistent R must be approximately equal to 1 at the shear 
zone tip (see 3.1.4 and 3.1.5). Using this constraint It Is possible 
to predict from figures 3.21 - 3.24 that shear zones will propagate 
Kore easily for higher temperatures, higher load stresses, larger 
half-lengths and lower propagation velocities. Following on from this 
It is possible to rearrange equation 3.37 to give an expression In 
terms of any of the boundary conditions:

Fig 3.22
Fig 3.22 Driving stress/stress release ratio (R) plotted 
against applied load stress for dry quartz.
Fig 3.23
Fig 3.23 Driving stress/stress release ratio (R) plotted 
against shear zone half-length for dry quartz.

92.R.K.A.exp(-Q/RT) (20^)^ (C/2) - V (3.38)
8.R.K.A.exp(-Q/RT) (C/2)_
(3.39)
(3.40)
R.K.A.exp{-Q/RT) (2oj_)'
It Is not necessary to derive a fourth equation for temperature 
as a11 combinations of the four principal boundary conditions can be 
Investigated using equations 3.38 - 3.40. It Is also possible using 
these equations to examine the effect of the rheology of the host 
material on the conditions required for shear zone development and 
propagation.
3.Ill RESULTS AND CONCLUSIONS
3.III.1 Results from the Interrelationship equations.
The results from equations 3.38 - 3.40 are shown In figures 
3.25 - 3.48. The graphs have been drawn for values of R of 1, 10 and 
100 to show the conditions under which shear zone propagation Is most 
likely. The lines for the various values of R are In effect contours 
of "ease of propagation", with R - 1 representing the conditions of 
nK>st likely propagation. The rheological parameters used are given In 
table 1.1, and are those of Koch et al. (1980) for dry quartz, Bodine 
et al. (1981) for dry olivine, Shelton and Tullís (1981) for 
plagloclase (anorthosite), and Carter et al. (1981) for granite. In 
order to draw the graphs where a variation between two out of four 
parameters are shown, the remaining two páramete.. must be set at a 
fixed value. The set of standard values used for this purpose Is shown




Fig 3.29
Fig 3.29 Applied load stress plotted*against propagation 
velocity for dry quartz, for R - 1, 10, 100. (lE-11 1x10*^^)
Fig 3.30
Fig 3.31
Fig 3.31 Temperature plotted against applied load stress for 
dry olivine, for R - 1, 10, 100.
Fig 3.32
: -s;-
Fig 3.32 Temperature plotted against shear zone half-length 
for dry olivine, for R ■ 1, 10, 100.

Fig 3.34
Fig 3.34 Shear zone half-length plotted against propagation 
velocity for dry olivine, for R » 1, 10, 100. (lE-11 - 
1x10*^^)
Fig 3.36
Fig 3.35 Applied load stress plotted against propagation 
velocity for dry olivine, for R « 1, 10, 100. (lE-11 •
1x10*^^)
Fig 3.36

j i y
Fig 3.38
Fig 3.38 Temperature plotted against shear zone half-length 
for plagloclase, for R - 1, 10, 100.
Fig 3.39
Fig 3.39 Shear zone half-length plotted against applied load 
stress for plagioclase, R - 1, 10, 100.


Fig 3.42




Fig 3.47
Fig 3.47 Applied load stress plotted against propagation 
velocity for dry granite, for R - 1, 10, 100. (lE-11 - 
1x10*^^)
Fig 3.48
STANDARD PARAMETERS USED IN THE INTERRELATIONSHIP EQUATIONS.
TABLE 3.1
Rheo1ogy Temperature
c"
Applied load 
Stress 
Kb
Shear zone 
Half-Length 
cm
Propagation
Velocity
cm/sec
Dry Quartz 
Koch et a1. 
(1980)
350 0.5 100 1x10'^^
Dry Olivine 
Bodine et a1. 
(1981)
700 0.5 100 1x10'^^
Plagioclase 
(anorthosite) 
Shelton & 
Tunis (1980)
450 0.5 100 1x10'^^
Dry Granite 
Carter et a1. 
(1981)
400 0.5 100 1x10'^^
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in table 3.1. These values were chosen for a number of reasons, partly 
through experiment (to find a suitable value for propagation 
velocity), and partly from previous work and field related studies.
The value of 0.5 Kb used for the applied load stress was obtained from 
Norton (1982) and represents a probable upper limit for geologically 
available differential stress. The value of 100 cm used for the shear 
zone half-length was chosen with a view to the fact that the stress 
field theory requires an infinitely thin "sharp-tipped" crack, and as 
longer shear zones would have an appreciable width,a low value for 
half-length was used. The temperature values were based on data from 
the available literature, and consideration of the melting 
temperatures of the minerals/rocks. The precise values of these 
standards are not critical to the argument as the effect of changing 
them can be seen from the graphs.
The way in which these graphs can be used may be demonstrated 
by taking fig 3.25 as an example. In this figure the relationship 
between temperature and load stress for dry quartz is shown. Firstly 
from the "contoured" values of R it can be seen that shear zone 
propagation is favoured by higher temperatures. For a given value of 
stress, R decreases with increasing temperature. Likewise higher 
stresses will favour shear zone propagation, as has been demonstrated 
earlier (Figs 3.21 & 3.22). Secondly the general form of the R - 1 
curve shows that as the stress tends to zero, temperature tends to 
infinity, so that for very small applied stresses very high 
temperatures are required for shear zone propagation. With increasing 
stress however the temperature necessary for propagation has a very 
limited range for geologically realistic stress values. As the 
temperature tends to zero the stress tends to infinity reaching a 
value of 103.5 Kb at 105°C. ‘Jnder favourable circumstances 
temperature, half-length and local applied stress at naturally
9 4
occurring shear zones can be measured. The real value of this model is 
its ability to predict the propagation velocity of a shear zone, given 
the half-length, load stress and temperature conditions, using figures 
3.28 - 3.30 etc. For example figure 3.28 shows that a shear zone of 10 
cm half-length can propagate at up to 2.65 x 10*^^ cm/sec whereas a 
zone of 100 cm half-length can propagate at 2.45 x 10'^° cm/sec, for 
an applied stress of 0.5 Kb and at a temperature of 350"C. So in 
general smaller shear zones cannot propagate as fast as large shear 
zones. The effect of temperature on the propagation velocity is 
particularly marked. Raising the temperature by only 50"C can result 
in an increase in the possible propagation velocity of several orders 
of magnitude.
The effect of the rheological constants used in equations 3.38 
- 3.40 is shown in figures 3.49 - 3.51. These show the temperature, 
load stress and half-length values necessary for shear zone 
propagation in dry quartz, plagioclase and granite. The lines drawn 
are all for R - 1 to clarify the relationship between the various 
rheologies. Figure 3.51 illustrates the type of relationship that can 
be obtained. Here the combinations of sheaf zone half-length and 
applied load stress necessary for continued shear zone propagation are 
shown for quartz, plagioclase and granite. A standard temperature of 
400“C is used and a propagation velocity of 1 x 10 cm/sec.
Assumming an available load stress of 0.5 Kb shear zones in quartz are 
able to propagate even for very low half-lengths, whereas in a 
plagioclase rheology, shear zones of less than 57 cm long will be 
unable to propagate. Continued propagation of shear zones in granite 
will only be possible for very large zones u^ ’der these conditions.
From figures 3.49 - 3.51 granite appears to resist shear zone 
propagation to a greater degree than two cf ■*ts main constituent 
minerals, quartz and plagioclase. This may be due to different
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experimental techniques used to obtain the values for the flow law , 
as the apparent relative strength of granite is surprising.
3.III.2 Discussion and conclusions.
The results obtained using equations 3.38 - 3.40 as represented 
in figures 3.25 - 3.51 are geologically realistic and hence support 
the approach used in the model. The ability to quantify the 
relationships between temperature, load stress, half-length and 
propagation velocity Is a necessary step In the understanding of shear 
zone processes. The range of conditions that will favour shear zone 
development can now be identified and, most significantly, estimates 
of the propagation velocity may be obtained. The prediction that shear 
zones will not develop or propagate in materials with an n value of 
less than 3 is supported by observations from the study of 
polycrystalline metals, where materials with a higher n value will 
localize deformation more easily. The fact that several common 
geological materials do have an n value of less than 3 e.g. wet quartz 
(n • 2.44 Koch et al. 1980) and yet contain shear zones, does not 
invalidate the model. In such cases the deformation may have been 
accommodated by means other than dislocation creep, and strain 
softening effects may also have aided localization of the deformation.
The use of the interrelationship equations 3.38 - 3.40 is 
necessarily confined to materials with an n value of approximately 3, 
due to the need to obtain a single value for the dimensionless ratio 
(Rjj). Although most geological materials do fit this criterion (see 
table 1.1) the restriction must be remembered when using the model.
The model is necessarily dependent for its accuracy on the 
published experimental data for the rheological constants, and as can 
be seen from table 1.1 there are considerable differences between 
authors, probably due to different experimental conditions. For
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CHAPTER 4
4.1 DEVELOPMENT OF THE MODEL
4.1.1 Introduction.
In Chapter 3 the crack tip analogy model is used to predict the 
possible sets of conditions that will favour shear zone development 
and propagation. The interrelationships between the boundary 
conditions to the system have been quantified and estimates of 
propagation velocity may be obtained. To apply the results from 
Chapter 3 to naturally occuring shear zones, reliable estimates of 
ambient temperature and applied load stress are required, and these 
are difficult to establish in the majority of cases. In order to make 
the model more applicable to natural examples, parameters that can be 
measured in the field such as strain distribution and displacement 
must be incorporated into the model. These will provide further 
control on the range of acceptable values for the less well 
constrained boundary conditions such as temperature and load stress.
4.1.2 Strain distribution.
4.I.2.a Initial theory.
For the majority of real shear zones an estimate of the maximum 
shear strain (%) may be obtained by a variety of methods, and strain 
profiles across the zone may be calculated.
9 0
From equation 3.3
V  ■  "L ({*) (4.1)
This expression for o" may then be substituted into equationxy
3.20 to give an expression for the shear strain (5y„)-xy
A exp{-Q/RT) 0^" (C/2x)"/^ (^-2)
rearranging
V - 1/V A exp(-Q/RT) 0^" (C/2)"/2 ^'^2
-'x
Thus the shear strain at any point may be calculated. This 
enables a map of the distribution of '6 around a shear zone tip to be 
constructed (Fig 4.1). In this figure, and all following figures drawn 
from the model, the flat top to the strain profile is artificial and 
has been constructed to eliminate the effect of the mathematical 
singularity at the shear zone tip, as this would lead to strains of 
■ 00 along the shear zone.
4.I.2.b The effect of the boundary conditions.
To demonstrate the changes in strain that result from changes 
in the boundary conditions, a series of profiles have been constructed 
(Figs 4.2 - 4.5). These profiles are drawn at a point one quarter of 
the total shear zone length away from the tip, so that the effect of 
changing the shear zone length may be examined. The standards used for 
the boundary conditions are T - 350“c, oj^  - 0.5 Kb, C - 100 cm and V - 
1x10*^^ cm/sec. The profiles shown in figure: ’.2 - 4.5 show that the 
strain profile will increase in amplitude and broaden with increasing

Fig 4.2
Fig 4.2 Strain profiles for a shear zone in dry quartz for 
shear zone half-lengths of 100 cm, 200 cm, 400 cm and 800 cm.
Fig 4.3
Fig 4.3 Strain profiles for a shear zone in dry quartz for 
applied load stresses of 0.5 Kb, 1.0 Kb and 1.5 Kb.
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half-length, load stress and temperature, and with decreasing 
propagation velocity. As shown in Chapter 3, temperature has a 
particularly strong influence on the shear zone, an increase of only 
50“C giving an increase in peak strain of 7 ^  {Fig 4.2). The inverse 
relationship between peak strain and propagation velocity may be 
explained by the energy balance of the system. Since only a finite 
amount of energy is available, a balance must be maintained between 
the energy used to propagate the shear zone and that used to deform 
the surrounding rock. An increase in applied load stress increases the 
amount of energy available to the system and hence if the propagation 
rate remains constant the peak strain may increase. An increase in 
temperature will allow the rock to deform more easily and so the 
strain may increase without any change in applied stress. The stress 
available to produce strain at any point is a function of the shear 
zone half-length, and so an increase in half-length will increase the 
strain at any given point. The prediction that strain at a point will 
increase as the shear zone lengthens, leads to the conclusion that as 
the shear zone grows the strain profile should change, and this would 
result in an evolution of the strain profile along the length of the 
shear zone. As natural examples of shear zones have a relatively 
constant strain profile along their length, then the possible increase 
in total strain with increasing length must be balanced by an increase 
in the propagation velocity. Therefore the model predicts that as 
shear zones grow their propagation rate increases. This relationship 
may be quantified by using a reference point fixed relative to the 
shear zone tip, with a calculated shear strain that remains constant 
as the half-length is changed.
1 0 0
From equation 4.3
^ - 1/V (C/2)"/^ F (4.4)
Where F is a constant for a fixed point with constant . 
Incorporating V into the constant which becomes FI
V - FI (C/2) n/2 (4.5)
The constant FI can be evaluated if all other parameters remain
fixed.
The effect on the propagation velocity of varying the 
half-length may now be calculated. The results are shown in figure 4.6 
which is constructed for a range of values of shear strain; this shows 
the amount by which the propagation velocity must increase in order to 
maintain a constant strain profile as the shear zone length increases.
4.I.2.C The effect of rheological change.
Figure 4.7 shows the effect of changing the rheology of the 
deforming material. In order to produce a strain profile of similar 
dimensions plagioclase requires a higher temperature than quartz, or 
alternatively a longer shear zone, higher applied stress or a lower 
propagation velocity. Thus, if the boundary conditions remain fixed, 
the model predicts that a shear zone crossing a lithological boundary 
from a quartzite to a dunite, for example, would narrow markedly and 
show a considerable decrease in total strain. As the displacement on a 
shear zone may be calculated from the area under the strain profile 
graph (Ramsay & Graham 1970), the model then predicts that as a shear 
zone crosses a lithological boundary, the amount nf displacement on 
that zone will change, assuming all the other boundary conditions
Fig 4.6
fig 4.6 The variation of propagation velocity with increasing 
shear zone length for a shear zone in dry quartz, contoured 
for values of ^ (T - 400*C, “ 0-5 Kb).

1 0  1
remain constant. It 1s possible that the displacement could change 
across a boundary, but this change would be accommodated over a 
considerable length of the shear zone. It Is also possible that the 
style and mechanism of deformation may change across such a boundary 
In a way not accounted for by the model. In the extreme case of a zone 
crossing from a quartzite to a dunite there could be a change from a 
wide ductile shear zone In the quartzite to a narrow brittle or 
brittle-ductile shear zone In the dunite. Such a change In deformation 
mechanism Is outside the scope of this model.
Both the above explanations require that all the boundary
conditions are kept constant across the lithological boundary; a more
physically realistic solution Is that the propagation velocity of the
shear zone changes allowing continuity of displacement across the
boundary. Thus the propagation velocity of a shear zone crossing from
quartzite to dunite would need to decrease from 1x10'^^ cm/sec In the
-19quartzite to 0.225x10 cm/sec In the dunite In order to maintain the 
same displacement (T - 650“C, o^ - 0.5 Kb, C - 20 cm.).
4.1.2.d Theoretical foliation orientations.
Once the shear strain distribution around the shear zone tip 
has been calculated, the theoretical foliation orientations can be 
plotted.
tan 2©' - 2/Î5 (4.6)
Where 6  Is the angle of the foliation relative to the shear 
zone (Ramsay & Graham 1970).
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Figures 4.8 & 4.9 show plots of the theoretical foliation 
orientations for shear zones In quartz at 350*C and 400*C (o^ j - 0.5, V 
» 1x10*^^ cm/sec, C - 20 cm). This again demonstrates the widening of 
the shear zone with Increasing temperature, although the same effect 
could be obtained by Increasing the shear zone length. Increasing the 
load stress or decreasing the propagation velocity.
4.1.3 Displacement fields.
4.I.3.a Initial theory and assumptions.
The displacement field around a shear zone can be calculated by 
Integrating the shear strains along a path perpendicular to the shear 
zone at any point along its length, thus calculating the area under 
the strain profile curve.
(4.7)
Where S Is the displacement (Ramsay i Graham 1970). 
Substituting from equation 4.3 for '6;
[l/V A exp(-Q/RT) (C/2)"/^ x’"/2 f"^^y(^) dx dy
(4.8)
Taking the constants out of the Integral;
n
S - l/V A exp(-Q/RT) 0^" (C/2)"/^
r»
f"xy(^) dx'dy'
o J k ,  ■ (4.9)
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For the purposes of this model, zero displacement is assumed to 
take place on an infinitely thin line along the centre of the shear 
zone. Thus one side of the zone will have a positive displacement and 
the other an equal, but negative, displacement. The integration is 
done along paths going outwards from the centre of the zone towards 
the margins thus avoiding the problem of integrating across the line 
behind the mathematical singularity at the tip.
Figures 4.10 - 4.12 show the displacement field in both contour 
and surface views highlighting the symmetry of the field. This 
approach to the integration predicts that the displacement increases 
away from the shear zone to infinity; this is acceptable if the 
deformation along the shear zone is controlled by the need to 
accommodate a remote displacement, as is usual in nature. If the 
deformation on the shear zone is purely stress controlled and there is 
no net displacement of the walls at a finite distance from the zone, 
then the displacement must decay to zero away from a peak close to the 
zone. This would be accommodated by small strains in the host rock and 
is necessary to maintain continuity around the isolated shear zone. 
Figure 4.13 is a hypothetical model of the displacement field around 
such an isolated stress-controlled shear zone.
4.I.3.b The effect of the boundary conditions.
The effect on the displacement field of changing the boundary 
conditions is shown in figures 4.14 - 4.29. In order to construct 
these graphs a standard reference point fixed relative to the shear 
zone dimensions is used. The change in displacement at this point is 
plotted with respect to each of the boundary conditions for the four 
rheologies. The fixed reference point used is a point half the shear 
zone length perpendicularly away from the zone at f'e mid point of the 
zone. The standard parameters used for calculating these relationships
displacement
Fig 4.10
Shear zone
Fig 4.10 Generalized surface views o f  a portion o f the 
displacement f i e l d  around a propagating shear zone t ip .
Fig 4.1 1
Fig 4.11 Generalized contour map of the displacement field 
around a propagating shear zone tip.

iFig 4.13
max +ve
Fig 4.13 Hypothetical contour map of the displacement field 
around an isolated stress controlled shear zone allowing for 
the continuity of zero displacement around the zone.
Fig 4.14
Fig 4.14 Displacement plotted against temperature for dry
quartz.

Fig 4.16
Fig 4.16 Displacement plotted against half-length for dry
quartz.
Fig 4.17
Fig 4.17 Displacement plotted against propagation velocity for
dry quartz.



Fig 4.21
Fig 4.21 Displacement plotted against propagation velocity for 
dry olivine.
Fig 4.22
Fig 4.22 Displacement plotted against temperature for 
plagioclase.
Fig 4.23
Fig 4.23 Displacement p lo t ted  aga inst applied load stress fo r  
p lag ioc la se .

Fig 4.25
Fig 4.25 Displacement plotted against propagation velocity for 
plagioclase.

Fig 4.27
Fig 4.27 Displacement p lo tted  against applied load stress fo r 
dry gran ite.

Fig 4.29
Fig 4.29 Displacement plotted against propagation velocity for 
dry granite.
STANDARD PARAMETERS USED IN THE DISPLACEMENT RELATIONSHIP GRAPHS.
TABLE 4.1
Rheology Temperature
C*
Applied load 
Stress 
Kb
Shear zone 
Half-Length 
cm
Propagati on 
Velocity 
cffl/sec
Dry Quartz 
Koch et al. 
(1980)
350 0.5 20 1x10"^^
Dry Olivine 
Bodine et al. 
(1981)
800 0.5 20 1x10’^^
PI agloclase 
(anorthosite) 
Shelton & 
Tunis (1980)
500 0.5 20 1x10'^^
Dry Granite 
Carter et al, 
(1981)
650 0.5 20 1x10'^^
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are given in table 4.1.
Again the strong effect of temperature on the deforming shear 
zone Is shown in these graphs. For quartz, a 50“ C increase in 
temperature from 450“ - 500°C gives a five-fold increase in 
displacement (Fig 4.14). This effect is less strong for the granite 
rheology due to the very low value of the A parameter in the flow law. 
Increasing the half-length by one order of magnitude increases the 
displacement by two orders of magnitude. Since the propagation 
velocity has an inverse relationship with the displacement, decreasing 
the velocity by a factor of 10 will Increase the displacement by the 
same factor.
4.II APPLICATION OF THE MODEL
4.II.1 Theory and methods.
4.II.l.a Problems of application.
In order to apply the model to a naturally occuring shear zone 
values must be obtained for as many of the critical parameters as 
possible. Some are relatively easy to measure if the zone is well 
exposed, 1e: shear zone half-length, strain profile and displacement. 
Other parameters are more difficult to obtain but under favourable 
conditions a reasonable estimate may be possible, ie: temperature and 
applied load stress. The one parameter that cannot be measured is the 
propagation velocity, and this is what the model may be used to 
predict. The most serious difficulty in applying the model is that the 
rheology of the rocks containing the shear zones is uncertain, as most 
ductile shear zones occur in medium to high grade metamorphic rocks 
where the deformation may well be controlled by mechanisms that have
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not been examined experimentally and the appropriate flow laws are 
consequently unknown. These problems do not prohibit the application 
of the model since comparison of predicted and observed phenomena is a 
useful method of testing the model and may elucidate the different 
mechanisms involved.
4.Il.l.b Theory of application.
Equation 4.9 may be divided into two parts, the integral, 
depending on the distance x and the angular function, and a 
premultiplier containing the boundary conditions. For a given point, 
fixed with respect to the shear zone tip, the integral will be a 
constant. By taking the fixed reference point as the point at which 
maximum displacement occurs then equation 4.9 can be rewritten as:
^max ■ ^ exp(-Q/RT) o|;" (C/2)"/2 (4.10)
Where J is a constant.
This equation can be used to examine the relationships between 
the boundary conditions for the point of maximum displacement. For a 
‘normal’ example of a natural shear zone the displacement and 
half-length will be known, temperature and load stress will be known 
to within a range of values and propagation velocity will be unknown. 
It is therefore possible to construct graphs in 
temperature/stress/propagation velocity space that will show a field 
within which the propagating shear zone may have operated. It may then 
be possible to further constrain the area of the field to give a more 
limited range of conditions, i.e. the geologically probable as opposed 
to the possible.
IOC
Once the above technique has been applied to a particular shear 
zone, a set of values for the boundary conditions may be selected and 
jused to construct a synthetic strain profile for the zone to assess 
the validity of the values chosen
4.II.2 Application to shear zones from the North West Highlands.
4.II.2.a The stress/temperature/propagation velocity diagrams.
Using equation 4.10 stress/temperature/propagation velocity 
diagrams have been drawn for selected shear zones from the North West 
Highlands (see chapter 2)(Figs 4.30 - 4.32). The main constraint when 
selecting these zones to test the model is that the shear zone 
half-length must be known consequently only isolated zones may be 
used, as those that occur in networks cannot meet this criterion. In 
order to apply the model to the Canisp Shear Zone, an estimate of the 
length of the zone must be made. This is done using the aspect ratio 
of the shear zone (Norton 1982). Most shear zones have an aspect ratio 
(length : width) of approximately 500 : 1, thus the Canisp Shear Zone, 
which has an average width of 0.75 Km, should be in the order of 380 
Km long. This is a major assumption and is used in order to enable 
comparison of the results between a large crustal scale shear zone and 
the smaller outcrop scale zones. The absence of reliable temperature 
estimates for the time of shear zone formation in the southern outcrop 
of the mainland Lewi si an is a problem. A temperature of 550‘*C has been 
used as this is a representative value for the mid-amphibolite facies 
conditions under which these zones were operating.
Figures 4.30 - 4.32 have been drawn for shear zones 9, 22 and 
24 (see chapter 2) as these give the best control on displacement and 
half-leng<’H_ so displacement can be used to constrain the other 
variables. The three diagrams show that for the smaller shear zone (9)

Fig 4.31
Fig 4.31 Stress/temperature/propagation velocity diagram for 
shear zone 22.
Fig 4.32
i’
Fig 4.32 Stress/temperature/propagation velocity diagram for
shear zone 24.
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the stresses required to produce the observed displacement are greater
than for larger zones, as predicted earlier, assuming the other
boundry conditions remain constant. Taking as an example the point of
SOO^C at 1x10’^^  cm/sec propagation velocity, shear zone 9 requires an
applied stress of 0.667 Kb, shear zone 24 - 0.31 Kb and shear zone 22
- 0.25 Kb. Applying the model to the Canisp Shear Zone for the same
conditions, a stress of only 0.0035 Kb is required. Taking the North
West Highlands as a region the temperature at the time of shear zone
formation can be assumed to be relatively constant for the purposes of
the model, and so only two variables remain; stress and propagation
velocity. Some variation in applied stress must occur over the area in
question but large scale variations of several orders of magnitude are
unlikely, hence the propagation velocity of the shear zones will be
the principal variable. One way in which the propagation velocity can
be constrained is by estimating the length of time taken for the shear
zones to reach the observed lengths. If the Canisp Shear Zone
propagated at 1x10'^^ cm/sec, a value which fits the smaller shear
zones well, then to reach its estimated length of 380 Km would have
taken approximately 120,000 Ma which is clearly impossible. A value of 
-51x10 cm/sec gives a time of propagation of 120,500 years, which is 
more reasonable, and the stress required to propagate at this rate 
would be 0.43 Kb which is more realistic than the value of 0.0035 Kb 
required at a velocity of 1x10'^^ cm/sec.
Applying the same argument to the smaller shear zones gives 
similar results to the large zone. Assuming shear zone 9 to have been 
propagating at 1x10*^^ cm/sec then it would have taken 127,000 years 
to reach 40 cm. shear zones 22 and 24 would have taken 158,500 years 
and 95,000 years respectively at the same velocity to reach their 
present lengths. These calculations are made assuming that the applied 
stress levels are approximately 0.5 Kb. These results suggest that all
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the shear zones were propagating over the same time span regardless of 
size, and that the larger shear zones have propagated more quickly. 
This is in close agreement with the conclusions of Norton (1982). One 
problem with this approach is that differences in the present length 
of shear zones cannot result solely from variations in propagation 
velocity as these two boundary conditions are linked by the model in 
that, assuming all other conditions remain constant, there is only one 
propagation velocity for a given length of zone. There must be an 
initial variation in the size of the shear zones, or in the local 
stress/temperature conditions at the time of initial propagation, that 
will lead to certain zones becoming dominant. Once these zones have 
become dominant their rate of growth will continue to exceed that of 
other zones as long as there are no changes in the local conditions. 
The explanation for the initial variation in shear zone size is likely 
to be linked to the localization mechanism of initiation. Some shear 
zones may localize on larger pre-existing structures or 
heterogeneities; or alternatively locally higher temperatures and/or 
load stresses may result in a higher initial propagation velocity 
which will give the zone a ‘head start’. The estimates of length of 
time of operation are, of course, only approximate and Intended for 
comparison only, as the propagation rate will change with increasing 
length through the lifetime of the zone.
Figures 4.30 - 4.32 are constructed using the values for a 
plagioclase rheology (Shelton & Tullis 1982). Changing the rheology to 
diabase (Caristan 1982) has the effect of increasing the stress 
necessary to maintain propagation at a fixed rate at constant 
temperature for a given zone (Fig 4.33). It is not possible from the 
data available to tell which rheology gives the ‘correct’ values.
Fig 4.33
Fig 4.33 Comparison of stress/temperature/propagation velocity 
diagrams for shear zone 22 using plagioclase rheology (shaded) 
and diabase rheology.
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4.II.2.b Comparison of strain profiles.
Once a set of probable conditions for a particular zone have 
been established, as outlined above, a synthetic strain profile may be 
constructed for the zone and compared to the profile measured in the 
field. This has been done for shear zones 9, 22 and 24 (Figs 4.34 - 
4.36). These figures have been constructed using an artificial peak 
value for the synthetic profiles as the model cannot predict a true 
value for this point due to the mathematical singularity at the shear 
zone tip. The profiles are constrained by the displacement ie: the 
area below the profile. This leads to the most obvious difference 
between the calculated and observed profiles - the low strain part of 
the profile. Measured profiles are often restricted in their accuracy 
of measurement for very low strains; strains of less than 1 are 
often difficult to detect. The model can calculate very low strains 
and takes account of these when constucting the profile for a fixed 
displacement. This results in the calculated profiles being much wider 
for the low strain part of the curve. Conversely for the high strain 
area the calculated profile is narrower than the observed. This is due 
to the initial theory for the model which uses the brittle crack 
analogy, hence the shear zone cannot have an appreciable width of 
constant high strain which would give a flat-topped strain profile.
Outside of these extremes the synthetic strain profiles show a 
very good fit to the observed profiles, particularly for the simple 
type of profile (shear zones 9 & 22). The predicted width at moderate 
strains is very similar and the predicted strain gradient of the 
profile between the moderate and high strains is also very close to 
the observed profiles. Most of the difference between the profiles is 
due to the method of calculation of the area below the curve; the 
observed profiles use only the area below the profile truncated at the 
lowest value of strain, whereas the calculated profiles use a broader
i I
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Fig 4.36
Fig 4.36 Comparison of calculated and observed strain profiles 
for shear zone 24.
■•‘.a I
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profile at lower strains (Fig 4.37). Figure 4.38 has been constructed 
by extrapolating the strain profile for shear zone 22 at lower 
strains, recalculating the displacement and using this to draw a 
revised calculated profile. This takes account of the low strains that 
are impossible to measure in the field and consequently improves the 
match of the profiles.
Changing the rheology used to calculate the strain profile does 
not alter the shape of the profile as this is dictated by the 
displacement, which is used to constrain the temperature, stress and 
propagation velocity.
4.II.2.C Foliation orientations.
Comparing the theoretical foliation orientation patterns with 
observed field examples shows a close agreement between the calculated 
and the measured orientations around shear zone tip zones. Figure 4.39 
shows the meaured foliation orientations at the tip of shear zone 11 
which is very similar to the calculated pattern for a shear zone in 
plagioclase at 550 C, 0.5 Kb and 1x10*^^ cm/sec propagation velocity, 
the foliation in front of the zone being at approximately 45 to the 
shear zone walls. Figure 4.39 also shows a shear zone tip from an 
alpinised Hercynian granite from the Pennine Zone of the Central Alps 
(Ramsay & Allison 1979), which is also very similar to the calculated 
pattern. The model predicts that at very low strains there will still 
be a foliation at 45* to the shear zone, whereas in natural examples 
the foliation will disappear at low strains, thus the model has a 
foliation at 45* to the zone even at some distance from the zone as it 
cannot predict ‘undeformed’ rock.

Fig 4.38
Fig 4.38 Comparison of the calculated strain profile 
constructed using the higher estimate of displacement obtained 
from the extrapolated observed strain profile, showing 
Increased similarity due to the Incorporation of the very low 
strain part of the observed profile.
Fig 4.39
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Fig 4.39 Comparison of foliation orientations at the tip of 
shear zones;
a/ Calculated using the model (T - 550“C, - 0.5 Kb,
C - 100 cm V ■ 1x10*^^ cm/sec).
b/ Shear zone In alpinised Hercynlan granite (Ramsay & 
Allison 1979).
c/ Shear zone 11, Lewlslan epidlorlte (this study).
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4. III CONCLUSIONS
The development of the model to include shear strain and 
displacement leads to several important conclusions;
1/ Propagation velocity must change with increasing shear zone 
length, assuming all other boundary conditions remain constant. This 
is necessary to maintain a constant strain profile along the length of 
the zone, as observed from natural examples. The results in chapter 3 
support this conclusion.
2/ Propagation velocity will change as the shear zone crosses a 
lithological boundary, again assuming all other boundary conditions 
remain constant. Displacement on the shear zone cannot change 
significantly across boundaries and so the change is accommodated by 
the propagation velocity.
f
3/ The relationship between displacement and the boundary 
conditions may be calculated and quantified.
To apply the model to naturally occuring shear zones a variety 
of techniques may be used, the stress/temperature/propagation velocity 
diagrams, strain profile comparison and foliation orientation 
comparison. Estimates of the time taken to propagate to the observed 
lengths may be used to further constrain the values obtained. The 
results from all these techniques support the model and are in 
agreement with the conclusions of chapter 3. There is a particularly 
strong agreement using the strain profile and foliation orientation 
comparison techniques. The results of the calcu’'tions for the time 
span of operation of the shear zones indicate that all zones were
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active for approximately the same length of time, which agrees closely 
with the conclusions of Norton (1982). Possibly the most significant 
conclusion from the application of the model is that the mechanisms of 
initiation and the local conditions at the time of initiation may be 
the dominant factors influencing the final length of the shear zone 
and the ammount of displacement that it can accommodate.
I
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CHAPTER 5
5.1 CONCLUSIONS
The aim of this study was to present a model for the 
development of shear zones. The following conclusions are presented in 
a sequence commencing with the initiation of a shear zone, through its 
development, to the cessation of deformation on the zone
5.1.1 Initiation
It is impossible to draw any definite conclusions about the 
initiation of shear zones. It is probable that localization on some 
scale is necessary to initiate the formation of the zone. This could 
be on a microscale where a misaligned crystal or a stress 
concentration around a larger or less deformable grain could be all 
that is required to start the propagation of a shear zone. The size 
and/or nature of this initial perturbation appears to be of prime 
importance in determining the final dimensions of the shear zone (see 
5.1.7).
5.1.2 Localization versus Propagation
Once the shear zone exists as an area of locally higher strain 
the mechanism by which it grows becomes important. Localization on 
structures such as dyke margins, fold limbs or veins is commonly 
observed, and weaker planes in suitable orientations will be exploited 
in accommodating a remote stress or displacement. It is obvious 
however that shear zones do occur in rocks that are relatively 
homogeneous and so propagation through an Isotropic medium must be 
regarded as the general case for shear zone development.
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5.1.3 Relationships between the boundary conditions
The model presented allows the Interrelationships between 
temperature, applied load stress, shear zone half-length, propagation 
velocity and displacement to be quantified. This illustrates the very 
strong influence of temperature on the other parameters. A small 
increase in the ambient temperature can lead to a large increase in 
the propagation velocity of a shear zone or the applied stress 
required to propagate a shear zone can be considerably reduced by 
increasing the temperature or the strain/displacement can be greatly 
increased by raising the temperature.
5.1.4 The importance of the factor n
The model predicts that shear zones will not form or propagate 
in materials where the n factor in the dislocation creep flow law is 
less than 3, as this dictates that the driving stress/stress release 
ratio would increase towards the shear zone tip, invalidating the 
model. For materials where n is greater than 3, the ratio decreases 
towards the tip and for n - 3 the ratio is a constant. The fact that 
shear zones do occur in materials with n values of less than 3 does 
not invalidate the model. In these cases the deformation may have been 
accommodated by means other than dislocation creep, and strain 
softening may also have aided localization of the deformation.
5.1.5 Variation in propagation velocity
The model predicts that the propagation velocity of a shear 
zone must change throughout its active life in order to maintain a 
constant strain profile, and hence displacement, along its length. 
This is due to the Influence of the shear zone half-length on the 
development of the zone. Propagation velocity must also change if the 
shear zone crosses a lithological boundary, otherwise, assuming that
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temperature, half-length and applied stress are constant, the 
displacement on the zone would have to change across the contact, 
which Is Impossible.
5.1.6 Application to natural examples
When applying the model to natural shear zones. It Is assumed 
that the length and displacement of the zone are known. It Is then 
possible to construct a field In terms of temperature, propagation 
velocity and load stress that defines the range of conditions under 
which the shear zone could have operated. These can then be further 
constrained by estimating the length of time over which the zones were 
operational using the propagation velocity. These are only very rough 
estimates as the propagation velocity changes through the lifetime of 
the zone, but used In conjunction with temperature estimates from 
geothermometry, they can narrow the range of possible values from the 
temperature/stress/propagatlon velocity diagrams. The propagation 
velocities estimated by this method will be an equivalent velocity for 
the zone at Its current length, I.e. a theoretical maximum for the 
particular zone. The estimates for the length of time of operation of 
the zones used from the NW Highlands Indicate that all the zones were 
operating for approximately the same length of time regardless of 
their size.
5.1.7 Final size and displacement
The final dimensions of a shear zone probably depend on the 
size and/or nature of the Initial perturbation on which the shear zone 
nucleated. If all zones In an area operate for approximately the same 
length of time then. In order to become dominant, some must propagate 
f.*ter. Assuming that temperature and load stress are approximately 
constant within the area, then there Is only one possible propagation
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velocity for a given shear zone length. Thus if a zone is to become 
dominant, the initial perturbation from which it grew must have 
provided a "head start", either in terms of the initial length, or a 
very local temperature rise, either of which would lead to an increase 
in the initial propagation velocity.
5.1.8 D1splacement/wid,th relationship
The relationship between displacement and width for the shear 
zones studied from the NW Highlands indicates a regional variation in 
the ammount of movement that can be accommodated on a zone of given 
size. This is probably due to a temperature increase towards the N of 
the study area allowing the zones in the N of the area to accommodate 
greater displacements. This agrees closely with the conclusions from 
the model with respect to the relationship between temperature and 
displacement (see 5.1.3).
5.1.9 Tip zones
The tip zones studied all showed the development of a foliation 
at 45*to the shear zone in front of the shear zone tip, in close 
agreement with the predictions of the model. The widening of the zone 
of deformation around the tip is attributed to the continuation of 
displacement after propagation has ceased. The widening of the tip 
region appears to be more pronounced on the side of the zone that is 
displacing towards the tip (Fig 4.39) i.e. the area that is undergoing 
compression (Fig 1.12). The continuation of displacement when 
propagation has ceased followed by a resumption of propagation could 
lead to a curving of the shear zone that would result in the formation 
of a shear zone network where the initial deformation was accommodated 
by several sub-?; •'llel shear zones. This is a development of the 
model proposed by Coward (1976).
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5.1.10 Justification of the approach to modelling
All the results obtained from the model give geologically 
realistic values and the matching of strain profiles and foliation 
orientation patterns to natural examples all show a close fit. The 
conclusions therefore support the analogy of a propagating crack in an 
elastic medium, which appears to be a valid basis for a model of shear 
zone development.
5.II LIMITATIONS
5.II.1 Limitations of the approach
The principal limitations of the approach used in this study 
are the lack of suitable and reliable rheological data and the 
inadequacy of the field techniques available.
The published rheological data deal almost entirely with either 
single crystals or monomineralic aggregates; there are a few values 
available for natural rocks but these are scarce. Even for the 
comparatively simple case of quartz, there is a wide range of possible 
values that could be used. Any attempt to derive a mathematical flow 
law for the deformation of metamorphic rocks containing abundant 
prismatic minerals, such as hornblende and biotite, is bound to be a 
poor approximation for the true nature of the deformation, but until 
this data is available, the flow laws for plagioclase have been used.
The field and laboratory techniques avialable at present 
require near perfect examples to obtain useable results. If it were 
possible to determine temperature, applied stress and strain 
accurately for any shear zone then the model could be much more 
thoroughly tested and better con.<k. '«ined.
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APPENDIX 1
THE COMPUTER PROGRAMMES
All the programmes used for the model described in this study 
are written in basic and were run on the GEC 4190 mainframe at Keele. 
The early programmes use a finite difference method of integration to 
calculate stresses and strains around the shear zone tip. Later a 
Simpsons rule integration was used to improve the accuracy of the 
calculation for the driving stress/stress release ratio. The model 
inevitably suffers from "edge effects" caused by the necessity of 
integrating from a finite distance away from the tip. This is overcome 
by introducing a "fiddle factor" at the start of the integration. This 
is derived by a refining process which starts with a very "coarse" 
integration commencing extremely far away from the shear zone which is 
used to obtain a value for a point closer to the tip. This value is 
then introduced as a starting point for the next integration and the 
process is repeated until the iterative steps are small enough to give 
the definition required. By this method it is possible to achieve the 
effect of integrating from essentially infinity, with a reasonable 
degree of accuracy without using a vast ammount of computer time.
All the models use the co-ordinate system described in figure 
3.8 and integrate parallel to the shear zone.

0010 REM PLOTTING PROG FOR DIFF, S I , S 2 , X , Y , Z , T , 0.**♦ *************♦ ************** 
0020 FILES  #3,'SDUMP'
0030 PRINT "CRACK TIP  STRESS INTEGRATION" .
0042 PRINT "INPUT BIN WIDTH" ; r ' J
0044 INPUT B
0048 PRINT "INPUT I "
0050 INPUT L
0052 PRINT "INPUT SPACE STEP SIZE"
0054 INPUT S9
0056 PRINT "INPUT WIDTH"
0057 INPUT L9
0058 PRINT "INPUT PARAMETER REQD 1 -D IFF  2 - S l  3-S2 4 -X  5-Y 6-Z 7-TMAX 8-THETA"
0059 INPUT P
0060 PRINT "INPUT VALUE FOR POINT 0 , 0 "
0061 INPUT PI
0062 PRINT "INPUT OPTION FOR CRACK VALUE 1-DEFAULT 2- lNPUT  VALUE"
0063 INPUT D
0064 IF  D-1 THEN GOTO 0070
0065 PRINT "INPUT CRACK VALUE"
0066 INPUT P2
0070 PRINT #3, "32"
0081 PRINT #3,"CLEAR"
0082 PRINT #3,"DATA"
0083 PRINT #3, "REG"
0085 REM SET UP XY GRID i CONVERT TO POLAR CO-ORDINATES***********•*»***♦ ••♦ ♦ *
0090 FOR Y— L9 TO L9
0100 Y1-Y*S9
Olio FOR I — L TO L
0120 X1 -I*B
0121 J-Y+L9 
0130 X2-ABS(X1)
0140 Y2-ABS (Y l)
0150 IF  Y2-0  THEN A-0  
0155 IF  Y2-0  THEN R-X2
0160 IF  Y2 -0  THEN GOTO 0201
0161 IF  X2-0  THEN A - 1 . 57079635
0162 IF  X2-0  THEN R-Y2
0163 IF  X2 -0  THEN GOTO 0200 
0170 A-ATN(Y2/X2)
0179 R l-Y2"2+X2"2
0180 R-SQR(R l)
0181 IF  X1>0 THEN A - 1 , 57079635-A 
0190 IF  X1>0 THEN A-A+1.57079635
0200 IF  Y1>0 THEN A -A * ( - l )
0201 REM COMPUTE ANGULAR FUNCTIONS********************************************'
0205 IF  D-2 THEN GOTO 0214
0211 IF X l - 0  THEN GOTO 0213
0212 GOTO 0220
0213 IF Y -0  THEN GOTO 0562
0214 IF X l> -1  THEN GOTO 0216
0215 GOTO 0220
0216 IF  Y-0 THEN GOTO 0564 
0220 A4-3*A/2
0230 A5-A /2  
0240 F1-SIN(A4)
0250 F2-SIN<A5)
0260 F3-COS(A4)
0270 F4-COS(A5)
0280 REM FOR XX************************•*********************** '************** ‘ 
0290 E l-2+ (F4*F3)
0300 X9 -F2*E1* (-1 )
0310 REM FOR YY**************************************************************** 
0320 Y9-F2*F4*F3
0330 REM FOR XY***************************************•***********************'


0010 REM PROG TO CALCULATE STRAIN AROUND A CRACK T IP********************** 
0012 F ILES  #3,'4DUMP'
0014 PRINT "CRACK T IP  STRAINS"
0018 REM INPUT VARIABLES**************************************************
0019 REM **••♦ •*•*•♦ »•»•»*•••*«♦ ••••••*•*•.*•***.«***•♦ ••••*•**•*•*•«***••
0022 PRINT "INPUT BIN WIDTH"
0024 INPUT B
0028 PRINT "INPUT I "
0030 INPUT L
0032 PRINT "INPUT SPACE STEP SIZE"
0034 INPUT S9
0036 PRINT "INPUT WIDTH"
0037 INPUT L9
0038 PRINT "INPUT POWER FOR POWER LAW"
0039 INPUT P
0042 PRINT "INPUT CRACK HALF-LENGTH IN CM."
0044 INPUT C
0046 PRINT "INPUT LOAD SHEAR STRESS IN KBARS"
0047 INPUT L5
0050 PRINT "INPUT TEMPERATURE"
0051 INPUT T
0054 PRINT "INPUT PROPOGATION VELOCITY IN CM PER SEC"
0056 INPUT VI
0060 PRINT "INPUT A"
0061 INPUT A8
0064 PRINT "INPUT B*TM "
0065 INPUT A9
0066 PRINT "INPUT PEAK VALUE FOR CRACK"
0067 INPUT Q9
0068 L6-L5*10*9
0070 V2-1/V1
0071 T l-T+273
0072 DIM D(IOO)
0074 PRINT #3,"32"
0075 PRINT # 3 ,"CLEAR"
0076 PRINT # 3 ,"DATA"
0077 PRINT # 3 ,"REG"
0085 REM SET UP XY GRID 4 CONVERT TO POLAR CO-ORDINATES*******************
0086 REM ••» • •• • • • • •« •** •» ••» * •• • •* •** •» •** ••*** •••* •**• ••* ••**» •* ••** •• •<
0090 FOR Y— L9 TO L9
0100 Y1-Y*S9
0110 FOR I — L TO L
0120 X1 -I*B
0121 J-Y+L9 
0130 X2-ABS(X1)
0140 Y2-ABS(Y1)
0150 IF  Y2-0 THEN A-0
0155 IF  Y2-0 THEN R-X2
0160 IF  Y2-0 THEN GOTO 0205
0161 IF  X2-0 THEN A - 1 . 57079635
0162 IF  X2-0 THEN R-Y2
0163 IF  X2 -0  THEN GOTO 0200
0170 A-ATN(Y2/X2)
0179 R l-Y2*2+X2"2
0180 R-SQR(R l)
0181 IF  X1>0 THEN A - 1 .5 7079635-A
0190 IF  X1>0 THEN A-A+1.57079635
0200 IF  Y1>0 THEN A - A * ( - l )
0205 REM COMPUTE ANGULAR FUNCTIONS***************************************’
0206 REM *» • .• •* • • • . • •* * * » •< -• •* •* • •* •* • • •* •* •* •* * • • •* • • .• • • • • • • • • • • • • • • • • ■
0211 IF  X l> -1  THEN GOTO 0213
0212 GOTO 0220
0213 IF  Y-0  THEN GOTO 0565
0250
0260
0270
0280
0290
0300
0310
0320
0330
0340
0350
0360
0361 
0370 
0375 
0380 
0390 
0400 
0410 
0420 
0430
0440
0441 
0450 
0460 
0470 
0480 
0490 
0500 
0502
0504
0505
0506
0507
0508 
0510 
0512 
0522
0525
0526 
0528 
0540
0542
0543
0560
0561 
0565 
0570 
0600 
0605 
0610 
0620
F2-SIN(A5)
F3-COS(A4)
F4-COS(A5)
REM FOR XX*********************************************************** 
E l-2+ (F4*F3)
X9 -F2»E1* (-1)
REM FOR YY********************************************’*************** 
Y9-F2*F4*F3
REM FOR X Y ********************************************************** * 
E2-1 - (F1*F2)
Z9-F4»E2
REM COMPUTE STRESS INTENSITY FUNCTION******************************* 
*****************************************************************
C3-C*0 .5
C4-C3*L6
C5-2*R
C6-C5*0 .5
C7-C4/C6
X8-C7*X9
Y8-C7*Y9
Z8-C7*Z9
REM COMPUTE PRINCIPAL STRESSES*•***••******************************** 
*****************************************************************
U 1 - (X 8 -Y 8 ) "2 
U2-0.25*U1 
U3-(Z8 '2)+U2 
U 4 -U 3 '0 .5  
U5-0.5*(X8+Y8)
U-U5+U4
V-U5-U4
S-U-V
5 1 -  S / (10^9)
5 2 -  S1^P 
A 7 - ( -A 9 /T l )
G1-A8*EXP(A7)
G2-G1*S2
53 -  G2*V2
IF I — L THEN GOTO 0528
5 4 -  S3*B 
GOTO 0540 
S4-S3
D(J) -D (J)+S4
REM OUTPUT RESULTS *•*•••***•*•*••••••••••**••* ♦ ••• ♦ ♦ •••••*•*•••*«*••R£M **********************,******************************************
PRINT #3, D(J)
GOTO 0570 
PRINT #3, Q9 
NEXT I 
NEXT Y
PRINT #3,"OK"
STOP
END
******



0010
0012
0018
0019
0022
0024
0028
0030
0038
0039
0070
0071
0072
0077
0078 
Olio 
0120 
0121 
0122
0123
0124
0125 
0370 
0390 
0400 
0430 
0470 
0480 
0500 
0502
0504
0505
0506 
0512 
0525 
0528 
0530 
0535 
0540
0545
0546
0547
0548
0560
0561
0570
0571 
0571 
0610 
0620
k**ft«»**«****i»***<
**********
REM PROG TO CALCULATE STR/STREL RATIO ALONG Y” 0 USING SIMPSONS RULE*
FILES  #3,'SDUMP'
REM INPUT VARIABLES**********************************
* i » H t * i k * * * * * l H k * * * < r * l H » * * > K M * * * * * * * * * * * * * * * * * * * * * * * * * *
PRINT "INPUT BIN WIDTH"
INPUT B
PRINT "INPUT I "
INPUT L
PRINT "INPUT POWER FOR POWER LAW"
INPUT P 
PRINT #3,"21"
PRINT #3,"CLEAR"
PRINT #3,"DATA"
DIM D(5)
DIM F(5)
FOR I - L  TO 0 STEP -2 
FOR J - I  TO 3 
IF  J -1  THEN X1 -I*B  
IF  J -2  THEN X 1 - ( I - 1 ) * B  
IF  J - 3  THEN X 1 - ( I - 2 ) * B
REM COMPUTE STRAINS**********************************
R E M  , « * « . . * . . . . . « . * « « . » * * » * • » • » . * * * • • • * * * * • • • • * * * * * * * * * * * * * * * * * * * * * *
C 4 - l* 0 .5  
C6-(2*X1) " 0 .5  
C7-C4/C6 
Z8-C7 
U3 -(Z8 "2 )
U4-U3"0 .5  
U-U4 
V— U4 
S-U -V  
F ( J ) - S  
S 2 -F ( J )  ' P  
D ( J ) -S 2  
NEXT J
E9-D(1)+4*D(2)+D(3)
E 8 -E 9 * ( (2*B)/3)
R-E8+R
Q7-R
Q8-F(3 )/Q7
REM OUTPUT RESULTS ***»**************************************************^ 
REM ********************************************************************** 
X 2 -B * (1-2)
PRINT #3, X2
IF  1-4 THEN GOTO 0571 
NEXT I
PRINT #3,"END"
PRINT #3,"OK"
STOP 
END
Q8
M

0010
0012
0018
0019
0022
0024
0028
0030
0038
0039
0040
0041
0070
0071
0072
0077
0078 
Olio 
0120 
0121 
0122
0123
0124
0125 
0200 
0250
0525
0526 
0528 
0530 
0535 
0540
0545
0546
0547
0548
0549
0560
0561
0570
0571 
0571 
0610 
0620
REM PROG TO CALCULATE STR/STREL RATIO ALONG Y-0 USING SIMPSONS RULE****' 
F ILES  #3,'SDUMP'
REM INPUT VARIABLES****★ *★ ************«► ************’»**********•*******•<
* * * * * * * * * 1 k * * « * * * * * * * * * « « * * * * * * * * * * * * * * * * * * * « « k « * * « * * * * * * * * « « » * * « * * * * 4
PRINT "INPUT BIN WIDTH"
INPUT B
PRINT "INPUT I "
INPUT L
PRINT "INPUT POWER FOR POWER LAW"
INPUT P
PRINT "INPUT FIDDLE FACTOR"
INPUT F9 
PRINT #3 ,"21"
PRINT # 3 ,"CLEAR"
PRINT #3,"DATA"
DIM D(S)
DIM F(5)
FOR I - L  TO 0 STEP -2 
FOR J - 1  TO 3 
IF  J - 1  THEN X1 -I*B  
IF  J - 2  THEN X 1 - ( I - 1 ) * B  
IF  J - 3  THEN X 1 - ( I - 2 ) * B
REM COMPUTE STRAINS ************************************************* 
****************************************************************
F ( J ) - X 1 "  ( -0 .5 )
D ( J ) - X l " ( - P / 2 )
NEXT J
IF  I - L  THEN R-F9 
E9-D(1)+4*D(2)+D(3)
E8 -E9*(B /3 )
R-E8+R
Q7-R
Q8-F (3 )/Q7
REM OUTPUT RESULTS ***************************************** 
********************************************************
X 2 -B * (1-2)
IF  X2-200 THEN GOTO 0570 
PRINT #3, X2 Q8
IF  1-4 THEN GOTO 0571 
NEXT I
PRINT #3,"END"
PRINT #3,"OK"
STOP 
END



0010 REM PROGRAMME TO CALCULATE THE RELATIONSHIP BETWEEEN TEMPERATURE AND 
0020 REM PROROGATION VELOCITY FOR DRY QUARTZ (N-3)
0030 F ILES  #3, '4TEMP '
0040 PRINT "INPUT TEMPERATURE MINIMUM"
0050 INPUT Ml
0060 PRINT "INPUT TEMPERATURE MAXIMUM"
0070 INPUT M2
0072 PRINT "INPUT STEP SIZE"
0074 INPUT S9
0080 PRINT "INPUT LOAD STRESS"
0090 INPUT S
0100 PRINT "INPUT CRACK HALF-LENGTH"
Olio INPUT C
0120 PRINT "INPUT REAL RATIO"
0130 INPUT R 
0140 A -0 .1 26  
0150 B -18244 .65  
0160 E- lOO  
0170 R l - R / 0 . 5  
0180 PRINT #3,"21"
0190 PRINT #3,"CLEAR"
0200 PRINT #3,"DATA"
0210 FOR T -M l TO M2 STEP S9
0211 S l - S * 2  
0215 T l-T+273  
0220 Z l — B / T l  
0230 Z2-EXP(Z1)
0240 V -A "E * R 1 * Z 2 * (S l " 2 )» (C/2)
0250 PRINT #3, V T
0260 NEXT T
0270 PRINT #3,"END"
0280 PRINT #3,"OK"
0290 STOP 
0300 END
“ is
i r - i
0010 REM PROGRAMME TO CALCULATE THE RELATIONSHIP BETWEEEN TEMPERATURE AND 
0020 REM LOAD STRESS FOR DRY QUARTZ (N-3)
0030 F ILES  #3,'STEMP'
0040 PRINT "INPUT TEMPERATURE MINIMUM"
0050 INPUT Ml
0060 PRINT "INPUT TEMPERATURE MAXIMUM"
0070 INPUT M2
0072 PRINT "INPUT STEP SIZE"
0074 INPUT S9
0080 PRINT "INPUT PROROGATION VELOCITY"
0090 INPUT V
0100 PRINT "INPUT CRACK HALF-LENGTH"
0110 INPUT C
0120 PRINT "INPUT REAL RATIO"
0130 INPUT R 
0140 A -0 .1 2 6  
0150 B -18244 .65  
0160 E- lOO 
0180 PRINT #3,"21"
0190 PRINT #3,"CLEAR"
0200 PRINT # 3 ,"DATA"
0210 FOR T -M l  TO M2 STEP S9 
0215 T l-T+ 273  
0220 Z l — B / T l  
0230 Z2-EXP(Z1)
0240 Z3 -A*E*R*Z2* (C /2 )*8
0245 Z4 -V /Z3
0247 S - Z 4 " 0 .5
0250 PRINT #3, S T
0260 NEXT T
0270 PRINT # 3 ,"END"
0280 PRINT # 3 ,"OK"
0290 STOP 
0300 END



0010 REM PROG TO CALCULATE SHEAR STRAIN (Exy) AROUND A CRACK TIP* 
0012 F ILE S  #3, '«DUMP'
0014 PRINT "CRACK TIP  STRAINS"
0018 REM INPUT VARIABLES*********•»*•*»•*****••***********»•»*•• ' '
0019 REM
0022 PRINT "INPUT B iN  WIDTH"
0024 INPUT B
0028 PRINT "INPUT I "
0030 INPUT L
0032 PRINT "INPUT SPACE STEP SIZE"
0034 INPUT S9
0036 PRINT "INPUT WIDTH"
0037 INPUT L9
0038 PRINT "INPUT POWER FOR POWER LAW"
0039 INPUT P
0042 PRINT "INPUT CRACK HALF-LENGTH IN CM."
0044 INPUT C
0046 PRINT "INPUT LOAD SHEAR STRESS IN KBARS"
0047 INPUT L5
0050 PRINT "INPUT TEMPERATURE"
0051 INPUT T
0054 PRINT "INPUT PROPOGATION VELOCITY IN CM PER SEC"
0056 INPUT VI 
0061 A 8 -0 .1 2 6
0065 A9-18274 .112
0066 PRINT "INPUT PEAK VALUE FOR CRACK"
0067 INPUT Q9
0070 V 2 -1 /V1
0071 T l-T+ 273
0072 DIM D(IOO)
0074 PRINT #3,"32"
0075 PRINT #3,"CLEAR"
0076 PRINT #3,"DATA"
0077 PRINT #3,"REG"
0085 REM SET UP XY GRID & CONVERT TO POLAR CO-ORDINATES****••♦ ***
0086 REM ........................................................................................................................
0090 FOR Y— L9 TO L9
0100 Y1-Y»S9 
0110 FOR I — L TO L
0120 X1 - I* B
0121 J-Y+L9 
0130 X2 -ABS(X I)
0140 Y2-ABS(Y1)
0150 IF  Y2 -0  THEN A-0
0155 IF  Y2 -0  THEN R-X2
0160 IF  Y2 -0  THEN GOTO 0205
0161 IF  X2 -0  THEN A - 1 . 57079635
0162 IF  X 2 -0  THEN R-Y2
0163 IF  X 2 -0  THEN GOTO 0200
0170 A-ATN(Y2/X2)
0179 R l-Y2 "2+ X2"2
0180 R -SQR(R l)
0181 IF X1>0 THEN A - 1 .5 7079635-A 
0190 IF  X1>0 THEN A-A+1.57079635 
0200 IF  Y1>0 THEN A - A * (-1)
0205 REM COMPUTE ANGULAR FUNCTIONS*******************************’
0206 REM ............................................................. ....................... ................................ ..
0211 IF  X l> -1  THEN GOTO 0213
0212 GOTO 0220
0213 IF  Y -0  THEN GOTO 0565 
0220 A4-3»A/2
0230 A5-A /2  
0240 F1 -S IN (A4)
»**•****«
»*»«****1l


»********«
0010 REM PROG TO CALCULATE STRAIN PROFILES FROM Exy* 
0012 FILES  #3,'SDUMP'
0014 PRINT "CRACK TIP  STRAINS"
0018 REM INPUT VARIABLES***************************♦
0019 REM *********************************
0022 PRINT "INPUT BIN WIDTH"
0024 INPUT B
0028 PRINT "INPUT I "
0030 INPUT L
0032 PRINT "INPUT SPACE STEP S IZE "
0034 INPUT S9
0036 PRINT "INPUT WIDTH"
0037 INPUT L9
0038 PRINT "INPUT POWER FOR POWER LAW"
0039 INPUT P
0042 PRINT "INPUT CRACK HALF-LENGTH IN CM."
0044 INPUT C
0046 PRINT "INPUT LOAD SHEAR STRESS IN KBARS"
0047 INPUT L5
0050 PRINT "INPUT TEMPERATURE"
0051 INPUT T
0054 PRINT "INPUT PROPOGATION VELOCITY IN CM PER SEC" 
0056 INPUT VI 
0061 A8 -0 .126
0065 A9-18274 .112
0066 PRINT "INPUT PEAK VALUE FOR CRACK"
0067 INPUT Q9
0068 PRINT "INPUT X VALUE FOR PROFILE SECTION"
0069 INPUT H
0070 V2-1 /V1
0071 T l-T+273
0072 DIM D(IOO)
0074 PRINT #3,"21"
0075 PRINT #3,"CLEAR"
0076 PRINT #3,"DATA"
0085 REM SET UP XY GRID i CONVERT TO POLAR CO-ORDINATES*
0086 REM ................................................................................... ..
0090 FOR Y— L9 TO L9
0100 Y1-Y*S9 
0110 FOR I — L TO L
0120 X1 -I*B
0121 J-Y+L9 
0130 X2-ABS<X1)
0140 Y2-ABS(Y1)
0150 IF  Y2-0  THEN A-0 
0155 IF  Y2-0  THEN R-X2
0160 IF  Y2-0 THEN GOTO 0205
0161 IF  X2-0  THEN A - 1 . 57079635
0162 IF  X2-0  THEN R-Y2
0163 IF  X2-0  THEN GOTO 0200 
0170 A-ATN(Y2/X2)
0179 R l-Y2 ' '2+X2"2
0180 R-SQR(R l)
0181 IF  X1>0 THEN A - 1 . 57079635-A 
0190 IF X1>0 THEN A-A+1.57079635 
0200 IF  Y1>0 THEN A -A * ( - l )
0205 REM COMPUTE ANGULAR FUNCTIONS**********************
0206 REM
0211 IF  X l> -1  THEN GOTO 0213
0212 GOTO 0220
0213 IF Y -0  THEN GOTO 0565 
0220 A4-3*A/2
0230 A5-A /2
»«•*******«tk**********
0270 F4-COS(A5)
0280 REM FOR XX***************************************************************** 
0290 E l-2+ (F4*F3)
0300 X9 -F2*E1* (-1)
0310 REM FOR y Y ************************************************•••••••**********
0320 Y9-F2*F4*F3
0330 REM FOR XY*********************************************** ** ••• •* •• •* •* ••• • •
0340 E2 -1 - (F1*F2)
0350 Z9-F4*E2
0360 REM COMPUTE STRESS INTENSITY FUNCTION************.................... ..
0361 REM ........................................................................................................................................... ..
0370 C 3 -C "0 .5
0375 C4-C3*L5 
0380 C5-2*R 
0390 C6-C5*0 .5  
0400 C7-C4/C6 
0410 X8-C7*X9 
0420 Y8-C7*Y9 
0430 Z8-C7*Z9
0506 SZ-ZO^P
0507 A 7 - ( - A 9 /T l )
0508 G1-A8*EXP(A7)
0510 G2-G1*S2 
0512 S3-G2*V2
0522 IF  I — L THEN GOTO 0528
0525 S4-S3*B
0526 GOTO 0540 
0528 S4-S3
0540 D (J ) -D (J )+ S4
0542 REM OUTPUT RESULTS
0543 REM ................................................................................................ ..
0545 IF  I-H  THEN GOTO 0550
0547 GOTO 0570
0550 PRINT #3, J  D(J)
0552 GOTO 0600
0565 IF  I-H  THEN GOTO 0567
0566 GOTO 0570
0567 PRINT #3, J  Q9
0568 GOTO 0600 
0570 NEXT I 
0600 NEXT Y
0602 PRINT #3,"END"
0605 PRINT #3,"OK"
0610 STOP 
0620 END

0001
0002
0005
0006
0007
0008
0009
0010 
0011 
0012
0015
0016
0019
0020
0023
0024
0025
0027
0028
0029
0030
0031
0032
0033 
0070 
0081 
0082 
0083 
0085
0091
0092
0094
0095 
0097 
0130 
0140 
0150 
0155 
0160 
0161 
0162 
0163 
0170
0179
0180 
0181 
0190 
0200 
0201 
0202
0203
0204
0205 
0230 
0240 
0250 
0260 
0270 
0330 
0340 
0350 
0360 
0365
REM PROG TO CALCULATE FABRIC ORIENTATION FROM Exy 
FILES  #3,'&DUMP'
PRINT "INPUT BIN WIDTH"
INPUT B
PRINT "INPUT I"
INPUT L
PRINT "INPUT SPACE STEP SIZE"
INPUT S9
PRINT "INPUT WIDTH"
INPUT L9
PRINT "INPUT CRACK HALF-LENGTH"
INPUT C
PRINT "INPUT LOAD STRESS"
INPUT L5
PRINT "INPUT TEMPERATURE"
INPUT T1 
T-T l+273
PRINT "INPUT PROPAGATION VELOCITY"
INPUT VI
V2-1/V1
P9 -3
A l - 0 . 1 2 6
Q-18274.112
DIM D(105)
PRINT #3,"32"
PRINT #3,"CLEAR"
PRINT #3,"DATA"
PRINT » 3 , "REG"
REM SET UP XY GRID & CONVERT TO POLAR CO-ORDINATES*
FOR Y-0 TO - L 9  STEP -1
J-ABS (Y )
Y1-Y*S9 
FOR I — L TO L 
X1 - I*B  
X2-ABS(X1)
Y2-ABS (Y l)
IF  Y2-0 THEN A-0 
THEN R-X2 
THEN GOTO 0201 
IF  X2-0  THEN A - 1 . 57079635 
IF  X2-0  THEN R-Y2 
IF  X2-0  THEN GOTO 0200 
A-ATN(Y2/X2)
R l-Y2"2+X2"2
R-SQR(R l)
IF  X1>0 THEN A -1 .5 7079635 -A  
IF X1>0 THEN A -A+ 1.57079635 
IF  Y1>0 THEN A - A * ( - l )
REM COMPUTE ANGULAR FUNCTIONS********»"*»**********
IF I-O  THEN GOTO 0204 
GOTO 0205
IF Y -0  THEN GOTO 0520
A4-3*A/2
A5 -A /2
F1-SIN(A4)
F2-SIN(A5)
F3-COS(A4)
F4-COS(A5)
REM FOR XY***************************************** 
E2 -1 - (F1*F2)
Z9-F4*E2
REM COMPUTF STRESS INTENSITY FUNCTION************** 
C 3 -C "0 .5
► *****♦ *»*<
IF  Y2-0 
IF  Y2-0


0001 REM PROG FOR INTEGRATING Txy TO GIVE DISPLACEMENT FIELD*
0002 F ILES  #3,'SDUMP'
0005 PRINT "INPUT BIN WIDTH"
0006 INPUT B
0007 PRINT "INPUT I "
0008 INPUT L
0009 PRINT "INPUT SPACE STEP S IZE "
0010 INPUT S9
0011 PRINT "INPUT WIDTH"
0012 INPUT L9
0015 PRINT "INPUT CRACK HALF-LENGTH"
0016 INPUT C
0019 PRINT "INPUT LOAD STRESS"
0020 INPUT L5
0023 PRINT "INPUT TEMPERATURE"
0024 INPUT T1
0025 T -T l+273
0027 PRINT "INPUT PROPAGATION VELOCITY"
0028 INPUT VI
0029 V 2 -1 /V 1
0030 P 9 -3
0031 A1-8 .2E+02
0032 Q-28788
0033 DIM D(105)
0034 DIM H(105)
0070 PRINT #3 ,"32"
0081 PRINT #3,"CLEAR"
0082 PRINT » 3 ,"DATA"
0083 PRINT #3,"REG"
0085 REM SET UP XY GRID & CONVERT TO POLAR CO-ORDINATES ******
0086 M5-(2*L)
0087 FOR P -0  TO M5 
0089 P l - P - L
0091 FOR Y-0 TO -L9  STEP -1
0092 J -A B S (Y )
0094 Y1-Y»S9
0095 FOR I — L TO PI 
0097 X 1 - I* B
0130 X2-ABS(X1)
0140 Y2-ABS(Y1)
0145 IF  Y -0  THEN GOTO 0487 
0150 IF  Y2-0  THEN A-0
0155 IF  Y2-0  THEN R-X2
0160 I F  Y2 -0  THEN GOTO 0201
0161 IF  X2 -0  THEN A - 1 . 57079635
0162 IF  X2 -0  THEN R-Y2
0163 IF  X2 -0  THEN GOTO 0200
0170 A -ATN(Y2/X2)
0179 R l-Y2 "2+ X2 "2
0180 R -SQ R(R l)
0181 IF  X1>0 THEN A - 1 .5 7079635-A 
0190 IF  X1>0 THEN A-A+1.57079635
0200 IF  Y1>0 THEN A - A * ( - l )
0201 REM COMPUTE ANGULAR FUNCTIONS*************************** ‘ 
0220 A 4 -3*A /2
0230 A 5 -A /2  ■
0240 F1 -S IN (A4)
0250 F2 -S IN (A5 )
0260, F3-COS(A4)
0270 F4-COS(A5)
0330 REM FOR xY*********************************************** 
0340 E2-1-(F1*F2)
0350 Z9-F4*E2

STRESS/TEMPERATURE/VELOCITY PROGRAMMES
These are the programmes used to construct the 
stress/temperature/velocity diagrams (Figs 4.30 to 4.32). They use a 
standard displacement from PLDISPL to compare with the measured 
displacement, this allows the values of stress/temperature/velocity 
that would be required to produce the measured displacement to be 
calculated.
0010 REM PROG TO WORK OUT THE RELATIONSHIP BETWEEN STRESS/TEMP AND VEL
0020 REM USING THE STANDARD DISPLACEMENT FROM PLDISPL FOR A GIVEN SET OF
0021 REM BOUNDARY CONDITIONS,NS.
0025 PRINT "INPUT DISPLACEMENT FROM PLD ISPL"
0026 INPUT X
0030 PRINT "INPUT PROPAGATION VELOCITY USED IN PLDISPL”
0040 INPUT VI
0050 PRINT "INPUT TEMPERATURE USED IN PLD ISPL"
0060 INPUT T1
0061 PRINT "INPUT LOAD STRESS USED IN PLD ISPL"
0062 INPUT S9
0063 PRINT "INPUT TEMPERATURE REQUIRED"
0064 INPUT T2
0065 PRINT "INPUT LOAD STRESS REQUIRED"
0066 INPUT S7
0070 PRINT "INPUT HALF LENGTH"
0080 INPUT C
0090 PRINT "INPUT MEASURED DISPLACEMENT"
0100 INPUT S
0130 A9— 2 8 7 8 8 / (Tl+273)
0140 A8-8.2E+02»EXP(A9)
0150 C 9 - ( C / 2 ) " 1 .5
0155 S8-S9"3
0156 A7-A8*S8*C9
0157 Q1-(V1*X)/A7
0158 A5— 2 8 7 8 8 / (T2+273)
0159 A4-8.2E+02*EXP(A5)
0160 S6 -S7"3
0161 A3-A4*S6*C9*Q1
0162 V3-A3/S  
0190 PRINT V3 
0200 STOP 
0210 END
0010 REM PROG TO WORK OUT THE RELATIONSHIP BETWEEN VEL/TEMP AND LOAD STRESS
0020 REM USING THE STANDARD DISPLACEMENT FROM PLDISPL FOR A GIVEN SET OF
0021 REM BOUNDARY CONDITIONS,NS.
0025 PRINT "INPUT DISPLACEMENT FROM PLDISPL"
0026 INPUT X
0030 PRINT "INPUT PROPAGATION VELOCITY USED IN PLDISPL"
0040 INPUT VI
0050 PRINT "INPUT TEMPERATURE USED IN PLDISPL"
0060 INPUT T1
0061 PRINT "INPUT LOAD STRESS USED IN PLDISPL"
0062 INPUT S9
0063 PRINT "INPUT TEMPERATURE REQUIRED"
0064 INPUT T2
0065 PRINT "INPUT PROPAGATION VELOCITY REQUIRED"
0066 INPUT V2
0070 PRINT "INPUT HALF LENGTH"
0080 INPUT C
0090 PRINT "INPUT MEASURED DISPLACEMENT"
0100 INPUT S
0130 A9— 2 8 7 8 8 / (Tl+273)
0140 A8-8 .2E+02*EXP(A9)
0150 C 9 - ( C / 2 ) " 1 . 5
0155 SO-SS^O
0156 A7-A8*S8*C9
0157 Q1 -(V1*X)/A7
0158 A5— 2 8 7 8 8 / (T2 + 273)
0159 A4-8 .2E+02*EXP(A5)
0160 A6-Q1*A4*C9 
0170 S 1 - (S *V 2 ) /A 6  
0180 S 2 - S l ' ' ( l / 3 )
0190 PRINT S2 
0200 STOP
0210 END
1 1 0
profile at lower strains (Fig 4.37). Figure 4.38 has been constructed 
by extrapolating the strain profile for shear zone 22 at lower 
strains, recalculating the displacement and using this to draw a 
revised calculated profile. This takes account of the low strains that 
are impossible to measure in the field and consequently improves the 
match of the profiles.
Changing the rheology used to calculate the strain profile does 
not alter the shape of the profile as this is dictated by the 
displacement, which is used to constrain the temperature, stress and 
propagation velocity.
4.II.2.C Foliation orientations.
Comparing the theoretical foliation orientation patterns with 
observed field examples shows a close agreement between the calculated 
and the measured orientations around shear zone tip zones. Figure 4.39 
shows the meaured foliation orientations at the tip of shear zone 11 
which is very similar to the calculated pattern for a shear zone in 
plagioclase at 550 C, 0.5 Kb and 1x10'^^ cm/sec propagation velocity, 
the foliation in front of the zone being at approximately 45 to the 
shear zone walls. Figure 4.39 also shows a shear zone tip from an 
alpinised Hercynian granite from the Pennine Zone of the Central Alps 
(Ramsay & Allison 1979), which is also very similar to the calculated 
pattern. The model predicts that at very low strains there will still 
be a foliation at 45” to the shear zone, whereas in natural examples 
the foliation will disappear at low strains, thus the model has a 
foliation at 45“ to the zone even at some distance from the zone as it 
cannot predict ‘undeformed’ rock.
