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Let G be the monodromy group of a cover of the Riemann sphere by a compact 
connected surface of genus g. Assume that G is a primitive group with elementary 
abelian normal subgroup N. It is shown that for any finite genus g > 0, there exist 
only finitely many such groups by establishing a bound, linear in g, on the order 
p’ of N. For genus g = 0, there are only finitely many such groups besides the well- 
known groups given by Zariski and Ritt. ‘0 19% AC&C& PRS. IUC. 
1. INTRODUCTION AND STATEMENT OF THE MAIN RESULTS 
We follow the introduction in [9]. Let Mg denote the moduii space of 
compact connected Riemann surfaces of fixed genus g 20. Denote by P’ 
the projective l-space over the complex numbers. Let XE Mg and let 
q$:X-+P’ (1) 
be a nonconstant meromorphic function. If C(X) and C(P) are the fields 
of meromorphic functions on X and P’, we have a natural injection 
f+d* : C(P) + C(X) defined by 
"f--fob 
Let n = [C(X): C(d)] where C(d) = o*(C(P’)). There is a finite set S c P’ 
defined by 
s= {pd: I&‘(p)1 <n}. 
If S= 0, then n = 1, a case we exclude from further considerations. So 
1 S1 = r > 1 and n> 1 since 4 is surjective. Choose p,,~ P’ -S and a 
homotopy basis { yl, . . . . y,} for rrl = I~,(P’ -S). Let &‘(pO)= {q,, . . . . qn). 
If y in 7c, is the homotopy class of the map f: [0, l] + P’ - S, we get an 
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element of S, associated to 7 by lifting f to f; : [0, l] -+ X, f,(O) = qi, and 
mapping i to j if fi( 1) = qj. This yields a homomorphism T@ :7c, + S,. Since 
X is connected, the image of Tm is a transitive subgroup of S,!. By definition 
Tb (rri) is called the monodromy group of the cover (X, 4) denoted by 
Mon(X, 4). If the group G acts on the finite set 52 we define, for XE G, the 
index of x by 
ind(x) = 1 Q I- orb(x), 
where orb(x) is the number of orbits of the group generated by x on 52. 
Setting G = T@ (n i ), xi = T, (ri), 1 < i < Y, we get that g, n, and r are related 
by 
and 
I,= i ind(x,)=2(n+g- l), 
i=l 
<x , 3 ..-, x,)=G 
x,. ... -x,= 1, xi # 1, iE { 1, . . . . r}. 
(2) 
(3) 
(4) 
Equation 2 is the well-known Riemann-Hurwitz formula. 
The converse of these statements is the content of 
THEOREM 1.1 (Riemann’s Existence Theorem). Assume G is a trunsitioe 
subgroup of S, and (2) to (4) hold. Then for each r-element subset S of P’, 
there is a cover (1) such that S= {xEP’: IcJ-‘(x)~ <n}, and in addition, G 
and Mon(X, 4) are conjugated in S, by an element which carries T, (y,) to 
xi, 1 < i < r. 
For a proof of Theorem 1.1 see [6]. 
If 4 : X + P’ is a branched cover, then there exist X,, = X, . . . . X,, = P’ and 
4 1, . . . . 4, where Xi is a compact connected Riemann surface for all 
i E { 1, . . . . n-11, g(Xd2 . . . > g(X,J, and @i: Xi-, + Xi is a nonconstant 
meromorphic function for all icz { 1, . . . . n} such that 4 = d,o ... 04~ and 
(Xi- i, Xi, tii) is a primitive cover. Denote by cf(G) the composition factors 
of the (finite) group G. Let S(X) = Us cf(Mon(X, 4)) where $ ranges over 
all nonconstant meromorphic functions on X. It can be shown that if 
KE S(X), then there exists a primitive cover (Y, 4) where YE M,, for some 
h <g such that K~cf(Mon( Y, 4)) (see [9, lo]). It is well known that for 
all X, all primes p, and all n 2 5, C, E S(X) and A,, E S(X). Indeed, for each 
G which is either a C, or an A,,, there is a cover 
*: P’+P’ (5) 
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depending on G, such that Mon(P’, $) z G. Combining (1) and (5) yields 
GE cf(Mon(X, $0 4). This also shows that S(P’) c S(X) for all X. Hence 
we define 
S*(X) = {KE S(X)1 K is neither cyclic nor alternating} 
and for each g>O, 
In [9] it was conjectured that E(g) is finite for all g > 0. 
From the above it follows that it is sufficient o show that the set of non- 
abelian simple groups occurring as composition factors of monodromy 
groups of primitive covers (X, 4) is finite. The monodromy group of such 
a cover is a primitive permutation group. The structure of primitive 
groups G is given by the following result of Aschbacher and Scott [3]. 
THEOREM 1.2. Suppose G is a finite group and H is a maximal subgroup 
of G such that 
n Hg=(l}. 
&TcG 
Let Q be a minimal normal subgroup of G, let L be a minimal normal sub- 
group of Q, and let A = {L = L,, . . . . L,} be the set of G conjugates of L. 
Then G = HQ and precisely one of the following hold: 
1. L is of prime order. 
2. F*(G)=QxR, where QzR and HnQ= {l}. 
3. F*(G) = Q is non-abelian, Hn Q = {I}. 
4. F*(G)=Q isnon-abelian HnQ#{l}=HnL. 
5. F*(G)=Q and HnQ=H,x ... x H,, where Hi= Hn Li# {l}, 
l<i<t. 
The object here is to show that under the hypothesis that Mon(X, 4) is 
primitive and 1 of Theorem 1.2 holds, there are only finitely many covers 
(X, 4) for fixed genus g 2 1 whose monodromy groups satisfy (2~(4) and 
for genus g =0 there are only finitely many covers (X, 4) whose 
monodromy group satisfies (2)-(4) other than the groups mentioned in 
Proposition 4.1. By Theorem 1.1 this is equivalent o showing that there are 
only finitely many transitive subgroups of S,, for finite n, satisfying (2)-(4). 
The minimal normal abelian subgroup of Theorem 1.2 which we will 
denote by N from now on is an elementary abelian p-group for some prime 
p. In particular 1 NI = pe. 
The results can be stated as follows: 
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THEOREM 1.3. Let g>O be fixed, XEM,, and let $: X+P’ be a 
primitive cover such that G = Mon( X, 4) has an abelian minimal normal sub- 
group, i.e., 1 of Theorem 1.2 holds. Then there exists N(g), a positive integer, 
such that deg(d) < N(g), unless g = 0 and Mon( X, 4) is one of the groups of 
Proposition 4. I. 
Actually the groups of genus zero with elementary abelian subgroup N, 
) N 1 =pe, for p > 3, were determined in [9]. This was extended in [ 141 
where ail groups of genus zero and genus one for which 1 of Theorem 1.2 
holds were determined for p odd. The groups of genus zero and genus one 
for p = 2 are the content of [ 15). Furthermore it will be shown that N(g) 
is a linear function of the genus g (see Theorems 5.1, 6.1, 7.1, and 8.1). 
The next theorem is essentially Theorem A in [9], except for the 
improved bounds for e for the primes 2 and 3. There it was shown that for 
p=2, e<16 and forp=3, ed6. 
THEOREM 1.4. Zf G is a primitive genus zero group with F*(G) an 
elementary abelian p-group, then one of the following holak 
1. G”=lande=lor2. 
2. p=2and2<e<8. 
3. p=3and2<e<4. 
4. p=5ande=2or3. 
5. p=7or 11 ande=2. 
THEOREM 1.5. If G is a primitive genus one group with F*(G) an elemen- 
tary abelian p-group, then one of the following hohis: 
1. G”= l,p6 13, e= 1 forp=5,7, 11, 13, e<2 for p=3, and e<4 
for p = 2. 
2. p=2and2<e<8. 
3. p=3and2<e<6. 
4. p=5or7ande=2or3. 
5. p= 11 ande=2. 
THEOREM 1.6. If G is a primitive genus g group for some g > 1 with 
F*(G) an elementary abelian p-group, then one of the following is true: 
1. n<20(g-l)ifG”=l. 
2. n<2”(g- l)ifp=2. 
3. n<36(g-1)ifp=3. 
4. n<54(g-1)ifp=5. 
5. n<73(g-l)ifPa7. 
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The statement about the composition factors of genus one and genus 
zero groups is given in its weakest form (see [9, 14, 151). 
COROLLARY 1.7. If G is a primitive group of genus zero or one and 
F*(G) abelian, then the (non-abelian) composition factors of G are contained 
in the set of composition factors of the subgroups of L,(2) and L,(3). 
If G is a primitive solvable permutation group, then Theorems 5.1, 6.1, 
7.1, and 8.2 yield an explicit bound for the degree of G. 
COROLLARY 1.8. If G is a primitive solvable permutation group of genus 
zero or one on the set Q, [ 52 1 = n, then n < 256 or g = 0 and G is a 
Zariski-Ritt group (see Proposition 4.1). 
There are similar results if G satisfies (2, 3, or 4 of Theorem 1.2 (see 
[2, 17,9]). In particular for g = 0 a proof of Theorem 1.3 can be found in 
c91. 
If G is primitive solvable, then 1 of Theorem 1.2 is satisfied. Thus 
Theorem 1.3 yields the following corollary. 
COROLLARY 1.9. Let ga 1, XE M,, and (X, 4) a primitive solvable 
cover. Then there exists N(g), a positive integer, such that 
deg($) G N(g). 
This gives an affirmative answer to be “Solvable group conjecture” as 
stated in [7, Statement 2.61. 
In the following assume g > 1. If (X, #), for XE Mgr is solvable, then 
there exists YE M,, and $ such that $ : X + Y is a solvable primitive cover 
with g’ <g. If g’ = 0, then by Corollary 1.9, deg(+) s N(g). If g’ 2 1, then 
one can show (see [lo]) that deg($) < L(g) for some linear function L and 
by induction there exists $’ : Y -+ P’ such that deg(t,V ) is linearly bounded. 
Hence deg($‘o $) < M(g) for a linear function M of the genus g. This 
proves 
THEOREM 1.10. Let g > 1 and let (X, r#) be a solvable cover. Then there 
exists a solvable cover (X, 4’) such that deg(&) < M(g) where M is a linear 
function of the genus g. 
Theorem 1.10 allows us to generalize a result of Zariski [S] and we 
obtain. 
THEOREM 1.11. Let g > 6 and let G be a finite solvable group. Let 
M,(solv) be the set XE M, such that there exists 4: X + P’ with Mon(X, 4) 
solvable. Then M,(solv) is a quasiprojective subvariety of M8 of strictly 
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smaller dimension. In particular there exists XE M, defined over the rational 
numbers such that Mon(X, 4) is not solvable for all covers 4: A’+ P’. 
In the context of statement 2.14 of [7] Theorem 1.11 implies that 
Mg (solv) is not dense in il4, for g > 6. 
The proof of Theorems 1.3-1.6 will be given in Sections 48. It will 
become clear from the results of Sections 2 and 3 that the data of 
Eqs. (2)-(4) depends fundamentally on the prime p, where Nz C; which 
we consider a vector space over GF(p), the field with p elements. The result 
that is of most importance to the proof of Theorems 1.3-1.6 is a theorem 
of Scott (see Theorem 3.9) which relates the dimension e of N to the dimen- 
sion of the commutator spaces [xi, N] of the generators xci of G. More 
precisely as a consequence of Scott’s theorem we have the following. 
PROPOSITION 1.12. Let L = (x, , . . . . x,), with nl=, xi= 1, be a finite 
group acting faithfully and irreducibly on the yinite dimensional) F-vector 
space V. Then XI= I dim,[xi, V] 2 2 dim, V. 
The results of the next two sections will show that a large dimension of 
[xi, N] in general translates into a large value for ind(x,). In the case of 
three branch points it follows that for at least two of the xi the dimension 
of [xi, N] cannot be small and hence for at least two of the xi we can 
expect ind(x,) to be large. Especially if one is only interested in a proof of 
the finiteness of E(g) then Proposition 1.12 can be used very efficiently in 
such a proof by choosing the dimension e of N sufficiently large which 
would then force ind(x,) to be large for most of the xi. 
However, since we are interested in finding the strongest bounds possible 
for e we have to study the situation for each of the primes p < 5 separately. 
The case p > 7 is being handled together in Section 5.1. The situation when 
G” = { 1 } is comparatively easy for all primes p and is being dealt with in 
Section 4. 
2. GENERAL RESULTS 
Throughout this section assume that G acts faithfully and transitively on 
a finite set Q, with ] $2 1 = n. If x E G, set Fix(x) = {o E Sz 1 xo = w > and set 
f(x) = ( Fix(x)]. We denote by c(x) the number of orbits of (x) on Sz. Set 
ind(x) = n - c(x). The following results are well known (cf. [9]). 
LEMMA 2.1. 1. ind(x) = ind(x’) for all y E G. 
2. ind(x) 2 ind(xj) for all integers j. 
3 . c(x) = (l/d) xf:i f (xi), where d is the order of x. 
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PROPOSITION 2.2. Suppose G = (x1, . . . . x,), n:= 1 xi = 1, and order(x,) = 
di> 1 for in (1, . . . . r}, r > 2. Then one of the following is true: 
1. C;=1 (di- l)/di>85/42. 
2. r = 4, d, = . ‘. =d,=2 and G”= 1. 
3. r=3 and(d,,d,,d,)= 
(a) (3, 3, 3), (2, 3, 6) or (2, 4, 4) and G”= 1. 
(b) (2,2, d) and G is dihedral. 
(c) (2,3,3) and G z Ad. 
(d) (2,3,4) and Gr Sq. 
(e) (2, 3,5) and Gg A,. 
4. r = 2 and G is cyclic. 
A proof of Proposition 2.2 can be found in [ 13,11.4]. 
Following [2] we define a genus g system to be a triple (G, Sz, E) where 
52 is a finite set, with 1 Ql = n, G is a transitive subgroup of SD, and 
E= (x,, . . . . x,), xieG#, 
G=(x 1, . . . . -xr >, (6) 
fi xi=1 (7) 
and 
i=l 
2(n+g- l)= i ind(x,). (8) 
i= I 
The problem of classifying all primitive monodromy groups Mon(X, 4) 
for a fixed genus g is now equivalent to classifying all genus g systems with 
primitive G. Note that if (G, CJ, E) is a genus g system then (G, C?, E’) is 
also a genus g system, where E’= {x2, x7*, x3, . . . . x,1. This motivates the 
following definitions. 
Let G’ denote the set product of r copies of G. For 1~ i < r let Qi be the 
permutation of G’ with 
Qi(~)=Qi(xlT . ..y X,)=(X1, . ..y Xi-17 Xi+13 X7+‘, Xi+2, e*e) X, . 
Denote by Braid(G, r) the subgroup of S,, generated by the maps Qi, 
1 < i c r. Define two genus g systems (G, 51, E) and (H, r, F) to be equiv- 
alent if there exists a permutation isomorphism rr: (G, a) + (H,-) and a 
b E Braid(G, r) such that bz(E) = F. This actually defines an equivalence 
relation on the set of genus g systems (see [a]). If (G, C& E) with 
E= (x,, . . . . x,) is a genus g system with order(xi) = di for iE { 1, . . . . r}, then 
we call (G, Sz, E) a genus g system of type (d,, . . . . d,). If d, < ... <d, we 
call (G, 8, E) an ordered genus g system. It is easy to that in the orbit of 
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(G, Sz, E) under the action of Braid(G, r) there is an element (G. Sz, E’) 
which is an ordered genus g system. More generally given any property 
invariant under conjugation there is an element (G, Sz, E’) in the orbit of 
(G, 52, E) under the action Braid(G, r) such that E’ = (xi, . . . . x:) is in any 
given order with respect o this property. We will make frequent use of this 
fact in the following sections. 
LEMMA 2.3. Let (G, 52, E) be a genus g system with E= (x,, xz, x,). Let 
Ci denote the conjugacy class of xi. Assume (G, 52, E’) is a genus g system, 
and E’= (xi, xi, .u;) is in the Braid(G, r) orbit of (G, 52, E). If ?C~E Ci for 
iE (1, 2, 3}, then there exists yEG such that x)=x: for iE (1, 2, 3}. 
Proof: Let bE Braid(G, r) such that (G, Sz, E)b= (G, Sz, E’). Without 
loss of generality (see 4.4 in [2]) we may assume that be (Qf, Q:, Q:). 
Since x,x1x3 = 1 we have Qf(x,, x2, x3) = (XT’, x;‘, x?) = (x,, x2, ?r3).‘j, 
Q:ix,v ~29 x3) = ix,, x2, x3Y', and Q:(x,, x2, x,)= (x,, x2, x3)*>. By 
induction on the length of an element in (Q:, Q:, Q:> the lemma 
follows. m 
The next lemma is a well-known result from the representation theory of 
finite groups (see [12, Ex. 5.2, p. 1581). 
LEMMA 2.4. Let yie G and let Cj be the conjugacy class of yi in G, 
i= 1 
T( C; 
r. 
:‘:I., 
Let Irr(G) be the set of irreducible complex characters of G. Let 
C,) be the set of tuples (x,, x2, x3) with .X~E Ci and n;=, xi= 1. 
Then 
COROLLARY 2.5. Let G= (x,,x2,x3) wherexiECiandx,x,x,= 1. Then 
IGI I T(C,, C2r C,)l3iz(c)l. 
Proof. G acts on T(C,, C2, C,) via (4’,,y2, y3)g=(yp,y2gry3g). 
T(C,, Cz, C,) is the disjoint union of orbits under this action. One of these 
orbits is the orbit of (x,, x2, xj) whose size is clearly 1 G/Z(G)( . Hence the 
conclusion follows. m 
3. THE CASEF(G)#~ 
From this section on we will assume that G is a primitive, faithful per- 
mutation group on the finite set ~2, 1 Sz 1 = n, and we also assume that G has 
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an abelian minimal normal subgroup N. In other words G is a group 
satisfying part 1 of Theorem 1.2. Choose o ~52 and let H= G,. As G is 
primitive H is a maximal subgroup of G. 
PROPOSITION 3.1. If G, H, and N are as above then 
G=HN,HnN=l,N=C,(N),IN(=n=p’ 
for some prime p and for a natural number e. Furthermore the map 
q5 : N + Q, v H VW is a bijection, and if h E H, then q4(hvh - ’ = hd(v). In 
particular f (h) = 1 C,(h)1 . 
For a proof of propsition 3.1 see [ 11, Satz 3.2, p. 1591. 
If we consider N as a vector space over GF(p), we see that conjugation 
by x E G induces a linear transformation on N. So we get a homomorphism 
#:G+GL,(GF(p)) with ker($)=C,(N)=N. Thus $(G)rH. For XEG 
let det(x) denote the determinant of $(x) in the usual sense. More impor- 
tantly the permutation representation of H on Q is equivalent to the 
representation of H on N via $. That allows us to compute the index of an 
element h E H regarded as an element of GL,(GF( p)) acting on C;. Since 
H is maximal in G, it acts irreducibly on C;. 
We introduce some notation. If L = (x,, . . . . x,) is a finite group acting 
on the F-vector space V we define Ni= [xi, V] and ei= dim, Ni. For a 
field EI F we set NE= VOfE. 
In particular if G = HN, H = (h,, . . . . h,), then H acts on the GF(p)- 
vector space N and so the above definitions apply, i.e., Ni = N,,, = [hi, N] 
and ei= dim Ni as a GF(p)-vector space. Since Hz $(G)c GL,(p) = 
GL,(GF(p)) we let for h E H the element -h denote -$(h), and N,! = 
[-hi, N] and ei = dim Nl. Let d denote the order of x and let di denote 
the order of xi. 
LEMMA 3.2. Let x = hv E G with h E H and v E N. Then 
1. xGnH#O iff xNnH#O. Also xNnH#12/ iff veN,. 
2. f(x)>OiffvEN,. 
Proof. 1. Let y = kw where k E H and w E N. Clearly xy E H if and only 
if x’” E H. But xW = h”v = h[h, w] VE H implies x”‘= h and VE N, as 
HnN=l. 
On the other hand if v= h-‘w-‘hw, then hv= w-‘hw. Hence 
X W-‘exGn H. 
2. f(x)>Oox”nH#@ iff xNnH#O iff VEN, by the first part 
of the lemma. m 
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LEMMA 3.3. N,, is the smallest subspace M of N such that h acts trivially 
on NfM and tf H acts on N, then [H, N] is the smallest subspace M of N 
such that H acts trivially on NJM. In particular if N, c M c N is a subspace, 
then Mh = M. 
Proof Let M < N. Then vh E u mod N for all P iff [h, N] c M. 1 
COROLLARY 3.4. Zf H= (h,, . . . . h,) acts on N, then nl=, N, = [H, N]. 
Proof It is clear that n;=, Nit [H, N]. On the other hand [H, N] is 
the smallest subspace M of N such that H acts trivially on N/M. Certainly 
H acts trivially on N/n;=, Ni. Thus [H, N] c l-Ii= L Nj. 1 
LEMMA 3.5. Zf x = hv E G with h E H and v E N, then ind(x) 2 ind(h) with 
equality if and Only if v E Nh. 
Proof: If v E N,,, then x and h are conjugate in G by Lemma 3.2. Hence 
ind(x) = ind(h). If v # N,, then f(x)=O<f(h). Hence by Lemma2.1 
ind(x) > ind(h). 1 
The following result can easily be derived from the results in the previous 
section. 
LEMMA 3.6. Let XE G of order d and f(x) = 0. Then ind(x) 2 
((p - 1 )/p) n. In particular if d = p, then ind(x) = ((p - 1 )/p) n. 
The proof of the following two results can be found in [9, Lemma 3.3 
and Lemma 3.71. 
LEMMA 3.7. Suppose XE G of order d and f(x) > 0. Then ind(x) > 
((d- l)/d)((p’- l)/p’)n where c=min{dim[xj, N]ll <j<d}. 
LEMMA 3.8. Let x=hvEG=HN of order d>l with heH, vEN, and 
PZ d. 
1. Zfdisaprimepower, then ind(x)>((d-l)/d)((pb-l)/pb)n where 
b is the smallest positive integer such that pb E 1 mod d. 
2. Zf det(x) = 1, then ind(x) 2 ((d- l)/d)((p2 - l)/p2) n. 
The following result proved in [ 181 is of fundamental importance for the 
proof of the Theorem 1.3. 
THEOREM 3.9. Let L = (x,, . . . . x,), with n;=, xi= 1, be a finite group 
acting on the (finite dimensional) F-vector space V. Then xi=, ei 2 
e + dim[L, V] -dim C,(L). 
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Theorem 3.9 yields many interesting corollaries which were proven or 
whose statements were suggested in [ 181. The proofs of Proposition 3.14 
and Proposition 3.16 are due to R. Guralnick. 
COROLLARY 3.10. Let L = (x,, . . . . x,), with n;=, xi= 1. Zf L is a 
transitive permutation group on the finite set Q, 1521 =n, then 
XI=, ind(x,) > 2n - 2. 
This was originally shown by Ree (see [16]) who employed geometric 
methods. A group theoretic proof was given in [S]. As an application of 
Theorem 3.9 we give the following proof which is due to Scott (see [ 183). 
Proof Let P be the permutation module for SQ over the field F. 
Proposition 3.9 yields I;= r dim [xi, P] > dim P + dim[ L, P] - dim C,(L). 
Now dim C,(L)= # orbits of L on Q= 1 and dim[L, P] =n- 1 as L acts 
transitively. We have 
dim[xi, P] = n - C,(x,) = n - #orbits of xi on 52 = ind(xi). 
HenceC:=,ind(x,)an+(n-l)-1=2n-2. 1 
The next result follows directly from Theorem 3.9. However, because of 
its importance for the proof of Theorem 1.3 we shall call it a proposition 
in its own right. 
PROPOSITION 3.11. Zf L= (x1 ,..., x,), n;=, xi = 1, acts irreducibly and 
faithfully on the F-vector space V, then xi= I ei 3 2e. 
Proof: Since L acts irreducibly [L, V] = V by Corollary 3.4 and 
C,(L)= 1. Now apply Proposition 3.11. 1 
The general principle of the proof of Theorem 1.3 can now be outlined. 
It follows from the results in Section 2 about values of indices of elements 
XE G that, roughly speaking, ind x increases as e, does. Proposition 3.11 
guarantees that if G = (x1, . . . . x,), then not all of the e:,s are small and 
hence not all of the values of ind xi are small. Especially for the primes 
p > 2 this will yield sharp bounds on the degree of G fairly efficiently. 
COROLLARY 3.12. Assume L = (x, , . . . . x,), n;= 1 xi = 1, acts absolutely 
irreducibly on the F-vectorspace V. Let Ed, . . . . E, be elements of an algebrai- 
cally closedfield E containing F such that l-Ii= 1 vi = 1. Set xi. = xivi, V’ = VE 
and e: = dim,[xi, V’]. Then 
1 ei 2 2 dim, V’. 
The following result is a special case of the previous corollary which will 
be applied frequently throughout the proof. 
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COROLLARY 3.13. Let L be as in Proposition 3.11. Let JC { 1, . . . . r ) with 
1 Jj even. Then~jG,e:+CiE,e,~2e. 
By considering the induced action of L for example on V@ V or V A V 
we can obtain further information about the elements xi. 
PROPOSITION 3.14. Let F be a field and let V be an irreducible F[L] 
module where L is a group. The following are equivalent: 
1. L has a nontrivial fixed point on VQ V, i.e., (V@ V)L # 0. 
2. VZ V* as F[L] modules. 
3. [L, vg V] # vg v. 
Proof: V@ VzHom,(V, V*) and so (V@ V)LrHomF[-L,(V, V*). As 
V is an irreducible F[L] module this shows the equivalence of 1 and 2. 
The equivalence of 2 and 3 follows from this by taking duals. 1 
COROLLARY 3.15. l.dim,( V@ V)L=dim.V@ V-dim,[L, Vg V]. 
2. Zf V is absolutely irreducible, dim,( V @ V)L < 1 and 
dim,( V@ V*)L = 1. 
Proof 1. If dim,( V@ V) =O, then 1 holds by Proposition 3.14. If 
dim,( V@ V)” > 0, then Vr V* and 1 holds. 
2. In this case (V@ V*)L z End,tL,( V) = F and dim,( V@ V)” < 
dim.( V@ V*)L. 1 
PROPOSITION 3.16. Suppose L = (x 1, . . . . x,), nr= 1 xi = 1, acts absolutely 
irreducibly on V. Let mi= dim[xi, W]. 
1. Zf W=VQVandC~=,mi<2dim W, then VgV*. 
2. If W= V@ V*, then xz=i m,>2 dim W-2. 
3. Zf W=/\’ VandC:=,mi<2dim W, then L,<Sp(V). 
4. Zj” char(F)#2 and W=Sym’(V) and Ci=i m,<2dim W, then 
L<Of. 
Proof 1. This follows from Theorem 3.9 and part 1 of Corollary 3.15. 
2. x;=im,>dim W+dim[L, WI-dim WL=2dim W-dim(W*)L 
-dim WL>2dim W-2. 
3. In this case L has a fixed point on A’ (V). Hence L < Sp( V). 
4. In this case L has a fixed point on Sym’( V). Since char(F) # 2, 
L<O’(V). 1 
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In the situation of G = HN we will apply the above results by setting 
L = H, I’= N, and F= GF(p) without stating them explicitly here as 
corollaries. 
An application of Proposition 3.11 together with Proposition 2.2 yields 
COROLLARY 3.17. Assume G= (xl, . . . . x,), II:= i xi= 1, order(xi 
acts primitively and faithfully on 52, and I, = 2(n + g - 1) for some g > 0. 
Then one of the following is true: 
1. g=O andp<85 or G”= 1. 
2. gal and C;=,(d,-l)/di>85/42 ifunless g=l and dl= ...= 
d,=2 with GzCC, or d,=dz=d,=3 with GzCC,. 
ProoJ: The proof of the first part is given in [9, Proposition 3.71. 
Now assume g > 1. The statement is true by Proposition 2.2 unless 
d,= . . . =d,=2 or 
(d,, 64) 
E {(2,2,4, (2, 3, 3), (2, 3,4), (2, 3, 5), (2, 3, 6), (2,4,4), (3, 3, 3)). 
If d, = ... = d4 = 2 and p # 2, then ind(x,), . . . . ind(x,) c (1/2)n by 
Lemma 2.1 as f(x) >O which implies g< 1. If p = 2, then either 
ind(xi) < (1/2)n of f(xi) =0 and ind(xi) = (1/2)n. However, if 
ind(xi) < (1/2)n, then clearly g < 1. If f (xi) = fee =f (x4) = 0, then ei c e/2 
for iE (1, . . . . 4). Hence x,, . . . . xq E N by Proposition 3.20 which implies 
GzCC,. 
If (d,,4, d3)E ((2,2,4, (2, 3, 3), (2, 3,4), (2, 3, 5)>, then 
i ind(x,) < $, y n < 2n, 
i=l I 
i.e., g < 1. 
If (d,, dZ, d,) = (3,3,3), then a similar argument to the one given for 
r=4 shows that GrC,. 
If (d,,dz,d3)=(2,4,4), then g<l unless p=2 and f(x,)=f(x,)= 
f (x3) = 0. In this case e2, e3 < 3e/4. Thus H does not act irreducibly by 
Corollary 3.23. 
If (d,, dz, d,) = (2, 3,6), then f (xi) > 0 for p z 2 and f (x2) > 0 for p # 3. 
Hencegcl. i 
Recall that a derivation 6 : H + N is a map satisfying 6(hk) = &h)k 6(k). 
The set Der(H, N) = (6: H + N\ 6 is a derivation} becomes a GF(p) 
vectorspace under pointwise multiplication and the obvious scalar 
multiplication. For VE N define 6,: H + N by 6,(h) = [h, v]. Set 
Inn(H, N) = (6, I v E N}, called the set of inner derivations of H on N. 
481!153,1-16 
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Inn(H, N) is a subspace of Der(H, N) and Der(H, N)/Inn(H, N) is called 
the first cohomology group of H on N denoted by Hi(H, N). H’(H, N) is 
a GF( p) vectorspace. 
If H= (h,, . . . . h,), n:=, hi= 1, set 
S,={beDer(H, N)16(h,)~N,, l<i,<r). 
and set S= S,. S, is also a subspace of Der(H, N). We need a basic fact 
showing the connection between derivations and complements to N in G. 
PROPOSITION 3.18. H’(H, N) acts regularly on the set of conjugac) 
classes of complements to N in HN. Der(H, N) acts regularly on the set of 
complements of N in HN, 
For a proof see [ 1, 17.7, p. 671, which is also a general reference for this 
section. 
For any 6 E Der(H, N), order(h) = order(h&h)). We set M, = (u E Nl 
order(h) = order(hu)} and Mi = M,,. Set E; = dim Mi. 
We are now able to improve the result of Corollary 3.11. 
PROPOSITION 3.19. Let H be as in Corollary 3.11. Then Cz=, e,> 
e + dim S. 
Proof If we replace N by S in the definition of the map /I of Proposi- 
tion 3.9, the same argument as given in Proposition 3.9 proves the 
assertion. 1 
In carrying out the program of determining all groups of genus one and 
zero the following situation will frequently arise: given elements 
xi, . . . . X,E G and elements h,, . . . . h,E H such that h;‘x,, . . . . h;‘x,E N and 
h,. . . . . h, = 1, under what conditions do there exist elements u,, . . . . u, E N 
such that h,u, . ... .h,u,y 1, HN= (h,u,, . . . . h,u,), and hiui is conjugate 
to xi for all iE { 1, . . . . r}. The following two results will give satisfactory 
answers to this question. 
THEOREM 3.20. Let H= (h,, . . . . h,), nr=, hi= 1, act irreducibly on N. 
Assume Mj# Nj for je (t + 1, . . . . r}, t < r. The following are equiualent: 
1. 3ui~Ni for l<i<t and ~u;EM,-N, for t<j<r such that 
G= <hIuI, . . . . h,u,, h,+lw,+I, . . . . h,w,) and ni=, hiuinJ,r+, hjw;.= 1. 
2. C:=, ei+CJ=,+l sj>e+dim(S,). 
Proof Set I’= @I=, Ni and W= Of=, NiO@j,,+, Mi. Define 
U: W+N 
(0 I, . . . . u,) H fi v:;= fj h;ui, 
i= I i= I 
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where hi is defined as in Proposition 3.9. Then a is a linear map and a 1 v= y 
of Proposition 3.9. Clearly Im(a) = I-I:=, Nf’ni=, + 1 My 1 I-I;=, [hf,, N]. 
Note that H= (hti, . . . . h!!;). Hence by Corollary 3.4 a(W) 3 a(u) = y(u) N, 
i.e., a( W) = N. 
Consider the linear map 
p:s,+ w 
6 H (ml ), a.., W,)). 
Clearly p is injective and by the construction of a, a(fi(S,)) = 1, i.e., 
ker(a)xfi(St). Let (u,, . . . . II,) E Ker(cr) c W. Now (h,u,, . . . . h,u,) = HN iff 
(0 1, . . . . ur) $ /I(S,) by Proposition 3.18. 
( 1) * (2) By assumption (u, , . . . . u,) E Ker(a) - fl( S,). This implies 
that (h,u,, . . . . h,u,) = HN. 
(2)=>(l) Let K= {(II,, . . . . u,) E Ker(a)l uj 4 Nj, t <j < r }. From the 
fact that a(V) = N it follows also that for any wj E Mi, t <j < r, 3ui E Ni, 
lGi<r, such that (ul, . . . . u,, w,, ,u,+ ,, . . . . W,U,)E ker(a). Thus the 
canonical projection II : W+ W/V maps span(K) onto W/V. Since 
WEK implies w + (Ker(cc) n V) c K, Ker(n) n span(K) = Ker(a) n I/. 
Hence dim span(K) = dim( Ker(a) n I’) + dim W/V. Proposition 3.11 also 
implies that dim( Ker(a) n V) = xi= , ei - e. This yields dim span(K) = 
CS=r+,(&j-ej)+C:=,e,-e=~::=,ei+CS=r+l&j-e. By assumption 
dim b(S,) c dim Ker(cr). In particular K d b(S,). This proves (1). 1 
PROPOSITION 3.21. Let H = (h,, . . . . h,) with n;=, hi = 1 and 
order(h,) = 4. Zf 3ui~ N for all iE { 1, . . . . r} such ther nr=, hiui= 1 and 
order(h,u,) >d:for some iE { 1, . . . . r>. then HN= (h,u,, . . . . h,u,). 
Prooj Without loss of generality order(h,u,) > d:. Hence u, #6(h) for 
all 6 eDer(H, N). Thus (h,u,, . . . . h,u,) is not a complement of N in HN, 
i.e., (h,u,, . . . . h,u,) = HN. 1 
We state a couple of special cases and consequences for easier reference. 
COROLLARY 3.22. Let H be as in Theorem 3.20. The following are 
equivalent: 
1. 3ui~ N such that HN= (h,u,, . . . . h,u,), niCI hjui= 1, and 
f(hiui) > 0. 
2. xi=1 ei>e+dim S. 
Proof. By Lemma 3.2 f(hjui) > 0 iff Vi E Ni. NOW apply 
Theorem 3.20. 1 
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COROLLARY 3.23. Let G = (x,, . . . . x,) with xi=hiui, hiE H, D,E N, and 
JJl= 1 xi= 1. Iff(xi) >Ofor aff ie (1, . . . . r}, then XI= l ei> 2e. 
Proof: Since f(xi) > 0, xi = hivi with USE Ni for all ie (1, . . . . r}. Now 
apply Corollary 3.22. 1 
COROLLARY 3.24. Let G = (x 1, . . . . x,) with xi = hivi, hiE H, V,E N, 
and ni=,xi=l. rf (d,,p)= ‘.. =(d,,p)= 1, then x;=, ej>2e+ 
dim H’(H, N). 
Proof Since (di,p) = 1, 6(h,)E Ni for all in { 1, . . . . r} and all 
6 E Der(H, N). Thus S = Der( H, N). 1 
Since we will apply the above results very often in the case r = 3, the 
following corollaries are worth mentioning. 
COROLLARY 3.25. Let H= (h,, h,, h,), h,h2h3= 1. The following are 
equivalent: 
1. 3vi E Ni such that xi = hivi is conjugate to hi with x,x2x3 = 1 and 
HN= (x,, x2, x3>. 
2. dim C, (h,) < dim( N, n N2). 
This is Proposition 3.3 in [9]. 
Proof: Note that dim C,(h,) = dim S- e3 and dim(N, n N,) = 
e, + e, - e. Now apply Corollary 3.22. 
COROLLARY 3.26. Let G = (x,, x2, x3), x,x1x3 = 1 and f(xi) > 0 for 
iE{l,2,3}. Then e,+e,>e, e,+e,>e, ?nd e,+e,>e. In particular if 
e,=i, thene,=e,=eanddimS=O. 
Furthermore e; + e; + e3 > 2e, e; + e2 + e; 2 2e, and e, + e; + e; 2 2e. 
The following observation is also useful. 
LEMMA 3.27. Let H= (h,, h2, h,), h,hzh3= 1, act irreducibly on N. 
Assumep>2. Ifdl=2, then e-ei<e,<eifor ie (2, 3). 
Proof: Since p # 2, h, is similar to diag( -E,, E, -/). Hence if e, < e, , 
then dim(C,(h,)) >e-e, with implies C,(h,) n [h,, N] # (0). But for 
UE C,(h,) n [h,, N], vhL = -u and uh2 = D. Therefore H does not act 
irreducibly. Hence e, <e2. Since H acts irreducibly N, N, = N which 
implies e - e2 G e, . The same argument works for e3. l 
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4. THE CASE G"=l 
In this section we assume that G is a primitive permutation group with 
G” = 1 such that G satisfies (2k(4) for some ga0. Zariski [19, pp. 21-231 
found all such groups for g = 0. 
PROPOSITION 4.1 (Zariski). Assume that G = (x, , . . . . xI), l-I;= 1 xi = 1, 
and order(x,) = di > 1 for in { 1, . . . . r}, r>2. Zf G”= 1 and Z,=2n-2, then 
HrG/N has order 1,2,3, 4 or 6 (with pa IHI) and n=p if 
p E 1 (mod 1 H I). Zf p & 1 (mod I H I ), then n = p2. Moreooer either r = 4 and 
d,= . . . = d,=2 or r<3. 
We want to give a similar classification for the genus one case and to 
derive a bound on n for g > 1. In the following assume g 2 1. 
If G’ = 1, then G z C, for some prime p. Hence dl = . .. = d, =p and 
Z,=r(p-1)=2(p+g-l).Ifg=l,theneitherr=4,d,= . ..=d.=2,and 
G z C2 or r = 3, d, = d2 = d3 = 3, and G z C3. If g > 1, then certainly r > 2 
andp=n=2g/(r-2)+1<2g+ 1. 
Now assume G’ # { 1 }. Thus. Hz G/N # { 1 }. Clearly Ni c G’. Hence 
Nc G’. If we assume that there exists x E G’ - N, then we can find 
X’E (G - N) n H. Since G” = 1, it follows that [x’, N] = 1 and as H acts 
faithfully x’ = 1. Thus G’= N. In particular Hz G/N= G/G’ is abelian. 
Furthermore H c End,(N) which is a finite field. Hence H is cyclic and no 
element of H has more than one fixed point. Therefore if XE G with 
order(x) =d, then either dl p’ and ind(x)= ((d- 1)/d) n or din- 1 and 
ind(x) = ((d- l)/d)(n - 1). Also G is not cyclic and so r > 3. Corollary 3.17 
yields that x;=, (di - 1)/d, 2 85/42. This bound is sharp for (d,, d2, d,) = 
(2,3,7). However, a (2,3,7) group is perfect and so it cannot be solvable. 
The next lemma shows that in fact a better bound is achievable. 
LEMMA 4.2. Assume G is as above for some g > 1. Zf H # { 1 }, then 
Proof: The lemma is clearly true for r 2 5. If r = 4, we observe that if 
I$ y ...’ 
d4) = (2, 2, 2, 2) and g > 1, then G’ = { 1 } which implies H = { 1 }. If 
I, . . . . d4) is such that d4 > 3, then the lemma certainly holds. If r = 3 and 
d, 2 4, then the lemma is also true. If d, = 3 and d, 2 4, then the inequality 
also holds. If d, = d2 = 3, then dj > 5 by Corollary 3.17 and the fact that H 
is cyclic. Hence the inequality holds. If d, = 2 and d2 < 3, then dj < 6 as H 
is cyclic. Thus x;= I (di - 1 )/d, < 2 which contradicts Corollary 3.17. If 
d2 =4, then d, =4 and we reach the same contradiction. If d2 2 5, the 
inequality also holds. 1 
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So for ga 1 we have 
2(n+g-1)= i ind(-,),(n-l),c,q>(n-1):. (9) 
i=l I 
It follows that n < 20g + 1 for all g > 1. For g = 1 the tuples (d, , . . . . d,) must 
satisfy 
(10) 
Since n is a prime power we conclude n < 19. Furthermore e = 1 for 
5~~~19, e<2 forp=3, ande<4 forp=2. 
In order to find all genus one groups we have to find all tuples (d,, . . . . d,) 
such that 
C ind( xi) = 2n. 
i=l 
(11) 
Without loss of generality we may assume that (di, p) = 1 for 1 < i < s and 
p I dj for s <j < r. Hence Eq. (11) becomes 
i$,q(n-l)+ i yn=2n, 
I j=s+l 
(12) 
where nE (3, 4, 5, 8, 9, 11, 13, 16, 17, 19}. It is now an easy excercise to find 
all tuples (d,, . . . . d,) that satisfy Eq. (12). Once this is done it will be 
obvious which group a corresponding genus one system will generate if it 
does so at all. For example the tuple (2, 3, 18) for n =p = 19 is a solution 
of Eq. (12). However, there is clearly no group G generated by elements of 
that order. Following through with the investigation yields a proof of the 
second part of the next result. We will use the following notation: C, 
denotes the cyclic group of order n and D, is the dihedral group of degree 
n. The symmetric respectively alternating group of degree n is denoted by 
S, respectively A,. The notation for general linear groups, special linear 
groups, and projective linear groups is standard, i.e., SL, (5) denotes the 
special linear group on a 4-dimensional vector space over the field with 5 
elements. If K and L are groups let K. L denote the semidirect product of 
K with L and let K x L denote the direct product. 
PROPOSITION 4.3. Zf G is as above for some g > 1, then n < 20g + 1. 
Furthermore lfg = 1, then one of the following holds: 
1. G’=l,r=4, d,=.-. =d4=2, and GzCC, or r=3, dl=dz= 
d3=3, andGrC,. 
2. G’ # 1 and one of the following holds: 
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(a) p = 13, G is type (3,3, 13) with Gr CL3. C, or G is of type 
(2,6,6) with G z CL3. Cg. 
(b) p= 11, G is of type (2, 5, 10) with G% C,l . C,O. 
(c) p = 7, G is of type (2,2, 3, 3) with G s CT. C3 or G is of type 
(3,6,6) with G z C, . C6 or G is of type (3, 3, 7) with G 2 C’, . Cj. 
(d)) p = 5, G is of type (2,2,4,4) with G z C5 . C4 or G is of type 
(4,4,5) with GzCC,.C,. 
(e) p = 3 and e < 2. Zfe = 2, G is of type (2,2,4,4) with G s C:. C4 
or G is of type (3, 4, 4) with G 2 C: . C, or G is of type (2, 8, 8) with 
GzC’:.C,. Zfe= 1, G is of type (2,2,2, 2, 2,2), (2,2,2,2, 3) or (2,2, 3, 3) 
with GzSS,. 
(f) p = 2, e = 2, G is of type (2, 2, 3, 3) or (3, 3, 3, 3) with G z &, 
e = 3, G is of type (2, 7, 7) with G/N g C’:. C, or e = 4, G is of type (2, 5, 5) 
with GrCl.C,. 
Proof: Part 1 was shown to hold in the remarks following Proposi- 
tion 4.1. 
The bound on n follows from Lemma 4.2 and a proof of Part 2 was 
outlined above. 1 
5. THE CASE p 2 7 
In this section G will always denote a finite primitive permutation group 
with abelian minimal normal subgroup N z C; such that G satisfies (2~(4). 
In view of Proposition 4.3 we assume G” # { 11. In particular e > 1. 
THEOREM 5.1. One of the following is true: 
1. g > 1 and there exists E > 0 such that I, > (2 + E) n. 
2. g=l andn<73. 
3. g=O andn< 112. 
The groups of genus zero that occur for p > 7 were determined in [9]. 
THEOREM 5.2 (Guralnick and Thompson). Zf Z, = 2n - 2, then one of the 
following is true: 
1. p=7, e=2,andGisoftype (2,4,6) withGfNzC3.D,. 
2. p= 11, e=2, and G is of type (2, 3, 8) with G/NrGL,(3). 
The groups of genus one that occur for p > 7 are determined in [ 141. 
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THEOREM 5.3. If g = 1, then G is one of the following: 
1. p=ll,e=2,andGisoftype(2,3, 10)with [(G/N):SL,(11)]=2. 
2. p = 7, e = 3, and G is of type (2, 3, 7) with G/N z PSL,(7). 
3. p = 7, e = 2, and G is of type (2, 2, 2, 3) with GIN z D,. 
4. p = 7, e = 2, and G is of type (2, 6, 6) with G/N2 D, x C3. 
5. p = 7, e = 2, and G is of type (2,3, 16) with [(G/N): SL,(7)] = 2. 
We remark here that the proof of Theorem 5.1 will show that E = 1/73 
works. All the information about the values of ind(x) needed in the proof 
can easily be derived from the results of Sections 2 and 3. We will list only 
those facts that will be used frequently in the proof. 
LEMMA 5.4. Let XE G be of order d and let e,=dim[x, N]. 
1. Zf d= 2, then ind(x) 3 (24/49) n unless e,= 1 in which case 
ind(x) 2 (3/7) n. 
2. Zf d= 3, then ind(x) > (32/49) n unless e, = 1 in which case 
ind(x) 2 (4/7) n. 
3. Zf d = 4, then ind(x) 2 (9/13) n. 
4. Zf d>4, then ind(x) 2 (9/13) n unless e,= 1 in which case 
ind(x) > (5/7) n. 
The proof of Theorem 5.1 will be given in a sequence of lemmas. First we 
will handle the case of many branch points. 
LEMMA 5.5. Zf ra4, then Za(2+2/51)n or p<ll and e<2. In par- 
ticular there are groups of genus zero or genus one with more than three 
branchpoints for p 2 13. 
Proof We make the assumption that dl < . . . < d,. 
If r > 4, then clearly I> (2 + l/7) n by Lemma 8. 
So assume r = 4. By Propoqition 2.2 we may assume d4 > 2. If p > 13, 
then this implies ind(x,) + ... + ind(x,)> 3(1/2)(16/17) n + (2/3)(16/17) n 
= (2+2/51) n. If p= 13, then I> (2+ l/13) n by Lemma 8 unless d, = 
dz = d3 = 2, d4 = 3, and e, = ... = e4 = 1. This, however, contradicts 
Corollary 3.23 as f(xi) >O for all ie { 1, . . . . 4). If p< 11, then we may 
assume e > 2. As f (xi) > 0 for all ie { 1, . . . . 4) Corollary 3.23 implies that 
e,+ ... +e,>6. In particular e, +ez+e3 > 3. Hence ei>2 for some 
iE { 1,2, 3). This implies I> (2 + 2/49) n by Lemma 8. 1 
This leaves only the case of three branch points. 
ONMONODROMYGROUPSOFLlXEDGENUS 235 
LEMMA 5.6, If r = 3 and p 2 13, then I> (2 + l/343) n. In particular 
there are no genus zero or genus one groups with three branch points for 
p>/ 13. 
Proof. As e > 1 we have e, + e2 + e3 < 4 by Proposition 3.11. It is easy 
to see that if f(xJ =0 for some ic { 1,2,3}, then IZz (2+ l/13) n. So 
assumef(xi)>O for all ie (1, 2, 3). Thus e,+e,+e,>4 by Corollary 3.23. 
In particular ei = 1 for at most one iE { 1, 2, 3 >. If d, > 3, then I> 
(2 + 1/13)n by Lemma 8. If dl = 3, then I> (2 + l/169) n unless dz = 3. In 
this case we may assume d3 > 3 by Proposition 2.2. Hence I> (2 + l/169) n 
by Lemma 8. 
Now assume d, = 2. If d, > 5, then by Lemma 3.5 Ia (2 + l/23) n unless 
~~19. As 5]p-1 for p=13, 17, or 19 and e,+e,>2 we have 
ind(x,) + ind(x,) 2 (261/169) n by inspection. Hence I> (2 + l/169) n by 
Lemma 8. So assume now dz=4. By Proposition 2.2 we may assume 
d3 > 5. 
If det(x,) is of order 4, then 41d3. In this case I>, (2 + l/19) n by 
Lemma 3.5 unless p < 17. If p < 17, then I> (2 + l/289) n by inspection 
using the fact that e, + e2 + e3 >4. If det(x,) is not of order 4, then 
ind(x,) > (126/169) n by inspection as h2 has at least two eigenvalues of 
order 4. If e, > 1, then ind(x,) + ind(x,) > (210/169) n by Lemma 8 which 
implies Ia (2 + l/169) n. If e, = 1, then H acts absolutely irreducibly which 
implies that no eigenspace of h2 (over the algebraic closure of GF(p)) is 
more than one dimensional. Hence e, < 3. As e, = e3 = e by Corollary 3.23 
we have e = 2 or e = 3. If e = 3, then - 1 is an eigenvalue of h2. Hence by 
Corolary 3.13 it follows that - 1 is not an eigenvalue of h,. This implies 
&(2+1/169)n by inspection. If e=2, then ind(x,)=(p-l)p/2 and 
ind(x,) = 3(p2 - 1)/4. If 4jp - 1, then det(x,) = - 1 which implies 
det(x,) = 1. By Corollary 3.8 ind(x,) > 4(p2 - 1)/5. Hence Ia (2 + l/169) n. 
If 4) p- 1, then det(x2) = 1 as h2 is not a scalar. Hence det(x,) = - 1. In 
particular d3 is even. Thus I> (2 + l/13) n by Lemma 3.5 unless p = 13 and 
d, = 6. In this case, however, det(x,) # - 1. 
Finally assume d2 = 3. By Proposition 2.2 we may assume d, > 7. If 
e, = 1, then H acts absolutely irreducibly. In particular no eigenspace of h2 
(over the algebraic closure of GF(p)) is more than one dimensional. 
Furthermore e2 =e3 = e by Corollary 3.23. Hence e= 2. If 3 1 p - 1, then 
det(x,) is of order 3. Hence 6 1 d, which implies Ia (2 + l/169) n by inspec- 
tion. If pip - 1, then det(x,) = 1 and so det(x,) = det(x,) = - 1. In par- 
ticular d3 is even, As e3 = 2 we compute that ind(x,) > ((7~’ - 6 -p)/8) n. 
Hence I> (2 + 16/172) n as p > 17. 
If e, > 1, then ind(x,) + ind(x,) > (7(p2 - 1 - 1)/6p2) n. If d3 = 7, then 
det(x,) = det(x,) = det(x,) = 1. Hence ind(x,) 2 (6(p2 - 1)/7) n and so 
1~(2+1/169)nasp>13.Ifd,~8, thenZ>(2+1/169)nase,>3. 1 
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LEMMA 5.7. If r=3, p=li, and ~>2, then Z3(2+ 1/121)n. In 
particular if G is a genus zero or genus one group, then e = 2. 
Theorems 5.2 and 5.3 show that there do exist groups both of genus zero 
and genus one for p = 11 and e = 2. 
Proof First we state some facts about the values of indices in case 
p= 11. 
As usual let d be the order of an element XE G. 
1. If d=2, then ind(x)=(60/121)n unless e,=l in which case 
ind(x)= (5/11) n. 
2. If d > 2, then ind(x) 2 (80/121) n unless d = 5 and e, = 1 in which 
case ind(x) = (B/l 1) n. 
3. If d> 5, then ind(x) 2 (1085/1331) n. 
4. Iff(x) =0, then ind(x)a (lO/ll) n. 
This implies I> (2 + l/l 1) n unless d, = 2. Furthermore Za (2 + l/l 1) n 
unless f(xi) > 0 for all i E { 1, 2, 3 }. In this case Corollary 3.23 implies that 
e, +e, + e3 > 6. As d, = 2 and H acts irreducibly we conclude that 
e,, e3 > 1. If d, 3 5, then I> (2 + l/121) n by the above. So we may assume 
d E {3,4}. In this case e, > 1 since if h, is a reflection, then H does not act 
irreducibly as e2 > 2. If d, = 4, then we may also assume dJ > 5 by Proposi- 
tion 2.2. Thus I> (2+ 1/121)n. If d,=3, then we may assume d,>7 by 
Proposition 2.2. As e > 1 an inspection shows that 12 (2 + l/121) n. 1 
LEMMA 5.8. If r = 3, p = 7, and e > 3, then Ia (2 + l/343) n. In par- 
ticular if G is a genus zero or genus one group, then e < 3. 
It follows from Theorem 5.2 that if G is a group of genus zero, then 
actually e = 2. However, PSL,(7) does occur as a genus one group for 
e = 3 (see Theorem 5.3 and [ 143). 
Proof: We first summarize some facts about values of indices in this 
case. Those can be derived from the results of Sections 2 and 3. 
1. If d= 3, then ind(x)> (32/49) n unless e,X= 1 in which case 
ind(x) = (4/7) n. 
2. If d> 3, then ind(x)> (5/7) n. If also e,> 1, then ind(x)> 
(36/49) n. 
3. If d> 7, then ind(x) > (6/7) n. 
Now we can start the proof of the lemma. 
If d, > 3, then Za (2 + l/7) n by the above. 
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If d1 = 3, then d., > 3 by Proposition 2.2. Hence I> (2 + l/49) n unless 
d, = d, = 3 and e, = 1. In this case, however, e2 > 3 by Corollary 3.23 and 
so H does not act irreducibly. 
Now let d, = 2. First assume d,>4. If e, > 1, then r2, e,>2 by 
Corollary 3.23. Hence Za (2 + l/49) n. If e, = 1, then Zf acts absolutely 
irreducibly, e2 + e3 > 2e - 1 by Proposition 3.11 and in case of equality 
f(xZ) = 0 or f(xJ) = 0. Thus no eigenspace of h2 or h, (over the algebraic 
closure of GF(7)) is more than one dimensional. This implies 
I> (2 + l/343) n. 
If dz = 4, then we may assume d3 > 4 by Proposition 2.2. As H acts 
irreducibly we may assume e, > 1 and e2, e3 > 2. Note also that 
det(x,) = f 1. Hence I> (2 + l/343) n by inspection. 
If d2 = 3, then e, > 1 and ez, e3 > 2 by proposition 3.11 and the fact that 
H acts irreducibly. This implies I> (2 + l/343) n. 1 
The proof of Theorem 5.1 follows now from Lemmas 5.5-5.8. 
6. THE CASE p=5 
Throughout this section G denotes a finite primitive permutation group 
with abelian minimal normal subgroup N= Cg such that G satisfies (2)-(4). 
In view of Proposition 4.3 we assume G” # { 1 }. 
THEOREM 6.1. One of the following is true: 
1. g > 1 and there exists E > 0 such that Z, > (2 + E) n. 
2. g=l andn<53. 
3. g=O andn<53. 
The proof of Theorem 6.1 will show that for E = l/625 and hence for any 
smaller value of E Theorem 6.1 is true. 
The groups of genus zero and genus one that occur have been deter- 
mined in [9] for genus zero and in [15] for genus one. Those results are 
stated below. 
THEOREM 6.2(Guralnick and Thompson. Zfg=O, then G satisfies one 
of the following: 
1. e=3and(d,,d,,d,)=(2,3,8)withG/NzC:.Ss. 
2. e = 2 and (d,, d,, d,, de) = (2, 2, 2, 4) with (G/N)/C, s C:. 
3. e=2and(d,,d,,d,,d,)=(2,2,2,3)withGfNrD6. 
4. e=2and(d,,d,,d,)= 
(a) (2, 3, 10) with G/NzSS,. 
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(b) (2, 3, 12) with G/Nz.SSL,(~)*C,. 
(c) (2, 3, 20) with [(G/N): X,(5)] = 2. 
(d) (2,4,8) with G/N? 2-Sylow subgroup of GL,(5). 
(e) (3,4,4) with [GIN1 =96 and ((G/N)nSL,(5))zSL,(3). 
THEOREM 6.3. If g = 1, then G satisfies one of the following: 
1. r=4, e=2, and (d,,d,,d,,d,)=(2,2,2,4) with G/NzDD,. 
2. r=3, e=2, and(d,,d,,d3)= 
(a) (2,4, 10) with G/N2 Dq. 
(b) (2,4, 12) with G/N 2 D,*C, 
(c) (3,4, 5) with G/N2 SL,(5). 
(d) (3,4,4) with G/NzGL,(5). 
(e) (3, 3,4) with G/Nz SL,(3). 
3. r=3, e=3, and(d,,d,,d,)= 
(a) (2,4, 5) with G/Nz Ss. 
(b) (2, 4, 6) with G/Nz S,. 
As in Section 5 we first summarize some facts about indices which can 
easily be derived from the results in Sections 2 and 3. 
LEMMA 6.4. Let x be in G of order d and let e, = dim[x, N]. 
1. rf d= 2, then ind(x) 2 (2/5) n. If e, > 1, then ind(x) 2 (12/25) n, 
and if e, > 2, then ind(x) 2 (62/125) n. 
2. If d= 3, then ind(x) > (16/25) n. 
3. Zf d= 4 and x is a reflection, then incj(x) = (3/5) n. Zf e, > 1, then 
ind(x) 2 (17/25) n and if e, > 2, then ind(x) > (87/125) n. 
4. Zf d= 5, then ind(x) 2 (16/25) n. If f (x) = 0, then ind(x) = (4/5) n. 
Zf f (x) > 0 and e, > 1, then ind(x) 2 (96/125) n. 
5. Zf d= 6 or 10, then ind(x) = (98/125) n or ind(x) > (4/5) n. 
6. Zf d= 7 or 9, then ind(x) > (6/7)[(56 - 1)/S”] n. Furthermore > 6. 
7. Zf d = 8 or d> 11, then ind(x) > (21/25) n. Zf e, > 2, then ind(x) 2 
(107/125) n. 
In order to prove Theorem 6.1 it is sufficient to assume that e > 3. This 
assumption will be in place throughout this section. The first lemma 
handles the case of many branch points. 
LEMMA 6.5. Zf r > 4, then Za (2 + l/125) n. 
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Proof: If r 2 5, it follows directly from Lemma 6.4 and Proposition 3.11 
that Za (2 + l/5) n. 
So assume I = 4. Note that in this case e, + . . . + e4 > 8 by Proposi- 
tion 3.11 and in case of equality f(xi) = 0 for some iE { 1, .,., 4) by 
Corollary 3.23. It follows immediately from Lemma 6.4 that Za (2 + l/25) n 
unless d, = dz = d3 = 2. By Proposition 2.2 we may assume that d3 > 2. 
Assume also that e, < e2 < e3. As e > 3 and H acts irreducible, e, > 1. Thus 
Za (2+ l/125) n by Lemma 6.4 as e4> 1 or e, > 1 by Proposition 3.11. 1 
This leaves us with the case of three branch points. 
LEMMA 6.6. If r = 3, then I2 (2 + l/625) n. 
Proof We point out that e, + e, + e3 > 8 and in particular e, + ez > 4. 
First assume d, > 3. If d, 2 6, then Za (2 + l/25) n by Lemma 6.4. So we 
may assume dx < 5. Note that if d, = d, = 3, then we may assume d, > 3 by 
Proposition 2.2. If f(xi) = 0 for some ie { 1,2, 3}, then Za (2 + l/25) n by 
Lemma 6.4. So assume that f(x,J >O for all in { 1,2, 3). In this case 
e, + e2 + e3 > 8 by Corollary 3.23. In particular if ei = 1, then ej = ek = e > 3, 
{i,j, k} = { 1,2, 3). Furthermore H acts absolutely irreducibly in this case 
and so no eigenspace (over the algebraic closure of GF(3)) of Zr, or hk is 
more than one dimensional. As d, < 5 this cannot occur. So we may 
assume ei > 1 for all iE { 1, 2, 3). Hence Za (2 + l/125) n unless d, = d2 = 3. 
In this case we may assume e, < e, and e2 > 2. If also e, > 2, then 
Za (2 + l/125) n by Lemma 6.4. If e, =2, then e,>2 by Corollary 3.23. 
This implies I> (2 + l/625) n by Lemma 6.4. 
Finally assume d, = 2. If x, is a reflection, i.e., e, = 1, then by Proposi- 
tion 3.11 and Corollary 3.23 we have ez + e3 2 2e - 1 and iff(xi) > 0 for all 
iE { 1, 2, 3}, then e,+e, > 2e, i.e., ez =e, =e. Furthermore H acts 
absolutely irreducibly in this case. In particular no eigenspace of h, or h, 
(over the algebraic closure of GF(3)) is more than one dimensional. As 
e > 3, this implies d2 > 4. Furthermore if d2 = 5, then f(xZ) = 0 and d3 > 5. 
Thus in all cases I> (2 + l/125) n by Lemma 6.4. 
Now assume e, > 1. If d3 > 5, then Za (2 + l/25) n by Lemma 6.4 as 
e,, e3 > 1. If d2 =4, then we may assume d3 >4 by Proposition 2.2. If 
dim[hz, N] = 1, then the order of dJ is divisible by 4 as the order of 
det(x,) is divisible by 4. This implies I> (2 + l/125) n by inspection. If 
dim[h:, N] > 1, then ind(x,) 2 (92/125) n by inspection as e2 > 2. Hence 
I> (2 + l/125) n by Lemma 6.4 unless d, E (5,6, lo} and f(xg) > 0. 
Furthermore in all those cases Za (2+ l/125) n unless e,< 3. Then it 
follows by Corollary 3.23 that e, > 2 or e2 > 3 which implies 
Z>(2+1/125)n unless d,=5 and e,=2. In this case e,+e,a7 and so 
I> (2 + l/625) n. If dz = 3, then we may assume d3 2 7 by Proposition 2.2. 
Furthermore if e2 = 2, then e= 4 by Lemma 3.4 and e, = 3 by 
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Corollary 3.23. In this case H does not act irreducibly. So we may assume 
e, > 2. First consider the case where also e, > 2. By Lemma 6.4 
Za (2 + )/625) n unless d, = 10. If dim[h:, N] > 1 orf(.yj) = 0 in this case, 
then Za (2 + l/125) n by inspection. If dim[h:, N] = 1 and f(zrj) = 0, then 
ind(x,) < (41/50) n by inspection. This implies I< 2n- 2. If e, = 2, then 
e < 6 by Lemma 3.4. If e = 6, then H fixes a plane, i.e., H does not act 
irreducibly on N. If e = 5 or e4, then e, =4 and ind(x,) + ind(x,) = 
(716/625) n. If of = 0, then ind(.u,) B (22/25) n by inspection which 
implies Za (2 + l/125) n. So assume f(~~) >O. In particular e3 > 2 by 
Corollary 3.23. Note that no eigenspace of h, can be more than two dimen- 
sional as H acts irreducibly. Hence I> (2 + l/625) n by Lemma 6.4. 1 
Lemma 6.6 and Lemma 6.7 yield a proof of Theorem 6.1. 
7. THE CASE p = 3 
Assumptions analogous to those in Sections 5 and 6 are in place, i.e., G 
is a primitive finite permutation group with minimal abelian normal sub- 
group ZVg C; such that G satisfies (2)-(4). In view of Proposition 4.3 we 
assume again G” # { 1 }. 
THEOREM 7.1. One of the following holds: 
1. g > 1 and there exists E > 0 such that Z, > (2 + E) n. 
2. g= 1 andn<34. 
3. g=O andn<34. 
The bounds on the degree of G of parts 2 and 3 of Theorem 7.1 are 
sharp. For a proof of this fact see [ 141 where the groups of genus zero and 
genus are determined. For g > 1 it is shown below that Theorem 7.1 holds 
for E= 1/36. More precisely the following is true: 
THEOREM 7.2. Assume G is a primitive group with F*(G) abelian. Zf 
g> 1, then Za (2+ l/729) n. In particular n,<36(g- 1). 
Before we start the proof of Theorem 7.1 we list the values of the indices 
in the important cases which can easily be derived from the results in 
Sections 2 and 3. 
LEMMA 7.3. Let x = hv E G = HN of order d and let e,r = [x, N]. Then 
the following is true: 
1. Zfd=2, then ind(x)=(1/2)((3”;- 1)/3”); in particular ind (x)= 
(1/3)n ife,=l, ind(x)=(4/9)n ife,=2, and ind(x) = (13/27) n if e, = 3. 
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2. If d=3, then ind(x)=(2/3)((3’X-1)/3’X)n. If f(x)=O, then 
ind(x) = (2/3) n. AZso e, < 2/3. 
3. If d=4, then ind(x) > (2/3) n. Zf det(x)= - 1, then ind(x)> 
(19/27) n. 
4. Zfd= 5, then ind(x)a(64/81)n and ea4. 
5. Zf d = 6, then ind(x) 2 (17/27) n. Zf e, > 3, then ind(x) 2 (56/8 1) n 
and if x2 is nor a transuection, ind(x) 2 (59/81) n. 
6. rf d = 7, then ind(x) 2 (624/729) n. 
7. Zf d= 8, then ind(x) 2 (7/9) n. Zf h has an eigenvalue of order 4, 
then ind( x) > (67/8 1) n. 
8. If d=9, then ind(x)a(64/81)n. Zf f(x)=O, then ind(x)> 
(22127) n. 
9. Zf d = 10, then ind(x) > (2091243) n. Zf h has an eigenvalue of order 
10, then ind( x) b (8/9) n. 
10. Zf d= 11, then ind(x) 2 (220/243) n. 
11. If d= 12, then ind(x) > (22/27) n. Zj” e, 24, then ind(x) > 
(68/81) n. Zff (x) = 0, then ind(x) 2 (8/9) n. 
12. Zf da 13, then ind(x) > (70/81) n. 
In order to give a proof of Theorem 7.1 it clearly suffices to show that 
I> (2 + l/729) n for e > 4. 
The first two results establish the result in the case of many branch 
points. 
LEMMA 7.4. Zf r > 5 and e > 4, then I> (2 + l/27) n. 
Proof: If r > 5, then Za (2 + l/9) n by Lemma 7.3 as ei> 1 for some 
i E ( 1, . . . . 6} or r > 7. 
So assume r = 5. Since e, + . . . + e4 2 5 by Proposition 3.11 we have 
ind(x,) + ... + ind(x,) 2 (13/9) n by Lemma 7.3. Hence Za (2 + l/27) n 
unless d, = 2 or d, = 3, e5 = 1, and f (x5) >O. In the latter case 
Za (2 + l/27) n unless d, = ... = d4 = 2. Now by Corollary 3.23 we have 
e,+e,+e,+e,a5 or e,+e,+e,>4. If we assume e,d ... <e, we have 
in particular that e3, e4 2 2. Hence I> (2 + l/27) n by Lemma 7.3. 
If dl= ... =dg=2, we may assume also that e,< ... <es (see the 
remark before Lemma 2.3). Corollary 3.23 and Corollary 3.13 yield 
e,+ ... + e5 > 10 and e, + e, + e3 > e4 + e5. Thus e3 > 3 or e2 2 2. In both 
cases I> (2 + l/9) n by Lemma 7.3. 1 
LEMMA 7.5. Zf r = 4 and e > 4, then Za (2 + l/27) n. 
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Proof: Using Proposition 3.11 and Lemma 7.3 an easy inspection shows 
that Za(2+1/27)n unless d,=dz=2. 
Case 1. d,>2. 
Assume e, G e,. If e,>l for all i~(1,2,3,4), then Za(2+1/27)n by 
Lemma 7.3. If e3 = 1, then d3 = 4 and e + 13 e, + e2 2 e - 1 by Proposi- 
tion 3.11 and Corollary 3.13. Hence e4 b e - 1 by Proposition 3.11. An 
inspection shows that ZB (2 + l/27) n in all cases. Similarly ZB (2 + l/27) n 
if e4= 1. So we may assume now e3, e4 > 1 and e, = 1. If f(x,)=O or 
f(xq) = 0, then Za (2 + l/27) n by Lemma 3.11. If j-(x,), f(xq) > 0, then 
e, + e3 + e4 > e > 5 by Corollary 3.23. This implies Ia (2 + l/81) n by 
Lemma 7.3 unless ez = 1. However, in this case d, # 3 #d, by Proposi- 
tion 3.11. In all other cases an inspection shows that Ia (2 + l/81) n. 
Case 2. d, = 2. 
Note that we may assume d4 > 2 by Proposition 2.2. We may assume 
e,<e,<e,. If e, = 1, then Proposition 3.11 and Corollary 3.13 imply that 
e4 ae- 1 and e, + e3 = e. In particular d4 # 3. Furthermore the - 1 
eigenspace of h, is less than 1 dimensional by Corollary 3.13. Hence 
I> (2 + l/27) n by Lemma 7.3. 
If e, > 1, then Ia (2 + l/27) n by Lemma 7.3 unless e, = e, = 2. As G/N 
acts irreducibly this implies e3 < 4. Hence e < 6. If e3 = 2, then e = 5 and 
e,a4 by Corollary 3.23. Thus d4 # 3. If d4 > 3, then I> (2+ l/27) n by 
Lemma 7.3. If e, > 2, then I> (2 + l/27) n by Lemma 7.3 unless d4 E (3,6}. 
In both those cases f(xq) = 0 by Corollary 3.23 and Corollary 3.13. Hence 
also I> (2 + l/27) n. 1 
This leaves the case of three branch points which will be dealt with in the 
following results. 
LEMMA 7.6. Zf r = 3, e > 4, and d, 2 4, thp I> (2 + l/8 1) n. 
Proof If f(xi)=O for some i~{l,2,3}, then Za(2+1/27)n by 
Lemma 7.3. Hence we assume f (xi) >O. Since e> 4 Corollary 3.23 
implies ei,ej>2 for some i#j, i, jE{l,2,3}. Hence Za(2+1/81)n by 
Lemma 7.3. 1 
LEMMA 7.7. Zf r = 3, e > 4, and d, = 3, then I> (2 + l/243) n. 
Proof: By Proposition 3.11 e, + e, + e3 2 2e 2 10. As e, < (2/3) e we 
have that e2 + e3 2 (4/3) e. In particular e2 + e3 > 8 and e2, e3 > 3. Hence 
I> (2+ l/81) n by Lemma 7.3 unless d2, d3E {3,4,6}. Note that by 
Proposition 2.2 we do not have to consider d, = d2 = d3 = 3. 
Case 1. d2=3<d3. 
Assume e, < e3. It follows that e3 > 4 and e, 2 2 by Proposition 3.11 as 
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also e, < 2e/3. Furthermore if e, = 2, then Corollary 3.23 implies that 
e2 = 3, e3 = 5 = e, and f(x, ) = 0. Thus I> (2 + l/8 1) n by inspection. If 
e, > 2, then I> (2 + l/243) n by inspection of the various cases. 
Case 2. dz =4. 
Since H acts irreducibly we have e, > 1 and e2 > 2. As e2 + e3 2 8 this 
implies I> (2 + l/243 ) n. 
Case 3. d2=d3=6. 
Note that e, > 2 or f(xi) = 0 by Corollary 3.23 and Corollary 3.13. In all 
cases I> (2 + l/81) n by Lemma 7.3. 1 
LEMMA 7.8. Zf r = 3, e> 4, d,=2, and d2,d3$(3,4,6}, then 
I> (2 + l/81) n. 
ProojI Note that by Proposition 2.2 we may assume d, > 2. By 
Lemma7.3 Za(2+1/81)n unless e,=l and f(x,)>O. If e,=l, then no 
eigenspace of h2 or h, is more than one dimensional and e, + e3 > 2e - 1. 
Furthermore if e2 + e3 = 2e - .l, then f(x,)=O or f(x,)=O by 
Corollary 3.23. An inspection of all those cases shows that 
Z>(2+1/81)n. 1 
At this point we are still left with the cases (d,, d2)E ((2, 3), (2,4), 
(2,6)} which we will deal with in the following three lemmas. 
LEMMA 7.9. Zfr=3,e>4,and(d,,d2)=(2,3), thenZ>(2+1/243)n. 
Proof: Note that by Proposition 2.2 we may assume dX > 6. Also e, > 2 
as H acts irreducibly. If e, > 3 and e2> 3, then I> (2+ l/729) n by 
Lemma 7.3 unless dj E {8,9}. If d, = 8, then Corollary 3.13 and Proposi- 
tion 3.11 imply that dim[x:, N] > 2. This in turn implies Za (2 + l/243) n. 
If d,=9, then I> (2+ l/81) n unless dim[x;, N] = 1 and f(xs)>O. Note 
that in this case e, is even as h,h2h3= 1. If e3 =4, then it follows that 
I< 2n - 2 and if e3 > 4, then Za (2 + l/729) n unless e, = e2 = 4 and f (x2), 
f(xj)>O. In this case e= 7 which implies e,=6 and f(x3)=0 by 
Corollary 3.23. Hence I> (2 + l/81) n. 
So we may assume now that e, < 4 or e2 < 4. If e, = 3, then e < 6 by 
Corollary 3.4. If e = 6, then e, = 3, f (x2) = 0, and e3 = 6 by Corollary 3.23. 
Hence I> (2 + l/81 ) n. If e = 5, then e, = 2 or e, = 3. In the first case e3 = 5 
and f (x2) = 0 by Corollary 3.23 which implies Za (2 + l/81) n. In the latter 
case an inspection shows that I< 2n - 2 or I> (2 + l/243) n. 
If e, = 2, then e = 5, e2 = 3, f (x2) = 0, and e3 = 5 by Corollary 3.23. An 
inspection shows that I< 2n - 2 or Za (2 + l/243) n. 
If e, = 3, then e < 8 by Proposition 3.11 and Corollary 3.23. Furthermore 
if e > 6, then f (x2) = 0 and e3 = e by Corollary 3.23. An inspection shows 
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that I> (2 + l/243) n. If e= 6, then ind(x,) + ind(x,) 2 831 by Lemma 7.3 
and e3 > 5 by Proposition 3.11. Hence I> (2 + l/729) n. 
If e = 5 and .f(x,), f(xj) > 0, then e, = 3 and e3 = 5 by Corollary 3.23. 
Furthermore - 1 cannot be an eigenvalue of h, by Corollary 3.13. In 
particular d3 # 8. In the remaining cases an inspection shows that 
I> (2 + l/243) n. If f(xz) = 0 and f(xj) > 0, then in particular ind(x,) + 
ind(x,) = 279. In this case e3 2 4 by Proposition 3.11. If e3 = 4, then - 1 
is not an eigenvalue of h, by Corollary 3.13. An inspection shows that 
I2 (2 + l/243) n unless d, E {8,9}. If d, = 9, however, I < 2n - 2. If d, = 8, 
let h,, hz, and h, act on L=A* (N). and let mi=dim[hi, L]. It follows 
that m’, +m, + m3 < 2 dim L = 20. Thus H has a fixed point on L. As the 
dimension is odd this cannot happen. Hence such a tuple does not exist. If 
e3 = 5, then Za (2 + l/243) n. Iff(x,) > 0 but f(xj) = 0, then e3 = 4 and - I 
is not an eigenvalue of h,. This implies Ia (2 + l/81) n as ind(x,) 2 (8/9) n 
by inspection. 1 
LEMMA 7.10. Zf r = 3, e > 4, and (d,, d,) = (2,6), then I> (2 + l/243) n. 
Proof Contrary to our usual convention we allow here d, 2 5 so that 
we do not have to consider the case (2, 5,6) separately. 
As above we have that e,, e3 2 3 as H acts irreducibly. 
If e, = 1, then e = 5, e2 = 4, f (x2) = 0, and e3 = 5 by Corollary 3.23 and 
by Corollary 3.13 - 1 is not an eigenvalue of h,. Hence Ia (2 + l/27) n by 
inspection. 
So assume e, > 1. First consider the case dim[xi, N] = 1. In this case 
e+ 1 >e, +e, ae by Corollary 3.13. So e3 >e- 1 by Proposition 3.11. 
Furthermore - 1 is not an eigenvalue of h, by Proposition 3.13. In par- 
ticular d3 # 6. If f (x2) = 0, then Ia (2 + l/27) n by Lemma 7.3. If f (x2) > 0, 
then e, + e, = e + 1 and e3 = e or e3 = e - 1 and f (x3) = 0 by Corollary 3.23. 
By inspection ind(x,) + ind(x*) > (95/81) n. Thus I> (2 + l/81) n by 
Lemma 7.3. 
Now assume dim[x:, N] > 1. If e2 = 3, then e < 6 by Corollary 3.4. If 
e=6, then e, = 3, f(x2)=0, and e3 =6 by Corollary 3.23. Hence 
12 (2 + l/8 1) n by inspection. If e = 5 and e, = 2, then f ( x2) = 0 and e3 = 5 
by Corollary 3.23. Hence Ia (2+ l/81) n by inspection. If e, = 3 and 
f(x,)=O, then 1>(2+1/243)n as e,a4. If e,=3 and f(x*)>O, then 
e3 = 5 or e3 = 4 and f(xj) = 0 by Corollary 3.23. Hence 12 (2 + l/81) n by 
inspection. If ez > 3, then ind(x,) > (185/243) n. If also e, >2, then 
12 (2 + l/243) n by Lemma 7.3 unless d3 = 6, e, = 3, and f (x3) > 0. In this 
case e < 6 by Proposition 3.11. However, Corollary 3.13 shows that such a 
triple does not act irreducibly. If e, = 2, then e2, e; > e - 2 by Proposi- 
tion 3.11 and Corollary 3.13. If e > 5, this implies ind(xJ) > (593/729) n. 
Hence Za(2+1/81)n by Lemma7.3. If e=5 and e,=3, then f(x2)=0 
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and e3 = 5 by Corollary 3.23. Hence Ia (2 + l/243) n by inspection. If 
e,=4 andf(x,)=O, then Z>(2+ 1/81)n as e,>4. If e,=4 andf(x,)>O, 
then also Z>(2+ l/81) n as either e,=5 or e,=4 and f(x,)=O by 
Corollary 3.23. 1 
LEMMA 7.11. Ifr=3,e>4,und(d,,d,)=(2,4),thenZa(2+1/729)n. 
Proof Note that we may assume dj > 4 by Proposition 2.2. 
First assume that dim[xi, N] > 2. In this case ind(x,) 2 (20/27) n. If also 
e, > 2, then I> (2 + l/81) n by Lemma 7.3 unless d, = 6 and f(x3) >O. So 
assume this is the case. If dim[x:, N] = 1 or dim[x:, N] = 1, then 
I< 2n - 2 as ind(x,) < (13/18) n. So assume this is not the case. 
If actually e, > 3, then I> (2 + l/243) n unless e, = e, = 4 and e3 = 3. By 
Proposition 3.11 e = 5 and (h, , h,, h, ) does not act irreducibly. If e, = 3, 
then e2 + e3 2 2e - 2 and e; + e; > 2e - 3 by Corollary 3.13. Furthermore 
e3 > 3 as H acts irreducibly. Hence I> (2 + l/729) n by inspection unless 
ez < 5. If e, = 4, then e = 5 by Proposition 3.11 and Ia (2 + l/81 ) n by 
inspection. If e2 = 5, then e < 6 by Proposition 3.11 and Corollary 3.13. If 
e=6, then Za(2+ 1/81)n as e,a5. If e= 5, then H acts absolutely 
irreducibly on N. By considering the induced action on N@ N and 
applying proposition 3.16 we see that the conjugacy class of h3 is deter- 
mined and yields I> (2 + l/8 1) n. If e, = 2, then e < 8 by Corollary 3.4. 
However, H does not act irreducibly for e 2 7. If e = 6 and e, = 5, then 
det hj = - 1, e3 = 6 or e3 = 5, andf(x,) = 0. In the latter case I> (2 + l/81) n. 
In the lirat case the - 1 eigenspace of h3 is at most one dimensional. 
In particular d, # 6 which implies I> (2 + l/81) n by Lemma 7.3. If 
e = e, = 6 and dim[xz, N] =4, then - 1 is not an eigenvalue of h3 by 
Corollary 3.13. Again this implies d, # 6 and hence I> (2 + l/81) n. If 
e = e2 = dim[xi, N] = 6, then H does not act absolutely irreducibly. In 
particular e3 # 5. If e3 = 6, then I> (2 + l/81 ) n by inspection. If e3 = 4, then 
f(x3) =0 by Corollary 3.23. Hence Ia (2 + l/243) n. If e= e, = 5, then 
det h, = - 1 and the - 1 eigenspace of h, is at most one dimensional by 
Corollary 3.13. Hence ZB (2 + l/8 1) n by Lemma 7.3 unless d3 = 6. So 
assume this is the case. Iff(x,)=O and dim[x:, N] = 1, then H does not 
act irreducibly by Proposition 3.16 by considering the action on N@ N. If 
f(x3) = 0 and dim[x:, N] = 3, then I>, (2 + l/81) n. If f(x3) >O, then 
e3 = 4, dim[x:] = dim[x:, N] = 3 by Corollary 3.13. In this case 
considering the action of H on A’ (N) we see that such a tuple does not 
exist (see the argument in Lemma 7.9). If e = 5 and e, = 4, then det h3 = 1, 
e3 = 5 or e3 = 4, and f(xj) = 0 by Corollary 3.23. Hence Ia (2 + l/81 ) n by 
inspection. 
Now assume dim[x:, N] = 2. In this case Proposition 3.11, 
Corollary 3.23, and Corollary 3.13 imply e, - 2 G k, G e, and e < e, + e, < 
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e + 2. If e is off and e, + e2 = e + 1, then Corollary 3.13 implies furthermore 
that - 1 is not an eigenvalue of h,. In particular d, # 6. In the remaining 
cases I> (2 + l/81) n. If e is odd and e, + el = e + 2, then e’, + e; = e. Hence 
e3 = e and d, # 6 by Corollary 3.13. Hence Za (2 + l/81 ) n by Lemma 7.3. 
If e is even and e, + e, = e + 2, then e3 = e and - 1 is not an eigenvalue of 
h, by Corollary 3.13. Hence I> (2 + l/243) n by Lemma 7.3. If e is even 
and e, + e, = e + 1, then e3 = e or e3 = e - 1 by Corollary 3.23. Furthermore 
the - 1 eigenspace of h, is at most one dimensional. Hence 
I> (2 + l/243) n by inspection of the cases. 1 
This finishes the proof of Theorem 7.1. 
8. THE CASE p = 2 
Throughout this section G denotes a primitive permutation group with 
minimal normal abelian subgroup NS C; such that G satisfies (2~(4). In 
view of Proposition 4.3 we assume G” # { 1 }. 
The object of this section is to prove the following result. 
THEOREM 8.1. One of the following is true: 
1. g > 1 and there exists E > 0 such that I, > (2 + E) n. 
2. g<l andn<28. 
The groups of genus zero and genus one for p = 2 are determined in 
[ 151. For g > 1 we have more precisely. 
THEOREM 8.2. Assume G is a group of genus g with F*( G ) abelian. rf 
g> 1, then I> (2 + l/1024) n. In particular n < 2”(g- 1). 
In order to prove Theorems 8.1 and 8!2 it is clearly equivalent to 
showing that Za (2 + l/1024) n for e > 8. 
First we list the values of indices which will be used frequently 
throughout the proof. These values can easily by applying the results of 
Sections 2 and 3. 
LEMMA 8.3. Let x be an element of order d and let e, = dim[x, N]. The 
following holds: 
1. Zf d=2, then 
(a) ind(x)=(1/2)n iff(x)=O. 
(b) ind(x)=(1/2)((2’X- 1)/2eX)n, if f(x)>O. In particular if 
f(x) > 0, then ind(x) = (l/4) n if e, = 1, ind(x,) = (3/8) n if e, = 2, and 
ind(x,) = (7/16) n ife, = 3. 
ON MONODROMY GROUPS OF FIXED GENUS 247 
2. Zf d= 3, then ind(x) = (2/3)( 1 - 1/2’X) n. In particular ind(x) = 
(l/2) n if e, = 2, ind(x) = (5/8) n if e, = 4, and ind(x) = (21/32) n if e, = 6. 
3. Zf d=4, then 
(a) ind(x)=(1/2)n ife,=2 andf(x)>O. 
(b) ind(x) > 9/16 if e, 2 3. 
(c) ind(x) 2 (5/8) n, ifdim[x2, IV] > 1 or f(x) = 0. 
(d) Ifdim[x2, N] = 1, then e,< (e+ 1)/2. 
(e) ind(x) 2 (45/64) n, if dim[x’, N] > 2. 
(f) ind(x) = (3/4) n if f (x) =f (x2) = 0. 
4. If d=5, then ind(x)=(3/4)n if e,=4. If e,>4, ind(x)> 
(5 l/64) n. Furthermore 4 I e,. 
5. Zf d= 6, then 
(a) ind(x) 2 (5/8) n. 
(b) ind(x) > (3/4) n iff (F) = 0. 
(c) ind(x) > (3/4)n if the polynomial (A2 +I+ 1)2 divides the 
minimal polynomial of h. 
(d) ind(x)a(ll/l6)n z$e,>4. 
(e) ind(x) > (23/32) n if e, > 5. 
6. Zf d=7, then ind(x) = (3/4) n if e,= 3. If e,> 3, ind(x)> 
(27132) n. Furthermore 3 I e,. 
7. Zf d= 8, then 
(a) ind(x) > (3/4) n. 
(b) ind(x) > (25/32) n iff (x) = 0. 
(c) ind(x) > (13/16) n iff (x) =f(x2) = 0. 
(d) ind(x)>(7/8)n iff(xj)=OforjE (1, . . . . 7). 
8. Zfd=9, then ind(x)>(7/8)n and 61e,. 
9. Zf d= 10, then ind(x) > (13/16) n. 
10. Ifd= 11, then ind(x) 2 (465/512) n. 
11. Zf d= 12, then 
(a) ind(x) 2 (3/4) n. 
(b) ind(x) 2 (7/8) n, iff (x) = 0. 
(c) ind(x)a (7/8) n, if the polynomial (A2+1+ 1)3 divides the 
minimal polynomial of h. 
12. Ifd=14, then ind(x)a(13/16)n. 
13. Zfd= 13 or da 15, then ind(x)a(7/8)n. 
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The computation of the previous sections can only be considered a warm 
up for what has to be done for p = 2. To keep things as comprehensible as 
possible the proof of theorems 8.1 and 8.2 is broken down into proving 
many partial results. This has the added advantage of providing stronger 
bounds in many instances for the special situations. 
The first result deals with the case of many branch points. 
LEMMA 8.4. If r > 5 and e > 8, then Ia (2 + l/64) n. In particular there 
are no genus zero or one groups of degree > 256 when r 2 5. 
It can actually be shown that there are no genus zero or one groups of 
degree > 64 when r > 4 (see [ 151). 
Proof It is easy to see that Zb (2 + l/64) n unless r d 5. So assume 
r=5. 
By Proposition 3.11 e, + ... + e5 2 18. This implies that Za (2 + l/64) n 
unless d, = . . . = d4 = 2. In this case the condition e, + . . . + e4 > 9 
implies that ind(x,) + ... + ind(x,) 2 45/32. Hence Za (2 + l/32) n unless 
d,E{2,3,4}. If d,=2, then we may assume that e,< . ..<e.. If e,>2, 
then I> (2 + l/16) n by Lemma 8.3. If e, = 2, then e, > 2 as e,<e/2 and 
e, + ... + e5 B 2e > 18 by Proposition 3.11. Similarly if e, = 1, then e, > 3. 
In all cases I> (2 + l/16) n by Lemma 8.3. If d, = 3, then I> (2 + l/32) n by 
Lemma 8.3 unless e5 = 2. In this case e, + . . . + e4 2 16 by Proposition 3.11. 
This implies e, > 2. Hence ZB (2 + l/4) n. If d, = 4 and e5 = 2, then 
Za (2+ l/4) n by the same argument. If e,;> 1 or e5 >4, then 
I> (2+ l/64) n by Lemma 8.3. If e5 =4, then Za (2+ l/16) n as 
el + ... +e,>14. IfeS=3, then e,>l and so Z>(2+1/16)n. 1 
Next we consider the situation of four branch points. 
LEMMA 8.5. Zf G is as above, r = 4, and e > 8, then I> (2 + l/256) n. In 
particular there are no genus zero or genus one groups of degree > 256 when 
r = 4. 
Prooj Again we will assume that 1 cd, < . .. d d4. It follows then 
easily by Lemma 8.3 and Proposition 3.11 that 13 (2 + l/8) n unless d, = 2. 
Case 1. d,=2 and d,>2. 
As e, < e/2, it follows by Proposition 3.11 that e, + e3 + e4 2 3e/2 > 13. 
Thus I> (2 + l/32) n unless d4 < 4 by Lemma 8.3. Note that if d, = 4, then 
ei < 3e/4 and if furthermore ind(x,) < (5/8) n, then ei < (e + 1)/2. Using this 
observation an inspection shows that Za (2 + l/16) n in the remaining 
cases. 
Case 2. d,=2 and d3 >2. 
In this case Proposition 3.11 implies e3 + e4 2 10 as e, < e2 < e/2. A quick 
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inspection shows that Za (2 + l/32) n unless d,, d4 E {3,4,6}. Furthermore 
Z>(2+ 1/16)n if d3=dq=6. 
If d,=4 and e,;>2 for i=3 or i=4, then Za(2+ 1/64)n. So we assume 
e.,z < 2 if di= 4. In particular ei< (e + 2)/2 in this case. If di= 3 and 
e,‘=2 for i= 3 or i=4, then ind(x,)+ind(x,)+ind(x,)>(23/32)n as 
e, + e, 2 7 and e,, e2 2 3 by Proposition 3.11 and Corollary 3.23. Hence 
Za (2 + l/16) n by Lemma 8.3. So we may assume ei > 2 if di= 3. Now if 
d3 = d4 = 3, then Za (2 + l/64) n by Lemma 8.3 and Proposition 3.11. 
Similarly I> (2 + l/64) n if d, = 3 and d4 = 6. If d, = 3 and d4 = 4, then 
e3 > 4 by Proposition 3.11 as e4 < (e + 2)/2 by the above. Hence 
Za (2 + l/32) n by Lemma 8.3 unless e, = 1 and er:= 1. In this case, 
however, e, + e, + e4 < e + 1 which implies that e3 2 e - 1. If e is odd, then 
I> (2 + l/128) n as f(xi) = 0 for some i= 1, 2,4 by Corollary 3.23. If e is 
even, then ZB (2 + l/64) n as e B 10. 
Case 3. dj = 2. 
Note that we may assume d4 > 2 by Proposition 2.2. Since d, = d2 = 
d, = 2 we may assume without loss of generality that e, < e2 < e3. As 
ei < e/2 for i E ( 1,2, 3 }, -Proposition 3.11 implies that e4 > 4. 
If e, > 2, then ind(x,) + ind(x,) + ind(x,) > (43/32) n as e, + e2 + e3 2 
e > 8. Hence Za (2 + f/32) n by Lemma 8.3 unless d4 = 4 and e,; = 1. In this 
case, however, e4 < (e + 1)/2 and hence e, + . . . + e4 > 2e if and only if e is 
evenande,= ... = e4 = e/2. Now Corollary 3.23 implies that f(xq) = 0 and 
so I> (2 + l/16) n by Lemma 8.3. 
If e, = 2, we see that ind(x,) + ind(x,) + ind(x,) > (41/32) n as 
e, + e, + e3 > e by Proposition 3.11. Furthermore e2 > 2 and e4 > 7. Hence 
I> (2 + l/32) n unless d4 E { 3,4 1 by Lemma 8.3. However, if d4 = 4, then 
e, + ... + e4 < 2e which implies that no such group exists by Proposi- 
tion 3.11. If d4 = 3, then ind(x,) 2 (85/128) n. Hence Za (2 + l/128) n unless 
e, < 4. If e2 = 3, then e = 10, e3 = 5, and e4 = 10 by Proposition 3.11. Hence 
f(xi) = 0 orf(x2) = 0 by Corollary 3.23. Hence I> (2 + l/128) n by inspec- 
tion. If e, = 4, then e = 10 or 12 by proposition 3.11. If e = 12, then 
f(x,) = 0 or f(xJ = 0 by Corollary 3.23. Hence I> (2 + l/64) n. If e = 10, 
then e3 = 5 or f(x,)=O or f(x2) =0 by Corollary 3.23 which implies 
Za (2 + l/128) n. 
If e, = 1, then by Proposition 3.11 it follows that e4 2 e - 12 8. In par- 
ticular d4 # (4,8}. Furthermore d4 # 3 as x4=, ind(x,) < 2n - 2 in that case. 
Now Corollary 3.23 implies that if e is odd, then e4 = e and f(xi) = 0 for 
some i= 1,2, 3. Hence I> (2 + l/64) n by inspection. If e is even, then 
ind(x,) + ind(x,) + ind(x,) > (39/32) n by Lemma 8.3. Thus I> (2 + l/32) n 
unless d4=6. If now e4=e- 1, then e,=e, =e/2 and f(xi)=O 
Corollary 3.23. In this case I> (2 + l/16) n by Lemma 8.3. If e4 = e, then 
ind(x,) 2 (51/64) n by inspection and therefore I> (2 + l/32) n. 1 
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As we could already see in previous sections the arguments get more 
tedious as the number of branch points decreases. For that reason the case 
of three branch points is split up into separate lemmas. 
LEMMA 8.6. Ifr=3, 3<d,,<d,<d,, ande>8, then Ia(2+1/512)n. 
Proof: It is easy to see that Za (2 + l/16) n by Lemma 8.3 unless d, < 4. 
First assume d, = 4. 
Case 1. d,, d,$ (4, 6). 
In this case Z>(2+1/16)n unless e,=2,f(x,)>O, and ez,e,<4. By 
Proposition 3.11 such a group cannot exist. 
Case 2. d2 = 6 and d3 = 5 or d3 > 6. 
If e,; > 1 or e, > 2, then by Proposition 3.11 Za (2 + l/32) n. If e, < 2, 
then e, + e3 2 2e - 2 > 16. This implies ind(x,) > (23/32) n and ind(x,) 2 
(13/16) n. Hence Za (2 + l/32) n. 
Case 3. (d,, dJ) = (6,6). 
If e2, e3 2 5, then Za (2 + l/32) n unless e, = 2 andf(x,) > 0. In this case 
xf is a transvection and so G acts absolutely irreducibly. Hence no 
eigenspace of h, or h, can be more than 2-dimensional. As e> 8 this 
implies that (,12 + A + 1)2 divides the minimal polynomial of h2 and h,. 
Furthermore e,, e3 2 7 and hence I> (2 + l/32) n. 
If e2 < 4 or e3 < 4, then e < 12 by Lemma 3.4 and by inspection of the 
remaining cases we see that I> (2 + l/32) n. 
Case 4. d,=4 and d3# (4,6}. 
If e+ e,;> 1, then Za (2 + 1/16)n as e, +e, +e, 22e. If eX;= 1 and 
e,;<2, then el+ez<e+l. Hence e,>e-128. Thus Z>(2+1/32) n 
by Lemma 8.3. If e,;> 2, then I> (2 + l/32) n as e, 2 4 or e3 2 9 by 
Proposition 3.11. , 
Case 5. (d,, d3) = (4,6). 
If e,; + e,; 2 4, then e, + e, + e3 > 2e forces Za (2 + l/64) n by 
Lemma 8.3. So we may assume without loss of generality that e,; = 1 and 
e,; = 2. This implies that e, + e2 <e+ 1. Hence e3 > e- 1 and by 
Corollary 3.23 e3 = e iff(xi) > 0 for i = 1,2,3. An inspection of the various 
remaining cases shows that Za (2 + l/64) n. 
Case 6. (d,, d3) = (4,4). 
As ei < 3e/4 and e, + e2 + e3 2 2e > 16 it follows that ei 2 6. Furthermore 
we may assume e,;, e,; > 2. Hence I> (2 + l/64) n. 
Now assume d,=3. If d,,d,#{3,4,6}, then Z>(2+1/16)n by 
Lemma 8.3 unless e, = 2 and d2, d,E {5,7,8, 12). By Proposition 3.11 this 
forces e2, e3 2 7 which implies Za (2 + l/16) n by inspection. Now assume 
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&E {3,4,6} but d3 4 {3,4,6}. (This includes the case (3, 6, 5) which is 
equivalent to the case (3, 5, 6).) By Lemma 8.3 ind(x,) 2 (3/4) n. Since G 
acts irreducibly and e > 8 it follows that I> (2 + l/32) n in all cases. 
So we are left with the tuples (3,6,6), (3,4,6), (3,4,4), (3, 3,6), and 
(3, 3,4) which we will investigate separately. Note that we do not have to 
consider (3, 3, 3) by Proposition 2.2. 
Case 1. (d,, d,, d3) = (3,6,6). 
By Corollary 3.4 we have that e2, e3 > 3. As ez + e3 > 2e - e, and e > 8 it 
follows that I> (2 + l/64) n by inspection. 
Case 2. (d,, d,, d,) = (3,4,6). 
Again we conclude that e,, e3 > 3 by Corollary 3.4. Also e, > 4 as 
e2 < 3e/4. If e,. > 1, then this implies 12 (2 + l/64) n by Lemma 8.3. If 
e,; = 1, then h: is a transvection and hence H acts absolutely irreducibly. 
Furthermore e, 2 6 and e3 > 5 by Proposition 3.11. Hence I> (2 + l/128) n 
unless e2 ~4 or e3 = 5. In the latter case e < 10 by as e2 < (e + 1)/2. 
Corollary 3.12 shows that such a group does not exist. If e, = 4, then no 
eigenspace can be more than 4-dimensional. In particular e, < 8 and e < 12. 
However, Corollary 3.12 implies that such a group does not exist. 
Case 3. (d,, d,, d,)= (3,4,4). 
As e,, e3 < 3e/4 and e > 8 Proposition 3.11 implies that e, 2 6 and 
e2, e3 2 3. Furthermore f(xa) = 0 or f(xs) = 0 by Corollary 3.23 if e, = 6, 
e, = 3, or e3 = 3. If e,;, e.K; > 1, then I> (2 + l/128) n by Lemma 8.3 unless 
e,; = e,; = 2 and e, = 4 (or e3 = 4). In this case, however, e = e, = 10 and 
e3 = 6 by Proposition 3.11. Hence f(+) = 0 or f(xj) = 0 by Corollary 3.23 
which implies Ia (2 + l/32) n. 
Now assume e,; = 1. As h: is a transvection H acts absolutely irreducibly 
on N. Furthermore e, > 8 and e3 > 4 by Proposition 3.11. If f(xi) = 0 or 
J-(x:) = 0, then 12 (2 + l/128) n by Lemma 8.3. So assume f(x:)> 0 and 
f(xi)>O. We note that in this case ind(x,) +ind(x,)+ind(x,) <2n-2 
unless e,; > 2. If e,; = 3, then e3 < (e + 3)/2. Hence e2 + e3 < e + 1 if e is even 
and e, + e2 < e + 2 if e is odd. As e, is always even we conclude by Proposi- 
tion3.11 that e,=e if e is even and e,=e-1 if e is odd. Since e>8 an 
inspection shows that I> (2 + l/138) n if f(+) =f(x,) = 0. Iff(x,) = 0 but 
f(x?) > 0, then I>, (2 + l/512) n unless e2 = 5 and e, = 8. This yields e = 9. 
Since H acts absolutely irreducibly we compute the indices of hi, h,, 
and h3 on N@ N and apply Proposition 3.16 to conclude that no such 
group exists. If f(xz) = 0 but f(xJ) > 0, then I> (2 + l/256) n unless 
e3 = 6 and e = 9. Again computing the indices on N@ N and applying 
Proposition 3.16 yields that such a group does not exist. Now assume 
f(xz) > 0 and f(xJ) > 0. First consider the case e even. It follows from 
Corollary 3.23 that e2 = e/2 and e3 = e/2 + 1. An inspection shows that 
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ind(x,) + ind(xz) + ind(x,) < 2n - 2 if e d 12 and I> (2 + l/256) n if e > 12. 
Now consider the case e odd. Again Corollary 3.23 implies that 
e, = (e+ 1)/2 and e3 = (e + 3)/2. An inspection shows that ind(x,) + 
ind(x,)+ind(x,)<2n-2 if ed 11 and Za(2+ 1/256)n if e> 11. 
If e,;>3, then I> (2+ 1/128)n by Lemma 8.3 unless e,<5 and 
f(x2)>0. If ez=5, then Z>(2+1/512)n unless e,=8, e,=6, and 
f(x3) >O. Hence e = 9 by Corollary 3.23. Computing the indices of h,, h,, 
and h, on NON and invoking Proposition 3.16 shows that such a group 
does not exist. If e, = 4, then e, = 8 as H acts absolutely irreducibly. Hence 
e = 9 and ind(x,) < (47/64) n which implies ind(x,) + ind(x,) + ind(x,) < 
2n - 2. If ez = 3, then H does not act absolutely irreducibly as e, > 6. 
Case 4. (d,, d,, d,) = (3, 3, 6). 
By Lemma 3.4 we know that e,, e, > 4. Furthermore since e, + e, 2 9 we 
may assume that e,a 6. In particular ind(x,)+ ind(x,)> (41/32) n by 
Lemma 8.3. Hence ZB (2 + l/32) n unless e3 = 3 andf(x,) > 0. In this case 
h: is a transvection and H acts absolutely irreducibly. However, as 
e, + e2 + e3 > 2e 2 18 it follows that e, 2 8 or e2 > 8 and so h, or h2 has a 
3-dimensional eigenspace. This contradicts the fact that H acts absolutely 
irreducibly. 
Case 5. (d,, d,, d3)=(3, 3,4). 
Note that ind(x,)+ind(x,) +ind(x,)<2n-2 if e,; < 1. So we may 
assume e,; > 1. As above we conclude that e,, e, > 4. Furthermore 
e, + e, > 2e - e3 > Se/4 > 10. Hence ind(x,) + ind(x,) 2 (165/128) n by 
Lemma 8.3. This implies I> (2 + l/64) n unless e,; < 3. If e,; = 3, then 
I> (2 + l/64) n by Lemma 8.3 unless e, =4 (or e, =4), e3 < 6, and 
f(xj) >O. In this case, however, e, + e, + e3 < 2e which contradicts 
Corollary 3.23. Now assume e,; = 2. In this case e3 < (e+ 2)/2. Hence 
e,, e, 2 6 and e, + e2 > (3e - 2)/2 > 12 which implies ind(x,) + ind(x,) > 
(169/128) n. Thus I> (2 + l/128) n by inspection unless f(x,) > 0 and 
e3 < 6. If e3 < 4, then ind(x,) + ind(x,) + ind(x,) < 2n - 2. If e3 = 5, then H 
acts absolutely irreducibly. Hence no eigenspace of h, or hz is more than 
5-dimensional. In particular e, , e2 < 10 which implies e < 12. If e, = 6 or 
e2 = 6, then ind(x,) + ind(x,) + ind(x,) < 2n - 2. So assume e,, e2 2 8. If 
e, = e2 = 8, then e < 10. If we apply Corollary 3.12 we see that such a group 
does not exist. If e, > 8 or e2 > 8, then Ia (2 + l/128) n by inspection. If 
e3 = 6, then Ia (2 + l/128) n unless e, = 6 and e, = 8. However, e > 10 and 
hence by Corollary 3.23 we conclude that such a group does not exist. 1 
Finally we deal with the case d, = 2. 
LEMMA 8.7. Zf r = 3, e > 8, d, = 2, and e, = 1, then Ia (2 + l/32) n. 
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Proof Since h, is a transvection H acts absolutely irreducibly on N. 
Hence no eigenspace of h, or h3 (over the algebraic closure) can be more 
than l-dimensional. Furthermore if w is an eigenvalue of h,, then by 
Corollary 3.12 o - ’ is not an eigenvalue of h3. In particular d,, d, $ 
{3,4, $6, 7, 8,9, 12}. In the other cases Za (2 + l/32) n by inspection. 1 
LEMMA 8.8. Ifr=3, e>8, d,=2, ande,=2, then Za(2+1/128)n. 
Proof. Since e, = 2 and e > 8 Corollary 3.4 implies that d,, d3 2 5. 
Furthermore e,, e3 2 7 and e, + e3 > 2e - 2 > 16 by Proposition 3.11. First 
assume d2 # 6 # d3. Then Za (2 + l/32) n by Lemma 8.3 unless d2 = d3 = 5. 
In this case e < 10 by Corollary 3.4. Hence e = 9, e, = e3 = 8, and f(x,) = 0 
by Proposition 3.11 and Corollary 3.23. Thus Za (2 + l/32) n. 
Now assume dz = 6. Note that e < 12 by Corollary 3.4. If p(A) = 
(A* + I + 1)’ does not divide the minimal polynomial of h,, then 
dim[hz,N]<2 as e,>e-2. If dim[h:,N]=O, then f(x2)=0 and 
ind(x,) > (213/256) n by inspection. Hence I> (2 + l/512) n unless 
d3 = 6, f(x3) > 0, and p(A) does not divide the minimal polynomial of h3. 
In this case e, + e, + e3 < 2e which contradicts Proposition 3.11. If 
dim[hi, N] = 1, then H acts absolutely irreducibly on N. However, as e > 8 
and e,> e - 2 it follows that h, has a 3-dimensional eigenspace (over 
the algebraic closure). Hence such a group does not act irreducibly. If 
dim[h:,N]=2, then e2=e-2,f(x,)=O, and e3=e by Proposition3.11 
and Corollary 3.23. Hence Za (2 + l/16) n by inspection. 
If p(A) divides the minimal polynomial of h,, then ind(x,) + ind(x,) > 
(149/128) n by Lemma 8.3. This implies I> (2 + l/128) n unless d, = 5 or 
d, = 6. If d, = 6, then we may assume by the above that p(A) also divides 
the minimal polynomial of h,. If e=9 or e= 11, then e,=e, =e- 1 by 
Proposition 3.11 as e is odd and hence e2, e3 < e. Now by Corollary 3.23 we 
must have that f(xi) = 0 for some i { 1,2,3}. In this case H acts absolutely 
irreducibly. In particular no eigenspace of h, or h, can be more than 
2-dimensional. Thus dim [hi, N] = dim[h:, N] = 4 which implies 
Za (2 + l/32) n. Now assume e= 10 or e= 12. If e,+e,=2e-2, then 
f(xi) = 0 for some in { 1, 2, 3} by Corollary 3.23. This implies 
Za (2 + l/32) n by inspection. If e, + e3 = 2e - 1, then H acts absolutely 
irreducibly. Hence dim[h:, N] = 5 and dim[h:, N] = 4 which implies 
Za (2+ l/64) n by inspection. If e, +e, =2e, then either ind(x,) + 
ind(x,) + ind(x,) < 2n - 2 or I> (2 + l/64) n by inspection. 
If d, = 5, then in particular e < 10 by Corollary 3.4. If e = 10, then 
e, = 10, e3 = 8, and f(xl) = 0 by Corollary 3.23. Hence Za (2 + l/16) n. 
If e= 9, then e,=e, = 8 which implies f(x,)=O or j-(x2)=0 by 
Corollary 3.23. In either case Za (2 + l/16) n. . m 
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LEMMA 8.9. If r = 3, e > 8, d, = 2, d, >4, and e, > 2, then 
Ia (2 + l/1024) n. 
Proof Note that ind(x,) 2 (7/16) n and e, <e/2. Hence e, + e3 2 14 and 
e2, e3 > 5 by Proposition 3.11. 
If d,#6#d,, then I> (2+ 1/64)n by Lemma 8.3 as e,, e,>5 and 
e, + e3 > 14. 
So we assume for the remainder of the proof that d, = 6. First assume 
p(1) divides the minimal polynomial of h,. Since e, > 5, ind(x,) 2 (25/32) n. 
Since e, > 3, Za (2 + l/128) n by Lemma 8.3 unless d, = 6, f(xj) > 0, and 
p(l) does not divide the minimal polynomial of h,. First consider e, > 3. 
If e,;>2 and dim[h:,N]>l, then Za(2+1/64)n. If e,;=2, then 
e3 < (e + 2)/2. Hence e, 2 e - 1 by Proposition 3.11. This implies 
I> (2 + l/128) n unless e3 = 5. In this case e = 10, e2 = 10, andf(x,) = 0 or 
f(xz) = 0 by Corollary 3.23. Hence I> (2 + l/128) n. If dim[h:, N] = 1, 
then h: is a transvection which implies that H acts absolutely irreducibly 
on N. If e, >5 and e,>9, then Z>(2+ 1/128)n by inspection. If e,>7, 
then in particular e, + e2 > 11 by Proposition 3.11. Thus Ia (2 + l/128) n 
by inspection unless e, = 4 and e3 = 7. In this case e < 10 and e, > 7. Since 
H acts absolutely irreducibly we can apply Corollary 3.12 and conclude 
that such a tuple does not exist. Now consider e, = 3. By Proposition 3.11 
e3 >e - 3 which implies e,; > 2. If h: is a transvection, then H acts 
absolutely irreducibly and so in particular no eigenspace of h, can be more 
than 3-dimensional. Hence e3 = 7 which implies e Q 10 by Proposition 3.11. 
Furthermore if e= 10, then e, = 10 and f(x,) =O. In this case I> 
(2 + l/32) n. If e = 9, then e2 = 8 and f(x,) = 0 or f(xz) = 0 by 
Corollary 3.23 which implies I> (2 + l/128) n by inspection. If hi is not a 
transvection, then e3 <e- 2 and ind(x,) > (201/256) n. Hence e, 2 8 by 
Proposition 3.11 which implies Ia (2 + l/128) n. 1 
LEMMA 8.10. rf r = 3, e > 8, d, = 2,# d, = 4, and e, > 2, then 
I2 (2 + l/512) n. 
Proof: By Proposition 2.2 we may assume d, > 4. Furthermore e3 2 7 
by Proposition 3.11 as e, + e, < 5e/4. 
First we consider the case d, = 6. First assume that p(l) does not divide 
the minimal polynomial of h,. If hi is a transvection, then I< 2n - 2 unless 
f(xi) =f(x:) =0 and e3 = e- 1. The argument in [9] shows that such a 
group does not exist. If h: is not a transvection, then ind(x,) > (201/256) n
by inspection and e3 < e - 2. Hence ex; > 3 and e3 2 5 by Proposition 3.11. 
So ind(x,) > (93/128) n which implies by Lemma 8.3 that Ia (2 + l/256) n 
unless e, = 5. In this case, however, f(xi) =0 or f(xz) = 0 by 
Corollary 3.23. Thus Ia (2 + l/128) n by Lemma 8.3. 
Now assume ~(1) divides the minimal polynomial of h,. As e3 2 7 
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ind(x,) > (101/128) n by inspection. If f(xz) = 0, then I> (2 + l/128) n 
unless e, = 3. In this case e = 10 or e = 12 and e2 + 3 = e = e3 by Proposi- 
tion 3.11. Since gcd(e, , e2, eX) = 1, h acts absolutely irreducibly on N. This 
implies no eigenspacc of h, over the algebraic closure can be more than 
3-dimensional which implies dim[h:, N] > 2. Hence I> (2 + l/32) n. So 
assume now f(x:) > 0. If e,; > 3, then I> (2 + l/128) n unless e, < 5 and 
f(x,) > 0. If e = 5, then Ia (2 + l/256) n unless e2 = 6, f(x2) > 0, e3 = 8, and 
f(xj) > 0. In this case e = 9 by Proposition 3.11 which clearly cannot 
happen as e, = 5. If e, = 4, then e3 2 e - 1 by Proposition 3.11 and if 
e, = e- 1, then f(xi) = 0 for some itz { 1, 2, 3) by Corollary 3.23. In the 
latter case I> (2 + l/128) n by inspection. If e3 = e, then Za (2 + l/128) n 
unless dim[h:, N] = 2. Note that e is even in this case. Since e, = 4 it 
follows that f(xl) = 0 or f(x2) = 0 if e > 12. Hence I> (2 + l/256) n in this 
case. If e = 12, then also Za (2 + l/128) n by inspection. If e= 10, then 
ind(x,) + ind(x,) + ind(x,) < 2n - 2 or Za (2 + l/512) n depending on 
whether f(xi) = 0 for some i E { 1,2,3} or not. 
If e,;=3, then e,+e,<e+l. Hence e,>e-1. If e,=e-1, then 
f(xi)=O for some iE {1,2, 3) by Corollary3.23. Iff(x,)=O, then e,<e/2 
which contradicts Proposition 3.11. Iff(x,) = 0, then e is even and e, = e/2 
by Proposition 3.11. Hence e is even. Since e3 = e - 1 we have that 
dim[h:, N] > 2. Hence Za (2 + l/128) n. If j-(x3) = 0, then ind(x,) > 
(213/256) n by inspection. Hence Ia (2+ l/128) n. If e3=e, then in 
particular e is even. If f(xl) = 0, then I> (2 + l/512) n by inspection. 
If f(x2)=0, then Za (2+ l/512) n unless e, < 5. In this case 
ind(x,) + ind(x,) + ind(x,) < 2n - 2 if dim[h:, N] = 2 and Za (2 + l/128) n 
if dim[h:, N] > 2. Now assume f(xi) > 0 and f(x2) > 0. By Corollary 3.23 
e,=e/2=e,-1. If dim[h:, N]>2, then Z>(2+1/128)n as e,>3. Now 
assume dim[h:, N] = 2. If e < 12, then ind(x,) + ind(x,) + ind(x,) < 2n - 2 
and if e > 12, then I> (2 + l/256) n by inspection. 
Now assume e,;=2. If e is odd, then e, +e,<e. However, e3=e odd 
cannot occur. Hence such a triple does not exist. If e is even, then e, + e, < 
e+l. Hence e,ae-1 by Proposition3.11. If e,=e-1, then e,=e/2= 
e2 - 1 by Proposition 3.11. Furthermore f(xi) = 0 or f(x2) = 0. The first 
possibility cannot occur and if f(x2) = 0, then also f(xi) = 0, a case we 
already disposed off: Now assume e3 = e. In particular e is even. An inspec- 
tion shows that ind(x,) + ind(x,) + ind(x,) c 2n - 2 unless dim[h:, N] > 2. 
So assume dim[h:, N] > 2. This implies ind(x,) > (421/512) n. Iff(x,) = 0, 
then Za (2 + l/512) n. If f(x2) =0, then Za (2 + l/512) n unless e, = 5. 
This implies e = 10 and I< 2n - 2. So assume f(x,) > 0 and f(x2) > 0. 
In this case e, =e/2 = e,- 1 by Corollary 3.23. If dim[h:, N] >4, then 
ind(x,) > ( 1701/212) n by inspection. Hence I> (2 + l/256) n. So assume 
now dim[hz, N] = 4. If e < 12, then ind(x,) + ind(x,) + ind(x,) < 2n - 2 
and if e > 12, then Ia (2 + l/256) n. 
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If e,; = 1, then ind(x,) + ind(x,) + ind(x,) < 2n - 2 as f(xz) > 0 which 
implies ind(x,) < (5/8)n. 
Now consider d3 # 6. 
Case 1. e,Y; > 3. 
In this case ind(x,)a (93/128)n. If e, 25, then Ia (2+ l/128) n by 
Lemma 8.3 unless d, E (8, 12). In those cases, however, the condition 
e1 + e, + e3 > 2e also forces I> (2 + l/128) n. If e = 4, then I> (2 + l/128) n 
unless d, E { 5, 8, 12). If d, = 8, then e, + e2 + e3 < 2e contradicting Proposi- 
tion3.11. If d,=12, then Z>(2+1/64)n as e,>e-1. If d3=5, then 
I> (2 + l/128) n unless e3 = 8. In this e = 9 and ez = 6 by Proposition 3.11. 
Hence f(xr) =0 or j-(x2)=0 by Corollary 3.23 which yields Ia 
(2 + l/128) n. If e, = 3, then e, = e - 3 6 9 and e3 = e. Hence f(xi) = 0 or 
f(xq) = 0 by Corollary 3.23. By Lemma 8.3 I> (2 + l/128) n unless d, = 5 
and f(xi) > 0 in which case ind(x,) + ind(x,) + ind(x,) < 2n - 2. 
Case 2. e,; = 3. 
In this case ind(x,) 2 (45/64) n and e, < (e+ 3)/2. So in particular 
e, + e2 <e + 1. Hence e3 > e - 1 by Proposition 3.11. If f(x:) = 0, then 
Ia (2 + l/64) n by Lemma 8.3. So assume f(x:)>O. This implies 
ind(x,) + ind(x,) + ind(x,) < 2n - 2 if d, = 5 and Ia (2 + l/256) n by 
inspection if d, > 6 as e3 > e - 1 B 8. 
Case 3. e,; = 2. 
In this case e2< (e+ 2)/2. First we note that if d, = 5, then 
ind(x,) + ind(x,) + ind(x,) < 2n - 2 or Ia (2 + l/64) n depending on 
whether f(xz) > 0 or f(x:) = 0. So assume d, > 6. 
If e is odd the above implies e, = (e- I)/2 = e, - 1 and e3 = e by 
Proposition 3.11 and furthermore f(x,) = 0 or f(xZ) = 0 by Corollary 3.23. 
This implies ind(x,) > (7/8) n and so Ia (2 + l/32) n. If e is even the above 
implies e3 2 e - 1. In particular d, # 8. An inspection of the remaining cases 
shows that Ia (2 + l/128) n. 
Case 4. e,; = 1. 
In this case e, d (e + 1)/2. Hence e, + e2 < e. This implies e, = e, = e/2, 
ande,=eifeisevenande,=(e-1)/2=e,-1 ande,=eifeisodd.In 
the first case we have f(xz) = 0 and in the second case we have f(x,) = 0 
orf(xz) = 0 by Corollary 3.23. If d3 < 7, then as above ind(x,) + ind(x,) + 
ind(x,) < 2n - 2 or Ia (2 + l/128) n. So assume dA > 7. Since e3 = e 2 9 an 
inspection shows that ind(x,) 2 (453/512) n. If f(x,) =f(x,) = 0 or 
f(x:) = 0, then this implies Ia (2 + l/128) n. So now assume f(x,) = 0 but 
f(x2)>0. In this case Ia (2+ l/512) n unless ez = 5. In this case e=9. 
In particular d, # 12. Hence Ia (2 + l/256) n by inspection. If f(xz) = 0 
but f(xz) > 0 and f(x,) > 0, then Ia (2 + l/256) n unless e, = 5. In this 
case e= 10 and ind(x,) + ind(x,) = 568. An inspection shows that 
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I> (2+ l/512) n unless d,= 12 and dim[x:, N] =2 in which case 
ind(x,) + ind(x,) + ind(x,) < 2n - 2. 
Case 5. e,;=O. 
In this case xi E N which implies f(x2) =f(xi) = 0 and e2 <e/2. Hence 
e, = ez = e/2 and e3 = e by Proposition 3.11. This implies I> (2 + l/64) n by 
Lemma 8.3. 1 
LEMMA 8.11. Zf r=3, e>8, dl=2, dz=3, and e,>2, then 
I2 (2 + l/1024) n. 
Proof. By Proposition 2.2 we may assume d, > 7. If e, = 3, then e = 9 
by Lemma 3.4. If e, = 8 in this case then H does not act irreducibly. So 
e2 = 6 which implies that e3 = e = 9 and f (x,) = 0 by Corollary 3.23. Hence 
Za (2 + l/32) n by inspection. 
Now assume e, 2 4. Note that Proposition 3.11 implies e2 2 6. If d3 # 
(7, 8, 10, 12, 14}, then I> (2 + l/128) n by Lemma 8.3 unless e, = 4, 
f(x,) >O, and ez = 6. In this case e = 9 and e3 B 8 by Corollary 3.23. An 
inspection shows that Za (2 + l/128) n. 
So we are left with the situation d, E (7, 8, 10, 12, 14). We will 
investigate those cases separately. 
Case 1. d, = 14. 
If f (x3) = 0, then > (2 + l/128) n by Lemma 8.3 unless e, = 4 and e2 = 6. 
In this case e < 10 and e3 > 8 by Proposition 3.11. Hence Za (2 + l/64) n by 
inspection. 
So assume now f (x3) > 0. If e+ = 3, then in particular e3 < (e + 3)/2. So 
e, + e3 < e + 1. Since e2 is even this implies by Corollary 3.23 that ez = e - 1 
andf(x,)=Oifeisodd.HenceZ~(2+1/128)n.Ifeisoddandf(x,)=O, 
then also Zb (2 + l/128) n. So assume f(x,)>O. By Corollary 3.23 
e, = e/2 = e3 - 1 and e, = e. Hence Za (2 + l/128) n as e 2 10. 
If e,;> 3, then ind(x,)> (226/256) n by inspection. Hence Za 
(2 + l/128) n by Lemma 8.3. 
Case 2. d, = 12. 
First assume that p(A) divides the minimal polynomial of h,. In this case 
ind(x,) 2 (7/8) n by Lemma 8.3. If also e, > 4 or f (xl) = 0 or e, > 6, then 
I> (2 + l/64) n by Lemma 8.3. If e, = 4, f (x1) = 0, and e, = 6, then e = 9 by 
Corollary 3.23. Since e3 = 9 is impossible it follows that e3 = 8 and 
f (x3) = 0. Hence ZB (2 + l/64) n by inspection. 
Now assume p(A) does not divide the minimal polynomial of h,. 
Case 2.1. If dim[h:, N] > 2, then an inspection shows ind(x,)a 
(109/128) n. Hence Za (2+ l/256) n by Lemma 8.3 unless e, 66 and 
f(x,)>O. If e,=6, then Za(2+1/128)n as e,>6 or e,>7 by 
258 MICHAEL G. NEUBAUER 
Proposition 3.11. If e, = 5, then I>, (2 + l/512) n unless e, < 8. In this case 
e < 11 by Proposition 3.11. If e = 11, then f(x3) = 0 by Corollary 3.23. 
Hence Ia (2+ 1/128)n. If e= 10, then e2=8 and e,B7. If e,=7, then 
f(x3) = 0 by Corollary 3.23 which implies I> (2 + l/128) n. If e3 = 8, then 
by inspection I> (2 + l/256) n. If e, = 4, then e < 12 by Lemma 3.4. If in 
addition also dim[h:, N] > 3, then Ia (2 + l/512) n unless e2 < 8. In this 
case e = 10 andf(x,) = 0 by Corollary 3.23 which implies Ia (2 + l/128) n. 
If dim[hz, N] = 3 and dim[hi, N] > 2, then I> (2 + l/64) n. So assume 
now dim[xz, N] = 3 and dim[hf:, N] = 2. In this case e, < (e + 5)/2. This 
implies e < 12. An inspection shows that ind(x,) + ind(x,) + ind(x,) < 
2n - 2 or I> (2 + l/128) n depending on whether f(x:) > 0 or f(x:) = 0. 
Case 2.2. Now assume dim[h:, N] = 2. If dim[h:, N] > 2, an inspec- 
tion shows that ind(x,) 2 (55/64) n. Thus Ia (2 + l/256) n by Lemma 8.3 
unless e, = 4 and f(x, ) > 0. In this case e < 11 by Proposition 3.11 and 
Lemma 3.4. If e = 11, then e2 = 10 by Proposition 3.11 as e3 < 9. In this 
case, however, H does not act irreducibly. If e = 10, then e, = 8 or e, = 10 
by Proposition 3.11. In both cases H does not act absolutely irreducible by 
Corollary 3.12. Hence e, = 8. If also e, = 8, this implies f(x3) =0 by 
Corollary 3.23. Hence I> (2 + l/128) n by inspection. If e, = 10, then also 
I> (2 + l/128) n. If e = 9, then e, = 8 and e3 = 7 by Proposition 3.11. As H 
acts absolutely irreducibly in this case we can apply Corollary 3.12 to 
conclude that such a triple does not exist. 
If dim[hf:, N] = 2, then e3 Q (e + 4)/2. Hence e, = e - 1 if e is odd. In 
particuar H acts absolutely irreducibly in this case. Hence we can apply 
Corollary 3.12 to conclude that such a tuple does not exist. If e is even, 
then e, = e - 2 or e3 = e by Proposition 3.11. In the first case e, = e/2 = 
e3 - 2 and f(x3) = 0 by Corollary 3.23. Hence I> (2 + l/256) n if e > 10 by 
inspection. If e = 10, then H acts absolutely irreducibly as e3 = 7 and we 
can apply Corollary 3.12 to see that such a tuple does not exist. In the lat- 
ter case if H exists, it does not act absolutely irreducibly by Corollary 3.12. 
Case 2.3. If dim[h:, N] = 1, then h: is a transvection and so H acts 
absolutely irreducibly on N. If dim[h:, N] = 2, then e3 < (e + 3)/2. Hence 
e, + e3 <e- + 1 which implies that e, > e - 1 by Proposition 3.11. In this 
case we apply Corollary 3.12 to see that such a tuple does not exist. Now 
assume dim[h:, N] > 2. If dim[h:] > 3, then ind(x,) 2 (217/256) n by 
inspection. Hence I> (2 + l/256) n by .Lemma 8.3 unless e, < 5. In this case 
an application of Corollary 3.12 shows that such a tuple does not exist. If 
dim[h:, N] < 3, then e, + dim[hz, N] > 3e/2 - 3. Again Corollary 3.12 
shows that such a tuple does not exist. 
Case 3. d3 = 10. 
If f(xs)=O, then Ia (2 + 1/128)n by Lemma 8.3 unless e, =4, ez = 6, 
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and e,: = 4. In this case e, + e2 + e3 < 2e which contradicts Proposi- 
tion 3.11. So assume now f(xJ)>O. If f(xl)=O, then Za (2+ l/128) n 
unless e, = 6 and e3 < 6. In this case e, + e2 + e, < 2e which contradicts 
Proposition 3.11. So assume also f(x, ) > 0. If e,; = 4, then in particular 
e3 G (e + 4)/2. By Corollary 3.23 e is even and e2 =e. Hence 
I> (2+ 1/128)n. Now assume e,:>4. If also dim[hz, N] > 1, then 
ind(x,) 2 (447/512) n by inspection. Hence Za (2 + l/256) n by Lemma 8.3 
unless e, = 4, f(x i ) > 0, and e, = 6. In this case e = 9 which implies 
dim[h:, N] = 4. Hence I> (2 + l/64) n. Now assume dim[h:, N] = 1, i.e., 
h: is a transvection and so H acts absolutely irreducibly on N. Note also 
that e > 10 which implies e2 > 8 or f(xi) =0 by Proposition 3.11 and 
Corollary 3.23. Hence I> (2 + l/128) n unless e, < 5 and f(xi) >O. If 
e, = 4, then e2 < 8 as H acts absolutely irreducibly on N. This implies e3 = 9 
by Corollary 3.23. Hence ind(x,) + ind(x,) + ind(x,) < 2n - 2. If e, = 5, 
then e, < 10 as H acts absolutely irreducibly on N. This implies e3 = 9 
by Corollary 3.23. If e, = 8, then ind(x,) + ind(x,) + ind(x,) < 2n - 2 and 
if e, = 10, then e < 11 by Proposition 3.11. In this case we can apply 
Proposition 3.16 and conclude that such a tuple does not exist. 
Case 4. d3= 8. 
Note that if f(x:) = 0, then I> (2 + l/128) n by Lemma 8.3. So assume 
from now on that f(x:) > 0. 
Case 4.1. dim[h:, N] 2 3. 
In this case ind(x,) > (27/32) n by Lemma 8.3. Hence Za (2 + l/512) n by 
Lemma 8.3 unless e, d 5 and f(x,) = 0 or e3 = 8. 
If e2 = 8, then e < 12 by Proposition 3.11. If e = 10 or e = 11, then 
e3 = e - 2 and so j-(x3) = 0 by Corollary 3.23. Hence I> (2 + l/128) n. If 
e = 10 and e, = 5, then in particular H acts absolutely irreducibly. If e3 = 8 
or dim[h:, N] =4, then I> (2 + l/512) n. If e3 = 7 and dim[hj, N] = 3, 
then we consider the action of H on A’ N and apply Proposition 3.16 to 
conclude that such a triple does not exist. If e = 10 and ei = 4, then e3 = 8 
and f(x,) = 0 by Corollary 3.23. Now I< 2n - 2 unless dim[hf:, N] = 4. 
Note that in this case H acts absolutely irreducibly and so we consider the 
action of H on A2 N. As m, + m2 + m3 < 86 < 2 -45 - 2 we conclude that H 
is contained in Q,,(2). So H acts trivially on a two dimensional subspace 
of A* N c N @ N. This contradicts the absolute irreducibility of H on N. 
If e, = 5, then we may assume e2 > 8 by the above. Note that as e2 is 
even, H acts absolutely irreducibly. If furthermore dim[h:, N] > 6, then 
Za (2 + l/512) n by inspection. If dim[h:, N] = 5, then e3 < (e +‘5)/2. This 
implies e, = 8 or e2 = 10. In the first case e= 10 and f(x3) =0 by 
Corollary 3.23 which implies Za (2 + l/128) n. If e2 = 10, then e< 11 by 
Proposition 3.11. In those cases Proposition 3.16 applied to the action of H 
on N@ N shows that such a triple does not exist. If e, = 4, then H does not 
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act absolutely irreducibly by Corollary 3.12 as e, > 8. Furthermore e d 12 
by Proposition 3.4. However, in none of those cases does H act absolutely 
irreducibly. 
Case 4.2. dim[h:, N] = 2. 
Note that I< 2n-2 unless dim[h:, N] 2 5. If dim[h:, N] = 5, then 
e3 d (e + 5)/2. So e, + e3 de + 2. This forces e, > e - 2 by Proposition 3.11. 
In particular H acts absolutely irreducibly. Thus we can apply Proposi- 
tion 3.16 to the action of H on N @ N to conclude that such a triple does 
not exist. 
If dim[h:, N] > 5, then ind(x,) 2 (429/512) n by inspection. If in addi- 
tion f(x,) = 0 or e, 2 7, then Ia (2 + l/1024) n. So assume f(x,) > 0 and 
e, < 6. However, if e, < 6, then I< 2n - 2 as ind(x,) < (27/32) n. Hence the 
only case we have to consider here is e, = 6 andS(x,) > 0. Iff(x:) = 0, then 
I> (2+ l/512) n as e2> 8 by Proposition 3.11. So we may assume that 
f(x:)>O. By Corollary 3.4 12<e< 18 which implies that e,>e-2. This 
follows from Proposition 3.11 and the fact that f(x:) > 0. In particular H 
does not act irreducibly if e> 14. If e= 14 and dim[h:, N] > 7, then 
I> (2 + l/1024) n by inspection. If dim[h:, N] = 6, then I< 2n - 2. So we 
are left with the case dim[h:, N] = 7. In this case H acts absolutely 
irreducibly and we can apply Proposition 3.16 to the action of H on N@ N 
to conclude that no such triples exist. If e = 13, then H acts absolutely 
irreducibly and we can apply Proposition 3.16 to the action of H on N@ N 
to conclude that such triples do not exist. If e = 12, then ind(x,) < 
(215/256) n by inspection as f(x:) > 0. This implies I< 2n - 2. 
Case 4.3. If dim[h:, N] = 1, then ind(x,) + ind(x,) + ind(x,) < 2n - 2 
unless f(xi) =O. In this case I> (2 + l/256) n as e, >4 or e, > 6 by 
Proposition 3.11. 
Case 5. d, =7. 
Note that e3 2 6 by Proposition 3.11. First assume e3 = 6. In this case 
e < 10 by Proposition 3.11 and Corollary 3.23. Hence ind(x,) + ind(x,) + 
ind(x,) < 2n - 2 or I> (2 + l/128) n depending on whether j-(x,) > 0 or 
f(x1)=0. 
Now assume e3 > 6. If also f (x1) = 0, then Ia (2 + l/128) n. Now assume 
f (xi) > 0. If e, > 4 and e2 > 6, then I> (2 + l/256) n by Lemma 8.3. If e, < 4 
or e,i6, then e,< 12. Since f(x,)>O this implies ind(x,)+ind(x,)+ 
ind(x,) < 2n - 2 by inspection. 1 
This finishes the proof for p= 2 which also completes the proofs of 
Theorem 1.3 and its consequences. 
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