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Insensitivity of the human sentence-processing system to hierarchical structure Hierarchical phrase structures are considered fundamental to any description of the syntax of human languages, due to their ability to handle non-adjacent, hierarchical dependencies between the words of a sentence (Chomsky, 1957; Hauser, Chomsky, & Fitch, 2002) . Nevertheless, it is still unclear what role these structures play in the cognitive process of sentence comprehension. Although phrase-structure grammars have appeared in explanations of several psycholinguistic findings (e.g., see Levy, 2008) it has also been argued that people's sensitivity to hierarchical structure is limited, as evidenced by, for instance, the ease with which some ungrammatical structures can be processed (Christiansen & MacDonald, 2009 ).
Here, we approach the issue differently: Rather than arguing that a particular (psycho)linguistic phenomenon forms evidence for or against the use of hierarchical structures in sentence processing, we test a range of probabilistic language models, each embedding different psychological mechanisms and representations, and compare how well word-probability estimates by different types of models account for a large set of reading-time measurements over general texts. If hierarchical structures, like the one shown in Fig. 1A , play a role in human sentence processing, then models that adopt them should provide a better fit to the data than models that do not. What we find, however, is that hierarchical-structure models do not generally fit the data better. In fact, reading times can be predicted more accurately by recurrent neural networks that use only sequential structure.
Language models
In Computational Linguistics, a language model is, by definition, a probability model that estimates P(wt|w1…t−1), the probability of the word occurring at sentence position t given the sentence's previous words w1…t−1 (Jurafsky & Martin, 2009) . Here, Insensitivity to hierarchical sentence structure 4 we take such probability estimates to account for word-reading times. These estimates were generated by language models of three different types: probabilistic phrasestructure grammars (PSGs), Markov models, and echo state networks (ESNs). 1 PSGs make use of hierarchical structure whereas Markov models and ESNs estimate probabilities that depend solely on the sentences' sequential structure (as shown in Fig. 1B) .
Model training data
All models were trained on the Wall Street Journal (WSJ) part of the Penn Treebank II (Marcus, Santorini, & Marcinkiewicz, 1993) , comprising 49 208 sentences annotated with syntactic tree structures. 2 Rather than using the corpus's actual words, each word was replaced by its part-of-speech (POS) tag, that is, one of 45 syntactic categories in the treebank (see Fig. 1 for a few examples) . The probability of a syntactic category can be estimated much more accurately than that of a word and has been found to more reliably predict reading times (Demberg & Keller, 2008 ). An additional advantage of using POS tags instead of words is that it does away with (lexical) semantics, thereby ensuring that the results we obtain are indicative of linguistic structure.
Since Markov models and ESNs use only sequential structure, they were trained on the leaves of the WSJ tree structures, that is, they took only the trees' POS tags, ignoring the rest of the annotation.
Phrase-structure grammars
A PSG consists of a set of production rules and associated probabilities, which can be induced from a treebank. In a standard probabilistic context-free grammar (PCFG), the probability of a production is conditional only upon its parent node in the tree, but it is well known that taking the grandparent node into account improves parsing Insensitivity to hierarchical sentence structure 5 accuracy (Johnson, 1998) . Likewise, we can make a rule's probability conditional on information from even higher up in the parse tree.
Using an algorithm that allows conditioning the rule probabilities on any desired set of features from the parse trees (Roark, 2001) we obtained four different PSGs by varying the levels in the tree from which conditioning information is obtained: from only one (i.e., a standard PCFG) to at most four levels up. In addition, we trained four more PSGs in which conditioning information is taken not only from ancestor nodes but also from the ancestors' left siblings, again varying the maximum number of levels up in the tree from one to four. In this manner, we obtain highly structurally sensitive syntactic models. We refer to the two types of grammars as PSG-a (using only ancestor information) and PSG-s (taking also the ancestors' left siblings into account). In addition, probabilities were also conditioned on the current head node, making the grammars sensitive to subject-verb number agreement.
An incremental parser (Roark, 2001 ) was used to obtain the desired probability estimates P(wt|w1…t−1) by each grammar. Fig. 1A shows the most probable parse of the POS tags of one example sentence according to five of our eight PSGs.
Markov models
In an n-th order Markov model, a symbol's probability depends on the context of n previous symbols only, that is, P(wt|w1…t−1) is taken to equal P(wt|wt−n…t−1). We used Markov models of order n = 1, n = 2, and n = 3 in our experiments. The probabilities of sequences wt−n…t−1 and wt−n…t were estimated from their occurrence frequencies in the training data. The raw frequency counts need to be smoothed because many longer sequences are rare or even absent from the data. Since the particular smoothing method will affect model accuracy, we used three different methods: Additive smoothing, Simple Good-Turing smoothing (Gale & Sampson, 1995) , and Witten-Bell smoothing (Witten & Bell, 1991) . For n = 1, only additive smoothing was applied because Insensitivity to hierarchical sentence structure 6 differently smoothed first-order models are nearly identical to one another. For n = 2 and n = 3, all three smoothing methods were used, making a total of seven Markov models.
Echo state networks
ESNs (Jaeger & Haas, 2004) are recurrent neural networks that can be trained more efficiently than the more common simple recurrent network (SRN; Elman, 1991) because the weights of an ESN's input and recurrent connections remain fixed at random values. Consequently, output-weight training reduces to a linear regression of the target outputs on the transient activations of the ESN's recurrent-layer units. Here, we use ESNs rather than SRNs because it has been argued that SRNs can learn the hierarchical structure of language through adjustment of the recurrent connection weights (Elman, 1991) . This is clearly not the case for ESNs, as their recurrent connection weights are never adjusted. Therefore, ESNs can use only the sentences' sequential structure, as do Markov models. In contrast to Markov models, however, there is no upper limit to the length of the available context, making ESNs more plausible as cognitive models of sentence processing.
ESNs have successfully been applied to next-symbol prediction in sentence processing (Tong, Bickett, Christiansen, & Cottrell, 2007; Frank & Čerňanský, 2008) .
Here, we trained six ESNs of varying size on the POS-tag sequences of the WSJ treebank. The networks' output activation vectors were interpreted as probability distributions over possible upcoming POS tags. That is, the activation of the output unit corresponding to the actual next POS tag wt is used as the desired estimate of the probability P(wt|w1…t−1).
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Model evaluation

Evaluation data
The models were tested on the same data set used in several earlier studies (Demberg & Keller, 2008; Frank, 2009; Smith & Levy, 2008) : the Dundee corpus (Kennedy & Pynte, 2005) consisting of 2368 sentences (one of them shown in Fig. 1) from British newspaper editorials. It comprises 51 501 word tokens, which were POStagged 3 in accordance with the Penn Treebank guidelines (Santorini, 1991) . The corpus comes with eye-tracking data from ten participants, from which we extracted three different measures of word-reading time: the first-pass, right-bounded, and go-past durations. Results for first-pass durations are presented below; the other two sets of results can be found in the on-line supplementary materials.
Following Demberg and Keller (2008) , data points (i.e., word/participant pairs) were removed if the word was not fixated, was presented as the first or last on a line, was attached to punctuation, contained more than one capital letter, or contained a nonletter (this included clitics, which Demberg & Keller did not remove). Mainly due to the large number (over 46%) of nonfixations, 62.8% of data points were removed, leaving 191 380 data points (between 16 469 and 21 770 per participant).
Linking hypothesis
Fundamental differences between types of sentence-processing models have often hampered a direct comparison between their abilities to account for empirical findings.
For example, Keller (2003) suggests that sentence acceptability judgments can be predicted by the probability of the sentence's most probable parse, but such a measure is not available for sentence-processing models that do not construct parses, such as Markov models and most connectionist models. Alternatively, the measure for wordprediction error proposed by Christiansen and Chater (1999) to account for processing difficulty can only be computed if the true probabilities P(wt|w1…t−1) are known. This is Insensitivity to hierarchical sentence structure 8 the case in simulations using artificial, pre-defined, miniature languages (as typical for much connectionist research), but when dealing with natural text corpora, as we do here, there is no such thing as the true probability of a word or POS tag.
We solve this problem by using surprisal theory (Hale, 2001; Levy, 2008) to link model outcomes to reading times. Informally, the theory simply states that more cognitive effort is required to process words whose occurrence was less expected. More specifically, if w1…t−1 denotes the t−1 words of a sentence-so-far, the amount of cognitive effort needed to process the next word wt is positively linearly related to -log P(wt|w1…t−1), a value known as the surprisal of wt. Since the probabilities P(wt|w1…t−1) may be estimated by any probabilistic language model, surprisal estimates can be used to compare different types of models.
Surprisal theory can be derived from different assumptions about human sentence processing (Levy, 2008; Smith & Levy, 2008) and indeed the relation between word surprisal (as estimated by different types of models) and processing effort (as reflected in reading times) has been confirmed in several studies (Boston, Hale, Patil, Kliegl, & Vasishth, 2008; Demberg & Keller, 2008; Frank, 2009; Roark, Bachrach, Cardenas, & Pallier, 2009; Smith & Levy, 2008; Wu, Bachrach, Cardenas, & Schuler, 2010) .
Evaluation measures
Each model was evaluated on two measures, which we call linguistic accuracy and psychological accuracy. The first, which indicates how well the model has captured patterns in the language, is defined as the negative of the model's average surprisal estimated over the test corpus. The higher (i.e., less negative) this value, the 'less surprised' the model is by the test corpus, meaning that it forms a more accurate model of the language.
Psychological accuracy indicates how well the model captures patterns in the reading-time data. This was determined by first fitting to the data a mixed-effects Insensitivity to hierarchical sentence structure 9 regression model (Baayen, Davidson, & Bates, 2008) The PSGs were able to reach higher levels of linguistic accuracy than Markov models and ESNs. 6 Moreover, there is a clear relation between the PSGs' linguistic and psychological accuracies: More accurate models of the language also predict the reading times more accurately. The same relation seems to hold, albeit not as strongly, for the sequential-structure models. A comparison between model types, however, shows that, at similar levels of linguistic accuracy, the ESNs have higher psychological accuracy than do the PSGs. The psychological accuracy of Markov models is either above or equal to that of PSGs with similar linguistic accuracy.
The fact that the ESNs form more accurate psychological models than PSGs does not mean that hierarchical structure does not account for any unique variance in reading time. To investigate if hierarchical structure had additional explanatory value, we compared the ESN and PSG that showed highest psychological accuracy (i.e., the 400-unit ESN and level-3 PSG-s) by taking the regression model that includes either the PSG's or the ESN's surprisal estimates and adding those by the other language model. The resulting decreases in deviance revealed that the PSG's estimates do not significantly contribute to those by the ESN (χ 2 = 0.95; p > .3) whereas the ESN-based surprisals do have predictive value over and above the PSG's (χ 2 = 7.56; p < .006). This shows that the PSG does not explain variance in reading-time data over and above what is already accounted for by the ESN. Consistent results were obtained using the two alternative reading-time measures (see the on-line supplementary materials for details).
Discussion
The best performing PSGs were more linguistically accurate than Markov models and ESNs. Nevertheless, having access to hierarchical phrase structure did not always make them psychologically more accurate than models that only use sequential structure.
On the contrary, ESNs, which do not adopt hierarchical structure, estimated surprisal values that fit the reading times better than PSGs. This finding suggests that human sentence processing relies more on sequential than on hierarchical structure, at least insofar as is relevant for generating expectations about upcoming material. It should be kept in mind, however, that language models (and in particular hierarchical ones) come in many more varieties than the selection we have studied here. It remains to be investigated whether the current results generalize to a wider set of sequential and hierarchical language models.
Non-adjacent dependencies are ubiquitous in language and many appear in the Dundee corpus. The sentence displayed in Fig. 1 is an example: The plural verb are is dependent on the plural noun wonders and not on the adjacent singular noun broadband.
PSGs are particularly good at dealing with such non-adjacent, long-term dependencies within sentences (Chomsky, 1957 , Manning & Schütze, 1999 but do not directly store word or POS sequences. In contrast, Markov models and ESNs do retain information about frequencies of sequences, but have difficulties with long-term dependencies.
Possibly, people behave more like ESNs than like PSGs in this respect. Indeed, experimental evidence indicates that frequent multi-word sequences are stored as wholes by both children (Bannard & Matthews, 2008) and adults (Arnon & Snider, 2010) , that frequent word sequences are read faster than less frequent ones (Tremblay, Derwing, Libben, & Westbury, in press) , that locally coherent structure can interfere with long-term dependencies (Tabor, Galantucci, & Richardson, 2004) , that sensitivity to sequential structure is correlated with sensitivity to word predictability (Conway, Bauernschmidt, Huang, & Pisoni, 2010) , and that subject-verb number agreement errors in sentence production depend on the sentence's sequential rather than hierarchical structure (Gillespie & Pearlmutter, in press ).
It does not directly follow from our findings that hierarchical structure plays no role whatsoever in sentence processing. In fact, experimental evidence suggests that such structures may be relevant in specific cases. For example, Staub & Clifton (2006) found that the occurrence of either speeds up reading of the words following the corresponding or. Using a hierarchical-structure model, Demberg & Keller (2009) provide a surprisal-based explanation of this finding, but it remains to be shown that a model that uses only sequential structure will not suffice.
Although our results are not informative regarding the processing of specific constructions such as either … or, they do indicate that, in general, a sentence's hierarchical structure does not measurably affect readers' expectations about the next input. This is especially noticeable because so many other sources of information have been shown efficacious, from simple bigram (McDonald & Shillcock, 2003) and multiword statistics (Tremblay et al., in press) to information from the prior discourse (Otten & Van Berkum, 2008) , the non-linguistic context (Kamide, Altmann, & Haywood, 2003) , and world knowledge (Van Berkum, Brown, Zwitserlood, Kooijman, & Hagoort, 2005) . Therefore, if phrase-structure information were available during reading, we would also expect it to affect readers' expectations about upcoming words. Instead, these expectations seem unaffected by the sentence's hierarchical structure.
Notes
1 The models' technical details can be found in the supplementary materials available on-line.
2 These trees were preprocessed in a standard manner (Manning & Schütze, 1999) , removing traces and semantic information on phrase labels. 3 The POS-tags were taken from Frank (2009) . Tagging was done automatically using Brill's (1993) POS-tagger, after which all tags were checked by hand. 4 See the on-line supplementary materials for details of the regression analysis. 5 The decrease in deviance equals −2 times the log-likelihood ratio of the two regression models and follows an approximate χ 2 -distribution with one degree of freedom. 6 A Wilcoxon matched-pairs signed-rank test comparing the linguistically most accurate models of each type showed that the level-2 PSG has significantly higher linguistic accuracy (compared to n = 2 Markov model: z = 15.6, p ≈ 0; compared to 600-unit ESN: z = 21.7; p ≈ 0). For these tests, linguistic accuracies were averaged over the POS-tags of each sentence to avoid artifacts resulting from dependencies between the surprisal values within a sentence. Language model accuracy plotted against psychological accuracy, using firstpass reading times. an is the PSG-a using conditioning information from 1 to n levels up in the parse tree; sn is the PSG-s using information from 1 to n levels up; mn , gn, and wn are n-th order Markov models with additive, Good-Turing, and Witten-Bell smoothing, respectively; and en is the ESN with 100n recurrent-layer units. 
