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Abstract
In this paper the method of simulated quantiles (MSQ) of Dominicy and
Veredas (2013) and Dominicy et al. (2013) is extended to a general mul-
tivariate framework (MMSQ) and to provide sparse estimation of the scal-
ing matrix (Sparse–MMSQ). The MSQ, like alternative likelihood–free pro-
cedures, is based on the minimisation of the distance between appropriate
statistics evaluated on the true and synthetic data simulated from the pos-
tulated model. Those statistics are functions of the quantiles providing an
effective way to deal with distributions that do not admit moments of any or-
der like the α–Stable or the Tukey lambda distribution. The lack of a natural
ordering represents the major challenge for the extension of the method to the
multivariate framework. Here, we rely on the notion of projectional quantile
recently introduced by Hallin et al. (2010b) and Kong and Mizera (2012).
We establish consistency and asymptotic normality of the proposed estima-
tor. The smoothly clipped absolute deviation (SCAD) `1–penalty of Fan and
Li (2001) is then introduced into the MMSQ objective function in order to
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achieve sparse estimation of the scaling matrix which is the major responsible
for the curse of dimensionality problem. We extend the asymptotic theory
and we show that the sparse–MMSQ estimator enjoys the oracle properties
under mild regularity conditions. The method is illustrated and its effective-
ness is tested using several synthetic datasets simulated from the Elliptical
Stable distribution (ESD) for which alternative methods are recognised to
perform poorly. The method is then applied to build a new network–based
systemic risk measurement framework. The proposed methodology to build
the network relies on a new systemic risk measure and on a parametric test
of statistical dominance.
Keywords: directional quantiles, method of simulated quantiles, sparse regularisa-
tion, SCAD, Elliptical Stable distribution, systemic risk, network risk measures.
1 Introduction
Model–based statistical inference primarily deals with parameters estimation. Un-
der the usual assumption of data being generated from a fully specified model be-
longing to a given family of distributions Fϑ indexed by a parameter ϑ ⊂ Θ ∈ Rp,
inference on the true unknown parameter ϑ0 can be easily performed by maximum
likelihood. However, in some pathological situations the maximum likelihood es-
timator (MLE) is difficult to compute either because of the model complexity or
because the probability density function is not analytically available. For exam-
ple, the computation of the log–likelihood may involve numerical approximations
or integrations that highly deteriorate the quality of the resulting estimates. More-
over, as the dimension of the parameter space increases the computation of the
likelihood or its maximisation in a reasonable amount of time becomes even more
prohibitive. In all those circumstances, the researcher should resort to alternative
solutions. The method of moments or its generalised versions (GMM), Hansen
(1982) or (EMM), Gallant and Tauchen (1996), may constitute feasible solutions
when expressions for some moment conditions that uniquely identify the parameters
of interest are analytically available. When this is not the case, simulation–based
methods, such as, the method of simulated moments (MSM), McFadden (1989), the
method of simulated maximum likelihood (SML), Gouriéroux and Monfort (1996)
and its nonparametric version Kristensen and Shin (2012) or the indirect inference
(II) method Gouriéroux et al. (1993), are the only viable solutions to the inferential
problem. Jiang and Turnbull (2004) give a comprehensive review of indirect infer-
ence from a statistical point of view. Despite their appealing characteristics of only
requiring to be able to simulate from the specified DGP, some of those methods
suffer from serious drawbacks. The MSM, for example, requires that the existence
of the moments of the postulated DGP is guaranteed, while, the II method relies
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on an alternative, necessarily misspecified, auxiliary model as well as on a strong
form of identification between the parameters of interests and those of the auxiliary
model. The quantile–matching estimation method (QM), Koenker (2005), exploits
the same idea behind the method of moments without requiring any other condi-
tion. The QM approach estimates model parameters by matching the empirical
percentiles with their theoretical counterparts thereby requiring only the existence
of a closed form expression for the quantile function.
This paper focuses on the method of simulated quantiles recently proposed by
Dominicy and Veredas (2013) as a simulation–based extension of the QM of Koenker
(2005). As any other simulation–based method, the MSQ estimates parameters
by minimising a quadratic distance between a vector of quantile–based summary
statistics calculated on the available sample of observations and that calculated on
synthetic data generated from the postulated theoretical model. Specifically, we ex-
tend the method of simulated quantiles to deal with multivariate data, originating
the multivariate method of simulated quantiles (MMSQ). The extension of the MSQ
to multivariate data is not trivial because it requires the definition of multivariate
quantile that is not unique given the lack of a natural ordering in Rn for n > 1.
Indeed, only very recently the literature on multivariate quantiles has proliferated,
see, e.g., Serfling (2002) for a review of some extensions of univariate quantiles to
the multivariate case. Here we rely on the definition of projectional quantile of
Hallin et al. (2010a) and Kong and Mizera (2012), that is a particular version of
directional quantile. This latter definition is particularly appealing since it allows
to reduce the dimension of the problem by projecting data towards given directions
in the plane. Moreover, the projectional quantiles incorporate information on the
covariance between the projected variables which is crucial in order to relax the
assumption of independence between variables. An important methodological con-
tribution of the paper concerns the choice of the relevant directions to project data
in order to summarise the information for the parameters of interest. Although the
inclusion of more directions can convey more information about the parameters, it
comes at a cost of a larger number of expensive quantile evaluations. Of course
the number of quantile functions is unavoidably related to the dimension of the
observables and strictly depends upon the considered distribution. We provide a
general solution for Elliptical distributions and for those Skew–Elliptical distribu-
tions that are closed under linear combinations. We also establish consistency and
asymptotic normality of the proposed MMSQ estimator under weak conditions on
the underlying true DGP. The conditions for consistency and asymptotic Normality
of the MMSQ are similar to those imposed by Dominicy and Veredas (2013) with
minor changes due to the employed projectional quantiles. Moreover, for the distri-
butions considered in our illustrative examples, full details on how to calculate all
the quantities involved in the asymptotic variance–covariance matrix are provided.
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The asymptotic variance–covariance matrix of the MMSQ estimator is helpful to
derive its efficient version, the E–MMSQ.
As any other simulation–based method the MMSQ does not effectively deal
with the curse of dimensionality problem, i.e., the situation where the number of
parameters grows quadratically or exponentially with the dimension of the problem.
Indeed, the right identification of the sparsity patterns becomes crucial because it
reduces the number of parameters to be estimated. Those reasonings motivate the
use of sparse estimators that automatically shrink to zero some parameters, such
as, for example, the–off diagonal elements of the variance–covariance matrix. Sev-
eral works related to sparse estimation of the covariance matrix are available in
literature; most of them are related to the graphical models, where the precision
matrix, e.g., the inverse of the covariance matrix, represents the conditional depen-
dence structure of the graph. Friedman et al. (2008) propose a fast algorithm based
on coordinate–wise updating scheme in order to estimate a sparse graph using the
least absolute shrinkage and selection operator (LASSO) `1–penalty of Tibshirani
(1996). Meinshausen and Bühlmann (2006) propose a method for neighbourhood
selection using the LASSO `1–penalty as an alternative to covariance selection for
Gaussian graphical models where the number of observations is less than the num-
ber of variables. Gao and Massam (2015) estimate the variance–covariance matrix
of symmetry–constrained Gaussian models using three different `1–type penalty
functions, i.e., the LASSO, the smoothly clipped absolute deviation (SCAD) of Fan
and Li (2001) and the minimax concave penalty (MCP) of Zhang (2010). Bien
and Tibshirani (2011) proposed a penalised version of the log–likelihood function,
using the LASSO penalty, in order to estimate a sparse covariance matrix of a
multivariate Gaussian distribution. Previous work show that sparse estimation has
been proposed mainly either within the regression framework or in the context of
Gaussian graphical models. In boh those cases, sparsity patterns are imposed by
penalising a Gaussian log–likelihood.
In this paper we handle the lack of the model–likelihood or the existence of
valid moment conditions together with the curse of dimensionality problem within
a high–dimensional non–Gaussian framework. Specifically, our approach penalises
the objective function of the MMSQ by adding a SCAD `1–penalisation term that
shrinks to zero the off–diagonal elements of the scale matrix of the postulated dis-
tribution. Moreover, we extend the asymptotic theory in order to account for the
sparsity estimation, and we prove that the resulting sparse–MMSQ estimator enjoys
the oracle properties of Fan and Li (2001) under mild regularity conditions. More-
over, since the chosen penalty is concave, we deliver a fast and efficient algorithm
to solve the optimisation problem.
The proposed methods can be effectively used to make inference on the parame-
ters of large–dimensional distributions such as, for example, Stable, Elliptical Stable
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(Samorodnitsky and Taqqu 1994), Skew–Elliptical Stable (Branco and Dey 2001),
Copula (Oh and Patton 2013), multivariate Gamma (Mathai and Moschopoulos
1992) and Tempered Stable (Koponen 1995). Among those, the Stable distribution
allows for infinite variance, skewness and heavy–tails that exhibit power decay al-
lowing extreme events to have higher probability mass than in Gaussian model. To
test the effectiveness of the MMSQ and sparse–MMSQ methods several synthetic
datasets have been simulated from the Elliptical Stable distribution previously con-
sidered by Lombardi and Veredas (2009). For a summary of the properties of the
stable distributions see Zolotarev (1964) and Samorodnitsky and Taqqu (1994),
which provide a good theoretical background on heavy–tailed distributions. Uni-
variate Stable laws have been studied in many branches of the science and their
theoretical properties have been deeply investigated from multiple perspectives,
therefore many tools are now available for estimation and inference on parameters,
to evaluate the cumulative density or the quantile function, or to perform fast simu-
lation. Stable distribution plays an interesting role in modelling multivariate data.
Its peculiarity of having heavy tailed properties and its closeness under summation
make it appealing in the financial contest. Nevertheless, multivariate Stable laws
pose several challenges that go further beyond the lack of closed form expression for
the density. Although general expressions for the multivariate density have been
provided by Abdul-Hamid and Nolan (1998), Byczkowski et al. (1993) and Matsui
and Takemura (2009), their computations is still not feasible in dimension larger
than two. A recent overview of multivariate Stable distributions can be found in
Nolan (2008).
As regards applications to real data, we consider the well–known problem of
evaluating the systemic relevance of the financial institutions or banks belonging to
a given market. After the Bear Stearns hedge funds collapse in July 2007, and the
consequent global financial crisis which originated in the United States and then
spread quickly to the rest of the world, the threat of a global collapse of the whole
financial system has been becoming the major concern of financial regulators. Sys-
temic risk, as opposed to risk associated with any one individual entity, aims at
evaluating to which extent the bankruptcy of a bank or financial institutions may
degenerate to a collapse of the system as a consequence of a contagion effect. While
individual risks are assessed using individual Value–at–Risks (VaR), one the most
employed systemic risk measure has been becoming the Conditional VaR (CoVaR),
introduced by Adrian and Brunnermeier (2011, 2016). Since then, the assessment
of financial risk in a multi–institution framework where some institutions are sub-
ject to systemic or non–systemic distress events is one of the hot topics which has
received large attention from scholars in Mathematical Finance, Statistics, Manage-
ment, see, e.g., Acharya et al. (2012), Billio et al. (2012), Bernardi et al. (2017c),
Girardi and Ergün (2013), Caporin et al. (2013), Engle et al. (2014), Hautsch et al.
5
(2014), Lucas et al. (2014), Bernardi and Catania (2015), Bernardi et al. (2015),
Sordo et al. (2015), Bernardi et al. (2016b), Bernardi et al. (2016c), Bernardi et al.
(2016a), Brownlees and Engle (2016) and Salvadori et al. (2016), just to quote a
few of the most relevant approaches. For an extensive and up to date survey on
systemic risk measures, see Bisias et al. (2012), while the recent literature on sys-
temic risk is reviewed by Benoit et al. (2016). The CoVaR measures the systemic
impact on the whole financial system of a distress event affecting an institution by
calculating the VaR of the system conditioned to the distress event as measured by
the marginal VaR of that institution. As recognised by Bernardi et al. (2017c) this
definition of CoVaR fails to consider the institution as a part of a system. Here, we
introduce a new definition of CoVaR, the NetCoVaR, that overcomes this drawback
by aggregating individual institutions providing a measure of profit and loss of the
whole financial market. Despite its appealing definition, the NetCoVaR, as any
other risk measure, provide only point estimates of the amount of systemic risk.
Within this context, statistical methods aims to assess whether two risk measures
are statistically different from each other. As concerns the CoVaR, recently, Cas-
tro and Ferrari (2014) proposed a nonparametric dominance test where pairwise
CoVaRs are compared in order to statistically assess the systemic relevance of the
different institutions. Here, we propose a parametric counterpart of the test of Cas-
tro and Ferrari (2014) and we assume profits–and–losses of the different institutions
are Elliptically Stable distributed. The asymptotic distribution of the dominance
test is provided under the mild assumption of elliptically contoured distributions
for the involved random variables. The dominance test is subsequently used to
build a network that represents the interdependence relations among institutions.
In this context the ESD distribution plays a relevant role either because data are
contaminated by the presence of outliers or because the methodology strongly relies
on the presence of heavy–tailed distributions such as the systemic risk assessment.
The remainder of the paper is structured as follows. In Section 2 we introduce
the multivariate Method of Simulated Quantiles, and we establish the basic asymp-
totic properties. The asymptotic variance of the estimator is necessary to select
the optimal weighting matrix for the square distance in order to obtain the effi-
cient MMSQ estimator. Section 3 deals with the curse of dimensionality problem,
introduces the Sparse–MMSQ estimator that induces sparsity in the scale matrix
using the SCAD `1–penalty and shows that the Sparse–MMSQ enjoys the oracle
properties under mild regularity conditions. The penalised estimator cannot be
used to make inference on the parameters shrunk to zero, therefore Section 3 ends
by proposing a de–sparsified MMSQ estimator. The effectiveness of the method is
tested in Section 4, where several synthetic datasets from the Elliptical Stable dis-
tribution are considered. Section 5 is devoted to the empirical application that aims
to illustrate how the methodological contributions of the paper can be applied to
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the systemic risk assessment. Section 6 concludes. Technical proofs of the theorems
are deferred to Appendix A.
2 Multivariate method of simulated quantiles
In this Section we first recall the basic concepts on directional and projectional
quantiles. Then, the multivariate method of simulated quantiles is introduced,
and results about the consistency and asymptotic properties of the estimator are
proposed.
2.1 Directional quantiles
The MMSQ requires the prior definition of the concept of multivariate quantile,
a notion still vague until quite recently because of the lack of a natural ordering
in dimension greater than one. Here, we relies on the definition of directional
quantiles and projectional quantiles introduced by Hallin et al. (2010a), Paindaveine
and Šiman (2011) and Kong and Mizera (2012). We first recall the definition of
directional quantile given in Hallin et al. (2010a) and then we introduce the main
assumptions that we will use to develop MMSQ.
Definition 1. Let Y = (Y1, Y2, . . . , Ym) be a m–dimensional random vector in Rm,
u ∈ Sm−1 be a vector in the unit sphere Sm−1 = {u ∈ Rm : u′u = 1} and τ ∈ (0, 1).
The τu–quantile of Y is defined as any element of the collection Πτu of hyperplanes
piτu = {Y : b′τuY − qτu = 0} ,
such that
(qτu,b′τu)
′ ∈
{
arg min
(q,b)
Ψτu (q,b) s.t. b′u = 1
}
, (1)
where
Ψτu (q,b) = E
[
ρτ (b′Y − q)
]
, (2)
and ρτ (z) = z
(
τ − 1(−∞,0) (z)
)
denotes the quantile loss function evaluated at z ∈
R, q ∈ R, b ∈ Rm and E (·) denotes the expectation operator.
The term directional is due to the fact that the multivariate quantile defined above
is associated to a unit vector u ∈ Sm−1.
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Assumption 2. The distribution of the random vector Y is absolutely continuous
with respect to the Lebesgue measure on Rm, with finite first order moment, having
density fY that has connected support.
Under assumption 2, for any τ ∈ (0, 1) the minimisation problem defined in equation
(1) admits a unique solution (aτu,bτu), which uniquely identifies one hyperplane
piτu ∈ Πτu.
A special case of directional quantile is obtained by setting b = u; in that
case the directional quantile (aτu,u) becomes a scalar value and it inherits all
the properties of the usual univariate quantile. This particular case of directional
quantile is called projectional quantile, whose formal definition, reported below, is
due to Kong and Mizera (2012) and Paindaveine and Šiman (2011).
Definition 3. Let Y = (Y1, Y2, . . . , Ym) ∈ Rm, u ∈ Sm−1 be a vector in the unit
sphere Sm−1, and τ ∈ (0, 1). The τu projectional quantile of Y is defined as
qτu ∈
{
arg min
q∈R
Ψτu (q)
}
, (3)
where Ψτu (q) = Ψτu (q,u) in equation (2).
Clearly the τu–projectional quantile is the τ–quantile of the univariate random
variable Z = u′Y. This feature makes the definition of projectional quantile partic-
ularly appealing in order to extend the MSQ to a multivariate setting because, once
the direction is properly chosen, it reduces to the usual univariate quantile. Given
a sample of observations {yi}ni=1 from Y, the empirical version of the projectional
quantile is defined as
qnτu ∈
{
arg min
q
Ψnτu (q)
}
,
where Ψnτu (q) = 1n
∑n
i=1
[
ρτ (u′yi − q)
]
denotes the empirical version of the loss
function defined in equation (2).
2.2 The method of simulated quantiles
The MSQ introduced by Dominicy and Veredas (2013) is likelihood–free simulation–
based inferential procedure based on matching quantile–based measures, that is
particularly useful in situations where either the density function does is not ana-
lytically available and/or moments do not exist. Since it is essentially a simulation–
based method it can be applied to all those random variables that can be easily
simulated. In the contest of MSQ, parameter are estimated by minimising the
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distance between an appropriately chosen vector of functions of empirical quan-
tiles and their simulated counterparts based on the postulated parametric model.
An appealing characteristic of the MSQ that makes it a valid alternative to other
likelihood–free methods, such as the indirect inference of Gouriéroux et al. (1993),
is that the MSQ does not rely on a necessarily misspecified auxiliary model. Fur-
thermore, empirical quantiles are robust ordered statistics being able to achieve
high protection against bias induced by the presence of outlier contamination.
Here we introduce the MMSQ using the notion of projectional quantiles defined
in Section 2.1. Let Y be a d–dimensional random variable with distribution func-
tion FY (·, ϑ), which depends on a vector of unknown parameters ϑ ⊂ Θ ∈ Rk, and
y = (y1,y2, . . . ,yn)′ be a vector of n independent realisations of Y. Moreover, let
qτ ,uϑ = (qτ1uϑ , q
τ2u,
ϑ , . . . , q
τsu
ϑ ) be a m×s matrix of projectional quantiles at given con-
fidence levels τk ∈ (0, 1) with k = 1, 2, . . . , s, and u ∈ Sm−1. Let Φu,ϑ = Φ (qτ ,uϑ ) be
a b× 1 vector of quantile functions assumed to be continuously differentiable with
respect to ϑ for all Y and measurable for Y and for all ϑ ⊂ Θ. Let us assume also
that Φu,ϑ cannot be computed analytically but it can be empirically estimated on
simulated data; denote those quantities by Φ˜ru,ϑ. Let qˆτ ,u = (qˆτ1u, qˆτ2u, . . . , qˆτsu) be
a m× s matrix of projectional quantiles with u ∈ Sm−1 and 0 < τ1 < · · · < τs < 1,
and let Φˆu = Φ (qˆτ ,u) be a b × 1 vector of functions of sample quantiles, that is
measurable of Y.
The MMSQ at each iteration j = 1, 2, . . . estimates Φ˜u,ϑ on a sample of R
replication simulated from y∗r,j ∼ FY
(
·, ϑ(j)
)
, for r = 1, 2, . . . , R, as Φ˜Ru,ϑj =
1
R
∑R
r=1 Φ˜
r
u,ϑj , where Φ˜
r
u,ϑj is the function Φu,ϑ computed at the r–th simulation
path. The parameters are subsequently updated by minimising the distance be-
tween the vector of quantile measures calculated on the true observations Φˆu and
that calculated on simulated realisations Φ˜Ru,ϑj as follows
ϑˆ = arg min
ϑ∈ϑ
(
Φˆu − Φ˜Ru,ϑ
)′
Wϑ
(
Φˆu − Φ˜Ru,ϑ
)
, (4)
where Wϑ is a b× b symmetric positive definite weighting matrix. The method of
simulated quantiles of Dominicy and Veredas (2013) reduces to the selection of the
first canonical direction u1 = (1, 0, . . . , 0) as relevant direction in the projectional
quantile.
The vector of functions of projectional quantiles Φu,ϑ should be carefully selected
in order to be as informative as possible for the vector of parameters of interest. In
their applications, Dominicy and Veredas (2013) only propose to use the MSQ to
estimate the parameters of univariate Stable law. Toward this end they consider
the following vector of quantile–based statistics, as in McCulloch (1986) and Kim
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and White (2004)
Φϑ =
(
q0.95 + q0.05 − 2q0.5
q0.95 − q0.05 ,
q0.95 − q0.05
q0.75 − q0.25 , q0.75 − q0.25, q0.5
)′
.
where the first element of the vector is a measure of skewness, the second one
is a measure of kurtosis and the last two measures refer to scale and location, re-
spectively. Of course, the selection of the quantile–based summary statistics depend
either on the nature of the parameter and on the assumed distribution. The MMSQ
generalises also the MSQ proposed by Dominicy et al. (2013) where they estimate
the elements of the variance–covariance matrix of multivariate elliptical distribu-
tions by means of a measure of co–dispersion which consists in the in interquartile
range of the standardised variables projected along the bisector. The MMSQ based
on projectional quantiles is more flexible and it allows us to deal with more gen-
eral distributions than elliptically contoured distributions because it relies on the
construction of quantile based measures on the variables projected along an opti-
mal directions which depend upon the considered distribution. The selection of the
relevant direction is deferred to Section 4.
2.3 Asymptotic theory
In this section we establish consistency and asymptotic normality of the proposed
MMSQ estimator. The next theorem establish the asymptotic properties of projec-
tional quantiles.
Theorem 4. Let Y ∈ Rm be a random vector with cumulative distribution function
FY and variance–covariance matrix ΣY. Let {yi}ni=1 be a sample of iid observa-
tions from FY. Let u1,u2, . . . ,uK ∈ Sm−1 and Zk = u′kY be the projected random
variable along uk with cumulative distribution function FZk , for k = 1, 2, . . . , K.
Let τ k = (τ1,k, τ2,k, . . . , τs,k) where τj,k ∈ (0, 1), qτk,uk =
(
qτ1,kuk , qτ2,kuk , . . . , qτs,kuk
)
be the vector of directional quantiles along the direction uk and suppose V ar (Zk) <
∞, for k = 1, 2, . . . , K. Let us assume that FZk is differentiable in qτj,kuk and
F ′Zk
(
qτj,kuk
)
= fZk
(
qτj,kuk
)
> 0, for k = 1, 2, . . . , K and j = 1, 2, . . . , s. Then
(i) for a given direction uk, with k = 1, 2, . . . , K, it holds
√
n (qˆτk,uk − qτk,uk) d−→ N (0,η) ,
as n→∞, where η denotes a (K ×K) symmetric matrix whose generic (r, c)
entry is
ηr,c =
τr ∧ τc − τrτc
fZk (qτr,uk) fZk (qτc,uk)
,
for r, c = 1, 2, . . . , K;
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(ii) for a given level τj, with j = 1, 2, . . . , s, it holds
√
n
(
qˆτj − qτj
)
d−→ N (0,η) ,
as n→∞, where qτj =
(
qτju1 , . . . , qτjuK
)
,
ηr,c =

− τ2j
fZr(qτjur)fZc(qτjuc)
+ FZr,Zc(qτj ,r,c,ΣZr,Zc)
fZr(qτjur)fZc(qτjuc)
, for r 6= c
τj(1−τj)
fZr(qτjur)2
, for r = c,
and ΣZr,Zc denotes the variance–covariance matrix of the random variables
Zr and Zc and qτj ,r,c =
(
qτjur , qτjuc
)
, for r, c = 1, 2, . . . , K;
(iii) given τj and τl with j, l = 1, 2, . . . , s and j 6= l and given us and ut with
s, t = 1, 2, . . . , K and s 6= t, it holds
√
n
(
qˆτjus − qτjus , qˆτlut − qτlut
)
d−→ N (0,η) ,
as n→∞, where
ηr,c = − τjτl
fZs
(
qτj
)
fZt (qτl)
+
FZs,Zt
((
qτjus , qτlut
)
,ΣZs,Zt
)
fZs
(
qτj
)
fZt (qτl)
, for r 6= c.
(5)
Proof. See Appendix A.
Remark 5. The expression a∧b stands for the minimum of a and b. As regards the
calculation of the sparsity function s (τ) = f (F−1 (τ)) we refer to Koenker (2005)
and Dominicy and Veredas (2013).
To establish the asymptotic properties of the MMSQ estimates we need the following
set of assumptions.
Assumption 6. There exists a unique/unknown true value ϑ0 ⊂ Θ such that the
sample function of projectional quantiles equal the theoretical one, provided that each
quantile–based summary statistic is computed along a direction that is informative
for the parameter of interest. That is ϑ = ϑ0 ⇔ Φˆ = Φϑ0.
Assumption 7. ϑ0 is the unique minimiser of
(
Φˆ− Φ˜Rϑ
)′
Wϑ
(
Φˆ− Φ˜Rϑ
)
.
Assumption 8. Let Ωˆ be the sample variance–covariance matrix of Φˆ and Ωϑ be
the non–singular variance–covariance matrix of Φϑ, then Ωˆ converges to Ωϑ as n
goes to infinity.
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Assumption 9. The matrix
(
∂Φϑ
∂ϑ′ Wϑ
∂Φϑ
∂ϑ
)
is non–singular.
Under these assumptions we show the asymptotic properties of functions of quan-
tiles.
Theorem 10. Under the hypothesis of Theorem 4 and assumptions 6–8, we have
√
n
(
Φˆ−Φϑ
)
d−→ N (0,Ωϑ)
√
n
(
Φ˜−Φϑ
)
d−→ N (0,Ωϑ) ,
as n → ∞, where Ωϑ = ∂Φϑ∂q′ η ∂Φϑ∂q , q = (qτ1,u1 ,qτ2,u2 , . . . ,qτK ,uK )′, η is the
variance–covariance matrix of the projectional quantiles q defined in Theorem 4
and ∂Φϑ
∂q = diag
{
∂Φϑ
∂qτ1,u1
, ∂Φϑ
∂qτ2,u2
, . . . , ∂Φϑ
∂qτK,uK
}
.
Proof. See Appendix A.
Next theorem shows the asymptotic properties of the MMSQ estimator.
Theorem 11. Under the hypothesis of Theorem 4 and assumptions 6–9, we have
√
n
(
ϑˆ− ϑ
)
d−→ N
(
0,
(
1 + 1
R
)
DϑWϑΩϑW′ϑD′ϑ
)
,
as n→∞, where Dϑ =
(
∂Φϑ
∂ϑ′ Wϑ
∂Φϑ
∂ϑ
)−1 ∂Φϑ
∂ϑ
.
Proof. See Appendix A.
The next corollary provides the optimal weighting matrix Wϑ.
Corollary 12. Under the hypothesis of Theorem 4 and assumptions 6–9, the opti-
mal weighting matrix is
W∗ϑ = Ω−1ϑ .
Therefore, the efficient method of simulated quantiles estimator E–MMSQ has the
following asymptotic distribution
√
n
(
ϑˆ− ϑ
)
d−→ N
0,(1 + 1
R
)(
∂Φϑ
∂ϑ′
Ω−1ϑ
∂Φϑ
∂ϑ
)−1 ,
as n→∞.
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3 Handling sparsity
In this section the MMSQ estimator is extended in order to achieve sparse estimation
of the scaling matrix. Specifically, the smoothly clipped absolute deviation (SCAD)
`1–penalty of Fan and Li (2001) is introduced into the MMSQ objective function.
Formally, let Y ∈ Rm be a random vector and Σ = (σi,j)ni,j=1 be its variance–
covariance matrix we are interested in providing a sparse estimation of Σ. To
achieve this target we adopt a modified version of the MMSQ objective function
obtained by adding the SCAD penalty to the off–diagonal elements of the covariance
matrix in line with Bien and Tibshirani (2011). The SCAD function is a non convex
penalty function with the following form
pλ (|γ|) =

λ|γ| if |γ| ≤ λ
1
a−1
(
aλ|γ| − γ22
)
− λ22(a−1) if λ < γ ≤ aλ
λ2(a+1)
2 if aλ < |γ|,
(6)
which corresponds to quadratic spline function with knots at λ and aλ. The SCAD
penalty is continuously differentiable on (−∞; 0)∪ (0;∞) but singular at 0 with its
derivative equal to zero outside the range [−aλ; aλ]. This results in small coefficients
being set to zero, a few other coefficients being shrunk towards zero while retaining
the large coefficients as they are. The penalised MMSQ estimator minimises the
penalised MMSQ objective function, defined as follows
ϑˆ = arg min
ϑ
Q? (ϑ) , (7)
where Q? (ϑ) =
(
Φˆu − Φ˜Ru,ϑ
)′
Wϑ
(
Φˆu − Φ˜Ru,ϑ
)
+ n∑i<j pλ (|σij|) is the penalised
distance between Φˆu and Φ˜Ru,ϑ and Φˆu, Φ˜Ru,ϑ are the quantile–based summary statis-
tics defined in Section 2.2. As shown in Fan and Li (2001), the SCAD estimator,
with appropriate choice of the regularisation (tuning) parameter, possesses a spar-
sity property, i.e., it estimates zero components of the true parameter vector exactly
as zero with probability approaching one as sample size increases while still being
consistent for the non–zero components. An immediate consequence of the sparsity
property of the SCAD estimator is that the asymptotic distribution of the estima-
tor remains the same whether or not the correct zero restrictions are imposed in
the course of the SCAD estimation procedure. They call them the oracle properties.
Let ϑ0 = (ϑ10, ϑ00) be the true value of the unknown parameter ϑ, where ϑ10 ∈ Rs is the
subset of non–zero parameters and ϑ00 = 0 ∈ Rk−s and letA = {(i, j) : i < j, σij,0 ∈ ϑ10}.
The following definition of oracle estimator is given in Zou (2006).
Definition 13. An oracle estimator ϑˆoracle has the following properties:
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(i) consistent variable selection: limn→∞ P (An = A) = 1, where
An =
{
(i, j) : i < j, σˆij ∈ ϑˆ1oracle
}
;
(ii) asymptotic normality:
√
n
(
ϑˆ1oracle − ϑ10
)
d−→ N (0,Σ), as n → ∞, where Σ is
the variance covariance matrix of ϑ10.
Following Fan and Li (2001), in the remaining of this section we establish the oracle
properties of the penalised SCAD MMSQ estimator. We first prove the sparsity
property.
Theorem 14. Given the SCAD penalty function pλ (|σij|), for a sequence of λn
such that λn → 0, and √nλn →∞, as n→∞, there exists a local minimiser ϑˆ of
Q? (ϑ) in (7) with ‖ϑˆ− ϑ0‖ = Op
(
n−
1
2
)
. Furthermore, we have
lim
n→∞P
(
ϑˆ0 = 0
)
= 1. (8)
Proof. See Appendix A.
The following theorem establishes the asymptotic normality of the penalised SCAD
MMSQ estimator; we denote by ϑ1 the subvector of ϑ that does not contain zero
off–diagonal elements of the variance covariance matrix and by ϑˆ1 the corresponding
penalised MMSQ estimator.
Theorem 15. Given the SCAD penalty function pλ (|σij|), for a sequence λn → 0
and
√
nλn →∞ as n→∞, then ϑˆ1 has the following asymptotic distribution:
√
n
(
ϑˆ1 − ϑ10
)
d−→ N
0,(1 + 1
R
)(
∂Φϑ
∂ϑ1′
Ω−1
ϑ10
∂Φϑ
∂ϑ1
)−1 , (9)
as n→∞.
Proof. See Appendix A.
3.1 Algorithm
The objective function of the sparse estimator is the sum of a convex function and
a non convex function which complicates the minimisation procedure. Here, we
adapt the algorithms proposed by Fan and Li (2001) and Hunter and Li (2005)
to our objective function in order to allow a fast procedure for the minimisation
problem.
The first derivative of the penalty function can be approximated as follows[
pλ (|σij|)
]′
= p′λ (|σij|) sgn (σij) ≈
p′λ (|σij,0|)
|σij,0| σij, (10)
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when σij 6= 0. We use it in the first order Taylor expansion of the penalty to get
pλ (|σij|) ≈ pλ (|σij,0|) + 12
p′λ (|σij,0|)
|σij,0|
(
σ2ij − σ2ij,0
)
, (11)
for σij ≈ σij,0. The objective function Q? in equation (7) can be locally approxi-
mated, except for a constant term by
Q? (ϑ) ≈
(
Φˆ− Φ˜Rϑ0
)′
Wθ¯
(
Φˆ− Φ˜Rϑ0
)
− ∂Φ˜
R
ϑ0
∂ϑ
Wϑ¯
(
Φˆ− Φ˜Rϑ0
)
(ϑ− ϑ0)
+ 12 (ϑ− ϑ0)
′ ∂Φ˜Rϑ0
∂ϑ
Wϑ¯
∂Φ˜Rϑ0
∂ϑ
(ϑ− ϑ0) + n2ϑ
′Σλ (ϑ0)ϑ, (12)
where Σλ (ϑ0) = diag
{
0, p
′
λ(|σij,0|)
|σij,0| ; i > j, σij,0 ∈ ϑ10
}
, for which the first order condi-
tion becomes
∂Q? (ϑ)
∂ϑ
≈ −∂Φ˜
R
ϑ0
∂ϑ
Wϑ¯
(
Φˆ− Φ˜Rϑ0
)
+
∂Φ˜Rϑ0
∂ϑ′
Wϑ¯
∂Φ˜Rϑ0
∂ϑ
(ϑ− ϑ0) + nΣλ (ϑ0)ϑ
= −∂Φ˜
R
ϑ0
∂ϑ
Wϑ¯
(
Φˆ− Φ˜Rϑ0
)
+
∂Φ˜Rϑ0
∂ϑ′
Wϑ¯
∂Φ˜Rϑ0
∂ϑ
(ϑ− ϑ0)
+ nΣλ (ϑ0) (ϑ− ϑ0) + nΣλ (ϑ0)ϑ0
= (ϑ− ϑ0)′
[
∂Φ˜Rϑ0
∂ϑ′
Wϑ¯
∂Φ˜Rϑ0
∂ϑ
+ Σλ (ϑ0)
]
− ∂Φ˜
R
ϑ0
∂ϑ
Wϑ¯
(
Φˆ− Φ˜Rϑ0
)
+ Σλ (ϑ0)ϑ0
= 0, (13)
and therefore
ϑ = ϑ0 −
[
∂Φ˜Rϑ0
∂ϑ′
Wϑ¯
∂Φ˜Rϑ0
∂ϑ
+ nΣλ (ϑ0)
]−1
×
[
−∂Φ˜
R
ϑ0
∂ϑ
Wϑ¯
(
Φˆ− Φ˜Rϑ0
)
+ nΣλ (ϑ0)ϑ0
]
. (14)
The optimal solution can be find iteratively, as follows
ϑ(k+1) = ϑ(k) −
[
∂Φ˜R
ϑ(k)
∂ϑ′
Wϑ¯
∂Φ˜R
ϑ(k)
∂ϑ
+ nΣλ
(
ϑ(k)
)]−1
×
[
−∂Φ˜
R
ϑ(k)
∂ϑ
Wϑ¯
(
Φˆ− Φ˜Rϑ(k)
)
+ nΣλ
(
ϑ(k)
)
ϑ(k)
]
, (15)
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and if ϑ(k+1)j ≈ 0, then ϑ(k+1)j is set equal zero. When the algorithm converges the
estimator satisfies the following equation
−∂Φ˜
R
ϑ0
∂ϑ
Wϑ¯
(
Φˆ− Φ˜Rϑ0
)
+ nΣλ (ϑ0)ϑ0 = 0, (16)
that is the first order condition of the minimisation problem of the SCAD MMSQ.
The algorithm used above and introduced by Fan and Li (2001) is called local
quadratic approximation (LQA). Hunter and Li (2005) showed that LQA applied
to penalised maximum likelihood is an MM algorithm. Indeed, we define
Ψ|σij,0| (|σij|) = pλ (|σij,0|) +
1
2
p′λ (|σij,0|)
|σij,0|
(
σ2ij − σ2ij,0
)
, (17)
since the SCAD penalty is concave it holds
Ψ|σij,0| (|σij|) ≥ pλ (|σij|) , ∀|σij|, (18)
and equality holds when |σij| = |σij,0|. Then Ψ|σij,0| (|σij|) majorise pλ (|σij|), and it
holds
Ψ|σij,0| (|σij|) < Ψ|σij,0| (|σij,0|)⇒ pλ (|σij|) < pλ (|σij,0|) , (19)
that is called descendent property. This feature allows us to construct an MM
algorithm: at each iteration k we construct Ψ|σ(k)ij | (|σij|) and then minimize it to
get σ(k+1)ij , that satisfies pλ
(
|σ(k+1)ij |
)
< pλ
(
|σ(k)ij |
)
. Let us consider the following
Sk (ϑ) =
(
Φˆ− Φ˜Rϑ
)′
Wθ¯
(
Φˆ− Φ˜Rϑ
)
+ n
∑
i>j
Ψ|σ(k)ij | (|σij|) , (20)
then Sk (ϑ) majorise Q? (ϑ); thus we only need to minimise Sk (ϑ), that can be done
as explained above. Hunter and Li (2005) proposed an improved version of LQA for
penalised maximum likelihood, aimed at avoiding to zero out the parameters too
early during the iterative procedure. We present their method applied to SCAD
MMSQ as follows
pλ, (|σij|) = pλ (|σij|)− 
∫ |σij |
0
p′λ (|σij,0|)
+ t dt
Q? (ϑ) =
(
Φˆ− Φ˜Rϑ
)′
Wϑ¯
(
Φˆ− Φ˜Rϑ
)
+ n
∑
i>j
pλ, (|σij|)
Ψ|σij,0|, (|σij|) = pλ, (|σij,0|) +
p′λ (|σij,0|)
2 (+ |σij,0|)
(
σ2ij − σ2ij,0
)
Sk, (ϑ) =
(
Φˆ− Φ˜Rϑ
)′
Wϑ¯
(
Φˆ− Φ˜Rϑ
)
+ n
∑
i>j
Ψ|σ(k)ij |, (|σij|) ,
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where ϑ¯ is a consistent estimator of ϑ. They proved that as  ↓ 0 the perturbed
objective function Q? (ϑ) converges uniformly to the not perturbed one Q? (ϑ) and
that if ϑˆ is a minimiser of Q? (ϑ) then any limit point of the sequence
{
ϑˆ
}
↓0 is
a minimiser of Q? (ϑ). This construction allows to define Ψ|σ(k)i,j |, (|σi,j|) even when
σ
(k)
i,j ≈ 0. The authors also provided a way to choose the value of the perturbation
 and suggested the following
 = τ2np′λ (0)
min
{
|σ(0)i,j | : σ(0)i,j 6= 0
}
, (21)
with the following tuning constant τ = 10−8.
3.2 Tuning paramenter selection
The SCAD penalty requires the selection of two tuning parameters (a, λ). The first
tuning parameter is fixed at a = 3.7 as suggested in Fan and Li (2001), while the
parameter λ is selected using as validation function
V (λ) = 1
n
(
Φˆ− Φ˜R
ϑˆλ
)
Wϑˆλ
(
Φˆ− Φ˜R
ϑˆλ
)
, (22)
where ϑˆλ denotes the parameters estimate when λ is selected as tuning parameter.
We choose λ∗ = arg minλ V (λ); the minimisation is performed over a grid of values
for λ.
An alternative approach is the K–fold cross validation, in which the original
sample is divided in K subgroups Tk, called folds. The validation function is
CV (λ) =
K∑
k=1
1
nk
(
Φˆ− Φ˜R
ϑˆλ,k
)
Wϑˆλ,k
(
Φˆ− Φ˜R
ϑˆλ,k
)
, (23)
where ϑˆλ,k denotes the parameters estimate on the sample
(
∪Ki=1Tk
)
\ Tk with λ as
tuning parameter. Then the optimal value is chosen as λ∗ = arg minλCV (λ); again
the minimisation is performed over a grid of values for λ.
3.3 Implementation
The symmetric and positive definiteness properties of the variance–covariance ma-
trix should be preserved at each step of the optimisation process. Preserving those
properties is a difficult task since the constraints that ensure the definite positive-
ness of a matrix are non linear. Therefore, we consider an implementation that is
similar to the Graphical Lasso algorithm introduced by Friedman et al. (2008). We
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outline the steps of the algorithm below. Let Ω be a correlation matrix of dimension
n× n and partition Ω as follows
Ω =
[
Ω11 ω12
ω′12 1
]
, (24)
where Ω11 is a matrix of dimension (n − 1) × (n − 1) and ω12 is a vector of
dimension n − 1, and consider the transformation consider the transformation
ω?12 → ωˆ121+ωˆ′12Ω−111 ωˆ12 where ωˆ12 is obtained by applying a step of the Newton–Raphson
algorithm to ω12 as follows
ωˆ12 = ω12 −
[
∂Φ˜Rω12
∂ω12′
Wω¯12
∂Φ˜Rω12
∂ω12
+ nΣλ (ω12)
]−1
×
[
−∂Φ˜
R
σ12
∂σ12
Wσ¯12
(
Φˆ− Φ˜Rσ12
)
+ nΣλ (ω12)ω12
]
. (25)
Once we update the last column, we shift the next to the last at the end and repeat
the steps described above. We repeat this procedure until convergence.
4 Synthetic data examples
As mentioned in the introduction the Stable distribution plays an interesting role in
modelling multivariate data. Its peculiarity of heaving heavy tailed properties and
its closeness under summation make it appealing in the financial contest. Despite
its characteristics, estimation of parameters has been always challenging and this
feature greatly limited its use in applied works requiring simulation–based methods.
In this section we briefly introduce the multivariate Elliptical Stable distribution
(ESD) previously considered by Lombardi and Veredas (2009).
4.1 Multivariate Elliptical Stable distribution
A random vector Y ∈ Rm is elliptically distributed if
Y =d ξ +RΓU, (26)
where ξ ∈ Rm is a vector of location parameters, Γ is a matrix such that Ω = ΓΓ′ is
a m×m full rank matrix of scale parameters, U ∈ Rm is a random vector uniformly
distributed in the unit sphere Sm−1 = {u ∈ Rm : u′u = 1} and R is a non–negative
random variable stochastically independent of U, called generating variate of Y.
If R = √Z1
√
Z2 where Z1 ∼ χ2m and Z2 ∼ Sα2 (ξ, ω, δ) is a positive Stable
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distributed random variable with kurtosis parameter equal to α2 for α ∈ (0, 2],
location parameter ξ = 0, scale parameter ω = 1 and asymmetry parameter δ = 1,
stochastically independent of χ2m, then the random vector Y has Elliptical Stable
distribution, i.e., Y ∼ ESDm (α, ξ,Ω), with characteristic function
ψY (t) = E (exp {it′Y})
= exp
{
it′ξ − (t′Ωt)α2
}
. (27)
See Samorodnitsky and Taqqu (1994) for more details on the positive Stable dis-
tribution and Nolan (2013) for the recent developments on multivariate elliptically
contoured stable distributions.
Among the properties that the class of elliptical distribution possesses, the most
relevant are the closure with respect to affine transformations, conditioning and
marginalisation, see Fang et al. (1990), Embrechts et al. (2005) and McNeil et al.
(2015) for further details. Simulating from an ESD is straightforward, indeed let
ω¯α =
(
cos piα4
) 2
α , then Y ∼ ESDm (α, ξ,Ω) if and only if Y has the following
stochastic representation as a scale mixture of Gaussian distributions
Y = ξ + ζ 12X, (28)
where ζ ∼ Sα
2
(0, ω¯α, 1) and X ∼ N (0,Ω) independent of ζ. Following the Propo-
sition 2.5.2 of Samorodnitsky and Taqqu (1994), the characteristic function of Y
is
ψY (t) = E (exp {it′Y})
= EζE
(
exp
{
it′ξ + iζ 12 t′X
}
| ζ
)
= EζE
(
exp
{
it′ξ − ζt
′Ωt
2
}
| ζ
)
= exp
{
it′ξ −
(1
2
)α
2
(t′Ωt)
α
2
}
, α 6= 1, (29)
which is the characteristic function of an Elliptical Stable distribution with scale
matrix Ω/2. The last equation follows the fact that the Laplace transform of
ζ ∼ Sα
2
(0, ω¯α, 1) with 0 < α ≤ 2 is
ψ∗ζ (A) = E (exp {−Aζ})
=
exp
{
− (ω¯α)
α
2
cos piα4
A
α
2
}
, α 6= 1
exp
{
2ω¯α
pi
A log (A)
}
, α = 1.
(30)
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The Elliptical Stable distribution is a particular case of multivariate Stable dis-
tribution so it admits finite moments if E [ζp] < ∞ for p < α. For α ∈ (1, 2),
E
(
ζ
1
2
)
<∞, so that by the law of iterated expectations E (Y) = ξ, while the sec-
ond moment never exists. Except for few cases, α = 2 (Gaussian), α = 1 (Cauchy)
and α = 12 (Lévy), the density function cannot be represented in closed form. Those
characteristics of the Stable distribution motivate the use of simulations methods
in order to make inference on the parameters of interest.
4.2 How to choose optimal directions
Before we turn to illustrate our simulation framework, we should solve an important
issue related to the application of the MMSQ that concerns the choice of the direc-
tions. Indeed, the easiest solution is to choose an equally spaced grid of directions,
an approach that would be computational expensive. Therefore, we choose optimal
directions u∗ according to the following definition 16 which allows to maximise the
information contained in the chosen measure.
Definition 16. Let us consider a given parameter of interest ϑ? ⊂ Θk ∈ Rk and
consider the subset Y? = (Y ?1 , . . . , Y ?l , . . . , Y ?h ) of h variables of Y ∈ Rm assumed
to be informative for the parameter ϑ?, and the projectional quantile qτu of Y? at
a given τ , with u ∈ Sh−1. An optimal direction u∗ ∈ Sm−1 for Y? is defined as the
vector whose i–th coordinate is
u∗i =
{
umax,l if Yi = Y ?l
0 otherwise,
where umax,l is the l–th coordinate of the vector
umax ∈
{
arg max
u∈Sh−1
qτu
}
. (31)
If for example, h = 2, then the optimal direction is
u∗ = (0, . . . , umax,1, 0, . . . , 0, umax,2, . . . , 0) ,
where umax,1 and umax,2 are the i–th and j–th coordinate respectively, which is
informative for the covariances between Yi and Yj. The optimal solutions defined
in (31) are computed using the Lagrangian function as follows
L (u, λ) = qτu − λ (‖u‖ − 1) ,
by solving ∇L (u, λ) = 0, where ∇ stands for the gradient. This equation can be
solved analytically, for instance when m = h = 2 for ESD distribution as shown in
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section ??, or numerically.
Let U∗ collect all the optimal solutions u∗j for qτju, j = 1, 2, . . . , s and all the
canonical directions and let
Φτ ,u∗ϑ =
(
Φu1⊗τ ′ϑ ,Φu2⊗τ
′
ϑ , . . . ,ΦuK⊗τ
′
ϑ
)′ ∈ RB
Φ˜Ru∗,ϑ =
(
Φ˜Ru∗1,ϑ, Φ˜
R
u∗2,ϑ, . . . , Φ˜
R
u∗K ,ϑ
)′ ∈ RB
Φˆu∗ =
(
Φˆu∗1 , Φˆu∗2 , . . . , Φˆu∗K
)′ ∈ RB,
where K is the cardinality of U∗, B = ∑Ki=1 bi and bi is the dimension of Φui,ϑ for
i = 1, 2, . . . , K, then the MMSQ minimises the square distance defined in equation
(4) between Φˆu∗ and Φ˜
R
u∗,ϑ along the optimal directions U∗.
4.3 Simulation results
In this Section we consider simulation examples for the ESD distribution Y ∼
ESDm (α, ξ,Ω) as defined in section 4.1. In order to apply the MMSQ, we first
need to select the quantile–based measures which are informative for each of the
parameters of interest (α, ξ,Ω) where the shape parameter α ∈ (0, 2) controls for
the tail behaviour of the distribution, while ξ ∈ Rm and Ω denote the location
parameter and the positive definite m ×m scaling matrix, respectively. Since the
quantile–based measures should be informative for the corresponding parameter, we
select for α a measure related to the kurtosis of the distribution, for the locations the
median and for the elements of the scaling matrix we opt for a measure of dispersion,
and all the measures will be calculated along appropriately chosen directions, as it
will be discussed later in this section. Summarising, for kurtosis, location and scale
parameters we choose respectively
κu =
q0.95,u − q0.05,u
q0.75,u − q0.25u
mu = q0.5,u
ςu = q0.75,u − q0.25u,
where u ∈ Sm−1 defines a relevant direction. Next, we need to identify the opti-
mal directions. To this end we can consider the relevant properties of the ESD.
Specifically, as shown for example by Embrechts et al. (2005), the ESD is closed
under marginalisation, i.e., Yi ∼ ESD1 (α, ξi, ωii), for i = 1, 2, . . . ,m, where ωii is
the i–th element of the main diagonal of the matrix Ω. By exploiting the closure
with respect to marginalisation, we can conclude that the optimal directions for
the shape parameter α, for the locations ξi and for the diagonal elements of the
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scale matrix ωii, for i = 1, 2, . . . ,m are the canonical directions. It still remains
to consider the optimal directions for the off–diagonal elements of the scale matrix
ωij, with i, j = 1, 2, . . . ,m and i 6= j. Again we exploit the closure with respect
to marginalisation. Specifically, let Zij = (Yi, Yj), then Zij ∼ ESD2
(
α, ξij,Ωij
)
,
where
ξij = (ξi, ξj)
′ , Ωij =
(
ωii ωij
ωij ωjj
)
.
Moreover, let u ∈ S1 and Zij,u = u′Zij be the projection of Zij along u, then
Zij,u ∼ ESD1
(
α,u′ξij,u′Ωiju
)
, (see Embrechts et al. 2005), from which we have
the following representation of the projected ESD random variable
Zij,u = u′ξij +
√
u′ΩijuZ, (32)
where Z ∼ ESD1 (α, 0, 1). Following Definition 16, in order to find the optimal
directions we need to compute
umax = arg max
u∈S1
qτu (Zij) , (33)
where qτu (Zij) is the projectional quantile of Zij, i.e., the τ–th level quantile of the
random variable Zij,u. Exploiting representation (32), it holds
umax = arg max
u∈S1
u′ξij +
√
u′Ωiju, (34)
which is a quadratic optimisation problem that can be solved using the method of
Lagrangian multiplier, as follows
L (u, λ) = u′ξij +
√
u′Ωiju− λ (‖u‖ − 1) . (35)
The solution requires to set to zero the gradient of the Lagrangian ∇L (u, λ) = 0,
that is
∂L
∂u1
= (ω
2
iiu1 + ωiju2)√
ω2iiu
2
1 + ω2jju22 + 2ωiju1u2
− 2λu1 = 0
∂L
∂u2
=
(
ω2jju2 + ωiju1
)
√
ω2iiu
2
1 + ω2jju22 + 2ωiju1u2
− 2λu2 = 0
∂L
∂λ
= u21 + u22 − 1 = 0, (36)
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and from the first two equations, we obtain
u2
(
σ21u1 + ωiju2
)
− u1
(
ω2jju2 + ωiju1
)
= 0
u22 + u2u1
ω2ii − ω2jj
ωij
− u21 = 0
u2 =
u1
2
−ω2ii − ω2jj
ωij
±
√√√√(ω2ii − ω2jj
ωij
)2
+ 4
 .
By inserting the previous expression for u2 into equation (36), we solve for u1
u21 +
u21
4
−ω2ii − ω2jj
ωij
±
√√√√(ω2ii − ω2jj
ωij
)2
+ 4

2
= 1
u21
1 + 14
−ω2ii − ω2jj
ωij
±
√√√√(ω2ii − ω2jj
ωij
)2
+ 4

2 = 1
u1 = ± 1√√√√√√
1 + 14
−ω2ii−ω2jj
ωij
±
√(
ω2ii−ω2jj
ωij
)2
+ 4
2

, (37)
where the sign of u1 depends on the sign of ωij. The optimal direction umax is then
plugged into u∗ = (0, . . . , u1,max, . . . , u2,max, . . . , 0) as explained in Definition 16.
To illustrate the effectiveness of the MMSQ we replicate the simulation study con-
sidered in Lombardi and Veredas (2009). Specifically, we consider two dimensions of
the random vector Y, m = 2, 5 and, for each dimension, we consider three values of
the shape parameters α = (1.7, 1.9, 1.95), while the location parameter ξ is always
set to zero and the scale matrices are
Σs2 =
(
0.5 0.9
0.9 2
)
, (38)
for m = 2, and
Σs5 =

0.25 0.25 0.4 0 0
0.25 0.5 0.4 0 0
0.4 0.4 1 0 0
0 0 0 2 2.55
0 0 0 2.55 4
 , (39)
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for m = 5. We also consider two different sample sizes n = 500, 2000 and we fix
R = 200. In Table 5–6, we report estimation results obtained over 1, 000 replica-
tions for m = 2 and m = 5, with n = 500, 2000, for three different values of the
characteristic exponent α = (1.7, 1.9, 1.95). Specifically, each table reports the bias
(BIAS), the standard error (SSD) and the empirical coverage probability (ECP) of
the estimated parameters. Our results show that the MMSQ estimator is always
unbiased, indeed the BIAS is always less than 0.25 in dimensionm = 2 and less that
0.15 in dimension m = 5. The SSDs are always small, in particular for n = 500 it is
always less then 0.5. The empirical coverages are always in line with their expected
values for all but the diagonal elements of the scale matrix √ωii for i = 1, 2, . . . ,m
for which they display lower values than expected, which means that in those cases
the asymptotic standard errors are underestimated.
We also illustrate the performance of the Sparse–MMSQ method and compare it
with three alternative methods on two simulation examples. The first example
considers a sample of n = 500 observations from a Elliptical Stable distribution
of dimension m = 12, with locations at zero, four different values of the charac-
teristic exponent α = (1.70, 1.90, 1.95, 2.00) and scale matrix Σs12 equal to that
considered in Wang (2015). The second simulated example considers a sample of
n = 800 observations from the Elliptical Stable distribution of dimension 27 with
location and characteristic exponent chosen as before and block–diagonal scale ma-
trix Σs27 = diag {Σs12,Σs15} and Σs15 is the correlation matrix in Section 4.2 of
Wang (2010). We compare the Sparse–MMSQ with three alternative algorithms:
the graphical LASSO (GLASSO) of Friedman et al. (2008), the graphical LASSO
with SCAD penalty (SCAD), the graphical adaptive Lasso (Adaptive Lasso) of
Fan et al. (2009). The main aim of the proposed simulation example is to com-
pare the performance of the different algorithm for different levels of deviations
from the Gaussian assumption which represents the benchmark assumption for the
competing algorithms. Results are reported in Table 1 in terms of average Frobe-
nius norm, F1–Score and Kullback–Leibler (KL) divergence over 100 replications
and their standard deviations. The F1 − score, see Baldi et al. (2000) assesses the
performance of the algorithm by computing
F1 − score = 2TP2TP + FP + FN , (40)
where TP , FP and FN are the true positives, false positives and false negatives.
The F1 − score lies between 0 and 1, where 1 stands for perfect identification and
0 for bad identification. The KL divergence computes the divergence between the
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true Ω and the estimated Ωˆ scale matrices as
KL
(
Ω, Ωˆ
)
= 12
(
tr
(
Ω−1Ωˆ
)
−m− log
( |Ωˆ|
|Ω|
))
, (41)
while the Frobenius norm is the usual matrix norm ‖Ω‖F =
√∑m
i,j=1 ω
2
ij. The
Sparse–MMSQ method performs very well with respect to the alternatives in terms
of F1 − score for all the considered values of the characteristic exponent α. This
means that the method correctly identifies the sparse structure of the matrices re-
gardless the amount of the deviation from the Gaussian assumption. This results
is confirmed by visual inspection of Figures 3–8 reporting the band structure of
the true and estimated matrices averaged across the 100 replications. The Sparse–
MMSQ method does a good job also in terms of Frobenius norm but only in dimen-
sion m = 27. The worst results are reported by the Sparse–MMSQ in terms of KL
divergence. A possible explanation for those results would be that maximum like-
lihood methods essentially minimise the KL divergence, therefore reported values
for the alternative methods are the minimum obtainable.
5 Application to systemic risk
In this Section we first introduce the NetCoVaR risk measure that extends the Co-
VaR approach of Adrian and Brunnermeier (2011, 2016) to account for multiple
contemporaneous distress instances. Then we introduce the NetCoVaR dominance
test that extends that proposed by Castro and Ferrari (2014) to a parametric frame-
work where asset returns are assumed to follow an Elliptical Stable distribution
and we describe how it can be used to build a network measuring the tail depen-
dence among institutions. The Elliptical Stable distribution plays a relevant role
in systemic risk assessment either because data are contaminated by the presence
of outliers or because the methodology strongly relies on the presence of heavy–
tailed distributions. Finally, we apply the risk measure and the risk measurement
framework to a real dataset of US financial institutions covering the recent global
financial crisis of 2008.
5.1 The NetCoVaR risk measure
The Conditional or Comovement Value–at–Risk (CoVaR) has been introduced in
the systemic risk literature by Adrian and Brunnermeier (2011, 2016), and subse-
quently extended to a parametric framework by Girardi and Ergün (2013). The
CoVaR measures the spillover effects between institutions by providing information
on the Value–at–Risk of an institution or market, conditional on another institu-
tion’s distress event. Formally, the CoV aRτj|M of institution j belonging to a given
25
α 1.70 1.90 1.95 2.00 1.70 1.90 1.95 2.00
Frobenius norm Dimension 12 Dimension 27
GLasso 1.595 1.0392 0.81693 0.59958 4.5938 2.6358 1.8644 0.76058(0.5232) (0.47659) (0.34976) (0.074508) (3.0661) (2.071) (1.5321) (0.045129)
SCAD 1.5043 0.94056 0.7378 0.58001 4.5847 2.5318 1.7361 0.56438(0.56176) (0.51448) (0.39827) (0.11528) (3.3211) (2.1012) (1.5937) (0.063328)
Adaptive Lasso 1.4486 0.90578 0.69566 0.50441 4.084 2.2872 1.7195 0.65269(0.5416) (0.46181) (0.34298) (0.087179) (3.2848) (1.6282) (1.5373) (0.047185)
S–MMSQ 1.6618 1.4111 1.293 1.2417 2.6987 2.449 2.3426 2.1677(0.21718) (0.22563) (0.22635) (0.22013) (0.2791) (0.26377) (0.28864) (0.24305)
F1–score Dimension 12 Dimension 27
GLasso 0.1313 0.012143 0.019025 0 0.037952 0.007118 0.0036548 0(0.23919) (0.079663) (0.1103) (0) (0.10075) (0.07118) (0.036548) (0)
SCAD 0.26295 0.17153 0.15148 0.23174 0.033123 0.0085093 0.0036548 0.0015072(0.27865) (0.22789) (0.21994) (0.23612) (0.095177) (0.072389) (0.036548) (0.015072)
Adaptive Lasso 0.2431 0.080443 0.057361 0.037187 0.13042 0.040525 0.0075655 0(0.33484) (0.17254) (0.1628) (0.10126) (0.23048) (0.15814) (0.075655) (0)
S–MMSQ 0.40246 0.55827 0.62059 0.69567 0.83754 0.75499 0.71847 0.66897(0.17051) (0.14057) (0.13682) (0.089005) (0.097355) (0.086734) (0.079755) (0.048205)
KL Dimension 12 Dimension 27
GLasso 0.68981 0.29197 0.18876 0.10059 6.6643 2.3116 0.98558 0.17044(0.36107) (0.25353) (0.17321) (0.024998) (8.8661) (4.2476) (1.7369) (0.021347)
SCAD 0.63751 0.24506 0.16588 0.09049 6.8927 2.2701 0.92517 0.095768(0.39392) (0.24673) (0.19988) (0.03358) (8.9943) (4.3379) (1.8981) (0.018791)
Adaptive Lasso 0.58807 0.2294 0.14527 0.0735 6.627 2.3228 0.96203 0.13577(0.34298) (0.2109) (0.15541) (0.022154) (8.9975) (4.6305) (2.0405) (0.020124)
S–MMSQ 0.96549 0.77602 0.67512 0.64992 58.4657 53.6626 51.8209 48.6645(0.20521) (0.22501) (0.21598) (0.21598) (7.8325) (9.2006) (8.7965) (8.7965)
Table 1: Frobenius norm, F1–Score and Kullbach–Leibler information between the true scale
matrix of the Elliptical Stable distribution and the matrices estimated by alternative methods:
the Graphical Lasso of Friedman et al. (2008) (GLasso), the graphical model with SCAD penalty
(SCAD), the graphical model with adaptive Lasso of Fan et al. (2009) (Adaptive Lasso) and the
S–MMSQ. The measures are evaluated over 100 replications, we report the mean and the variances
in brackets.
market and the market itself M is defined as the VaR of the market M conditional
to the institution j being at its VaR level
P
(
XM ≤ V aRτM | Xj = V aRτj
)
= τ, (42)
where Xj and XM denote the profits and loss of the institution j and the market
M respectively, and V aRτj and V aRτM denote the individual τ–level VaRs of the
institution j and the market, respectively.
Despite its relevance for measuring the impact of a distress event affecting one
institution on the overall financial market, the previous definition of CoVaR suffers
from two main drawbacks. First, the CoVaR in equation (42) is not monotonically
increasing as a function of the correlation between Xj and XM . As a consequence,
it does not preserve the stochastic ordering induced by the bivariate distribution for
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the couple of random variables (Xj, XM), see, e.g., Mainik and Schaanning (2014),
Bernardi et al. (2017a) and Bernardi et al. (2017b) for an exhaustive discussion.
Second, and more importantly, it only considers the impact of an extreme event
affecting an institution on another institution or a market index, failing to account
for the presence of any other institution belonging to the same market. Several
papers try to overcome this problem by introducing systemic risk measures that
account for multiple contemporaneous distress events and investigated their the-
oretical properties, see, e.g., Bernardi et al. (2017c), Salvadori et al. (2016) and
Bernardi et al. (2016c). Here, we follow along the same line provided in Bernardi
et al. (2016a) and we measure how the distress of one institution affects the overall
health of all the remaining ones. Formally, let τ ∈ (0, 1) be a confidence level,
and let j denote an institution belonging to a given market with d participants,
i = 1, 2, . . . , d, then the network CoVaR of institution j, denoted by NetCoV aRτj ,
satisfies the following equation
P
(
d∑
i=1
Yi ≤ NetCoV aRτj | Yj ≤ V aRτj
)
= τ, (43)
for j = 1, 2, . . . , d, where V aRτj denotes the marginal Value–at–Risk (VaR) of insti-
tution j such that P
(
Yj ≤ VaRτj
)
= τ . The NetCoVaR of institution j defined in
equation (43), is the quantile of the distribution of the random variables S = ∑di=1 Yi
conditional on an extreme event affecting the return of institution j, Yj, where such
an extreme event is defined as Yj being below its VaR at confidence level τ . The
calculation of the NetCoVaR requires the prior evaluation of institution’s j marginal
VaR and, conditional on V aRτj , the NetCoV aRτj is calculated as the value of s∗
such that
P
(
d∑
i=
Yi ≤ s∗, Yj ≤ V aRτj
)
= τ 2,
for j = 1, 2, . . . , d. Our definition of NetCoVaR in equation (43) is substantially
different from that originally introduced by Adrian and Brunnermeier (2011) and
it overcomes the deficiencies of the original definition mentioned above. Moreover,
the closure of the ESD with respect to linear combinations and marginalisation is
extremely helpful in evaluating the NetCoVaR.
The NetCoVaR in equation (43) only provides a point estimate of the systemic
impact of institution j. A further improvement would be to provide a system
of hypothesis to test the systemic dominance of one institution over another one.
To this end, Castro and Ferrari (2014) recently proposed the following system of
hypothesis H0 : CoV aRτj = CoV aRτkH1 : CoV aRτj 6= CoV aRτk, (44)
27
for any j, k = 1, 2, . . . , d with j 6= k. Here, we consider a similar dominance test
where the CoVaR risk measured is substituted by our NetCoVaR. The next proposi-
tion provides the asymptotic distribution of NetCoV aRτj , for j = 1, 2, . . . , d which
is useful to calculate the asymptotic distribution of the test statistic to perform
the NetCoVaR dominance test in equation (44). Although our results easily ex-
tend to any Elliptical distribution, in what follows we consider Elliptically Stable
distributed random variables.
Proposition 17. Let Y ∼ ESDd (α,µ,Ω), with Y = (Y1, Y2, . . . , Yd), thenSYj
Yk
 ∼ ESD3 (α, µ˜, Ω˜) , (45)
where µ˜ = (ι′dµ, µj, µk)
′ with
Ω˜ =
σ
2
S σS,Yj σS,Yk
? σ2Yj σYj ,Yk
? ? σ2Yk
 , (46)
and σ2Yl = ωl,l, σ
2
S = ι′lΩιl, σS,Yl = σ2Yl +
∑d
s=1
s6=l
ωs,l and σYj ,Yk = ωj,k, for l =
j, k. Furthermore, let Zl = S | Yl ≤ V aRτl , for l = j, k, then the NetCoVaRτj
and NetCoVaRτk are the τ–level quantile of those variables, that is, they satisfy the
following relations P (Zl ≤ NetCoV aRτl ) = τ , for l = j, k, and
√
n
(
qτZj
(
ϑˆ
)
− qτZj (ϑ) , qτZk
(
ϑˆ
)
− qτZk (ϑ)
)
→ N
(
0, Σˆ
)
, (47)
where qτZl
(
ϑˆ
)
= NetCoV aRτl
(
ϑˆ
)
, for l = j, k, with
Σˆ =
∇ϑqτZj (ϑˆ)
∇ϑqτZk
(
ϑˆ
)′ Ωˆ
∇ϑqτZj (ϑˆ)
∇ϑqτZk
(
ϑˆ
) , (48)
where Ω is the asymptotic variance covariance matrix of the vector of estimated
parameters ϑˆ and ∇ϑqτZl
(
ϑˆ
)
, for l = j, k is the Jacobian of the conditional quantile
transformation evaluated at ϑˆ. Therefore, the asymptotic distribution of NetCoV aRτj
(
ϑˆ
)
−
NetCoV aRτk
(
ϑˆ
)
becomes
NetCoV aRτj
(
ϑˆ
)
−NetCoV aRτk
(
ϑˆ
)
∼ N
(
NetCoV aRτj (ϑ)−NetCoV aRτk (ϑ) , σ2jk
)
,
(49)
where σ2jk = ∇ϑqτZj
(
ϑˆ
)′
Ωˆ∇ϑqτZk
(
ϑˆ
)
.
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Proof. The distribution of the random vector (S, Yj, Yk)′ follows immediately by
applying the closure property of the multivariate Elliptical Stable distribution, while
the asymptotic distribution of NetCoV aRτj
(
ϑˆ
)
− NetCoV aRτk
(
ϑˆ
)
follows from
Theorem 11 and the application of the Delta method.
Remark 18. The asymptotic distribution of the NetCoVaR in Proposition (17)
requires the evaluation of the Jacobian of the quantile transformation of the dis-
tribution of the random variables Zl = S | Yl ≤ V aRτl , for l = j, k. Under the
assumption that Y ∼ ESDd (α,µ,Ω), with Y = (Y1, Y2, . . . , Yd), then the density
function fZj
(
qτZj
)
is easily derived as follows
fZj (zj) = fS|Yj≤V aRτj (zj) =
fS,Yj
(
s, yj ≤ V aRτj
)
∫ V aRτj
−∞ fYj (y) dy
=
∫ V aRτj
−∞ fS,Yj (s, yj) dyj
τ
, (50)
where τ =
∫ V aRτl−∞ fS,Yl (s, yl) dyl. Exploiting again the closure under linear transfor-
mation property of the Elliptical Stable distribution, the joint density of the bivariate
vector (S, Yl)′ is (S, Yl)′ ∼ ESD2
(
α,µS,Yl ,ΩS,Yl
)
, with µS,Yl = (ι
′
dµ, µl)
′ with
ΩS,Yl =
[
σ2S σS,Yl
σS,Yl σ
2
Yl
]
, (51)
for l = j, k. Therefore, the density of Zl for l = j, k is Extended Skew Elliptical,
i.e., Zl ∼ ESES1 (α, µS, σ2S, λ0, λ1), with µS = ι′dµ, σ2S = ι′dΩιd, λ0 = V aR
τ
l −µYl
σYl
√
1−δ2 ,
λ1 = δ√1−δ2 and δ =
σS,Yl√
σ2Sσ
2
Yl
, for l = j, k. See the supplementary material ac-
companying the paper for an analytical definition of the Extended Skew Elliptical
Stable distribution, the probability and cumulative density function, the generating
mechanism and the characteristic function.
5.2 Empirical application and results
This section illustrates the practical utility of using the Sparse–MMSQ for building
a network based on the NetCoVaR dominance test discussed in the previous section.
Specifically, we apply the methodology to analyse the US financial system during the
period of the Global Financial Crisis. The data considered are weekly log–returns of
37 financial institutions belonging to the Standard & Poor’s 500 Composite Index
(S&P500), from May 15, 1997 through February 15, 2017. Table 2 provides the list
of the institutions included in the sample, the tickers, the date of the first available
observation and the date of the last observation. Eight of the institutions included
in the list, e.g., Wachovia, Countrywide financial, National City, Merrill Lynch &
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Name Ticker Date of Date of Name Ticker Date of Date offirst observation last observation first observation last observation
ZIONS BANCORP ZIO 02/01/73 30/08/17 LEHMAN BROS. HDG. LEHM 02/05/94 Default01/03/12
WELLS FARGO & CO. WFG 02/01/73 30/08/17 LEGG MASON LEGG 01/08/83 30/08/17
WACHOVIA WAC 02/01/73 Acquisition KEYCORP KEY 02/01/73 30/08/1730/12/08
US BANCORP USB 16/10/84 30/08/17 JP MORGAN CHASE & CO. JPM 02/01/73 30/08/17
TRAVELERS COS. TRAV 02/01/73 30/08/17 FRANKLIN RESOURCES FRA 06/01/75 30/08/17
SYNOVUS FINANCIAL SYN 06/01/75 30/08/17 FANNIE MAE FAN 02/01/73 30/08/17
SUNTRUST BANKS SUN 01/07/85 30/08/17 COUNTRYWIDE FINL. COU 31/01/75 Acquisition27/06/08
SAFECO SAF 02/01/73 Acquisition COMERICA COM 02/01/73 30/08/1719/09/08
REGIONS FINL. REG 02/01/73 30/08/17 CITIZENS FINANCIAL GROUP CIT 24/09/14 30/08/17
PNC FINL. SVS. GP. PNC 02/01/73 30/08/17 CITIGROUP CTG 29/10/86 30/08/17
NORTHERN TRUST NORT 02/01/73 30/08/17 CINCINNATI FINL. CIN 02/01/73 30/08/17
NATIONAL CITY NTC 01/05/73 Acquisition CIGNA CIG 01/04/82 30/08/1729/12/08
MORGAN STANLEY MS 23/02/93 30/08/17 CHUBB CHU 02/01/73 Acquisition13/01/16
MERRILL LYNCH & CO. ML 02/01/73 Acquisition BEAR STEARNS BST 29/10/85 Default30/12/08 29/05/08
MELLON FINL. MEL 02/01/73 Acquisition BANK OF NEW YORK MELLON BNY 02/01/73 30/08/1728/06/07
MARSHALL & ILSLEY M&I 02/01/73 Acquisition BANK OF AMERICA BOA 02/01/73 30/08/1704/07/11
MARSH & MCLENNAN M&M 02/01/73 30/08/17 AMERICAN INTL.GP. INTL 02/01/73 30/08/17
LOEWS LOE 02/01/73 28/08/17 AFLAC AFLAC 23/08/73 30/08/17
LINCOLN NATIONAL LIN 02/01/73 30/08/17
Table 2: Name and classifications of the 37 US financial institutions belonging to the Standard &
Poor’s 500 Composite Index (S&P500). Most of the institutions have been excluded because of
the limited length of their return series. Wachovia, Countrywide financial, National City, Merrill
Lynch & Co., Mellon Financial, Marshall Isley, Chubb and Safeco Corp. (denoted in bold) have
been acquired by Wells Fargo, Bank of America, PNC Financial Services, Bank of America, Bank
of New York, BMO Financial Group, ACE Limited and Liberty Mutual Group, respectively, while
Lehman Bros. Holding and Bear Stearns (denoted in bold red) defaulted before the end of the
sample period. For those institutions, the date of death is reported in the third and last columns.
Co., Mellon Financial, Marshall Isley, Chubb and Safeco Corp. experienced dis-
tress instances during the period. They have been acquired by Wells Fargo, Bank
of America, PNC Financial Services, Bank of America, Bank of New York, BMO
Financial Group, ACE Limited and Liberty Mutual Group, respectively. More-
over, we also included Bear Stearns and Lehman Bros. Holding that defaulted on
May 2008 and March 2012, respectively. Their inclusion is motivated by the de-
sire to increase understanding of how the proposed NetCoVaR risk measurement
framework behaves in practice when two different types of extreme events affect
the institutions: acquisition and default. Table 3 reports the descriptive statistics
of the weekly returns of the financials institutions over the whole sampling period.
Interestingly, the 1% stress levels in the penultimate column of Table 3 point out
that individual risk measures, like the VaR, sometimes fail to detect the systemic
relevance of the institutions. For example, Bear Stearns reported a 1% stress level
of about −11 in line with most of the other institutions that did not experienced
bankruptcy.
Here, we would examine whether stock market co–movements have changed over
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Name Min Max Mean Std. Dev. Skewness Kurtosis 1% Str. Lev. JB
ZIONS -36.879 64.239 0.125 5.843 0.790 21.045 -17.798 16624.661
WELLS FARGO -36.780 48.184 0.174 4.757 0.364 23.106 -12.426 20508.003
WACHOVIA -62.861 30.805 -0.115 4.510 -3.158 50.817 -14.763 117870.710
US BANCORP -48.394 43.084 0.206 4.617 -0.354 23.551 -14.439 21424.088
TRAVELERS -24.069 20.422 0.152 3.759 0.089 7.791 -9.846 1164.465
SYNOVUS -46.536 40.870 0.080 5.714 -0.418 12.997 -19.637 5098.829
SUNTRUST -40.583 49.270 0.073 5.448 -0.047 21.324 -17.007 17012.268
SAFECO -19.371 35.193 0.076 3.052 1.330 22.108 -8.608 18857.084
REGIONS -39.151 52.695 0.004 5.779 0.707 21.326 -18.283 17117.767
PNC -39.004 41.924 0.125 4.668 -0.165 19.643 -11.665 14040.468
NORTHERN TRUST -22.142 21.475 0.179 4.037 -0.052 6.484 -11.602 615.502
NATIONAL CITY -56.247 40.547 -0.164 4.295 -2.929 52.434 -11.837 125552.976
MORGAN STANLEY -90.465 68.693 0.145 6.678 -1.041 41.996 -17.335 77269.027
MERRILL LYNCH -52.670 54.824 0.020 5.291 -0.479 34.155 -13.309 49223.945
MELLON -16.055 15.901 0.128 2.894 -0.169 8.688 -8.287 1644.785
MARSHALL & ILSLEY -40.020 53.348 -0.003 5.321 0.602 27.196 -19.615 29735.332
MARSH & MCLENNAN -45.404 23.564 0.136 3.727 -1.350 24.197 -9.816 23134.233
LOEWS -31.657 20.380 0.152 3.606 -0.591 12.500 -9.407 4643.964
LINCOLN -81.372 76.955 0.101 6.743 -0.312 45.347 -14.865 90878.439
LEHMAN -280.885 109.861 -0.414 12.931 -8.953 205.640 -33.647 2096767.740
LEGG MASON -57.563 34.090 0.169 5.575 -0.832 16.525 -15.588 9408.928
KEYCORP -61.427 40.280 0.013 5.500 -1.136 27.486 -15.735 30639.284
JP MORGAN -41.684 39.938 0.171 5.089 -0.159 14.323 -12.307 6500.922
FRANKLIN -27.834 24.178 0.193 4.789 -0.167 6.804 -12.702 738.884
FANNIE MAE -225.271 135.239 -0.163 12.483 -3.408 109.981 -28.016 582232.354
COUNTRYWIDE -28.531 25.033 0.010 4.428 -0.581 11.051 -14.695 3352.449
COMERICA -31.744 32.776 0.109 4.841 -0.138 10.328 -13.821 2724.400
CITIZENS -31.511 36.900 0.031 6.066 0.197 7.083 -16.128 852.359
CITIGROUP -92.632 78.798 0.020 7.011 -1.483 54.834 -15.161 136574.867
CINCINNATI -27.415 17.646 0.138 3.331 -0.497 12.228 -8.626 4364.415
CIGNA -47.279 31.701 0.269 5.002 -1.553 21.293 -13.120 17442.571
CHUBB -20.601 26.328 0.154 3.441 0.646 12.318 -9.338 4483.892
BEAR STEARNS -161.613 59.262 -0.041 6.624 -13.038 319.850 -10.691 5121070.902
BANK OF NEW YORK MELLON -24.609 26.004 0.162 4.404 -0.047 6.931 -11.726 783.219
BANK OF AMERICA -59.288 60.671 0.049 5.953 -0.286 31.198 -15.104 40302.134
AMERICAN INTL -114.843 92.426 -0.110 7.814 -1.364 71.030 -20.375 234866.237
AFLAC -48.560 31.735 0.226 4.523 -0.831 19.937 -11.469 14673.793
Table 3: Summary statistics US financial institutions in the panel, for the period form May 6,
1994 till August 25, 2017. The eight column, denoted by “1% Str. Lev.” is the 1% empirical
quantile of the returns distribution, while the last column, denoted by “JB” is the value of the
Jarque–Berá test–statistics. Institutions that experienced distress instances are denoted in bold,
see Table 2.
time, with a focus on the period of the recent global financial crisis. Specifically,
we estimate the NetCoVaR over two different periods before and after the global
financial crisis of 2008, under the assumption of Stable Elliptical returns using the
Sparse–MMSQ. The first period begins the May 6, 1997 till the end of December
2007 while the second is from January 4, 2008 to August 25, 2017. Estimation
results are not reported to save space but are available upon request to the first
author. Then we employed the NetCoVaR systemic dominance test detailed in the
previous Section to construct a graph in which the vertexes represent companies
and an edges between two vertexes stands for interconnection between the two in-
stitution as measured by a p–value greater than 0.05. The number of edges can be
interpreted as the degree of connectedness among stock return series, therefore an
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increase of this number implies that the market tends to be more integrated and
consequently tends to have a higher systemic risk. Figure 1 reports the result of
our analysis. Specifically, Figure 1a reports the network estimated at the end of
December 2007 assuming returns are jointly modelled using the Elliptical Stable
distribution. For comparison, Figure 1b reports the NetCoVaR graphs estimated
under the assumption of Normally distributed returns and the parameters are es-
timated using the GLASSO algorithm of Friedman et al. (2008) where the penalty
parameter has been chosen by cross validation. Visual inspection of Figures 1a–1b
reveals a great difference between the two graphs. First, the NetCoVaR under the
ESD places Lehman Bros. and Bear Stearns at the centre of the network meaning
that their are highly interconnected with all the remaining institutions. This is
not the case for the NetCoVaR under the Gaussian assumption that places Bear
Stearns at a corner. Furthermore, the number of edges is different on the two
graphs indicating that the ESD assumption induces a very high level of sparsity as
compared with the Gaussian counterpart. As regards the number of edges Table
4 confirms previous results and reports and increase of the total number of edges
after the GFC took place for both graphs. Indeed, the total number of edges can be
interpreted as a proxy for the degree of interconnectedness of the financial market.
Therefore, an increase on the number of edges implies that financial markets tends
to become more interconnected during periods of financial crisis as a consequence
of an increases of the correlation. This phenomenon is well documented in the
systemic risk literature, see, e.g., Billio et al. (2012). More surprisingly, Table 4
reveals another relevant difference between the two graphs concerning the institu-
tions that have the large number of interconnections. Specifically, for the Gaussian
NetCoVaR the institution with the highest number of interconnections are those
that experienced distress instances during the GFC, while this is not the case for
the ESD NetCoVaR. Among the institutions that have been acquired during the
GFC only Merrill Lynch, Lehman Bros. Countrywide and Bear Stearns display a
number of edges greater than 32 under the ESD assumption.
To further illustrate the difference between the NetCoVaRs under the Gaussian
and ESD assumptions, Figure 2 plots the subgraphs involving the two institutions
that defaulted during the GFC: Lehman Bros. and Bear Stearns. Again, the differ-
ence between the ESD NetCoVaR and the Gaussian NetCoVaR is evident. Indeed,
Bearn Stearns and Lehman Bros. are both directly connected with all the remain-
ing institutions for the ESD NetCoVaR, while the Gaussian NetCoVaR display two
clusters of institutions connected either with Lehman Bros. or with Bear Stearns.
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(a) ESD, prior to GFC
(b) GAUSS, prior to GFC
Figure 2: NetCoVaR subgraphs involving Lehman Bros. Hdg. and Bear Stearns for the period
before the global financial crisis of 2008 under the Gaussian and ESD assumptions for the weekly
log–returns. Red bullets denote the two institutions that defaulted (Lehman Bros. and Bear
Stearns), green bullets denote the institutions that have been acquired, while blue bullets denotes
institutions that did not experienced distress instances during the considered period.
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Before the GFC After the GFC
Institution ESD Gauss ESD Gauss
ZIONS 12 33 23 18
WELLS FARGO 12 22 25 19
WACHOVIA 12 22 – –
US BANCORP 31 25 25 24
TRAVELERS 12 33 13 26
SYNOVUS 31 31 23 22
SUNTRUST 31 27 25 18
SAFECO 12 33 – –
REGIONS 13 25 13 19
PNC 12 25 13 22
NORTHERN TRUST 12 19 13 27
NATIONAL CITY 12 22 – –
MORGAN STANLEY 12 17 23 23
MERRILL LYNCH 32 23 – –
MELLON 12 24 – –
MARSHALL & ILSLEY 12 35 – –
MARSH & MCLENNAN 12 34 13 26
LOEWS 12 33 13 25
LINCOLN 31 27 25 19
LEHMAN 36 34 – –
LEGG MASON 12 33 23 23
KEYCORP 31 27 13 19
JP MORGAN 13 24 13 19
FRANKLIN 12 24 13 24
FANNIE MAE 12 33 13 27
COUNTRYWIDE 32 33 – –
COMERICA 12 25 27 19
CITIZENS 32 36 13 27
CITIGROUP 12 25 25 21
CINCINNATI 12 33 13 26
CIGNA 31 36 13 26
CHUBB 12 34 25 27
BEAR STEARNS 32 23 – –
BANK OF NEW YORK MELLON 32 24 13 23
BANK OF AMERICA 12 19 23 24
AMERICAN INTL 12 24 13 27
AFLAC 12 33 27 22
Total number of edges 342 515 257 321
% of edges 51.14 77.33 67.99 84.92
Table 4: Number of edges of the NetCoVaR graphs.
6 Conclusion
In this paper we present the multivariate extension of the method of simulated
quantiles proposed in Dominicy and Veredas (2013). The method is useful when
either the density function does not have an analytical expression or/and moments
do not exits, provided that it can be easily simulated. Projectional quantiles along
optimal directions are then introduced in order to carry the information over the
parameters of interest in an efficient way. We establish the consistency and the
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asymptotic distribution of the proposed MMSQ estimator. We also introduce a
sparse version of the MMSQ using the SCAD `1–penalty of Fan and Li (2001) into
the MMSQ objective function in order to achieve sparse estimation of the scaling
matrix. We extend the asymptotic theory and we show that the sparse–MMSQ es-
timator enjoys the oracle properties under mild regularity conditions. The method
is illustrated using several synthetic datasets from the Elliptical Stable distribution
previously considered by Lombardi and Veredas (2009) for which alternative meth-
ods are recognised to perform poorly. The methodology has been effectively applied
in the context of systemic risk measurement. Our results confirm that the assump-
tion of Elliptically Stable distributed returns as well as the introduced systemic risk
measurement framework can effectively represent an improvement with respect to
existing methodologies.
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A Proofs of the main results
Proof. Theorem 4.
(i) The proof of this result can be found in Cramér (1946).
(ii) Without loss of generality we can consider τ1, τ2 and Z1, Z2. Under the hypoth-
esis of the theorem, the sample quantiles qˆτ1,Z1 and qˆτ2,Z2 admit the Bahadur
representation
qˆτj ,Zj − qτj ,Zj =
1
n
n∑
i=1
τj − 1[zi,j≤qτj ]
fZj
(
qτj
) +Rn,j,
for j = 1, 2, where Rn,j = o
(
1√
n
)
. Let us start from the variance of qˆτ1,Z1 −
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qτ1,Z1 .
Var (qˆτ1,Z1 − qτ1,Z1) = Var
 1
n
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
fZ1 (qτ1)
+Rn,1

= E

 1
n
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
fZ1 (qτ1)
+Rn,1
2

= E

 1
n
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
fZ1 (qτ1)
2
+2Rn,1
1
n
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
fZ1 (qτ1)
+R2n,1

= E

 1
n
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
fZ1 (qτ1)
2

+ 2Rn,1E
 1
n
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
fZ1 (qτ1)
+R2n,1
= 1
n2fZ1 (qτ1)
2E
( n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
)2
+ 2Rn,1
nfZ1 (qτ1)
E
[
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
]
+R2n,1
= 1
n2fZ1 (qτ1)
2Var
(
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
)
+R2n,1
= τ1 (1− τ1)
fZ1 (qτ1)
2 +R
2
n,1,
where R2n,1 = o
(
1
n
)
. The same holds for the variance of qˆτ2,Z2 − qτ2,Z2 . Let us
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consider the covariance.
Cov (qˆτ1,Z1 − qτ1,Z1 , qˆτ2,Z2 − qτ2,Z2)
= Cov
 1
n
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
f (qτ1)
+Rn,1,
1
n
n∑
i=1
τ2 − 1[zi,2≤qτ2 ]
f (qτ2)
Rn,2

= E
 1
n
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
f (qτ1)
+Rn,1
 1
n
n∑
i=1
τ2 − 1[zi,2≤qτ2 ]
f (qτ2)
+Rn,2

= 1
n2
E
 n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
f (qτ1)
n∑
i=1
τ2 − 1[zi,2≤qτ2 ]
f (qτ2)

+ E
Rn,1 1
n
n∑
i=1
τ2 − 1[zi,2≤qτ2 ]
f (qτ2)
+ E
Rn,2 1
n
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
f (qτ1)
+Rn,1Rn,2
= 1
n2
E
 nτ1
f (qτ1)
−
n∑
i=1
1[zi,1≤qτ1 ]
f (qτ1)
 nτ2
f (qτ2)
−
n∑
i=1
1[zi,2≤qτ2 ]
f (qτ2)

+ Rn,1
nf (qτ2)
E
[
n∑
i=1
τ2 − 1[zi,2≤qτ2 ]
]
+ Rn,2
nf (qτ1)
E
[
n∑
i=1
τ1 − 1[zi,1≤qτ1 ]
]
+Rn,1Rn,2
= 1
n2
E
[
nτ1
f (qτ1)
nτ2
f (qτ2)
]
− 1
n2
E
 nτ1
f (qτ1)
n∑
i=1
1[zi,2≤qτ2 ]
f (qτ2)

− 1
n2
E
 nτ2
f (qτ2)
n∑
i=1
1[zi,1≤qτ1 ]
f (qτ1)
+ 1
n2
E
 n∑
i=1
1[zi,1≤qτ1 ]
f (qτ1)
n∑
i=1
1[zi,2≤qτ2 ]
f (qτ2)
+Rn,1Rn,2
= τ1τ2
f (qτ1) f (qτ2)
− τ1
nf (qτ1) f (qτ2)
E
[
n∑
i=1
1[zi,2≤qτ2 ]
]
− τ2
nf (qτ1) f (qτ2)
E
[
n∑
i=1
1[zi,1≤qτ1 ]
]
+ 1
n2f (qτ1) f (qτ2)
E
[
n∑
i=1
1[zi,1≤qτ1 ]
n∑
i=1
1[zi,2≤qτ2 ]
]
+Rn,1Rn,2
= τ1τ2
f (qτ1) f (qτ2)
− τ1
f (qτ1) f (qτ2)
E
[
1[z2≤qτ2 ]
]
− τ2
f (qτ1) f (qτ2)
E
[
1[z1≤qτ1 ]
]
+ 1
f (qτ1) f (qτ2)
E
[
1[z1≤qτ1 ]1[z2≤qτ2 ]
]
+Rn,1Rn,2
= τ1τ2
f (qτ1) f (qτ2)
− 2 τ1τ2
f (qτ1) f (qτ2)
+ FZ1,Z2 (qτ ,ΣZ1,Z2)
f (qτ1) f (qτ2)
+Rn,1Rn,2
= − τ1τ2
f (qτ1) f (qτ2)
+ FZ1,Z2 (qτ ,ΣZ1,Z2)
f (qτ1) f (qτ2)
+Rn,1Rn,2,
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where qτ = (qτ1 , qτ2)
′ and Rn,1Rn,2 = o
(
1
n
)
.
(iii) Using the Bahadur representation
Cov
(
qˆτk,u − qτk,u, qˆτj ,u − qτj ,u
)
= Cov
 1
n
n∑
i=1
τi − 1[zi≤qτk,u]
f (qτk,u)
+Rn,1,
1
n
n∑
i=1
τj − 1[zi≤qτj ,u]
f
(
qτj ,u
) +Rn,2

= E
 1
n
n∑
i=1
τk − 1[zi≤qτk,u]
f (qτi,u)
+Rn,1
 1
n
n∑
i=1
τj − 1[zi≤qτj ,u]
f
(
qτj ,u
) +Rn,2

= 1
n2
E
 n∑
i=1
τk − 1[zi≤qτk,u]
f (qτk,u)
n∑
i=1
τj − 1[zi≤qτj ,u]
f
(
qτj ,u
)

+Rn,1E
 1
n
n∑
i=1
τj − 1[zi≤qτj ,u]
f
(
qτj ,u
)
+Rn,2E
 n∑
i=1
τk − 1[zi≤qτk,u]
f (qτk,u)
+Rn,1Rn,2
= 1
f (qτk,u) f
(
qτj ,u
)E [(τk − 1[zi≤qτk,u]
)(
τj − 1[zi≤qτj ,u]
)]
+Rn,1Rn,2
= 1
f (qτk,u) f
(
qτj ,u
) (τkτj − τkE [1[zi≤qτj ,u]
]
− τjE
[
1[zi≤qτk,u]
])
+ 1
f (qτk,u) f
(
qτj ,u
) (E [1[zi≤qτk,u]1[zi≤qτj ,u]
])
+Rn,1Rn,2
= τk ∧ τj − τkτj
f (qτk,u) f
(
qτj ,u
) +Rn,1Rn,2.
Proof. Theorem 10. The function Φˆ is assumed to be continuously differentiable,
so Delta method applies
Φˆ ≈ Φϑ + ∂Φϑ
∂q (qˆ − q) , (52)
then
Var
(
Φˆ
)
≈ Var
(
∂Φϑ
∂q qˆ
)
= ∂Φϑ
∂q
′
Cov (qˆ) ∂Φϑ
∂q , (53)
where qˆ = (qˆτ1u1 , . . . , qˆτKuK ).
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Proof. Theorem 11. The first order condition of (4) is
1
R
R∑
r=1
∂Φ˜rϑ
∂ϑ
Wϑ¯
(
Φˆϑ − 1
R
R∑
r=1
Φ˜rϑ
)
= 0, (54)
where ϑ¯ is a consistent estimate of ϑ. Let us consider the first order Taylor expansion
around the true parameter ϑ0
1
R
R∑
r=1
∂Φ˜rϑ0
∂ϑ
Wϑ¯
(
Φˆϑ − 1
R
R∑
r=1
Φ˜rϑ0
)
− 1
R
R∑
r=1
∂Φ˜rϑ0
∂ϑ
Wϑ¯
1
R
R∑
r=1
∂Φ˜rϑ0
∂ϑ
(
ϑˆ− ϑ0
)
= op (1) . (55)
From this equation we get
√
n
(
ϑˆ− ϑ0
)
≈
∂Φ˜′ϑ
∂ϑ
Wϑ¯
∂Φ˜ϑ
∂ϑ
−1 ∂Φ˜ϑ
∂ϑ
Wϑ¯
√
n
(
Φˆ− 1
R
R∑
r=1
Φ˜rϑ0
)
, (56)
as n→∞. From Theorem 10
√
n
(
Φˆ− 1
R
R∑
r=1
Φ˜rϑ0
)
→d N
(
0,
(
1 + 1
R
)
Ωϑ
)
, (57)
as n → ∞, and Φ˜rϑ0 converges to Φϑ. Moreover since ϑ¯ is consistent the matrix
Wϑ¯ converges to Wϑ. From these results we get
Var
(√
n
(
ϑˆ− ϑ
))
→
(
1 + 1
R
) [
H−1ϑ
∂Φϑ
∂ϑ
]
WϑΩϑW′ϑ
[
H−1ϑ
∂Φϑ
∂ϑ
]′
, (58)
as n→∞, where Hϑ = ∂Φϑ∂ϑ′ Wϑ ∂Φϑ∂ϑ .
Proof. Theorem 14. We prove this theorem following Fan and Li (2001) and Gao
and Massam (2015). In the following we denote by σ0ij and σij respectively the zero
and non zero off–diagonal elements of the variance covariance matrix.
Let us consider a ball ‖ϑ − ϑ0‖ ≤ Mn− 12 for some finite constant M . In order to
prove the result in equation (63), let us consider the first order condition of equation
(7) and its first order taylor expansion
∂Q (ϑ)
∂ϑ
= −2∂Φ˜
R
ϑ
∂ϑ
Wϑ
(
Φˆ− Φ˜Rϑ
)
+ nv
≈ −2∂Φ˜
R
ϑ0
∂ϑ
Wϑ
(
Φˆ− Φ˜Rϑ0
)
+ 2
∂Φ˜Rϑ0
∂ϑ′
Wϑ
∂Φ˜Rϑ0
∂ϑ
(ϑ− ϑ0) + nv, (59)
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where v =
(
0; p′λn (|σij|) sgn (σij) , i < j
)
. The first two terms are Op
(
n−
1
2
)
. Re-
garding the penalisation term, let us first consider the zero off–diagonal element
σ0ij. For a given λn, the first derivative p′λn (|σij|) with respect to |σij| is given by
p′λn (|σij|) =

λn if |σij| ≤ λn
(aλn−|σij |)
a−1 if λn < |σij| ≤ aλn
0 if aλn < |σij|,
(60)
and it holds
lim
|σij |→0
p′λn (|σij|)
λn
= 1. (61)
Then, for a generic σ0ij, the corresponding element in nv can be written as
nλnsgn (σij)
p′λn (|σij|)
λn
= nλnsgn (σij) . (62)
We rewrite (59) as follows
∂Q (ϑ)
∂ϑ
= nλn
{
λ−1n v−Op
(
n−
n
2 λ−1n
)}
, (63)
Since lim infn→∞ lim inf |σij |→0
p′λn (|σij |)
λn
> 0 and
√
nλn →∞, the term nv has asymp-
totic order higher that Op
(
n−
1
2
)
and dominates the equation (63). This means that
the sign of ∂Q(ϑ)
∂σij
is determined by the sign of σij, i.e. for any local minimiser it
holds σˆi,j = 0 with probability 1. Now consider the case in which σij is not a zero
element, then using the Taylor approximation we can calculate the following
Q (ϑ0)−Q (ϑ) =
(
Φˆ− Φ˜Rϑ0
)′
Wϑ0
(
Φˆ− Φ˜Rϑ0
)
−
(
Φˆ− Φ˜Rϑ
)′
Wϑ
(
Φˆ− Φ˜Rϑ
)
+ n
∑
i<j
[
pλ
(
|σ0ij|
)
− pλ (|σij|)
]
≈ 2∂Φ˜
R
ϑ0
∂ϑ
Wϑ0
(
Φˆ− Φ˜Rϑ0
)
(ϑ− ϑ0)
+ (ϑ− ϑ0)′
−2∂Φ˜Rϑ0
∂ϑ′
Wϑ0
∂Φ˜Rϑ0
∂ϑ
 (ϑ− ϑ0)
− n∑
i<j
(
p′λn (|σij|) sgn (σij)
(
σij − σ0ij
)
+ p′′λn (|σij|)
(
σij − σ0ij
)2)
,
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where p′′λn (|σij|) stands for the second derivative. For n large enough the summation
term in equation (64) is negligible since σij 6= 0 and
lim
n→∞ p
′
λn (|σij|) = 0
lim
n→∞ p
′′
λn (|σij|) = 0. (64)
The same holds for the fist term. The matrix
−2∂Φ˜
R
ϑ0
∂ϑ′
Wϑ0
∂Φ˜Rϑ0
∂ϑ
, (65)
is negative definite and for n large it dominates the other terms, therefore Q (ϑ0)−
Q (ϑ) ≤ 0. This implies that there exist a local minimizer ϑˆ such that ‖ϑˆ− ϑ0‖ =
Op
(
n−
1
2
)
.
Proof. Theorem 15. Let us consider the first order Taylor expansion with respect
to ϑ10 of the first order condition computed in equation (64)
∂Q (ϑ)
∂ϑ1
= −2∂Φ˜
R
ϑ
∂ϑ1
Wϑ1
(
Φˆ− Φ˜Rϑ
)
+ nv
= −2∂Φ˜
R
ϑ0
∂ϑ1
Wϑ10
(
Φˆ− Φ˜Rϑ0
)
+ 2
∂Φ˜Rϑ0
∂ϑ1′
Wϑ10
∂Φ˜Rϑ0
∂ϑ1
(ϑ1 − ϑ10)
+ nv0 + nP0
(
ϑ1 − ϑ10
)
= 0, (66)
where v =
(
0; p′λn (|σij|) sgn (σij) , i < j
)
and v0 is v computed at the true value of
the variance covariance matrix; P = diag
{
0, p′′λn (|σij|) , i < j
}
and P0 is P com-
puted at the true parameter of the variance covariance matrix.
2
∂Φ˜Rϑ0
∂ϑ1′
Wϑ10
∂Φ˜Rϑ0
∂ϑ1
(ϑ1 − ϑ10)+ nv + nP (ϑ1 − ϑ10)
= 2
∂Φ˜Rϑ0
∂ϑ1
Wϑ10
(
Φˆ− Φ˜Rϑ0
)√
n
2
∂Φ˜Rϑ0
∂ϑ1′
Wϑ10
∂Φ˜Rϑ0
∂ϑ1
+ nP0

×
ϑ1 − ϑ10 +
2
∂Φ˜Rϑ0
∂ϑ1′
Wϑ10
∂Φ˜Rϑ0
∂ϑ1
+ nP0
−1 nv0

= 2
∂Φ˜Rϑ0
∂ϑ1
Wϑ10
√
n
(
Φˆ− Φ˜Rϑ0
)
d−→ N
(
0, ∂Φϑ0
∂ϑ1
Wϑ10Ωϑ0W
′
ϑ1
∂Φϑ0
∂ϑ1′
)
. (67)
Since v0 and P0 vanish asymptotically, we apply the same argument of Theorem
11 to complete the proof.
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Appendix B: MMSQ initialisation
Without loss of generality we consider the case m ≥ 2. Since each variables Yi
have univariate Elliptical Stable distribution, then marginals’ parameters can be
estimated using the approach of McCulloch (1986). The off–diagonal parameter
of the scale matrix is estimated using the following procedure. For each couple of
variables Yij = (Yi, Yj)′ it holds
Yij ∼ ESD2
(
α, ξij,Ωij
)
, (68)
where ξij = (ξi, ξj)
′ and Ωij =
[
ω2i ωij
ωij ω
2
j
]
. Let us consider the standardised variables
Xij = (Xi, Xj)′ where
(Xi, Xj) =
(
Yi − ξi
ωii
,
Yj − ξj
ωjj
)
, (69)
then Xij ∼ ESD2
(
α,0, Ω¯ij
)
where Ω¯ij =
[
1 ρij
ρij 1
]
. Using the Definition 16,
it turns out that the optimal direction for ρij is u =
(
1√
2 ,
1√
2
)′
. Therefore, we
project Xij along u and we obtain the variable Xu = u′Xij such that Xu ∼
ESD1 (α, 0, 1 + ρij). Now, since Xu is a univariate random variable we can ap-
ply the method of McCulloch (1986) to initialise the scale of a univariate ESD.
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Appendix C: synthetic data results
n = 500 n = 2000
Par. True BIAS SSD ECP BIAS SSD ECP
α 1.70 -0.0075 0.0996 0.7970 -0.0041 0.0535 0.7650
ξ1 0.00 0.0016 0.0443 0.9380 0.0013 0.0201 0.9500
ξ2 0.00 0.0088 0.0841 0.9440 0.0021 0.0385 0.9590
ω11 0.50 0.0112 0.2904 0.6030 -0.0046 0.0605 0.5330
ω22 2.00 -0.0409 0.3599 0.6870 -0.0059 0.1439 0.6910
ω12 0.90 -0.1044 0.2841 0.8090 -0.0369 0.1680 0.8280
Par. True BIAS SSD ECP BIAS SSD ECP
α 1.90 -0.0315 0.0876 0.8750 -0.0141 0.0626 0.8760
ξ1 0.00 -0.0003 0.0444 0.9390 0.0010 0.0209 0.9440
ξ2 0.00 0.0029 0.0891 0.9240 0.0005 0.0401 0.9510
ω11 0.50 -0.0069 0.2040 0.6480 0.0045 0.4682 0.6120
ω22 2.00 -0.0412 0.3563 0.7700 0.0002 0.4357 0.7380
ω12 0.90 -0.1862 0.3717 0.7530 -0.1373 0.3110 0.7730
Par. True BIAS SSD ECP BIAS SSD ECP
α 1.95 -0.0628 0.0974 0.8580 -0.0310 0.0586 0.8580
ξ1 0.00 0.0006 0.0436 0.9360 0.0047 0.1060 0.9490
ξ2 0.00 0.0038 0.0862 0.9220 -0.0008 0.0645 0.9520
ω11 0.50 0.0111 0.5107 0.6270 -0.0014 0.2008 0.6310
ω22 2.00 -0.0688 0.4903 0.7650 -0.0272 0.3358 0.7580
ω12 0.90 -0.2227 0.4907 0.6980 -0.2181 0.4444 0.7190
Table 5: Bias (BIAS), sample standard deviation (SSD), and empirical coverage probability (ECP)
at the 95% confidence level for the locations ξ = (ξ1, ξ2, . . . , ξd), scale matrixΩ = {ωij}, with i, j =
1, 2, . . . , d and i ≤ j and characteristic exponent α of the bivariate Elliptical Stable distribution
of dimension m = 2. The results reported above are obtained using 1, 000 replications for three
different values of α = (1.70, 1.90, 1.95).
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(a) True (b) S–MMSQ, α = 1.70 (c) GLasso, α = 1.70
(d) SCAD, α = 1.70 (e) Adaptive Lasso, α = 1.70 (f) S–MMSQ, α = 1.90
(g) GLasso, α = 1.90 (h) SCAD, α = 1.90 (i) Adaptive Lasso, α = 1.90
Figure 3: Band structure of the true and estimated scale matrices through S–MMSQ of the 12–
dimensional Elliptical Stable simulated experiment discussed in Section 4, for α = (1.70, 1.90) and
sample size n = 200.
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(a) True (b) S–MMSQ, α = 1.95 (c) GLasso, α = 1.95
(d) SCAD, α = 1.95 (e) Adaptive Lasso, α = 1.95 (f) S–MMSQ, α = 2.00
(g) GLasso, α = 2.00 (h) SCAD, α = 2.00 (i) Adaptive Lasso, α = 2.00
Figure 4: Band structure of the true and estimated scale matrices of the Elliptical Stable distri-
bution experiment discussed in Section 4, for α = (1.95, 2.00) and sample size n = 200.
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(a) GLASSO (b) S–MMSQ
(c) TRUE
(d) SCAD (e) Adaptive Lasso
Figure 5: Band structure of the true (left) and estimated (right) scale matrices through S–MMSQ
of the 12–dimensional Elliptical Stable simulated experiment discussed in Section 4, for α = 1.70
and sample size n = 200.
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(a) GLASSO (b) S–MMSQ
(c) TRUE
(d) SCAD (e) Adaptive Lasso
Figure 6: Band structure of the true (left) and estimated (right) scale matrices through S–MMSQ
of the 12–dimensional Elliptical Stable simulated experiment discussed in Section 4, for α = 1.90
and sample size n = 200.
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(a) GLASSO (b) S–MMSQ
(c) TRUE
(d) SCAD (e) Adaptive Lasso
Figure 7: Band structure of the true (left) and estimated (right) scale matrices through S–MMSQ
of the 12–dimensional Elliptical Stable simulated experiment discussed in Section 4, for α = 1.95
and sample size n = 200.
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(a) GLASSO (b) S–MMSQ
(c) TRUE
(d) SCAD (e) Adaptive Lasso
Figure 8: Band structure of the true (left) and estimated (right) scale matrices through S–MMSQ
of the 12–dimensional Elliptical Stable simulated experiment discussed in Section 4, for α = 2.00
and sample size n = 200.
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