Abstract. This paper deals with early obstacles recognition in wireless sensor networks under various traffic patterns. In the presence of obstacles, the efficiency of routing algorithms is increased by voluntarily avoiding some regions in the vicinity of obstacles, areas which we call dead-ends. In this paper, we first propose a fast convergent routing algorithm with proactive dead-end detection together with a formal definition and description of dead-ends. Secondly, we present a generalization of this algorithm which improves performances in all to many and all to all traffic patterns. In a third part we prove that this algorithm produces paths that are optimal up to a constant factor of 2π + 1. In a fourth part we consider the reactive version of the algorithm which is an extension of a previously known early obstacle detection algorithm. Finally we give experimental results to illustrate the efficiency of our algorithms in different scenarios.
Introduction
In this paper, we study the problem of routing messages in sensor networks. Due to the specificity of such networks, routing algorithms need to make computations based on local information. Numerous algorithms have been proposed for this problem. For a class of them which is called geographic routing algorithms, it is assumed that the sensors know their geographic position e.g. by using a GPS or by other localization techniques [BJ05] . The algorithms we propose in this paper belong to this class.
Geographic routing algorithms differ in the way they avoid obstacles (Definition 1). Indeed, the strategy of these algorithms is mainly to greedily progress towards the destination (whose position is supposed to be known). To do so, coordinates are used to compute the Euclidean distance to the destination, and the greedy strategy consists in choosing a node whose Euclidean distance is smaller.
Since obstacles block greedy progressions in a local minima, several techniques have been introduced to get out of local minima; for instance, GRIC follows the obstacles' borders while introducing some inertia; Face Routing routes along the faces of a planarized network. These algorithms do not use other information than the coordinates of the nodes and their efficiency is usually estimated according to the communication overhead at each node and the length of the path discovered. The algorithm presented in [KWZ08] discovers a path whose length is at most O(d 2 ), where d is the Euclidean distance from the source to the destination. Moreover, it is shown that no memoryless algorithm can guarantee a better result.
Some other algorithms using extra node memory have been proposed. This is the case of the early detection algorithm proposed in [MLNR07] . We investigate this direction further by proposing a class of proactive obstacle detection algorithms (ODA). The algorithm proposed in [MLNR07] considers networks containing only one base station, with a all to one data traffic pattern. In this paper we propose a faster convergent algorithm which works under the same hypothesis but also in the case of all to many and all to all traffic pattern hypothesis. We then propose an extension that improves its performances in the case of all to many and all to all traffic pattern.
These algorithms mark the nodes in the vicinity of obstacles while routing messages, and favor the non marked ones. One of the performance parameters of ODA is the time of convergence -the time needed to acknowledge the presence of obstacles in their vicinities. An important contribution of this paper is a significant improvement of the convergence time in comparison to [MLNR07] . Furthermore, we prove that this algorithm computes a path whose length is at most a constant times the length of the shortest path (and hence optimal up to a constant factor) under the hypothesis that the plane is covered uniformly by sensor except on the obstacles ; this situation being an approximation of a dense sensor network. To do so, we describe and give a formal definition of the marked areas, also called dead-ends.
The paper is organized as follow: Section 2 introduces the current state of the art in geographic routing, with emphasis on obstacle avoidance algorithms. Section 3 contains the description of our fast convergent and proactive algorithm for all to one traffic pattern (remarks that this algorithm also work under other traffic patterns). Section 4 describes improvements of this algorithm for all to many and all to all traffic patterns. Section 5 is an analysis of dead-ends (or marked) areas and it includes the proof that our algorithm computes a path whose length is at most (2π + 1)d, where d the Euclidean distance from the source to the destination. In Section 6, we propose the reactive version of the algorithm. In Section 7, we compare the performances of our algorithms with the state of the art. The conclusions are presented in the last section.
State of the Art
We address the problem of finding near optimal paths in sensor networks using geographic routing. We suppose that all nodes know their position and that obstacles are present in the network. Considering this framework, several scenarios can be considered : all to one, when any node in the network can be the originator of a message whose destination is a unique Base Station; all to many when several Base Stations are present in the network ; all to all when any node can be destination of a message.
By default, geographic routing algorithms greedily route the messages towards the destination [KSU99] , [Fin87] , [MM96] , [CNS05] . When the greedy forwarding technique fails, the algorithms enter a recovery mode, used until the greedy forwarding technique is again feasible. The solutions are divided in the following categories [CV07] : flood based, planar graph based, spanning tree based and geometric based.
Flooding based techniques [SL01] , [JPS99] broadcast the message if it reaches a local minima. Although the complexity is low, the overhead is high. And, even if they guarantee delivery, path optimality is not a concern. An alternative to flooding is multicast. [CDNS06] proposes a redundant multipath delivery scheme that uses probabilistic choices to achieve an optimal trade-off between efficiency and cost; while this method indeed copes well in sparse networks, it fails to bypass big obstacles.
[BCN06] is a protocol combining greedy routing and adaptation of the transmission range to bypass obstacles. It manages to "jump over" obstacles, but the routing path created is not optimal and the energy cost can become high.
Planar graph traversal techniques [KK00] , [HBBW04] , [BMSU01] , [DSW02] are used since they were proved to guarantee delivery if a path exists. Planar graph based obstacle avoidance strategies use greedy as long as a node has a neighbor closer to the destination. Otherwise, one of the existing planar graph traversal algorithms [Urr02] , [KWZ03] , [KWZZ03] is used. Since the representation of the network is not always a planar graph, this class of strategies needs to use a distributed planarization algorithm. This can be done at the network level, in the network setup phase, or it can be done on demand, only for the set of nodes where greedy forwarding cannot be used.
The performances of these strategies depend on two factors: the performances of graph traversal algorithm and of the distributed planarization algorithm [KGKS05] , [GS69] , [Tou91] . Most of the algorithms are concerned with improving the planar graph traversal algorithms. In [KWZ08] , the authors propose a variant of [KK00] which computes paths whose length is O(d 2 ), where d is the length of the shortest paths to the destination. Furthermore, they prove that no algorithm not using sensors's memories can guarantee a better approximation ratio.
Spanning tree based techniques build a spanning tree when a message is blocked at a node. In [RRR + 99] they are forwarded using flooding, while in [LLM06] the locations covered by subtrees are aggregated using convex hulls to decide which direction in the tree is closer to the destination. The disadvantage of the method is the overhead needed to transmit the information several hops away.
Geometric based techniques use memories of sensors to capture geometric properties of the network in order to improve performances. For instance, a geometric obstacle avoidance algorithm is proposed in [FGG06] . It uses the geometric properties of a node (position of its neighbours) to determine if a message can be blocked at that node. The objective is to find obstacles of the network, which are areas of the network bounded by nodes at which messages are blocked. This technique needs angle computation and hence the sensors are supposed to have specific equipment. Furthermore, the obstacle detection is done during an initialisation phase and hence decrease the available energy of all nodes, even the one that are not in a local minima.
Other existing early obstacle detection techniques using geographic routing where concerned with the all to one scenario, i.e. when all the traffic was directed towards a single base station. They are based on the detection, and marking of nodes close to obstacles in a reactive manner. This way it avoids the use of energy at nodes which are not local minima.
The algorithms proposed in [MLNR07, MLNR08] are based on two modes, the greedy mode and the perimeter mode. In greedy mode, the node which has to send a message choose among its optimal (see bellow) neighbours the one that decrease the most the euclidien distance towards the destination. When a node is in perimeter mode, it means that the message is currently following the border of an obstacle in some direction. The node sends the message so that it keeps following the border of the obstacle in the same direction, until it is completely avoided, see [KK00] for a precise description of this mode.
The difference between the two algorithms differ in the way to mark optimal or non optimal nodes. Initially all nodes are marked as optimal. The method [MLNR07] : behavior based routing evaluates the ratio between the total number of times greedy or perimeter routing were previously used by a node. If the ratio is in favour of perimeter, the node is marked as non optimal. In the second method [MLNR08] : neighborhood based routing, a node on a routing path tags itself based on the outcome of a node optimality evaluation method -the evaluation is optimal if a node has at least one neighbor tagged as optimal and which is closer to the destination. If a node is non-optimal, then we consider that any path towards the destination using it will be as well non-optimal. These protocols gradually evaluates the performance of a path, detecting reactively the nodes around obstacles, and progressively redefining the routing paths. Each node is evaluating itself and spreads locally information about its performances. Once the non optimal nodes are detected and advertised, each node in greedy routing mode will avoid to choose non optimal neighbors for forwarding, thus redirecting the message outside the non optimal area. There are two main disadvantages of these methods. First, the convergence time is slow since several paths needs to be routed through non optimal areas before they are detected. Second, it lacks generality. Indeed, if there are several base stations in the network, then the paths could be even longer than with the classical algorithms (e.g. GPG).
Single Destination Routing and Dead-Ends Detection
To avoid local minima, a solution consisting in marking nodes with optimal and non-optimal reputations has been developed in [MLNR07] : non-optimal nodes lead to local minima and should be avoided, whereas nodes marked as optimal can be safely used for greedy routing.
Similarly, in this paper we will consider marking nodes as optimal or nonoptimal. Our marking bears important differences as it is done proactively whenever a local minima is detected.
Initially, all nodes are marked as optimal. Then the following algorithm is run, in which current node stands for any node that has a message to send.
Algorithm 1. Algorithm Dead-End
Input : A node and the destination of its message. Output : A node to which to forward the message. The current node proceeds to a dead-end evaluation process; if The current node is optimal then it chooses the next node using a greedy mode; else it chooses the next node using an escape mode. end if
Dead-End Evaluation Process. The current node checks if it would find a node to which to send the message if it uses the greedy mode, i.e. it checks if it is a local minima towards the destination. If it is not a local minima, it makes nothing, otherwise it means it has no neighbors closer to the destination. In this case, it marks itself as non-optimal and broadcasts this information to all its neighbors. Each node which receives such a message checks if it has optimal neighbors closer to the destination than itself. If not, it marks itself as nonoptimal and broadcast it. The same process repeats recursively until a whole area is marked as non-optimal. We call such an area a dead-end.
At this point, an exit is computed for the messages originated at non-optimal nodes. A node receiving a message that one of its neighbours is marked as nonoptimal, but which does not mark itself as non-optimal, advertises that it is a potential exit from the dead-end. Then a non-optimal node knowing an exit, advertises itself as an exit recursively. Each non-optimal node chooses as exit the first neighbor advertised as exit.
Overhead. This algorithm induces communications only in dead-ends. Hence any node outside a dead-end will NOT waste energy. Also nodes in dead-ends use energy at this point to mark themselves so that not to be contacted later on. Finally, the overhead is of exactly two broadcasts per node in the dead-end and one for the nodes adjacent to one in the dead-end. Hence this algorithm would be efficient in large sensor network.
Greedy Mode. Good nodes function in greedy mode. They route received messages greedily, i.e., they send the message to the optimal node among their neighbors which is the closest to the destination.
Escape Mode. Bad nodes function in escape mode. They know (cf dead-end process above) one of their neighbors as a direction towards the exit of the dead-end, so they send messages to this node.
Algorithm Convergence. we say that the algorithm converges when the number of non-optimal nodes does not increase anymore. It means, that a message sent by an optimal node will be entirely routed greedily, avoiding any dead-ends. A message sent by a non-optimal node will first escape the dead-end until it reaches an optimal node, after what it will be routed greedily.
Multiple Directions Routing and Dead-Ends Detection
The previous algorithm detects the presence of obstacles towards the destination of a message, and marks nodes accordingly. It increases the performances of the routing algorithm for messages sent to this destination, but, if there are multiple destinations, it can decrease the performances for a message directed to another destination. We are aiming at finding efficient paths regardless of the destination of the message. A solution is to divide the communication area reached by the node in several directions and to keep track of the optimality for each direction. A parameter directions is chosen accordingly to the number of destinations, if there are several base station for instance, or accordingly to the shape of the obstacles if they are known. Otherwise, an arbitrary size can be chosen (heuristically height works well). To each node is associated an array of size directions, which indicates if the node is optimal for a specific direction or not.
Given a node n, and a message that it has to send, n computes in which direction i the destination is. For example, if there are four directions, a node n, split the networks into the four geometrical quadrants.
The algorithm is an adaption of the one of the previous section:
Algorithm 2. Algorithm Directional Dead-End
Input : A node and the destination of its message. Output : A node to which to forward the message. The current node computes in which direction is the destination; The current node proceeds to a dead-end evaluation process for this direction; if The current node is an optimal node for this direction then it chooses the next node using a greedy mode; else it chooses the next node using an escape mode. end if Each of the greedy mode, escape mode and dead-end process that we compared are described in the following.
Greedy Mode. If node n is optimal for direction i, it chooses among all its neighbors that are closer to the destination and marked as optimal for the direction of the destination, the closest to the destination (notice that from the neighbor point of view, the direction towards the destination is not necessary i).
Escape Mode. As in the algorithm of Section 3, if a node is non-optimal, it has precomputed a neighbor which he knows to be an exit for the dead-end in direction i. So the node sends the message to this precomputed node. The deadend exit is relative to a direction and hence can be different for each direction.
Dead-End Evaluation Process. This process verifies locally if a greedy routing would find an optimal node. If so it does nothing, otherwise it do what is described in section 3, except that the notion of optimal and non-optimal node is relative to the direction of the destination, let say i. To summarize, the process is the following: the current node marks itself as non-optimal for direction i and broadcast the information to all its neighbors. Any other node that marks itself as non-optimal also broadcast the information and the process is repeated recursively until it stops. When this process end, the exit of the dead-end area is computed, c.f. Section 3. And a node is marked as non-optimal for the direction of the destination i, if all its neighbors closer to the destination are non-optimal for this direction i.
Dead-End Analysis
This section aims at describing from a theoretical point of view the behaviour of our algorithms using the recursive execution of the dead-end evaluation process. We indicate which areas (called dead-ends) need to be marked such that a message routed greedily avoid all local minima.
We concentrate ourselves in the case of all to one routing pattern as this analyse extends to the all to many routing pattern.
To describe which part of the network is marked as non-optimal, we use a continuous model. We suppose that the plane is completely covered by sensors except on some regions called obstacles (definition 1 below), that prevent direct communications between nodes. Each point of the plan that is not an obstacle represent a node that can transmit a message.
Theorem 1 describes the minimum part of the plane that will be marked as a dead-end area when there is a single destination D.
Definition 1 (obstacle). An obstacle p is a position in the plane such that for any pair of nodes
We use polar coordinates with origin the destination D, to describe the positions of nodes in the network.
Theorem 1. If there is a continuous line of obstacles
{(f (α), α)} α∈[β,γ] such that f : [β, γ] → R
is a continuous function, then the dead-end area contains at least all the sensors at position
Proof. Let x 1 be a sensor that is not in a dead-end area. There is a sequence of nodes x 2 , . . . x n such that x n = O, and ∀0 < i < n x i is a neighbor of x i+1 and x i+1 is closer to the destination than x i . Suppose that x 1 is at position (ρ 1 , α 1 ) with
Since x i+1 is closer to D than x i , we have ρ i+1 < ρ i , and therefore [β,γ] and x i+1 can not be a neighbor of x i .
Remark 1. The analysis works similarly if we consider several directions. The difference is that there is multiple dead-ends, each being associated to a given direction. A node can be in as many dead-ends as there are directions.
Approximation Ratio
In this section we consider a network with a single obstacle, however there is no hypothesis on the shape and size of the obstacle.
We consider a message whose origin and destination are outside the obstacle and dead-ends. Our objective is to prove that, in a continuous model, the path produced by our algorithm is at most a constant times longer than the Euclidean distance between its source and its destination., and therefore optimal up to a constant factor. Proof. The dead-ends are described by Theorem 1. The algorithm does not enter dead-ends by definition. Instead, it follows their border. The worst case happens when the computed path bypass the obstacle from the other side than the shortest path. In this case, the computed path will turn around the whole obstacle following the dead-ends border (Notice that the distance to the destination may not increase since we are in greedy mode). The path will at most turn around the obstacle for an angle of α ,the apparent angle of the obstacle from t, before finding a straight line to the destination (α < 2π by hypothesis). Hence the computed path has length at most (α + 1)d(s, t), where d(s, t) is the distance between s and t.
Reactive Dead-End Discovery
In this section, we propose reactive variants of the algorithm proposed in Section 4 : Directional Dead-End. By reactive, we mean that only the node forwarding the message computes wether it is optimal or non-optimal. This algorithm combines the multiple marking according to a number of chosen directions, and the caracteristics of the algorithms presented in [MLNR07, MLNR08] . They converge slower than the one proposed in Sections 3 and 4 but the global overhead is reduced.
As before, there are two modes, the greedy mode during which the next node is chosen greedily among the optimal neighbors, and the perimeter mode.
perimeter mode: This is the routing mode inside dead-ends. We use GPSR, it works on a planarized graph of the network and routes the message around a face towards the destination. This algorithm is explained in the introduction.
When constructing a path to route a message, nodes along the path are evaluated. The current node design the node which currently has the message to send. In this Section, only the current node is evaluated at each time step.
We compare two ways to determine whether a node is optimal or non-optimal.
greedy neighborhood evaluation: In this evaluation, we consider all the neighbors closer to the destination than the current node. A node marks itself as nonoptimal for the direction in which is the destination if all of them are nonoptimal for this direction and optimal for this direction otherwise. Notice that the number of non-optimal node may either increase or decrease in the network as we consider traffic towards multiple directions, this is illustrated by figure 3. First we describe the fig. 3 . The current node is situated at the center of the circle and it has to send messages towards the two destination d 1 and d 2 . For the sake of simplicity the area covered by the node is divided in only four directions. For each neighbor only the direction towards the destination is taken into account for this evaluation. The directions used for the evaluation are marked in the two pictures. We use an empty segment for optimal nodes and a segment with stripes for non-optimal nods: n 1 and n 2 in the first picture and n 2 in the second picture. There are two greedy nodes, n 1 and n 2 towards d 2 and three greedy nodes, n 2 ,n 3 ,n 4 towards d 1 .
In this example, the greedy neighborhood evaluation works as follow : in the first picture, the current node contains optimal neighbors closer to both destination (n 3 for d 1 , and n 1 for d 2 ), therefore it will be marked as optimal for this direction. In the second picture, all neighbors closer to d 2 are supposed to be non-optimal, so the current node will mark itself as non-optimal for this direction. However, if an evaluation is made towards d 1 , which is in the same direction, the current node will mark itself as optimal, whatever is previous mark was. one flip evaluation: A drawback of the previous method is that nodes will often change their mark, depending on the message destination. This will trigger additional traffic in the network. In one flip evaluation, we keep non-optimal nodes. In other words, once a node is marked as non-optimal, it remains non-optimal. In this evaluation method, the number of non-optimal nodes can only increase.
In the second example of fig. 3 , once the current node has been evaluated towards d 2 , it is marked as non-optimal and remains non-optimal, even if it routes a message towards d 1 .
Simulation Results
The measurements are made with a network of 50x50 with a single obstacle. The network traffic is from left to right. We are using different network densities, from 20 to 40 neighbors in average. 
Stretch
In this section, we compare the average ratio between the path computed by various algorithms and the distance between the source and the destination. The algorithm compared are GPSR which serves as point of comparison with existing work, Dead-End, Directional Dead-End, greedy neighbor evaluation and one flip evaluation. The obstacle is a half moon situated in the middle of the network, the network traffic is all to all.
We observe that the algorithms Dead-End, Directional Dead-End and one flip evaluation perform well and computes close to optimal path in terms of path length. The improvement consisting in marking nodes using a direction is not significant (Dead-End performs as well as the two others), especially when compared with the increased complexity : it needs more computation at each steps and more memories at each nodes.
Dead-End Nodes
The number of dead-end nodes decrease when the density of the network increases. This can be explained by the fact that when the density increase, the dead-ends converge to the dead-ends described in Section 5. The area covered by dead-end nodes decreases more rapidly than the density increases.
Convergence Time
We compare the convergence time of the various algorithms. For Dead-end and Directional Dead-end, fig. 4 indicates the time after which no more nodes have been marked during 400 steps. One flip evaluation does not converge in this sense, however, fig. 4 indicates the time after which no more nodes have been marked during 200 steps ; although, if the number of non-optimal node after this time is not stable, it does not change much. Greedy neighbor evaluation is not convergent even in this sense.
So in terms of convergence, Dead-end and Directional Dead-end are more efficient.
The convergence time decreases when the density increase, this corroborates the decreasing number of dead-end nodes when the density increases. Indeed it takes less time to mark all of them.
Conclusion
In this paper we introduced several improvements to the obstacle detection and avoidance routing algorithms and compare them together. We showed that our dead-end recursive evaluation technique outperform previous algorithms in terms of convergence time. The algorithms proposed all do well in terms of path stretch. The main contribution is a theoretical guaranty that, in a continuous network, the algorithm Dead-End computes a path whose length is at most π + 1 times bigger than the length of the shortest path. This result is interesting since it is optimal up to a constant factor and that, without using memories, the best distributed algorithm cannot guarantee to compute a path whose length is smaller than the square of the distance.
However, the algorithms we proposed are designed for static networks. It would be interesting to extend them to the dynamic case in the hope of getting theoretical guaranties on the computed path under some hypothesis on the dynamicity of the system. An approach may consist in checking the non-optimality of non-optimal nodes after a certain time.
