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MATRIX IDENTITIES WITH FORMS
ARTEM A. LOPATIN
Abstract. Consider the algebra Mn(F) of n × n matrices over an
infinite field F of arbitrary characteristic. An identity for Mn(F) with
forms is such a polynomial in n×n generic matrices and in σk(x), 1 ≤ k ≤
n, coefficients in the characteristic polynomial of monomials in generic
matrices, that is equal to zero matrix. This notion is a characteristic
free analogue of identities for Mn(F) with trace and it can be applied
to the problem of investigation of identities for Mn(F). In 1996 Zubkov
established an infinite generating set for the T-ideal Tn of identities for
Mn(F) with forms. Namely, for t > n he introduced partial linearizations
of σt and proved that they together with the well-known free relations
and the Cayley–Hamilton polynomial χn generate Tn as a T-ideal. We
show that it is enough to take partial linearizations of σt for n < t ≤ 2n.
In particular, the T-ideal Tn is finitely based.
Working over a field of characteristic different from two, we obtain a
similar result for the ideal T ′n of identities with forms for the F-algebra
generated by n × n generic and transpose generic matrices. It follows
from our previous papers that the T-ideal T ′n is generated by partial
linearizations of σt,r for t + 2r > n, the well-known free relations, χt,r
for t + 2r = n, and ζt,r for t + 2r = n − 1, where σt,r is the identity
introduced by Zubkov in 2005 and χt,r, ζt,r are generalizations of the
Cayley–Hamilton polynomial. We prove that it is enough to take partial
linearizations of σt,r for n < t + 2r ≤ 2n. In particular, the T-ideal T
′
n
is finitely based.
These results imply that ideals of identities for the algebras of matrix
GL(n)- and O(n)-invariants are generated by the well-known free rela-
tions together with partial linearizations of σt for n < t ≤ 2n and partial
linearizations of σt,r for n < t+ 2r ≤ 2n, respectively.
Keywords: polynomial identities, identities of matrices, identities of
matrices with involution, invariant theory, polynomial invariants, classi-
cal linear groups.
2010 MSC: 16R10; 16R30; 13A50.
1. Introduction
We work over an infinite field F of arbitrary characteristic p = charF ≥ 0.
All vector spaces, algebras, modules as well as tensor products are over F and all
algebras are associative with unity unless otherwise stated. All ideals are two-sided.
1.1. Notations. Given n > 1 we consider n × n generic matrices Xk =
(xij(k))1≤i,j≤d (k ≥ 1) with entries from the following polynomial algebra
R = Rn = F[xij(k) | 1 ≤ i, j ≤ n, k ≥ 1].
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Denote coefficients in the characteristic polynomial of an arbitrary n× n matrix A
by σt(A), i.e.,
det(λE −A) =
n∑
t=0
(−1)tλn−tσt(A).
So, σ0(A) = 1, σ1(A) = tr(A) and σn(A) = det(A). The algebra of matrix GL(n)-
invariants RGL(n) is known to be generated by σt(A), where 1 ≤ t ≤ n and A
is a monomial in generic matrices. Moreover, we can assume that A ranges over
primitive monomials, i.e., A 6= Bl for l > 1 and a monomial B in generic matrices.
The mentioned generators of RGL(n) were found by Sibirskii [16] and Procesi [11] in
characteristic zero case and by Donkin [2] in the general case. The formal definition
of RGL(n) together with some properties can be found, for example, in [4].
The algebra of n× n matrices with forms (or, the algebra of concomitants)
Cn = algF{X1, X2, . . . , fE}
is generated by generic matrices and fE, where f ranges over RGL(n) and E stands
for the identity n×n matrix. The ideal of identities for the algebraMn(F) of n×n
matrices over F coincides with the ideal of identities for algF{X1, X2, . . .} ⊂ Cn. So
a description of identities for Cn can be applied to the problem of investigation of
identities for Mn(F). Note that the identities for Mn(F) are described only in the
case of n = 2 and p 6= 2 (see [14], [5], [6]). In particular, it is shown that the T-ideal
of identities for Mn(F) is finitely based in the case of n = 2 and p 6= 2, but it is an
open problem for n = p = 2 as well as in the case of n > 2 and p > 0.
We define the following notions.
• Let 〈X〉 be the semigroup (without unity) freely generated by letters
x1, x2, . . . and 〈X〉
# = 〈X〉 ⊔ {1}.
• Let F〈X〉 and F〈X〉# be the vector spaces with the bases 〈X〉 and 〈X〉#,
respectively. Note that elements of F〈X〉 and F〈X〉# are finite linear com-
binations of monomials from 〈X〉 and 〈X〉#, respectively.
• Define a homomorphism of algebras φn : F〈X〉
# → algF{E,X1, X2, . . .} by
1→ E and xk → Xk for all k ≥ 1.
Consider a free algebra F for RGL(n), i.e., F is a free commutative F-algebra,
equipped with a surjective homomorphism ΦF : F → R
GL(n), whose kernel is called
the ideal of relations for RGL(n) with respect to F . Then the algebra F ⊗ F〈X〉#
is called a free algebra for Cn and the kernel of the surjective homomorphism
ΨF : F ⊗ F〈X〉
# → Cn, f ⊗ b→ ΦF (f)φn(b)
is the ideal of relations for Cn with respect to F⊗F〈X〉
#. There are several ways to
introduce a free algebra F for RGL(n) and, consequently, for Cn. Below we consider
• the absolutely free algebra σ〈X〉 for RGL(n),
• the large free algebra σ〈X˜〉 for RGL(n) with the ideal of relations K˜n,
• the small free algebra σ〈X〉n for R
GL(n) with the ideal of relations Kn,
• the large and small free algebras σ〈X˜〉 ⊗ F〈X〉# and σ〈X〉n ⊗ F〈X〉
#, re-
spectively, for Cn with the ideals of relations T˜n and Tn, respectively.
Our main results are the following ones:
• the ideals of relations Kn and Tn are finitely based (see Theorem 2.5);
• the ideals K˜n and T˜n are finitely based if and only if p = 0 (see Lemma 3.12);
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• similar results are obtained in case p 6= 2 for the ideal of identities with
forms of the F-algebra generated by n × n generic and transpose generic
matrices (see Theorem 5.5 and Lemma 6.16).
Let us determine these free algebras.
• Introduce the natural lexicographical linear order on 〈X〉 by setting x1 >
x2 > · · · and ab > a for a, b ∈ 〈X〉. (Note that we can actually consider
any other lexicographical linear order).
• Let σ〈X〉n (σ〈X〉, respectively) be a ring with unity of commutative polyno-
mials over F freely generated by “symbolic” elements σt(a), where 1 ≤ t ≤ n
(t ≥ 1, respectively) and a ranges over polynomials from F〈X〉 with coeffi-
cient 1 in the highest term with respect to the introduced lexicographical
order on 〈X〉. Define
σt(αa) = α
tσt(a)
for α ∈ F and denote σ0(a) = 1, tr(a) = σ1(a). Note that σt(0) = 0 and
σ〈X〉n ⊂ σ〈X〉.
• We say that a, b ∈ 〈X〉 are cyclic equivalent and write a
c
∼ b if a = a1a2
and b = a2a1 for some a1, a2 ∈ 〈X〉
#.
• Let 〈X˜〉 ⊂ 〈X〉 be a subset of maximal (with respect to the introduced
lexicographical order on 〈X〉) representatives of
c
∼-equivalence classes of
primitive elements, i.e., for a ∈ 〈X˜〉 we have a 6= bl for all b ∈ 〈X〉 and
l > 1.
• Assume that σ〈X˜〉 is a ring with unity of commutative polynomials over F
freely generated by “symbolic” elements σt(a), where t > 0 and a ∈ 〈X˜〉.
There are the following maps between the defined free algebras. By Lemma 3.2,
we have the surjective homomorphism pi : σ〈X〉 → σ〈X˜〉. Define a surjective
homomorphism pin : σ〈X〉 → σ〈X〉n by
pin(σt(a)) =
{
σt(a), 1 ≤ t ≤ n
0, t > n
.
Consider the surjective homomorphism
Φ̂n : σ〈X〉 → R
GL(n)
such that σt(a)→ σt(φn(a)) for 1 ≤ t ≤ n and σt(a)→ 0 for t > n, where a ∈ F〈X〉.
Since
σt(αA) = α
tσt(A)
holds for an arbitrary n×n matrix A over a commutative F-algebra and 1 ≤ t ≤ n,
the homomorphism Φ̂n is well-defined. Similarly, we define surjective homomor-
phisms
Φ˜n : σ〈X˜〉 → R
GL(n) and Φn : σ〈X〉n → R
GL(n).
Its kernels K˜n and Kn, respectively, are the ideals of relations for R
GL(n) in the
large and small free algebra, respectively. Then it is well-known that the following
diagram is commutative. Namely, its left triangle is commutative by the definition
4 ARTEM A. LOPATIN
and its right triangle is commutative by Remark 3.6 (see below).
❄
◗
◗
◗◗s
✑
✑
✑✑✰
σ〈X〉
σ〈X〉n σ〈X˜〉
✑
✑
✑✑✰
◗
◗
◗◗s
✑
✑
✑✑✰
◗
◗
◗◗s
RGL(n)
Kn K˜n
Φ̂n
pin pi
Φn Φ˜n
Diagram 1.
The homomorphisms Φ˜n and Φn induce surjective homomorphisms
Ψ˜n = Φ˜n ⊗ φn : σ〈X˜〉 ⊗ F〈X〉
# → Cn and Ψn = Φn ⊗ φn : σ〈X〉n ⊗ F〈X〉
# → Cn,
respectively. Its kernels T˜n and Tn, respectively, are the ideals of relations for Cn
in the corresponding free algebras. For short, we write σt(a)b for σt(a)⊗ b. We can
depict the introduced maps as follows:
σ〈X〉n ⊗ F〈X〉
# σ〈X˜〉 ⊗ F〈X〉#
✑
✑
✑✑✰
◗
◗
◗◗s
✑
✑
✑✑✰
◗
◗
◗◗s
Cn
Tn T˜n
Ψn Ψ˜n
Diagram 2.
We say that an ideal J of σ〈X〉n⊗F〈X〉
# is a T -ideal if it is stable with respect
every endomorphism ϕ preserving σt, i.e.,
ϕ(σt(a)b) = ϕ(σt(a))ϕ(b) and ϕ(σt(a)) = σt(ϕ(a))
for all a, b ∈ F〈X〉. These endomorphisms are determined by substitutions xk → ak,
where ak ∈ F〈X〉, k > 0, and we call them substitution endomorphisms. A T-ideal J
is finitely based if it is generated by a finite set f1, . . . , fs as T-ideal, i.e., the ideal J
is generated by ϕ(f1), . . . , ϕ(fs), where ϕ ranges over substitution endomorphisms.
Similarly, we define the notion of a T-ideal for σ〈X˜〉 ⊗ F〈X〉#, σ〈X˜〉, and σ〈X〉n.
Obviously, K˜n, Kn, T˜n, and Tn are T-ideals.
1.2. Results for Cn. In case p = 0 Razmyslov [15] and Procesi [11] showed that the
T-ideal K˜n is generated by a single identity. In particular, Kn, T˜n, Tn are finitely
based in characteristic zero case. In case p > n results of Samoilov [12] imply that
Kn and Tn are finitely based. In the case of arbitrary characteristic Zubkov [17]
described an infinite generating set for the T-ideal K˜n (see Theorem 3.1) and,
therefore, for the ideals Kn, T˜n, Tn.
In our main result we established a finite generating sets for the T-ideals Kn and
Tn (see Theorem 2.5 and Remark 2.6). In particular, Kn and Tn are finitely based.
Necessary definitions are given in Section 2. To prove Theorem 2.5, in Section 3 we
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obtained an essentially smaller than in [17] generating set for K˜n (see Theorem 3.3
and Remark 3.4). We also showed that K˜n and T˜n are finitely based if and only
if p = 0 (see Lemma 3.12). Applying Theorem 3.3, we completed the proof of
Theorem 2.5 in Section 4.
1.3. Results for C′n. Assume that p 6= 2. In Section 5 we consider identities with
forms for the F-algebra generated by n× n generic and transpose generic matrices,
or, equivalently, identities for the algebra C′n generated Xi, X
T
i , fE, where i > 0
and f ranges over the algebra RO(n) of matrix O(n)-invariants. A description of
identities for C′n can be applied to the problem of investigation of identities with
transpose involution for Mn(F). Note that the identities with transpose involution
for Mn(F) are described only in the case of n = 2 and p 6= 2 (see [7]).
Similarly to σ〈X˜〉 we introduce large free algebra σ〈Y˜ 〉 for RO(n) with the ideal
of relations K˜ ′n. And similarly to σ〈X〉n we introduce small free algebra σ〈Y 〉n for
RO(n) with the ideal of relationsK ′n. Finally, similarly to T˜n and Tn we define ideals
of relations T˜ ′n and T
′
n for C
′
n in the large and small free algebras σ〈Y˜ 〉 ⊗ F〈Y 〉
#
and σ〈Y 〉n ⊗ F〈Y 〉
#, respectively.
In case p = 0 Procesi [11] described a finite generating set for the T-ideal K˜ ′n. In
particular, K ′n, T˜
′
n, T
′
n are finitely based in characteristic zero case. In the case of
arbitrary characteristic an infinite generating set for the T-ideal K˜ ′n was described
in [9], [10] (see Theorem 6.1).
We established a finite generating sets for the T-ideals K ′n and T
′
n (see Theo-
rem 5.5). In particular, K ′n and T
′
n are finitely based. Necessary definitions are
given in Section 5. To prove Theorem 5.5, in Section 6 we obtained an essentially
smaller than in [9] generating set for K˜ ′n (see Theorem 6.3 and Remark 6.4). We
also showed that K˜ ′n and T˜
′
n are finitely based if and only if p = 0 (see Lemma 6.16).
Applying Theorem 6.3, we completed the proof of Theorem 5.5 in Section 7. Note
that the proof of Theorem 5.5 uses the same approach as the proof of Theorem 2.5,
but it is essentially more difficult. Namely, instead of core Lemmas 3.8, 3.9 in case
of Theorem 2.5 we need Lemmas 6.8, 6.9, 6.11, 6.12 to prove Theorem 5.5.
Remark 1.1. The notion algebra of matrix GL(n)-invariants R
GL(n)
n,d from pa-
pers [2], [11], [15], [16], [17] is slightly different from ours. Namely, the algebra
R
GL(n)
n,d from the mentioned papers is generated by σt(A), where 1 ≤ t ≤ n and
A is a monomial in X1, . . . , Xd. Since R
GL(n) =
⋃
d>0R
GL(n)
n,d , part 2 of The-
orem 3.1 holds for RGL(n). Similar remark also holds for the algebra of matrix
O(n)-invariants RO(n) from Section 5.
2. Relations
Denote N = {1, 2, . . .} and N0 = N ⊔ {0}. Given t = (t1, . . . , tu) ∈ N
u, we write
|t| for t1 + · · ·+ tu and #t for u. For short, we write 1
t for (1, . . . , 1) (t times).
Let A =
⊕
k∈N0
Ak be a graded algebra with A0 = F, f, h, h1, . . . , hr ∈ A,
and J ⊳ A be an ideal. We say that the relation f = h belongs to the ideal J
(or, equivalently, holds modulo J) if f − h ∈ J . We also say that the relation
f = 0 follows from relations h1 = 0, . . . , hr = 0 if f belongs to the ideal generated
by h1, . . . , hr. The relation f = 0 is said to belong to J modulo relations h1 =
0, . . . , hr = 0 if f belongs to the ideal generated by J, h1, . . . , hr. If f =
∑r
i=1 αifihi,
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where αi ∈ F and fi, hi ∈ A are homogeneous elements of positive degree (1 ≤ i ≤
r), then we write f ≡ 0. If f −
∑r
i=1 αifihi belongs to J , where αi, fi, hi are the
same as above, then we say that f ≡ 0 holds modulo J .
For f = σt(a) ∈ σ〈X〉 with a ∈ 〈X〉 we set deg(f) = t deg(a) and degx(f) =
t degx(a), where x is a letter and degx(a) stands for a degree of the monomial a in
the letter x. In the same way we define a degree for elements of σ〈X˜〉 and σ〈X〉n.
Denote the multidegree of a ∈ 〈X〉 by mdeg(a) = (δ1, δ2, . . .), where δi = degxi(a).
For short, we write mdeg(a) = (δ1, . . . , δd) in case δi = 0 for all i > d.
We use notation {. . .}m for multisets, i.e., given an equivalence = on a set S
and a1, . . . , ar, b1, . . . , bs ∈ S, we write {a1, . . . , ar}m = {b1, . . . , bs}m if and only if
r = s and
#{1 ≤ j ≤ r | aj = ai} = #{1 ≤ j ≤ r | bj = ai}
for all 1 ≤ i ≤ r. We also refer to {a1, . . . , ar}m as a multisubset of S.
Consider some relations for Cn and R
GL(n). Given t ∈ Nu0 , we denote by Ω(t)
the set of multisets
ω = {e1, . . . , e1︸ ︷︷ ︸
k1
, . . . , eq, . . . , eq︸ ︷︷ ︸
kq
}m
such that
• e1, . . . , eq ∈ 〈X˜〉 are pairwise different and k1, . . . , kq ∈ N (q > 0);
• k1mdeg(e1) + · · ·+ kqmdeg(eq) = t.
We set σ(ω) = (−1)k1+···+kqσk1(e1) · · ·σkq (eq). For x = (x1, . . . , xu) we define
σt(x) ∈ σ〈X〉 as follows:
(1) σt(x) = (−1)
|t|
∑
ω∈Ω(t)
σ(ω).
If Ω(t) is empty, then we set σt(x) = 1. For t > 0 denote
Ft(x) =
∑
σt(x),
where the sum is taken over all t ∈ Nu0 with |t| = t. For a = (a1, . . . , au) with
a1, . . . , au ∈ F〈X〉 we set that σt(a) and Ft(a) are the results of substitutions
x1 → a1, . . . , xu → au in σt(x) and Ft(x), respectively. By Amitsur’s formula [1],
for 1 ≤ t ≤ n we have that
(2) σt(a1 + · · ·+ au) = Ft(a)
is a relation for RGL(n), i.e., belongs to the kernel of Φ̂n.
Example 2.1. Taking the image of relation (2) in RGL(n) we obtain that for an
arbitrary n×n matrices A,B over a commutative F-algebra the following equalities
hold:
• σ2(A+B) = σ2(A) + σ2(B) + tr(A) tr(B)− tr(AB),
• σ3(A+B) = σ3(A) + σ3(B) + σ2(A) tr(B)− tr(AB) tr(A) + tr(A
2B)
+ σ2(B) tr(A) − tr(AB) tr(B) + tr(B
2A).
For t ≥ 1, l ≥ 2, and an n× n matrix A over a commutative F-algebra we have
the following well-known formula:
(3) σt(A
l) =
∑
i1,...,itl≥0
β
(t,l)
i1,...,itl
σ1(A)
i1 · · ·σtl(A)
itl ,
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where we assume that n ≥ tl is large enough. Denote the right hand side of (3) by
Pt,l(A). In (3) coefficients β
(t,l)
i1,...,irl
∈ Zp ≃ Z/pZ do not depend on A and n. If we
take a diagonal matrix A = diag(α1, . . . , αn), αi ∈ F, then σt(A
l) is a symmetric
polynomial in α1, . . . , αn and σk(A) is the k
th elementary symmetric polynomial
in α1, . . . , αn, where 1 ≤ k ≤ n. Thus the coefficients β
(t,l)
i1,...,itl
can easily be found.
Some information about the polynomial Pt,l(A) is given in Lemma 3.5 (see below).
Example 2.2. We have the following partial cases of formula (3):
• tr(A2) = tr(A)2 − 2σ2(A),
• tr(A3) = tr(A)3 − 3σ2(A) tr(A) + 3σ3(A),
• tr(A4) = tr(A)4 − 4σ2(A) tr(A)
2 + 2σ2(A)
2 + 4σ3(A) tr(A)− 4σ4(A),
• σ2(A
2) = σ2(A)
2 − 2σ3(A) tr(A) + 2σ4(A).
Remark 2.3. Let f ∈ σ〈X〉. Taking the image of f with respect to pi (pin,
respectively), we can consider f as an element of σ〈X˜〉 (σ〈X〉n, respectively). As
an example, let fk = σk(x + y) ∈ σ〈X〉 for k ≥ 1 and letters x 6= y. Then f2 in
σ〈X˜〉 is σ2(x)+σ2(y)+ tr(x) tr(y)− tr(xy). On the other hand, f3 in σ〈X〉n is zero
in case n = 2 and f3 in σ〈X〉n is σ3(x+ y) in case n ≥ 3.
The next remark follows from Lemma 3.2 (see below) and the definition of σ〈X˜〉.
Remark 2.4. Assume that t ∈ Nu and t = |t|. Then σt(x1, . . . , xu) ∈ σ〈X˜〉 is
a partial linearization of σt(x1), i.e., it is the coefficient of λ
t1
1 · · ·λ
tu
u in σt(λ1x1 +
· · ·+ λuxu) ∈ σ〈X˜〉 considered as a polynomial in λ1, . . . , λu ∈ F.
Moreover, for k ∈ Nl with k = |k| we have that σt,k(x1, . . . , xu+l) ∈ σ〈X˜〉 is a
partial linearization of σ(t,k)(x1, . . . , xu, xu+1).
As we have mentioned in Section 1, we will usually omit ⊗ in the elements of
σ〈X〉 ⊗ F〈X〉#. Given a ∈ F〈X〉 and t ≥ 0, let χt(a) ∈ σ〈X〉 ⊗ F〈X〉
# be the
Cayley–Hamilton polynomial, i.e,
(4) χt(a) =
t∑
i=0
(−1)iσi(a)a
t−i.
Note that χ0(a) = 1. As in Remark 2.3, we can consider χt(a) as an element of
σ〈X˜〉⊗F〈X〉# as well as of σ〈X〉n⊗F〈X〉
#. The Cayley–Hamilton theorem implies
that
χn(a) = 0
is a relation for Cn, i.e., belongs to T˜n and Tn. The proof of the following Theo-
rem 2.5 and Remark 2.6 is given in Section 4.
Theorem 2.5.
1. The ideal of relations Tn for Cn is generated by Kn ⊗ 1 and χn(a) = 0 for
a ∈ F〈X〉.
2. The ideal of relations Kn for R
GL(n) ≃ σ〈X〉n/Kn is generated by
(a) σt(a+ b) = Ft(a, b) for 1 ≤ t ≤ n, where a, b ∈ F〈X〉;
(b) σt(a
l) = Pt,l(a) for 1 ≤ t ≤ n, 1 < l ≤ n, where a ∈ 〈X〉;
(c) σt(ab) = σt(ba) for 1 ≤ t ≤ n, where a, b ∈ 〈X〉;
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(d) σt(a1, . . . , au) = 0 for n < |t| ≤ 2n, where t ∈ N
u, u > 1, and ai ∈ 〈X〉
for all i.
In particular, ideals Tn and Kn are finitely based.
Relations (a), (b), (c) from Theorem 2.5 are called free relations, because, being
considered as elements of σ〈X〉, they belong to the kernel of Φ̂n for all t ≥ 1, l > 1
and do not depend on n.
Remark 2.6. In the formulation of Theorem 2.5 we can assume that t ∈ Nu from
relation (d) satisfies the following conditions:
(5) t1 ≥ · · · ≥ tu,
(6) t1, . . . , tu ∈ {1, p, p
2, p3, . . .},
(7) either |t| = n+ 1, or n+ 1 < |t| ≤ 2n and |t| −min{ti} ≤ n.
In particular, if the second case from (7) holds, then ti 6= 1 for all i. These conditions
enable us to diminish the number of multidegrees t from (d) considerably. Namely,
it is not difficult to see that conditions (5), (6), (7) imply that
• if p = 0 or p > n, then t = 1n+1;
• if n2 < p ≤ n, then t belongs to the following list: 1
n+1, (p, 1n+1−p), (p, p);
• if n3 < p ≤
n
2 and p 6= 2, then t belongs to the following list: 1
n+1,
(p, 1n+1−p), (p, p, 1n+1−2p), (p, p, p).
Note that in the formulation of Theorem 2.5 we can not consider elements σt(a)
for n < t ≤ 2n, a ∈ F〈X〉 instead of relations (d), because images of these elements
in σ〈X〉n are zeros.
3. Large free algebra of GL(n)-invariants
We start this section with the known description of the ideal of relations K˜n.
Theorem 3.1. (Zubkov [17])
1. The ideal of relations T˜n for Cn is generated by K˜n ⊗ 1 and χn(a) = 0 for
a ∈ F〈X〉.
2. The ideal of relations K˜n for R
GL(n) ≃ σ〈X˜〉/K˜n is generated by σt(a) = 0
for t > n and a ∈ F〈X〉.
The next lemma describes the large free algebra σ〈X˜〉 as a quotient of the abso-
lutely free algebra σ〈X〉.
Lemma 3.2. (Donkin [3]) We have σ〈X˜〉 ≃ σ〈X〉/L for the ideal L generated by
(a) σt(a1 + · · ·+ au) = Ft(a1, . . . , au),
(b) σt(a
l) = Pt,l(a),
(c) σt(ab) = σt(ba),
where t > 0, l, u > 1, a1, . . . , au ∈ F〈X〉, and a, b ∈ 〈X〉.
In this section we prove the following theorem together with Remark 3.4.
Theorem 3.3. The ideal of relations K˜n for R
GL(n) ≃ σ〈X˜〉/K˜n is generated by
• σt(a) = 0, where n < t ≤ 2n and a ∈ F〈X〉;
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• σt(b) = 0, where t > 2n and b ∈ 〈X˜〉.
Remark 3.4. We can reformulate Theorem 3.3 as follows: the ideal K˜n is generated
by
• σt(a1, . . . , au) = 0, where t ∈ N
u (u > 1) satisfies conditions (5), (6), (7)
and ai ∈ 〈X〉 for 1 ≤ i ≤ u;
• σt(b) = 0, where t > n and b ∈ 〈X˜〉.
We split the proof of Theorem 3.3 and Remark 3.4 into several lemmas. Denote
by Jt the ideal of σ〈X˜〉 generated by σt(a), a ∈ F〈X〉. Since the field F is infinite,
Remark 2.4 implies that elements σt(a1, . . . , au) generate the ideal Jt for t = |t|,
where t ∈ Nu and a1, . . . , au ∈ 〈X〉. We write J
(p)
t for the F-subspace of σ〈X˜〉
spanned by σt(a1, . . . , au) for t ∈ N
u satisfying t = |t|, ti ∈ {1, p, p
2, . . .} and
ai ∈ 〈X〉 for all i.
The key idea of the proof of Theorem 3.3 is the fact that σ(k,t)(a, b) ∈ Jt
(see Lemma 3.9). This fact together with Lemma 3.11 enables us to show that
σt(a1, . . . , au), where |t| > n, u > 1, a1, . . . , au ∈ 〈X〉, belongs to the ideal of σ〈X˜〉,
generated by elements from Theorem 3.3.
Lemma 3.5. For a letter x we have that
1) every summand of Pt,l(x) ∈ σ〈X〉 contains a multiple σk(x) with k ≥ t; in
particular, if t > n, then the image of every relation (b) from Lemma 3.2
with respect to pin is zero;
2) if p > 0, t = pr, l = ps for r ≥ 0, s > 0, then Pt,l(x) = σt(x)
l.
Proof. 1) We can assume that t > 1. Let Pt,l(x) = P +Q in σ〈X〉, where P,Q are
polynomials in σi(x), i > 0, and every summand of P (Q, respectively) contains
σk(x) for some k ≥ t (does not contain σk(x) for any k ≥ t, respectively). Let
Q be a non-zero polynomial. We set n = t − 1. By part 2 of Theorem 3.1 and
Lemma 3.2, pi(Q) lies in K˜n. Acting by Φ˜n, we obtain a non-trivial relation between
tr(X), σ2(X), . . . , σn(X), where X is the generic n×n matrix corresponding to the
letter x. But it is well-known that these elements are algebraically independent
over F; a contradiction.
2) It follows from (α1 + · · ·+ αm)
p = αp1 + · · · + α
p
m for α1, . . . , αm ∈ F, m > 0
and the reasoning after formula (3). 
Remark 3.6. The right triangle of Diagram 1 is commutative. To show this we
use definitions of Φ̂n and Φ˜n together with the claim that Φ̂n sends relations (a),
(b), (c) of Lemma 3.2 to zero. In case t > n this claim follows from part 2 of
Theorem 3.1 and part 1 of Lemma 3.5, and in case 1 ≤ t ≤ n see Section 2.
Lemma 3.7. Assume that t ∈ Nu and t = |t|. Then t1!σt(x1, . . . , xu) =
σt′(x1, . . . , x1︸ ︷︷ ︸
t1
, x2, . . . , xu) in σ〈X˜〉, where t
′ stands for (1t1, t2, . . . , tu).
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Proof. We work in σ〈X˜〉. Remark 2.4 implies that σt′(x1, . . . , x1︸ ︷︷ ︸
t1
, x2, . . . , xu) is
equal to the coefficient of λ1 · · ·λt1 in σt(λ1x1 + · · · + λt1x1, x2, . . . , xu) = (λ1 +
· · ·+ λt)
t1σt(x1, . . . , xu), where λ1, . . . , λt1 ∈ F. The required is proven. 
Lemma 3.8. Given pairwise different letters x0, x, e1, e2, . . ., consider an endo-
morphism ϕ of 〈X〉 defined by
ϕ(a) =
{
xi0x, if a = ei
a, otherwise
for any letter a. Let ΘI ⊂ 〈X˜〉 (ΘII ⊂ 〈X˜〉, respectively) be the set of all monomials
in x0, x (in x, e1, e2, . . ., respectively). Then ϕ induces the well-defined bijection
ϕ : ΘII ⊔ {x0} → ΘI of sets of
c
∼-equivalence classes.
Proof. For a ∈ ΘII we have a = x or a
c
∼ ei1x
j1 · · · eisx
js for some i1, . . . , is > 0 and
j1, . . . , js ≥ 0. Then ϕ(a) = b for b = x or b
c
∼ xi10 x
j1+1 · · ·xis0 x
js+1, respectively.
The following fact completes the proof: if c1, c2 ∈ 〈X〉, c1 is primitive, and c1
c
∼ c2,
then c2 is also primitive. 
Lemma 3.9. If t ∈ Nu with u > 1, then σt(x1, . . . , xu) ∈ J|t|−t1 .
Proof. We work in σ〈X˜〉. Assume that u = 2. It is convenient to denote x0 = x1,
x = x2, e1 = x3, e2 = x4 and so on. For short, we set t = (k, t). In what follows, we
use notations from Lemma 3.8. Let ΥI be the set of finite multisubsets of ΘI and
ΥII be the set of finite multisubsets of ΘII ⊔{x0}. We define the
c
∼-equivalence on
ΥI naturally and denote by ΥI the set of all
c
∼-equivalence classes. Similarly we
define ΥII . Then Lemma 3.8 implies that ϕ : ΥII → ΥI is a bijection.
Let us recall that Ω(t) was defined in Section 2. Assume that ω belongs to ΥI or
ΥII . Since we work in σ〈X˜〉, the element σ(ω) is well-defined. For short, we write
mdeg(ω) for mdeg(σ(ω)). By the definition,
(8) σ(k,t)(x0, x) = (−1)
k+t
∑
ω∈ΩI
σ(ω),
where ΩI = Ω(k, t) = {ω ∈ ΥI | mdeg(ω) = (k, t)}. For ΩII = {ω ∈
ΥII | mdeg(ϕ(ω)) = (k, t)} an isomorphism of sets ΩII ≃ ΩI is determined by
the restriction of ϕ.
Given d ≥ 0 and ∆ = (α0, α, α1, . . . , αd) ∈ N
d+2
0 , where αd > 0 in case d > 0,
we denote ϕ(∆) = mdeg(ϕ(xα00 x
αeα11 · · · e
αd
d )) = (α0 +
∑d
i=1 iαi, α+
∑d
i=1 αi) and
Ω
∆
II = {ω ∈ ΥII | mdeg(ω) = ∆}. Thus
(9) ΩII =
⊔
Ω
∆
II ,
where the union ranges over ∆ satisfying ϕ(∆) = (k, t). Consequently applying
formula (8), the isomorphism ΩII ≃ ΩI , and formula (9) we obtain
σ(k,t)(x0, x) = (−1)
k+t
∑
ϕ(∆)=(k,t)
∑
ω∈Ω
∆
II
σ(ϕ(ω)).
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Note that
∑
ω∈Ω
∆
II
σ(ϕ(ω)) = (−1)α0+|∆
′|σα0(x0)σ∆′(x, ϕ(e1), . . . , ϕ(ed)), where
∆′ stands for (α, α1, . . . , αd). Since the condition ϕ(∆) = (k, t) implies |∆
′| = t,
we have
(10) σ(k,t)(x0, x) =
∑
(−1)α0+kσα0(x0)σ∆′(x, x0x, x
2
0x, . . . , x
d
0x)
for ∆′ = (α, α1, . . . , αd), where the sum ranges over d ≥ 0, α0, α, α1, . . . , αd ≥ 0
such that αd > 0 in case d > 0,
α0 +
d∑
i=1
iαi = k and α+
d∑
i=1
αi = t.
Thus, σ(k,t)(x0, x) ∈ Jt and the required is proven for u = 2.
Let u > 2. By the considered case of the lemma, σ(t1,t−t1)(x1, x2) ∈ Jt−t1
for t = |t|. Remark 2.4 implies that σt(x1, . . . , xu) is a partial linearization of
σ(t1,t−t1)(x1, x2). The fact that the ideal Jt−t1 is closed with respect to taking
partial linearizations completes the proof. 
Example 3.10. For letters x0 and x the following equalities hold in σ〈X˜〉:
• σ(1,1)(x0, x) = tr(x0) tr(x)− tr(x0x) ∈ J1;
• σ(2,2)(x0, x) = σ2(x0)σ2(x)−tr(x0)σ(1,1)(x, x0x)+σ2(x0x)+σ(1,1)(x, x
2
0x) ∈
J2;
• for t = (1, t2, . . . , tu) we have σt(x1, . . . , xu) = tr(x1)σ(t2,...,tu)(x2, . . . , xu)−∑u
i=2 σt(i)(x1xi, x2, . . . , xu) ∈ J|t|−1, where t
(i) = (1, t2, . . . , ti − 1, . . . , tu).
The first two equalities are partial cases of key formula (10) from the proof of
Lemma 3.9.
A statement similar to the following lemma was proved by Samoilov in [13].
Lemma 3.11. For every t ∈ Nu we have σt(x1, . . . , xu) ∈ J
(p)
|t| . In particular,
σt(x1) ∈ σ〈X˜〉 is a polynomial in σpi(x
j
1) for i ≥ 0 and j ≥ 1.
Proof. We work in σ〈X˜〉. If p = 0, then applying Lemma 3.7 several times we
obtain the first claim of the lemma.
Assume p > 0. The positive integer t1 can be written in a base p expansion in
the following form: t1 =
∑k
i=1 lip
αi for 1 ≤ l1, . . . , lk ≤ p− 1, 0 ≤ α1 < · · · < αk,
and k ≥ 1. Denote l = l1 + · · ·+ lk,
t′ = (pα1 , . . . , pα1︸ ︷︷ ︸
l1
, . . . , pαk , . . . , pαk︸ ︷︷ ︸
lk
, t2, . . . , tu), and x
(i)
1 = (x1, . . . , x1︸ ︷︷ ︸
i
).
Lemma 3.7 implies that for α = (pα1 !)l1 · · · (pαk !)lk we have
ασt′(x
(l)
1 , x2, . . . , xu) = σ(1t1 ,t2,...,tu)(x
(t1)
1 , x2, . . . , xu) and
t1!σt(x1, . . . , xu) = σ(1t1 ,t2,...,tu)(x
(t1)
1 , x2, . . . , xu).
Hence
(11) σt(x1, . . . , xu) = βt1σt′(x
(l)
1 , x2, . . . , xu)
over Q, where βt1 = α/t1!. We claim that
(12) βt1 6= 0 is well-defined over an arbitrary field F of characteristic p.
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Denote [β] = max{γ ∈ Z | γ ≤ β} for β ∈ Q. Given m = pγq ∈ N with γ, q ∈ N0
such that p is not a divisor of q, we write γm for γ. Note that γm! =
∑
j≥1#{1 ≤
i ≤ m | pj is a divisor of i} =
∑
j≥1[m/p
j]. Therefore,
γt1! =
∑
j≥1
k∑
i=1
li [p
αi−j ] =
k∑
i=1
li
(
pαi−1 + pαi−2 + · · ·+ 1
)
= γα.
Statement (12) is proven. Thus (11) holds over F. Repeating this procedure for
t2, . . . , tu, we obtain the first claim of the lemma.
The proven part of the lemma implies that σt(x1) belongs to F-span of
σt(x1, . . . , x1), where t ∈ N
u, |t| = t, and ti ∈ {1, p, p
2, . . .} for all i. If u > 1,
then σt(x1, . . . , x1) is a polynomial in σk(x
j
1) for 1 ≤ k < t and j > 0. So we can
apply the above reasoning to σk(x
j
1) and so on. Finally, we prove the second claim
of the lemma. 
Now we can prove Theorem 3.3 and Remark 3.4:
Proof. We work in σ〈X˜〉. Since the field F is infinite, part 2 of Theorem 3.1 together
with Remark 2.4 implies that K˜n is generated by
(a) σt(a1, . . . , au) = 0 for |t| > n, where t ∈ N
u, u > 1, and a1, . . . , au ∈ 〈X〉;
(b) σt(b) = 0 for t > n, where b ∈ 〈X〉.
Consider relations (a). For short, we set t = |t| and a = (a1, . . . , au). Since
σt(a) = σtσ (aσ(1), . . . , aσ(u)) for all σ ∈ Su, where t
σ stands for (tσ(1), . . . , tσ(u)),
we can always assume that t1 ≥ · · · ≥ tu. By Lemma 3.11 we can assume that
ti ∈ {1, p, p
2, . . .} for all i. If t > n + 1 and ti = 1 for some i, then Lemma 3.9
implies that σt(a) ∈ Jt−1. Repeating this procedure several times we obtain that
every relation from (a) follows from relations (b) and such relations (a) that have
t satisfying one of the following conditions:
1) t = n+ 1 and ti ∈ {1, p, p
2, . . .} for all i;
2) t > n+ 1 and ti ∈ {p, p
2, . . .} for all i.
Consider the second case. If t− tu > n, then σt(a) ∈ Jt−tu ⊂ K˜n by Lemma 3.9
and part 2 of Theorem 3.1. Therefore, we can assume that t − tu ≤ n. If p > n,
then t− tu = t1 + · · ·+ tu−1 ≥ p > n; a contradiction. Thus in case p > n we can
assume that t satisfies condition 1). If p ≤ n and t > 2n, then n ≥ t− tu > 2n− tu;
thus t1, . . . , tu > n and t − tu > n; a contradiction. Thus in case p ≤ n we can
assume that t ≤ 2n. Hence, t satisfies conditions (5), (6), (7).
Consider relations (b). If b = cl for l > 1 and c ∈ 〈X˜〉, then σt(b) = Pt,l(c) in
σ〈X˜〉 (see Lemma 3.2). Part 1 of Lemma 3.5 implies that relations (b) follow from
(b′) σt(b) = 0 for t > n, where b ∈ 〈X˜〉.
The required is proven. 
As we have already mentioned, the first part of the following lemma is a refor-
mulation of the result from [15] and [11]. The second part is new.
Lemma 3.12. If p = 0, then the ideal K˜n ⊳ σ〈X˜〉 is generated by σn+1(a) = 0 for
a ∈ F〈X〉; in particular, K˜n is finitely based.
If p > 0, then the ideal K˜n ⊳ σ〈X˜〉 is not finitely based.
MATRIX IDENTITIES WITH FORMS 13
Proof. We work in σ〈X˜〉. Assume p = 0. For short, we write x for x1 and I
for the ideal generated by σn+1(a) = 0 for all a ∈ F〈X〉. Theorem 3.3 together
with Remarks 3.4 and 2.4 implies that K˜n lies in the ideal, generated by I and
σt(b) = 0 for t > n and b ∈ 〈X˜〉. By Lemma 3.11, σt(x) is equal to a polynomial
ft in tr(x
j), where 1 ≤ j ≤ t. Given t > n, we make substitutions tr(xj) →
−
∑n
i=1(−1)
ifi tr(x
j−i), where j > n, in ft. Repeating this procedure several
times we obtain a polynomial in tr(x), . . . , tr(xn), which we denote by ht. Since
σ(n,1)(x, x
j−n) =
∑n
i=0(−1)
n−iσi(x) tr(x
j−i) belongs to I for j > n, the element
ht is equal to ft modulo the ideal I. If ht is not equal to zero in σ〈X˜〉 for t > n,
then the equality Φ˜n(ht) = 0 implies that tr(X1), . . . , tr(X
n
1 ) are not algebraically
independent over F; a contradiction. Thus, for t > n we have ht = 0 and ft ∈ I.
The required is proven.
Assume p > 0. Let K˜n be finitely based, i.e., K˜n is generated by some elements
f1, . . . , fr ∈ σ〈X˜〉 as T-ideal. Denote by m the maximal t > 0 such that σt(a) is a
multiple of a summand of fi for some i and a ∈ 〈X˜〉. Consider a letter x and k ∈ N
satisfying pk > m and pk > n. We claim that
(13) σpk(x) ∈ K˜n does not belong to T-ideal of σ〈X˜〉 generated by f1, . . . , fr.
If the claim does not hold, then
(14) σpk(x) =
r∑
i=1
fi(ai)f
′
i
in σ〈X˜〉, where f ′i ∈ σ〈X˜〉, ai = (ai1, . . . , airi) for aij ∈ F〈X〉 for all i, j, and
fi(ai) stands for the result of substitutions x1 → ai1, . . . , xri → airi in fi. The
right hand side of (14) is equal in σ〈X˜〉 to a polynomial in elements {σi(b) | i >
0, b ∈ 〈X˜〉}, which are algebraically independent in σ〈X˜〉 (see Lemma 3.2). Thus,
there exists an i such that the polynomial fi(ai) ∈ σ〈X˜〉 contains a summand
σpk(x). Therefore, there are t < p
k, c1, . . . , cs ∈ 〈X〉, and γ1, . . . , γs ∈ F such
that σt(γ1c1 + · · · + γscs) ∈ σ〈X˜〉 contains a summand σpk(x). To write down
σt(γ1c1+· · ·+γscs) as a polynomial in {σi(b) | i > 0, b ∈ 〈X˜〉} we apply relations (a)
from Lemma 3.2 and then apply relations (b) from Lemma 3.2 to the result several
times. Note that the representation of σt(γ1c1 + · · ·+ γscs) in the mentioned form
is unique (see Lemma 3.2). Since Ft(γ1c1, . . . , γscs) ∈ σ〈X〉 does not contain a
summand σpk(x), we conclude that there exist j < p
k, c ∈ 〈X〉, and l > 1 such that
σj(c
l) = Pj,l(c) ∈ σ〈X˜〉 contains a summand σpk(x).
It is not difficult to see that we can assume that c = x and jl = pk. Hence
j = pk0 and l = pk−k0 for 0 ≤ k0 < k. By part 2 of Lemma 3.5, we obtain
Pj,l(c) = σj(x)
l ∈ σ〈X˜〉 does not contain a summand σpk(x); a contradiction.
Thus, claim (13) does hold and K˜n is not finitely based. 
4. Proof of Theorem 2.5
We prove Theorem 2.5 together with Remark 2.6 at the end of this section. In
this section we assume that (a), (b), (c) are relations from part 2 of Theorem 2.5.
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Similarly, (d) stands for those relations (d) from part 2 of Theorem 2.5 that satisfy
conditions from Remark 2.6. As above, we assume that n > 1.
Lemma 4.1. The ideal Kn of relations for R
GL(n) ≃ σ〈X〉n/Kn is generated by
relations (a), (c), (d) and
(bt,l) σt(a
l) = Pt,l(a) for 1 ≤ t ≤ n, l > 1, a ∈ 〈X〉.
Proof. Let I be the ideal of σ〈X〉n generated by the elements from the formulation
of the lemma. Note that in Lemma 3.2 we can assume that relations (a) satisfy
u = 2 in case t ≤ n and ai = βibi for βi ∈ F, bi ∈ 〈X〉 in case t > n. Since the
ideal K˜n is described by part 2 of Theorem 3.1 and Ker(pi) = L is considered in
Lemma 3.2, we obtain that the ideal Ker(Φ̂n) = pi
−1(K˜n) is generated by
(a′) σt(a+ b) = Ft(a, b), where 1 ≤ t ≤ n, a, b ∈ F〈X〉;
(a′′) σt(α1a1 + · · · + αuau) = Ft(α1a1, . . . , αuau), where u > 1, t > n, αi ∈ F,
ai ∈ 〈X〉 for all i;
(b′) σt(a
l) = Pt,l(a), where t > 0, l > 1, a ∈ 〈X〉;
(c′) σt(ab) = σt(ba), where t > 0, a, b ∈ 〈X〉;
(d′) σt(a) = 0, where t > n, a ∈ F〈X〉.
We have pin(Ker(Φ̂n)) = Kn. Since elements σt(a1, . . . , au), where |t| > n, ai ∈ 〈X〉,
belong to Ker(Φ̂n), relations (d) belong to Kn. Note that pin sends (d
′) to zero.
Hence the ideal Kn of σ〈X〉n is generated by the ideal I and the images of (a
′′),
(b′) in σ〈X〉n. By part 1 of Lemma 3.5, in case t > n the image of relations (b
′) in
σ〈X〉n is equal to zero. Since the field F is infinite, we can take elements
(a′′′) σt(a1, . . . , au) ∈ σ〈X〉n, where u > 1, |t| > n, a1, . . . , au ∈ 〈X〉,
instead of the image of (a′′) in σ〈X〉n. By Theorem 3.3 and Remark 3.4, an element
σt(a1, . . . , au), where |t| > n, ai ∈ 〈X〉, of σ〈X〉 belongs to the ideal of σ〈X〉,
generated by relations (b′), (c′), (d′), and (d), considered as elements of σ〈X〉.
Therefore, relations (a′′′) belong to I. The required is proven. 
To complete the proof of part 2 of Theorem 2.5 it is enough to show that in
Lemma 4.1 we can assume that 1 < l ≤ n in relations (bt,l). We prove this fact in
Lemma 4.4 (see below). The definition of ≡-equivalence was given in Section 2.
Lemma 4.2. Given letters x, y and 1 ≤ t ≤ n, we have that σt(x
ny) ≡ 0 in σ〈X〉n
follows from σ(kn,k)(a, b) = 0 and (c), where 1 ≤ k ≤ t and a, b ∈ 〈X〉.
Proof. We work in the quotient of σ〈X〉n by the ideal generated by (c). Assume
that x 6= y. The proof is by induction on 1 ≤ t ≤ n.
Let t = 1. Since
(−1)nσ(n,1)(x, y) = tr(x
ny) +
n∑
i=1
(−1)i tr(xn−iy)σi(x),
we obtain the required.
Assume t > 1. Denote by J the ideal generated by σ(kn,k)(a, b) = 0, 1 ≤ k ≤ t,
a, b ∈ 〈X〉. Let Θt be the set of monomials c ∈ 〈X˜〉 in letters x, y such that
degx(c) = nt and degy(c) = t. Since the relation σ(tn,t)(x, y) = 0 belongs to J , we
have that
(15)
∑
(−1)t(n+1)−r
∑
c∈Θt/r
σr(c) ≡ 0 holds modulo J,
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where the sum is taken over 1 ≤ r ≤ t with r|t. Note that for every c ∈ Θt/r
there exists a c0 ∈ 〈X〉 such that c
c
∼ xnc0. Thus the induction hypothesis implies
that for 1 ≤ r < t we have that σr(c) ≡ 0 follows from σ(kn,k)(a, b) = 0, where
1 ≤ k ≤ r < t and a, b ∈ 〈X〉. Thus, σr(c) ≡ 0 holds modulo J . Since Θ1 = {c} for
c
c
∼ xny, formula (15) implies the required. 
Let In be the ideal of σ〈X〉n generated by relations (a), (b), (c), (d).
Remark 4.3. The ideal In is closed with respect to substitutions xi → ai for i > 0
and ai ∈ 〈X〉.
Lemma 4.4. Relations (bt,l) belong to In, where l > 1 and 1 ≤ t ≤ n.
Proof. We work in the quotient of σ〈X〉n by the ideal generated by (c). Assume
that x, y are different letters. We prove by induction on r > 1 the claim that
relations
(bt,l ) for tl = r,
(hk ) : σ(kn,n)(x, y) = 0 for k(n+ 1) = r
belong to In for all 1 ≤ t ≤ n, l > 1, k ≥ 1.
Let r = 2. Since n ≥ 2, we obtain that (b1,2) belongs to In and the set of
relations (hk ) is empty.
Assume that r > 2. Let h be a relation from (hk ), where k(n + 1) = r. Note
that we can not claim that h is a relation from (d). Since h lies in Kn, Lemma 4.1
implies that h belongs to In modulo some relations from (bi,j ) for i, j > 0 satisfying
ij ≤ max{degx(h), degy(h)} = kn < r. By the induction hypothesis, the mentioned
relations from (bi,j ) belong to In. Thus, all relations from (hk ) belong to In.
Consider (bt,l ), where tl = r. If l ≤ n, then relations (bt,l ) belong to In by the
definition.
Let l > n. By Lemma 4.2, σt(x
ny) ≡ 0 follows from σ(in,i)(a, b) = 0, where
1 ≤ i ≤ t and a, b ∈ 〈X〉. Note that i(n + 1) ≤ tl = r. If i(n + 1) < r, then
the induction hypothesis implies that (hi) belongs to In. On the other hand, if
i(n+ 1) = r, then the proven part of the claim implies that (hi) belongs to In. By
Remark 4.3,
σt(x
ny) ≡ 0 holds modulo In.
Since l > n, we obtain that modulo the ideal In the element σt(x
l) = σt(x
nxl−n)
is a polynomial in σi(x
j) for ij < deg σt(x
l) = r with 1 ≤ i ≤ n. Applying (bi,j ) to
σi(x
j) and using the induction hypothesis, we can see that there is a polynomial
P ′t,l(x) in σ1(x), . . . , σn(x) such that σt(x
l) = P ′t,l(x) modulo the ideal In. Let X be
the n× n generic matrix corresponding to the letter x. Since In is a subset of Kn,
P ′t,l(X) = σt(X
l) = Pt,l(X) is the equality of polynomials in σ1(X), . . . , σn(X).
But it is well-known that the latter elements are algebraically independent over F.
Therefore, P ′t,l(x) = Pt,l(x) and σt(x
l) = Pt,l(x) holds modulo In. By Remark 4.3,
relations (bt,l ) belong to In. The claim is proven. 
Now we can prove Theorem 2.5 and Remark 2.6.
Proof. By part 1 of Theorem 3.1, the ideal T˜n is generated by K˜n⊗1 and χn(a) = 0
for a ∈ F〈X〉. For the sake of completeness, we point out that the mentioned
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result is a partial case of Lemma 7.3 (see below). Consider the surjective map
Ψ̂n = Φ̂n⊗φn : σ〈X〉⊗F〈X〉
# → Cn. Then the following diagram is commutative:
❄
◗
◗
◗s
✑
✑
✑✰
✑
✑
✑✑✰
◗
◗
◗◗s
✑
✑
✑✰
◗
◗
◗s
σ〈X〉 ⊗ F〈X〉#
σ〈X〉n ⊗ F〈X〉
# σ〈X˜〉 ⊗ F〈X〉#
Cn
Tn T˜n
Ψ̂n
pin⊗id pi⊗id
Ψn Ψ˜n
Diagram 3.
Here id stands for the identical map on F〈X〉#. The kernel T̂n of Ψ̂n is equal to
(pi⊗ id)−1(T˜n). Thus, the ideal T̂n is generated by (pi⊗ id)
−1(K˜n⊗1) = pi
−1(K˜n)⊗
1 + Ker(pi) ⊗ F〈X〉# and (pi ⊗ id)−1(χn(a)), a ∈ F〈X〉. Since pi
−1(K˜n) = Ker(Φ̂n)
and Ker(pi ⊗ id) = Ker(pi)⊗ F〈X〉# ⊂ Ker(Φ̂n)⊗ F〈X〉
#, the ideal T̂n is generated
by Ker(Φ̂n)⊗ 1 and χn(a), a ∈ F〈X〉.
Note that Tn = (pin ⊗ id)(T̂n). Thus the ideal Tn is generated by (pin ⊗
id)(Ker(Φ̂n) ⊗ 1) = Kn ⊗ 1 and χn(a), a ∈ F〈X〉, considered as an element of
σ〈X〉n ⊗ F〈X〉
#. Hence part 1 of Theorem 2.5 is proven. Part 2 of Theorem 2.5
follows immediately from Lemmas 4.1 and 4.4. 
5. Relations for matrix O(n)-invariants
In the rest of the paper we assume that p 6= 2. In this section we consider
identities with forms for the F-algebra generated by n × n generic and transpose
generic matrices or, equivalently, identities for the algebra C′n.
The algebra of matrix O(n)-invariants RO(n) is known to be generated by σt(A),
where 1 ≤ t ≤ n and A is a monomial in generic and transpose generic matrices.
The mentioned generators of RO(n) were found by Sibirskii [16] and Procesi [11]
in characteristic zero case and by Zubkov [18] in the general case. In Section 1 we
denoted by
C′n = algF{X1, X
T
1 , X2, X
T
2 , . . . , fE}
the algebra generated by generic matrices, transpose generic matrices and fE,
where f ranges over RO(n).
Similarly to Section 1 we define the following notions.
• Let 〈Y 〉 be the semigroup (without unity) freely generated by letters
x1, x
T
1 , x2, x
T
2 , . . . and 〈Y 〉
# = 〈Y 〉 ⊔ {1}.
• Introduce a lexicographical linear order on 〈Y 〉 by setting x1 > x
T
1 > x2 >
xT2 > · · · and ab > a for a, b ∈ 〈Y 〉.
• Introduce the involution T on 〈Y 〉 as follows. We set (xk)
T = xTk , (x
T
k )
T =
xk for all k and (a1 · · · as)
T = aTs · · · a
T
1 ∈ 〈Y 〉.
• We say that a, b ∈ 〈Y 〉 are cyclic equivalent and write a
c
∼ b if a = a1a2
and b = a2a1 for some a1, a2 ∈ 〈Y 〉
#. If a
c
∼ b or a
c
∼ bT , then we say that
a and b are equivalent and write a ∼ b.
• Using 〈Y 〉 instead of 〈X〉 and ∼-equivalence instead of
c
∼-equivalence, we
introduce F〈Y 〉, F〈Y 〉#, σ〈Y 〉n, σ〈Y 〉, 〈Y˜ 〉, σ〈Y˜ 〉, respectively, similarly to
MATRIX IDENTITIES WITH FORMS 17
F〈X〉, F〈X〉#, σ〈X〉n, σ〈X〉, 〈X˜〉, σ〈X˜〉, respectively. Note that σ〈Y 〉n ⊂
σ〈Y 〉.
• The algebra σ〈Y 〉 (σ〈Y˜ 〉, σ〈Y 〉n, respectively) is called the absolutely (large,
small, respectively) free algebra for RO(n).
• Let φ′n : F〈Y 〉
# → algF{E,X1, X
T
1 , X2, X
T
2 , . . .} be the homomorphism of
algebras defined by 1→ E and xk → Xk, x
T
k → X
T
k for all k ≥ 1.
Given t ∈ Nu and a = (a1, . . . , au) for a1, . . . , au ∈ F〈Y 〉, we define σt(a) ∈ σ〈Y 〉
as the result of substitutions x1 → a1, . . . , xu → au in σt(x1, . . . , xu) ∈ σ〈X〉.
Similarly we define elements Ft(a) and Pt,l(b) of σ〈Y 〉, where b ∈ F〈Y 〉.
By Lemma 6.2 (see below), we have the surjective homomorphism pi′ : σ〈Y 〉 →
σ〈Y˜ 〉. Using φ′n instead of φn, we define the surjective homomorphisms Φ̂
′
n, Φ˜
′
n,
Φ′n, pi
′
n, respectively, in the same way as Φ̂n, Φ˜n, Φn, pin (see the diagram below for
the details). Denote by K˜ ′n and K
′
n the kernels of Φ˜
′
n and Φ
′
n, respectively. Then
the following diagram is commutative. Namely, its left triangle is commutative by
the definition and the commutability of its right triangle can be shown in the same
way as in Remark 3.6.
❄
◗
◗
◗◗s
✑
✑
✑✑✰
σ〈Y 〉
σ〈Y 〉n σ〈Y˜ 〉
✑
✑
✑✑✰
◗
◗
◗◗s
✑
✑
✑✑✰
◗
◗
◗◗s
RO(n)
K ′n K˜
′
n
Φ̂′n
pi′n pi
′
Φ′n Φ˜
′
n
Diagram 4.
Denote the kernels of surjective homomorphisms
Φ˜′n ⊗ φ
′
n : σ〈Y˜ 〉 ⊗ F〈Y 〉
# → C′n and Φ
′
n ⊗ φ
′
n : σ〈Y 〉n ⊗ F〈Y 〉
# → C′n
by T˜ ′n and T
′
n, respectively. These ideals are ideals of relations for C
′
n in the corre-
sponding free algebras.
Let t ∈ Nu0 , r ∈ N
v
0 , s ∈ N
w
0 (u, v, w > 0) with |r| = |s|. We set
y1 = xu+1, . . . , yv = xu+v and z1 = xu+v+1, . . . , zw = xu+v+w. In order to de-
fine σt;r;s(x; y; z) ∈ F〈Y 〉 for x = (x1, . . . , xu), y = (y1, . . . , yv), z = (z1, . . . , zw), we
consider the quiver (i.e., the oriented graph) Q = Q(x; y; z):
x1,...,xu✒✑
✓✏
❲1 tt
y1,y
T
1 ,...,yv,y
T
v
❤❣
❢❞❝
❜❵❴❫❭❬❩❳❲244
z1,z
T
1 ,...,zw,z
T
w
❤❣❢❞❝❜❵❴❫❭
❬❩
❳❲ x
T
1 ,...,x
T
u✒✑
✓✏
✎ ,
where there are 2v (2w, respectively) arrows from vertex 2 to vertex 1 (from 1 to
2, respectively) and there are u loops in each of two vertices. By abuse of notation
arrows of Q are denoted by letters from 〈Y 〉. For an arrow a denote by a′ its head
and by a′′ its tail. A sequence of arrows a1 · · ·as of Q is a path of Q if a
′′
i = a
′
i+1
for all 1 ≤ i < s. The head of the path a is a′ = a′1 and the tail is a
′′ = a′′s . A path
a is closed if a′ = a′′. We introduce the following notations:
• path(Q) is the set of all (non-empty) paths in Q;
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• 〈Q〉 ⊂ 〈Y 〉 is the semigroup (without unity) freely generated by closed
paths in Q and 〈Q〉# = 〈Q〉 ⊔ {1}; note that 〈Q〉 is closed with respect to
the ∼-equivalence;
• 〈Q˜〉 = 〈Y˜ 〉 ∩ 〈Q〉 is the set of maximal representatives of ∼-equivalence
classes of primitive elements from 〈Q〉;
• 〈Q〉 is the set of all ∼-equivalence classes of primitive elements from 〈Q〉.
Denote the multidegree of a monomial a in arrows of Q by mdeg(a) = (degx1(a) +
degxT1 (a), . . . , degzw(a) + degzTw (a)).
Remark 5.1. If a, b ∈ 〈Q〉 and a ∼ bl for l > 1, then there exists a c ∈ 〈Q〉 such
that a = cl.
Let Ω = Ω(t; r; s) be the set of multisets
ω = {e1, . . . , e1︸ ︷︷ ︸
k1
, . . . , eq, . . . , eq︸ ︷︷ ︸
kq
}m
such that
• e1, . . . , eq ∈ 〈Q˜〉 are pairwise different and k1, . . . , kq ∈ N (q > 0);
• k1mdeg(e1) + · · ·+ kqmdeg(eq) = (t, r, s).
We set σ(ω) = (−1)ξσk1(e1) · · ·σkq (eq) for
ξ =
q∑
i=1
ki

 v∑
j=1
degyj ei +
w∑
j=1
degzj ei + 1

 .
Then we define the following element of F〈Y 〉:
(16) σt;r;s(x; y; z) = (−1)
|t|
∑
ω∈Ω(t;r;s)
σ(ω).
For empty Ω we set σt;r;s(x; y; z) = 1. Given ai, bj, ck ∈ F〈Y 〉, we define σt;r;s(a; b; c)
as the result of the corresponding substitutions in σt;r;s(x; y; z). Note that
• for r = s = (0) we have σt;r;s(a; b; c) = σt(a);
• for t = (t) and r = s = (r) we denote σt,r(a, b, c) = σt;r;s(a; b; c), where
a = (a), b = (b), c = (c).
The element σt,r(a, b, c) was introduced by Zubkov [19]. Note that the definition
from [19] is different from our definition and their equivalence was established in
Lemma 7.14 of [10]. More details can be found in Section 1.3 of [10].
As in Section 2, we define elements Ft(a), Pt,l(b) of σ〈Y 〉, where ai, b ∈ F〈Y 〉.
Remark 5.2. Let f ∈ σ〈Y 〉. Taking the image of f with respect to pi′ (pi′n,
respectively), we can consider f as an element of σ〈Y˜ 〉 (σ〈Y 〉n, respectively). As
an example, see formulations of Theorems 5.5, 6.1, 6.3.
Remark 5.3. Definition 4.1 together with Lemma 4.2 from [10] implies that
σt;r;s(a; b; c) ∈ σ〈Y˜ 〉 is a partial linearization of σt,r(x, y, z), i.e., it is the coefficient
of λt11 · · ·λ
tu
u µ
r1
1 · · ·µ
rv
v ν
s1
1 · · · ν
sw
w in σt,r(λ1a1+ · · ·+λuau, µ1b1+ · · ·+µvbv, ν1c1+
· · ·+νwcw) ∈ σ〈Y˜ 〉 considered as a polynomial in λ1, . . . , λu, µ1, . . . , µv, ν1, . . . , νw ∈
F.
MATRIX IDENTITIES WITH FORMS 19
Note that σt,r has certain symmetries. Namely, for a, ai, b, bj, c, ck ∈ 〈Y 〉 and
(a1, . . . , au)
T = (aT1 , . . . , a
T
u ) we have
(17) σt;r;s(a; b; c) = σt;r;s(a; b
T ; cT ) = σt;s;r(a
T ; c; b) in σ〈Y˜ 〉.
Let t, r ≥ 0. To introduce χt,r and ζt,r, analogues of the Cayley–Hamilton
polynomial χt for the algebra C
′
n, we consider the quiver Q = Q(x; y; z), where
x = x1, y = x2, z = x3, and
• denote by Li,j the set of pairwise different elements e1, . . . , eq ∈ 〈Q〉
#
with e′1 = · · · = e
′
q = e
′′
2 = · · · = e
′′
2 = 1 that satisfy mdeg(e1) = · · · =
mdeg(eq) = (i, j, j);
• denote by Mi,j the set of pairwise different paths e1, . . . , eq in Q with e
′
1 =
· · · = e′q = 2 and e
′′
1 = · · · = e
′′
q = 1 that satisfy mdeg(e1) = · · · =
mdeg(eq) = (i, j, j + 1).
Then we consider the following elements of σ〈Y 〉 ⊗ F〈Y 〉#:
(18) χt,r(x, y, z) =
t∑
i=0
r∑
j=0
σi,j(x, y, z)

 ∑
e∈Lt−i,r−j
(−1)ξe

 ,
(19) ζt,r(x, y, z) =
t∑
i=0
r∑
j=0
σi,j(x, y, z)

 ∑
e∈Mt−i,r−j
(−1)ξe

 ,
where ξ = i + degy(e) + degz(e). For short, here we have omitted ⊗. Note that
χ0,0(x, y, z) = 1, χt,0(x, y, z) = χt(x), and ζ0,0(x, y, z) = z
T − z. For a, b, c ∈ F〈Y 〉
we define χt,r(a, b, c) and ζt,r(a, b, c) as the results of the corresponding substitu-
tions. As in Remark 5.2, we can consider χt,r(a, b, c) and ζt,r(a, b, c) as elements of
σ〈Y˜ 〉 ⊗ F〈Y 〉# as well as of σ〈Y 〉n ⊗ F〈Y 〉
#. Connections between σt,r, χt,r, ζt,r
are given in Lemma 7.2 (see below).
Example 5.4. For a, b, c ∈ F〈Y 〉 and b = b − bT the following equalities hold in
σ〈Y 〉 and σ〈Y 〉 ⊗ F〈Y 〉#:
• σ0,1(a, b, c) = − tr(bc);
• σ1,1(a, b, c) = tr(abc)− tr(a) tr(bc);
• σ0,2(a, b, c) = σ2(bc) + σ2(bc
T ) + tr(bcbcT ) + tr(bcbT c) − tr(bcbT cT ) −
tr(bc) tr(bcT );
• χ0,1(a, b, c) = bc− tr(bc) and ζ1,0(a, b, c) = −a
T c− ca+ tr(a)c;
• χ1,1(a, b, c) = abc+ ba
T c+ bca− tr(a)bc− tr(bc)a− tr(abc) + tr(a) tr(bc);
• ζ2,0(a, b, c) = −(a
T )2c− aT ca− ca2 + tr(a)aT c+ tr(a)ca− σ2(a)c;
• ζ0,1(a, b, c) = −cbc+ tr(bc)c.
The proof of the following theorem is given in Section 7.
Theorem 5.5.
1. The ideal of relations T ′n for C
′
n is generated by K
′
n ⊗ 1 and
• χt,r(a, b, c) = 0 for t+ 2r = n;
• ζt,r(a, b, c) = 0 for t+ 2r = n− 1;
where a, b, c ∈ F〈Y 〉.
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2. The ideal of relations K ′n for R
O(n) ≃ σ〈Y 〉n/K
′
n is generated by
(a) σt(a+ b) = Ft(a, b) for 1 ≤ t ≤ n, where a, b ∈ F〈Y 〉;
(b) σt(a
l) = Pt,l(a) for 1 ≤ t ≤ n, 1 < l ≤ n, where a ∈ 〈Y 〉;
(c) σt(ab) = σt(ba) for 1 ≤ t ≤ n, where a, b ∈ 〈Y 〉;
(d) σt(a) = σt(a
T ) for 1 ≤ t ≤ n, where a ∈ 〈Y 〉;
(e) σt;r;s(a; b; c) = 0 for n < |t|+2|r| ≤ 2n, where t ∈ N
u
0 , r ∈ N
v
0, s ∈ N
w
0
(u, v, w > 0) satisfy |r| = |s| and ai, bj, ck ∈ 〈Y 〉 for all i, j, k.
Moreover, we can assume that t, r, s from relation (e) satisfy condition (5) and the
vector (t, r, s) without zero entries satisfies conditions (6) and (7).
In particular, ideals T ′n and K
′
n are finitely based.
Relations (a), (b), (c), (d) from Theorem 5.5 are called free relations, because,
being considered as elements of σ〈Y 〉, they belong to the kernel of Φ̂′n for all t ≥ 1,
l > 1 and do not depend on n.
6. Large free algebra of O(n)-invariants
We start this section with the known description of the ideal of relations K˜ ′n.
We completed the proof of the following theorem in [9], using results from [10] and
the approach described in [19].
Theorem 6.1. The ideal of relations K˜ ′n for R
O(n) ≃ σ〈Y˜ 〉/K˜ ′n is generated by
σt,r(a, b, c) = 0 for t+ 2r > n, t, r ≥ 0, and a, b, c ∈ F〈Y 〉.
The next lemma describes the large free algebra σ〈Y˜ 〉 as a quotient of the ab-
solutely free algebra σ〈Y 〉. Its proof follows immediately from the proof of Lemma
3.1 from [9].
Lemma 6.2. We have σ〈Y˜ 〉 ≃ σ〈Y 〉/L′ for the ideal L′ generated by
(a) σt(a1 + · · ·+ au) = Ft(a1, . . . , au),
(b) σt(a
l) = Pt,l(a),
(c) σt(ab) = σt(ba),
(d) σt(a) = σt(a
T ),
where t > 0, l, u > 1, a1, . . . , au ∈ F〈Y 〉, and a, b ∈ 〈Y 〉.
In this section we prove the following theorem together with Remark 6.4:
Theorem 6.3. The ideal of relations K˜ ′n for R
O(n) ≃ σ〈Y˜ 〉/K˜ ′n is generated by
• σt,r(a, b, c) = 0, where n < t+ 2r ≤ 2n, t, r ≥ 0, and a, b, c ∈ F〈Y 〉;
• σt(b) = 0, where t > 2n and b ∈ 〈Y˜ 〉.
Remark 6.4. We can reformulate Theorem 6.3 as follows: the ideal K˜ ′n is generated
by
• σt;r;s(a; b; c) = 0 for n < |t| + 2|r| ≤ 2n, where t ∈ N
u
0 , r ∈ N
v
0 , s ∈ N
w
0
(u, v, w > 0) satisfy condition (5), |r| = |s|, and ai, bj, ck ∈ 〈Y 〉 for all i, j, k;
moreover, the vector (t, r, s) without zero entries satisfies conditions (6)
and (7);
• σt(b) = 0, where t > n and b ∈ 〈Y˜ 〉.
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We split the proof of Theorem 6.3 and Remark 6.4 into several lemmas. Given
l ≥ 0, we denote by Jl the ideal of σ〈Y˜ 〉 generated by σt,r(a, b, c) satisfying l = t+2r
and a, b, c ∈ F〈Y 〉. Since the field F is infinite, Remark 5.3 implies that elements
σt;r;s(a; b; c) generate the ideal Jl for l = |t|+2|r|, where |r| = |s| and ai, bj, ck ∈ 〈Y 〉
for all i, j, k. We write J
(p)
l for the F-subspace of σ〈Y˜ 〉 spanned by σt;r;s(a; b; c) for
ti, rj , sk ∈ {1, p, p
2, . . .} and ai, bj, ck ∈ 〈Y 〉 satisfying l = |t| + 2|r| and |r| = |s|.
Note that the ideal Jl is closed with respect to partial linearizations.
Remark 6.5. Remark 5.3, the definition of σ〈Y˜ 〉 and Lemma 6.2 imply that for
k ∈ Nl (l > 0), k = |k|, e = (e1, . . . , el) with ei ∈ 〈Y 〉 for all i, and a letter x we
have
• σt,k;r;s(a, e; b; c) ∈ σ〈Y˜ 〉 is a partial linearization of σt,k;r;s(a, x; b; c), where
|r| = |s|;
• σt;r,k;s(a; b, e; c) ∈ σ〈Y˜ 〉 is a partial linearization of σt;r,k;s(a; b, x; c), where
|s| = |r|+ k;
• σt;r;s,k(a; b; c, e) ∈ σ〈Y˜ 〉 is a partial linearization of σt;r;s,k(a; b; c, x), where
|r| = |s|+ k.
We will use the following Lemma 6.6 together with Remark 6.7:
Lemma 6.6. Given t = (t1, . . . , tu) and a = (a1, . . . , au), we write t
′ for
(1t1 , t2, . . . , tu) and a
(i) for (a1, . . . , a1︸ ︷︷ ︸
i
, a2, . . . , au). Then in case F = Q we have
the following equalities
σt;r;s(a; b; c) =
1
t1!
σt′;r;s(a
(t1); b; c) =
1
r1!
σt;r′;s(a; b
(r1); c) =
1
s1!
σt;r;s′(a; b; c
(s1))
in σ〈Y˜ 〉.
Proof. Applying Remark 6.5 instead of Remark 2.4, we obtain the claim in the
same way as we proved Lemma 3.7. 
Remark 6.7. Let AF = σ〈Y˜ 〉. We write AZ for the set of all f ∈ AQ with integer
coefficients. The natural surjective map Z → Zp ⊂ F induces the well-defined
homomorphism of rings AZ → AF. Here in case p = 0 we assume that Zp = Z.
Similarly to a finite quiver Q(x; y; z) from Section 5 we can consider a quiver
Q(a1, a2, . . . ; b1, b2, . . . ; c1, c2, . . .) with infinitely many arrows, where ai, bj , ck ∈
{x1, x2, . . .} are pairwise different letters for all i, j, k > 0. Note that by path in a
quiver we always mean a finite path.
Consider a quiver QI and a quiver QII with infinitely many arrows:
QI = Q(x0, x; y; z) and QII = Q(x, ei; y, ui, vi, wij ; z)i,j>0.
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Lemma 6.8. Define a homomorphism ϕ : 〈QII〉 → 〈QI〉 of semigroups as follows:
ϕ(aT ) = ϕ(a)T and ϕ(a) =


a, if a = x or a = y or a = z
xi0x, if a = ei
xi0y, if a = ui
xi0y
T , if a = vTi
xi0y(x
T
0 )
j , if a = wij
for an arrow a of QII and i, j > 0. We extend ϕ to the map 〈QII〉 ⊔ {x0} → 〈QI〉
by setting ϕ(x0) = x0. Then ϕ induces the well-defined bijection ϕ : 〈QII〉⊔{x0} →
〈QI〉 of sets of ∼-equivalence classes of primitive elements.
Proof. We split the proof into several statements. It is not difficult to see that ϕ :
〈QII〉 → 〈QI〉 is well-defined. We can extend ϕ to the homomorphism path(QII)→
path(QI), which we also denote by ϕ.
Denote by ΩI the set of such elements az, az
T ∈ 〈QI〉 that a path a satisfies
degz(a) + degzT (a) = 0. In the same way we define ΩII . We claim that
(20) ϕ : ΩII → ΩI is a bijection.
An arbitrary element of ΩI can be written as ab
δczη, where δ, η ∈ {1, T } and
• a = xj0xi10 x
j1 · · ·xir0 x
jr for j0 ≥ 0, i1, j1, . . . , ir, jr > 0, r ≥ 0; in particular,
a = 1 in case j0 = r = 0;
• b = xi0y(x
T
0 )
j for i, j ≥ 0;
• c = (xT )k1(xT0 )
l1 · · · (xT )ks(xT0 )
ls(xT )ks+1 for k1, l1, . . . , ks, ls > 0, ks+1 ≥
0, s ≥ 0; in particular, c = 1 in case s = k1 = 0.
Elements a, b, c have unique preimages with respect to ϕ, namely,
ϕ−1(b) =


y, if i = j = 0
ui, if i > 0, j = 0
vj , if i = 0, j > 0
wij , if i > 0, j > 0
,
ϕ−1(a) = xj0ei1x
j1−1 · · · eirx
jr−1, ϕ−1(c) = (xT )k1−1eTl1 · · · (x
T )ks−1eTls(x
T )ks+1 for
a 6= 1 and c 6= 1, respectively. Thus it is not difficult to see that abδczη has a unique
preimage ϕ−1(abδczη) = ϕ−1(a)(ϕ−1(b))δϕ−1(c)zη. Statement (20) is proven.
Consider paths a, b ∈ 〈QII〉. Then we claim that
(21) a ∼ b if and only if ϕ(a) ∼ ϕ(b).
Since ϕ is a homomorphism, then ϕ(a) ∼ ϕ(b) follows from a ∼ b.
Let ϕ(a) ∼ ϕ(b). Denote degz(a) + degzT (a) = degz(b) + degzT (b) = r. Note
that if r = 0, then Lemma 3.8 implies a ∼ b. So we assume that r > 0. Then
a
c
∼ a1 · · · ar and b
c
∼ b1 · · · br for ai, bi ∈ ΩII (1 ≤ i ≤ r).
Assume ϕ(a)
c
∼ ϕ(b). Since ϕ(ai), ϕ(bi) ∈ ΩI for all i, there is a cyclic permu-
tation pi = (1, 2, . . . , r)l ∈ Sr for some l > 0 such that ϕ(ai) = ϕ(bpi(i)). State-
ment (20) implies ai = bpi(i). Therefore, a
c
∼ b. If ϕ(a)
c
∼ ϕ(b)T , then ϕ(a)
c
∼ ϕ(bT )
and a ∼ b follows from the proven part of statement (21).
Let b ∈ 〈QI〉 and b 6= x
l
0 for all l > 0. Then we claim that
(22) there exists an a ∈ 〈QII〉 satisfying ϕ(a) ∼ b.
Denote degz(b) + degzT (b) = r. Note that if r = 0, then Lemma 3.8 implies that
ϕ(a) = b for some a ∈ 〈QII〉. So we assume that r > 0. Then b
c
∼ b1 · · · br for
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bi ∈ ΩI (1 ≤ i ≤ r). By statement (20), there are a1, . . . , ar ∈ 〈QII〉 such that
ϕ(ai) = bi. Hence ϕ(a1 · · · ar)
c
∼ b and statement (22) is proven.
Consider a ∈ 〈QII〉. We claim that
(23) a is primitive if and only if ϕ(a) is primitive.
Let ϕ(a) = bl for b ∈ 〈QI〉 and l > 1. If degz(a) + degzT (a) = 0, then the claim
follows from Lemma 3.8. Otherwise, a
c
∼ a1 · · · ar for ai ∈ ΩII and r > 0. Hence,
we obtain bl
c
∼ ϕ(a1) · · ·ϕ(ar). By Remark 5.1, ϕ(a1) · · ·ϕ(ar) = c
l for some
c ∈ 〈QI〉. Since the last letter of ϕ(ar) is z or z
T , the last letter of c is also z or
zT . Using the definition of ΩI and the fact that ϕ(ai) ∈ ΩI for all i, we obtain that
c = ϕ(a1) · · ·ϕ(as) for some 1 ≤ s < r. Hence ϕ(a1) · · ·ϕ(ar) = (ϕ(a1) · · ·ϕ(as))
l.
In other words, ϕ(ai) = ϕ(ai+s) = · · · = ϕ(ai+(l−1)s) for 1 ≤ i ≤ s. Statement (20)
implies ai = ai+s = · · · = ai+(l−1)s for 1 ≤ i ≤ s, i.e., a1 · · ·ar = (a1 · · · as)
l. By
Remark 5.1, a is not primitive. The converse claim is trivial.
Now we can complete the proof of the theorem. Note that for a ∈ 〈QII〉 ⊔ {x0}
we have ϕ(a) = xl0 if and only if l = 1 and a = x0. By statements (21) and (23),
ϕ is a well-defined injective map. Statement (22) implies that ϕ is a surjective
map. 
Lemma 6.9. Given x0, x, y, z ∈ 〈Y 〉 and k, t, r ≥ 0, we have σk,t;r;r(x0, x; y; z) ∈
Jt+2r.
Proof. We work in σ〈Y˜ 〉. Without loss of generality we can assume that x0, x, y, z ∈
{x1, x2, . . .} are pairwise different letters. Assume that ei, y, ui, vi, wij , z (i, j > 0)
are pairwise different letters from {x1, x2, . . .}\{x0, x, y, z}. In what follows, we use
notations from Lemma 6.8. Let ΥI be the set of finite multisubsets of 〈QI〉 and
ΥII be the set of finite multisubsets of 〈QII〉 ⊔ {x0}. We define the ∼-equivalence
on ΥI naturally and denote by ΥI the set of all ∼-equivalence classes. Similarly we
define ΥII . Then Lemma 6.8 implies that ϕ : ΥII → ΥI is a bijection.
Let use recall that the definition of Ω(t; r; s) was given in Section 5. Assume
that ω belongs to ΥI or ΥII . Since we work in σ〈Y˜ 〉, the element σ(ω) is well-
defined. For short, we write mdeg(ω) for mdeg(σ(ω)). We refer to the entries of
∆ = mdeg(ω) as follows:
• ∆ = (α0, α;β; γ) for ω ∈ ΥI , where ∆ = mdeg(x
α0
0 x
αyβzγ);
• ∆ = (α0, α, αi;β, λi, µi, νij ; γ)i,j>0 for ω ∈ ΥII , where ∆ is equal to
mdeg(xα00 x
αyβzγ
∏
i
xαii u
λi
i v
µi
i
∏
j
w
νij
ij ).
Here we assume that only finitely many elements from {αi, λi, µi, νij}i,j>0
are non-zero.
In the first case (the second case, respectively) we say that ∆ is a multidegree of
type I (type II, respectively). By the definition,
(24) σk,t;r;r(x0, x; y; z) = (−1)
k+t
∑
ω∈ΩI
σ(ω),
where ΩI = Ω(k, t; r; r) = {ω ∈ ΥI | mdeg(ω) = (k, t; r; r)}. For ΩII = {ω ∈
ΥII | mdeg(ϕ(ω)) = (k, t; r; r)} an isomorphism of sets ΩII ≃ ΩI is determined by
the restriction of ϕ.
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Given a multidegree ∆ of type II, we denote Ω
∆
II = {ω ∈ ΥII | mdeg(ω) = ∆}
and ϕ(∆) = mdeg(ϕ(xα00 x
αyβzγ
∏
i x
αi
i u
λi
i v
µi
i
∏
j w
νij
ij )). Thus
(25) ΩII =
⊔
Ω
∆
II ,
where the union ranges over ∆ of type II satisfying ϕ(∆) = (k, t; r; r). Consequently
applying formula (24), the isomorphism ΩII ≃ ΩI , and formula (25) we obtain
σk,t;r;r(x0, x; y; z) = (−1)
k+t
∑
ϕ(∆)=(k,t;r;r)
∑
ω∈Ω
∆
II
σ(ϕ(ω)).
Since
degy(ϕ(c))+degz(ϕ(c)) = degy(c)+
∑
i
degui(c)+
∑
i
degvi(c)+
∑
ij
degwij (c)+degz(c)
for all c ∈ 〈QII〉, we have σ(ϕ(ω)) = ϕ(σ(ω)) for ω ∈ Ω
∆
II . Therefore,∑
ω∈Ω
∆
II
σ(ϕ(ω)) = (−1)α0+|∆
′|σα0 (x0)ϕ(σ∆′(x, ei; y, ui, vi, wij ; z)i,j>0),
where ∆′ stands for (α, αi;β, λi, µi, νij ; γ)i,j>0. The condition ϕ(∆) = (k, t; r; r)
implies |∆′| = t+ 2r. Thus,
(26)
σk,t;r;r(x0, x; y; z)
=
∑
(−1)α0+kσα0(x0)σ∆′(x, x
i
0x; y, x
i
0y, y(x
T
0 )
i, xi0y(x
T
0 )
j ; z)i,j>0,
where the sum ranges over ∆ of type II satisfying ϕ(∆) = (k, t; r; r). The required
is proven. 
Example 6.10. For x0, x, y, z ∈ 〈Y 〉 and t, r > 0 the following equalities of σ〈Y˜ 〉
are partial cases of key formula (26) from the proof of Lemma 6.9:
• σ1,t;r;r(x0, x; y; z) = tr(x0)σt;r;r(x; y; z)− σt−1,1;r;r(x, x0x; y; z)
−σt;r−1,1;r(x; y, x0y; z)− σt;r−1,1;r(x; y, yx
T
0 ; z) ∈ Jt+2r;
• σ(2,0;2;2)(x0, x; y; z) = σ2(x0)σ0;2;2(x; y; z)
− tr(x0)σ0;1,1;2(x; y, x0y; z)− tr(x0)σ0;1,1;2(x; y, yx
T
0 ; z)
+σ0;2;2(x;x0y; z) + σ0;2;2(x; yx
T
0 ; z)
+σ0;1,1;2(x; y, x
2
0y; z) + σ0;1,1;2(x; y, y(x
T
0 )
2; z)
+σ0;1,1;2(x;x0y, yx
T
0 ; z) + σ0;1,1;2(x; y, x0yx
T
0 ; z) ∈ J4.
Consider quivers QIII = Q(x; y0, y; z) and QIV = Q(x, e1, e2; y, y1; z).
Lemma 6.11. Define a homomorphism ϕ : 〈QIV 〉 → 〈QIII〉 of semigroups as
follows:
ϕ(aT ) = ϕ(a)T and ϕ(a) =


a, if a = x or a = y or a = z
y0z, if a = e1
y0z
T , if a = e2
y0x
T , if a = y1
for an arrow a of QIV . Then ϕ induces the well-defined bijection ϕ : 〈QIV 〉 →
〈QIII〉 of sets of ∼-equivalence classes of primitive elements.
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Proof. It is not difficult to see that ϕ : 〈QIV 〉 → 〈QIII〉 is well-defined. Denote by
ΩIII the set of elements a ∈ 〈QIII〉 satisfying degz(a) + degzT (a) = 1 and denote
by ΩIV the set of elements a ∈ 〈QIV 〉 satisfying
degz(a) + degzT (a) +
2∑
i=1
(degei(a) + degeTi (a)) = 1.
We claim that
(27) ϕ : ΩIV → ΩIII is a bijection of ∼-equivalence classes.
An arbitrary element of ΩIII is ∼-equivalent to a = x
ib(xT )jzδ for some i, j ≥ 0,
δ ∈ {1, T }, and b ∈ {y0, y}. If degy0(a) = 0, then a has a unique preimage
ϕ−1(a) = a. Otherwise, b = y0 and a also has a unique preimage, namely,
ϕ−1(a) =


xie1, if j = 0 and δ = 1
xie2, if j = 0 and δ = T
xiy1(x
T )j−1zδ, if j > 0
.
Statement (27) is proven.
Applying statement (27) instead of statement (20), we complete the proof of the
lemma in a similar way as the proof of Lemma 6.8. 
Lemma 6.12. Given x, y0, y, z ∈ 〈Y 〉 and t, r, s ≥ 0, we have σt;r,s;r+s(x; y0, y; z) ∈
Jt+r+2s.
Proof. We work in σ〈Y˜ 〉. Without loss of generality we can assume that x, y0, y, z ∈
{x1, x2, . . .} are pairwise different letters. Assume that e1, e2, y1 are pairwise dif-
ferent letters from {x1, x2, . . .}\{x, y0, y, z}. In what follows, we use notations from
Lemma 6.11. Let ΥIII be the set of finite multisubsets of 〈QIII〉 and ΥIV be the
set of finite multisubsets of 〈QIV 〉. Then Lemma 6.11 implies that ϕ : ΥIV → ΥIII
is a bijection of sets of multisets of ∼-equivalence classes.
Assume that ω belongs to ΥIII or ΥIV . Since we work in σ〈Y˜ 〉, the element
σ(ω) is well-defined. For short, we write mdeg(ω) for mdeg(σ(ω)). We refer to the
entries of ∆ = mdeg(ω) as follows:
• ∆ = (α;β0, β; γ) for ω ∈ ΥIII , where ∆ = mdeg(x
αyβ00 y
βzγ);
• ∆ = (α, α1, α2;β, β1; γ) for ω ∈ ΥIV , where ∆ = mdeg(x
αxα11 x
α2
2 y
βyβ11 z
γ).
In the first case (the second case, respectively) we say that ∆ is a multidegree of
type III (type IV, respectively). By the definition,
(28) σt;r,s;r+s(x; y0, y; z) = (−1)
t
∑
ω∈ΩIII
σ(ω),
where ΩIII = Ω(t; r, s; r + s) = {ω ∈ ΥIII | mdeg(ω) = (t; r, s; r + s)}. For ΩIV =
{ω ∈ ΥIV | mdeg(ϕ(ω)) = (t; r, s; r + s)} an isomorphism of sets ΩIV ≃ ΩIII is
determined by the restriction of ϕ.
Given a multidegree ∆ of type IV, we denote Ω
∆
IV = {ω ∈ ΥIV | mdeg(ω) = ∆}
and ϕ(∆) = mdeg(ϕ(xαxα11 x
α2
2 y
βyβ11 z
γ)). Thus
(29) ΩIV =
⊔
Ω
∆
IV ,
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where the union ranges over ∆ of type IV satisfying ϕ(∆) = (t; r, s; r + s). Conse-
quently applying formula (28), the isomorphism ΩIV ≃ ΩIII , and formula (29) we
obtain
σt;r,s;r+s(x; y0, y; z) = (−1)
t
∑
ϕ(∆)=(t;r,s;r+s)
∑
ω∈Ω
∆
IV
σ(ϕ(ω)).
Since degy0(ϕ(c)) + degy(ϕ(c)) + degz(ϕ(c)) is equal to(
degy(c) + degy1(c) + degz(c)
)
+
(
2 dege1(c) + dege2(c) + degeT2 (c)
)
for all c ∈ 〈QIV 〉, we have σ(ϕ(ω)) = (−1)
α2ϕ(σ(ω)) for ω ∈ Ω
∆
IV . Therefore,∑
ω∈Ω
∆
IV
σ(ϕ(ω)) = (−1)|∆|+α2ϕ(σ∆(x, e1, e2; y, y1; z)).
A multidegree ∆ of type IV satisfies the equality ϕ(∆) = (t; r, s; r + s) if and only
if
α+ β1 = t
α1 + α2 + β1 = r
β = s
γ + α1 + α2 = r + s
;
in particular, |∆| = t+ r + 2s. Thus,
(30) σt;r,s;r+s(x; y0, y; z) =
∑
(−1)α2+rσ∆(x, y0z, y0z
T ; y, y0x
T ; z),
where the sum ranges over ∆ of type IV satisfying ϕ(∆) = (t; r, s; r + s). The
required is proven. 
Example 6.13. For x, y0, y, z ∈ 〈Y 〉 and t > 0, s ≥ 0 the following equality of
σ〈Y˜ 〉 is a partial case of key formula (30) from the proof of Lemma 6.12:
σt;1,s;s+1(x; y0, y; z) = −σt,1;s;s(x, y0z; y; z) + σt,1;s;s(x, y0z
T ; y; z)
−σt−1;s,1;s+1(x; y, y0x
T ; z) ∈ Jt+2s+1.
Lemma 6.14. Given t ∈ Nu0 , r ∈ N
v
0, s ∈ N
w
0 with t = |t| and r = |r| = |s|
(u, v, w > 0). Then for f = σt;r;s(a; b; c) ∈ σ〈Y˜ 〉, where ai, bj , ck ∈ 〈Y 〉, we have
• f ∈ Jt+2r−t1 ;
• f ∈ Jt+2r−r1 and f ∈ Jt+2r−s1 .
Proof. Assume t1 > 0. By Remark 6.5, f is equal to the coefficient of
λt22 · · ·λ
tu
u µ
r1
1 · · ·µ
rv
v ν
s1
1 · · · ν
sw
w in h = σk;r;r(a1, λ2a2 + · · · + λuau;µ1b1 + · · · +
µvbv; ν1c1 + · · · + νwcw), where k = (t1, t − t1) and λ2, . . . , νw ∈ F. Lemma 6.9
implies that h belongs to Jt+2r−t1 . Since the ideal Jt+2r−t1 is closed with respect
to partial linearizations, we obtain f ∈ Jt+2r−t1 .
Let r1 > 0. Applying Lemma 6.12 instead of Lemma 6.9, we obtain f ∈ Jt+2r−r1
by the same reasoning as above. Formula (17) concludes the proof. 
Lemma 6.15. Given t ∈ Nu0 , r ∈ N
v
0, s ∈ N
w
0 with t = |t| and r = |r| = |s|. Then
σt;r;s(a; b; c) belongs to J
(p)
t+2r for ai, bj , ck ∈ 〈Y 〉.
Proof. We repeat the proof of Lemma 3.11, applying Lemma 6.6 together with
Remark 6.7 instead of Lemma 3.7. 
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Now we can prove Theorem 6.3 and Remark 6.4:
Proof. We work in σ〈Y˜ 〉. Since the field F is infinite, Theorem 6.1 together with
Remark 5.3 implies that K˜ ′n is generated by
(a) σt,r,s(a, b, c) = 0 for |t|+ 2|r| > n, where t ∈ N
u
0 , r ∈ N
v
0, s ∈ N
w
0 (u, v, w >
0) satisfy |r| = |s| and ai, bj , ck ∈ 〈Y 〉;
(b) σt(b) = 0 for t > n, where b ∈ 〈Y 〉.
Applying Lemmas 6.14 and 6.15 instead of Lemmas 3.9 and 3.11, respectively,
we complete the proof in the same way as we proved Theorem 3.3 at the end of
Section 3. 
Lemma 6.16. If p = 0, then the ideal K˜ ′n ⊳ σ〈Y˜ 〉 is generated by σt,r(a, b, c) = 0
for t+ 2r = n+ 1, t, r ≥ 0, and a, b, c ∈ F〈Y 〉; in particular, K˜n is finitely based.
If p > 0, then the ideal K˜ ′n ⊳ σ〈Y˜ 〉 is not finitely based.
Proof. Using Theorem 6.3, Remarks 6.4, 5.3 and Lemma 6.2, instead of Theo-
rem 3.3, Remarks 3.4, 2.4 and Lemma 3.2, respectively, we prove this lemma in the
same way as we proved Lemma 3.12. 
7. Proof of Theorem 5.5
Assume that
(31) f =
∑
i
αifiai ∈ σ〈Y˜ 〉 ⊗ F〈Y 〉
#
for αi ∈ F, fi = σti1 (bi1) · · ·σtiri (biri) ∈ σ〈Y˜ 〉, bij ∈ 〈Y 〉, ai ∈ 〈Y 〉
#.
If ai ∈ 〈Y 〉 for all i, then we write tr(f) for
∑
i αifi tr(ai) ∈ σ〈Y˜ 〉⊗F〈Y 〉
#. Note
that we do not define tr(f) for f ∈ σ〈Y˜ 〉 ⊗ 1 ⊂ σ〈Y˜ 〉 ⊗ F〈Y 〉#. We say that f does
not contain a letter x if degx(fi) = 0 and degx(ai) = 0 for all i.
Lemma 7.1. Let f ∈ σ〈Y˜ 〉 ⊗ F〈Y 〉# do not contain letters x and xT . Then
1) f ∈ T˜ ′n if and only if tr(fx) ∈ K˜
′
n;
2) f = 0 if and only if tr(fx) = 0.
Proof. 1) Note that tr(fx) ∈ K˜ ′n if and only if tr(Ψ˜
′
n(f)X) = 0 for the generic n×n
matrixX corresponding to x. Since the trace bilinear form tr :Mn(F)×Mn(F)→ F
is nondegenerate, the last condition is equivalent to the fact that Ψ˜′n(f) = 0. The
required is proven.
2) Let f be given by formula (31). Since the equality αfi tr(aix) = fj tr(ajx) in
σ〈Y˜ 〉 ⊗ F〈Y 〉# for some α ∈ F implies α = 1, fi = fj, and ai = aj , we obtain that
the equality f = 0 follows from tr(fx) = 0. 
Analogues of formula (17) hold for χt,r and ζt,r.
Lemma 7.2. For x, a, b, c ∈ 〈Y 〉 we have
1) σt,1;r;r(a, x; b; c) = (−1)
t tr(χt,r(a, b, c)x) and σt;r,1;r+1(a; b, x; c) =
(−1)t tr(ζt,r(a, b, c)x) in σ〈Y˜ 〉;
2) χt,r(a, b, c)
T = χt,r(a
T , c, b) = χt,r(a, b
T , cT )T in σ〈Y˜ 〉 ⊗ F〈Y 〉#;
3) ζt,r(a, b, c)
T = ζt,r(a, b
T , cT ) in σ〈Y˜ 〉 ⊗ F〈Y 〉#.
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Proof. Part 1 follows from the definitions and parts 2, 3 are consequences of for-
mula (17), part 1 of the lemma, and part 2 of Lemma 7.1. 
Lemma 7.3. The ideal of relations T˜ ′n for C
′
n is generated by K˜
′
n ⊗ 1 and
• χt,r(a, b, c) = 0 for t+ 2r = n;
• ζt,r(a, b, c) = 0 for t+ 2r = n− 1;
where a, b, c ∈ F〈Y 〉.
Proof. By part 1 of Lemma 7.1, an element f ∈ σ〈Y˜ 〉⊗F〈Y 〉# belongs to T˜ ′n if and
only if tr(fx) ∈ K˜ ′n for such a letter x that neither x nor x
T is not contained in f .
Since degx tr(fx) + degxT tr(fx) = 1, Theorem 6.3 together with Remarks 6.4, 6.5
implies that the last condition holds if and only if tr(fx) belongs to the ideal of
σ〈Y˜ 〉, generated by
(a) σt,1;r;r(a, e; b; c) = 0 for t+ 2r = n;
(b) σt;r,1;r+1(a; b, e; c) = 0 and σt;r+1;r,1(a; b; c, e) = 0 for t+ 2r = n− 1;
(c) h tr(e) for h ∈ K˜ ′n;
where a, b, c ∈ F〈Y 〉, e = e1x
δe2 for e1, e2 ∈ 〈Y 〉
# and δ ∈ {1, T }. By for-
mula (17), σt;r+1;r,1(a; b; c, e) = σt;r,1;r+1(a
T ; cT , eT ; bT ) in σ〈Y˜ 〉. Thus, parts 1, 2, 3
of Lemma 7.2 imply that elements (a) and (b) of σ〈Y˜ 〉 coincide with elements
• ± tr(χt,r(a, b, c)e1xe2) = 0 for t+ 2r = n;
• ± tr(ζt,r(a, b, c)e1xe2) = 0 for t+ 2r = n− 1;
where a, b, c ∈ F〈Y 〉 and e1, e2 ∈ 〈Y 〉
#. Finally, part 2 of Lemma 7.1 completes the
proof. 
Now we can complete the proof of Theorem 5.5.
Proof. Applying Lemma 7.3, we prove part 1 of Theorem 5.5 exactly in the same
way as we proved part 1 of Theorem 5.5 at the end of Section 4. Using Lemma 6.2,
Theorem 6.3, Remark 6.4 instead of Lemma 3.2, Theorem 3.3, Remark 3.4, respec-
tively, we repeat the reasoning from Section 4 to prove part 2 of Theorem 5.5. 
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