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Abstract
The optimal minimal Euclidean norm of self-dual codes over Z4 is known through length 24;
the purpose of the present note is to determine the optimal minimal Hamming and Lee weights
in this range. In the process, we classify all Lee-optimal codes of length 18, 21, 23, and 24. In
particular, we nd a total of 13 inequivalent codes with the same symmetrized weight enumerator
as the Hensel-lifted Golay code. c© 1999 Elsevier Science B.V. All rights reserved.
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0. Introduction
In a forthcoming paper [5], Dougherty et al. give tables of bounds on the optimal
minimum Euclidean norm, Lee weight, and Hamming weight, for Type I self-dual
codes over Z4, of length up to 24. Their tables are tight up to length 24 for Euclidean
norm, but only up to length 16 for the Lee and Hamming weights (based on the
classication of self-dual codes over Z4 through length 15 [6], and of Type II codes
through length 16 [10]). The purpose of the present note is to tighten these bounds.
To be precise, we give, for length 17 through 24, the optimum minimal Lee weight
and the optimum minimal Hamming weight for a self-dual code over Z4.
The basic idea is to study self-dual codes over Z4 via their reductions mod 2.
In several cases, we nd that the reduction is uniquely determined by the minimal
weight. This allows us to reduce the problem of nding optimal codes to a problem
of enumerating the inequivalent lifts of a given doubly-even binary code. It turns out
that the set of lifts of a xed binary code has a natural ane structure, on which
the automorphisms of the binary code act. The orbits of the resulting ane group are
then in one-to-one correspondence with the equivalence classes of lifts. This technique
allows us to enumerate the optimal codes of length 18 and 21.
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A somewhat rened version of this method allows us to enumerate Lee-optimal
codes of length 23 and 24. It turns out that there are 30 such codes at length 23,
and 13 such codes at length 24. In particular, there are 12 other codes with the same
symmetrized weight enumerator as the Hensel-lifted Golay code.
0.1. Type II codes and shadows
We will have occasion in the sequel to refer to results from the theory of shadows
of self-orthogonal codes. In the case of codes over Z4, the basic identity of the theory
is:
1
2 (Norm(v+ w)− Norm(v)− Norm(w))hv; wi (mod 4);
for any vectors v and w in Zn4; the left-hand side is dened by taking any lift of v
and w to Zn8. In particular, 12Norm denes a linear functional on any self-orthogonal
code. This has two major consequences. First, it is possible for the linear functional to
vanish on a self-dual code; in that case, the code is said to be of Type II (by analogy
with the binary case). Second, for any self-orthogonal code C, we can dene a certain
coset S(C) of its dual known as its shadow, as follows. If 12Norm vanishes on C, then
S(C)=C?. Otherwise, S(C)=C?0 −C?, where C0 is the kernel of 12Norm in C. The
primary signicance of the shadow is that the symmetrized weight enumerator of S(C)
can be computed from the symmetrized weight enumerator of C by an analogue of the
MacWilliams transform.
For binary codes, the analogous identity is
1
2 (wt(v+ w)− wt(v)− wt(w))hv; wi (mod 2);
the remaining denitions are analogous. A (not necessarily self-dual) code on which
1
2wt vanishes (i.e., all weights are a multiple of 4) is said to be ‘doubly-even’.
For an overview of shadow theory, see [11]; for the specic case of Z4 codes,
see [5].
1. Reduction mod 2
After [4], we associate two binary codes to a Z4 code. If C is a Z4 code, C(1) (the
‘residue code’ of C) is the binary code consisting of the reduction mod 2 of every
vector in C. C(2) is the ‘torsion code’ of C; that is, the set of vectors of C that reduce
mod 2 to 0.
Theorem 1. If C is self-dual; then (C(1))?=C(2). Furthermore; the minimum
Hamming weight of C is equal to the minimum distance of C(2).
Proof. The rst statement follows from dimension counting [4]. For the second state-
ment, we remark that multiplication by 2 never increases the Hamming weight. Thus
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the minimum Hamming weight is determined solely by those vectors v such that 2v=0.
But this is precisely the denition of C(2).
Since every binary code with all weights a multiple of 4 is the residue code of some
self-dual code over Z4, this reduces the problem of determining the optimal Hamming
weight to a problem of binary codes, namely that of nding doubly-even binary codes
with largest possible dual distance. We say a code is ‘Hamming-optimal’ if it has the
largest possible minimum Hamming distance, and similarly for ‘Lee-optimal’.
Theorem 2. For n=17; 18; 19; 20; 21; 22; 23; and 24; the optimal Hamming weight of a
self-dual Z4 code of length n is 4; 4; 3; 4; 5; 6; 7; and 8; respectively. The residue code of
a Hamming-optimal code of length 17 is the maximally self-orthogonal code (d10e7)+.
The residue code of a Hamming-optimal code of length 18 is the doubly-even subcode
of the self-dual code (d36)
+. Finally; the residue code of a Hamming-optimal code of
length 21 through 24 is a shortened Golay code.
Proof. Consider, rst, length 17. Here, we are looking for a doubly-even code of
length 17, with minimum dual distance at least 4. Such a code must have a weight
enumerator of the form
x17 + a4x13y4 + a8x9y8 + a12x5y12 + a16xy16:
But a16 = 0, since the full-weight vector is in C(2). To be precise, if there were a vector
of weight 16 in C(1), then there would perforce be a vector of weight 16 in C(2). But
the sum of that vector and the full-weight vector would be a vector of weight 1 in
C(2), which is not allowed. From the fact that the dual has no vectors of weight 1, 2,
and 3, we get equations:
9a4 + a8 − 7a12 + 17=0;
32a4 − 8a8 + 16a12 + 136=0;
48a4 − 8a8 + 680=0:
Solving these equations, we deduce that C(1) has weight enumerator
x17 + 17x13y4 + 187x9y8 + 51x5y12:
Since a4 6= 0, we immediately conclude that the optimal Hamming weight at length
17 is at most 4. On the other hand, the maximally self-orthogonal code (d10e7)+ has
this weight enumerator, so Hamming weight 4 is attainable. Indeed, this is the unique
such code. From the weight enumerator, we see that C(1) has dimension 8, and thus
is maximally self-orthogonal. We can construct a self-dual code C0 of length 18 from
C(1) by appending 0 to all vectors of C(1) and appending 1 to all vectors of C(2) not
in C(1). The weight enumerator of C0 is thus determined; from the list of codes in [3],
we conclude that (d10e7f1)+ is the unique possibility for C0, and thus that (d10e7)+ is
the unique possibility for C(1).
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Similarly, dual distance at least 4 at length 18 suces to determine the weight
enumerator, and the code (as the doubly-even subcode of a uniquely determined self-
dual code). At lengths 21{24, we need only assume that the dual distance is at least 5 to
determine the weight enumerator. Indeed, at lengths 21{23, if we assume that the dual
distance is at least 4, then we obtain a one-dimensional family of weight enumerators.
Applying linear programming, we nd that precisely one weight enumerator in the
family has nonnegative coecients and dual coecients.
At length 19, the unique weight enumerator with dual distance at least 4 has negative
coecients. At length 20, the assumption that the dual distance is at least 5 leads to
incompatible equations. In both cases, we can meet the resulting bound by shortening
the Golay code. Here, however, the weight enumerator is not unique. At length 19, the
weight enumerators with dual distance 3 are
x19 + 78x11y8 + 48x7y12 + x3y16;
x19 + x15y4 + 75x11y8 + 51x7y12;
x19 + 4x15y4 + 150x11y8 + 100x7y12 + x3y16:
At length 20, the weight enumerators with dual distance 4 are
x20 + 130x12y8 + 120x8y12 + 5x4y16;
x20 + x16y4 + 126x12y8 + 126x8y12 + x4y16 + y20;
x20 + 5x16y4 + 250x12y8 + 250x8y12 + 5x4y16 + y20:
(In both cases, the rst weight enumerator (the one with minimum distance 8) corre-
sponds to a shortened Golay code.)
The constraint that a code have a given minimal Hamming weight has surprisingly
strong implications for the symmetrized weight enumerator. For any vector v in C, the
number of 1’s in v must be the weight of some vector in C(2) (since, of course,
2v2C). Moreover, if v is a vector in the shadow of C [5], then again 2v2C(2). This
gives a number of linear constraints on the coecients of C’s symmetrized weight
enumerator.
2. Lift spaces
For some purposes, it is nice to have not just the optimum weight, but also a list of
all codes with that weight. Once we have a list of possible residue codes, it remains
to enumerate the inequivalent lifts of each. The following result is the key:
Theorem 3. Let A be a doubly-even binary code of dimension k. The set of self-dual
codes C over Z4 with C(1) =A has a natural structure as an ane space L(A) of
dimension k(k + 1)=2 over GF(2). Moreover; this ane structure is preserved under
column negation and any permutation in Aut(A).
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Proof. Pick a generator matrix M for A and a binary matrix B such that M together






where A0 is a k  n matrix that reduces to M mod 2. If we pick any matrix M 00 in
L0(M;B), then for any other matrix M 0 2L0(M;B), A0 − A00 reduces to 0 mod 2;
consequently, we can associate a k  n binary matrix (A0 − A00)=2 to any element of
L0(M;B). This clearly gives L0(M;B) the structure of an nk-dimensional ane space
over GF(2).
For M 0 2L0(M;B), any change of basis of M 0 that results in another element of
L0(M;B) can be decomposed into steps of the following form: (1) negate one of the
rst k rows, (2) add twice one of the rst k rows to another of the rst k rows, or
(3) add one of the last n − 2k rows to one of the rst k rows. But each of these
three transformations has the eect of a translation on L0(M;B). For instance, if we
add twice the second row to the rst row, then this has the same eect as adding the
second row of M to the rst row of (A0 − A00)=2. Let V be the vector space generated
by these translations. (Note that V is essentially given by k copies of A?, since the
above transformations allow us to add any element of A? to any row of (A0−A00)=2.)
Consider, now, the eect of column negation and permutations on L0(M;B). Column
negation is again a translation (this time adding a particular column of M to the
corresponding column of (A0 − A00)=2). A permutation  of the columns, on the other
hand, is somewhat more complicated. Assuming 2Aut(A), there will be some change
of basis that we can apply to (M) that again produces M . But, then we can lift that
change of basis to take any (M 0) back to L0(A; B). The combined operation clearly
acts linearly on M 0, and thus induces an ane transformation on L0(M;B). Moreover,
this transformation preserves the vector space V , since  preserves A?.
Finally, we note that the set of M 0 that generate a self-dual code is a subspace
L00(M;B) of L
0(M;B), since the condition of self-duality is a linear one on (A0−A00)=2.
Since changes of basis, column negation, and permutations all preserve self-duality, we
see that the corresponding ane transformations preserve L00(M;B). But then we can
dene an ane structure on L(A) as the quotient of L00(M;B) by the translations
in V ; this clearly has the invariance properties claimed. Furthermore, we can compute
the dimension of L(A) from the fact that L(A) has 2k(k+1)=2 elements [7].
It remains only to show that the derived ane structure on L(A) is independent of
the choices of M and B. But by applying a Z4-linear change of basis to the elements
of L0(M;B), we can obtain the space corresponding to any other choices of M and B;
this change of basis induces an ane transformation.
Note that any equivalence of codes in L(A) must, by denition, take the form of a
permutation followed by some number of column negations; since this must preserve
the residue code, it follows that the permutation must be in Aut(A). Consequently, two
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codes in L(A) are equivalent if and only if they are in the same orbit under the action
of Aut(A) and column negations. Indeed, since column negations act as translations,
we can quotient out by those as well. Note that this will not, in general, reduce the
dimension by n, since some combinations of column negations will leave the codes in
L(A) unchanged (e.g. negation of all columns). For the codes of present interest to
us, there are only two such possibilities (negation of all columns and negation of no
columns), so the quotient has dimension k(k + 1)=2− n+ 1.
This, then, is our technique for classifying all lifts of A. We rst construct the
action of the automorphism group on the quotient of the space of lifts by the action of
column negations. We then compute the orbits of this ane group. (The computational
mathematics package magma, for instance, contains routines for nding orbits of matrix
groups.)
We thus nd a total of 62 Hamming-optimal codes of length 17, 66 Hamming-
optimal codes of length 18, and 384 Hamming-optimal codes of length 21. For
length 21, the quotient ane space had dimension 25, which made direct orbit nding
somewhat tricky. However, the resulting 26-dimensional matrix group has an invariant
submodule of dimension 16, which can be used to simplify the calculation (rst nd
representatives of the orbits in the quotient, then nd the equivalence classes within
each of those cosets).
At length 22, the space has dimension 34, while the group has only 887 040 ele-
ments; we nd therefore, that there are at least 19 368 orbits, and thus at least 19 368
inequivalent Hamming-optimal codes. Similarly, at length 23, there are at least 1.7
million inequivalent Hamming-optimal codes, and at length 24, there are at least 147
million inequivalent Hamming-optimal codes.
3. Lee weights
To determine the optimal Lee weights, we rst note that we can use the Hamming
weight to bound the Lee weight:
Lemma 4. If C is a self-dual code over Z4; with minimal Hamming weight h and
minimal Lee weight l; then
l6 2h:
Proof. Since the minimal Hamming weight is h, it follows that there exists a vector
in C with h 2’s, and n− h 0’s. But that vector has Lee weight 2h.
Corollary 5. A self-dual code over Z4 with length 17 and minimum Lee weight 8
must be Hamming-optimal. Similarly; a self-dual code of length 18; 19; 20; 21; 22; 23;
and 24; with minimum Lee weights at least 8; 6; 8; 8; 8; 8; or 10; respectively; must be
Hamming-optimal.
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Proof. A self-dual code of length 17 with minimum Lee weight 8 must have minimum
Hamming weight 4 by the above lemma. For lengths 21 through 23, we recall, as
remarked in the proof of Theorem 2, that a self-dual code with minimum Hamming
weight 4 must be Hamming-optimal, by linear programming.
Theorem 6. The optimal Lee weight of a self-dual code of length 18 through 24 is
8; 6; 8; 8; 8; 10; and 12; respectively. A self-dual code of length 21 or 22 is Lee-optimal
if and only if it is Hamming-optimal.
Proof. At length 18, for instance, a self-dual code with Lee weight greater than 8
would have to have Hamming weight at least 5. But this is impossible by Theorem 2.
The same argument applies for lengths 19 and 20. For length 21 and 22, the Euclidean
norm is bounded above by 8 (this follows from the general bound in [12]), which
bounds the Lee weight above by 8. The bound for length 23 and 24 follows from the
fact that shortening reduces the minimal Lee weight by at most 2.
For length 18, the codes in Fig. 1 show that Lee weight 8 is attainable.
For lengths 19 through 22, any self-dual code that reduces to a shortened Golay code
will have the desired minimum Lee weight. At length 20, for instance, the number of
 1’s in a vector must be one of 0, 8, 12, or 16. In all but the rst case, this already
forces the Lee weight to be greater than 8. A vector without  1’s, on the other
hand, is in C(2); since C(2) has minimum weight 4, such a vector has Lee weight at
least 8.
At length 24, the extended Z4 quadratic residue code, also known as the Hensel-
lifted Golay code, has Lee weight 12; shortening this code gives a code of length 23
and Lee weight 10. More examples are given in the following section.
Theorem 7. The optimum Lee weight of a self-dual Z4 code of length 17 is 6:
Proof. By Corollary 5, any code of minimum Lee weight at least 8 must be Hamming-
optimal. Of the 62 Hamming-optimal codes of length 17, none have Lee weight 8.




1 0 0 0 0 0 0 0 1 2 1 1 1 1 1 1 2
0 1 0 0 0 0 0 0 1 1 0 0 0 1 2 2 0
0 0 1 0 0 0 0 0 1 3 2 0 0 2 3 2 2
0 0 0 1 0 0 0 0 1 3 0 0 0 2 0 3 0
0 0 0 0 1 0 0 0 0 1 3 3 3 3 1 1 2
0 0 0 0 0 1 0 0 0 0 0 3 1 0 2 0 3
0 0 0 0 0 0 1 0 0 0 3 2 1 0 0 0 3
0 0 0 0 0 0 0 1 0 0 1 3 2 0 0 0 3
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Fig. 1. Self-dual codes of length 18 and minimal Lee weight 8.
Similarly, by examining the Hamming-optimal codes of length 18, 21, and 22, we
nd:
Theorem 8. There are precisely 7 Lee-optimal codes of length 18; and precisely
384 Lee-optimal codes of length 21. There are at least 19 368 Lee-optimal codes
of length 22.
It is worth noting that the 7 codes of length 18 all have the same symmetrized weight
enumerator; indeed, the constraint that the code is both Lee-optimal and Hamming-
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optimal is enough to determine the symmetrized weight enumerator. There are one code
with automorphism group of order 144, three with automorphism group of order 48, two
with automorphism group of order 36, and one with automorphism group of order 24.
These codes are listed in Fig. 1.
The main obstacle to extending Theorem 8 to lengths 19 and 20 is that the residue
codes in those cases are no longer unique; it will be necessary to classify these rst.
4. Length 23 and 24
Of particular interest are Lee-optimal codes of length 24, especially since such codes
can be used to produce 5-designs [1].
Theorem 9. If C is a self-dual Z4 code of length 24; with minimum Lee weight 12;
then C has minimum Hamming weight 8; and minimum Euclidean norm 16.
Furthermore; C is Type II; that is; the norm of any vector in C must be a mul-
tiple of 8.
Proof. We have already seen that such a code must be Hamming-optimal. Applying
the resulting constraints, together with the minimum Lee weight constraints, to the
symmetrized weight enumerator leaves a one-parameter family, of which precisely one
member has nonnegative coecients in both itself and its shadow. The remaining
claims follow by examination of this weight enumerator.
For conciseness, we will call such a code a ‘pseudo-Golay’ code. The above theorem
implies that any pseudo-Golay code lies between the Golay code and the Leech lattice,
in that it reduces modulo 2 to the Golay code, and extends (via ‘Construction A4’) to
the Leech lattice. It is therefore somewhat shocking to nd (as we will soon see) that
not only is such a code not unique, but, in fact, there exists one such code with only
6 automorphisms!
If we try to classify these codes directly, as lifts of the Golay code, we run into
the slight problem that there are over 100 million Hamming-optimal codes. Admit-
tedly, the situation is not quite that dire, since all norms must be a multiple of 8. This
constraint (which is linear on lift space) reduces the ane space from 55-dimensional
to 44-dimensional. There would still be at least 71 857 codes to consider, however. If
we insist that the code have certain automorphisms, the problem becomes tractable.
By examining the possible permutations of order 3, 4, 5, 7, 11, and 23 (recall that
the automorphism must reduce to an element of the automorphism group of the Go-
lay code (the Mathieu group M24), so there are only 9 possibilities), we obtain a list
of 13 candidates, with automorphism groups of order 12 144 (SL2(23); the extended
Z4 quadratic residue code), 336 (SL2(7)), 48, 48, 48, 48, 44, 44, 28, 24, 16, 16,
and 6. Five of these (the ones with automorphisms of order 7, 11, or 23) are pre-
cisely the codes C1’C6, C5, C7, C9, and C12 of [9], and one of the codes with
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Fig. 2. Self-dual codes of length 24 and minimal Lee weight 12.
automorphism group of order 16 appeared in [8]. The remaining 7 codes are new.
Fig. 2 gives generator matrices and automorphism group orders for each of the 13
codes.
To compute the automorphism groups, and to verify inequivalence, we could work
entirely within the space of lifts of the Golay code. This approach tends to be rather
cumbersome, however. A more feasible approach is to consider the images of the
12 144 vectors of Lee weight 12 under the Gray map (0! 00, 1! 01, 2! 11, and
3! 10). One can then ask magma for the automorphism group of the resulting inci-
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Fig. 2. Continued.
dence structure, or whether two such structures are equivalent. If desired, one could
also check that the equivalence respects the column-pairing, but in this case, that check
is unnecessary; paired columns hit a dierent number of blocks than unpaired columns.
Thus we can check that these 13 codes are indeed inequivalent, and that their auto-
morphism groups are as specied. (The mass formula below shows that all equi-
valences and automorphisms were indeed found; otherwise, the mass would have been
overestimated.)
It remains to show that these 13 codes are the only possibilities. To show this, we
will rst consider the set of all codes of length 21 that could be obtained by shortening
three columns of a pseudo-Golay code.
Theorem 10. If C is a code of length 21 that occurs as a shortened pseudo-Golay
code; then C reduces mod 2 to the shortened Golay code of length 21; and lifts to
a lattice with kissing number 84. Similarly; at length 22; the code reduces to the
shortened Golay code; and lifts to a lattice with kissing number 44.
Proof. We consider length 21; length 22 is analogous. The code C(2) is clearly a
punctured Golay code, so its dual must therefore be the shortened Golay code. For
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the kissing number, we note that we can compute the average kissing number of
all possible shortenings of a given pseudo-Golay code from its symmetrized weight
enumerator, which, as we have seen, is uniquely determined. To wit, if we apply the
operation ( ddx +
d
dz )
3 to the symmetrized weight enumerator (where the variables of the
symmetrized weight enumerator are x, y, and z as usual), then divide by 242322,
we obtain the average of the symmetrized weight enumerator over all shortenings.
(Consider the action of ( ddx +
d
dz )
3 on the monomial associated to a given vector.) We
nd that the average kissing number is thus 84. But this is the smallest possible kissing
number of a lattice of dimension 21.
Remark. This also follows easily from the 5-design result of [1].
Similarly, at length 19 and 20, the kissing number must be 152 and 120, but we
will not have occasion to use this in the sequel.
Of the 384 Hamming-optimal codes of length 21, only 80 have kissing number 84.
For each of these 80 codes, we can then enumerate all possible ways (ignoring equiva-
lence) to extend them to length 24. To be precise, for each of the three deleted columns,
there are 512 ways to extend to a code of length 22, of which most will typically fail
to have kissing number 44. Of the triples of such extensions, most will fail to satisfy
the norm-divisibility criterion; for each of the survivors, there are precisely two ways
to complete the extension. Thus we can obtain a list of 2556 codes that contains at
least one representative of each equivalence class.
At this point, we could explicitly verify that each of those codes is equivalent to one
from our list. However, there is a shortcut. Clearly, the number of distinct extensions
of a given code of length 21 depends only on the equivalence class of the code;
consequently, the number of codes that extend a given class is equal to the product
of the size of the class and the number of extensions of one particular member of the
class (which we computed in the previous paragraph). Summing over all 80 classes, we







where the sum is over inequivalent pseudo-Golay codes. (The additional factor of 2
comes from the fact that global negation acts trivially on lift space.) We can immedi-
ately conclude that our list is complete.
We can also easily derive a classication of Lee-optimal codes of length 23. Any
self-dual code of length 23 extends uniquely to a code of length 24 with all norms
divisible by 8. By examining the weight enumerators of a Lee-optimal code of length 23
and its shadow, we nd that such a code must extend to a pseudo-Golay code. Thus we
obtain one equivalence class of ‘shorter pseudo-Golay’ codes for each orbit of columns
under the automorphism group of each pseudo-Golay code. We readily compute that
there are 30 such codes.
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In summary:
Theorem 11. There are 13 self-dual codes of length 24 over Z4 with minimum Lee
weight 12; given in Fig. 2. There are 30 self-dual codes of length 23 over Z4 with
minimum Lee weight 10.
It is worth commenting on the structure of the pseudo-Golay codes with large auto-
morphism groups. The code with group SL2(23) is, of course, simply the extended Z4
quadratic residue code. We can also give the structure of the code with group SL2(7)
(the code appeared in [8,9], but neither reference gives any structural information). To
construct this code, we label the 24 columns by
(1; 0)(i; 1)(2; 0)(2i; 2)(4; 0)(4i; 4);
where the labels lie in GF(7)2, and i in each case ranges from 0 to 6. Then SL2(7)
acts in the obvious way, except that if the resulting vector is not a valid label, we




takes (0; 1) to (−1; 0), which is not a valid label. So we move the column labelled
(0; 1) into the column labelled (1; 0), then negate it. We nd that there are precisely 12
self-dual codes having this automorphism group; the action of GL2(7) permutes these
among themselves, leaving 2 orbits. A representative of the rst orbit is generated by
the images of the two vectors
[11111111 22222222 11111111]; [13121000 13121000 13121000]
under SL2(7). This code, unfortunately, contains the vector
[00000000 00000000 11111111]
of Lee weight 8. However, the other orbit, with representative generated by the images
of
[31111111 22222222 31111111]; [13121000 13121000 13121000];
has minimum Lee weight 12, as desired. In both cases, the second generator essentially
produces a quadratic residue code, while the rst generator produces a ‘triple sextic
residue code’ [2].
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