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Abstract
We produce two separate algebraic descriptions of the isomorphism classes of the solvable subgroups of
the group PLo(I ) of piecewise-linear orientation-preserving homeomorphisms of the unit interval under the
operation of composition, and also of the generalized R. Thompson groups Fn. The first description is as a
set of isomorphism classes of groups which is closed under three algebraic operations, and the second is as
the set of isomorphism classes of subgroups of a countable collection of easily described groups. We show
the two descriptions are equivalent.
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1. Introduction
We use the main geometric result of [1] to produce two algebraic descriptions of the solvable
subgroups of PLo(I ), the group of orientation-preserving piecewise-linear homeomorphisms
of the unit interval with finitely many breaks in slope under the operation of composition.
Our results apply equally to any group in the family {Fn} of generalized Thompson groups,
each of which has a definition as a particular subgroup of PLo(I ). (The groups Fn were in-
troduced by Brown in [9], where they were denoted Fn,∞. These groups were later exten-
sively studied by Stein in [16], by Brin and Guzmán in [6] and by Burillo, Cleary, and Stein
in [10].)
Let ω1 represent the smallest uncountable ordinal, and let G be the set of isomorphism classes
of groups which can be created as quotients of the free group over the set ω1. The first description
that we find for the isomorphism classes of the solvable subgroups of PLo(I ) is as the smallest
non-empty set R in G which is closed under three operations,
1. taking subgroups,
2. forming standard restricted wreath products with Z (i.e., K → K  Z), and
3. forming bounded direct sums (countable direct sums of groups in the class with a universal
bound on their derived length).
(Note that we give these operations as operations on groups, not on isomorphism classes of
groups. We will generally not track the distinction between a group and its isomorphism class
in discussion, in order to simplify our language. An example of this is that we may write that
M ⊂R, where M is a set of groups, all of whose isomorphism classes are elements of R. If H
is a group, we may also write that H ∈R when in fact the isomorphism class of H is an element
of R. This practice should cause the reader no confusion, and will not effect our results. The
statements of results in the rest of this section will not follow this convention and are formally
correct.)
Theorem 1.1. H is the isomorphism class of a solvable subgroup of PLo(I ) if and only if
H ∈R.
1370 C. Bleak / Journal of Algebra 319 (2008) 1368–1397For each natural number n, define a group Gn according to the process below. First, define
G0 = 1, the trivial group. Now inductively define
Gn =
⊕
k∈Z
(Gn−1  Z),
for all positive integers n. Let M = {Gn | n ∈ N}. Our second description is as indicated by the
theorem below.
Theorem 1.2. H ∈R if and only if H is the isomorphism class of a subgroup of a group in M .
In particular, G is a solvable subgroup of PLo(I ) if and only if G is isomorphic to a subgroup
of a group in M . The proof of the above theorem will depend on the following lemma.
Lemma 1.3. If G is a solvable subgroup of PLo(I ) with derived length n, then G is isomorphic
to a subgroup of Gn.
It is immediate from construction that the groups in M are all countable, so the last lemma
also has the following corollary.
Corollary 1.4. If H is a solvable subgroup of PLo(I ), then H is countable.
Finally, each group Fn contains isomorphic copies of each of the groups in M , so that we
have the following consequence to the above results.
Corollary 1.5. Let n be any integer with n  2, and let H be an isomorphism class of groups.
H ∈R if and only if H is the isomorphism class of a solvable subgroup of Fn.
This paper uses some techniques that are an outgrowth of those used by Brin and Squier, and
later by Brin, in the papers [4,5,7,8].
The results in this paper (and in the related [1,2]) are completely new, as far as this author
knows. The closest work that the author has become aware of is in the papers [11] of Navas and
[14] of Burslem and Wilkinson.
Navas in [14] also uses dynamics to analyze the solvable subgroups of a group of homeomor-
phisms. His work there is focused on the group Diff 2+(R). In [14], he applies his results to show
that a finitely generated solvable subgroup of PLo(I ) with connected support is isomorphic to a
semi-direct product of a group H with the integers Z, where H is a group in a particular class
of groups. This result is contained in our own investigations below, although his techniques are
quite different from our own.
In a less directly related paper, [11], Burslem and Wilkinson classify the solvable subgroups
of the group of analytic diffeomorphisms of S1. A classification of the solvable subgroups of
the group of orientation-preserving piecewise-linear homeomorphisms of S1 is contained in an
upcoming paper, [3], whose results in the PL category do depend on the results in this paper
(although that upcoming paper has results in other categories as well). Those two papers’ results
can perhaps be more meaningfully contrasted.
The author would like to thank Matt Brin for asking for an algebraic interpretation of the
geometric results of [1], which lead to all of the results in this paper. The author would also like
C. Bleak / Journal of Algebra 319 (2008) 1368–1397 1371to thank Étiene Ghys, Andres Navas, and Takashi Tsuboi for mentioning various related work.
Finally, the author is extremely grateful to the referee for numerous careful suggestions which
have greatly improved the exposition of this paper.
The results in this paper are contained in the author’s dissertation written at Binghamton
University, although some of the proofs here have been improved over the course of time so that
they are both shorter and clearer.
1.1. Key examples
In this section, we will mention some key examples. All of these examples can be realized
in PLo(I ), and in any generalized Thompson group Fn. (We will only specifically realize these
groups in R. Thompson’s group F = F2 and in PLo(I ); realizations of our examples in the other
groups Fn are easy to find by making obvious changes in the constructions below.)
Our examples rely on an understanding of the standard restricted wreath product. The reader
is referred to the paper by P.M. Neumann [15] or the book by J.D.P. Meldrum [13] for detailed
discussions of these products. For instance, the reader who has read the first section of the first
chapter of [13] will be well prepared for the discussion in this paper. Nonetheless, a working
definition of a standard restricted wreath product of groups is given below.
Let A and T be groups. The restricted wreath product A  T can be thought of as the semi-
direct product B  T where B =⊕t∈T A and where the copy of T in the semi-direct product
acts on B by right multiplication on the index in the direct sum. In this context T is called the
top group in the product, A is called the bottom group, and B is called the base group. We
may identify the groups B and T with their natural images in the semi-direct product definition
without comment.
Taking a restricted wreath product with Z is something that is easy to realize in PLo(I ),
which is why this activity plays a key role in the definition of the groups in the class M , and in
the class R. In fact, it is so natural that another collection of groups becomes relevant. Define
W0 = 1, the trivial group, and for all i ∈ N, define Wi = Wi−1  Z, so that
Wi =
(
. . .
((
(Z  Z)  Z)  Z) . . .)  Z,
where there are i appearances of Z on the right.
We have the following easy lemma.
Lemma 1.6. For each k ∈ N, we have that Gk embeds in W2k and Wk embeds in Gk .
Proof. It is immediate that Wk embeds in Gk for all k ∈ N. We will prove the other family of
embeddings via a simple induction.
The base case is proven by the observation that G0 ∼= {1} ∼= W0. Let us now suppose that
Gk embeds in W2k for some index k (by an abuse of notation we will now consider Gk to be a
subgroup of W2k). In particular, Gk  ZW2k  Z ∼= W2k+1. Now Gk+1 ∼=⊕Z Gk  Z embeds in⊕
Z W2k+1, which in turn is the base group of W2k+1  Z ∼= W2k+2 = W2(k+1). (Obviously, we
are suppressing the sum index in both of the direct sums mentioned above.) 
In particular, we have the following corollary to Theorem 1.2.
Corollary 1.7. H is in R if and only if H is the isomorphism class of a subgroup of Wk for some
index k.
1372 C. Bleak / Journal of Algebra 319 (2008) 1368–1397Since the Wk are easier to describe then the Gk , we can wonder why Theorem 1.2 is cast in
terms of the Gk instead of the Wk (as in the above corollary). The two main reasons for this
are that the Wk lack the corresponding first and third properties of the Gk stated below in Re-
mark 1.8.
We leave the first property below to the reader. We will prove the latter two later.
Remark 1.8.
1. Given any non-negative i ∈ Z, Gi ∼= ⊕j∈Z Gi (note: again, the subscript is not the sum
index).
2. Given non-negative n ∈ Z, Gn has derived length n.
3. If H is a subgroup of Gk for some non-negative k ∈ Z, and H has derived length n, then H
is isomorphic to a subgroup of Gn.
1.2. Geometry
In this section, we will realize the Wi in F  PLo(I ), and use these realizations to motivate
some geometric definitions which will enable us to state the main geometric result of [1]. Here,
we are thinking of F as the realization of Thompson’s group in PLo(I ) which consists of all
the elements of PLo(I ) which have all slopes powers of two, and which have all breakpoints
occurring at the dyadic rationals Z[ 12 ]. See Cannon, Floyd, and Parry [12] for an introduction to
the remarkable group F .
1.2.1. Realizing the Wi
The diagram below contains the graphs of two elements of PLo(I ) which together generate a
copy of W2.
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xα1 =
⎧⎪⎨
⎪⎩
2x, 0 x < 14 ,
x + 14 , 14  x < 12 ,
1
2x + 12 , 12  x  1,
xα2 =
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
x, 0 x < 14 ,
2x − 14 , 14  x < 516 ,
x + 116 , 516  x  38 ,
1
2x + 14 , 38  x < 12 ,
x, 12  x  1.
Either element alone generates a group isomorphic to Z ∼= W1 in PLo(I ), but the “action” of
α2 occurs in a single fundamental domain of α1; that is, 14α1 = 12 while α2 is the identity off
of the interval [ 14 , 12 ]. In particular, αα12 = α−11 α2α1 has support ( 12 , 34 ), which is disjoint from
the support of α2. (In this discussion, following the notation in Brin’s papers [4,5], elements of
PLo(I ) act on the right on I , and the support of any particular element of PLo(I ) is the open set
of points in I that are moved by that element.) In particular, any two distinct conjugates of α2
by powers of α1 commute with each other, since their supports will be disjoint in the interval I .
Now, if we consider any element h ∈ 〈α1, α2〉, it is a standard algebraic fact that we can write
h as a product of the form a power of α1 followed by a product of conjugates of α2 (and α−12 )
by various powers of α1. In particular, the element α1 generates a group T isomorphic to Z
which acts on the normal subgroup B of 〈α1, α2〉 generated by the conjugates of α2 by different
powers of α1. Since these conjugates all have disjoint support, the group B is isomorphic to a
direct sum of copies of the integers. The following chain of isomorphisms should now make
sense:
〈α1, α2〉 ∼=
(⊕
i∈Z
Z
)
 Z ∼= Z  Z ∼= W2.
Note before we move on that α1 and α2 are both elements of Thompson’s group F .
All of the Wi can be realized in Thompson’s group F in an entirely similar way, using one-
orbital generators; take αi to be the conjugate αi = αsi−1 = s−1αi−1s, where s is the “shrinking
function” s(x) = 14x + 14 , and the conjugation takes place in PLo(R), where we replace α1 by
the function in PLo(R) which behaves as the identity outside of the unit interval [0,1] for this
inductive definition. Given i ∈ N, i  2, the support of αi is contained in a single fundamental
domain of αi−1, so that given j ∈ N, j  1, we have Wj ∼= 〈α1, α2, . . . , αj 〉. Since conjugating
any element of F by s will still produce an element of F , we see that the Wi ’s can all be realized
in F .
This is a convenient point to mention a graphical abstraction that will be used informally
throughout the paper. Given a set of elements of PLo(I ), we will often represent the set by
loosely drawing their “graphs” in the following fashion.
1. For each element α, we will sketch the graph of α − 1PLo(I ), where by roughly, we mean
that we will not sketch the zero set of this new function, nor will we remember that it is
piecewise-linear.
2. We will typically draw distinct elements at different heights in the graph (vertically offset
from each other), so that we can see how the supports of the elements overlap, although
1374 C. Bleak / Journal of Algebra 319 (2008) 1368–1397we will sometimes ignore this rule for families of related functions (as in the example be-
low).
The point of this abstraction is that the result still describes at least two pieces of important
information, namely, we can see precisely what subset of [0,1] is moved by each element, and
in which direction. Consider the diagram below.
This is a representation of some elements of W2 ∼= 〈α1, α2〉. Here we are taking gk = αα
k
1
2 ,
from our description of this group above.
1.2.2. Orbitals, towers, and derived length
Much of the language of this section is motivated by thinking of subgroups of PLo(I ) as
permutation groups acting on the set I = [0,1].
If H is a subgroup of PLo(I ), then its support naturally falls into a collection of disjoint,
open intervals. Each such we will call an orbital of the group H . Given an element γ ∈ H , the
group 〈γ 〉 has its own orbitals, which are the connected components of the support of γ . Now,
given such an interval A = (a, b) ⊂ [0,1], we call A an orbital of γ , we may also refer to A as
an “element orbital.” Since H now must have infinitely many elements that also have A as an
orbital, we typically use signed orbitals, which are pairs of the form (A,γ ) to indicate not only
which element orbital we are considering, but also the specific element which is “owning” that
orbital in our discussion. Given a signed orbital s = (A,γ ), we call A the orbital of s and we
call γ the signature of s. For example, ((1/4,1/2), α2) is a signed orbital of PLo(I ) with orbital
(1/4,1/2) and signature α2. Now, given a set X of signed orbitals, we will use OX to denote the
set of element orbitals that are orbitals of elements of X, and we will use SX to denote the set of
signatures that are signatures of elements of X.
The set of signed orbitals of the elements of PLo(I ) comes with a partial ordering. Let us
consider the signed orbitals (A,α), (B,β) for two elements α, β ∈ PLo(I ). Firstly, open intervals
in I are partially ordered by inclusion, so we will say (A,α)  (B,β) if B ⊂ A. Secondly,
if A = B then we can go further and pass to the well known left graphical total ordering of
PLo(I ) (restricting our attention to the graphs over A), to further compare the signed orbitals.
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the next definition, and will not be described further.
In the example groups Wi , each of the αk had a unique orbital whose closure was fully con-
tained in the orbital of αk−1, whenever k > 1. The ease with which we can analyze the groups
generated by the elements αk , which have their orbitals arranged in such a nice “stack,” motivates
the following.
Given a group G PLo(I ) and a set T of signed orbitals of G, we will say T is a tower of G
if T satisfies the following properties:
1. T is a chain in the partial order on the signed orbitals of G.
2. For any orbital A ∈ OT , T has exactly one element of the form (A,g).
Let T be a tower of PLo(I ). We will call the cardinality of T its height, using the simple
descriptive infinite if T has an infinite cardinality.
In our sketch of W2, one can see that there are many towers of height two. Some thought
should convince the reader that there are no higher towers in that group.
We are now in a position to approach the main geometric result of [1]. We will say that a group
has depth n ∈ N if and only if we can find towers of height n, but no towers of height n + 1, in
the group. The main result of [1] is as follows:
Theorem 1.9. Suppose G is a subgroup of PLo(I ) and n ∈ N. G is solvable with derived length
n if and only if G has depth n.
This geometric result is the cornerstone upon which the results of this paper are built.
2. Classification of solvable subgroups in PLo(I)
In this section we will pursue the algebraic classification of the solvable subgroups in PLo(I ).
One direction of the classification is mostly algebraic, and requires less knowledge of the termi-
nology of PLo(I ). We will engage in that direction first.
2.1. The class R
Recall that R represents the smallest non-empty set in G which is closed under the following
three operations (again, given as operations on groups).
1. Restricted wreath product with Z.
2. Bounded direct sum.
3. Taking subgroups.
It turns out that we can begin to understand R more deeply via a close study of the class
M = {Gi | i ∈ N} defined in the introduction. Let us gather some facts about the groups Gk .
(Below, we will prove the second point in Remark 1.8, which corresponds to the fourth point
here.)
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1. If F0, F1, H0, and H1 are groups, where F0  F1 and H0 H1, then F0 H0  F1 H1.
2. For any m and n ∈ N, with m< n, Gm embeds as a normal subgroup of Gn.
3. For any group G with derived length n, the groups G  Z and ⊕i∈Z(G  Z) have derived
length n+ 1.
4. Given any n ∈ N, Gn has derived length n.
Proof. The first point is immediate by examining the following chain of subgroup inclusions,
where the inclusions are based on the underlying sets.
F0 H0 =
{(
(f0)h∈H0 , h0
) ∣∣∣ (f0)h∈H0 ∈
⊕
a∈H0
F0, h0 ∈ H0
}
 F1 H0 =
{(
(f1)h∈H0 , h0
) ∣∣∣ (f1)h∈H0 ∈
⊕
a∈H0
F1, h0 ∈ H0
}
 F1 H1 =
{(
(f1)h∈H1 , h1
) ∣∣∣ (f1)h∈H1 ∈
⊕
a∈H1
F1, h1 ∈ H1
}
.
To see the second point, we will demonstrate an embedding of Gn−1 into Gn, and thus induc-
tively define an embedding of Gm into Gn, for any non-negative integers m< n. Note that there
are many copies of Gn−1 in Gn, but we are particularly interested in the one given in the next
paragraph, which is the copy that we use to inductively define our particular copy of Gm in Gn.
The normality of this embedded copy of Gm in Gn follows easily from the theory of group ac-
tions, which can be checked in Section 2.2 below where we realize Gn in PLo(I ). (Let X be
the set of left-hand endpoints of the components of the support of Gm in I . X is acted upon by
Gn, and the kernel of this action is Gm.) A second proof is by noting that the embedded copy of
Gn−1 in Gn that we demonstrate in the paragraph below is characteristic in Gn, which proof can
be carried out with the help of the geometric tools established in the proof of Theorem 1.9. We
will not use the normality of our embedded copy of Gm in Gn later.
Now let us describe our particular embedded copy of Gn−1 in Gn. First, identify the base
group of Gn−1  Z with Gn−1 using the fact that ⊕i∈Z Gn−1 ∼= Gn−1, now since the direct sum
of the base groups of the Gn−1  Z summands in the definition of Gn is also a subgroup of Gn,
we see that
⊕
i∈Z Gn−1 is a subgroup of Gn. But now again, this last direct sum is isomorphic
with Gn−1, so that Gn−1 (as embedded here as the direct sum of the base groups of the Gn−1  Z
summands of Gn) is a subgroup of Gn.
In the sketch below of G2, the two dotted diagonal lines are meant to indicate that a whole
copy of G1 ∼=⊕Z Z is contained in a single fundamental domain of the central top generator. In
particular, conjugation by the top generator would create a whole new copy of G1. The normal
copy of G1, which we find in the paragraph above, would be generated by all of the one bump
functions, drawn and not drawn, on the lower level of the diagram for G2. (One should imagine
that under each of the larger, top level graph components (bumps), we have an identical situation
C. Bleak / Journal of Algebra 319 (2008) 1368–1397 1377to what is drawn below the center such graph component, and that there are a Z’s worth of the
top level graph components as well.)
The third point of the lemma follows from Neumann [15] (Theorem 4.1 and Corollary 4.5);
if G = A  B , then G′ is contained in a sum of copies of A, and also G′ surjects onto A (these
facts are under the condition that B is abelian). Both facts are easy exercises in our situation with
B = Z.
The fourth point follows directly from the third. 
Now let us examine R for a short time. We give (modulo work to come later) a characteriza-
tion of R that completes one direction of Theorem 1.1. The key result (Lemma 2.4 below) will
not be used in the rest of the paper.
Since R is non-empty and closed under taking subgroups, the trivial group 1 is a group in R.
Let P(X) represent the power set of a given set X. Define P :P(G ) →P(G ) to be the closure
operator that takes a set X in G and computes the smallest set in G which contains X and is
closed under the isomorphism class operations induced from the group operations of restricted
wreath product with Z and bounded direct sum. Since each Gi is obtained by applying a finite
sequence of bounded direct sums and wreath products with Z to the trivial group 1, we see that
M ⊂ {1}P . By the definition of R, it is immediate that {1}P ⊂R. In particular, we have:
M ⊂ {1}P ⊂R.
Now let us consider three operators
S :P(G ) →P(G ),
W :P(G ) →P(G ),
B :P(G ) →P(G ),
that represent taking closure under the operations of taking subgroups, taking restricted wreath
products with Z, and building bounded direct sums, respectively.
If Γ is the set of all finite length words of the form (WB)k or (BW)k where k ∈ N, and
X ∈P(G ), then the union ΥX =⋃γ∈Γ Xγ is the smallest closed set containing X that is closed
under both operations of taking bounded direct sums and wreath products with Z, so that Υ{1} =
{1}P .
Lemma 2.2. Let m be a non-negative integer. If G is a group in {1}P with derived length m, then
G is isomorphic to a subgroup of Gm.
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then G is the trivial group so G = G0. Let n ∈ N, and suppose G has derived length n and that
for any group H in {1}P which has derived length m where 0m< n, we know that H Gm.
Now, there is a j ∈ N so that G ∈ {1}(BW)j , or G ∈ {1}(WB)j . Note that if G ∈ {1}(WB)j
then G ∈ {1}(BW)j+1, so we will assume that G ∈ {1}(BW)k for some minimal non-negative
integer k. There are now two cases:
1. G ∈ {1}(BW)k−1B but G is not in {1}(BW)k−1.
In this case, the last operation required to build G was a bounded direct sum of groups, all of
which groups have derived lengths necessarily less than or equal to n (note here that a finite
sequence of bounded direct sums is isomorphic to a bounded direct sum). The summands
of this bounded direct sum are all groups in {1}(BW)k−1. We will argue that each of these
groups is actually a subgroup of Gn, and therefore, since a countable or finite direct sum of
groups isomorphic to Gn is actually isomorphic to Gn, we will have finished this case.
Let H be a summand of the final bounded direct sum which created G, and assume that the
derived length of H is actually n (at least one summand must have this derived length), and
that H ∈ {1}(BW)k−1. If H is actually in {1}(BW)k−2B, then we can replace H inductively
by a summand (with derived length n) of the last bounded sum operation used to create H ,
so that there is a t ∈ N so that H is now an element of {1}(BW)t , but not an element of
{1}(BW)t−1B. In particular, H is the result of applying s wreath products with Z to a group
H ∗ in {1}(BW)t−1B for some s ∈ N. H ∗ is therefore a group in {1}P with derived length
n− s, and therefore H ∗ is a subgroup of Gn−s . But note that for any integer p we have that
Gp  ZGp+1, so abusing notation (the parentheses below should accumulate on the left),
we see that H = H ∗(Z)s Gn−s(Z)s Gn−s+1(Z)s−1  · · ·Gn.
If H is a summand of G with derived length m where m< n, Then by our induction hypoth-
esis, H Gm, but Gm Gn, so H Gn.
2. G ∈ {1}(BW)k but G is not in {1}(BW)k−1B.
This case is entirely similar to the last case, except that we already know that G is the result
of applying s wreath products with Z to a group H in {1}(BW)k−1B for some positive
integer s. The derived length of H must be n − s, and therefore H Gn−s so that GGn
as in the penultimate paragraph of the previous case. 
We need one last technical lemma before we can complete our exploration of the class R:
Lemma 2.3. Suppose m and n ∈ N, with m n. If H Gn and H has derived length m, then
H is isomorphic to a subgroup of Gm.
Proof. This follows from Corollary 4.8 below, and the fact that we can realize the groups M in
PLo(I ) (see the next section). 
Our arguments after this section do not rely on the classification of R given in the next lemma.
Finally, we have a nice description of R. Note that the following lemma implies Theorem 1.2.
Lemma 2.4. R = {1}PS =MS .
Proof. We have already shown that {1}P ⊂MS , so we know that {1}PS ⊂MS , and by defi-
nition, M ⊂ {1}P , so that MS ⊂ {1}PS . In particular, MS = {1}PS .
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eration of taking bounded direct sums) and that MSW = MS (implying that MS is already
closed under taking wreath products with Z), so that we can conclude that MS =R.
To see that MSB = MS , let G ∈ MSB. There is an M ∈ N so that we can write G =⊕
i∈Z Hi , where each Hi has derived length bounded above by M . Now, each Hi GM (by the
Lemma 2.3), so we see that G⊕i∈Z GM , hence G ∈MS .
To see that MSW =MS , we note that if G ∈MSW , then either G ∈MS or we can write
G = ((. . . (H  Z)  Z) . . .)  Z, where H ∈ MS , and where there are k wreath products with Z,
for some k ∈ N. In the first case we are done. In the second case H GM for some non-negative
integer M . But now G = ((. . . (H  Z)  Z)  . . .)  Z  ((. . . (GM  Z)  Z)  . . .)  Z = J ∈ {1}P ,
where J has derived length M + k, so that GGM+k . Finally we have that G ∈MS . 
2.2. Realizing R in PLo(I ) and F
Here we will explain how we can realize the groups in M inside Thompson’s group F , as
realized in PLo(I ). This will prove one half of Theorem 1.1. To realize the other direction of
Theorem 1.1, we will need to take a detour through the geometric definitions of PLo(I ).
The elements α1, α2 ∈ PLo(I ) defined in the introduction will play a major role here, as will
the shrinking conjugator s.
First, observe that we can realize G1 fairly simply. Let β0 = α2, and define βk for each k ∈ Z
as β
αk1
0 . G1 is immediately isomorphic to 〈βk | k ∈ Z〉, and G1 has been realized in Thompson’s
group F .
Now we will show that given any group H which has been realized as a subgroup of PLo(I ),
we can realize
⊕
i∈Z(H  Z) as a subgroup of PLo(I ). Firstly, conjugate the elements of H by s
twice, to create a new group H0 isomorphic with H . The supports of all of the elements of H0 are
contained in the set ( 516 ,
3
8 ), which is contained in a single fundamental domain of α2 = β0. At
this juncture, the group generated by H0 and β0 is isomorphic to H Z, where β0 is the generator
of the top Z factor. In particular, we can realize H  Z in PLo(I ). But now ⊕i∈Z(H  Z) is the
base group of (H  Z)  Z, which we can also realize by repeating the previous procedure, so we
are done.
Observe that the shrinking map conjugates elements of Thompson’s group F into Thompson’s
group F , so that if H is realized as a subgroup of F , then this construction of
⊕
i∈Z(H  Z) also
produces a subgroup of F . In particular, we see inductively that each group Gn can now be real-
ized in Thompson’s group F , and therefore that each group of R can be realized in Thompson’s
group F .
3. PLo(I)
We will now build required terminology for working with subgroups of PLo(I ). We will use
notation similar to that in Brin’s paper [4] on the ubiquitous nature of Thompson’s group F in
subgroups of PLo(I ). Some portions of the text here were lifted from [1].
We note that the set of points moved by an element h of PLo(I ) is open, by the continuity
of elements of PLo(I ). But then the support of H , for any subgroup H  PLo(I ), is a count-
able union of pairwise disjoint open intervals in (0,1). Let the collection OH always denote the
countable set of open, pairwise disjoint intervals of the support of H . Recall from Section 1.2.2
that we call these intervals the orbitals of H . There is a natural total order on OH , where if
A,B ∈ OH , where A = B , we will say A < B or A is to the left of B if and only if given any
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disjoint, connected subsets of R, this definition does not depend on the choices of x and y.
If the collection OH is finite, we may speak of the “first” orbital, or “second” orbital, etc.,
where the first orbital is the leftmost orbital under the definition given above, the second orbital
is the orbital to the left of all other orbitals in OH other than itself and the first orbital, and so
on.
Given an open interval A = (a, b) ⊂ R, where a < b, we will refer to a as the leading end
of A, and to b as the trailing end of A. If the interval is an orbital of some group H ∈ PLo(I ), we
will refer to the ends of the orbital in the same fashion.
If h ∈ H and x ∈ Supp(h), we will say that h moves x to the left if xh < x, and we will say
that h moves x to the right if xh > x. Furthermore, we will say that x ∈ I is a breakpoint for h if
the left and right derivatives of h exist at x, but are not equal. We recall that by definition, h will
admit only finitely many breakpoints. If Bh represents the set of breakpoints of the element h,
then (0,1)\Bh is a finite collection of open intervals, which we will call affine components of h,
which admit a natural “left to right” ordering as before. We shall therefore refer to the “first”
affine component of h, or the “second” affine component of h, etc. We sometimes will refer
to the first affine component of h as the leading affine component of h, and to the last affine
component of the domain of h as the trailing affine component of h.
We quickly consider the graph of α2 with respect to these definitions. α2 has five affine com-
ponents, separated by the breakpoints Bα2 = {1/4,5/16,3/8,1/2}. The component (0,1/4) is
the first affine component, while (1/2,1) is the trailing affine component of α2. The affine com-
ponent (1/4,5/8) is the first affine component of α2 in its sole orbital, (1/4,1/2).
The following are some useful remarks (whose proofs are left to the reader), that are mostly
standard in the theory of PLo(I ).
Remark 3.1.
1. If A is an orbital for h ∈ H , then either xh > x for all points x in A, or xh < x for all points
x in A.
2. Any element h ∈ PLo(I ) has only finitely many orbitals.
3. If h ∈ PLo(I ) and A = (a, b) is an orbital of h, then given any  > 0 and x in A, there is an
integer n so that |xh−n − a| <  and |xhn − b| < .
Given an orbital A of H we say that h realizes an end of A if some orbital of h lies entirely
in A and shares an end with A. Note that Brin uses the word “Approaches” for this concept in [4],
but we will use “Approaches” to also indicate the direction in which h moves points, as follows:
we will say that h approaches the end a of A in A if h has an orbital B where B ⊂ A and B has
end a, and h moves points in B towards a. In particular, h realizes a in A and h moves points in
its relevant orbital towards a. If A is an orbital for H then we say that h ∈ H realizes A if A is
also an orbital for h. For example, if A = (1/4,1/2), then α2 realizes the end 1/4 of A, while α2
approaches the end 1/2 of A in A. If A were the interval (1/2,1), then we would not say that α2
realizes or approaches any end of A.
If g and h are elements of PLo(I ) and there is an interval A = (a, b) ⊂ I so that both g and h
have A as an orbital, then we will say that g and h share the orbital A.
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All statements in this section will be either fairly standard and given without proof, or are
proven (or are immediate from proofs) in [1]. First, we will give some of the standard facts.
Let g, h ∈ PLo(I ) and let k = gh = h−1gh. Suppose that Og = {Ai}ni=1 are the n orbitals of g
in left to right order, where n ∈ N and i ∈ {1,2, . . . , n}. Define
A∗i =
{
x ∈ I ∣∣ xh−1 ∈ Ai}= Aih
for all i ∈ {1,2, . . . , n}.
Lemma 3.2. ok = og = n and collection {A∗i }ni=1 is the ordered set of orbitals of gh in left to
right order.
In the setting of the above lemma, we will say that the Aih are the induced orbitals of k from
g by the action of h. We might also say that the orbitals of k are induced from the orbitals of g
by the action of h.
The following is worth pointing out:
Remark 3.3. Suppose g, h ∈ PLo(I ) and f = gh. If b is a breakpoint of f then b is a breakpoint
of g or bg is a breakpoint of h.
Finally, our last well known fact.
Lemma 3.4. If H  PLo(I ) and A = (a, b) is an orbital for H , then given any points c, d ∈ A,
with c < d , there is an element g ∈ H so that cg > d .
For the rest of the section, we give definitions and basic statements introduced in [1].
The following definition is a special case of a more general definition. In this paper, we will
only need objects of the more restricted type. Let A = (a, b) and B = (c, d) be two intervals con-
tained in I , and let α, β ∈ G for some subgroup G PLo(I ) so that the set C = {(A,α), (B,β)}
is a set of signed orbitals for G. We will say C is a transition chain of length two for G if
a < c < b < d . Please see the diagram below.
The existence of a transition chains of length two in a group allows the creation of complex
dynamics in the group action on the unit interval, as one can repeatedly act on the interval with
one element to move a point near to an edge of an element orbital, and then use the “next”
element to move the point out of its initial element orbital.
1382 C. Bleak / Journal of Algebra 319 (2008) 1368–13973.2. Notes on towers and orbitals
In order to finish the proofs of the main theorems of this paper, we will need a deeper under-
standing of towers. Recall that a tower T is a set of signed orbitals satisfying the following two
conditions:
1. T is a chain in the poset of signed orbitals associated with PLo(I ), and
2. for any orbital A ∈ OT , T has exactly one element of the form (A,g).
We will refine this definition, following the related Section 2.3 in [1].
The notions of depth of groups and height of towers can be extended to other objects.
Given a group G PLo(I ), and an open interval A ⊂ I , we will define the depth of A in G to
be the supremum of the heights of the finite towers which have their smallest element having the
form (A,h) for some element h ∈ G. In particular, if A is not an orbital for an element of G, then
the depth of A will be zero. Symmetrically, we define the height of A in G to be the supremum
of the heights of the finite towers which have their largest element having the form (A,h) for
some element h ∈ G.
Towers, as defined, are easy to find, but can be difficult to work with. For an arbitrary tower T ,
there are no guarantees about how other orbitals of signatures of the elements of T cooperate with
the orbitals of the tower. We say a tower T is an exemplary tower if the following two additional
properties hold:
1. Whenever (A,g), (B,h) ∈ T then (A,g) (B,h) implies the orbitals of g are disjoint from
the set of ends of the orbital B .
2. Whenever (A,g), (B,h) ∈ T then (A,g) (B,h) implies no orbital of g in B shares an end
with B .
3.3. Thompson’s group F and balanced subgroups of PLo(I )
Brin showed in [4] the following theorem:
Theorem 3.5 (Ubiquitous F). If a group H  PLo(I ) has an orbital A so that some element
h ∈ H realizes one end of A, but not the other, then H will contain a subgroup isomorphic to
Thompson’s group F .
We will say that an orbital A of a group H  PLo(I ) is imbalanced if some element h ∈ H
realizes one end of A, but not the other, and we will say A is balanced if whenever an element
h ∈ H realizes one end of A, then h also realizes the other end of A (note that h might do this with
two distinct orbitals). Extrapolating, given a group H  PLo(I ), we will say that H is balanced
if given any subgroup G  H , and any orbital A of G, every element of G which realizes one
end of A also realizes the other end of A. Informally, H has no subgroup G which has an orbital
that is “heavy” on one side. In the case where H has a subgroup G with an imbalanced orbital,
then we will say that H is imbalanced.
Remark 3.6. If H  PLo(I ) and H is imbalanced, then H has a subgroup isomorphic to Thomp-
son’s group F .
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groups are not solvable.
The dynamics of balanced groups are much easier to understand than those of imbalanced
groups. One indicator of this is that imbalanced groups admit transition chains of length two, and
groups which admit transition chains of length two admit infinite towers.
The following lemma sums up what we have learned, from a utilitarian perspective. It is an
easy consequence of the results in [1].
Lemma 3.7. If G is a solvable subgroup of PLo(I ) then
1. G is balanced,
2. G does not admit transition chains of length two, and
3. all towers for G are exemplary.
3.3.1. A useful homomorphism
The homomorphism in this section was known to Brin and Squier during the research that led
to the paper [8].
Let us suppose that H  PLo(I ) and A = (a, b) is an orbital of H . To simplify the arguments
for now, let us suppose that A is the only orbital of H . We can define a map φ : H → R × R
defined by h → (ha,hb) where ha = ln(h′+(x)) and hb = ln(h′−(x)). I.e., we take the logs of the
slopes of h at the ends of A. Since h is a piecewise-linear orientation-preserving homeomorphism
of I , we see that the derivatives exist and are positive, and so φ is well defined for all h ∈ H . If
h does not realize a (respectively b) then we see that h behaves as the identity near a (b) in A,
and so ha = ln(1) = 0 (hb = 0). If h,g ∈ H then hgφ = hφ + gφ in R × R by the chain rule. In
particular, we see the following remark:
Remark 3.8. φ is a homomorphism of groups.
Now the image of φ is quite interesting, it carries a small amount of the complexity of H , but
still enough to allow us to find out if A is an imbalanced orbital. The following straightforward
lemma is left to the reader.
Lemma 3.9. The orbital A is imbalanced if and only if Im(φ) contains an element of the form
(α,0) or (0, α) where α = 0.
This next technical lemma will help with the lemma that follows it:
Lemma 3.10. Suppose H  PLo(I ), H has an orbital A = (a, b), and that H has a sequence of
elements (gn)∞n=0 in H which satisfies the properties below.
1. For each i ∈ N, the lead slope of gi+1 in A is less than the lead slope of gi in A.
2. Given any real number q > 1, there is an i ∈ N so that the lead slope of gi in A is p where
1 <p < q .
Then there is c ∈ (a, b) so that given any real number s > 1, H has an element α which has
an affine component Γ containing (a, c), and with slope r on Γ where 1 < r < s.
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treating it as the domain of the elements of H , so that the phrase “The first affine component
of [h ∈ H ]” will really mean the open interval (a,u) where h has an affine component of the
form (v,u) where v  a < u. We will also refer to this as the “leading (or lead) affine component
of h.” Similarly, we will refer to the slope of h on its leading affine component as the “lead slope
of h.”
Note that the second condition on (gn)∞n=0 implies that every element of (gn)∞n=0 has lead
slope greater than one.
For each i ∈ N, let (a, bi) be the first affine component of gi , and let si represent the lead
slope of gi .
We are now in a position to define a new sequence of functions (hi)∞i=0 which satisfy the
following conditions:
1. For each i ∈ N, the lead slope of hi is si .
2. For each i ∈ N, the leading affine component of hi contains (a, b0).
Given such a sequence (hi)∞i=0 and s > 1, the hypotheses on the gi show that there will be
an N ∈ N so that for all n > N we will have that s > sn > 1. If we further set c = b0, then for
all n ∈ N, hn will have leading affine component containing (a, c), so we will have finished the
proof of the lemma.
The diagram below demonstrates a possible representation of the two sequences (gi) and (hi)
of functions, where we assume that a horizontal trajectory represents slope one. The long dotted
diagonal in the right half represents a target line with slope s that the sequence hi has to descend
under (in the first affine components of its elements). Observe that the hi all have first affine
component containing (a, c).
For each i ∈ N, define ni to be the smallest non-negative integer so that b0g−ni0 < bi , and
define hi = g−ni0 gigni0 . Since g0 moves points to the right on its first affine component, ni is well
defined, and therefore hi is well defined. We now check that hi satisfies the two conditions, for
each i. Firstly, we observe that the lead slope of each hi is the product of the lead slopes of the
elements of the product g−ni gigni , which is ( 1 )ni sisni = si . Secondly, by Remark 3.3, we know0 0 s0 0
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of some initial partial product (possibly empty) must be a breakpoint of the next term of the
overall product. However, the first breakpoint of g−10 is d0 = b0g0 > b0, and g−10 moves points
left in its first affine component so if x ∈ (a, b0), then xg−k0 < d0 for all non-negative integers k.
In particular, if x ∈ (a, b0), then x is in the first affine component of g−ni0 for any i ∈ N. Given
an i ∈ N, the first breakpoint of gi in A is bi , but ni was chosen so that b0g−ni0 < bi , so if
x ∈ (a, b0), then the image of x under g−ni0 is in the first affine component of gi , in particular,
(a, b0) is contained in the first affine component of g−n1gi . Finally, the first breakpoint of gn10 is
the image of b0 under g−ni+10 , but b0g
−ni
0 g0  b0g
−ni
0 gi because the leading slope of gi is less
or equal to the leading slope of g0. In particular, the whole interval (a, b0) is in the first affine
component of hi . 
The following lemma expresses the main point of the section, as it will enable us to find the
remarkable “controllers”; elements that control the global behavior of a balanced group on its
orbitals.
Lemma 3.11. Suppose H is a balanced group with single orbital A = (a, b), and φ is the log-
slope homomorphism defined before, then φ(H) ∼= Z or φ(H) is trivial in R × R.
Proof. Let H be a balanced subgroup of PLo(I ). Each element of H either realizes both ends
of A, or neither. In particular, the group homomorphism ρ1 : R × R → R which is projection on
the first factor has the property that ker(ρ1) ∩ Im(φ) = {(0,0)}, the trivial subgroup of R × R.
This implies that the image of φ in R × R is isomorphic to the group H1  R obtained by
considering only the first factors of elements of Im(φ). If no element realizes the ends of A, then
H1 = {0}, the trivial (additive) group, and we are done. Therefore, let us suppose instead that
some elements in H realize the left end of A (and therefore also the right) so that H1 cannot be
the trivial subgroup of R.
Suppose H1 is discrete in R. In this case, H1 is either trivial, or isomorphic to Z. By assump-
tion, H1 is not the trivial group, hence φ(H) ∼= H1 ∼= Z.
Now let us suppose that H1 is not discrete in R. In this case, by taking the difference of two
elements which are very near each other in the image, we see that we can find an element of H1
which is as close to zero as we like. This implies there are elements of H whose leading slopes
are as close to one as we like, without actually being one. If h is an element with leading slope
s = 1, then one of h or h−1 has slope greater than one, since the leading slope of h is s, but the
leading slope of h−1 is 1/s (note that s cannot be zero, since no element of PLo(I ) has an affine
component with slope zero).
Now suppose that H is abelian. If two elements of PLo(I ) have non-disjoint support and
commute, it is easy to see that the intersection of their supports actually is a set of commonly
shared orbitals. (Suppose some non-trivial element α of PLo(I ) has an orbital Ai which has end
y ∈ Bk , where Bk is an orbital of an element β ∈ PLo(I ). In particular, β will move y. Now, if
α and β are to commute, then Supp(α) = Supp(αβ) = Supp(α)β . In this case, since yβ = y, we
must have that Aiβ = Aj , where Aj is another orbital of α. Since α cannot have infinitely many
orbitals, we see that the support of αβ cannot equal the support of α, which implies α and β do
not commute after all.) Since A must be covered by the orbitals of the elements of H , and since
H is abelian, we must have that all non-trivial elements of H have a single orbital, which is A.
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be an element of H with leading slope s′n where 1 < s′n < n+1n . As an immediate consequence of
Theorem 4.18 in [8], if two elements in PLo(I ) commute and share a common orbital W , then
there is an element w ∈ PLo(I ) which behaves as the identity off of W and is a common root of
the initial two elements over W . In our case, for each gn, the pair h and gn must have a common
root hn over A. As the lead slope of hn is less than or equal to the lead slope of gn, while being
bigger than one, we see that for an infinite collection of distinct lead slopes, h has a root with
that lead slope. Turning again to Brin and Squier, and [8], we see that Theorem 4.15 guarantees
us that no element of PLo(I ) can have infinitely many distinct roots. In particular, H cannot be
abelian.
As we now see that H is non-abelian, we lose the fact that every non-trivial element of H has
orbital A. On the other hand, as we are assuming that the image of φ is not discrete in R, we can
still find a countably infinite sequence of elements (gn)∞n=1 in H which satisfies the properties
below:
1. For each i ∈ N, the lead slope of gi+1 is less than the lead slope of gi .
2. Given any real number r > 1, there is an i ∈ N so that the lead slope of gi is s where
1 < s < r .
3. Given i, j ∈ N, the property [gi, gj ] = 1 implies i = j .
Therefore, by Lemma 3.10 there is c ∈ (a, b) and elements of H with lead slopes that are
greater than but arbitrarily close to one, and whose leading affine components contain (a, c).
Let f and g be two elements of H with h = [f,g] = 1. The fixed set of h in I is disconnected,
and contains two components of the form [0, u′] and [v′,1] for some numbers u′, v′ ∈ (a, b). In
particular, inf(Supp(h)) = u′ and sup(Supp(h)) = v′.
By Lemma 3.4 there is α ∈ H so that v′α < c, so that j = hα has all of its orbitals inside
(a, c). Let u = inf(Supp(j)) and v = sup(Supp(j)). In particular, v < c.
We will now perturb j slightly via a conjugation which will move the orbitals of j to the right
by a distance less than some distance L, so that j and the new element together will generate
a group with an imbalanced orbital. The diagram below demonstrates what we are aiming for
in terms of j and a perturbed version of j (that is, jβ ). The point is that together, j and jβ
generate a group with an imbalanced orbital (u,w). The diagram demonstrates the main idea of
the conjugation, but as will be seen in the discussion below, the definition of the distance L needs
to be made with some care in order to guarantee that we do not have j uniquely realizing both
ends of the resulting orbital.
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second component of the fixed set of j in A which has non-zero length (note, this component
might just be [v, b), if j has only two such), and the second length is the length of the first orbital
of j .
Choose an element β ∈ H whose leading affine component in A contains (a, c) and whose
lead slope is greater than one, but so near one that no point in (a, c) will move to the right a
distance greater than L. Now the elements j and jβ will generate a group G with leading orbital
(u,w) where j realizes u and possibly w (if the right ends of the appropriate orbitals of j and
jβ are aligned), while jβ will achieve w but not u. To see this, note that the left end of the first
orbital of jβ is in the first orbital of j , so that u is the left end of the leading orbital of G, and
only j realizes it. Meanwhile, the right end of the first orbital of jβ is to the right of the right
end of the first orbital of j , so that the leading orbital of jβ contains the right end of the leading
orbital of j . As we progress to the right, if the solitary fixed point sets of j and jβ align before
we reach the second component of the fixed set of j in A with non-zero length, then the right end
of the first orbital of G will be achieved by both j and jβ . Otherwise, the first orbital of G will
extend rightward into the interior of the second fixed set of j with a non-empty interior, so that
the right end of this orbital of G will be realized only by jβ . In all cases, G will be imbalanced,
and hence H will also be imbalanced. This contradicts the hypotheses of the lemma, and so we
see that H1 must be discrete in R, and therefore the image of φ is isomorphic to Z or the trivial
group in R × R. 
The kernel of the homomorphism φ is naturally very important as well, it is the subgroup of
H which consists of elements which are the identity near the ends of A. Typically, we will refer
to this normal subgroup as ˚H .
3.3.2. Controllers
A consequence of Section 3.3.1 is that the structure of a balanced group with one orbital is
very special. In this section we will explore this idea further.
Lemma 3.12 (Balanced Generator Existence). Suppose that H is a balanced subgroup of PLo(I )
with single orbital A, that there is some element in H which realizes an end of A, and that ˚H is
the subgroup of H which consists of all elements in H which are the identity near the ends of A.
Then there is an element g of H so that H = 〈〈g〉, ˚H 〉, where g realizes both ends of A.
Proof. Let ΓA be the set of elements of H which realize both ends of A. By our assumptions,
ΓA is not empty. Now observe that H = 〈〈ΓA〉, ˚H 〉.
By Lemma 3.11 the image φ(H) is infinite cyclic in R × R. Let γ be a generator of the
image of φ. Let g be an element of H so that gφ = γ . We observe that since γ is non-trivial
in both components, g realizes both ends of A. Since γ generates the image of φ, if gˆ ∈ ΓA,
then gˆφ = gkφ for some k ∈ Z. Hence, g−k · gˆ ∈ ˚H . This now implies that ΓA ⊂ 〈g, ˚H 〉, so that
〈g, ˚H 〉 = 〈ΓA, ˚H 〉 = H . 
We will call any element c of a balanced group H with one orbital A, which satisfies the rule
H = 〈〈c〉, ˚H 〉, a controller of H . A controller of H is clearly a special element.
Given a controller c of a balanced group H with one orbital A, we can write any element h of
H uniquely in the form ck · g˚, where k is some integer, and g˚ ∈ ˚H . We will call this the c-form
of h.
1388 C. Bleak / Journal of Algebra 319 (2008) 1368–1397We will say that a controller c of the group H is consistent if and only if its image (α,β) = cφ
satisfies the property that sign(α) = − sign(β). Otherwise we will say the controller is inconsis-
tent. The idea behind this definition is that a one orbital controller should be consistent, since it
is either moving points to the right everywhere on its support, or it is moving points to the left
everywhere on its support. An inconsistent controller must have a fixed point set, and has at least
one orbital where the controller moves points to the right, and one orbital where the controller
moves points to the left. It turns out that a consistent controller actually is a one-orbital element
of H .
The piecewise linear graphs below model the two types of controllers, together with a few
interior elements. The controllers are labeled with the letter c. Note that the support of each of
the groups is the single orbital A = (0,1), even though the controller on the inconsistent side has
some interior fixed set.
Lemma 3.13. Suppose H is a balanced subgroup of PLo(I ) and H has unique orbital A. Further
suppose that H has a consistent controller c, then c realizes A.
Proof. Since c and c−1 are both controllers, and either both satisfy or both fail the conclusion
of the statement of the lemma, we will assume c moves points to the right on its orbitals near
the ends of A. Suppose c has a non-trivial fixed set K in A. K is closed and bounded and hence
compact. Let u = infK and v = supK , so that (a,u) is the first orbital of c and (v, b) is the last
orbital of c. Now there are points x ∈ (a,u), and y′ ∈ (v, b) so that we have a < x < u  v <
y′ < b. By Lemma 3.4 there is an element g ∈ H so that xg > y′. Writing g in its c-form, we have
that g = ckg˚ for some integer k and element g˚ ∈ ˚H . In particular, the element h = gc−k is trivial
near the ends of A, but satisfies xh = y > v. The element h therefore has an orbital D = (r, s)
which spans the fixed set K of c. Suppose e = inf(Supp(h)), so that a < e  r . By Lemma 3.1
there is a positive integer N1 so that for any integer n1 >N1 we will have r < ecn1 < u. Suppose
f = sup(Supp(h)), so that s  f < b. By Lemma 3.1 there is a positive integer N2 so that for any
integer n2 > N2 we will have f < scn2 < b. Let n = max(N1,N2), then, the element j = h(cn)
has its first orbital starting at some interior point of (r, s), and its orbital induced from (r, s) has
right end t which is strictly to the right of f . In particular the group H1 = 〈j,h〉 has an orbital
B = (r, t), where we note that t > s by construction. Now, h realizes the left end of B in B , but
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therefore c must have orbital A. 
The second point of the following corollary is left to the reader, it is essentially a consequence
on the intermediate value theorem. We prove the first point below.
Corollary 3.14. Suppose H is a balanced subgroup of PLo(I ) and H has a unique orbital
A = (a, b).
1. If H has a consistent controller, c, then any element g of H which realizes both ends of A
actually realizes A.
2. If H has an inconsistent controller c, then no element of H realizes A.
Proof. Suppose H is a balanced subgroup of PLo(I ) with single orbital A = (a, b), H has a
consistent controller c, and g is an element which realizes both ends of A, but which fixes some
non-empty set X in A. We will derive a contradiction.
It is a consequence of Lemma 3.12 that g = cn · g˚ for some integer n and g˚ an element which
is trivial near the ends of A, but which must contain the fixed set of g in its support (this last
follows since c is moving that fixed set, and g˚ has to move it back). In particular, g is either
moving all points to the left in its first and last orbitals in A, or moving all points to the right in
its first and last orbitals of A. Without meaningful loss of generality, assume that g moves points
right in its leading and trailing orbitals.
Call a component of the fixed set of g˚ an interior component of fixed set (of g˚) if that compo-
nent does not contain either end of A. Note that g˚ may not have any interior components of fixed
set. Call a component of support of g that does not share an end with A an interior component of
the support of g. There is a large positive integer k so that gk throws the union of almost all in-
terior components of the fixed set of g˚ into the support of g˚. The exceptions are the components
of the fixed set of g˚ which are contained in the rightmost orbital of g, for these components,
we assume k is chosen large enough so that the union of these components is thrown entirely to
the right of the support of g˚, landing instead near the right end of A. We further assume that k
is chosen large enough so that the left end of the support of g˚ is thrown into the component of
support of g˚ which contains the first component of the fixed set of g. (This last is not strictly
necessary to create an imbalanced orbital, but it gets rid of ambiguities as to what elements are
realizing the left end of the imbalanced orbital we find below.)
Now, the group generated by h1 = g˚ and h2 = g˚gk has an orbital B which contains the fixed
set of g in A and has closure not containing the ends of A. The left end of B is realized by h1
but not by h2, while the right end of B is realized by h2 but not h1. The group may have other
orbitals to the left and right of B , which are all orbitals of h1 or h2 respectively, and which do not
intersect the support of the other hi . These orbitals to the sides have no impact on the fact that
〈h1, h2〉 is not a balanced group, as demonstrated over B . In particular, for H to be balanced, we
must have that Supp(g) = A.
The diagram below gives a model of this construction for some typical c and g. The leftmost
and rightmost orbitals of h1 are drawn in, even though they do not contain any of the fixed
set of g, as we have nothing to guarantee us that they do not exist. The diagram attempts to
demonstrate how the consistent nature of g near the ends of A allows us to move the extremal
ends of the support of h1 in the same direction, allowing us to build the imbalanced orbital B . 
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of elements of PLo(I ) each of which is equal to the restriction of some element of H on the
orbital A, and behaves as the identity off of A. HA is trivially a group with unique orbital A, and
is a quotient of H . We will call HA the projection of H on A.
We will now generalize our language somewhat. Let H be a subgroup of PLo(I ) with an
orbital A, and let HA be the projection of H on A. HA has a controller c˜ for A. Let ρ : H → HA
be the projection homomorphism on the orbital A. Let
T = {c ∈ H | cρ is a controller for HA on A}.
We will call any element of T a controller of H on A. Again, given an element c ∈ H which is
a controller of H on A, we can write elements of H in a unique c-form. I.e., if g ∈ H , and c is a
controller for H on A, then there is an integer k so that g = ckg˚, where g˚ will not realize either
end of A.
4. Connecting the two algebraic descriptions
In this section, we will complete the proofs of our two main theorems by introducing a new
geometric technique. Our technique allows us to embed a solvable group of derived length n in
PLo(I ) into a more tractable group in PLo(I ) with derived length n.
4.1. Technical preliminaries
The next lemma is a technical lemma that we will use in completing our proof of Theorem 1.1.
Lemma 4.1. If G is a solvable subgroup of PLo(I ) with derived length n, generated by a col-
lection Γ of elements of PLo(I ) which each admit exactly one orbital, and where no generator
can be conjugated by an element of G to share an orbital with a different generator, then G is
isomorphic to a group in the class {1}P with derived length n.
Proof. Before getting into the main body of the proof, note that the hypotheses imply the main
points of Lemma 3.7, namely, that G is balanced and admits no transition chains of length two.
Further, the hypotheses further imply that each generator is the only generator with that orbital,
and that no element orbital is a union of element orbitals that do not realize the original orbital.
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If n = 0 then G is the trivial group, and G ∈ {1}P . If n = 1 then G is abelian, and in particular,
there can be at most countably many generators in Γ , all of which have disjoint support, so that
G is isomorphic with a countable (or finite) direct sum of Z factors, so G ∈ {1}P .
Now let us suppose that n > 1 and that the statement of the lemma is correct for any such
solvable group with derived length n − 1. Let X represent the generators in Γ whose orbitals
are all depth 2 in G or deeper. Let Y be the set of elements in Γ whose orbitals have depth 1.
We note in passing that the cardinality of Y is at most countably infinite, and that the collection
of orbitals of the elements of Y actually form the orbitals of the group G. We will assume that
all of the elements in Y move points to the right on their orbitals. We can partition the elements
in X into sets Py , where the y index runs over the elements in Y , and where an element of X
is in Py if and only if that element’s orbital is contained inside the orbital of y. Given y ∈ Y ,
if Py is empty, then define Hy = 〈y〉. Otherwise, let γ ∈ Py , and suppose that γ has smallest
depth possible for the elements in Py , and that γ has orbital A = (a, b). The element y has a
fundamental domain Dy = [a, ay), and each element of Py may be conjugated by some power
of y so that the resultant element’s orbital lies in the fundamental domain Dy (if some element, β ,
conjugates to contain a in its orbital, then either that conjugate has that its orbital fully contains
the orbital A, which is impossible by our choice of γ as having a minimal depth orbital of the
orbitals of all the elements in Py , or the signed orbitals of γ and of the conjugate of β form a
transition chain of length two, which is impossible since G is solvable). We can now replace
Py by the conjugates of the original Py found above so each element of Py has its orbital in
[a, ay), and the group generated by the new Py with y will be identical to the group generated
by the old Py with y. However, now that all of the elements of Py have supports in the same
fundamental domain of y, we have that Hy = 〈Py, y〉 is isomorphic to Ky  Z, where Ky = 〈Py〉.
But Ky is a solvable group of precisely the type mentioned in the hypotheses of the lemma, with
derived length k less than n, so that Ky is isomorphic to a group in {1}P with derived length
k < n. Therefore, Hy is isomorphic to a group in {1}P (being the result of a group in {1}P being
wreathed with a Z factor on the right) with derived length k + 1  n. This argument holds for
every y in Y , so G ∼=⊕y∈Y Hy , where all of the groups in this countable direct sum have derived
length less than or equal to n (and at least one of them has derived length n). In particular, we
see that G is isomorphic to a group in {1}P with derived length n. 
4.2. The split group
One new tool for technical analysis of a subgroup G of PLo(I ) is the split group of G. It is
motivated by the hypotheses of Lemma 4.1. We define the split group of a subgroup of PLo(I )
below.
Let Ps represent the set of subgroups of PLo(I ). We define a function S : Ps → Ps . Given
a group G which is a subgroup of PLo(I ), fix the notation ΓG to represent the maximal set of
one-orbital elements of PLo(I ) such that if γ ∈ ΓG, then γ is identical to an element g ∈ G over
γ ’s orbital. Define S by the rule that S(G) = 〈ΓG〉 (if G is the trivial group, define S(G) = G).
Given a group G ∈ Ps , we will call the group S(G) the split group of G. Note that G  S(G).
In this section, we will analyze further properties of the split group S(G), in the case that G is
solvable.
Throughout the remainder of the section, given a group G, and any α ∈ ΓG, let Aα always
denote the orbital of α. Below, we mention some further basic facts relevant to the analysis of
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Remark 4.2. Suppose G is a solvable subgroup of PLo(I ), then
1. The depth of any signed orbital of G is a positive integer.
2. If A = (a, b) ⊂ I , and both g,h ∈ G have orbital A, then the depths of the signed orbitals
(A,g) and (A,h) of G are the same.
3. If (A,g) is a signed orbital of G with depth k, and h ∈ G, then (Ah,gh) is a signed orbital
of G with depth k.
4. If α,β ∈ ΓG and the orbital of α is contained in the orbital of β , then αβ is in ΓG.
5. If α,β ∈ ΓG, then {(Aα,α), (Aβ,β)} is not a transition chain of length two for S(G).
Note that in the case where G is solvable, the first and second points above allow us to define a
G-depth for elements in ΓG. Namely, if γ ∈ ΓG and the orbital of γ is A, then there is a positive
integer k so that all signed orbitals of the form (A,h) for G (in particular, this includes all of the
signed orbitals where the element h agrees with γ over A) have depth k, so we can say γ has
G-depth k.
The following lemma follows easily from the definition above, and points 4 and 5 of the
previous remark. It provides us with something like a normal form for writing elements of S(G)
in terms of the generators in ΓG.
Lemma 4.3. Suppose G is a solvable subgroup of PLo(I ) and h ∈ S(G), then given a product
decomposition h = τ1τ2 · · · τk so that each τi is an element of ΓG for each positive integer i  k,
there is a product decomposition h = θ1θ2 · · · θk with each θi ∈ ΓG, so that whenever r and s
are positive integers so that r < s  k, we have the G-depth of θs is greater than or equal to the
G-depth of θr . Furthermore, there is a bijection ψ : {τi | 1 i  k} → {θi | 1 i  k} so that if
θi = ψ(τj ) then θi is conjugate to τj in S(G).
Proof. We will show that if h ∈ S(G), and h = τ1τ2 with τ1, τ2 ∈ ΓG, then we can write h = θ1θ2
with θ1 and θ2 ∈ ΓG where the G-depth of θ2 is greater than or equal to the G-depth of θ1, and
where the individual θi ’s are built by conjugation in S(G) from the original τi ’s (but not in order).
We then will have our lemma by re-writing longer products, improving the product locally on
adjacent pairs of length two until there are no more improvements to be made.
Let us assume the G-depth of α1 is greater than the G-depth of α2, as the other cases are trivial.
In this case let θ1 = α2 and let θ2 = αα21 . If α2 and α1 have orbitals that intersect, then point 5
from Remark 4.2 and the definition of G-depth guarantee that the orbital of α1 is contained in
the orbital of α2, and then point 4 of Remark 4.2 gives us that θ2 ∈ ΓG. Now we can afford the
cost of pushing α2 past α1:
h = α1α2 = α2 · α−12 α1α2 = θ1 · θ2.
Note that the G-depth of θ1 is the G-depth of α2 and the G-depth of θ2 is the G-depth of α1
(by a variant of point three from Remark 4.2).
The existence of the bijection ψ is by construction; simply keep track of the element conju-
gations required to re-arrange the G-depths of the elements in the product. 
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about the split group of a solvable group G.
Lemma 4.4. Suppose G is a solvable subgroup of PLo(I ). If {α1, α2, . . . , αk} is a collection of
elements of ΓG for some integer k, and for each integer j with 2 j  k we have that Aαj ⊂ Aα1 ,
then the product τ1,k = α1α2 · · ·αk will have support Aα1 .
Proof. Call a finite product of elements of ΓG a first orbital dominant product if the closure of
each orbital of the later terms in the product is contained in the orbital of the first term of the
product.
It is immediate that the support of a first orbital dominant product is contained in the orbital
of the first element of the product. We will now show that such a product admits no fixed points
in the orbital of the first element of the product.
Let us suppose first that k is the smallest integer so that a first orbital dominant product of
k elements of ΓG has a fixed point in the orbital of the first element of the product, and let
α1α2 · · ·αk be such a product.
We note in passing that k > 1.
By reference to Lemma 4.3, we assume (without risking the first orbital dominant nature of the
product) that if i < j are integers with 1 i < j  k then the G-depth of αi is less than or equal
to the G-depth of αj . Let us build some notation for sub-products of our newly re-arranged αi ’s.
Given any integers i and j so that 1 i  j  k let τi,j represent the product αiαi+1 · · ·αj .
Suppose x ∈ Aα1 so that xτ1,k = x. Since x is not a fixed point of τ1,k−1, we see that x ∈ Aαk .
Let us denote x by y0, and further, let yj = y0τ1,j for each integer j with 1  j  k. Observe,
for example, that yk = x. If there is a positive integer j  k with yj = yj−1 then the product
α1α2 · · ·αj−1αj+1αj+2 · · ·αk will also have fixed point x, contradicting the minimality of k. In
particular, we see that for each positive integer j with j  k, yj−1 = yj . It is immediate from
the last condition that for any j with 0 j < k, yj ∈ Aαj+1 . The previous sentence implies that
for each i with 1 i < k we have Aαi+1 ∩Aαi = ∅. Therefore, for all indices i < k, we have that
Aαi+1 ⊂ Aαi , since the G-depths of the αi are non-decreasing and G admits no transition chains
of length two.
The last point above enables us to derive a contradiction. Since Aα2 ⊂ Aα1 we must have
that Aα2α1 ∩ Aα2 = ∅, otherwise, we will be able to form a transition chain of length two in G,
contradicting the solvability of G. But this means that x /∈ Aα2 . Since x ∈ Aαk ⊂ Aα2 , we have a
contradiction. 
We are now in a position to analyze the depth of the split group of a solvable group G.
Lemma 4.5. Suppose G is a solvable subgroup of PLo(I ) that has derived length u for some
u ∈ N. If (A,h) is a signed orbital of S(G), then there is g ∈ G so that (A,g) is a signed orbital
of G.
Proof. If u = 0 there is nothing to prove, so let us assume that u > 0, so that S(G) is not the
trivial group. In particular, we assume that S(G) has some associated signed orbitals.
Suppose (A,h) is a signed orbital of S(G), and let h = α1α2 · · ·αk for some positive integer k,
where each αi is in ΓG. In this argument, we will give an algorithm that steadily improves h
and the product expression for h (always preserving the fact that h has orbital A). After each
improvement, we will assume the product is re-indexed as in the product above, so that, for
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G has an element with orbital A.
Our algorithm begins in the next paragraph. At some points we improve the product definition
of h, and we then begin the algorithm again. This could easily lead to infinite loops in our
algorithm. We argue termination after the algorithm is fully specified.
Algorithm initiation
1. Assurance that k is large.
If k = 1 then Aα1 = A and G has an element g which behaves as α1 on A. Therefore let us
assume that k > 1.
2. G-depth ordering, and some notation.
By Lemma 4.3 we can assume that the product decomposition for h has the property that if
r and s are positive integers so that r < s  k, then the G-depth of the orbital of αs is greater
than or equal to the G-depth of αr . Observe that the re-ordering which occurs by invoking
the process described in Lemma 4.3 does not change the set of G-depths of the elements in
the product since the new elements are conjugates of the old. (For later purposes, this set
of G-depths should be counted with multiplicity, so that if G-depth 3 occurs in the initial
product six times, we see that it will occur in the new product six times.)
Given integers i and j with 1 i  j  k set τi,j = αiαi+1 · · ·αj , so that h = τ1,k .
3. A ⊂ Aα1 .
Suppose Aα1 is disjoint from A. In this case τ2,k must have orbital A. Replace h by τ2,k , and
start the algorithm again using the one-shorter product description of the new h, re-indexed.
We can assume from here out that A ∩ Aα1 = ∅. We will refer to Aα1 , as determined at this
stage, to be the leading orbital of the product.
It is immediate from the definition of G-depth that if r , s are integers so that 1 r < s  k
then either Aαs ⊂ Aαr or these two element orbitals are disjoint (recall point 5 of Re-
mark 4.2).
We can strengthen the result of the paragraph two paragraphs back by noting that if A is
not contained in Aα1 , then some end e of Aα1 must be in A. In this case e is moved by one
of the αi for an integer i with 2 i  k. This last is impossible by the previous paragraph,
therefore A ⊂ Aα1 .
4. Forcing Aαi ⊂ Aα1 for 1 i  k.
Now, for any integer i with 2 i  k, the orbital Aαi must either be contained in Aα1 or must
be disjoint from Aα1 . In particular, if we set Cj = Aτ1,j for each integer j with 1 j  k,
we see that for each such j , Cj ⊂ Aα1 . But this implies that we can drop any αj from the
product producing h, if that αj has support disjoint from Aα1 , and the resulting product will
still act as h over A. If there are any such j , let us drop the corresponding αj from the
product, re-index, and begin the algorithm again (to catch the case that the resulting product
has length one, for instance). If there are no such j , then we see that for each integer j with
2 j  k we must have Aαj ⊂ Aα1 .
At this stage of the algorithm, the G-depth of α1 is the minimal G-depth of all of the elements
in the product.
5. Finding how many of the Aαi are equal to Aα1 .
For each integer i with 1 i  k note that there is an element gi ∈ G so that gi behaves as
αi over the interval Aαi .
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G is balanced, either Aαi = Aα1 or gi has at least two orbitals contained in Aα1 , one sharing
one end of Aα1 , and the other sharing the other end of Aα1 . It is easy in the second case to
show that G admits transition chains of length two. In particular, we can now assume that
for any integer i where 2 i  k, the orbital Aαi either equals Aα1 or has closure contained
in Aα1 .
By the fact that the G-depth of the elements αi is non-decreasing in i, we see that there is an
integer s with 1 s  k so that for all integers 1 r  s we have Aαr = Aα1 while for all
integers t with s < t  k we see that Aαt ⊂ Aα1 .
If s = 1, Lemma 4.4 assures us that A = Aα1 . In this case, g1 has orbital A and we are
finished. Therefore, let us assume that s > 1, so that Aα1 = Aα2 .
6. Collapsing the product α1α2 over Aα1 .
If τ1,2 is the identity, then τ3,k behaves as h over A. In this case, remove α1 and α2 from the
product, re-index, and begin the algorithm again. Note that in this case the number of ele-
ments in the resulting product realizing the minimal G-depth of the elements in the product
has decreased by two. If τ1,2 is not the identity, continue below.
Let {B1,B2, . . . ,Bm} be the orbitals of τ1,2. These orbitals are all contained in Aα1 . Note
that τ1,2 behaves as an element of G over Aα1 . In particular, there are elements βi ∈ ΓG for
each integer 1  i  m so that βi behaves as τ1,2 over Bi . Since each Bi is contained in
Aα1 , we see that either m = 1, and that τ1,2 = β1 is an element in ΓG with orbital Aα1 and
G-depth equal to the G-depth of α1, or m > 1, in which case each of the βi have greater
G-depth than that of α1.
Let Υ = {i ∈ N | 1  i  m, Bi ∩ A = ∅}. Form the product ω = (∏i∈Υ βi)α3α4 · · ·αk ,
which is a product of elements of ΓG which behaves as h over A, but which has fewer
elements in the product with G-depth equal to the G-depth of α1. Begin the algorithm again
using the product definition of ω to define the new αi , indexed appropriately.
Algorithm termination
One cannot create an infinite loop using only steps 1–5 of the algorithm; no step increases
the number of elements in the product, each step is of finite duration, and all directions to restart
come after removing elements from the product.
In particular, after some finite time, we must enter step 6.
In steps 1–5, we occasionally remove elements from the product, which has the effect of
potentially raising the minimum of the G-depths of the set of elements in the product, however,
no other activity in steps 1–5 effects the set of G-depths (counted with multiplicity) of the set of
elements in the product. On the other hand, step 6 reduces the number of elements in the product
which realize the minimum of the set of G-depths of the elements in the product. In particular,
after some finite number of passes through step 6, the minimum G-depth of the set of elements
in the product must be increased.
Since the maximum G-depth of the elements in ΓG is u, the algorithm must terminate. 
Corollary 4.6. Suppose G is a subgroup of PLo(I ). The derived length of G equals the derived
length of S(G).
Proof. If G is solvable then Lemma 4.5 applies; given any tower T of S(G) we can find a tower
with the same orbitals for G. Hence, the derived length of S(G) is less than or equal to the derived
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or equal to the derived length of S(G). In particular, if G is solvable, these derived lengths are
equal.
If G is non-solvable, then both G and S(G) have towers of arbitrary height, so that both
groups are unsolvable. 
4.3. Split groups and M
The following lemma, and its corollary, complete our proof of both Lemma 2.3 and Theo-
rem 1.1. Note that the corollary is simply a restatement of Lemma 1.3.
Lemma 4.7. If G is a solvable subgroup of PLo(I ), then S(G) is isomorphic to a group in {1}P .
Proof. Suppose that n ∈ N and that G is a solvable subgroup of PLo(I ) with derived length n.
By Corollary 4.6 we know that the derived length of S(G) is also n. By Lemma 3.7 we see that
G admits no transition chains of length 2.
From this foundation, we are going to carry out a fairly complex process, at least in terms
of notation. Here is a short outline of our approach. We will argue by induction. First we will
establish a base set of top level generators (using controllers at depth 1) for S(G). Then, in a
single fundamental domain of each of these top level generators, we will find generators (again
using controllers) for all functions whose orbitals have depth two or greater with support in that
particular fundamental domain. We will only refine our list of generators at depth two at that
stage. We will then inductively continue this process until we have a small set of generators at
each depth, which set of generators will be a set of generators for a group in {1}P .
Let X1 represent the set of signed orbitals of S(G) with depth 1. For each orbital A in OX1 ,
there is a non-empty set of controllers of S(G) for A in the set Γ . Let φ1 : OX1 → Γ represent a
function that associates to each orbital in OX1 a controller of S(G) for that orbital which moves
points to the right on the orbital. Let Y1 = OX1φ1 be the image of φ1. We note that each pair of
elements in Y1 have disjoint support, and trivially, that no element of Y1 can be conjugated by
an element of S(G) to share an orbital with a different element of Y1. Now, by the definition of
controller, Y1 consists of a set of generators in Γ sufficient so that the set Γ1 = Y1 ∪ (Γ \SX1)
generates S(G).
For each y ∈ Y1, let Ay1 represent the orbital of y. We may partition the elements of Γ1 into
sets Py1 indexed by the set Y1 so that γ ∈ Py1 if the orbital of γ is contained in Ay1 . Now let Xy2
represent the set of signed orbitals of elements in Py1 with depth two in S(G). If X
y
2 is not empty,
let (Ay2, γ
y
2 ) be an element in X
y
2 , and let ay be the left end of the orbital A
y
2 . Since the orbitals of
elements of S(G) are always orbitals of G by Lemma 4.5, we see that S(G) admits no transition
chains of length two. In particular, we can use y to conjugate every signed orbital of Xy2 into
the fundamental domain [ay, ayy) to produce the set Dy2 of signed orbitals. Likewise, we can
conjugate every signed orbital in Py1 of depth greater than two into the fundamental domain as
well, producing the set T y2 . The collections of conjugates in the fundamental domain have nice
properties:
1. If two elements of Dy2 have orbitals that non-trivially intersect each other, then they actually
have identical orbitals.
2. S(G)Ay = 〈y,SDy , ST y 〉.1 2 2
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that moves points to the right for that orbital as before. Let Y2 be the union of all the images
of the functions φy2 across the Y index set, so that we have now picked a controller that moves
points to the right on its orbital for every conjugacy class of depth two orbitals of S(G) (note
that a conjugate of a controller is also a controller), so that if Γ2 = (Γ1\(⋃y∈Y SXy2 )) ∪ Y2 then
S(G) = 〈Γ2〉.
In a like fashion we can inductively proceed to pick sets of controllers, one for each conjugacy
class of element orbital of depth i, where i is an index less than or equal to n, in exactly the same
fashion as discussed for forming the set Y2 above. This process will steadily improve the sets of
generators Γi , so that finally Γn will be a set of generators for S(G) where each generator in Γn
has exactly one orbital, and where no generator can be conjugated in G to share an orbital with
another generator in Γn. In particular, by Lemma 4.1, S(G) is isomorphic to a group in {1}P
with derived length n, and therefore G is isomorphic to a subgroup of a group in the class {1}P
with derived length n. 
Corollary 4.8. If G is solvable in PLo(I ) of derived length n, then G embeds in Gn.
Proof. G embeds in S(G), which also has derived length n. S(G) is isomorphic to a group in
{1}P with derived length n by Lemma 4.7. Now, by Lemma 2.2, S(G) embeds in Gn. 
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