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ON SCHRO¨DINGER OPERATORS WITH MULTISINGULAR
INVERSE-SQUARE ANISOTROPIC POTENTIALS
VERONICA FELLI, ELSA M. MARCHINI, AND SUSANNA TERRACINI
Abstract. We study positivity, localization of binding and essential self-adjointness properties
of a class of Schro¨dinger operators with many anisotropic inverse square singularities, including
the case of multiple dipole potentials.
1. Introduction and statement of the main results
In this paper we analyze some basic spectral properties of Schro¨dinger operators associated
with potentials possessing multiple anisotropic singularities of degree −2. The interest in such
a class of operators arises in nonrelativistic molecular physics, where the interaction between an
electric charge and the dipole moment of a molecule con be described by an inverse square potential
with an anisotropic coupling strength. More precisely, the Schro¨dinger operator acting on the wave
function of an electron interacting with a polar molecule (supposed to be point-like) can be written
as
H=− ~
2
2m
∆+ e
x ·D
|x|3 − E,
where e and m denote respectively the charge and the mass of the electron and D is the dipole
moment of the molecule, see [21]. Therefore, in crystalline matter, the presence of many dipoles
leads to consider multisingular Schro¨dinger operators of the form
(1) −∆−
k∑
i=1
λi (x− ai) · di
|x− ai|3 ,
where k ∈ N, (a1, . . . , ak) ∈ RkN , N ≥ 3, ai 6= aj for i 6= j, (λ1, . . . , λk) ∈ Rk, (d1, . . . ,dk) ∈ RkN ,
λi > 0 and |di| = 1 for any i = 1, . . . , k.
Potentials of the form λ (x·d)|x|3 are purely angular multiples of radial inverse-square functions;
as such, they can be regarded as critical due to their lack of inclusion in the Kato class: hence
they are highly interesting from a mathematical point of view. In addition, they share many, but
not all, features with the isotropic inverse square radial potentials: in particular, having the same
order of homogeneity, they satisfy a Hardy-type inequality (see, for instance [32]).
A rich literature deals with Schro¨dinger equations and operators with isotropic Hardy-type
singular potentials, both in the case of one pole, see e.g. [1, 8, 10, 16, 18, 27, 30, 32], and in that
of multiple singularities, see [4, 5, 7, 9, 11, 14, 15]. In contrast, only a few papers deal with the
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case of anisotropic potentials; in [12] the authors proved an asymptotic formula for solutions to
equation associated with dipole-type Schro¨dinger operators near the singularity. This asymptotic
analysis will play a crucial role in the discussion of many fundamental properties of Schro¨dinger
operators of the form (1), such as positivity, essential self-adjointness, and spectral other properties,
following the techniques developed in [11] for Schro¨dinger operators with multipolar inverse-square
potentials.
A natural question is about the effect of the configuration of singularities and the orientations
of dipoles on the positivity of the associated Schro¨dinger operator. The quadratic form associated
with the operator (1) is, denoting
{L,D,A} = {λ1, . . . , λk,d1, . . . ,dk, a1, . . . , ak},
QL,D,A : D1,2(RN )→ R, QL,D,A(u) :=
∫
RN
|∇u(x)|2dx−
k∑
i=1
λi (x− ai) · di
|x− ai|3 u
2(x) dx,
where D1,2(RN ) is the functional space given by the completion of C∞c (RN ) with respect to the
Dirichlet norm
‖u‖D1,2(RN ) :=
(∫
RN
|∇u(x)|2 dx
)1/2
.
We recall that a quadratic form Q : D1,2(RN )→ R is said to be positive definite if
inf
D1,2(RN )\{0}
Q(u)
‖u‖2D1,2(RN )
> 0.
In the case of a simple dipole operator −∆− λ (x·d)|x|3 , the positivity only depends on the value of λ
with respect to the threshold
(2) ΛN := sup
u∈D1,2(RN )\{0}
∫
RN
x · d
|x|3 u
2(x) dx∫
RN
|∇u(x)|2 dx
.
We notice that, by rotation invariance, ΛN does not depend on the unit vector d and, by classical
Hardy’s inequality, ΛN < 4/(N− 2)2. In particular ΛN is the best constant in the following Hardy
type inequality
(3)
∫
RN
x · d
|x|3 u
2(x) dx ≤ ΛN
∫
RN
|∇u(x)|2 dx for all u ∈ D1,2(RN ) and for any unit vector d.
Some numerical approximations of ΛN can be found in [12, Table 1].
It is easy to verify that the quadratic form associated to −∆ − λ (x·d)|x|3 is positive definite in
D1,2(RN ) if and only if |λ| < Λ−1N . Furthermore, the positivity condition for a one dipole operator
can be expressed as a condition on the first eigenvalue of the angular component of the operator
on the unit sphere SN−1. Indeed, letting
µλ1 = min
ψ∈H1(SN−1)\{0}
∫
SN−1
|∇SN−1ψ(θ)|2 dV (θ)− λ
∫
SN−1
(θ · d)ψ2(θ) dV (θ)∫
SN−1
ψ2(θ) dV (θ)
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be the first eigenvalue of the operator −∆SN−1−λ (θ ·d) on SN−1, it was proved in [12, Lemma 2.5]
that the quadratic form associated to −∆− λ (x·d)|x|3 is positive definite if and only if µλ1 > −
(
N−2
2
)2
.
The analysis of the spectral properties of Schro¨dinger operators with multiple isotropic inverse
square singularities performed in [11] highlighted how the positivity of the associated quadratic
form depends on the location and the strength of singularities. In the case of multiple anisotropic
singularities, the problem of positivity becomes a more delicate issue, being the interaction between
two dipoles strongly affected by their mutual orientation. Unlike the isotropic case in which the
interaction between two poles is either attractive or repulsive depending on the sign of coefficients,
in the anisotropic one the constructive or destructive character of the interaction is determined by
the mutual position and orientation. As a consequence, in contrast with the isotropic case, it is
possible to orientate the dipoles in such a way that the interaction is quite strong even if they are
very far away from each other.
The following proposition yields a sufficient condition on the magnitudes for the quadratic form
to be positive definite for any localization and orientation of the dipoles.
Proposition 1.1. A sufficient condition for QL,D,A to be positive definite for every choice of
A = {a1, a2, . . . , ak} and D = {d1, . . . ,dk} is that
k∑
i=1
λi < Λ
−1
N .
Conversely, if
∑k
i=1 λi > Λ
−1
N then there exists a configuration of dipoles {A,D} such that QL,D,A
is not positive definite.
In this paper we deal with a more general class of Schro¨dinger operators with locally anisotropic
inverse-square singularities including those with dipole-type potentials introduced in (1). More
precisely, we are interested in operators with potentials exhibiting many singularities which are
locally L∞-angular multiples of radial inverse-square potentials.
For any h ∈ L∞(SN−1), let µ1(h) be the first eigenvalue of the operator −∆SN−1−h(θ) on SN−1,
i.e.
µ1(h) = min
ψ∈H1(SN−1)\{0}
∫
SN−1
|∇SN−1ψ(θ)|2 dV (θ)−
∫
SN−1
h(θ)ψ2(θ) dV (θ)∫
SN−1
ψ2(θ) dV (θ)
.
We recall that µ1(h) is simple and attained by a smooth positive eigenfunction ψ
h
1 such that
minSN−1 ψ
h
1 > 0. Moreover, if, for some λ ∈ R, h(θ) = λ for a.e. θ ∈ SN−1, then µ1(h) = −λ. On
the other hand, if h is not constant, then
− ess sup
SN−1
h < µ1(h) < −
∫
SN−1
h(θ) dV (θ),
see [12]. The quadratic form associated to −∆− h(x/|x|)|x|2 is positive definite if and only if
(4) ΛN(h) := sup
u∈D1,2(RN )\{0}
∫
RN
h(x/|x|)
|x|2 u
2(x) dx∫
RN
|∇u(x)|2 dx
< 1,
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or, equivalently, if and only if µ1(h) > −(N − 2)2/4, see [12, Lemma 2.5]. Furthermore, it is easy
to verify that
ΛN (h) ≥ 0 for all h ∈ L∞
(
S
N−1)
and
ΛN (h) = 0 if and only if h ≤ 0 a.e. on SN−1.
A necessary condition on the angular coefficients for positivity of the quadratic form associated
with multiple dipole-type potentials for at least a configuration of singularities is that each single
dipole-type local subsystem is positive definite, as the following proposition clarifies.
Proposition 1.2. Let h1, . . . , hk, h∞ ∈ L∞
(
S
N−1), W ∈ LN2 (RN ) ∩ L∞(RN ), and R, ri ∈ R+,
i = 1, . . . , k. If there exists a configuration of poles {a1, . . . , ak} such that ai 6= aj for i 6= j and
the quadratic form
u ∈ D1,2(RN ) 7→
∫
RN
|∇u(x)|2dx−
k∑
i=1
∫
B(ai,ri)
hi
(
x−ai
|x−ai|
)
|x− ai|2 u
2(x) dx
−
∫
RN\B(0,R)
h∞
(
x
|x|
)
|x|2 u
2(x) dx −
∫
RN
W (x)u2(x) dx
is positive definite, then
(5) µ1(hi) > − (N − 2)
2
4
for any i = 1, . . . , k,∞.
By virtue of Proposition 1.2, the following class of anisotropic multiple inverse square potentials
provides a suitable framework for the analysis of coercivity conditions for Schro¨dinger dipole-type
operators:
V :=

V (x) =
k∑
i=1
χB(ai,ri)(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χ
RN\B(0,R)(x)
h∞
(
x
|x|
)
|x|2 +W (x) : k ∈ N,
ri, R ∈ R+, ai ∈ RN , ai 6= aj for i 6= j, W ∈ LN/2(RN ) ∩ L∞(RN ),
hi ∈ L∞
(
SN−1
)
, µ1(hi) > − (N−2)
2
4 for any i = 1, . . . , k,∞

.
If V =
∑k
i=1
λi (x−ai)·di
|x−ai|3 , then V ∈ V with hi(θ) = λiθ · di and h∞(θ) = θ ·
(∑k
i=1 λidi
)
.
By Hardy’s and Sobolev’s inequalities, it follows that, for any V ∈ V , the first eigenvalue µ(V )
of the operator −∆− V in D1,2(RN ) is finite, namely
(6) µ(V ) := inf
u∈D1,2(RN )\{0}
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx
> −∞.
We notice that, in view of Sobolev-type embeddings in Lorentz spaces, (6) holds also for any
potential V lying in the Marcinkiewicz space LN/2,∞.
If the potentials are supported in sufficiently small neighborhoods of singularities, then condi-
tion (5) turns out to be also sufficient for positivity.
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Lemma 1.3. [ Shattering of singularities ] Let a1, a2, . . . , ak ∈ RN , ai 6= aj for i 6= j, and
h1, . . . , hk, h∞ ∈ L∞
(
S
N−1) with µ1(hi) > −(N − 2)2/4, for i = 1, . . . , k,∞. Then there ex-
ist U1, . . . ,Uk,U∞ ⊂ RN such that Ui is a neighborhood of ai for every i = 1, . . . , k, U∞ is a
neighborhood of ∞, and the quadratic form associated to the operator
−∆−
k∑
i=1
χUi(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 −
χU∞(x)
h∞
(
x
|x|
)
|x|2
is positive definite.
An analogous result will be proved also for potentials with infinitely many dipole-type singular-
ities localized in sufficiently small neighborhoods of equidistanced poles, see Lemma 3.8.
Lemma 1.3 and Proposition 1.2 establish an equivalence between condition (5) and the property
of being compact perturbations of positive operators, as stated in the following theorem.
Theorem 1.4. For h1, . . . , hk, h∞ ∈ L∞
(
S
N−1), W ∈ LN2 (RN ) ∩ L∞(RN ), and R, ri ∈ R+,
i = 1, . . . , k, let
(7) V (x) =
k∑
i=1
χB(ai,ri)(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χ
RN\B(0,R)(x)
h∞
(
x
|x|
)
|x|2 +W (x).
Then (5) is satisfied if and only if there exists W˜ ∈LN/2(RN )∩L∞(RN ) such that µ(V − W˜ ) > 0.
By Theorem 1.4, Schro¨dinger operators with potentials in V are semi-bounded in L2(RN ), i.e.
ν1(V ) := inf
u∈H1(RN )\{0}
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|u(x)|2 dx
≥ −‖W˜‖L∞(RN ) > −∞,
thus the class V provides a quite natural setting to study the spectral properties of multisingu-
lar dipole Schro¨dinger operators in L2(RN ). Actually, condition (5) characterizing V is slightly
stronger than semi-boundedness; indeed the operator −∆ − (N−22 )2 provides an example of a
L2(RN ) semi-bounded operator violating the strict inequality in (5). On the other hand, we notice
that any semi-bounded operator in L2(RN ) with a potential of the form (7) satisfies a weaker
condition than (5), namely µ1(hi) ≥ − (N−2)
2
4 for any i = 1, . . . , k,∞.
The analysis of stability of positivity of Schro¨dinger operators leads to the problem of localization
of binding raised by Sigal and Ouchinnokov [23]: if −∆− V1 and −∆− V2 are positive operators,
is −∆ − V1 − V2(· − y) positive for |y| large? An affirmative answer to the above question can
be found in [29] for compactly supported potentials and in [24] for potentials in the Kato class.
When dealing with potentials with an inverse square singularity at infinity, the problem becomes
more delicate, due to the interaction of singularities which overlap at infinity and a localization of
binding type result requires the additional assumption of some control of the resulting singularity
at infinity. Indeed, if, for j = 1, 2,
Vj =
kj∑
i=1
χ
B(aji ,r
j
i )
(x)
hji
( x−aji
|x−aji |
)
|x− aji |2
+ χRN\B(0,Rj)(x)
hj∞
(
x
|x|
)
|x|2 +Wj(x) ∈ V ,
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then a necessary condition for positivity of −∆− V1 − V2(· − y) for some y is that
(8) µ1(h
1
∞ + h
2
∞) > −
(
N − 2
2
)2
,
see Proposition 5.2. In [11], the authors proved that assumption (8) is also sufficient for localization
of binding when singularities are locally isotropic, see Theorem 5.1. It is worthwhile noticing that
a strong lack of isotropy can cause the failure of localization of binding even under assumption (8);
in section 5, we will construct two anisotropic potentials in the class V satisfying (8) for which no
localization of binding result holds true.
Example 1.5. For N ≥ 4, there exist V1, V2 ∈ V such that µ(V1), µ(V2) > 0, (8) holds, and for
every R > 0 there exists yR ∈ RN such that |yR| > R and the quadratic form associated to the
operator −∆− (V1 + V2(· − yR)) is not positive semidefinite, i.e. µ(V1 + V2(· − yR)) < 0.
On the other hand, it is still possible to prove the following localization of binding type result
under a stronger control on the singularities at infinity than (8).
Theorem 1.6. Let
V1(x) =
k1∑
i=1
χ
B(a1i ,r
1
i )
(x)
h1i
( x−a1i
|x−a1i |
)
|x− a1i |2
+ χRN\B(0,R1)(x)
h1∞
(
x
|x|
)
|x|2 +W1(x) ∈ V ,
V2(x) =
k2∑
i=1
χ
B(a2i ,r
2
i )
(x)
h2i
( x−a2i
|x−a2i |
)
|x− a2i |2
+ χRN\B(0,R2)(x)
h2∞
(
x
|x|
)
|x|2 +W2(x) ∈ V .
Assume that µ(V1), µ(V2) > 0, and ess supSN−1(h
∞
1 )
+ + ess supSN−1(h
∞
2 )
+ < (N − 2)2/4. Then,
there exists R > 0 such that µ(V1 + V2(· − y)) > 0 for every y ∈ RN with |y| ≥ R.
A further key property of Schro¨dinger operators which turns out to be very sensitive to the
presence of singular terms is the essential self-adjointness, namely the existence of a unique self-
adjoint extension. Semi-bounded Schro¨dinger operators are essentially self-adjoint whenever the
potential is not too singular (see [26]). On the other hand, inverse square potentials exhibit a quite
strong singularity which makes the problem of essential self-adjointness nontrivial. We mention
that essential self-adjointness in the case of Hardy type potentials was discussed in [19] for the
one-pole case and in [11] for many poles. The following theorem provides a necessary and sufficient
condition on the magnitudes of dipole moments for the essential self-adjointness of multisingular
dipole Schro¨dinger operators. An extension to the case of infinitely many dipole-type singularities
distributed on reticular structures is contained in Theorem 6.3.
Theorem 1.7. Let
V (x) =
k∑
i=1
χB(ai,ri)(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χ
RN\B(0,R)(x)
h∞
(
x
|x|
)
|x|2 +W (x) ∈ V .
Then the Schro¨dinger operator −∆− V is essentially self-adjoint in C∞c (RN \ {a1, . . . , ak}) if and
only if µ1(hi) ≥ −
(
N−2
2
)2
+ 1, for all i = 1, . . . , k.
The proof of the above theorem is based on the asymptotic analysis performed in [12], where
the exact behavior near the poles of solutions to Schro¨dinger equations with dipole-type singular
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potentials is evaluated. From Theorem 1.7, it follows that, if V ∈ V with µ1(hi) ≥ −
(
N−2
2
)2
+ 1,
for all i = 1, . . . , k, then the Friedrichs extension (−∆− V )F defined as
D
(
(−∆− V )F ) = {u ∈ H1(RN ) : ∆u− V u ∈ L2(RN )}, u 7→ −∆u− V u,(9)
is the unique self-adjoint extension. On the other hand, if µ1(hi) < −
(
N−2
2
)2
+ 1 for some i, then
−∆−V admits many self-adjoint extensions, among which the Friedrichs extension is the only one
whose domain is included in H1(RN ), namely it is the unique self-adjoint extension to which we
can associate a natural quadratic form.
The paper is organized as follows. Section 2 contains the proofs of Propositions 1.1 and 1.2. In
section 3 we prove a positivity criterion in the spirit of the Allegretto-Piepenbrink theory, which
is used to prove Lemma 1.3 and its reticular version (see Lemma 3.8); a key tool in the proof of
Lemma 1.3 is the analysis of positivity of potentials obtained as juxtaposition of potentials with
different singularity rate, which is a nontrivial issue due to the lack of isotropy, see Lemmas 3.4,
3.5, and 3.6. In section 4 we discuss the stability of positivity with respect to perturbations of
the potentials with singularities localized at dipolar-shaped neighborhoods either of a dipole or
of infinity. In section 5 we prove Theorem 1.6 and show that condition (8) is no sufficient for
localization of binding by constructing a suitable example. Section 6 is devoted to the proof of
Theorem 1.7 and of its reticular counterpart.
Notation. We list below some notation used throughout the paper.
- B(a, r) denotes the ball {x ∈ RN : |x− a| < r} in RN with center at a and radius r.
- R+ := (0,+∞) is the half line of positive real numbers.
- For any A ⊂ RN , χA denotes the characteristic function of A.
- S is the best constant in the Sobolev inequality S‖u‖2
L2∗(RN )
≤ ‖u‖2D1,2(RN ).
- For all t ∈ R, t+ := max{t, 0} (respectively t− := max{−t, 0}) denotes the positive (re-
spectively negative) part of t.
- For all functions f : RN → R, supp f denotes the support of f , i.e. the closure of the set
of points where f is non zero.
- ωN denotes the volume of the unit ball in R
N .
- For any open set Ω ⊂ RN , D′(Ω) denotes the space of distributions in Ω.
- For any f ∈ L∞(A), with either A = SN−1 or A = RN , we denote the essential supremum
of f in A as ess supA f := inf{α ∈ R : f(x) ≤ α for a.e. x ∈ A}, while the essential infimum
of f in A is denoted as ess infA f := − ess supA(−f).
2. Proof of Propositions 1.1 and 1.2
This section is devoted to the proof of Propositions 1.1 and 1.2.
Proof of Proposition 1.1. From (2), it follows that
(10) QL,D,A(u) ≥
(
1− ΛN
k∑
i=1
λi
)∫
RN
|∇u|2 dx.
Hence a sufficient condition for QL,D,A to be positive definite is that
k∑
i=1
λi < Λ
−1
N .
8 VERONICA FELLI, ELSA M. MARCHINI, AND SUSANNA TERRACINI
Assume now that
∑k
i=1 λi > Λ
−1
N and fix d ∈ RN , |d| = 1. From (2) and density of C∞c (RN ) in
D1,2(RN ), there exists some function φ ∈ C∞c (RN ) such that
∫
RN
|∇φ|2 dx−
( k∑
i=1
λi
)∫
RN
x · d
|x|3 φ
2 dx < 0.
Let a1, . . . , ak ∈ RN and set A = {a1, . . . , ak} ⊂ RN , D = {d, . . . ,d}. For any µ > 0, consider the
function φµ(x) = µ
−N−22 φ(x/µ). A change of variable yields
∫
RN
|∇φµ|2 dx−
k∑
i=1
λi
∫
RN
(x− ai) · d
|x− ai|3 φ
2
µ dx =
∫
RN
|∇φ|2 dx −
k∑
i=1
λi
∫
RN
x · d
|x|3 φ
2
(
x+
ai
µ
)
dx
for all µ > 0. Letting µ→∞, the Dominated Convergence Theorem yields
∫
RN
|∇φµ|2 dx−
k∑
i=1
λi
∫
RN
(x− ai) · d
|x− ai|3 φ
2
µ dx −→
∫
RN
|∇φ|2 dx−
( k∑
i=1
λi
)∫
RN
x · d
|x|3 φ
2 dx < 0
therefore QL,D,A(φµ) < 0 for µ sufficiently large, thus proving the second part of Proposition 1.1.

Proof of Proposition 1.2. Assume that, for some configuration {a1, . . . , ak}, for some ε > 0,
and for any u ∈ D1,2(RN ),
∫
RN
|∇u(x)|2dx−
k∑
i=1
∫
B(ai,ri)
hi
(
x−ai
|x−ai|
)
|x− ai|2 u
2(x) dx(11)
−
∫
RN\B(0,R)
h∞
(
x
|x|
)
|x|2 u
2(x) dx −
∫
RN
W (x)u2(x) dx ≥ ε
∫
RN
|∇u(x)|2 dx.
Arguing by contradiction, suppose that, for some i = 1, . . . , k, µ1(hi) ≤ −(N − 2)2/4, or equiv-
alently that ΛN(hi) ≥ 1, with ΛN (hi) as in (4). Let 0 < δ < εΛN(hi)−1. By (4) and density of
C∞c (R
N ) in D1,2(RN ), there exists φ ∈ C∞c (RN ) such that
(12)
∫
RN
|∇φ(x)|2dx−
∫
RN
hi
(
x
|x|
)
|x|2 φ
2(x) dx < δ
∫
RN
hi
(
x
|x|
)
|x|2 φ
2(x) dx.
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The rescaled function φµ(x) = µ
−(N−2)/2φ(x/µ) satisfies∫
RN
|∇φµ(x− ai)|2dx−
k∑
j=1
∫
B(aj ,rj)
hj
( x−aj
|x−aj|
)
|x− aj |2 φ
2
µ(x− ai) dx(13)
−
∫
RN\B(0,R)
h∞
(
x
|x|
)
|x|2 φ
2
µ(x− ai) dx−
∫
RN
W (x)φ2µ(x− ai) dx
=
∫
RN
|∇φ(x)|2dx−
∫
B
(
0,
ri
µ
) hi( x|x|)|x|2 φ2(x) dx −
∫
RN\B
(
−ai
µ ,
R
µ
) h∞( x+ai/µ|x+ai/µ|)|x+ ai/µ|2 φ2(x) dx
−
∑
j 6=i
∫
B
(
aj−ai
µ ,
rj
µ
) hj( x−(aj−ai)/µ|x−(aj−ai)/µ|)∣∣x− (aj − ai)/µ∣∣2 φ2(x) dx − µ2
∫
RN
W (µx+ ai)φ
2(x) dx
=
∫
RN
|∇φ(x)|2dx−
∫
RN
hi
(
x
|x|
)
|x|2 φ
2(x) dx + o(1), as µ→ 0.
Letting µ→ 0, by (12) and (4), we obtain
ε
∫
RN
|∇φ(x)|2dx ≤
∫
RN
|∇φ(x)|2dx−
∫
RN
hi
(
x
|x|
)
|x|2 φ
2(x) dx
< δ
∫
RN
hi
(
x
|x|
)
|x|2 φ
2(x) dx ≤ δΛN (hi)
∫
RN
|∇φ(x)|2dx
thus giving rise to a contradiction.
Suppose now that, µ1(h∞) ≤ − (N−2)
2
4 , or equivalently that ΛN(h∞) ≥ 1, with ΛN (h∞) defined
in (4). Let δ ∈ (0, εΛN(h∞)−1). By definition of ΛN(h∞) and density of C∞c (RN \{0}) in D1,2(RN ),
there exists φ ∈ C∞c (RN \ {0}) such that∫
RN
|∇φ(x)|2dx−
∫
RN
h∞
(
x
|x|
)
|x|2 φ
2(x) dx < δ
∫
RN
h∞
(
x
|x|
)
|x|2 φ
2(x) dx.
Since φ ∈ C∞c (RN \ {0}), the rescaled function φµ(x) = µ−(N−2)/2φ(x/µ) satisfies∫
RN
|∇φµ(x)|2dx−
k∑
i=1
∫
B(ai,ri)
hi
(
x−ai
|x−ai|
)
|x− ai|2 φ
2
µ(x) dx
−
∫
RN\B(0,R)
h∞
(
x
|x|
)
|x|2 φ
2
µ(x) dx −
∫
RN
W (x)φ2µ(x) dx
=
∫
RN
|∇φ(x)|2dx−
k∑
i=1
∫
B
(
ai
µ ,
ri
µ
) hi( x−ai/µ|x−ai/µ|)|x− ai/µ|2 φ2(x) dx
−
∫
RN\B
(
0,Rµ
) h∞( x|x|)|x|2 φ2(x) dx − µ2
∫
RN
W (µx)φ2(x) dx
=
∫
RN
|∇φ(x)|2dx−
∫
RN
h∞
(
x
|x|
)
|x|2 φ
2(x) dx + o(1), as µ→∞.
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Letting µ→∞ and arguing as above, we obtain easily a contradiction. 
3. The Shattering Lemma
The well-known Allegretto-Piepenbrink theory [2, 25] suggests us a criterion for establishing
positivity of Schro¨dinger operators with potentials in V , by relating the existence of positive solu-
tions to a Schro¨dinger equation with the positivity of the spectrum of the corresponding operator.
For analogous criteria for potentials in the Kato class we refer to [6, Theorem 2.12].
Lemma 3.1. Let V ∈ V. Then the two following conditions are equivalent:
(i) µ(V ) := inf
u∈D1,2(RN )\{0}
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx > 0;
(ii) there exist ε > 0 and ϕ ∈ D1,2(RN ), ϕ > 0 in RN \ {a1, . . . , ak}, and ϕ continuous
in RN \ {a1, . . . , ak}, such that −∆ϕ− V ϕ ≥ ε V ϕ in
(D1,2(RN ))⋆, i.e.
(D1,2(RN ))⋆〈−∆ϕ− V ϕ− ε V ϕ,w〉D1,2(RN ) =
∫
RN
[∇ϕ · ∇w − (1 + ε)V ϕw] dx ≥ 0
for any w ∈ D1,2(RN ) such that w ≥ 0 a.e. in RN .
Moreover, if (ii) holds, µ(V ) ≥ ε1+ε .
Proof. Let V (x) =
∑k
i=1
χB(ai,ri)(x)
hi((x−ai)/|x−ai|)
|x−ai|2 + χRN\B(0,R)(x)
h∞(x/|x|)
|x|2 +W (x) ∈ V and
set h¯ :=
∑k
i=1 ‖hi‖L∞(SN−1) + ‖h∞‖L∞(SN−1). From Hardy’s, Ho¨lder’s, and Sobolev’s inequalities
there holds
(14)
∫
RN
V (x)u2(x) dx ≤
[
4h¯
(N − 2)2 + S
−1‖W‖LN/2(RN )
]∫
RN
|∇u(x)|2 dx,
for every u ∈ D1,2(RN ).
Assume that (i) holds. If 0 < ε < µ(V )2
[
4h¯
(N−2)2 +S
−1‖W‖LN/2(RN )
]−1
, from (14) it follows that∫
RN
(|∇u(x)|2 − (1 + ε)V (x)u2(x)) dx ≥ µ(V )
2
∫
RN
|∇u(x)|2 dx.
As a consequence, for any fixed p ∈ LN/2(RN ) ∩ L∞(RN ), p(x) > 0 a.e. in RN , the infimum
νp(V + εV ) = inf
u∈D1,2(RN )\{0}
∫
RN
(|∇u(x)|2 − (1 + ε)V (x)u2(x)) dx∫
RN
p(x)u2(x)
is strictly positive and attained by some function ϕ ∈ D1,2(RN ) \ {0} satisfying
−∆ϕ(x)− V (x)ϕ(x) = ε V (x)ϕ(x) + νp(V + εV )p(x)ϕ(x).
By evenness we can assume ϕ ≥ 0. Since V ∈ V , the Strong Maximum Principle allows us to
conclude that ϕ > 0 in RN \ {a1, . . . , ak}, while standard regularity theory ensures regularity of ϕ
outside the poles. Hence (ii) holds.
SCHRO¨DINGER OPERATORS WITH INVERSE-SQUARE ANISOTROPIC POTENTIALS 11
Assume now that (ii) holds. For any u ∈ C∞c (RN \ {a1, . . . , ak}), testing the weak inequality
satisfied by ϕ with u2/ϕ we get
(1+ε)
∫
RN
V (x)u2(x) dx ≤ 2
∫
RN
u(x)
ϕ(x)
∇u(x) · ∇ϕ(x) dx −
∫
RN
u2(x)
ϕ2(x)
|∇ϕ(x)|2 dx ≤
∫
RN
|∇u(x)|2 dx.
By density of C∞c (R
N \ {a1, . . . , ak}) in D1,2(RN ) we deduce that, for every u ∈ D1,2(RN ) \ {0},∫
RN
V (x)u2(x) ≤ 1
1 + ε
∫
RN
|∇u(x)|2 dx,
implying
(15)
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx ≥ ε
1 + ε
∫
RN
|∇u(x)|2 dx,
and hence µ(V ) ≥ εε+1 > 0. 
The above positivity criterion allows to extend to multiple dipole Schro¨dinger operators the
Shattering Lemma in [11, Lemma 1.3] yielding positivity in the case of singularities localized
strictly near the poles.
Let us start by observing that, evaluating the quotient minimized in the definition of µ(V ) at
functions concentrating at the singularities, µ(V ) can be estimated from above as follows.
Lemma 3.2. For any
(16) V (x) =
k∑
i=1
χB(ai,ri)(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χ
RN\B(0,R)(x)
h∞
(
x
|x|
)
|x|2 +W (x) ∈ V ,
there holds
µ(V ) ≤ 1−max{0,ΛN(h1), . . . ,ΛN(hk),ΛN (h∞)},
where ΛN(hi) is defined in (4).
Proof. Let us first consider the case ΛN (hi) = 0 for every i = 1, . . . , k,∞. Let us fix u ∈ C∞c (RN )
and P ∈ RN \ {a1, . . . , ak}. Letting uµ(x) = µ−N−22 u
(
x−P
µ
)
, for µ small there holds
µ(V ) ≤ 1−
∫
RN
W (x)u2µ(x) dx∫
RN
|∇uµ(x)|2 dx = 1 + o(1) as µ→ 0
+.
Letting µ→ 0+ we obtain that µ(V ) ≤ 1.
Assume now that maxi=1,...,k,∞ ΛN (hi) > 0. Suppose ΛN (h1) ≤ ΛN (h2) ≤ . . .ΛN (hk) and let
ε > 0. From (4) and by density of C∞c (R
N ) in D1,2(RN ), there exists φ ∈ C∞c (RN ) such that∫
RN
|∇φ(x)|2dx <
[
ΛN (hk)
−1 + ε
]∫
RN
hk
(
x−ak
|x−ak|
)
|x− ak|2 φ
2(x) dx.
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Letting φµ(x) = µ
−N−22 φ
(
x−ak
µ
)
, for any µ > 0 there holds
µ(V ) ≤ 1−
∫
B(ak,rk)
hk
(
x−ak
|x−ak|
)|x− ak|−2φ2µ(x) dx∫
RN
|∇φµ(x)|2 dx −
k−1∑
i=1
∫
B(ai,ri)
hi
(
x−ai
|x−ai|
)|x− ai|−2φ2µ(x) dx∫
RN
|∇φµ(x)|2 dx
−
∫
RN\B(0,R) h∞
(
x
|x|
)|x|−2φ2µ(x) dx∫
RN
|∇φµ(x)|2 dx −
∫
RN
W (x)φ2µ(x) dx∫
RN
|∇φµ(x)|2 dx
= 1−
∫
RN
hk
(
x
|x|
)|x|−2φ2(x) dx∫
RN
|∇φ(x)|2 dx + o(1) as µ→ 0
+.
Letting µ→ 0+, by the choice of φ we obtain
µ(V ) ≤ 1−
[
ΛN (hk)
−1 + ε
]−1
for any ε > 0. Letting ε → 0 we derive that µ(V ) ≤ 1 − ΛN (hk). Repeating the same argument,
we obtain a function ψ∞ ∈ C∞c (RN \ {0}) such that∫
RN
|∇ψ∞(x)|2dx <
[
ΛN (h∞)−1 + ε
] ∫
RN
h∞
(
x
|x|
)
|x|2 ψ
2
∞(x) dx.
Setting ψµ(x) = µ
−N−22 ψ∞
(
x
µ
)
and letting µ→ +∞ we obtain also that µ(V ) ≤ 1−ΛN(h∞). The
required estimate is thereby proved. 
The proof of Lemma 1.3 is immediate if ΛN (hi) = 0 for all i = 1, . . . , k,∞, i.e. if hi ≤ 0 a.e. in
SN−1 for all i = 1, . . . , k,∞, as the following lemma states.
Lemma 3.3. Let a1, a2, . . . , ak ∈ RN , ai 6= aj for i 6= j, and h1, . . . , hk, k∞ ∈ L∞
(
SN−1
)
with
µ1(hi) > −(N − 2)2/4, for i = 1, . . . , k,∞. Then, if ΛN (hi) = 0 for all i = 1, . . . , k,∞, for every
U1, . . . ,Uk,U∞ ⊂ RN such that Ui is a neighborhood of ai for every i = 1, . . . , k and U∞ is a
neighborhood of ∞, there holds
µ
( k∑
i=1
χUi(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χU∞(x)
h∞
(
x
|x|
)
|x|2
)
= 1.
Proof. The inequality µ
(∑k
i=1
χUi(x)
hi((x−ai)/|x−ai|)
|x−ai|2 +
χU∞(x)
h∞(x/|x|)
|x|2
) ≤ 1 follows from
Lemma 3.2, whereas the reverse inequality comes immediately from the assumption hi ≤ 0 a.e. in
SN−1 for all i = 1, . . . , k,∞. 
When dealing with isotropic potentials, it is quite easy to study the positivity of potentials
obtained as juxtaposition of potentials with different singularity rate. If, for example, Ω1 ⊂ Ω2,
then the operator−∆− λ1|x|2χΩ1− λ2|x|2χΩ2\Ω1 is positive definite whenever max{λ1, λ2} < (N−2)2/4.
On the other hand, the positivity of a potential obtained as juxtaposition of two potentials with
changing sign angular components is more delicate to be established. The analysis we are going
to develop shows how juxtaposition of potentials giving rise to positive quadratic forms produces
positive operators if their contact region has some particular shape (which resembles a sphere
deformed according to dipole coefficients).
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For any h ∈ L∞(SN−1), let ψh1 denote the positive L2-normalized eigenfunction associated to
the first eigenvalue µ1(h) of the operator −∆SN−1 − h(θ) on SN−1. Let us notice that, for h ≡ 0,
ψ01 ≡ 1/
√
ωN , where ωN denotes the volume of the unit sphere S
N−1, i.e. ωN =
∫
SN−1
dV (θ).
For h1, h2 ∈ L∞
(
SN−1
)
, σ > 0, and R > 0, let us denote
(17) Eσ,Rh1,h2 :=
{
x ∈ RN : |x| < R
(
ψh11 (x/|x|)
ψh21 (x/|x|)
)σ}
.
Let us notice that
B
(
0, R
[
min
θ∈SN−1
ψh11 (θ)
ψh21 (θ)
]σ)
⊂ Eσ,Rh1,h2 ⊂ B
(
0, R
[
max
θ∈SN−1
ψh11 (θ)
ψh21 (θ)
]σ)
.
We also set, for a ∈ RN ,
Eσ,Rh1,h2(a) :=
{
x ∈ RN : x− a ∈ Eσ,Rh1,h2
}
.
Lemma 3.4. Let hi ∈ L∞
(
SN−1
)
, µ1(hi) > −
(
N−2
2
)2
, i = 1, 2, σ1, σ2 > 0 such that
(18)
N − 2
2
<
1
σ1
<
1
σ1
+
1
σ2
<
N − 2
2
+ min
i=1,2
√
(N − 2)2
4
+ µ1(hi),
and R1, R2 ∈ (0,+∞) such that Eσ1,R1h1,0 ⊂ E
σ2,R2
h2,h1
. Then
(i) the function
(19) u(x) =

ω
−1/2
N , in Eσ1,R1h1,0 ,
R
1/σ1
1 |x|−
1
σ1 ψh11 (x/|x|), in Eσ2,R2h2,h1 \ E
σ1,R1
h1,0
,
R
1/σ1
1 R
1/σ2
2 |x|−(
1
σ1
+ 1σ2
)ψh21 (x/|x|), in RN \ Eσ2,R2h2,h1 ,
belongs to D1,2(RN );
(ii) the distribution
H = −∆u− h1(x/|x|)|x|2 χEσ2,R2h2,h1 \Eσ1,R1h1,0 u−
h2(x/|x|)
|x|2 χRN\Eσ2,R2h2,h1 u
belongs to the dual space
(D1,2(RN ))⋆;
(iii) there exists a positive constant C (depending only on N , σ1, σ2, h1, and h2) such that
H ≥ C χ
RN\Eσ1,R1h1,0
u
|x|2 in
(D1,2(RN ))⋆, i.e.
(D1,2(RN ))⋆〈H, w〉D1,2(RN ) ≥ C
∫
RN\Eσ1,R1h1,0
uw
|x|2
for any w ∈ D1,2(RN ) such that w ≥ 0 a.e. in RN .
Proof. Let us consider the function
u(x) =

ω
−1/2
N , in Eσ1,R1h1,0 ,
ϕ1(x), in Eσ2,R2h2,h1 \ E
σ1,R1
h1,0
,
ϕ2(x), in R
N \ Eσ2,R2h2,h1 ,
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where
ϕ1(x) = R
1/σ1
1 |x|−
1
σ1 ψh11 (x/|x|), and ϕ2(x) = R1/σ11 R1/σ22 |x|−(
1
σ1
+ 1σ2
)
ψh21 (x/|x|).
By definition of the sets Eσ2,R2h2,h1 and E
σ1,R1
h1,0
, it follows that u ∈ D1,2(RN ) ∩ C0(RN ). Moreover
−∆ϕ1 − h1(x/|x|)|x|2 ϕ1 =
[(
N−2
2
)2
+ µ1(h1)−
(
1
σ1
− N−22
)2] ϕ1
|x|2 , in R
N \ {0},
−∆ϕ2 − h2(x/|x|)|x|2 ϕ2 =
[(
N−2
2
)2
+ µ1(h2)−
(
1
σ1
+ 1σ2 − N−22
)2] ϕ2
|x|2 , in R
N \ {0}.
Let us denote as ν1(x) the outward normal derivate to Eσ1,R1h1,0 and as ν2(x) the outward normal
derivate to Eσ2,R2h2,h1 . A direct calculation shows that
∂Eσ1,R1h1,0 = {x ∈ RN : ϕ1(x) = ω
−1/2
N } and ∇ϕ1 ·
x
|x| = −
ϕ1(x)
σ1|x| < 0 on ∂E
σ1,R1
h1,0
,
hence ν1(x) = − ∇ϕ1(x)|∇ϕ1(x)| for all x ∈ ∂E
σ1,R1
h1,0
. In a similar way
∂Eσ2,R2h2,h1 = {x ∈ RN : ϕ1(x) = ϕ2(x)} and ∇(ϕ1 − ϕ2) ·
x
|x| =
ϕ2(x)
σ2|x| > 0 on ∂E
σ2,R2
h2,h1
,
hence ν2(x) =
∇(ϕ1−ϕ2)(x)
|∇(ϕ1−ϕ2)(x)| for all x ∈ ∂E
σ2,R2
h2,h1
. Therefore, for any w ∈ D1,2(RN ), w ≥ 0 a.e.
in RN , there holds
(D1,2(RN ))∗
〈
−∆u− h1(x/|x|)|x|2 χEσ2,R2h2,h1 \Eσ1,R1h1,0 u−
h2(x/|x|)
|x|2 χRN\Eσ2,R2h2,h1 u,w
〉
D1,2(RN )
= −
∫
∂Eσ1,R1
h1,0
(∇ϕ1 · ν1)w dS + ∫
∂Eσ2,R2
h2,h1
(∇(ϕ1 − ϕ2) · ν2)w dS
+
[(
N − 2
2
)2
+ µ1(h1)−
(
1
σ1
− N − 2
2
)2]∫
Eσ2,R2h2,h1 \E
σ1,R1
h1,0
ϕ1 w
|x|2
+
[(
N − 2
2
)2
+ µ1(h2)−
(
1
σ1
+
1
σ2
− N − 2
2
)2] ∫
RN\Eσ2,R2h2,h1
ϕ2 w
|x|2 ≥ C
∫
RN\Eσ1,R1h1,0
uw
|x|2 ,
where C = min
{(
N−2
2
)2
+µ1(h1)−
(
1
σ1
− N−22
)2
,
(
N−2
2
)2
+µ1(h2)−
(
1
σ1
+ 1σ2 − N−22
)2}
> 0. The
proof is complete. 
The Kelvin’s transform yields the counterpart of Lemma 3.4 in the case of singularities located
at finite dipoles, as we prove below.
Lemma 3.5. Let hi ∈ L∞
(
SN−1
)
, µ1(hi) > −
(
N−2
2
)2
, i = 1, 2, σ1, σ2 > 0 satisfying (18), and
r1, r2 ∈ (0,+∞) such that Eσ2,r2h1,h2 ⊂ E
σ1,r1
0,h1
. Then
SCHRO¨DINGER OPERATORS WITH INVERSE-SQUARE ANISOTROPIC POTENTIALS 15
(i) the function
(20) v(x) =

|x|−(N−2)ω−1/2N , in RN \ Eσ1,r10,h1 ,
r
−1/σ1
1 |x|−(N−2)+
1
σ1 ψh11 (x/|x|), in Eσ1,r10,h1 \ E
σ2,r2
h1,h2
,
r
−1/σ1
1 r
−1/σ2
2 |x|−(N−2)+
1
σ1
+ 1σ2 ψh21 (x/|x|), in Eσ2,r2h1,h2 ,
belongs to D1,2(RN );
(ii) the distribution
H = −∆v − h1(x/|x|)|x|2 χEσ1,r10,h1 \Eσ2,r2h1,h2 v −
h2(x/|x|)
|x|2 χEσ2,r2h1,h2 v
belongs to the dual space
(D1,2(RN ))⋆;
(iii) there exists a positive constant C (depending only on N , σ1, σ2, h1, and h2) such that
H ≥ C χEσ1,r10,h1
v
|x|2 in
(D1,2(RN ))⋆, i.e.
(D1,2(RN ))⋆〈H, w〉D1,2(RN ) ≥ C
∫
Eσ1,r10,h1
v w
|x|2
for any w ∈ D1,2(RN ) such that w ≥ 0 a.e. in RN .
Proof. Let us consider the function u defined in (19) with R1 = 1/r1 and R2 = 1/r2. Then the
function v defined in (20) is the Kelvin’s transformed of u, i.e.
u(x) = |x|−(N−2)v(x/|x|2).
Since ∆v(x) = |x|−N−2∆u(x/|x|2), the conclusion follows from Lemma 3.4. 
Lemma 3.6. Let h1, . . . , hk, h∞, H1, . . . , Hk, H∞ ∈ L∞
(
S
N−1) satisfying
0 < max
i=1,...,k,∞
{
ΛN (hi),ΛN (Hi)
}
< 1,
0 < ε <
(
max
i=1,...,k,∞
{
ΛN (hi),ΛN(Hi)
})−1−1, h˜i = (1+ε)hi, H˜i = (1+ε)Hi for all i = 1, . . . , k,∞,
σ1, σ2 > 0 such that
N−2
2 <
1
σ1
< 1σ1 +
1
σ2
< N−22 +mini=1,...,k,∞
{
N−2
2 ,
√
(N−2)2
4 + µ1(h˜i),
√
(N−2)2
4 + µ1(H˜i)
}
,
{a1, a2, . . . , ak} ⊂ RN , ai 6= aj for i 6= j, and R0 > 0 such that
{a1, a2, . . . , ak} ⊂ B
(
0, R0
[
min
θ∈SN−1
√
ωN ψ
h˜∞
1 (θ)
]σ1) ⊂ Eσ1,R0
h˜∞,0
.
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Then there exists δ¯ > 0 such that for all 0 < δ < δ¯, for any R such that Eσ1,R0
h˜∞,0
⊂ Eσ2,R
H˜∞,h˜∞
, and for
any r > 0 such that Eσ2,r
h˜i,H˜i
⊂ Eσ1,δ
0,h˜i
for any i = 1, . . . , k, there holds
µ
(
k∑
i=1
χEσ1,δ
0,h˜i
(ai)\Eσ2,r
h˜i,H˜i
(ai)
(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
k∑
i=1
χEσ2,r
h˜i,H˜i
(ai)(x)
Hi
(
x−ai
|x−ai|
)
|x− ai|2
+ χEσ2,R
H˜∞,h˜∞
\Eσ1,R0
h˜∞,0
h∞
(
x
|x|
)
|x|2 + χRN\Eσ2,RH˜∞,h˜∞ (x)
H∞
(
x
|x|
)
|x|2
)
≥ ε
ε+ 1
.
Proof. By scaling properties of the operator and in view of Lemma 3.1, to prove the statement
it is enough to find ϕ ∈ D1,2(RN ) positive and continuous outside the singularities such that
(21) −∆ϕ(x) −
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) ≥ 0 in
(D1,2(RN ))⋆,
where
V∞(x) = χEσ2,R/δ
H˜∞,h˜∞
\Eσ1,R0/δ
h˜∞,0
h˜∞(x/|x|)
|x|2 + χRN\Eσ2,R/δH˜∞,h˜∞
H˜∞(x/|x|)
|x|2
and
Vi(x) = χEσ1,1
0,h˜i
(ai/δ)\Eσ2,r/δ
h˜i,H˜i
(ai/δ)
h˜i
( x−(ai/δ)
|x−(ai/δ)|
)
|x− aiδ |2
+ χEσ2,r/δ
h˜i,H˜i
(ai/δ)
(x)
H˜i
( x−(ai/δ)
|x−(ai/δ)|
)
|x− aiδ |2
,
and δ > 0 depends neither on R nor on r (but could depend on ε).
Let us consider the function ϕ∞(x) = u(δx), where
u(x) =

ω
−1/2
N , in Eσ1,R0h˜∞,0 ,
R
1/σ1
0 |x|−
1
σ1 ψh˜∞1 (x/|x|), in Eσ2,RH˜∞,h˜∞ \ E
σ1,R0
h˜∞,0
,
R
1/σ1
0 R
1/σ2 |x|−( 1σ1+ 1σ2 )ψH˜∞1 (x/|x|), in RN \ Eσ2,RH˜∞,h˜∞ .
From Lemma 3.4, we have that, for some positive constant C (depending on N , σ1, σ2, h∞, H∞,
ε, but independent of R and δ),
−∆ϕ∞(x) − V∞(x)ϕ∞(x) ≥ C χ
RN\Eσ1,R0/δ
h˜∞,0
ϕ∞(x)
|x|2 in
(D1,2(RN ))⋆.
Let us also consider the functions ϕi(x) = ui
(
x− aiδ
)
, i = 1, . . . , k, where
ui(x) =

|x|−(N−2)ω−1/2N , in RN \ Eσ1,10,h˜i ,
|x|−(N−2)+ 1σ1 ψh˜i1 (x/|x|), in Eσ1,10,h˜i \ E
σ2,r/δ
h˜i,H˜i
,(
r
δ
)−1/σ2 |x|−(N−2)+ 1σ1+ 1σ2 ψH˜i1 (x/|x|), in Eσ2,r/δh˜i,H˜i .
From Lemma 3.5, we have that, for some positive constant C¯ (depending on N , σ1, σ2, hi, Hi,
and ε, but independent of δ and r) and for all i = 1, . . . , k,
−∆ϕi − Vi ϕi ≥ C¯ χEσ1,1
0,h˜i
(ai/δ)
ϕi∣∣x− aiδ ∣∣2 in
(D1,2(RN ))⋆.
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We notice that, if Eσ2,r
h˜i,H˜i
⊂ Eσ1,δ
0,h˜i
, then rδ ≤ minSN−1
(
ψ01
)σ1(
ψH˜i1
)σ2(
ψh˜i1
)−σ2−σ1
. Hence, by
definition of ϕi, there exists some constant C0 > 0 (depending on N , σ1, σ2, hi, Hi, and ε, but
independent of δ and r) such that, for all i = 1, . . . , k,
ϕi(x) ≥ 1
C0
∣∣∣x− ai
δ
∣∣∣−(N−2)+ 1σ1+ 1σ2 , for all x ∈ Eσ1,1
0,h˜i
(ai/δ).(22)
Moreover, by the definition of ϕ∞,
(23) ϕ∞(x) ≥ 1
C1
|δx|−( 1σ1+ 1σ2 ), for all x ∈ RN \ Eσ1,R0/δ
h˜∞,0
,
where C1 > 0 depends on N , σ1, σ2, h∞, H∞, ε, and R0, but is independent of R and δ. Let
ϕ =
∑k
i=1 ϕi + ηϕ∞ for some η such that
0 < η < min
i=1,...,k
{
C¯
√
ωN
2C0max
{‖h˜i‖L∞(SN−1), ‖H˜i‖L∞(SN−1)}
[
max
θ∈SN−1
ω
−1/2
N
ψh˜i1 (θ)
]1+σ1σ2−σ1(N−2)}
.
Then we have
−∆ϕ(x)−
k∑
i=1
Vi(x)ϕ(x) − V∞(x)ϕ(x) ≥ f(x)
in
(D1,2(RN ))⋆, where
f(x) =C¯
k∑
i=1
χEσ1,1
0,h˜i
(ai/δ)
ϕi∣∣x− aiδ ∣∣2 + C η χRN\Eσ1,R0/δh˜∞,0
ϕ∞(x)
|x|2 −
k∑
i,j=1
i6=j
Vi(x)ϕj(x)
− η
k∑
i=1
Vi(x)ϕ∞(x)− V∞(x)
k∑
i=1
ϕi(x).
In particular a.e. in the set Eσ1,R0/δ
h˜∞,0
\⋃ki=1 Eσ1,10,h˜i (ai/δ), we have that f(x) ≡ 0. Let us consider
Eσ1,1
0,h˜i
(ai/δ). Since, for δ small,
Eσ1,1
0,h˜i
(ai/δ) ⊂ Eσ1,R0/δh˜∞,0 and E
σ1,1
0,h˜i
(ai/δ) ⊂ RN \ Eσ1,10,h˜j (aj/δ) for j 6= i,
from (22) it follows that, in Eσ1,1
0,h˜i
(ai/δ),
f(x) ≥ C¯ χEσ1,1
0,h˜i
(ai/δ)
ϕi∣∣x− aiδ ∣∣2 − Vi(x)
( k∑
i,j=1
i6=j
ϕj(x) + η ϕ∞(x)
)
≥
∣∣∣x− ai
δ
∣∣∣−2[ C¯
C0
∣∣∣x− ai
δ
∣∣∣−(N−2)+ 1σ1+ 1σ2
− ω−1/2N max
{
‖h˜i‖L∞(SN−1), ‖H˜i‖L∞(SN−1)
}( k∑
j=1
j 6=i
∣∣∣x− aj
δ
∣∣∣−(N−2) + η)].
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It is easy to see that, for δ small, in Eσ1,1
0,h˜i
(ai/δ)∣∣∣x− ai
δ
∣∣∣−(N−2)+ 1σ1+ 1σ2 ≥ [ max
θ∈SN−1
ω
−1/2
N
ψh˜i1 (θ)
]1+ σ1σ2−σ1(N−2)
and
∣∣∣x− aj
δ
∣∣∣−(N−2) ≤ ( 2|ai − aj |
)N−2
δN−2 <
η
k − 1 ,
and hence the choice of η ensures that f ≥ 0 a.e. in Eσ1,1
0,h˜i
(ai/δ), provided δ is sufficiently small.
Let us finally consider RN \ Eσ1,R0/δ
h˜∞,0
. From (23), we deduce that in RN \ Eσ1,R0/δ
h˜∞,0
f(x) ≥ 1|x|2
[
C η
C1
∣∣δx∣∣−( 1σ1+ 1σ2 ) − ω−1/2N max{‖h˜∞‖L∞(SN−1), ‖H˜∞‖L∞(SN−1)} k∑
i=1
∣∣∣x− ai
δ
∣∣∣−(N−2)].
It is easy to see that, in RN \ Eσ1,R0/δ
h˜∞,0
,
∣∣x − aiδ ∣∣ ≥ (1 − αβR0 )|x| where α = maxj{|aj |} and
β =
[
minθ∈SN−1
√
ωN ψ
h˜∞
1 (θ)
]σ1
, hence
f(x) ≥ |x|−2− 1σ1− 1σ2
[
C
C1
η δ−(
1
σ1
+ 1σ2
)
− ω−1/2N max{‖h˜∞‖L∞(SN−1), ‖H˜∞‖L∞(SN−1)}k
(
1− α
βR0
)−(N−2)
(R0β)
−(N−2)+ 1σ1+
1
σ2
]
> 0
a.e. in RN \ Eσ1,R0/δ
h˜,0
, provided δ is sufficiently small (notice that the choice of δ is independent
of R and r). The proof is thereby complete. 
Lemma 3.7. Let a1, a2, . . . , ak ∈ RN , ai 6= aj for i 6= j, and hi ∈ L∞
(
SN−1
)
, i = 1, . . . , k,∞,
with µ1(hi) > −(N − 2)2/4, for i = 1, . . . , k,∞, and maxi=1,...,k,∞ ΛN (hi) > 0. Then for every
0 < α < 1−maxi=1,...,k,∞ ΛN (hi) there exist U1, . . . ,Uk,U∞ ⊂ RN such that Ui is a neighborhood
of ai for every i = 1, . . . , k, U∞ is a neighborhood of ∞, and
µ
( k∑
i=1
χUi(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χU∞(x)
h∞
(
x
|x|
)
|x|2
)
≥ 1− max
i=1,...,k,∞
ΛN(hi)− α > 0.
Proof. For any 0 < α < 1 −maxi=1,...,k,∞ ΛN(hi), the statement follows from Lemma 3.6 with
ε =
(
α+maxi=1,...,k,∞ ΛN(hi)
)−1 − 1 and Hi = hi, i = 1, . . . , k,∞. 
Proof of Lemma 1.3. It follows from Lemmas 3.3 and 3.7. 
Proof of Theorem 1.4. It follows from Lemmas 1.3 and Proposition 1.2. 
Lemma 1.3 can be extended to infinitely many dipole-type singularities distributed on reticular
structures.
Lemma 3.8. [ Shattering of reticular singularities ] Let {hn}n∈N ⊂ L∞
(
SN−1
)
such that
(24) sup
n∈N
‖hn‖L∞(SN−1) < +∞ and 0 < sup
n∈N
ΛN (hn) < 1,
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and {an}n ⊂ RN satisfy
(25)
∞∑
n=1
|an|−(N−2) < +∞,
∞∑
m=1
m 6=n
|am − an|−(N−2) is bounded uniformly in n,
and |an − am| ≥ 1 for all n 6= m. Then there exist ε > 0, σ > 0, and δ¯ > 0, such that, for all
0 < δ < δ¯,
inf
u∈D1,2(RN )
u6≡0
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx
> 0
where
V (x) =
∞∑
n=1
hn
(
x−an
|x−an|
)
|x− an|2
χEσ,δ
0,(1+ε)hn
(an)
.
Proof. Taking into account the characterization of ΛN (h) given in [12, Lemma 2.4], a direct
calculation yields that, for any h ∈ L∞(SN−1),
ΛN (h) ≥ − 4
(N − 2)2µ1(h).(26)
Letting 0 < ε <
(
supn∈N ΛN (hn)
)−1 − 1 and h˜n := (1 + ε)hn, from (26), it follows that
inf
n∈N
µ1(h˜n) > −
(
N − 2
2
)2
,
hence there exists σ > 0 such that
(27)
N − 2
2
<
1
σ
<
N − 2
2
+ min
N − 22 ,
√
(N − 2)2
4
+ inf
n∈N
µ1(h˜n)
.
Moreover, classical elliptic regularity theory and bootstrap methods (see also [12, Lemma 2.3])
yield that ψh˜n1 is bounded in C
0,α
(
SN−1
)
uniformly with respect to n, thus implying that the
sequence {ψh˜n1 }n∈N is equi-continuous and, by Ascoli-Arzela`’s Theorem, compact in C0
(
SN−1
)
.
We deduce that, for positive constant C > 0 independent on n,
(28)
1
C
≤ ψh˜n1 (θ) ≤ C for all θ ∈ SN−1.
Let
ψn(x) =
|x|
−(N−2)+ 1σ ψh˜n1 (x/|x|), in Eσ,10,h˜n ,
|x|−(N−2)ω−1/2N , in RN \ Eσ,10,h˜n .
Arguing as in Lemma 3.5, one can easily verify that ψn ∈ D1,2(RN ) and
−∆ψn − h˜n(x/|x|)|x|2 χEσ,10,h˜n ψn ≥ C¯
ψn
|x|2 χEσ,10,h˜n in
(D1,2(RN ))⋆,
for some C¯ > 0 depending on N , infn∈N µ1(h˜n), and σ.
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Let ϕ(x) =
∑∞
n=1 ψn
(
x− anδ
)
. Due to estimate (28), for any open set Ω ⊂ RN such Ω is compact,
we have that there exists n¯ such that
∣∣ψn(x− anδ )∣∣ = ω−1/2N ∣∣x− anδ ∣∣−(N−2) ≤ const ∣∣anδ ∣∣−(N−2) and∣∣∇ψn(x− anδ )∣∣ = ω−1/2N (N − 2)∣∣x− anδ ∣∣−(N−1) ≤ const ∣∣anδ ∣∣−(N−1) for all n ≥ n¯ and x ∈ Ω. Then
ϕ
∣∣
Ω
(x) =
n¯−1∑
n=1
ψn
(
x− an
δ
)
+
∞∑
n=n¯
ψn
(
x− an
δ
)
∈ H1(Ω) + L∞(Ω)
and ∇(ϕ∣∣
Ω
) ∈ L2(Ω). In particular ϕ ∈ L2∗loc(RN ), ϕ ∈ H1loc(RN ), and
∑∞
n=1 ψn
(
x− anδ
)
converges
to ϕ in H10 (Ω) for every Ω ⋐ R
N . Moreover
−∆ϕ(x) −
∞∑
n=1
h˜n
( x−anδ
|x−anδ |
)
|x− anδ |2
χEσ,1
0,h˜n
(an/δ)
ϕ(x) ≥ f(x) in (H10 (Ω))⋆ for all Ω ⋐ RN ,
where
f(x) = C¯
∞∑
n=1
ψn
(
x− anδ
)∣∣x− anδ ∣∣2 χEσ,10,h˜n (an/δ)(x)−
∞∑
n,m=1
m 6=n
h˜n
(x−(an/δ)
|x−an/δ|
)
|x− anδ |2
χEσ,1
0,h˜n
(an/δ)
ψm
(
x− am
δ
)
.
A.e. in the set RN \ ⋃∞n=1 Eσ,10,h˜n(an/δ), we have that f(x) = 0. From the definition of ψn and
estimate (28), it follows that in each Eσ,1
0,h˜n
(an/δ)
f(x) ≥ C1
∣∣∣x− an
δ
∣∣∣−2(C2∣∣∣x− an
δ
∣∣∣−(N−2)+1/σ − ∑
m 6=n
∣∣∣x− am
δ
∣∣∣−(N−2)),
for some constants C1, C2 independent of n. Since, for small δ,
∣∣x− amδ ∣∣ ≥ |am−an|δ −const ≥ |am−an|2δ
provided δ small enough, we deduce that∑
m 6=n
∣∣∣x− am
δ
∣∣∣−(N−2) ≤ (2δ)N−2 ∑
m 6=n
|am − an|−(N−2) ≤ const δN−2.
Hence, we can choose δ small enough independently of n such that f(x) ≥ 0 a.e. in Eσ,1
0,h˜n
(an/δ).
Hence we have constructed a supersolution ϕ ∈ L1loc(RN ), ϕ > 0 in RN \ {an/δ}n∈N and ϕ
continuous in RN \ {an/δ}n∈N, such that
−∆ϕ−
∞∑
n=1
hn
( x−anδ
|x−anδ |
)
|x− anδ |2
χEσ,1
0,h˜n
(an/δ)
ϕ ≥ ε
∞∑
n=1
hn
( x− anδ
|x−anδ |
)
|x− anδ |2
χEσ,1
0,h˜n
(an/δ)
ϕ in
(
H10 (Ω))
⋆,
for all Ω ⋐ RN . Therefore, arguing as in Lemma 3.1 and taking into account the scaling properties
of the operator, we obtain
µ˜(V ) := inf
u∈C∞c (RN\{an}n∈N)
u6≡0
∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx
> 0,
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i.e.
(29)
∫
RN
V (x)u2(x) dx ≤ (1− µ˜(V ))
∫
RN
|∇u(x)|2 dx
for all u ∈ C∞c
(
RN \ {an}n∈N
)
. By density of C∞c
(
RN \ {an}n∈N
)
in D1,2(RN ) and the Fatou
Lemma, we can easily prove that (29) holds for all u ∈ D1,2(RN ).

Remark 3.9. Taking into account the characterization of ΛN (h) given in [12, Lemma2.4], we can
easily prove that, for any h ∈ L∞(SN−1),
µ1(h) ≤ −
(
N − 2
2
)2
+
[
(ΛN (h))
−1 − 1] ‖h+‖L∞(SN−1),
which, together with (26), implies that, for {hn}n∈N bounded in L∞(SN−1),
sup
n∈N
ΛN (hn) < 1 if and only if inf
n∈N
µ1(hn) > −
(
N − 2
2
)2
.
4. Spectral stability under perturbation at singularities
In this section we discuss the stability of positivity with respect to perturbations of the potentials
with a singularity sitting at dipolar-shaped neighborhoods either of a dipole or of infinity.
In order to analyze the stability of the sign of µ(V ) under perturbations at singularities, it is
useful to investigate its attainability. Due to inverse square homogeneity, it is easy to verify that
µ
(h(x/|x|)
|x|2
)
= 1−ΛN(h) is not attained if h ∈ L∞
(
SN−1
)
is positive somewhere, i.e. if ΛN (h) > 0.
If h ≤ 0 a.e. in RN , then µ(h(x/|x|)|x|2 ) = 1 could be achieved, as it happens for example if h vanishes
in a nonempty open set.
The best constant in the Hardy-type inequality associated to a multisingular potential V ∈ V
is attained if µ(V ) stays strictly below the bound provided in Lemma 3.2.
Proposition 4.1. Let V ∈ V be as in (16). If
(30) µ(V ) < 1−max{0,ΛN(h1), . . . ,ΛN (hk),ΛN (h∞)}
then µ(V ) is attained.
Proof. Let us assume that (30) holds. Hence there exists α > 0 such that µ(V ) = 1 − Λ¯ − α
where Λ¯ = max
{
0,ΛN(h1), . . . ,ΛN(hk),ΛN (h∞)
}
. From Lemmas 3.3 and 3.7, there exist V˜ ∈ V
and W˜ ∈ LN/2(RN ) ∩ L∞(RN ) such that V = V˜ + W˜ and
(31) µ(V˜ ) ≥ 1− Λ¯− α
2
.
Let un ∈ D1,2(RN ) a minimizing sequence for µ(V ), namely∫
RN
|∇un(x)|2 dx = 1 and
∫
RN
(|∇un(x)|2 − V (x)u2n(x)) dx = µ(V ) + o(1) as n→∞.
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Being {un}n bounded in D1,2(RN ), we can assume that, up to a subsequence still denoted as un,
un converges to some u a.e. and weakly in D1,2(RN ). Since
1− Λ¯− α
2
≤ µ(V˜ ) ≤
∫
RN
(|∇un(x)|2 − V (x)u2n(x)) dx+ ∫
RN
W˜ (x)u2n(x) dx
= µ(V ) +
∫
RN
W˜ (x)u2(x) dx + o(1) = 1− Λ¯− α+
∫
RN
W˜ (x)u2(x) dx
as n → ∞, we obtain that ∫
RN
W˜ (x)u2(x) dx ≥ α2 > 0, thus implying u 6≡ 0. From weak
convergence of un to u, we deduce that∫
RN
(|∇u(x)|2 − V (x)u2(x)) dx∫
RN
|∇u(x)|2 dx
=
[ ∫
RN
(|∇un(x)|2 − V (x)u2n(x)) dx] − [ ∫RN (|∇(un − u)(x)|2 − V (x)(un − u)2(x)) dx] + o(1)∫
RN
|∇un(x)|2 dx−
∫
RN
|∇(un − u)(x)|2 dx+ o(1)
≤ µ(V ) 1−
∫
RN
|∇(un − u)(x)|2 dx+ o(1)
1− ∫
RN
|∇(un − u)(x)|2 dx+ o(1) = µ(V )
[
1 +
o(1)∫
RN
|∇u(x)|2 dx+ o(1)
]
as n→∞.
Letting n→∞, we obtain that u attains the infimum defining µ(V ). 
Let us now study the stability of the sign of µ(V ) under perturbations at infinity.
Theorem 4.2. For i = 1, . . . , k, let ri, R ∈ R+, ai ∈ RN , ai 6= aj for i 6= j, hi, h∞ ∈ L∞
(
SN−1
)
with µ1(hi) > −(N − 2)2/4, µ1(h∞) > −(N − 2)2/4, and
V (x) =
k∑
i=1
χB(ai,ri)(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χ
RN\B(0,R)(x)
h∞
(
x
|x|
)
|x|2 +W (x) ∈ V
where W ∈ LN/2(RN ) ∩ L∞(RN ). Assume that µ(V ) > 0 and let h ∈ L∞(SN−1) such that
µ1(h+ h∞) > −(N − 2)2/4, ε > 0 such that, setting H := h+ h∞,
ε <
{
1
maxi=1,...,k,∞{ΛN (hi),ΛN (H)} − 1, if maxi=1,...,k,∞
{
ΛN (hi),ΛN(H)
}
> 0,
+∞ if maxi=1,...,k,∞
{
ΛN (hi),ΛN(H)
}
= 0,
and σ > 0 such that 0 < 1σ < mini=1,...,k,∞
{√
(N − 2)2/4 + µ1(h˜i),
√
(N − 2)2/4 + µ1(H˜)
}
,
where h˜i := (1 + ε)hi and H˜ := (1 + ε)H. Then there exists R¯ such that
µ
(
V +
h(x/|x|)
|x|2 χRN\Eσ,R˜H˜,h˜∞
)
> 0,
for all R˜ > R¯, where Eσ,R˜
H˜,h˜∞
is defined in (17).
Proof. Let σ1 > 0 such that
N − 2
2
<
1
σ1
<
1
σ1
+
1
σ
<
N − 2
2
+ min
i=1,...,k,∞
{√
(N − 2)2
4
+ µ1(h˜i),
√
(N − 2)2
4
+ µ1(H˜)
}
.
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Assume, by contradiction, that there exists a sequence Rn → +∞ such that, setting
Vn = V +
h(x/|x|)
|x|2 χRN\Eσ,RnH˜,h˜∞ ,
there holds µ(Vn) ≤ 0. By Lemmas 3.3 and 3.6, Vn = V˜n + W˜ , where µ(V˜n) ≥ εε+1 > 0 and
W˜ (x) =
k∑
i=1
χ
B(ai,ri)\Eσ1,δ
0,h˜i
(ai)
(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χEσ1,R0
h˜∞,0
\B(0,R)(x)
h∞
(
x
|x|
)
|x|2 +W (x)
for some δ > 0 and R0 > 0 independent of n. By Proposition 4.1, µ(Vn) is attained by some
ϕn ∈ D1,2(RN ) such that∫
RN
|∇ϕn(x)|2 dx = 1,
∫
RN
|∇ϕn(x)|2 dx−
∫
RN
Vn(x)ϕ
2
n(x) dx = µ(Vn),
and
(32) −∆ϕn − Vnϕn = −µ(Vn)∆ϕn in RN .
Up to a subsequence, ϕn ⇀ ϕ weakly in D1,2(RN ) for some ϕ ∈ D1,2(RN ), and hence
ε
ε+ 1
≤ µ(V˜n) ≤
∫
RN
|∇ϕn(x)|2 dx−
∫
RN
Vn(x)ϕ
2
n(x) dx +
∫
RN
W˜ (x)ϕ2n(x) dx
= µ(Vn) +
∫
RN
W˜ (x)ϕ2n(x) dx ≤
∫
RN
W˜ (x)ϕ2(x) dx + o(1) as n→ +∞.
Therefore
∫
RN
W˜ (x)ϕ2(x) dx > 0 and we conclude that ϕ 6≡ 0. We claim that
(33) lim
j→∞
∫
RN
Vn(x)ϕn(x)ϕ(x) dx =
∫
RN
V (x)ϕ2(x) dx.
Indeed for any η > 0, by density there exists ψ ∈ C∞c (RN ) such that ‖ϕ− ψ‖D1,2(RN ) < η. Since
ψ has compact support, from Hardy’s inequality we have that, for large n,∣∣∣∣ ∫
RN
Vn(x)ϕn(x)ϕ(x) dx −
∫
RN
V (x)ϕ2(x) dx
∣∣∣∣
≤
∣∣∣∣ ∫
RN
(Vn(x)− V (x))ϕn(x)(ϕ(x) − ψ(x)) dx
∣∣∣∣ + ∣∣∣∣ ∫
RN
V (x)(ϕn(x)− ϕ(x))ϕ(x) dx
∣∣∣∣
≤ const η +
∣∣∣∣ ∫
RN
V (x)(ϕn(x) − ϕ(x))ϕ(x) dx
∣∣∣∣ = const η + o(1) as n→∞.
(33) is thereby proved. From (33), multiplying (32) by ϕ and passing to limit as n→∞, we obtain
µ(V )
∫
RN
|∇ϕ(x)|2 dx ≤
∫
RN
(|∇ϕ(x)|2 − V (x)ϕ2(x)) dx ≤ 0,
a contradiction. 
The following theorem is the counterpart of Theorem 4.2 as far as the possibility of perturbing
singularities at dipoles is concerned.
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Theorem 4.3. For i = 1, . . . , k, let ri, R ∈ R+, ai ∈ RN , ai 6= aj for i 6= j, hi, h∞ ∈ L∞
(
SN−1
)
with µ1(hi) > −(N − 2)2/4, µ1(h∞) > −(N − 2)2/4, and
V (x) =
k∑
i=1
χB(ai,ri)(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χ
RN\B(0,R)(x)
h∞
(
x
|x|
)
|x|2 +W (x) ∈ V
where W ∈ LN/2(RN ) ∩ L∞(RN ). Assume that µ(V ) > 0 and let h ∈ L∞(SN−1) such that, for
some i0 ∈ {1, . . . , k}, µ1(h+ hi0) > −(N − 2)2/4, ε > 0 such that, setting H := h+ hi0 ,
ε <
{
1
maxi=1,...,k,∞{ΛN (hi),ΛN (H)} − 1, if maxi=1,...,k,∞
{
ΛN (hi),ΛN(H)
}
> 0,
+∞ if maxi=1,...,k,∞
{
ΛN (hi),ΛN(H)
}
= 0,
and σ > 0 such that 0 < 1σ < mini=1,...,k,∞
{√
(N − 2)2/4 + µ1(h˜i),
√
(N − 2)2/4 + µ1(H˜)
}
,
where h˜i := (1 + ε)hi and H˜ := (1 + ε)H. Then, for every i ∈ {1, . . . , k}, there exists r¯ such that
µ
(
V +
h
( x−ai0
|x−ai0 |
)
|x− ai0 |2
χEσ,r
h˜i0
,H˜
(ai0 )
)
> 0,
for all 0 < r < r¯.
Proof. Let σ1 > 0 such that
N − 2
2
<
1
σ1
<
1
σ1
+
1
σ
<
N − 2
2
+ min
i=1,...,k,∞
{√
(N − 2)2
4
+ µ1(h˜i),
√
(N − 2)2
4
+ µ1(H˜)
}
.
Assume, by contradiction, that there exists a sequence rn → 0+ such that, setting
Vn = V +
h
( x−ai0
|x−ai0 |
)
|x− ai0 |2
χEσ,rn
h˜i0
,H˜
(ai0)
,
there holds µ(Vn) ≤ 0. By Lemmas 3.3 and 3.6, Vn = V˜n + W˜ , where µ(V˜n) ≥ εε+1 > 0 and
W˜ (x) =
k∑
i=1
χ
B(ai,ri)\Eσ1,δ
0,h˜i
(ai)
(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χEσ1,R0
h˜∞,0
\B(0,R)(x)
h∞
(
x
|x|
)
|x|2 +W (x)
for some δ > 0 and R0 > 0 independent of n. By Proposition 4.1, µ(Vn) is attained by some
ϕn ∈ D1,2(RN ) such that
∫
RN
|∇ϕn(x)|2 dx = 1,
∫
RN
|∇ϕn(x)|2 dx −
∫
RN
Vn(x)ϕ
2
n(x) dx = µ(Vn),
and (32) is satisfied. Up to a subsequence, ϕn ⇀ ϕ weakly in D1,2(RN ) for some ϕ ∈ D1,2(RN ),
and hence
ε
ε+ 1
≤ µ(Vn) +
∫
RN
W˜ (x)ϕ2n(x) dx ≤
∫
RN
W˜ (x)ϕ2(x) dx + o(1) as n→ +∞.
Therefore
∫
RN
W˜ (x)ϕ2(x) dx > 0 and we conclude that ϕ 6≡ 0. We claim that
(34) lim
j→∞
∫
RN
Vn(x)ϕn(x)ϕ(x) dx =
∫
RN
V (x)ϕ2(x) dx.
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Indeed for any η > 0, by density there exists ψ ∈ C∞c (RN \ {ai0}) such that ‖ϕ− ψ‖D1,2(RN ) < η.
Since the support of ψ is detouched from ai0 , from Hardy’s inequality we have that, for large n,∣∣∣∣ ∫
RN
Vn(x)ϕn(x)ϕ(x) dx −
∫
RN
V (x)ϕ2(x) dx
∣∣∣∣
≤
∣∣∣∣ ∫
RN
(Vn(x)− V (x))ϕn(x)(ϕ(x) − ψ(x)) dx
∣∣∣∣ + ∣∣∣∣ ∫
RN
V (x)(ϕn(x)− ϕ(x))ϕ(x) dx
∣∣∣∣
≤ const η +
∣∣∣∣ ∫
RN
V (x)(ϕn(x) − ϕ(x))ϕ(x) dx
∣∣∣∣ = const η + o(1) as n→∞.
(34) is thereby proved. From (34), multiplying (32) by ϕ and passing to limit as n→∞, we obtain
µ(V )
∫
RN
|∇ϕ(x)|2 dx ≤
∫
RN
(|∇ϕ(x)|2 − V (x)ϕ2(x)) dx ≤ 0,
a contradiction. 
5. Localization of binding
This section deals with the localization of binding of Schro¨dinger operators with potentials in
the class V . The theory of localization of binding was first developed by Simon [29] who proved
that if V1 and V2 are compactly supported potentials such that the corresponding Schro¨dinger
operators are positive, then also the operator −∆− V1 − V2(· − y) is positive definite provided |y|
is sufficiently large. Pinchover [24] extended the above result to the case of potentials belonging
to the Kato class.
We notice that both Simon and Pinchover consider potentials which are lower order perturba-
tions of the Laplacian, thus excluding the case of potentials with inverse square type singularities.
Such a case presents an additional difficulty due to the interaction of singularities at infinity. In
[11], the following localization of binding result was proved for locally isotropic inverse square
potentials under some additional assumptions to control the singularity at infinity:
Theorem 5.1. [11, Theorem 1.5] For j = 1, 2, let
Vj =
kj∑
i=1
χ
B(aji ,r
j
i )
(x)
hji
( x−aji
|x−aji |
)
|x− aji |2
+ χRN\B(0,Rj)(x)
hj∞
(
x
|x|
)
|x|2 +Wj(x) ∈ V .
Assume that µ(Vj) > 0, the functions h
j
i are constant for all j = 1, 2, i = 1, . . . , kj, and that (8)
is satisfied. Then, there exists R > 0 such that, for every y ∈ RN with |y| ≥ R, the quadratic form
associated to the operator −∆− (V1 + V2(· − y)) is positive definite.
For general anisotropic inverse-square potentials, condition (8) is necessary to have a localization
of binding type result, as the following proposition states.
Proposition 5.2. For j = 1, 2, let
Vj =
kj∑
i=1
χ
B(aji ,r
j
i )
(x)
hji
( x−aji
|x−aji |
)
|x− aji |2
+ χRN\B(0,Rj)(x)
hj∞
(
x
|x|
)
|x|2 +Wj(x) ∈ V .
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If there exists y ∈ RN such that µ(V1 + V2(· − y)) > 0, then
µ1(h
1
∞ + h
2
∞) > −
(
N − 2
2
)2
.
Proof. Assume that, for some y ∈ RN , for some ε > 0, and for any u ∈ D1,2(RN ),∫
RN
(|∇u(x)|2 − V1(x)u2(x)− V2(x− y)u2(x)) dx ≥ ε ∫
RN
|∇u(x)|2 dx.(35)
Arguing by contradiction, suppose that µ1(h
1
∞ + h
2
∞) ≤ −(N − 2)2/4, or, equivalently, that
ΛN (h
1∞ + h2∞) ≥ 1. Let 0 < δ < εΛN (h1∞ + h2∞)−1. By (4) and density of C∞c (RN \ {0}) in
D1,2(RN ), there exists φ ∈ C∞c (RN \ {0}) such that∫
RN
|∇φ(x)|2dx−
∫
RN
(h1∞ + h2∞)
(
x
|x|
)
|x|2 φ
2(x) dx < δ
∫
RN
(h1∞ + h2∞)
(
x
|x|
)
|x|2 φ
2(x) dx.
Let φµ(x) = µ
−(N−2)/2φ(x/µ). A direct calculation (similar to that performed in the proof of
Proposition 1.2) yields∫
RN
|∇φµ(x)|2dx−
∫
RN
V1(x)φ
2
µ(x) dx −
∫
RN
V2(x− y)φ2µ(x) dx
=
∫
RN
|∇φ(x)|2dx−
∫
RN
h1∞
(
x
|x|
)
|x|2 φ
2(x) dx −
∫
RN\B
(
y
µ ,
R2
µ
) h2∞( x−(y/µ)|x−(y/µ)|)|x− (y/µ)|2 φ2(x) dx + o(1),
as µ→∞. From continuity of ϕ and the Dominated Convergence Theorem, we deduce that∫
RN\B
(
y
µ ,
R2
µ
)h2∞( x−(y/µ)|x−(y/µ)|)|x− (y/µ)|2 φ2(x) dx =
∫
RN\B
(
0,
R2
µ
) h2∞( x|x|)|x|2 φ2(x+ yµ) dx
=
∫
RN
h2∞
(
x
|x|
)
|x|2 φ
2(x) dx + o(1), as µ→∞,
hence ∫
RN
|∇φµ(x)|2dx−
∫
RN
V1(x)φ
2
µ(x) dx −
∫
RN
V2(x− y)φ2µ(x) dx
=
∫
RN
|∇φ(x)|2dx−
∫
RN
(h1∞ + h
2
∞)
(
x
|x|
)
|x|2 φ
2(x) dx + o(1),
as µ→∞. Letting µ→∞ we obtain that
ε
∫
RN
|∇φ(x)|2dx ≤
∫
RN
|∇φ(x)|2dx−
∫
RN
(h1∞ + h
2
∞)
(
x
|x|
)
|x|2 φ
2(x) dx
< δΛN (h
1
∞ + h
2
∞)
∫
RN
|∇φ(x)|2dx < ε
∫
RN
|∇φ(x)|2dx,
thus giving a contradiction. 
On the other hand, the control at infinity required in (8) is no sufficient to obtain a localization
of binding result for potentials which are anisotropic at infinity, as enlightened by Example 1.5
stated in the introduction:
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Example 1.5. For N ≥ 4, there exist V1, V2 ∈ V such that µ(V1), µ(V2) > 0, (8) holds, and
for every R > 0 there exists yR ∈ RN such that |yR| > R and the quadratic form associated to the
operator −∆− (V1 + V2(· − yR)) is not positive semidefinite, i.e. µ(V1 + V2(· − yR)) < 0.
Proof. For N ≥ 4, let y¯ = (0, . . . , 0, 1) ∈ RN and 12
(
N−3
2
)2
< λ <
(
N−3
2
)2
. From [28], scaling
invariance, translation invariance in the y¯-direction, and density of C∞c
(
(RN−1 \ {0}) × R) in
D1,2(RN ), it follows that, for any 0 < ε < 2λ − (N−32 )2, there exists ψ ∈ C∞c ((RN−1 \ {0})× R)
such that
suppψ ⊂ Q :=
{
x ∈ RN : x|x| · y¯ >
√
3
2
and
x− y¯
|x− y¯| · y¯ < −
√
3
2
}
and (
N − 3
2
)2
<
∫
RN
|∇ψ(x)|2 dx∫
RN
ψ2(x)
|x′|2 dx
<
(
N − 3
2
)2
+ ε,
where a generic point x ∈ RN is denoted, from now on, as x = (x′, xN ) ∈ RN−1 × R. Since
ψ ∈ C∞c
(
RN \ {x′ = 0}),
δ = min
{√
1− ( x|x| · y¯)2,√1− ( x−y¯|x−y¯| · y¯)2 : x ∈ suppψ} > 0.
Hence
suppψ ⊂ Q′ :=
{
x ∈ RN :
√
3
2
<
x
|x| · y¯ <
√
1− δ2 and −
√
1− δ2 < x− y¯|x− y¯| · y¯ < −
√
3
2
}
Let
V1(x) =
λχC+(x)
|x|2
(
1− ( x|x| · y¯)2
) = λχC+(x)|x′|2 and V2(x) = λχC−(x)|x|2(1− ( x|x| · y¯)2) =
λχC−(x)
|x′|2 ,
where
C+ =
{
x ∈ RN :
√
3
2
<
x
|x| · y¯ <
√
1− δ2
}
and
C− =
{
x ∈ RN : −
√
1− δ2 < x|x| · y¯ < −
√
3
2
}
= −C+.
We notice that C+ ∩ (y¯ + C−) = Q′. Moreover, we can write V1, V2 as
V1(x) =
h1(
x
|x|)
|x|2 with h1(θ) =
λχ{θ∈SN−1:√3/2<θ·y¯<√1−δ2}(θ)(
1− (θ · y¯)2
) ,
V2(x) =
h2(
x
|x|)
|x|2 with h2(θ) =
λχ{θ∈SN−1:−√1−δ2<θ·y¯<−√3/2}(θ)(
1− (θ · y¯)2
) .
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Being λ <
(
N−3
2
)2
, from [3, 28] it follows easily that µ(V1), µ(V2) > 0. Moreover, C
+ ∩ C− = ∅
and
V1(x) + V2(x) =
h1(
x
|x|) + h2(
x
|x|)
|x|2 =
λ
(
χC+(x) + χC−(x)
)
|x′|2 =
λχC+∪C−(x)
|x′|2 ≤
λ
|x′|2 ,
hence, from λ <
(
N−3
2
)2
and [3, 28], it follows that µ(V1+V2) > 0, and thus µ1(h1+h2) > −
(
N−2
2
)2
.
For any µ > 0, let ψµ(x) := µ
−N−22 ψ(x/µ). Since
V1(x) + V2(x− y¯) =
λ
(
χ
C+(x) + χy¯+C−(x)
)
|x′|2 ,
a direct calculation yields, for all µ > 0,∫
RN
(
V1(x) + V2(x − µ y¯)
)
ψ2µ(x) dx∫
RN
|∇ψµ(x)|2 dx =
∫
RN
(
V1(x) + V2(x− y¯)
)
ψ2(x) dx∫
RN
|∇ψ(x)|2 dx
≥ 2λ
∫
Q′
ψ2(x)
|x′|2 dx∫
RN
|∇ψ(x)|2 dx = 2λ
∫
RN
ψ2(x)
|x′|2 dx∫
RN
|∇ψ(x)|2 dx >
2λ(
N−3
2
)2
+ ε
> 1,
thus implying that µ
(
V1 + V2(· − µ y¯)
)
< 0 for all µ > 0. Hence, for every R > 0, it is enough to
choose µ > R and yR = µ y¯ to obtain the example we are looking for. 
The above example justifies the need of the stronger control of the singularity at infinity required
in the following theorem, which provides a positive supersolution for the Schro¨dinger operator
−∆− (V1 + V2(· − y)) with |y| sufficiently large.
Theorem 5.3. For j = 1, 2, let
Vj =
kj∑
i=1
χ
B(aji ,r
j
i )
(x)
hji
( x−aji
|x−aji |
)
|x− aji |2
+ χRN\B(0,Rj)(x)
hj∞
(
x
|x|
)
|x|2 +Wj(x) ∈ V ,
where Wj ∈ L∞(RN ), Wj(x) = O(|x|−2−δ), with δ > 0, as |x| → ∞. Assume that µ(V1), µ(V2) > 0,
and that
(36) ess sup
SN−1
(h∞1 )
+ + ess sup
SN−1
(h∞2 )
+ <
(N − 2)2
4
.
Then, there exists R > 0 such that, for every y ∈ RN with |y| ≥ R, there exists Φy ∈ D1,2(RN ),
Φy > 0 and continuous in R
N \ {a1i , a2i + y}i=1,...kj ,j=1,2, such that
−∆Φy − (V1 + V2(· − y))Φy > 0 in (D1,2(RN ))⋆.
Proof. Let us set hj = (ess supSN−1 h
∞
j ) − h∞j , j = 1, 2 and, for any j = 1, 2 and i = 1, . . . , kj ,
let us choose max{0, µ1(hji )} < cji < µ1(hji ) + (N−22 )2.
In view of Theorems 4.2 and 4.3 and by assumption (36), there exist N1 and N2 neighborhoods
of infinity and N ji neighborhoods of aji , j = 1, 2 and i = 1, . . . , kj , such that µ(V˜j) > 0, j = 1, 2,
where V˜j(x) := Vj(x) +
∑kj
i=1
χN ji (x)
cji
|x−aji |2
+ |x|−2hj(x/|x|)χNj (x). We notice that V˜j ≥ Vj a.e.
in RN .
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Let 0 < ε < (N−22 )
2 − ess supSN−1(h∞1 )+ − ess supSN−1(h∞2 )+ and, for j = 1, 2, set
Λ =
(
N − 2
2
)2
− ε and γj = Λ− ess sup
SN−1
h∞j .
Let us also choose 0 < η << 1 such that
(37) ess sup
SN−1
h∞2 < γ1(1 − 2η) and ess sup
SN−1
h∞1 < γ2(1 − 2η).
We can choose R¯ > 0 such that, for j = 1, 2,
⋃kj
i=1 B(a
j
i , r
j
i ) ⊂ B(0, R¯), and define
(38) pj(x) :=

|x− aji |−2+τ in B(aji , rji ),
1 in B(0, R¯) \⋃kji=1B(aji , rji ),
0 in RN \B(0, R¯),
with 0 < τ < mini,j
{
1, N−22 −
√(
N−2
2
)2
+ µ1(h
j
i )− cji
}
. In view of Theorem 4.2, there exist R˜j
such that the quadratic forms associated to the operators −∆− V˜j − γj|x|2χRN\B(0,R˜j) are positive
definite. Therefore, since pj ∈ LN/2, the infima
µj = inf
u∈D1,2(RN )\{0}
∫
RN
[|∇u(x)|2 − V˜j(x)u2(x)− γj |x|−2χRN\B(0,R˜j)u2(x)] dx∫
RN
pj(x)u2(x) dx
are achieved by some ψj ∈ D1,2(RN ), ψj > 0 and continuous in RN \{aj1, . . . , ajkj}, D1,2(RN )-weakly
solving
(39) −∆ψj(x) − V˜j(x)ψj(x) = µjpj(x)ψj(x) + γj|x|2χRN\B(0,R˜j)ψj(x).
From the asymptotic analysis of the exact behavior near the singularity of solutions to Schro¨dinger
equations with inverse square potentials proved in [13] (see also [22] and [12]), there holds
lim
|x|→+∞
ψj(x)|x|N−2+σΛ = ℓj > 0, where σΛ := −N − 2
2
+
√(
N − 2
2
)2
− Λ,
hence the function ϕj :=
ψj
ℓj
solves (39) and ϕj(x) ∼ |x|−(N−2+σΛ) at ∞. Then there exists
ρ > max{R˜1, R˜2, R¯} such that, in RN \B(0, ρ),
(40) (1 − η2)|x|−(N−2+σΛ) ≤ ϕj(x) ≤ (1 + η)|x|−(N−2+σΛ)
and that
(41) |W1(x)| ≤ ηγ2|x|−2 and |W2(x)| ≤ ηγ1|x|−2.
Moreover, from [12, Theorem 1.1], we can deduce that for some positive constant C
1
C
|x− aji |σ
j
i ≤ ϕj(x) ≤ C|x− aji |σ
j
i in B(aji , r
j
i ), i = 1, . . . , kj ,(42)
where σji = −N−22 +
√(
N−2
2
)2
+ µ1(h
j
i )− cji .
For any y ∈ RN , let us consider the function
Φy(x) := γ2ϕ1(x) + γ1ϕ2(x − y) ∈ D1,2(RN ).
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Then Φy satisfies, in the weak D1,2(RN )-sense,
−∆Φy −
(
V˜1 + V˜2(· − y)
)
Φy = f
where
f(x) =µ1γ2p1(x)ϕ1(x) +
γ1γ2
|x|2 χRN\B(0,R˜1)ϕ1(x) + µ2γ1p2(x− y)ϕ2(x − y)
+
γ1γ2
|x− y|2χRN\B(y,R˜2)ϕ2(x− y)− γ1V˜1(x)ϕ2(x− y)− γ2V˜2(x − y)ϕ1(x).
From (37), (40), and (41), it follows that in RN \ (B(0, ρ) ∪B(y, ρ))
f(x) ≥ γ1γ2|x|2 ϕ1(x) +
γ1γ2
|x− y|2ϕ2(x− y)
− γ1
(
ess supSN−1 h
∞
1
|x|2 +W1(x)
)
ϕ2(x− y)− γ2
(
ess supSN−1 h
∞
2
|x− y|2 +W2(x− y)
)
ϕ1(x)
≥ γ1γ2(1 − η
2)
|x|N+σΛ +
γ1γ2(1− η2)
|x− y|N+σΛ −
γ1γ2(1− η2)
|x|2|x− y|N−2+σΛ −
γ1γ2(1− η2)
|x− y|2|x|N−2+σΛ
= γ1γ2(1 − η2)
(
1
|x|N+σΛ−2 −
1
|x− y|N+σΛ−2
)(
1
|x|2 −
1
|x− y|2
)
≥ 0.
For |y| sufficiently large, B(0, ρ)∩B(y, ρ) = ∅. In B(a1i , r1i ), for i = 1, . . . , k1, from (38), (40), (42)
and the fact that σji < −τ for all j = 1, 2 and i = 1, . . . , kj , we have that
f(x) ≥ µ1γ2p1(x)ϕ1(x) + γ1γ2|x− y|2ϕ2(x− y)− γ1V˜1(x)ϕ2(x− y)− γ2V˜2(x− y)ϕ1(x)
≥ |x− a1i |−2+τ+σ
j
i
[µ1γ2
C
+ o(1)
]
, as |y| → ∞.
In B(0, ρ) \⋃k1i=1B(a1i , r1i ), from (38), (40), (41) and since ϕ1 > c > 0, we obtain that
f(x) ≥ µ1γc + o(1), as |y| → ∞.
In a similar way we can prove that, if |y| is large enough, f(x) > 0, a.e. in B(y, ρ). Since
V˜1(x) + V˜2(x− y) ≥ V1(x) + V2(x− y), we conclude that
−∆Φy − (V1 + V2(· − y))Φy > 0 in (D1,2(RN ))⋆.

Proof of Theorem 1.6. Let us fix ε ∈ (0, 1) such that, for j = 1, 2,
ε < min
{
2S µ(Vj),
µ(Vj)
4
[
4
(∑kj
i=1 ‖hji‖L∞(SN−1) + ‖hj∞‖L∞(SN−1)
)
(N − 2)2 +
‖Wj‖LN/2(RN )
S
]−1}
(43)
and
µ((1 + ε)Vj) > 0, (1 + ε)
[
ess sup
SN−1
(h∞1 )
+ + ess sup
SN−1
(h∞2 )
+
]
<
(N − 2)2
4
,
see the proof of Lemma 3.1. Fix R˜ > 0 such that
‖WjχRN\B(0, eR)‖LN/2(RN ) < min
{ ε
4
,
ε
4
S
}
.(44)
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Denoting Vj, eR := Vj −WjχRN\B(0, eR), from (43) and (44), there results∫
RN
(|∇u(x)|2 − Vj, eR(x)u2(x)) dx
≥
[
µ(Vj)− ‖WjχRN\B(0, eR)‖LN/2(RN )S−1
] ∫
RN
|∇u(x)|2 dx ≥ µ(Vj)
2
∫
RN
|∇u(x)|2 dx,
therefore, from (43), it follows∫
RN
(|∇u(x)|2 − (1 + ε)Vj, eR(x)u2(x)) dx
≥
µ(Vj)
2
− ε
(
4
(∑kj
i=1 ‖hji‖L∞(SN−1) + ‖hj∞‖L∞(SN−1)
)
(N − 2)2 +
‖Wj‖LN/2(RN )
S
)∫
RN
|∇u(x)|2 dx
≥ µ(Vj)
4
∫
RN
|∇u(x)|2 dx.
Hence the potentials (1 + ε)Vj, eR satisfy the assumptions of Lemma 5.3, which yields, for |y|
sufficiently large, the existence of Φy ∈ D1,2(RN ), Φy > 0 and continuous in RN \ {a1i , a2i +
y}i=1,...kj ,j=1,2, such that
−∆Φy − V eR,yΦy > εV eR,yΦy(x) in (D1,2(RN ))⋆,
where V eR,y(x) := V1, eR(x) + V2, eR(x− y). From Lemma 3.1, we deduce that µ(V eR,y) ≥ εε+1 . Hence,
from (44), for any u ∈ D1,2(RN ), there holds∫
RN
(|∇u(x)|2 − (V1(x) + V2(x− y))u2(x)) dx
=
∫
RN
(|∇u(x)|2 − V eR,y(x)u2(x)) dx− ∫
RN\B(0, eR)
W1(x)u
2(x) dx −
∫
RN\B(y, eR)
W2(x − y)u2(x) dx
≥
[ ε
ε+ 1
− ‖W1χRN\B(0, eR)‖LN/2(RN )S−1 − ‖W2χRN\B(0, eR)‖LN/2(RN )S−1
] ∫
RN
|∇u(x)|2 dx
≥
[ ε
ε+ 1
− ε
2
] ∫
RN
|∇u(x)|2 dx = ε(1− ε)
2(ε+ 1)
∫
RN
|∇u(x)|2 dx.
Therefore µ(V1 + V2(· − y)) ≥ ε(1−ε)2(ε+1) > 0 for |y| sufficiently large. The theorem is thereby proved.

6. Essential self-adjointness
By the Shattering Lemma 1.3, Schro¨dinger operators with potentials in V are compact perturba-
tions of positive operators, see Theorem 1.4. As a consequence, they are semi-bounded symmetric
operators and their L2(RN )-spectrum is bounded from below.
In the present section, we discuss essential self-adjointness of operators −∆− V on the domain
C∞c (R
N \ {a1, . . . , ak}), for every V ∈ V .
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From Theorem 1.4 (see also Lemmas 3.3 and 3.6), we can split any V ∈ V as V (x) = V˜ (x)+W˜ (x)
where
(45) V˜ (x) =
k∑
i=1
χUi(x)
hi
(
x−ai
|x−ai|
)
|x− ai|2 +
χU∞(x)
h∞
(
x
|x|
)
|x|2 , µ(V˜ ) > 0,
Ui ⊂ B(ai, 1/2) is a neighborhood of ai for every i = 1, . . . , k, U∞ is a neighborhood of ∞, and
W˜ ∈ LN/2(RN ) ∩ L∞(RN ).
The following self-adjointness criterion in V is an easy consequence of the Kato-Rellich Theorem
(see e.g. [20, Theorem 4.4]) and well-known self-adjointness criteria for positive operators.
Lemma 6.1. [ Self-adjointness criterion in V ] Let V ∈ V and V = V˜ + W˜ , with V˜ as
in (45) and W˜ ∈ LN/2(RN ) ∩ L∞(RN ). Then the operator −∆ − V is essentially self-adjoint in
C∞c (R
N \{a1, . . . , ak}) if and only if Range(−∆− V˜ +b) is dense in L2(RN ) for some b ∈ L∞(RN )
with ess infRN b > 0.
As a consequence of the above criterion, the following non self-adjointness condition in V holds.
We refer to [11] for more details.
Corollary 6.2. Let V ∈ V and V = V˜ + W˜ , with V˜ as in (45) and W˜ ∈ LN/2(RN ) ∩ L∞(RN ).
Assume that there exist v ∈ L2(RN ), v(x) ≥ 0 a.e. in RN , ∫
RN
v2 > 0, a distribution h ∈ H−1(RN ),
and β > 0 such that
(46) H−1(RN )
〈
h, u
〉
H1(RN )
≤ 0 for all u ∈ H1(RN ), u ≥ 0 a.e in RN ,
and
−∆v − V˜ v + β v = h in D′(RN \ {a1, . . . , ak}).
Then the operator −∆− V is not essentially self-adjoint in C∞c (RN \ {a1, . . . , ak}).
We now prove Theorem 1.7.
Proof of Theorem 1.7.
Step 1: if µ1(hi) ≥ −
(
N−2
2
)2
+ 1 for all i ∈ {1, . . . , k}, then −∆− V is essentially self-adjoint.
For i = 1, . . . , k, let φi ∈ C∞c (RN ) such that φi ≡ 1 in Ui, φi ≡ 0 in RN \B(ai, 1), and 0 ≤ φi ≤ 1,
and let φ∞ ∈ C∞(RN ) such that suppφ∞ ⊂ RN \ {0}, φ∞ ≡ 1 in U∞, and 0 ≤ φ∞ ≤ 1. Then,
setting
V (x) =
k∑
i=1
hi
(
x−ai
|x−ai|
)
|x− ai|2 φi(x) +
h∞
(
x
|x|
)
|x|2 φ∞(x),
we have that V˜ − V ∈ L∞(RN ).
For α > max{0,− ess infRN (V˜ − V )} and b(x) := V˜ − V + α, there holds b ∈ L∞(RN ) and
ess infRN b > 0. Let us fix f ∈ C∞c (RN \ {a1, . . . , ak}). Since C∞c (RN \ {a1, . . . , ak}) is dense
in L2(RN ), in view of Lemma 6.1, to prove essential self-adjointness it is enough to find some
g ∈ Range(−∆− V˜ + b) = Range(−∆−V +α) such that g is arbitrarily close to f in L2(RN ). To
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this aim, we fix ε > 0 and claim that there exist h˜i ∈ C∞(SN−1), i = 1, . . . , k,∞, and and γi ∈ R,
i = 1, . . . , k, such that, setting
V̂ (x) :=
k∑
i=1
h˜i
(
x−ai
|x−ai|
)− γi
|x− ai|2 φi(x) + φ∞(x)
h˜∞
(
x
|x|
)
|x|2 ,
there holds∫
RN
(|∇u|2 − V̂ u2 + αu2) dx ≥ min{1
2
µ(V˜ ), ess inf
RN
b
}
‖u‖2H1(RN ), for all u ∈ H1(RN ),(47)
µ1(h˜i) + γi > −
(
N−2
2
)2
+ 1, for all i = 1, . . . , k,(48)
‖(V̂ − V )u‖L2(RN ) < ε,(49)
for every u ∈ H1(RN ) solving
(50) −∆u(x)− V̂ (x)u(x) + αu(x) = f(x).
In order to prove the claim, for every i = 1, . . . , k,∞ let hin ∈ C∞(SN−1) such that hin → hi a.e.
in SN−1, and |hin(θ)| ≤ ‖hi‖L∞(SN−1) for a.e. θ ∈ SN−1. We notice that the existence of such
approximating sequences can be proved using convolution methods in local charts. From Lemma
A.1, it follows that limn→+∞ µ1(hin) = µ1(hi), while, from the Dominated Convergence Theorem,
limn→+∞
∫
SN−1
(hin−hi)2 = 0, hence, for any i ∈ {1, . . . , k} such that µ1(hi) = −
(
N−2
2
)2
+1, there
exists a sequence {δin}n∈N ⊂ (0,∞) such that
δin > 0, limn→+∞ δ
i
n = 0, and δ
i
n > max
{
0,
∣∣∣1− (N − 2
2
)2
− µ1(hin)
∣∣∣,√∫
SN−1
(hin − hi)2
}
.
Hence, setting, for i = 1, . . . , k,
γin :=
0, if µ1(hi) > −
(
N−2
2
)2
+ 1,
−µ1(hin)−
(
N−2
2
)2
+ 1 + δin, if µ1(hi) = −
(
N−2
2
)2
+ 1,
and
σin = −
N − 2
2
+
√
(N − 2)2
4
+ µ1(hin) + γ
i
n
=

−N−22 +
√
1 + δin, if µ1(hi) = −
(
N−2
2
)2
+ 1,
−N−22 +
√
(N−2)2
4 + µ1(h
i
n), if µ1(hi) > −
(
N−2
2
)2
+ 1,
there holds σin +
N−2
2 > 1 for n sufficiently large. Let us set
V˜n(x) :=
k∑
i=1
h˜in
(
x−ai
|x−ai|
)− γin
|x− ai|2 φi(x) + φ∞(x)
h˜∞n
(
x
|x|
)
|x|2 .(51)
From [12, Theorem 1.2] and taking into account i–ii) of Lemma A.1, there exists a positive constant
C independent on n, such that every solution u ∈ H1(RN ) of equation
(52) −∆u(x)− V˜n(x)u(x) + αu(x) = f(x)
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can be estimated as
|u(x)| ≤ C |x− ai|σin‖u‖H1(RN ) in B(ai, 1), for all i = 1, . . . , k.
From iii) of Lemma A.1, it follows that V˜n → V in LN/2,∞, hence it follows that∫
RN
(|∇u|2 − V˜n u2 + αu2) dx ≥ [min{µ(V˜ ), ess inf
RN
b
}
+ o(1)
]
‖u‖2H1(RN )
≥ 1
2
min
{
µ(V˜ ), ess inf
RN
b
}
‖u‖2H1(RN )
for all u ∈ H1(RN ). Moreover, by testing (52) with u, every solution u ∈ H1(RN ) of (52) satisfies
‖u‖H1(RN ) ≤
2‖f‖L2(RN )
min{µ(V˜ ), ess infRN b}
.
Then for every solution u ∈ H1(RN ) of (52), there holds∥∥∥∥∥ (h
∞
n − h∞)
(
x
|x|
)
φ∞u
|x|2
∥∥∥∥∥
2
L2(RN )
≤
(∫
RN
|u(x)|2∗ dx
)2/2∗(∫
RN
|h∞n − h∞|N
(
x
|x|
)
φN∞(x)
|x|2N dx
)2/N
≤ S−1
4‖f‖2L2(RN )
(min{µ(V˜ ), ess infRN b})2
(∫
RN
|h∞n − h∞|N
(
x
|x|
)
φN∞(x)
|x|2N dx
)2/N
= o(1)
as n → +∞. Furthermore for all i = 1, . . . , k,∞ and for any solution u ∈ H1(RN ) of (52), there
holds∥∥∥∥∥ (h
i
n − hi)
(
x−ai
|x−ai|
)
φiu
|x− ai|2
∥∥∥∥∥
2
L2(RN )
≤ C2‖u‖2H1(RN )
(∫
SN−1
(hin(θ)− hi(θ))2 dV (θ)
)∫ 1
0
rN−5+2σ
i
n dr.
Hence, if µ1(hi) > −
(
N−2
2
)2
+ 1, we have that∥∥∥∥∥ (h
i
n − hi)
(
x−ai
|x−ai|
)
φiu
|x− ai|2
∥∥∥∥∥
2
L2(RN )
≤ C2
4‖f‖2L2(RN )
(min{µ(V˜ ), ess infRN b})2
×
×
(∫
SN−1
(hin(θ)− hi(θ))2 dV (θ)
)[
1
2
(√
(N−2)2
4 + µ1(hi)− 1
) + o(1)] = o(1),
as n→ +∞, while, if µ1(hi) = −
(
N−2
2
)2
+ 1, by the choice of δin, there holds∥∥∥∥∥ (h
i
n − hi)
(
x−ai
|x−ai|
)
φiu
|x− ai|2
∥∥∥∥∥
2
L2(RN )
≤ C2‖u‖2H1(RN )
(∫
SN−1
(hin(θ)− hi(θ))2 dV (θ)
)√
1 + δin + 1
2δin
≤ 1
2
C2
4‖f‖2L2(RN )
(min{µ(V˜ ), ess infRN b})2
‖hin − hi‖L2(SN−1)
(√
1 + δin + 1) = o(1)
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as n→ +∞. Furthermore, for all i ∈ {1, . . . , k} such that µ(hi) = −
(
N−2
2
)2
+ 1, we have that
∥∥∥∥ γinφiu|x− ai|2
∥∥∥∥2
L2(RN )
≤ C2(γin)2‖u‖2H1(RN )
∫ 1
0
rN−5+2σ
i
n dr
≤
2C2 ‖f‖2L2(RN )(
min{µ(V˜ ), ess infRN b}
)2 (γin)2
(√
1 + δin + 1
)
δin
= o(1)
as n → +∞. Therefore, it is possible to choose n large enough in order to ensure that every
solution u of (52) satisfies
‖(V˜n − V )u‖L2(RN ) < ε.
For such an n, let us set V̂ = V˜n, h˜i = h˜
i
n, i = 1, . . . , k,∞, and γi = γin, i = 1, . . . , k, so that
conditions (47–49) are satisfied and the claim is proved.
Hence, by the Lax-Milgram Theorem, there exists w ∈ H1(RN ) satisfying
(53) −∆w(x) − V̂ (x)w(x) + αw(x) = f(x).
Since V̂ is smooth outside poles, by classical regularity theory w ∈ C∞(RN \ {a1, . . . , ak}). From
[12, Theorem 1.1] we deduce the following asymptotic behavior of w at poles
w(x) ∼ |x− ai|σiψhˆi1
( x− ai
|x− ai|
)
, as x→ ai,(54)
where
hˆi := h˜i − γi and σi = −N − 2
2
+
√
(N − 2)2
4
+ µ1(h˜i) + γi.
Hence the function g(x) := V̂ (x)w(x) − αw(x) + f(x) satisfies
|g(x)| ≤ const
ψhˆi1
(
x−ai
|x−ai|
)
|x− ai|2−σi in Ui for all i = 1, . . . , k.
Since, by (48), σi+
N−2
2 > 1, it turns out that g ∈ L2(RN ). Writing w by its Green’s representation
formula and using well known properties of differentiability of Newtonian potentials, the following
asymptotic estimate for the gradient of w near the poles can be deduced
(55) ∇w(x) =
{
O
(|x− ai|σi−1), if µ1(hˆi) < N − 1,
O
(|x− ai|−τ), if µ1(hˆi) ≥ N − 1, as x→ ai,
for some 0 < τ < N−22 , see [11] for more details in the Hardy case.
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For all n ∈ N let ηn be a cut-off function such that ηn ∈ C∞c (RN \ {a1, . . . , ak}), 0 ≤ ηn ≤ 1,
and
ηn(x) ≡ 0 in
k⋃
i=1
B
(
ai,
1
2n
)
∪ (RN \B(0, 2n)), ηn(x) ≡ 1 in B(0, n) \ k⋃
i=1
B
(
ai,
1
n
)
,
|∇ηn(x)| ≤ C n in
k⋃
i=1
(
B
(
ai,
1
n
)
\B
(
ai,
1
2n
))
, |∇ηn(x)| ≤ C
n
in B(0, 2n) \B(0, n),
|∆ηn(x)| ≤ C n2 in
k⋃
i=1
(
B
(
ai,
1
n
)
\B
(
ai,
1
2n
))
, |∆ηn(x)| ≤ C
n2
in B(0, 2n) \B(0, n),
for some positive constant C independent of n. Setting fn := ηnf − 2∇ηn ·∇w−w∆ηn, we notice
that ηnf → f in L2(RN ), while (54) and (55) yield∫
RN
|∇ηn(x)|2|∇w(x)|2 dx
≤ constn2
k∑
i=1
∫
B(ai,
1
n )\B(ai, 12n )
|∇w(x)|2 dx+ const
n2
∫
B(0,2n)\B(0,n)
|∇w(x)|2 dx
≤ constn2
 ∑
µ1(hˆi)<N−1
∫
B(0, 1n )
|x|2σi−2 dx+
∑
µ1(hˆi)≥N−1
∫
B(0, 1n )
|x|−2τ dx
+ const
n2
‖w‖H1(RN )
≤ const
[ ∑
µ1(hˆi)<N−1
n−2σi+4−N +
∑
µ1(hˆi)≥N−1
n2+2τ−N + n−2
]
and ∫
RN
|∆ηn(x)|2|w(x)|2 dx
≤ constn4
k∑
i=1
∫
B(ai,
1
n )\B(ai, 12n )
|w(x)|2 dx + const
n4
∫
B(0,2n)\B(0,n)
|w(x)|2 dx
≤ constn4
k∑
i=1
∫
B(0,1/n)
|x|2σi dx+ const
n4
‖w‖H1(RN ) ≤ const
[ k∑
i=1
n−2σi+4−N + n−4
]
.
Since −2σi + 4 − N < 0, we conclude that fn → f in L2(RN ). Hence, for n large enough,
‖fn − f‖L2(RN ) < ε. The functions wn := ηnw ∈ C∞c (RN \ {a1, . . . , ak}) solve
−∆wn(x) − V˜ (x)wn(x) + b wn(x) = gn(x),
where gn(x) := fn(x) + (V̂ (x) − V (x))wn(x), i.e. gn ∈ Range(−∆ − V˜ + b). Moreover, from (49)
and |ηn| ≤ 1, we deduce that
‖gn − fn‖L2(RN ) = ‖(V̂ − V )wn‖L2(RN ) ≤ ‖(V̂ − V )w‖L2(RN ) < ε,
hence ‖gn − f‖L2(RN ) < 2ε for large n. The proof of step 1 is thereby complete.
Step 2: if µ(hi) < −
(
N−2
2
)2
+1 for some i ∈ {1, . . . , k}, then −∆−V is not essentially self-adjoint.
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Let V = V˜ + W˜ , with V˜ as in (45) and W˜ ∈ LN/2(RN ) ∩ L∞(RN ). Let us fix i ∈ {1, . . . , k} such
that µ(hi) < −
(
N−2
2
)2
+ 1, β > 0, and α < 0, and consider the solution ϕ ∈ C1((−∞, ln δ]) of the
Cauchy problem {
ϕ′′(s)− ω2hi ϕ(s) = β e2s ϕ(s),
ϕ(ln δ) = 0, ϕ′(ln δ) = α,
where ωhi :=
√(
N−2
2
)2
+ µ1(hi) and δ is such that B(ai, δ) ⊂ Ui. From the Gronwall’s inequality
(see [11, Lemma A.2] for more details), we can estimate ϕ as
(56) 0 ≤ ϕ(s) ≤ C e−ωhis for all s ≤ ln δ,
for some positive constant C = C(hi, δ, α, β). Let us set
v(x) :=
{
|x− ai|−N−22 ϕ(ln |x− ai|)ψhi1
(
x−ai
|x−ai|
)
, if x ∈ B(ai, δ) \ {ai},
0, if x ∈ RN \B(ai, δ).
From (56) we infer that
(57) 0 ≤ v(x) ≤ C|x− ai|−
N−2
2 −
q
(N−22 )
2
+µ(hi) in B(ai, δ).
The assumption µ(hi) < −
(
N−2
2
)2
+ 1 and estimate (57) ensure that v ∈ L2(RN ). Moreover the
restriction of v to B(ai, δ) satisfies
−∆v(x)−
hi
(
x−ai
|x−ai|
)
|x− ai|2 v(x) + β v(x) = 0, in B(ai, δ),
v = 0 and
∂v
∂ν
= α δ−
N
2 ψhi1
(
x−ai
|x−ai|
)
, on ∂B(ai, δ).
As a consequence the distribution −∆v − V˜ v + β v ∈ D′(RN \ {a1, . . . , ak}) acts as follows:
D′(RN\{a1,...,ak})
〈−∆v − V˜ v + β v , ϕ〉
C∞c (R
N\{a1,...,ak}) = δ
−N2 α
∫
∂B(ai,δ)
ψhi1
(
x− ai
|x− ai|
)
ϕ(x) ds.
Hence h = −∆v− V˜ v+β v ∈ H−1(RN ) and satisfies (46) as α < 0. From Corollary 6.2, we finally
deduce that the operator −∆− V is not essentially self-adjoint in C∞c (RN \ {a1, . . . , ak}). 
The following theorem analyzes essential self-adjointness of anisotropic Schro¨dinger operators
with potentials carrying infinitely many singularities on reticular structures.
Theorem 6.3. Assume that {hn}n∈N ⊂ C∞
(
SN−1
)
satisfy (24) and {an}n ⊂ RN satisfy (25) and
|an − am| ≥ 1 for all n 6= m. Let ε > 0, σ > 0, and δ¯ > 0 as in Lemma 3.8, 0 < δ < min{1/4, δ¯},
and
V (x) =
∞∑
n=1
hn
(
x−an
|x−an|
)
|x− an|2
χEσ,δ
0,h˜n
(an)
, where h˜n := (1 + ε)hn.
Then −∆− V is essentially self-adjoint in C∞c
(
RN \ {an}n∈N
)
if and only if
µ1(hn) ≥ −
(
N − 2
2
)2
+ 1 for all n ∈ N.
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Proof. For n ∈ N, let φn ∈ C∞c (RN ) such that φn ≡ 1 in Eσ,δ0,h˜n(an), ϕ ≡ 0 in R
N \ Eσ,2δ
0,h˜n
(an),
and 0 ≤ φn ≤ 1. Then, setting
V (x) =
∞∑
n=1
hn
(
x−an
|x−an|
)
|x− an|2 φn(x),
we have that V ∈ C∞(RN \ {an}n∈N) and V − V ∈ L∞(RN ).
For α > max{0,− ess infRN (V − V ) and b(x) := V − V + α, there holds b ∈ L∞(RN ) and
ess infRN b > 0. From the Kato-Rellich Theorem the operator −∆− V is essentially self-adjoint in
C∞c
(
RN \ {an}n∈N
)
if and only if −∆ − V + b = −∆ − V + α is essentially self-adjoint. In view
of Lemma 3.8, −∆− V + b is positive. Hence essential self-adjointness is equivalent to density of
Range(−∆− V + b) in L2(RN ).
Let us first prove that, if infn∈N µ1(hn) ≥ −
(
N−2
2
)2
+1, then −∆−V is essentially self-adjoint.
Let f ∈ C∞c
(
RN \ {an}n∈N
)
and ε > 0. Then there exists 0 ≤ γ < 1 satisfying
inf
n∈N
µ1(hn − γ) > −
(
N − 2
2
)2
+ 1
and such that if u ∈ H1(RN ) solves
(58) −∆u(x)− Vγ(x)u(x) + αu(x) = f(x), where Vγ(x) :=
∞∑
n=1
hn
(
x−an
|x−an|
)− γ
|x− an|2 φn(x),
then
(59) ‖(Vγ − V )u‖L2(RN ) < ε.
If infn∈N µ1(hn) > −
(
N−2
2
)2
+ 1 it is enough to choose γ = 0. If infn∈N µ1(hn) = −
(
N−2
2
)2
+ 1,
from [12, Theorem 1.2], there exists a positive constant C˜ independent on γ ∈ (0, 1), such that all
solutions of (58) can be estimated as
|u(x)| ≤ C˜ |x− an|−N−22 +
√
1+γ‖u‖
H1(Eσ,δ′
0,h˜n
(an))
in Eσ,2δ
0,h˜n
(an),
for some 2δ < δ′ < 1/2 and for all n ∈ N. We emphasize that, thanks to assumption (24), the
constant C˜ in the above estimate can be taken to be independent of n, as one can easily obtain
by scanning through the proof of [12, Theorem 1.2] and checking the dependence of the estimate
constant of the angular coefficient of the dipole. Consequently∥∥∥∥ γ φnu|x− an|2
∥∥∥∥2
L2(RN )
≤ const (C˜, N, ε, σ)‖u‖2
H1(Eσ,δ′
0,h˜n
(an))
γ2√
1 + γ − 1 ,
and hence
‖(Vγ − V )u‖L2(RN ) ≤ const (C˜, N, ε, σ)
γ√√
1 + γ − 1‖u‖H1(RN )
≤ const ‖f‖L2(RN )
γ√√
1 + γ − 1 → 0 as γ → 0.
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Therefore it is possible to choose γ small enough in order to ensure that all solutions of (58)
satisfy (59). For such a γ, the Lax-Milgram Theorem provides a unique w ∈ H1(RN ) weakly
solving
−∆w(x) − Vγ(x)w(x) + αw(x) = f(x) in RN .
Being Vγ ∈ C∞(RN \ {an}n∈N), from classical elliptic regularity theory, w ∈ C∞(RN \ {an}n∈N).
From [12] and arguing as in the proof of Theorem 1.7, we deduce that
w(x) ∼ |x− an|σn , and(60)
∇w(x) =
O
(|x− an|σn−1), if µ1(hn) + γ < N − 1,
O
(|x− an|−τ), if µ1(hn) + γ ≥ N − 1,(61)
as x→ an, where σn = −N−22 +
√
(N−22 )
2 + µ1(hn) + γ and 0 < τ <
N−2
2 . Since
σ˜ := inf
n∈N
σn > 2− N
2
,
for all j ∈ N, we can choose Nj ∈ N such that Nj → +∞ as j → ∞, Njj4−N−2σ˜ → 0, and
Njj
2τ−N+2 → 0, and let Rj > 0 such that Rj → +∞ as j →∞ and B(an, 1/j) ⊂ B(0, Rj) for all
n = 1, . . . , Nj. Let ηj be a cut-off function such that ηj ∈ C∞c
(
RN \ {an}n∈N
)
, 0 ≤ ηj ≤ 1, and
ηj(x) ≡ 0 in
Nj⋃
n=1
B
(
an,
1
2j
)
∪ (RN \B(0, 2Rj)), ηj(x) ≡ 1 in B(0, Rj) \
Nj⋃
n=1
B
(
an,
1
j
)
,
|∇ηj(x)| ≤ C j in
Nj⋃
n=1
(
B
(
an,
1
j
)
\B
(
an,
1
2j
))
, |∇ηj(x)| ≤ C
Rj
in B(0, 2Rj) \B(0, Rj),
|∆ηj(x)| ≤ C j2 in
Nj⋃
n=1
(
B
(
an,
1
j
)
\B
(
an,
1
2j
))
, |∆ηj(x)| ≤ C
R2j
in B(0, 2Rj) \B(0, Rj),
for some positive constant C independent of j and n. Setting fj := ηjf − 2∇ηj · ∇w − w∆ηj , we
have that ηjf → f in L2(RN ), and, from (60),∫
RN
|∇ηj(x)|2|∇w(x)|2 dx
≤ const j2
Nj∑
n=1
µ1(hn)+γ<N−1
∫
B(an,
1
j )\B(an, 12j )
|x− an|2(σn−1) dx
+ const j2
Nj∑
n=1
µ1(hn)+γ≥N−1
∫
B(an,
1
j )\B(an, 12j )
|x− an|−2τ dx+ const
R2j
∫
B(0,2Rj)\B(0,Rj)
|∇w(x)|2 dx
≤ const [Nj j4−N−2σ˜ +Nj j2τ−N+2 +R−2j ‖w‖H1(RN )]
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and, in a similar way, ∫
RN
|∆ηj(x)|2|w(x)|2 dx ≤ const
[
Nj j
4−N−2σ˜ +R−4j
]
.
By the choice of Nj, we deduce that fj → f in L2(RN ). Hence, for j large, ‖fj − f‖L2(RN ) < ε.
The functions wj := ηjw ∈ C∞c (RN \ {an}n∈N) solve
−∆wj(x)− V (x)wj(x) + b wj(x) = gj(x),
where gj(x) := fj(x) + (Vγ(x) − V (x))wj(x), i.e. gj ∈ Range(−∆− V + b). Moreover, from (59)
and |ηj | ≤ 1, we deduce that
‖gj − fj‖L2(RN ) = ‖(Vγ − V )wj‖L2(RN ) ≤ ‖(Vγ − V )w‖L2(RN ) < ε,
hence ‖gj − f‖L2(RN ) < 2ε for large n. The density of Range(−∆− V + b) in C∞c
(
RN \ {an}n∈N
)
and consequently in L2(RN ) is proved.
The proof of non essential self-adjointness in the case µ1(hn) < −
(
N−2
2
)2
+ 1 for some n ∈ N can
be obtained just by mimicking the arguments of the proof of Theorem 1.7 and Corollary 6.2. 
Remark 6.4. If {hn : n ∈ N} is finite, i.e. if only a finite number of possible angular coefficients
is repeated in the reticle, then the assumption of C∞-smoothness of hn required in Theorem 6.3
can be removed, as one can easily check arguing by approximation as in the proof of Theorem 1.7.
Appendix
Lemma A.1. Let {hn}n∈N ⊂ L∞(SN−1) and h ∈ L∞(SN−1) such that
hn → h a.e. in SN−1 and sup
n
‖hn‖L∞(SN−1) < +∞.
Then
i) lim
n→+∞µ1(hn) = µ1(h);
ii) ψhn1 converge to ψ
h
1 uniformly in S
N−1 and in H1(SN−1);
iii)
hn
(
x
|x|
)
|x|2 converge to
h
(
x
|x|
)
|x|2 in the Marcinkiewicz space L
N/2,∞.
Proof. For all n ∈ N, let ψn = ψhn1 be the positive L2-normalized eigenfunction associated to
the first eigenvalue µ1(hn), i.e.
(1) −∆ψn − hnψn = µ1(hn)ψn, in SN−1, and
∫
SN−1
ψ2n = 1.
Since {hn}n is bounded in L∞(SN−1), it is easy to verify that {µ1(hn)}n is bounded in R, hence
it admits a subsequence, still denoted as {µ1(hn)}n, such that µ1(hn) → µ¯ as n → +∞ for
some µ¯ ∈ R. By a standard bootstrap argument, it follows that {ψn}n is relatively compact in
H1(SN−1) and bounded in C0,α(SN−1) for some positive α. In particular the sequence {ψn}n is
equicontinuous and hence, by the Ascoli-Arzela` Theorem, there exists ψ¯ ∈ H1(SN−1) ∩C0(SN−1)
such that ψn → ψ¯ in H1(SN−1) and uniformly in SN−1.
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Passing to the limit in (1), strong H1-convergence of ψn to ψ and Dominated Convergence’s
Theorem yield that ψ¯ satisfies
−∆ψ¯ − hψ¯ = µ¯ψ¯, in SN−1, and
∫
SN−1
ψ2 = 1,
and therefore
µ¯ ≥ µ1(h).
On the other hand, for all ϕ ∈ H1(SN−1) \ {0}
µ1(hn) ≤
∫
SN−1
|∇SN−1ϕ(θ)|2 dV (θ) −
∫
SN−1
hn(θ)ϕ
2(θ) dV (θ)∫
SN−1
ϕ2(θ) dV (θ)
,
hence, letting n→ +∞,
µ¯ ≤
∫
SN−1
|∇SN−1ϕ(θ)|2 dV (θ) −
∫
SN−1
h(θ)ϕ2(θ) dV (θ)∫
SN−1
ϕ2(θ) dV (θ)
,
which implies that µ¯ ≤ µ1(h). Then µ1(h) = µ¯ and ψ¯ = ψh1 . Statements i–ii) follow from above
and the Uryson property.
A direct calculation shows that∥∥∥∥∥ (hn − h)
(
x
|x|
)
|x|2
∥∥∥∥∥
LN/2,∞(RN )
= N−2/N‖hn − h‖LN/2(SN−1)
and hence statement iii) follows from the assumption on {hn}n and the Dominated Convergence
Theorem. 
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