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 Abstract 
 
Forecasting ability of several parameterizations of ACD models are compared t o benchmark 
linear autoregressions for inter-trade durations. The estimation of parametric ACD models 
requires both the choice of a conditional density for durations and the specification of a 
functional form for the conditional mean duration. Our results  provide guidance for choosing 
among different parameterizations and for developing better forecasting models to predict one-
step-ahead, multi-step-ahead, and the whole density of time durations. For evaluating density 
forecasts, we propose a new constructive test, which is based on the series of probability integral 
transforms. The choice of the conditional distribution for inter-trade durations does not seem to 
affect the out-of sample performances of the ACD at short, as well as longer, horizons. Yet, this 
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1.  INTRODUCTION 
Producing accurate predictions is a priority for financial time series 
models. In this paper, we study a newly developed class of time series models for 
inter-trade-arrival times, the Autoregressive Conditional Duration (ACD) models 
(Engle 1996;  Engle and Russell 1998), and we focus on their out-of-sample 
performances.  
Engle and Russell's seminal work links the econometric literature of 
duration data (see  Lancaster (1990) and more recently  Cameron and Trivedi 
(1996)) to the vast literature of GARCH models (see  Palm (1996) for an 
extensive review). These authors suggest modeling persistence and over-
dispersion of inter-trade-arrival times, typically observed in financial high 
frequency data (e.g. exchange rate trades ( Engle and Russell 1997) and stock 
market trades (Engle and Russell (1998); see Goodhart and O'Hara (1997) for a 
survey of recent empirical investigations), with a dependent point process. In the 
ACD specification, the mean of the distribution of inter-trade durations is 
assumed to depend on past durations. Note that, here as in the rest of the paper, 
the time between two consecutive trades is also indifferently referred to as time 
duration or simply duration.  
Linear ARMA-type parameterizations for the conditional mean duration 
are often conveniently used. These specifications clearly imply that the 
conditional mean adjusts proportionally to recent durations and the effects of 
these shocks decay exponentially over time. The generalizations of this simple 
dynamic structure take essentially two directions. On one hand, attention is 
drawn on the long-run adjustment process. To capture long-term dependence in 
trading patterns, Ghysels and Jasiak (1997) propose a more complex Fractionally 
Integrated ARMA (ARFIMA) model, which predicts a slower than exponential 
decay to recent shocks. On the other hand, our main concern is modeling the 
short-run or immediate impacts of recent durations on the conditional mean (this Discussion Papers in Finance 2000-05 
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resembles the "News Impact Curve" approach in the GARCH literature
1). Engle 
and Russell (1998) study unexplained structure in ACD residuals for the IBM 
stock and find evidence supporting nonlinear effects of recent durations on the 
conditional mean. In particular, these effects seem to be lower than the ones 
predicted by the linear specification for both very long and very short durations. 
In other words, the ACD model with a linear conditional mean specification 
would over-predict after extreme (very long and very short) inter-trade durations. 
Consequently, these authors urge the development of a more sophisticated 
specification for the conditional mean of durations.  
Following this advice, Bauwens and Giot (1998) model the effects of 
recent durations on the conditional mean with a logarithmic transformation. This 
specification allows the next conditional mean duration to be asymmetrically 
affected by durations respectively shorter and longer than the current conditional 
mean. Nevertheless, the choice of a logarithmic functional form is quite arbitrary. 
Independently, we have also considered the specification problem for the 
conditional mean duration and we have developed two more flexible, data-driven 
alternatives. In particular, great out-of-sample performances are obtained using a 
piece-wise linear parameterization with which duration effects on future 
conditional means are still linear, though with different parameters depending on 
the length of recent durations. We call this model the Exponential ACD 
(EXACD) because of its resemblance to Nelson’s EGARCH (Nelson 1991). 
In the financial literature, the models of Diamond and Verrecchia (1987) 
and Easley and O'Hara (1992) provide theoretical justifications for studying and 
developing time series models of inter-trade-arrival times. In markets 
characterized by the presence of traders with different levels of information about 
the underlying value of traded assets, time durations have a plausible role in 
leading markets to price discovery. For instance, long no-trade intervals induce a 
negative re-evaluation of the asset value in Diamond and Verrecchia. Long 
durations, in fact, are more likely to appear when informed traders would sell the 
                                                 
1 See Pagan and Schwert (1990), Engle and Ng (1993) and Hentschel (1995). Discussion Papers in Finance 2000-05 
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asset, but short sell constraints prevent them from doing so. Differently, in Easley 
and O'Hara, the observation of long durations simply suggests to uninformed 
market players that the underlying value of the asset has not changed, whereas 
short durations, and hence high trading  activity, reveal the presence of 
asymmetric information. Moreover, empirical investigations have employed 
trading activity measures to enhance volatility predictions of both stock prices 
(Engle 1996; Hausman, Lo and MacKinlay 1992) and option prices (Ané and 
Geman 1997). Other studies have used trade durations to model and forecast 
stock market liquidity (Engle and Lange 1997; Engle and Lunde 1998), and to 
measure price impacts of trades and correlation between trades ( Dufour and 
Engle 1997). 
With this paper we want to address the following main questions. First, 
are ACDs good models to describe and forecast durations? From a practical 
standpoint, this is interpreted as, are ACDs significantly better predictors than 
simple linear autoregressive models for durations and log-durations? Second, 
which is the best ACD model to predict 1 -step-ahead, s -step-ahead and to 
forecast the whole density of durations? Good density forecasters may be relevant 
for liquidity risk evaluation purposes (see Dufour and Engle 1997). Last, in order 
to improve our duration forecast, is it more advantageous to improve on the 
choice of the density or on the specification of the conditional mean?  
Answering these questions requires resolving several econometric issues: 
derivation of unbiased predictors, definition of forecast comparison criteria and 
appropriate loss functions, construction of tests on loss differentials, and analysis 
of forecasting errors searching for alternative specification. We employ recently 
developed techniques for comparing the accuracy of alternative prediction 
methods (Diebold and Mariano 1995; West 1996; West and McKracken 1998). 
For the evaluation of density forecasts, we introduce a new constructive test 
based on the series of probability integral transforms (Diebold, Gunther and Tay 
1997).  Discussion Papers in Finance 2000-05 
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Great effort has been devoted to the assessment of forecasting ability of 
naïve, linear, parametric versus more complex, nonlinear, nonparametric models. 
For instance, Brooks (1997) evaluates models for high frequency exchange rates; 
Stock and Watson (1998) consider methods for predicting macroeconomic time 
series. Very often such investigations show that simple models produce 
comparably good forecasts. Sometimes, as it is in our case, a forecasting exercise 
is undertaken in order to discern the best specification within a certain class of 
alternative models. For example, West and Cho (1995) evaluate the predictive 
ability of GARCH models for exchange rate volatility.  
Our out-of-sample comparison on inter-trade durations for 18 New York 
Stock Exchange (NYSE) stocks shows evidence of greater forecasting accuracy 
of the non-linear over the linear ACD parameterizations. Specifically, the new 
EXACD model seems to prevail in the short-run and the logarithmic ACD 
(Bauwens and Giot 1998) in the long-run. This result seems fairly consistent 
across several loss functions. Furthermore, the choice of the conditional 
distribution for inter-trade durations does not seem to affect the predictive 
accuracy at short, as well as longer horizons. Yet this choice becomes critical 
when forecasting the density of durations. 
The remainder of the article is organized as follows. Section 1 describes 
the data used in the forecasting exercise. Section  2 presents the experimental 
design, forecasting models and in-sample estimation procedures and results. 
Section  3 reviews and discusses the methodologies adopted for assessing 
predictive performances and illustrates the out-of-sample results. Section  4, 
considers density-forecasting techniques, introduces a new test for comparing 
alternative density predictors and shows our results. Finally, Section  5 
summarizes and concludes.  
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1.  THE DATA AND PRELIMINARY SAMPLE ANALYSIS 
1.1  The Data 
We form time series of the spells between consecutive transactions for 18 
NYSE stocks. In particular, we call time duration,  i y , the difference between the 
time stamp of the transactions respectively in ti and ti-1. The transaction data are 
extracted from the TORQ data set, which was compiled by Joel Hasbrouck 
(Hasbrouck (1992)). We select 18 of the most frequently transacted stocks on the 
first day of the sample (see Appendix I for the list of the selected stocks and the 
corresponding NYSE ticker symbols). We prepare the data for the forecasting 
comparison exercise through the following steps. First, zero durations are 
discarded in order to focus on the length of non-trading periods.
2 Second, we 
eliminate interday variations and all trades recorded after the official closing time 
(i.e. 4:00 p.m.). Third, for convenience, we limit the analysis to a maximum of 
11,000 observations for every series. Therefore, if a series contains more than 
11,000 observations, we focus only on the first 11,000 durations. Fourth, we 
adjust the duration series for the diurnal deterministic patterns by using a piece-
wise linear spline.
3 We estimate the intraday deterministic component on past 
durations 
( ) [ ] 1 1 - - = F i i i t y E t  
where the time stamp for the  i
th transaction,  ti, is defined in seconds after 
midnight. The diurnally adjusted series are obtained by dividing the original 
series of durations by the deterministic component  
                                                 
2 Extending this analysis to series containing zero durations would require some adjustments in 
the estimation process. If we assume durations having a Weibull distribution, for instance, in 
order to estimate the Weibull model on series containing zero durations, we should use an 
appropriate location parameter to shift the distribution. 
3 In particular, we define an 8 node linear spline. The nodes are fixed respectively at: 9:30 a.m. 
(the official opening time), 10:00, 11:00, 12:00, 13:00, 14:00, 15:00, 15:30, 16:00 (the official 
closing time). That is, we use a linear approximation for every hour period except for the opening 
and the closing where due to higher trading intensity we further break the time intervals in 30-
minute spans. Discussion Papers in Finance 2000-05 
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Since a forecast for yi is mechanically constructed by multiplying the forecast for 
xi by the diurnal component F(ti-1), we directly focus on forecasting the data 
generating process (DGP) of the adjusted series xi rather than the original series 
yi. Fifth, we split the sample into a fitting set and a testing set. The former 
comprises  NF = 10,000 observations from 1 to  R and the latter  NT = 1,000 
observations from  R+1 to T. Competing models are estimated only once on the 
fitting set and then the estimated parameters are used in forming predictions for 
all the observations in the testing set that includes the last 1,000 observations for 
every data series. Some authors refer to the forecasting scheme adopted in this 
paper as the fixed scheme (Pagan and Schwert 1990; West and McKracken 1998). 
It is chosen for matters of practical convenience since the estimation process 
involves computationally intensive numerical maximizations of log-likelihood 
functions. 
1.2  Preliminary data analysis 
We carry out a preliminary data analysis on the whole sample of diurnally 
adjusted durations, xi i=1,...,T, by computing the first four central moments with 
their standard errors and autocorrelation functions. As suggested by West and 
Cho (1995), Generalized Method of Moments (GMM) techniques offer a 
convenient and general set up for the computation of heteroskedasticity and 
autocorrelation consistent (HAC) asymptotic variance-covariance (VCV) 
matrices of moment estimators. Once the  asymptotic distribution of sample 
moment estimators is obtained, the delta method can be used to derive the 
asymptotic standard errors for the corresponding central moment estimators.  
  West and Cho (1995) start by defining the following set of four moment 
conditions  0 ) ( , = - ” k
k
i k i x E Ef m  with  k=1,...,4. Given suitable regularity 
conditions, GMM estimators for m k, are obtained when the sample counterparts of Discussion Papers in Finance 2000-05 
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these equations are uniquely satisfied. These estimates  k m ˆ  can be thought of as 
the output of the minimization process of the following criterion function 
(Davidson and MacKinnon 1993, pp. 590) 








i i f T S f T Q 1
1 1
1
1 ) (m , 
where  fi, in our case, is a 4x1 column vector whose typical element  k i f ,  
represents the contribution from the i
th observation to the k
th moment condition 
and 
1 - S  is a symmetric and positive definite weighting matrix. In particular, an 
optimal choice for S is the asymptotic VCV matrix of the vector of empirical 
moments  ￿ =
- T
i i f T 1
2 / 1 , that is  ￿
¥
-¥ = G =
j j S with  ] [ j i i j f f E - ¢ = G . Hansen (1982) 
formally showed, through a Taylor series expansion of the first order conditions 
for the minimization of Q, that the asymptotic distribution of the estimator m ˆ  is 
( ) ( )
1 1 2 1 ) ( , 0 ~ ˆ
- - ¢ - D S D N T
A
m m  
where m ¶ ¶ = i f E D  and in our case is a matrix of constants. We estimate S with 







- + G =
J
j j j J
j S 1 0 ˆ ˆ
1
1 ˆ ˆ ˆ m  with 
￿ + = - ¢ = G
T
j i j i i j f f T
1 1 ˆ . The value of the lag truncation J is determined by a data 
dependent automatic rule with asymptotic optimality properties ( Newey and 
West 1994).
4 With the asymptotic distribution of  m ˆ  and a function h(m ˆ ) 
5 that 
relates moment estimators  m ˆ  to the corresponding central moments, we use the 
delta method to find the distribution of the central moment estimators 
                                                 
4 For an optimal  J, Newey and West ( 1994) suggest taking the following steps. First, after 
defining [￿] as the integer part of, compute n=[4(T/100)]
2/9. Second, take i, a column vector of 
ones of the same dimension as  i f  and estimate  i i s j j G ” ˆ ' ˆ , with  ￿ + = - ¢ = G
T
j i j i i j f f T
1 1 ˆ . 




) 0 ( ˆ 2 ˆ ˆ s s and  ￿ = =
T
j j j s
1
) 1 ( ˆ 2 ˆ s . Finally, set 
k=[1.1447
3 / 1 3 / 2 ) 0 ( ) 1 ( ) ˆ ˆ ( T s s · ]. 
5 Assume h(￿) to be differentiable around m . Discussion Papers in Finance 2000-05 
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where  m ˆ V is the asymptotic VCV matrix of  m ˆ . Asymptotically valid standard 
errors and Wald test statistics can therefore be computed for moment estimates.  
The estimation results are summarized in Table 1. We present estimates 
for the first four moments of the empirical distribution of adjusted durations and 
their corresponding standard errors. It is common to assume that trade durations 
have an exponential distribution ( Engle and Russell 1998;  Engle 1996). We 
compare sample moments of diurnally adjusted durations to the corresponding 
unconditional moments of a unit exponential distribution. Whereas sample means 
are equal to one by construction, sample standard deviation, skewness and 
kurtosis are all significantly greater than the corresponding unit exponential 
moments, which are respectively 1, 2 and 9. See Table 1, where the numbers in 
squared brackets are the p-values for these disjoint tests.  
The presence of over-dispersion is indicated by a standard deviation 
always greater than the mean. A Wald test of no excess dispersion (equality of 
the first two sample moments) is rejected for all stocks at 0.01% level of 
significance (see c
2 statistics with one degree of freedom and p-values in Table 
2). Excess dispersion is particularly evident for Colgate (CL), Federal Express 
(FDX), Fannie Mae (FNM), IBM, Schlumberger (SLB) and AT&T (T). All of 
these stocks have a c
2 statistic greater than 200. Series of both levels and squares 
of diurnally adjusted inter-trade durations are highly serially correlated (see 
values for Ljung-Box (1978) statistics in Table 2). 
2.  MODELS FOR DURATIONS AND IN-SAMPLE RESULTS 
Financial high frequency data are nowadays easily available. The process 
under study can be measured not only at fixed intervals (minutes, hours, days, 
etc.), but also at any relevant economic event: transactions (for an extensive 
survey of studies on transaction data see Goodhart and O'Hara (1997), public 
information arrivals (e.g. Berry and Howe 1994; Mitchell and Mulherin 1994), Discussion Papers in Finance 2000-05 
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significant price changes (e.g.  Engle and Lange 1997). To deal with such 
irregularly spaced data series, time deformation models were at first introduced 
(see Stock (1988) and Ghysels and Jasiak (1995)). These models use some form 
of transformation to relate economic time to calendar time. Recently, Engle and 
Russell (1998) take a different approach by directly modeling time intervals 
between events. They introduce a new class of time series models called 
Autoregressive Conditional Duration Models (ACD).  
In this Section, first, we briefly present the class of ACD models and 
introduce two new parameterizations. Second, we select a total of six ACD 
models which are representative of different specification options and we discuss 
issues related to forecasting with these ACD models. Third, we review the linear 
autoregressive models that we use to produce benchmark forecasts. Finally, to 
learn about characteristics of the alternative ACD models that can lead to the 
selection of good forecasters, we present some in-sample results.  These will ease 
the interpretation of the out-of-sample results found in the next Section. 
2.1  ACD Models: old and new parameterizations 
Engle and Russell model the DGP of inter-trade time intervals as a 
dependent stochastic process. More formally, a stochastic process that generates 
sequences of time intervals is called a point process. ACD models are in fact a 
particular class of dependent point processes, where the conditional mean 
duration, E(xi| xi-1, ..., x1)”yi, varies over time as a function of past durations (it 
may also depend on some exogenous variable, but in this work we consider only 
the time series version of the model). Engle and Russell (1998) formalize the 
ACD model as  
( )
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where  f1 and  f2 are vectors  of parameters that we stack in the vector 
) , ( 2 1 ¢ ¢ ¢ = f f q . Note that the residuals ei  =  xi/yi  are often called standardized 
durations. By simply combining different specifications for the conditional density 
f(￿) and the conditional mean y(￿) of durations we can generate a wide range of 
alternative parameterizations for the ACD model. The researcher faces multiple 
alternative choices and often a higher degree of flexibility comes at the expense 
of higher complexity.  
Consider, at first, the choice of a conditional distribution function f(￿). 
Several distributional assumptions are plausible (see Lancaster (1990)); for 
instance, (a) the exponential,  (b) the Weibull and (c) the Generalized Gamma 
have all been previously used in the context of ACD estimation 
a)  ( ) ( ) i i i i i x x x x y y q - ” - exp 1 ; ,..., | f 1 1  
b)  ( ) ( ) ( )
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where g and l are two parameters and G(￿) is the gamma function. It is easily 
verified that, given G(1) = G(2) = 1, these three distributions are nested. In fact, 
the Generalized Gamma distribution (c) reduces to the Weibull (b) for l=1, and 
to the exponential (a) for l=g=1. As a consequence, straightforward parametric 
tests may be employed to select the distribution that better describes the sample 
data. However, best fit, as our results will show, does not necessarily imply best 
out-of-sample predictions. The Weibull distribution with g <1 assigns higher 
probability than the exponential to extreme observations (very short and very Discussion Papers in Finance 2000-05 
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long durations).
6 In addition, these distributions are frequently characterized in 
terms of their hazard function h(￿). This is defined as the ratio of the probability 
density function and survival function and, in our analysis, it measures the 
instantaneous rate of transition from a no-transaction state to a transaction state 
given that no transaction has occurred to date. The hazard function for the 
Exponential distribution does not depend on the time passed since the last trade, 
while for the Weibull it is monotonically decreasing (increasing) when  g <1 
(g >1) (see Engle and Russell (1998)). For the stocks in our sample, we estimate a 
g significantly lower than 1. This means that the probability of occurrence of a 
transaction decreases with the length of a no-trade interval. An even more 
flexible hazard function is obtained by adopting the Generalized Gamma 
distribution (see for example  Lunde (1997)).  This exhibits a non monotonic 
hazard function in certain regions of the parameter space: it has an inverted U -
shaped hazard when lg >1 and g < 1 and vice versa a U -shaped hazard when 
lg <1 and g > 1. Once zero durations are excluded, as it is in our sample, very 
actively traded stocks tend to display an inverted U-shaped hazard function for 
diurnally adjusted durations. 
Second, we need t o specify the conditional mean function,  y(￿); the 
linear ARMA(m,q) type parameterization is an obvious and convenient choice  
i)  ￿ ￿ = - = - + + =
q
j j i j
m
j j i j i x q m
1 1       : ) , ACD( y b a w y . 
However, this formulation has two main disadvantages. First, constraints on the 
parameters are necessary in the estimation process to ensure that the model does 
not predict negative durations. Second, evidence suggests (see Engle and Russell 
(1998) for a study on the IBM stock) that a non-linear y(￿) may provide a more 
accurate description for the adjustment process of the conditional mean to recent 
durations. In particular, the effects of the new information contained in the most 
                                                 
6 When, on the contrary, g >1 the Weibull distribution becomes increasingly bell shaped with a 
mode that moves further away from the shortest durations. Discussion Papers in Finance 2000-05 
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recent duration, xi, on the conditional mean yi+1 seem to be lower than what the 
linear model predicts for both very short and very long durations. 
  The first issue is just methodological; a simple and effective solution is 
modeling the log of the conditional mean duration, and hence using logyi instead 
of yi on both sides of equation (i) (see Engle and Lunde (1997), Bauwens and 
Giot (1998)). Regarding the second problem, Bauwens and Giot (1998) suggest 
estimating the Logarithmic ACD (LOGACD) which involves a logarithmic 
transformation of also xi  
  0.      ln ln
0        ln ln ln      : ) , LOGACD(    ) ii
i 1 1
1 1
> + + =
> ¢ + + =
￿ ￿
￿ ￿
= - = -
= - = -
e y b e a w
y b a w y
q
j j i j
m
j j i j
i
q
j j i j
m
j j i j i x x q m
 
The formulation with ei is obtained by simply using xi = yiei and bj = aj + j b¢ 
j=1,…,q; if m<q then bj = j b¢ for m<j￿q. In this model, for positive a's, adjusted 
durations lower than the current conditional mean (ei <1) have a negative effect, 
while long durations (ei >1) have a positive and marginally decreasing effect on 
the log of the expected duration. Clearly, this specification allows for non-linear 
effects of short and long durations on the conditional mean without requiring the 
estimation of additional parameters. However, it also imposes a very rigid 
adjustment process of the conditional mean to new durations; f or instance, 
because of the asymptotic convergence to minus infinity at zero of the 
logarithmic function, we are likely to have an over-adjustment of the conditional 
mean after very short durations.
7  
To account for this limitation of the LOGACD, we introduce two other 
parameterizations 
                                                 
7 For this reason, even if our sample has only non-zero durations, we find it 
convenient to add a constant c>0 to  ei when estimating the exponential 
LOGACD, so that the argument of the logarithm is guaranteed to be non-
negative. Discussion Papers in Finance 2000-05 
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j j i j j i
m
j j i q m
1 1
1 1
ln       
ln 1 ln       : ) ,   BCACD( ) iii
y b e a w




where w = ￿ = ¢ - ¢
m
j j 1 d a w ,  d a j j a¢ = , b and d are parameters and 
iv)  [ ] ￿ ￿ = - = - - + - + + =
q
j j i j
m
j j i j j i j i q m 1 1 ln   1 ln         : ) , EXACD( y b e d e a w y  
where a, b, d and w indicate parameters. We call the first model Box-Cox ACD 
(BCACD);  it includes both of the aforementioned specifications (i) and (ii) as 
special cases, the linear (for d =1) and the logarithmic (for dﬁ0). In this model 
the choice of the appropriate shock impact specification is data driven. But often 
the interpretation of the parameters is complicated by the fact that the distribution 
of d is not known under the null hypothesis of a 's jointly zero. In (iv), news 
effects are modeled with a piece-wise linear specification. Since this modification 
of the ACD model is similar to the one Nelson (1991) devised for the GARCH 
model, we call it the EXponental ACD or EXACD.
8 Parameterization (iv) offers 
a captivating compromise between the need of greater flexibility and the burden 
of higher complexity. Durations have still a linear effect on the log of the 
conditional mean. Nevertheless, a slope of  a-d and an intercept of  w+d 
characterize the effect of durations shorter than the conditional mean ( ei<1). 
Durations longer than the conditional mean (ei>1), also have a linear effect, but 
with slope a+d and intercept w-d.  
Under correct specification ei are i.i.d., hence strict stationarity of the 
conditional mean for models (ii), (iii) and (iv) is simply guaranteed by constraints 




iw 1 ] 1 [ b  must lie outside the unit 
circle (Nelson 1991).  
                                                 
8 Notice that in specification (iv) the threshold does not necessarily have to be equal to one and 
the model can be easily generalized to the case where the number of thresholds is K>1 
￿ ￿ ￿ = - = = - - + - + + =
q




k k j i k j j i j i 1 1 1 , ln |] | [ ln y b t e d e a w y . Discussion Papers in Finance 2000-05 
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Very often, it is convenient to work with suitable transformations  i e ~  of 
the residuals  ei = xi/yi which possess appealing distributional properties. In 





















          ( 1 ) 
When durations xi follow a Generalized Gamma distribution,  i e ~ are distributed as 
a standard Gamma, and in the two special cases, when durations have either 
Weibull distribution ( l=1) or exponential distribution (l=g=1),  i e ~  have  unit 
exponential distribution. 
 
At this point, after we have chosen a distribution for durations and a 
specification for the conditional mean, we are ready to estimate the parameters of 
the ACD model, stacked in the vector  q, by maximizing the log-likelihood 
function. QMLE asymptotic variance-covariance matrix for the estimated 
parameters q ˆ  (White 1984) is given by 
( ) ( )
1 1 2 / 1 , 0 ~ ˆ - - - SH H N R
A
q q      
where, if  li is the log-likelihood function for the  i
th observation, 
￿ =
- ¢ ¶ ¶ ¶ - =
R
i i l E R H 1
2 1 ] [ q q  and  ￿ =
- ¢ ¶ ¶ ¶ ¶ =
R
i i i l l E R S 1
1 ] ) )( [( q q .  Newey 
and West (1987) standard errors for q ˆ  are computed by estimating H and S with  
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- + G =
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j j j J
j
S
1 0 ˆ ˆ
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1 ˆ ˆ .
9  ( 2 ) 
                                                 
9 These are used to construct what in the tables we call robust t-statistics. Simple t-statistics are 
computed instead by employing Outer-Product-of the-Gradient (OPG) standard errors. In the 
particular case of the linear ACD with exponential distribution, the QMLE suggested by Engle 
(1996) is employed to calculate the robust t-statistics. Discussion Papers in Finance 2000-05 
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The estimation of  ) ˆ ( ˆ q H , as defined above, involves the computation of 
numerical second order derivatives of the log-likelihood function that are often 
unstable. In the specific case of durations exponentially distributed, Engle (1996) 
derives a convenient formula for the computation of  ) ˆ ( ˆ q H  which requires the 
calculation of only first order derivatives of conditional mean functions. 
 
2.2  Forecasting durations with ACD Models 
  The main objective of this work is to provide the researcher with some 
insight to guide the ACD specification search. The range of potential ACD 
specifications is so wide  that it is not imaginable to accomplish a complete 
examination of the performances of all ACD's. We rather focus our attention on a 
sub-sample of the specifications that result from combining the three conditional 
distributions (a-b-c) and the four conditional means (i-ii-iii-iv) presented above. 
Clearly, this also requires the selection of maximum lags m and q.  
In order to set up a meaningful forecasting comparison of alternative ACD's, 
we choose to study the six models listed in Table 3 with lag orders fixed at 1, that 
is  m=q=1. These models are representative of different specification options 
about f(￿) and  y(￿). Therefore, the comparison of their out-of-sample 
performances will enlighten us on the consequences of the different decisions we 
make during the specification process. Limiting the dynamic structure of the 
models to the first lag, is quite arbitrary, but functional to the development of the 
experiment. This step can be easily optimized by using standard model selection 
criteria. 
Since forecasting corresponds to computing conditional expectations, the 
estimation of one-step-ahead forecasts with ACD models is straightforward 
(Engle and Russell 1994). In the case of linear conditional mean 
parameterizations (see the first three models of  Table  3) the one-step-ahead 
procedure can be simply iterated to obtain multi-step-ahead forecasts (the Discussion Papers in Finance 2000-05 
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formulas are presented in  Table  4). B y contrast, in the case of non-linear 
conditional mean parameterizations (see the second three models of  Table 3), 
there may be no close-form solutions to the multi-step-ahead forecasting 
problem. To circumvent this obstacle, we develop a method that delivers 
unbiased predictions. We apply it to our first order processes, but generalizations 
to higher order processes are also possible. This method is particularly 
advantageous because it does not depend on the distribution of durations, but 
relies only on the assumption that the estimated model is correctly specified, that 
is the residuals ei are i.i.d.. 
Using the convention that  [ ] [ ] 1 ,..., | x x x E x E i s i s i i + + = , the expected 
duration s-steps into the future, conditional on current and past observations, for 
the three ACD specifications with non linear conditional mean is 
[ ] { } [ ] ) ln( ) ( exp 1 1 - + - + + + + = s i s i i s i i g E x E y b e w .      ( 3 ) 
The function  g(￿) is equal to, respectively,  ) ln( i e a  for the LOGACD(1,1), 
d e a ) ( i  for the BCACD(1,1), and  | 1 | - + i i e d ae  for the EXACD(1,1). Using 
the assumption that  ei is i.i.d. and recursively substituting 
) ln( ) ( ) ln( 1 1 - - + + = i i i g y b e w y  into ( 3), the s -steps ahead (s>1) forecast 
becomes 
[ ] { } [ ] { } [ ]
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the model is stationary, namely the absolute value of b is lower than one, then all Discussion Papers in Finance 2000-05 
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the xi will approach 1 as s grows to infinity and the forecast will converge to 
exp{w/(1-b)}. The multi-step-ahead forecasts for linear and non-linear first order 
ACD processes present clear similarities (see  Table  4). In both cases, if t he 
models are stationary, the effect of the one-step forecast on the multi-step 
forecast vanishes in the long-run. 
 
2.3  Benchmark Models 
  The predictive accuracy of the six ACD models we have selected is 
evaluated by comparing their out-of-sample forecasting performances to the ones 
of two benchmark linear autoregressive (AR) models. In particular, we consider 
an autoregressive model for plain durations and another for log-durations. These 
are estimated by OLS.  
First, autoregressions for plain durations are a  natural choice because 
ACD models can be represented as ARMA models for durations (see Bollerslev 
(1986), in the context of GARCH models, and Engle and Russell (1998)). For 
instance, letting  i i i x n y = - , which is a Martingale difference sequence by 
construction, the ACD(1,1) model can be represented as an ARMA(1,1) 
i i i i v v x x + - + + = - - 1 1 ) ( b b a w  
Despite the fact that, under the linear ACD null hypothesis, the disturbances of 
this ARMA model are non-Gaussian and heteroskedastic, OLS still provide 
consistent although inefficient estimates and, consequently, also consistent 
forecasts. Second, often duration series are conveniently transformed by taking 
the natural logarithm. This is a type of Box-Cox  (1964) transformation and it is 
usually employed to alleviate the heteroskedasticity problem of time series.  
Forecasts for AR models are easily computed through the following 
recursion Discussion Papers in Finance 2000-05 
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[ ] [ ] ￿ = - + + + =
m
j j s i i j s i i x E x E
1 0 a a .        ( 4 ) 
Obviously,  [ ] s i s i i x x E + + =  for s£0. When we model log durations, an expression 
analogous to (4) would yield predictors for log durations, yet, in order to compare 
performances, we need a forecast for durations. Finding an optimal 
transformation is not always easy (Granger and Newbold 1986, pp.306). Without 
any assumption on the distribution of durations, which would allow an exact 
solution, the choice may fall on the naïve predictor  )]} [ln( exp{ ] [ s i i s i i x E x E + + = . 
Unfortunately, this may be biased and therefore lead to higher expected square 
errors. The alternative is to turn to an approximate solution.  For instance, letting 
i i i i x E x e + = - )] [ln( ) ln( 1 , where  )] [ln( 1 i i x E -  is the estimated autoregressive 
model for log duration and assuming that the residuals ei are i.i.d., than the 1-
step-ahead predictor for xi can be simply derived 
[ ] { } [ ]
{ } { } [ ] 1 1
1 1 1
exp )] [ln( exp
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and z=Ei[exp{ei+1}] can be estimated over the sample with  z ˆ= ￿ =
R
i i R 1 ) exp( / 1 e . 
Unfortunately, the above equation cannot be easily generalized to an iterative 
procedure for s-step-ahead forecasts and therefore we compute only 1-step-ahead 
forecasts for the LNAR(m) model. A summary of one-step-ahead and multi-step-
ahead forecasters for the selected models is presented in Table 4. 
2.4  In-sample Analysis: estimation results and residual diagnostics 
Since the main focus of this paper is on out-of-sample performances of 
the selected models, we limit the in-sample analysis to parameter estimation and 
test for the presence o f nonlinear structure in the residuals through the 
autocorrelation of standardized durations. Engle (1996) and Engle and Russell 
(1998) present with greater detail methodologies for conducting residual analysis 
and for testing the correct specification of the model. These procedures usually 
involve testing the i.i.d. assumption for standardized durations (traditional Discussion Papers in Finance 2000-05 
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statistical tests can be employed, see for example Campbell, Lo and MacKinlay  
(1997)). 
Initially, we perform the estimation of the two benchmark models. These 
are linear autoregressions for the series of plain and log durations. We fix the 
maximum lag at 15 and use the Schwarz (1978)/Bayesian information criterion to 
optimally identify the order of the autoregressive lag through a series of 
sequential tests.
10 Duration series for Boeing (BA), Dresser Industries (DI), 
General Electric (GE) and Glaxo (GLX) show high persistence with a long 
autoregressive structure. On the contrary, for Calfed (CAL), Colgate (CL), Philip 
Morris (MO) and Nipsco (NI), no more than 8 lags are necessary to capture past 
duration influence on current durations.  
Second, we estimate the ACD models. We distinguish the analyzed stocks 
into two groups. We call the stocks in the first group very actively traded (VAT) 
stocks, these are stocks that in the original sample have 11,000 observations (see 
Table 1) and they are characterized by an average duration that ranges from 21 
seconds of General Electric (GE) to 1 minute and about 30 seconds of Fannie 
Mae (FNM). The stocks in the second group are simply called actively traded 
(AT) stocks and their average duration ranges from about 2 minutes and 30 
seconds of Potomac (POM) to 4 minutes of Calfed (CAL). Parameter estimates, 
t-statistics and robust t-statistics for two stocks, one for each group, are presented 
in Table 5. From the estimation results, we note that the values of the parameters 
in the mean specification are quite stable to changes in the distributional 
assumption for durations. In order to assess the in-sample fit of the selected 
models, we compute the Schwarz/Bayesian information criterion BIC = [-2*(log-
likelihood)+k*ln(R)]/R, which penalizes over-parameterized models. The total 
number of estimated parameters k counts both the ones pertaining to the mean 
specification and the ones characterizing the density of durations. W -ACD 
                                                 
10 The Schwarz/Bayesian Information Criterion (BIC) is more conservative than 
the Akaike Information Criterion (AIC) and therefore it is often the preferred one 
when selecting parameterizations for forecasting purposes. Discussion Papers in Finance 2000-05 
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models attain the lowest AIC values for 5 stocks (Calfed (CAL), Colgate (CL), 
CPC International, Dresser Industries (DI), Potomac (POM)) all of which are AT 
stocks. G-ACD models have the lowest AIC values for the remaining stocks. For 
all the W-ACD and G-ACD models, we test and always reject the null hypothesis 
that g is equal to 1. We also test the null that l is equal to 1 in the G-ACD models 
and, as we expected, we cannot reject it for the same 5 AT stocks mentioned 
above (CAL, CL, CPC, DI, POM).  
Interestingly, for all the VAT stocks the product of the estimated values 
of g and l in the G-ACD specification is greater than one, and, vice versa, for the 
remaining 8 AT stocks the same product is lower than one. This indicates that 
duration series are characterized by densities and thereby hazard functions with 
different shapes. In particular, Generalized Gamma models better fit the diurnally 
adjusted duration series for VAT stocks, which tend to have bell-shape 
distribution and non-monotonic hazard functions, while Weibull models, which 
imply monotonic hazard functions, are sufficiently good for AT stocks. We 
present in Figure 1 the estimated density for one stock from each group of AT 
(CPC) and VAT (IBM) stocks.  
As Figure 1 shows, the shape of the estimated density of non-zero 
deseasonalized durations for IBM  differs from the one for CPC (see Figure 1). In 
particular, the mode of the estimated probability density for IBM does not 
correspond to the bin for shortest durations as it is for CPC.
11  
Turning to the ACD models with non-linear conditional mean 
parameterizations, an effective way of understanding their peculiarities is to use 
the "News Impact Curve" of Figure 2. The three non-linear parameterizations that 
we have considered, all predict a lower expected duration than the one predicted 
by the linear model after both very long and short standardized durations. 
Tests on the coefficient estimates for d's in the BCACD parameterization 
fail to reject the linear model ( d=1) for three of the sample stocks and the 
                                                 
11 As previous analyses have shown, by reserving a special treatment to the first observation of 
the day we could further improve the fit, but we do not consider this issue here. Discussion Papers in Finance 2000-05 
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logarithmic model (d=0) for two. All the other stocks, have estimated d's that 
vary considerably over the unit range (see Table 5 for the two representative 
stocks). For the EXACD model, the estimated coefficient d's are negative for 17 
stocks, and for 14 of these, are also significantly lower than zero. Therefore, the 
marginal effect of long durations on the conditional mean, measured by (a+d), is 
lower than the marginal effect of short durations, measured by (a-d). These 
results are consistent with Engle and Russell's (1997) findings for the IBM stock.  
An easy-to-compute in-sample test for correct specification consists of 
calculating sample autocorrelations of residuals for the estimated models and 
comparing these to the autocorrelations of the original series of deseasonalized 
durations. If the model is correctly specified, no unexplained structure is left in 
the residuals, which are therefore i.i.d.. Ljung-Box statistics at 15 lags for levels 
and squares of the residuals for all of the estimated ACD models are presented in 
Table 5 (for IBM and CPC). These can be compared with Ljung-Box statistics at 
15 lags for levels and squares of the series of diurnally adjusted durations that are 
respectively 829.99 and 167.07 for IBM and 381.2 and 268.87 for CPC. The 
corresponding autocorrelations of the residuals for the AR(m) model are 
respectively 6.85 and 76.81 for IBM and 2.55 and 152.70 for CPC. Not 
surprisingly, all models accomplish well the task of explaining the linear 
dependence in the deseasonalized duration series, but only ACDs remove almost 
all the correlation in the squares. From this perspective, the two ACD 
parameterizations that generally provide better fits are the E-BCACD and the E-
EXACD. 
At this point, we can summarize what we have learnt on the ACD 
specification process from the in-sample analysis. Judging from Information 
Criteria and coefficient tests, it seems more likely that the data generating process 
of diurnally adjusted durations has e ither Weibull or Generalized Gamma 
distribution. Yet, in order to obtain a greater reduction of the unexplained 
structure in the residuals it seems to be more important to improve on the 
specification of the conditional mean. In particular, this may be accomplished by Discussion Papers in Finance 2000-05 
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estimating ACDs with a piece-wise linear conditional mean as it is for the E -
EXACD or a nonlinear conditional mean as it is for the E-BCACD. 
3.  MEASURING OUT-OF-SAMPLE PERFORMANCES 
3.1  Tests on loss functions 
The first issue a researcher faces in evaluating forecasting performances is 
the choice of an adequate loss function  ( ) i s i e L , +  that expresses the loss or cost 
associated with the forecasting error  i s i e , + , where s is the forecasting horizon. 
This is the error made when predicting xi+s in ti and is defined as the difference 
between the forecast  i s i x , ˆ +  and the corresponding realization xi+s. For the choice 
of the appropriate loss function, we are guided by the nature of the selected data 
and by the particular decision making process that the forecasts will be employed 
in (see Diebold and Lopez (1996)). In order to give our results a greater 
generality, we choose to work with several loss functions. After a brief 
introduction, we present the loss functions we selected.  
The most commonly used loss function is the Mean Square Error (MSE) 
or some of its variations Root MSE, Standardized Root MSE (for which the 
square root of the MSE is divided by the standard deviation of the series). 
Sometimes the Mean Absolute Error (MAE) may be preferred to the MSE 
because it does not weight extreme errors as much. Makridakis (1993) argues that 
the Mean Absolute Percentage Error (MAPE)
 12 (for which the forecasting error 
is divided by the actual realization) is the accuracy measure with best 
characteristics in terms of robustness to different situations and to outliers. Using 
the MAPE though is not desirable when realizations may take values close to 
zero, as it is often the case for our series, since the corresponding forecasting 
errors would receive very large weights (Brooks 1997). A common characteristic 
of the above loss functions is that they are all symmetric in the sense that they 
                                                 
12 Makridakis and Hibon (1995) also present an Adjusted MAPE where the forecasting error is 
divided by twice the average of the actual and forecasted value (see also Makridakis (1993)). Discussion Papers in Finance 2000-05 
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associate the same penalty to positive and negative forecasting errors. In the 
context of f orecasting non-negative series, such as volatility or durations, 
asymmetric loss functions are often introduced.  Diebold and Lopez (1996), for 
example, consider 1) the Heteroskedasticity-adjusted MSE (HMSE) proposed by 
Bollerslev and Ghysels (1994); 2) the logarithmic loss function employed by 
Pagan and Schwert (1990); and 3) the loss function suggested by Bollerslev et al. 
(1994) in the context of volatility forecast evaluation. This last accuracy measure 
is derived from the Gaussian quasi-maximum likelihood function that is 
maximized in the parameter estimation process and is therefore called GMLE.  
At first we choose three loss functions that satisfy some smoothness 
conditions required for constructing tests on loss differentials (West 1996). These 
are the Mean Square Error, the Exponential (EXP) loss function and the 
correlation coefficient (CORR) between predictions and corresponding 
realizations 
MSE =  ( ) ￿
-
= + + - + -
s T
R i i s i s i T x x s N
2
, ˆ ) 1 ( 1 , 
EXP =  ( ) ( ) [ ] ￿
-
= + + + + + - + + -
s T
R i s i i s i s i i s i T x x x x s N 1 ) ln( ˆ ) ˆ ln( ) 1 ( 1 , , , 
CORR =  ￿
-
= + + - - + -
s T
R i i s i s i T x x x x s N ) ˆ ˆ )( ( ) 1 ( 1 , , 
 where  x  and  x ˆ  are testing set means of respectively realizations and forecasts. 
The EXP is an asymmetric loss function derived from the log-likelihood function 
for the ACD model when durations are exponentially distributed. We add the 
second term inside the squared brackets so that the loss function is standardized 
and reaches a zero value with perfect predictions.  
We also use two other particular loss functions. We call these RANK and 
PERCENT. To compute the first, we rank observed values and corresponding 
forecasts and then we calculate the correlation coefficient r between the series of 
the two ranks. This is repeated for every model. Asymptotic standard tests on 
correlation coefficients can be used to assess the presence of any significant 
correlation. Under the null of zero correlation and defining n=NT-s+1, we use the Discussion Papers in Finance 2000-05 
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transformation  r[(n-2)/(1-r
2)]
1/2 which is distributed as a student-t w ith  n-2 
degrees of freedom and can therefore be asymptotically approximated by a 
normal distribution.
13 
The correlation coefficient between ranks of realized and forecasted data 
provides a measure of the ability of the model to forecast long durations when 
long durations are observed and vice versa short durations when short durations 
are observed. Moreover, working with ranks reduces the effect of outliers. By 
assuming that the duration between trades is in fact an indicator of trading 
intensity levels, ACD models can therefore be employed to detect abnormal 
trading patterns, which reveal the presence of informed trading. For this reason, 
we are most concerned with developing models capable of correctly forecasting 
long and short durations when these are observed.  
The PERCENT loss function is computed by counting the percentage 
number of times that a forecasting model has error lower than a competitor's. By 
using the sign test, we can then assess the significance of any supremacy of a 
model over a competitor. Assume that, for example, we have two competing 
predictive models and these provide respectively forecast 
1
, ˆ i s i x +  and 
forecast
2
























, ˆ i s i s i i s i x x e + + + - = . 
The function I(a) is equal to 1 if a<0 and 0 otherwise. If the two models have the 
same forecasting performances, the difference between the absolute forecasting 
error of models 1 and 2 should be i.i.d.. Under this assumption, the expected 
proportion of times model 1 outperforms model 2 is 0.5; that is, absolute 
                                                 
13 This statistic is derived for testing zero correlation between normal random samples, but is 
considered very robust to violations of this distributional  assumption ( Johnson, Kotz and 
Balakrishnan 1995, pp.581). If concern remains about the validity of the above approximation, 
especially when the sample size is not as large as in our study, the Spearman coefficient r s can be 
computed instead and substituted to  r  in the aforementioned transformation ( Kendall and 
Gibbons 1990).  Discussion Papers in Finance 2000-05 
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forecasting error differentials are positive and negative with equal probability. By 
applying the Central Limit theorem, we can derive the asymptotic distribution of 
the statistic PERCENT. In particular, under the null of i.i.d. forecasting error 
differentials, we have 
( ) ) 25 . 0 , 0 ( ~ 5 . 0 PERCENT ) 1 (
2 / 1 N s N
A
T - + - . 
The theory behind tests of the null hypothesis of no difference in the 
accuracy of competing out-of-sample forecasts has recently received major 
contributions. Bruce Mizrach (1991) develops small sample distributions of a test 
statistic, which is robust to heteroskedasticity and autocorrelation of forecasting 
errors. The applicability of this procedure though is confined to quadratic loss 
functions (MSE). Diebold and Mariano (1995) provide an extensive review of the 
existing literature and also propose a new asymptotic test for sample mean loss 
differentials. This test is very robust allowing for non-Gaussian, non-zero-mean 
(biased), contemporaneously and serially correlated forecasting errors. It is also 
widely applicable to different loss functions.  West (1996) further extends 
Diebold and Mariano's work by taking explicitly into account the effects of 
uncertainty associated with the estimates of model's parameters on the behavior 
of the test statistic. However, when the fitting set is large relative to the testing 
set, the effects of parameter uncertainty vanish and West statistic is identical to 
Diebold and Mariano's. We assume that this condition is satisfied for our data 
series. Recently, West and McKracken (1998) present the specific adaptation of 
the general theory to the fixed forecasting scheme that is adopted in this paper. 
These results are critical especially when out-of-sample comparisons are used as 
model specification diagnostic (see White (1997)).  
Let's consider at first the set up for the test on the loss functions as 
contained in  West (1996). In particular,  West and Cho (1995) develop the 
procedures adopted in this paper for comparing out-of-sample forecasts obtained 
with several competing models. First, define the function 




i s i m m i e L f + = q with m=1,…,M where M is the number of competing models, Discussion Papers in Finance 2000-05 
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and 
*
m q  is a vector containing the unknown parameters of model  m and is 
estimated by  m q ˆ . Since we use the fixed forecasting scheme, q ˆ  is estimated only 
once and then, the same estimate, is used to form all out-of-sample predictions. 
Then, consider the vector of moment conditions  ( )
* q i Ef . We estimate  ( )
* q i Ef  







i T f s N f q ˆ ) 1 /( 1 . 
For example, if the chosen loss function is the MSE and we make s-step-ahead 
forecasts then  f  becomes 
( ) [ ] ￿
-
=





i s i T x x s N f
2
, ˆ ) 1 /( 1  
where 
m
i s i x , ˆ + are the predictions obtained with the m
th model and therefore depend 
on the model estimated parameters. Furthermore, if the sample loss series  ) ˆ (q i f  
is a covariance-stationary, short memory series then the mean on the fitting-set of 
the loss series has asymptotic distribution  
( ) ( ) W - + - , 0 ~   ) 1 (
2 / 1 N Ef f s N
A
i T  
where  ( )( ) [ ] ￿
+¥
-¥ = - - - = W k i k i i i Ef f Ef f E  and can be estimated as  S in ( 2).  
Therefore, we can compute Wald statistics for testing hypotheses of equality of 
mean loss functions for alternative predictive models 
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.  ( 5 ) 
If, for example, we have M alternative models and we want to test the hypothesis 
that the mean loss functions for all models are identical, then we would set r to 
zero and define the matrix C (M-1) x M so that –1 values are all along the first 
column and the other M-1 columns contain the identity matrix.  Discussion Papers in Finance 2000-05 
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3.2  Forecasting Results 
Tables from Table  6 to Table 8 present, for every stock in the sample, 
estimated v alues for three different mean loss functions; these are respectively 
MSE, EXP and CORR. In every Table, Panel A contains results for short-term, 
one-step-ahead forecasts and panel B for 30-step-ahead forecasts. The mean loss 
functions are also ranked across all models, by comparing the size of the mean 
loss functions for every stock. The sum of these ranks helps us discerning 
whether there is a model that tends to consistently outperform competitors.  
  Results of Tables from  Table  6 to  Table  8 corroborate the following 
interpretations. LNAR model is generally a poor forecaster, except for the case of 
the rank correlation (RANK) loss function. AR forecasts for durations can be 
improved upon by using ACD models and specifically by using ACDs with 
appropriate conditional mean specification. While the EXACD and the BCACD 
perform well in the short term the LOGACD succeeds in the long term. 
Improvements in the specification of the density do not necessarily correspond to 
improvements in forecasting performances.  
  We also compute the sum of the first 30 forecasts corresponding 
respectively to 1-step-ahead, 2-step-ahead up to 30-step-ahead forecasts. These 
sums can be interpreted as the forecasted time necessary to have 30 trades.  In 
Table 11 we present the ratio of the MSE for each model to the MSE of the AR 
model for these cumulative forecasts. A dark background indicates improvement 
over the AR model. The ACD models with non-linear parameterization perform 
generally better than the other ACD with linear conditional mean and the AR 
model.  
We test four different hypotheses on the estimated mean loss functions s f  
of Tables Table 6, Table 7, Table 8 and Table 9: 
H1:  s f for AR and all ACD models are equal (excluding LNAR, which performs 
poorly) 
H2:  s f for all ACDs are equal  Discussion Papers in Finance 2000-05 
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H3:  s f are the same for E-ACD, W-ACD, and G-ACD models 
H4:  s f  for AR and EXACD are equal.  
The strategy is initially, to compare the ACDs to the two benchmark linear 
models and secondly, to study how to improve on E -ACD forecasts, by either 
changing the density of durations (Weibull, Generalized Gamma) or the 
conditional mean specification (EXACD, LOGACD and BCACD).
14 Asymptotic 
p-values for the above tests on the equality of mean loss functions are presented 
on the right-hand-side of all the Tables from  Table 6 to Table 8 and Table 11. 
These tests seems to suggest the following: 1) there are greater differences when 
comparing forecasting accuracy across all models than simply across ACDs, 2) 
ACDs with linear conditional mean have quite similar out-of-sample 
performances, 3) results for the E -EXACD, which according to the ranks in 
Tables Table 6 and Table 7 is the best ACD performer, are significantly better 
than the ones for the AR model only for 6 out of the 18 stocks and 4) differences 
in performances across models are more significant when measuring the 
correlation between forecast and actual data.  
  Table 9 shows forecasting results measured through the rank correlation 
loss function. Estimated rank correlation coefficients that are asymptotically 
significantly different from zero at 5% level of confidence are formatted with a 
dark background. Rank correlations are u sually better for short-term forecasts. 
The two logarithmic models outperform the others. 
  Finally,  Table  10 contains results for pair-wise comparisons of AR 
models to each one of the other models. The PERCENT loss function computes 
the percentage number of times that competitor models have forecasting errors 
lower than the ones for the benchmark AR models. Percentages significantly 
different than 50 are indicated by a dark background. These percentages are 
predominantly greater than 50 for ACD models and lower than 50 for the LNAR 
model.  
                                                 
14 Note that these modifications are not necessarily alternative, but may be combined together to 
form the optimal model. Discussion Papers in Finance 2000-05 
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4.  FORECASTING THE DENSITY  
Whereas in Section 3 we have compared alternative models on the more 
traditional ground of a series of point forecasts (1-step- and multi-step- ahead), in 
this Section we adopt a new and more general approach that ranks models based 
on their ability of forecasting the whole density. This approach was developed by 
Diebold, Gunther and Tay (1997) and offers a simple framework for the 
evaluation of density forecasts. It relies on the use of probability integral 
transforms of our durations (see equation (6) below) to check whether it is likely 
that the random observations of the testing set (for out-of-sample forecasts) have 
been originated from the estimated Data Generating Process. To state the 
argument more precisely, we follow Lemma 1 and Proposition 3 in Diebold et al. 
(1997). We start by defining pi(xi) as the density forecast for the i
th duration, xi. In 
our case, p i(xi), which is a prediction for the conditional density f i(xi), is 
alternatively an exponential, Weibull or Generalized Gamma distribution with 
parameters and conditional mean estimated over the sample. Then, we define the 
variables zi as 
) ( P ) ( p
0 i i
x
i i x du u z
i = =￿    i=R+1,...,T      ( 6 ) 
that is,  zi are the  probability integral transforms of  xi with respect to p i(xi). 
Assuming that the partial derivatives  i i i z z ¶ ¶
- ) ( P
1  are continuous and non-zero 
over the support of xi, and, further, that pi(xi) is the correct density forecast for the 
data generating process of xi, then the zi have distribution i.i.d. U(0,1) (Diebold et 
al. 1997). When pi(xi) is the Exponential or the Weibull distribution, equation (6) 

























  1 1
exp 1         ( 7 ) 
where g is equal to 1 if  xi is exponentially distributed. For the Generalized 
Gamma distribution equation (6) is solved numerically. This result provides a Discussion Papers in Finance 2000-05 
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simple way to evaluate density forecasts. In fact, we can use standard tests for 
uniformity and i.i.d. (see for example Campbell et al. 1997) to study the behavior 
of the z series. Whereas, the computation of many of these tests often can be fully 
automated, they generally fail to provide explanations for the causes of possible 
rejections of the null hypothesis. Studying the deviations of the distributions of zi 
from uniformity and i.i.d. instead, may provide useful information on how to 
improve our density forecasts. For this reason, Diebold et al. (1997) suggest first, 
to use histograms to evaluate the validity of the uniformity assumption and then, 
to compute autocorrelations for [zi-E(zi)]
k with k=1,..,4 to check the validity of the 
i.i.d. assumption. These graphical procedures, which require subjective 
judgement, may be suitable when the comparison exercise is simple (few series 
and few models), but they do not provide a tractable solution when there are 
several series and multiple models to be periodically reevaluated. Therefore, a 
test procedure that offers constructive interpretation and, at the same time, 
involves easy computation is needed. 
We develop a new LM type of test to assess the accuracy of density 
forecasts that has both of the above desired properties. To construct this test, we 
begin by dividing the support of zi, the unit interval, in J bins corresponding to J 
states Sj j=1, …, J. Then, for every zi, we create J dummy variables Dj,i j=1,..,J 







otherwise        / 1





i j .   
Note that, when zi is uniformly distributed with support (0,1), the probability of 
j i S z ˛  is constant and equal to 1/J and therefore Dj,i is a linear transformation of 
a Bernoulli(1/J) random variable with zero mean by construction.  
At this point, we can consider a multivariate linear regression model 
where the dependent variables are all the dummy variables Dj and the regressors 
in each equation are a constant and lags for all the dummy variables. We assume 
that the residuals of this model have zero mean and to assure that they are also 
jointly uncorrelated, we include among the regressors the current values for the Discussion Papers in Finance 2000-05 
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other dependent variables. The resulting model can be interpreted as a 
multivariate generalization of the linear probability model for binary dependent 
variables.  
Without loss of generality one dummy variable can be eliminated because 
for every  i
th observation the summation over all the states is 1, namely 
￿ = =
J
j i j D 1 , 1. In particular, since short and long durations are apparently the ones 
that cause greater trouble in the estimation process of ACDs, we may choose to 
discard the dummy corresponding to the middle state. For instance, if we have 5 
states (J=5), 3 lags and we discard the dummy corresponding to the middle state, 
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Bp are (J-1) x (J-1) matrices of parameters. In matrix notation we can write the 
system above as 
e m + + + + + + = - - - p pD B D B D B AD D .... 2 2 1 1 .      ( 8 ) 
The properties of the estimates and the distribution of the tests on the 
coefficients are derived under the null of zi i.i.d. Uniform(0,1). We have already 
noticed that, under the null hypothesis of zi uniformly distributed over (0,1) and 
the number of states fixed at J, Dj,i "j, "i is a Bernoulli(1/J) that is appropriately 
transformed to have zero mean. This and the fact that the residuals of model (8) 
have zero mean imply  m=0. In addition, if  zi are i.i.d., there is no temporal 
dependence in the z series and, as a consequence, also Di will not depend on past 
p i D - "p>0. This implies that in model (8) all the parameters in Bi i=1,.., p are 
jointly zero, and the residuals  ej,i are not only jointly, but also serially 
uncorrelated with zero mean. 
Under the restriction of zi i.i.d. Uniform(0,1), the residuals of model (8) 
are such that, equation by equation, OLS on the system will be consistent and Discussion Papers in Finance 2000-05 
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asymptotically normal. T herefore, asymptotic
2 c statistics can be computed for 
hypothesis tests on coefficients of every single equation and, given the properties 
of the residuals ej,i, statistics for joint tests of coefficients across equations are 
obtained by adding up the 
2 c statistics for every single equation. These general 
statistics are still 
2 c  distributed with degrees of freedom equal to the sum of the 
degrees of freedom of the 
2 c for each equation. 
To summarize, if the model is correctly specified, which means that we 
have assumed the right density for durations and the right conditional mean 
parameterization, then the series of probability integral transforms zi  are i.i.d. 
Uniform(0,1) and, as a consequence, all the coefficients in mand Bs for model (8) 
are jointly zero. Coefficients in  mare zero because zi are uniformly distributed 
and coefficients in  Bs are zero because zi are i.i.d.. Given this link between the 
properties of zi and the ones of the coefficients of model (8), we can think of 
performing three separate tests: 
Test A: mand B's are jointly zero,  
Test B:  m=0, 
Test C: B's are jointly zero,  
Test A, which is asymptotically distributed as a 
2 c ((J-1)+p(J-1)
2), provides an 
overall assessment of our specification assumptions for durations. The rejection 
of test B, which has asymptotic distribution 
2 c (J-1), indicates that the density is 
likely misspecified. Finally, the rejection of test C, which has asymptotic 
distribution 
2 c (p(J-1)
2), denotes a probable misspecification of the conditional 
mean.  
We undertake a Monte Carlo experiment to check the size of these tests. 
A problem would arise if the tests were rejecting too infrequently. The 
experiment suggests that the size tends to be slightly greater than the nominal 5% 
level, that is, there is tendency towards rejecting the null too much and not too 
little. Discussion Papers in Finance 2000-05 
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We use this test to compare the three ACDs with linear conditional mean. 
The outcome of the test for 5 states and 3 autoregressive lags is presented in 
Table 12. Notice that dark backgrounds denote cases where we fail to reject the 
null hypothesis. Most models seem to capture the autoregressive structure of 
durations for all stocks with the clear exception of CAL, NI and POM (Test C). 
Yet, the Weibull seems to be the most appropriate distribution for durations 
(Tests A and B).  
5.  CONCLUSIONS 
 
We introduce two new ACD models for inter-trade durations with 
respectively a piece-wise linear and a nonlinear parameterization for the 
conditional mean. Using duration series for 18 NYSE stocks, we compare out-of-
sample performances of several ACD parameterizations to two linear 
autoregressive models one for plain durations and the other for log-durations.  
With the evidence presented above we can now try to answer the 
questions posed at  the beginning. Firstly, autoregressions in log-durations 
perform poorly and ACDs tend to provide better forecasts than AR models for 
durations. Secondly, forecasts for durations are generally not very good, but to 
improve out-of-sample results it is very often necessary to estimate ACD models 
with nonlinear functional form for the conditional mean. The new nonlinear ACD 
parameterizations seem to deliver better predictions, at least in the short-run. And 
this result is fairly consistent across different loss functions. Finally, the choice of 
the conditional distribution for inter-trade durations does not seem to affect the 
out-of-sample performances of the ACD at short, as well as longer, horizons. Yet, 
this choice becomes critical when forecasting the density.  
Also, we suggest a new constructive test, based on the series of 
probability integral transforms, to evaluate density forecasts. 
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Appendix 1. 
Stock  Company Name 
BA  Boeing Company 
CAL  Calfed Inc. 
CL  Colgate-Palmolive Company 
CPC  CPC International Inc.     
DI  Dresser Industries Incorporated 
FDX  Federal Express Corporation 
FNM  Federal National Mortgage Association 
FPL  FPL Group Inc. 
GE  General Electric Company 
GLX  Glaxo Holdings PLC ADR 
HAN  Hanson PLC ADR 
IBM  International Business Machines Corp. 
MO  Philip Morris Companies Inc. 
NI  Nipsco Industries Inc. Holding Co. 
POM  Potomac Electric Power Company 
SLB  Schlumberger LTD 
T  American Telephone and Telegraph Co. 
XON  Exxon Corporation 
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Table 1.  Sample Moments with Asymptotic HAC Standard Errors 
  Stocks  T  Mean 
Standard  
Deviation 
Skewness  Kurtosis  Stocks  T  Mean 
Standard  
Deviation 
Skewness  Kurtosis 
BA  11000  0.9995  1.3258  3.3415  22.2723  GLX  11000  0.9998  1.3383  3.3882  21.8843 
 (Sterr)  (0.023)  (0.036)  (0.210)  (3.017)  (0.026)  (0.043)  (0.174)  (2.240) 
 [Pvalue] 
*  [0.983]   [0.000]   [0.000]   [0.000]   [0.993]   [0.000]   [0.000]   [0.000]  
CAL  5823  0.9995  1.5220  3.8075  24.1593  HAN  7666  0.9985  1.1628  2.2870  10.2497 
(0.050)  (0.093)  (0.188)  (2.292)  (0.018)  (0.023)  (0.085)  (0.813) 
[0.992]   [0.000]   [0.000]   [0.000]   [0.934]   [0.000]   [0.001]   [0.124]  
CL  7892  0.9995  1.3360  2.7425  13.6032  IBM  11000  0.9989  1.2843  3.1440  18.7330 
(0.024)  (0.037)  (0.103)  (0.976)  (0.016)  (0.028)  (0.130)  (1.431) 
[0.985]   [0.000]   [0.000]   [0.000]   [0.948]   [0.000]   [0.000]   [0.000]  
CPC  6587  0.9999  1.3177  2.7005  14.1553  MO  11000  0.9997  1.1173  2.6401  14.6598 
(0.026)  (0.041)  (0.153)  (1.666)  (0.016)  (0.026)  (0.151)  (1.794) 
[0.996]   [0.000]   [0.000]   [0.002]   [0.987]   [0.000]   [0.000]   [0.002]  
DI  9482  0.9995  1.3004  3.1076  20.4496  NI  6150  0.9998  1.4107  3.9834  33.0221 
(0.019)  (0.035)  (0.288)  (5.010)  (0.027)  (0.069)  (0.583)  (10.543) 
[0.980]   [0.000]   [0.000]   [0.022]   [0.995]   [0.000]   [0.001]   [0.023]  
FDX  6108  0.9995  1.4605  3.2527  19.8584  POM  9586  0.9989  1.1775  2.6458  15.6127 
(0.024)  (0.045)  (0.237)  (3.329)  (0.013)  (0.024)  (0.191)  (2.566) 
[0.983]   [0.000]   [0.000]   [0.001]   [0.936]   [0.000]   [0.001]   [0.010]  
FNM  11000  1.0001  1.2679  2.9719  15.9963  SLB  11000  0.9996  1.2948  2.7917  14.4453 
(0.019)  (0.028)  (0.115)  (1.320)  (0.018)  (0.028)  (0.112)  (1.287) 
[0.996]   [0.000]   [0.000]   [0.000]   [0.983]   [0.000]   [0.000]   [0.000]  
FPL  11000  1.0000  1.1803  2.9737  19.8476  T  11000  0.9992  1.2412  2.7958  15.4909 
(0.015)  (0.027)  (0.256)  (4.218)  (0.017)  (0.025)  (0.137)  (1.681) 
[0.998]   [0.000]   [0.000]   [0.010]   [0.959]   [0.000]   [0.000]   [0.000]  
GE  11000  0.9993  1.1811  2.8043  15.4550  XON  11000  0.9997  1.1325  2.5511  13.4194 
(0.015)  (0.024)  (0.134)  (1.668)  (0.015)  (0.022)  (0.111)  (1.126) 
[0.962]   [0.000]   [0.000]   [0.000]   [0.983]   [0.000]   [0.000]   [0.000]  
Note: (*) indicates p-values of disjoint tests for the sample moments to be the same as the moments of exp(1) {1,1,2,9 } Discussion Papers in Finance 2000-05 
 
ISMA Centre, The Business School for Financial Markets 
Table 2.  In-sample Diagnostic Tests 
Note: (*) and (**) indicate significance at 5 percent and 1 percent levels respectively. 
The Ljung-Box statistic has a Chi-square distribution with (lags – m) degrees of freedom.  
Stocks L-B(15)  xt L-B(15)  xt
2 L-B(15)  e e
t L-B(15)  e e
t
2
BA 2,872.52**      420.60**         35.91**           178.48**        
CAL 1,845.69**      862.99**         15.43*             129.90**        
CL 397.99**         246.10**         22.35**           128.19**        
CPC 381.20**         268.87**         2.55                 152.70**        
DI 1,030.30**      296.07**         11.71**           110.11**        
FDX 405.07**         127.26**         1.33                 59.11**          
FNM 1,084.31**      324.93**         2.61                 129.99**        
FPL 290.33**         95.14**           13.56               51.25**          
GE 277.20**         104.40**         0.77                 42.42**          
GLX 1,654.85**      532.37**         27.54**           265.23**        
HAN 307.10**         121.44**         8.73*               36.29**          
IBM 829.99**         167.07**         6.85                 76.81**          
MO 297.19**         226.14**         15.79*             157.35**        
NI 174.45**         242.75**         27.55**           266.19**        
POM 138.32**         37.20**           8.11*               8.16*              
SLB 313.11**         128.38**         17.41**           74.25**          
T 1,070.42**      215.04**         8.79                 75.95**          
XON 307.82**         104.97**         21.62**           60.99**          
Wald Test for Excess 



























Table 3.  The Se lected Models 
f(￿)     +       y(￿)  Acronyms  Full names 
Linear conditional mean   
(a)      +        (i)  E-ACD(1,1)  Exponential – ACD 
(b)      +        (i)  W-ACD(1,1)  Weibull – ACD 
(c)      +        (i)  G-ACD(1,1)  Generalized Gamma – ACD 
Non linear conditional mean   
(a)      +        (ii)  E-LOGACD(1,1)  Exponential – LOGACD 
(a)      +        (iii)  E-BCACD(1,1)  Exponential – Box-Cox ACD 
(a)      +        (iv)  E-EXACD(1,1)  Exponential – EXACD 
Benchmark models     
  AR(m*)  Autoregression 
  LOGAR(m*)  Autoregression in log-durations 




Table 4.  One -step and Multi-step Forecasting Models 




































































     




j j i jx a a   ￿ = - + +
*
1 0 ] [
m
j j s i i j x E a a  
LNAR(m*)  } ) ln( exp{
*
1 1 0 ￿ = - + +
m
j j i j x a a z   Not computed 
Note: The function g(￿) is equal to, respectively,  ) ln( i e a  for the LOGACD(1,1), 
d e a ) ( i  
for the BCACD(1,1), and  | 1 | - + i i e d ae  for the EXACD(1,1). The parameters z and xi 
are used to correct biased forecasts. 
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Table 5.  Estimation Results 
 Note: The Schwarz/Bayesian Information Criterion is computed as [-2*(Log-Likelihood)+k*ln(R)]/R, where k is the number of estimated 
parameters and R is the size of the fitting set. 
Parameters E-ACD W-ACD G-ACD E-LOGACD E-BCACD E-EXACD E-ACD W-ACD G-ACD E-LOGACD E-BCACD E-EXACD
w w 0.0076 0.0078 0.0099 0.0376 -0.1627 -0.0453 0.0133 0.0160 0.0163 0.0227 -0.0549 -0.0360
(t-statistic) (6.33) (5.10) (4.81) (18.75) (-6.87) (-14.33) (5.69) (3.47) (3.45) (13.41) (-8.91) (-9.98)
(robust t-stat) (4.16) (2.53) (2.84) (6.27) (-3.06) (-5.78) (3.75) (2.17) (2.35) (3.12) (-3.69) (-5.34)
a a 0.0572 0.0581 0.0608 0.0579 0.1871 0.0857 0.0422 0.0452 0.0456 0.0246 0.0621 0.0482
(18.86) (15.07) (13.13) (20.20) (7.07) (18.23) (12.49) (7.27) (7.17) (14.23) (7.27) (11.26)
(13.59) (5.71) (5.99) (6.07) (3.15) (5.38) (8.29) (4.70) (4.99) (3.07) (3.24) (5.04)
d d 0.3916 -0.0502 0.7335 -0.0141
(7.05) (-8.82) (9.57) (-2.69)
(3.92) (-3.81) (5.36) (-1.41)
b b 0.9363 0.9349 0.9313 0.9829 0.9818 0.9807 0.9447 0.9392 0.9386 0.9858 0.9843 0.9841
(270.23) (210.58) (173.73) (479.07) (454.20) (449.48) (198.82) (104.79) (102.38) (460.31) (376.12) (370.54)
(191.48) (78.22) (77.88) (153.25) (169.48) (153.93) (130.56) (59.32) (63.27) (89.92) (160.38) (165.72)
g g 0.8938 0.3334 0.7531 0.7281
(120.19) (10.43) (84.89) (15.83)
(132.32) (13.74) (89.84) (17.97)
l l 6.1326 1.0560
(5.36) (9.42)
(7.34) (11.90)
L-B(15)  e e t 27.56 27.59 35.01 37.20 25.83 26.11 18.93 19.69 19.70 56.97 19.04 18.83
L-B(15)  e e t
2
17.95 21.59 27.44 28.39 18.19 17.30 15.43 15.73 15.87 41.61 15.08 14.55
L-Likelihood -9433.68 -9317.01 -9118.86 -9414.49 -9396.48 -9400.03 -5400.03 -4982.78 -4982.57 -5442.21 -5396.01 -5396.83
BIC 1.889 1.867 1.828 1.886 1.883 1.884 1.839 1.699 1.700 1.853 1.839 1.839
Models for IBM Stock Models for CPC Stock 
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Table 6.  Out-of-sample Results: MSE Loss Criterion 
MSE





Panel A: One-step-ahead forecasts asymptotic p-values
BA 7 1.4958 8 1.5050 6 1.4858 5 1.4857 4 1.4853 2 1.4770 1 1.4753 3 1.4824 0.017 0.083 0.776 0.449
CAL 7 6.4232 8 6.5518 1 6.0671 2 6.0711 3 6.0711 6 6.1513 4 6.0788 5 6.0793 0.000 0.072 0.780 0.000
CL 7 0.9869 8 1.0081 3 0.9528 5 0.9544 4 0.9538 6 0.9761 1 0.9518 2 0.9521 0.000 0.000 0.000 0.002
CPC 1 1.3211 8 1.3506 5 1.3258 2 1.3255 3 1.3255 7 1.3327 6 1.3265 4 1.3256 0.657 0.529 0.723 0.605
DI 7 0.6289 8 0.6540 1 0.6037 2 0.6040 4 0.6041 5 0.6042 3 0.6041 6 0.6043 0.003 0.495 0.227 0.001
FDX 7 1.4271 8 1.4490 5 1.4025 3 1.4014 4 1.4025 1 1.3991 2 1.4010 6 1.4040 0.001 0.005 0.171 0.045
FNM 7 0.4109 8 0.4514 3 0.3807 4 0.3809 6 0.3947 5 0.3879 2 0.3786 1 0.3785 0.000 0.000 0.000 0.000
FPL 7 1.0570 8 1.0681 3 1.0517 5 1.0524 6 1.0556 1 1.0475 4 1.0517 2 1.0513 0.000 0.000 0.007 0.401
GE 4 1.7407 7 1.7480 2 1.7371 3 1.7372 1 1.7361 6 1.7456 5 1.7439 8 1.7495 0.614 0.520 0.644 0.446
GLX 8 1.1802 7 1.1679 4 1.1652 5 1.1656 6 1.1673 1 1.1557 2 1.1632 3 1.1638 0.251 0.213 0.557 0.139
HAN 1 1.1406 8 1.1519 4 1.1451 6 1.1455 7 1.1461 5 1.1454 3 1.1451 2 1.1447 0.084 0.049 0.231 0.603
IBM 4 1.4885 7 1.4939 6 1.4938 5 1.4938 8 1.4947 2 1.4806 3 1.4822 1 1.4777 0.002 0.001 0.723 0.352
MO 6 1.4423 8 1.4593 2 1.4390 3 1.4390 1 1.4386 7 1.4498 5 1.4418 4 1.4404 0.271 0.199 0.605 0.799
NI 1 0.9487 8 1.1366 2 0.9581 5 0.9634 7 0.9798 6 0.9636 4 0.9634 3 0.9604 0.000 0.000 0.000 0.136
POM 6 0.6832 8 0.7027 1 0.6575 3 0.6606 2 0.6605 7 0.6914 4 0.6618 5 0.6630 0.000 0.000 0.000 0.000
SLB 8 1.6558 5 1.6510 7 1.6539 6 1.6513 4 1.6494 1 1.6347 3 1.6435 2 1.6433 0.012 0.008 0.088 0.308
T 4 1.1323 8 1.1577 5 1.1325 6 1.1338 7 1.1443 1 1.1305 2 1.1309 3 1.1319 0.000 0.000 0.012 0.943
XON 4 1.3128 6 1.3136 5 1.3134 7 1.3136 8 1.3146 1 1.3054 3 1.3074 2 1.3073 0.029 0.156 0.110 0.408
sum 96 136 65 77 85 70 57 62
Hypothesis Tests on Loss Differentials
 
Note: The hypothesis tests we perform on the loss functions are: H1: equality of MSEs of AR and all ACD models (excluding LNAR, 
which performs poorly); H2: equality of MSEs of all ACDs; H3: equality of MSEs of E-ACD, W-ACD, and G-ACD models; H4: equality 
of MSEs of AR and EXACD models. In panel B no tests are performed for NI since the forecasts converge to the implied unconditional 
mean. These tests are computed as in equation (5).   
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Table 6. (continued)  Out-of-sample Results: MSE Loss Criterion 
MSE





Panel B: Thirty-step-ahead forecasts
BA 1 1.4688 7 1.4920 6 1.4916 5 1.4914 2 1.4736 3 1.4844 4 1.4883 0.144 0.147 0.751 0.173
CAL 7 7.6609 2 6.5104 5 6.5738 6 6.5749 1 6.4373 3 6.5589 4 6.5611 0.000 0.000 0.000 0.000
CL 7 1.0693 1 1.0201 5 1.0245 3 1.0229 6 1.0422 4 1.0233 2 1.0222 0.000 0.000 0.000 0.000
CPC 1 1.3443 7 1.3775 6 1.3750 5 1.3748 2 1.3682 4 1.3731 3 1.3721 0.087 0.051 0.012 0.007
DI 7 0.7152 1 0.6173 2 0.6183 4 0.6186 3 0.6186 6 0.6198 5 0.6196 0.000 0.023 0.025 0.000
FDX 7 1.4949 5 1.4505 4 1.4485 6 1.4548 1 1.4360 2 1.4448 3 1.4471 0.000 0.000 0.000 0.000
FNM 6 0.5977 5 0.5928 4 0.5881 7 0.6202 1 0.5583 3 0.5823 2 0.5820 0.000 0.000 0.000 0.000
FPL 7 1.0360 1 1.0316 2 1.0316 5 1.0325 6 1.0352 3 1.0318 4 1.0318 0.605 0.477 0.586 0.391
GE 7 1.5086 n.a. 1 1.5022 2 1.5026 3 1.5031 5 1.5045 4 1.5045 6 1.5054 0.034 0.020 0.124 0.004
GLX 1 1.1873 6 1.1903 5 1.1902 7 1.1913 3 1.1884 2 1.1884 4 1.1891 0.013 0.009 0.806 0.887
HAN 7 1.1492 2 1.1429 3 1.1433 6 1.1442 1 1.1366 4 1.1434 5 1.1437 0.010 0.085 0.029 0.529
IBM 1 1.5230 7 1.5851 5 1.5836 6 1.5846 4 1.5613 3 1.5579 2 1.5561 0.000 0.000 0.006 0.006
MO 7 1.4710 4 1.4621 5 1.4623 6 1.4627 1 1.4609 2 1.4618 3 1.4619 0.263 0.187 0.051 0.015
NI 4 0.9583 5 0.9609 6 0.9644 7 0.9828 2 0.9567 3 0.9568 1 0.9563 n.a. n.a. n.a. n.a.
POM 7 0.7196 1 0.6945 3 0.7017 2 0.7014 6 0.7196 4 0.7024 5 0.7031 0.000 0.000 0.000 0.000
SLB 2 1.6962 7 1.7062 6 1.7021 3 1.6982 1 1.6898 4 1.6993 5 1.7004 0.028 0.015 0.016 0.749
T 1 1.1275 6 1.1491 5 1.1481 7 1.1529 2 1.1408 3 1.1432 4 1.1434 0.009 0.007 0.135 0.046
XON 1 1.2040 5 1.2055 6 1.2056 7 1.2060 2 1.2045 3 1.2048 4 1.2051 0.000 0.013 0.121 0.079
sum 81 73 80 95 49 60 66
Hypothesis Tests on Loss Differentials
 
Note: The hypothesis tests we perform on the loss functions are: H1: equality of MSEs of AR and all ACD models (excluding LNAR, 
which performs poorly); H2: equality of MSEs of all ACDs; H3: equality of MSEs of E-ACD, W-ACD, and G-ACD models; H4: equality 
of MSEs of AR and EXACD models. In panel B no tests are performed for NI since the forecasts converge to the implied unconditional 
mean. These tests are computed as in equation (5).  
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Table 7.  Out-of-sample Results: EXP Loss Criterion 
EXP





Panel A: One-step-ahead forecasts asymptotic p-values
BA 7 0.6477 8 0.6526 5 0.6396 6 0.6397 4 0.6395 1 0.6354 2 0.6360 3 0.6382 0.025 0.413 0.694 0.232
CAL 7 1.0525 8 1.1019 1 0.9339 2 0.9368 3 0.9369 6 0.9453 4 0.9372 5 0.9374 0.000 0.000 0.313 0.000
CL 7 0.9031 8 0.9088 3 0.8747 5 0.8764 4 0.8759 6 0.8909 2 0.8733 1 0.8731 0.000 0.000 0.000 0.000
CPC 1 0.8273 8 0.8402 6 0.8314 4 0.8312 3 0.8312 7 0.8324 5 0.8313 2 0.8309 0.807 0.772 0.788 0.418
DI 7 0.7704 8 0.7814 1 0.7550 5 0.7551 6 0.7552 4 0.7551 3 0.7550 2 0.7550 0.002 0.965 0.711 0.007
FDX 7 1.0595 8 1.0701 4 1.0420 5 1.0425 6 1.0444 1 1.0361 2 1.0383 3 1.0391 0.001 0.004 0.159 0.008
FNM 7 0.6356 8 0.6537 3 0.6085 4 0.6086 6 0.6197 5 0.6102 1 0.6033 2 0.6034 0.000 0.000 0.000 0.000
FPL 7 0.6251 8 0.6309 4 0.6229 5 0.6232 6 0.6246 1 0.6208 3 0.6228 2 0.6226 0.001 0.000 0.019 0.443
GE 4 0.6343 7 0.6372 2 0.6321 3 0.6322 1 0.6314 6 0.6365 5 0.6359 8 0.6391 0.368 0.268 0.426 0.368
GLX 8 0.7174 1 0.7079 6 0.7145 7 0.7146 5 0.7145 2 0.7090 3 0.7131 4 0.7137 0.269 0.251 0.880 0.571
HAN 1 0.7047 6 0.7086 3 0.7083 5 0.7085 7 0.7088 8 0.7090 4 0.7084 2 0.7082 0.192 0.125 0.263 0.412
IBM 4 0.6830 8 0.6880 6 0.6859 7 0.6861 5 0.6852 3 0.6812 2 0.6804 1 0.6784 0.004 0.002 0.449 0.413
MO 6 0.5974 8 0.6056 2 0.5954 3 0.5954 1 0.5953 7 0.6016 5 0.5972 4 0.5964 0.159 0.104 0.578 0.741
NI 1 0.7997 8 0.8456 5 0.8022 2 0.8005 7 0.8030 6 0.8023 4 0.8021 3 0.8018 0.000 0.000 0.000 0.615
POM 6 0.7516 8 0.7546 1 0.7373 3 0.7391 2 0.7391 7 0.7538 4 0.7395 5 0.7402 0.000 0.000 0.000 0.000
SLB 7 0.8572 2 0.8516 8 0.8588 6 0.8568 5 0.8547 1 0.8472 4 0.8531 3 0.8529 0.151 0.127 0.083 0.529
T 2 0.6186 8 0.6324 5 0.6199 6 0.6206 7 0.6236 1 0.6182 3 0.6190 4 0.6190 0.000 0.001 0.046 0.891
XON 4 0.6750 8 0.6770 5 0.6759 6 0.6760 7 0.6763 1 0.6721 3 0.6728 2 0.6727 0.004 0.032 0.146 0.498
sum 93 128 70 84 85 73 59 56
Hypothesis Tests on Loss Differentials
 
Note: The hypothesis tests we perform on the loss functions are: H1: equality of EXPs of AR and all ACD models (excluding LNAR, which 
performs poorly); H2: equality of EXPs of all ACDs; H3: equality of EXPs of E-ACD, W-ACD, and G-ACD models; H4: equality of EXPs 
of AR and EXACD models. In panel B no tests are performed for NI since the forecasts converge to the implied unconditional mean. These 
tests are computed as in equation (5).  
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Table 7. (continued) Out-of-sample Results: EXP Loss Criterion 
EXP









Panel B: Thirty-step-ahead forecasts
BA 2 0.6393 6 0.6450 7 0.6451 5 0.6448 1 0.6387 3 0.6412 4 0.6434 0.158 0.275 0.620 0.451
CAL 7 1.4613 2 0.9837 5 1.0040 6 1.0043 1 0.9684 3 0.9966 4 0.9971 0.000 0.000 0.000 0.000
CL 7 0.9344 1 0.9083 5 0.9109 3 0.9100 6 0.9207 4 0.9101 2 0.9093 0.000 0.000 0.000 0.000
CPC 1 0.8282 7 0.8432 6 0.8418 5 0.8416 2 0.8386 4 0.8411 3 0.8407 0.013 0.007 0.014 0.010
DI 7 0.8259 1 0.7644 2 0.7651 3 0.7654 6 0.7674 5 0.7662 4 0.7658 0.000 0.027 0.105 0.000
FDX 7 1.1045 5 1.0777 3 1.0770 6 1.0801 1 1.0690 2 1.0756 4 1.0774 0.000 0.017 0.023 0.000
FNM 6 0.7530 5 0.7506 4 0.7485 7 0.7631 1 0.7337 3 0.7457 2 0.7456 0.000 0.000 0.000 0.000
FPL 7 0.6178 1 0.6150 2 0.6150 5 0.6155 6 0.6169 3 0.6151 4 0.6152 0.530 0.404 0.527 0.287
GE 7 0.6222 n.a. 1 0.6192 2 0.6194 3 0.6197 5 0.6202 4 0.6202 6 0.6206 0.084 0.061 0.205 0.011
GLX 1 0.7149 6 0.7171 7 0.7173 5 0.7168 2 0.7155 3 0.7157 4 0.7162 0.085 0.057 0.786 0.878
HAN 7 0.7168 2 0.7130 3 0.7132 6 0.7136 1 0.7101 4 0.7133 5 0.7135 0.006 0.171 0.051 0.452
IBM 1 0.6923 6 0.7191 7 0.7193 5 0.7155 4 0.7102 3 0.7084 2 0.7082 0.000 0.000 0.038 0.011
MO 7 0.6114 4 0.6070 5 0.6071 6 0.6073 1 0.6066 2 0.6069 3 0.6069 0.163 0.102 0.023 0.009
NI 4 0.8076 5 0.8088 6 0.8103 7 0.8183 2 0.8068 3 0.8069 1 0.8066 n.a. n.a. n.a. n.a.
POM 7 0.7711 1 0.7585 3 0.7623 2 0.7621 6 0.7711 4 0.7626 5 0.7629 0.000 0.000 0.000 0.000
SLB 3 0.8828 7 0.8857 5 0.8837 2 0.8816 1 0.8808 4 0.8837 6 0.8842 0.157 0.118 0.030 0.847
T 1 0.6115 7 0.6214 5 0.6210 6 0.6213 2 0.6182 4 0.6190 3 0.6189 0.005 0.019 0.319 0.079
XON 1 0.6769 5 0.6777 6 0.6777 7 0.6779 2 0.6772 3 0.6773 4 0.6774 0.000 0.007 0.107 0.071
sum 83 72 83 89 50 61 66
Hypothesis Tests on Loss Differentials
 
Note: The hypothesis tests we perform on the loss functions are: H1: equality of EXPs of AR and all ACD models (excluding LNAR, 
which performs poorly); H2: equality of EXPs of all ACDs; H3: equality of EXPs of E-ACD, W-ACD, and G-ACD models; H4: equality 
of EXPs of AR and EXACD models. In panel B no tests are performed for NI since the forecasts converge to the implied unconditional 
mean. These tests are computed as in equation (5). 
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Table 8.  Out-of-sample Results: CORR Loss Criterion 
CORR





Panel A: One-step-ahead forecasts asymptotic p-values
BA 4 0.1215 8 0.1098 7 0.1189 6 0.1190 5 0.1198 2 0.1226 1 0.1324 3 0.1224 0.000 0.000 0.038 0.937
CAL 6 0.1914 7 0.1667 5 0.1952 2 0.1998 1 0.1998 8 0.1635 3 0.1987 4 0.1987 0.865 0.898 0.750 0.828
CL 7 0.1584 8 0.1361 3 0.1749 5 0.1747 4 0.1748 6 0.1640 2 0.1809 1 0.1812 0.000 0.000 0.000 0.000
CPC 1 0.0925 8 0.0575 5 0.0771 3 0.0792 2 0.0794 7 0.0680 6 0.0771 4 0.0788 0.000 0.000 0.000 0.007
DI 2 0.0533 1 0.0872 6 0.0418 7 0.0417 8 0.0417 3 0.0519 5 0.0475 4 0.0478 0.000 0.000 0.000 0.005
FDX 7 0.1677 8 0.1345 4 0.1977 3 0.1978 5 0.1974 2 0.1981 1 0.2000 6 0.1961 0.000 0.000 0.230 0.000
FNM 7 0.1073 8 0.0745 4 0.1210 5 0.1191 6 0.1088 3 0.1211 2 0.1253 1 0.1266 0.000 0.000 0.000 0.000
FPL 5 0.0192 2 0.0447 6 0.0170 7 0.0150 8 0.0093 1 0.0520 4 0.0212 3 0.0224 0.000 0.000 0.000 0.376
GE 4 0.1156 7 0.1065 3 0.1243 2 0.1244 1 0.1252 6 0.1096 5 0.1130 8 0.1023 0.000 0.000 0.229 0.075
GLX 8 0.0660 1 0.1228 7 0.0775 6 0.0779 5 0.0788 2 0.1092 3 0.0846 4 0.0836 0.000 0.000 0.020 0.009
HAN 1 0.1056 2 0.1045 6 0.0874 7 0.0872 8 0.0869 3 0.0914 5 0.0880 4 0.0891 0.000 0.000 0.000 0.000
IBM 8 0.1048 4 0.1180 7 0.1129 6 0.1132 5 0.1139 2 0.1371 3 0.1338 1 0.1410 0.000 0.000 0.013 0.000
MO 4 0.1475 8 0.1032 3 0.1495 2 0.1495 1 0.1495 7 0.1267 6 0.1445 5 0.1472 0.000 0.000 0.996 0.959
NI 5 0.0389 3 0.0534 8 0.0366 7 0.0372 6 0.0375 1 0.0631 2 0.0628 4 0.0473 0.000 0.000 0.000 0.024
POM 8 0.0349 2 0.0806 7 0.0509 4 0.0515 5 0.0515 1 0.0993 3 0.0540 6 0.0515 0.000 0.000 0.000 0.000
SLB 8 0.1048 5 0.1175 7 0.1079 6 0.1142 4 0.1206 1 0.1521 3 0.1305 2 0.1310 0.000 0.000 0.000 0.000
T 7 0.0273 2 0.0437 5 0.0294 6 0.0290 8 0.0261 1 0.0530 3 0.0405 4 0.0352 0.000 0.000 0.084 0.006
XON 8 0.1048 4 0.1198 5 0.1114 6 0.1113 7 0.1110 1 0.1299 2 0.1264 3 0.1262 0.000 0.000 0.000 0.000
sum 100 88 98 90 89 57 59 67
Hypothesis Tests on Loss Differentials
 
Note: CORR indicates correlation coefficients between forecast and actual data. The hypothesis tests we perform on the loss functions are: 
H1: equality of CORRs of AR and all ACD models (excluding LNAR, which performs poorly); H2: equality of CORRs of all ACDs; H3: 
equality of CORRs of E-ACD, W-ACD, and G-ACD models; H4: equality of CORRs of AR and EXACD models. These tests are 
computed as in equation (5).  
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Table 8. (continued) Out-of-sample Results: CORR Loss Criterion 
CORR









Panel B: Thirty-step-ahead forecasts
BA 3 0.0736 5 0.0711 6 0.0710 7 0.0701 1 0.0861 2 0.0764 4 0.0722 0.000 0.000 0.047 0.809
CAL 4 0.0975 7 0.0971 6 0.0972 5 0.0972 1 0.1064 2 0.1000 3 0.0999 0.971 0.977 0.710 0.957
CL 7 0.0752 4 0.1264 6 0.1262 5 0.1263 1 0.1387 2 0.1355 3 0.1340 0.000 0.000 0.000 0.000
CPC 1 -0.0028 5 -0.0570 6 -0.0578 7 -0.0579 2 -0.0327 4 -0.0504 3 -0.0487 0.000 0.000 0.001 0.000
DI 7 -0.0286 1 0.0206 3 0.0190 4 0.0187 6 0.0051 5 0.0175 2 0.0194 0.000 0.000 0.000 0.000
FDX 7 0.0791 4 0.1173 5 0.1144 6 0.1101 1 0.1385 3 0.1306 2 0.1327 0.000 0.000 0.000 0.000
FNM 7 -0.0673 5 -0.0150 2 -0.0133 1 -0.0041 6 -0.0281 4 -0.0147 3 -0.0145 0.000 0.000 0.000 0.000
FPL 7 0.0035 3 0.0674 4 0.0665 6 0.0625 5 0.0642 1 0.0684 2 0.0677 0.000 0.000 0.000 0.000
GE 7 0.0176 n.a. 6 0.0936 5 0.0937 3 0.0946 4 0.0937 2 0.0948 1 0.1031 0.000 0.000 0.000 0.000
GLX 7 -0.0018 4 0.0349 5 0.0343 6 0.0330 1 0.0646 2 0.0426 3 0.0408 0.000 0.000 0.014 0.000
HAN 7 0.0519 2 0.0722 3 0.0708 5 0.0691 1 0.1021 4 0.0699 6 0.0680 0.000 0.000 0.000 0.002
IBM 7 -0.0466 6 -0.0321 5 -0.0319 4 -0.0316 3 -0.0274 1 -0.0266 2 -0.0269 0.000 0.001 0.400 0.002
MO 7 0.0346 4 0.0846 5 0.0843 6 0.0794 1 0.0987 2 0.0913 3 0.0909 0.000 0.000 0.000 0.000
NI 4 0.0062 7 -0.0002 6 0.0000 5 0.0000 1 0.0258 2 0.0255 3 0.0244 n.a. n.a. n.a. n.a.
POM 1 0.0578 4 0.0179 2 0.0194 3 0.0194 7 -0.0351 5 0.0151 6 0.0142 0.000 0.000 0.000 0.000
SLB 1 0.0636 7 0.0180 6 0.0252 5 0.0343 2 0.0616 3 0.0378 4 0.0364 0.000 0.000 0.000 0.000
T 1 0.0267 5 -0.0177 6 -0.0188 7 -0.0258 2 -0.0037 3 -0.0127 4 -0.0152 0.000 0.000 0.000 0.000
XON 6 -0.0682 2 -0.0562 3 -0.0562 4 -0.0563 1 -0.0518 5 -0.0593 7 -0.0684 0.000 0.000 0.000 0.590
sum 91 81 84 89 46 52 61
Hypothesis Tests on Loss Differentials
 
Note: CORR indicates correlation coefficients between forecast and actual data. The hypothesis tests we perform on the loss functions are: 
H1: equality of CORRs of AR and all ACD models (excluding LNAR, which performs poorly); H2: equality of CORRs of all ACDs; H3: 
equality of CORRs of E-ACD, W-ACD, and G-ACD models; H4: equality of CORRs of AR and EXACD models. These tests are 
computed as in equation (5).  
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Table 9.  Out-of-sample Results: RANK Loss Criterion 
RANK CORRELATION
Rank AR LNAR E-ACD W-ACD G-ACD E-LOGACD E-BCACD E-EXACD
Panel A: One-step-ahead forecasts
BA 7 0.0405 8 0.0126 5 0.0697 3 0.0699 6 0.0692 4 0.0699 1 0.0723 2 0.0712
CAL 2 0.1748 1 0.1947 7 0.1554 4 0.1593 3 0.1595 8 0.1183 5 0.1569 6 0.1563
CL 7 0.1169 8 0.1065 5 0.1458 4 0.1460 3 0.1460 6 0.1327 2 0.1486 1 0.1494
CPC 1 0.0883 7 0.0641 4 0.0724 3 0.0749 2 0.0752 8 0.0537 6 0.0701 5 0.0721
DI 2 0.0453 1 0.0606 6 0.0296 7 0.0289 8 0.0287 3 0.0371 5 0.0309 4 0.0310
FDX 4 0.1595 2 0.1711 6 0.1406 7 0.1374 8 0.1325 1 0.1761 5 0.1573 3 0.1609
FNM 6 0.1141 8 0.0848 3 0.1155 5 0.1149 7 0.1102 2 0.1159 1 0.1176 4 0.1149
FPL 3 0.0181 1 0.0532 6 0.0097 7 0.0074 8 0.0009 2 0.0379 5 0.0135 4 0.0155
GE 8 0.1027 1 0.1304 7 0.1144 6 0.1146 4 0.1183 3 0.1262 2 0.1271 5 0.1153
GLX 8 0.0667 1 0.1191 7 0.0692 6 0.0699 5 0.0716 2 0.0987 3 0.0789 4 0.0781
HAN 1 0.1216 2 0.1020 5 0.0959 6 0.0959 7 0.0953 8 0.0921 4 0.0968 3 0.0969
IBM 8 0.0983 4 0.1240 7 0.1070 6 0.1073 5 0.1076 1 0.1365 3 0.1287 2 0.1360
MO 1 0.1029 8 0.0712 4 0.1017 3 0.1018 2 0.1023 7 0.0850 6 0.0992 5 0.1011
NI 8 0.0872 6 0.1185 5 0.1190 2 0.1244 1 0.1256 4 0.1211 3 0.1214 7 0.1179
POM 3 0.1063 2 0.1156 8 0.0746 4 0.0826 5 0.0824 1 0.1494 6 0.0805 7 0.0803
SLB 3 0.0909 1 0.1250 8 0.0569 7 0.0659 6 0.0730 2 0.1096 5 0.0807 4 0.0811
T 2 0.0468 1 0.0616 8 0.0248 7 0.0258 6 0.0305 3 0.0452 4 0.0358 5 0.0319
XON 5 0.1066 4 0.1134 6 0.1037 7 0.1035 8 0.1031 1 0.1209 2 0.1158 3 0.1141
sum 79 66 107 94 94 66 68 74  
Note: With a dark background we format correlations that are significantly different from zero. 
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Table 9. (continued)  Out-of-sample Results: RANK Loss Criterion 
RANK CORRELATION
Rank AR LNAR E-ACD W-ACD G-ACD E-LOGACD E-BCACD E-EXACD
Panel B: Thirty-step-ahead forecasts
BA 3 0.0626 6 0.0545 7 0.0545 5 0.0547 2 0.0669 1 0.0669 4 0.0558
CAL 1 0.0843 6 0.0712 4 0.0721 5 0.0721 7 0.0598 2 0.0732 3 0.0730
CL 7 0.0685 6 0.0959 4 0.0960 5 0.0960 1 0.1200 2 0.1049 3 0.1038
CPC 1 -0.0270 2 -0.0318 3 -0.0322 4 -0.0323 7 -0.0401 6 -0.0353 5 -0.0329
DI 7 0.0019 1 0.0607 2 0.0588 3 0.0584 6 0.0364 5 0.0538 4 0.0571
FDX 4 0.0386 5 0.0329 6 0.0302 7 0.0264 1 0.0696 3 0.0490 2 0.0538
FNM 7 -0.0457 3 -0.0117 2 -0.0093 1 0.0005 6 -0.0189 4 -0.0130 5 -0.0141
FPL 7 0.0315 n.a. 2 0.0832 1 0.0834 3 0.0830 6 0.0376 4 0.0806 5 0.0796
GE 7 0.0520 5 0.0639 3 0.0642 2 0.0668 6 0.0635 4 0.0641 1 0.0737
GLX 7 0.0116 6 0.0357 5 0.0370 4 0.0378 1 0.0545 2 0.0443 3 0.0433
HAN 7 0.0278 2 0.0548 3 0.0528 5 0.0499 1 0.0739 4 0.0508 6 0.0479
IBM 7 -0.0330 6 -0.0206 5 -0.0205 4 -0.0203 3 -0.0178 1 -0.0169 2 -0.0169
MO 7 0.0356 1 0.0806 2 0.0804 5 0.0792 3 0.0792 6 0.0775 4 0.0792
NI 6 -0.0465 7 -0.0537 4 -0.0306 5 -0.0384 3 0.0313 2 0.0313 1 0.0343
POM 1 0.0493 6 0.0400 4 0.0441 3 0.0441 7 -0.0176 5 0.0436 2 0.0447
SLB 2 0.0728 7 0.0040 6 0.0170 3 0.0387 1 0.0751 4 0.0315 5 0.0289
T 1 0.0388 5 0.0065 6 0.0056 7 -0.0013 2 0.0128 3 0.0093 4 0.0071
XON 6 -0.0565 5 -0.0549 4 -0.0547 3 -0.0545 1 -0.0463 2 -0.0522 7 -0.0615
sum 88 81 71 74 64 60 66  
Note: With a dark background we format correlations that are significantly different from zero.   
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Table 10.  Out-of-sample Results: PERCENT Loss Criterion 
PERCENT
Rank LNAR E-ACD W-ACD G-ACD E-LOGACD E-BCACD E-EXACD
Panel A: One-step-ahead forecasts
BA 7 46.4 3 50.0 2 50.1 3 50.0 6 49.3 1 51.0 5 49.9
CAL 1 51.5 7 42.0 4 42.7 4 42.7 6 42.2 2 43.3 3 43.1
CL 7 42.7 3 66.2 1 66.3 1 66.3 6 53.4 4 64.4 5 63.9
CPC 7 43.7 2 53.1 1 53.2 3 52.4 6 45.8 5 50.9 4 51.2
DI 7 42.4 1 65.8 1 65.8 4 65.6 6 65.0 1 65.8 5 65.5
FDX 7 46.0 4 59.2 5 58.9 6 57.9 1 62.2 2 61.3 3 59.5
FNM 7 39.4 1 75.3 2 75.2 5 69.4 6 62.2 4 71.6 3 72.1
FPL 4 49.0 2 49.9 1 50.0 3 49.3 7 46.6 5 48.5 6 48.4
GE 4 50.8 6 50.6 5 50.7 7 50.3 3 51.3 1 51.8 2 51.4
GLX 7 49.1 2 55.8 1 56.1 3 55.5 6 54.4 4 55.2 5 55.1
HAN 7 45.4 2 51.6 2 51.6 1 51.8 6 49.3 5 51.1 4 51.3
IBM 5 50.6 5 50.6 4 51.0 7 49.5 3 52.1 2 52.2 1 52.4
MO 7 46.6 2 51.0 1 51.1 3 49.4 6 46.8 5 48.4 4 48.8
NI 7 39.4 6 42.9 1 53.5 2 51.9 5 43.0 4 43.4 3 50.0
POM 7 42.0 1 64.3 2 63.5 2 63.5 6 42.6 5 62.0 4 62.3
SLB 7 52.6 5 54.5 4 55.2 6 54.3 1 58.2 2 56.6 3 56.1
T 7 46.0 2 52.3 1 52.7 6 47.2 3 49.7 4 49.2 5 48.7
XON 7 47.6 5 48.1 4 48.2 6 47.7 2 50.0 3 49.8 1 51.1
sum/average 112 46.2 59 54.6 42 55.3 72 54.2 85 51.3 59 54.3 66 54.5
Panel B: Thirty-step-ahead forecasts
BA 3 49.8 1 50.1 3 49.8 6 47.4 5 49.5 1 50.1
CAL 6 44.7 3 45.5 3 45.5 5 45.1 2 45.7 1 45.9
CL 2 69.6 1 69.8 2 69.6 6 65.8 4 69.2 5 68.9
CPC 1 48.6 3 47.7 2 47.8 6 44.1 4 46.8 4 46.8
DI 3 72.7 1 72.9 1 72.9 6 72.2 4 72.4 4 72.4
FDX 5 62.2 2 62.6 6 61.5 1 65.8 2 62.6 4 62.4
FNM 5 69.9 2 78.2 6 14.9 1 80.6 3 77.7 3 77.7
FPL n.a. 3 50.4 1 50.7 2 50.5 6 45.2 5 49.7 4 49.8
GE 5 47.4 1 50.7 6 34.9 3 49.5 4 48.6 2 50.3
GLX 3 56.4 2 56.5 6 55.1 1 57.1 5 56.0 4 56.1
HAN 2 53.0 1 53.2 3 52.6 6 51.8 3 52.6 5 52.5
IBM 4 45.2 3 45.8 6 43.6 1 46.0 4 45.2 2 45.9
MO 2 53.1 1 53.6 6 49.2 5 51.6 4 51.7 3 51.8
NI 4 24.9 4 24.9 6 24.5 1 75.0 1 75.0 3 74.9
POM 2 71.3 1 71.4 2 71.3 6 48.5 5 69.3 4 69.6
SLB 6 56.2 2 58.3 4 57.2 1 60.2 3 57.4 4 57.2
T 2 52.8 1 53.2 6 44.6 5 51.1 4 51.4 3 51.6
XON 5 40.6 2 44.0 6 36.4 1 46.8 3 43.3 4 42.2
sum/average 63 53.8 32 54.9 76 49.0 67 55.8 65 56.9 60 57.0  
Note: Percentage of times that competitor models provide forecasting errors lower than the 
benchmark AR model. Percentages are significantly different from 0.5 at 5% level of 
confidence if they are respectively, in Panel A lower than 46.90 or greater than 53.10, and in 
Panel B lower than 46.85 or greater than 53.14.  
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Table 11.  Sum of Forecasts from 1-step -ahead to 30-step-ahead 
Mean Square Error
MSE Rank MSEi   /MSEAR





BA 101.980 6 1.007 5 1.005 4 1.005 1 0.826 2 0.895 3 0.966 0.045 0.830 0.676
CAL 1394.778 1 0.393 4 0.416 5 0.417 6 0.417 2 0.409 3 0.409 0.000 0.002 0.000
CL 144.559 1 0.617 5 0.638 4 0.631 6 0.788 3 0.629 2 0.624 0.000 0.000 0.000
CPC 72.862 6 1.184 5 1.167 4 1.166 3 1.164 2 1.163 1 1.148 0.033 0.042 0.077
DI 89.530 2 0.380 4 0.386 5 0.388 1 0.356 6 0.390 3 0.385 0.027 0.007 0.000
FDX 138.794 5 0.706 4 0.701 6 0.728 1 0.673 2 0.679 3 0.692 0.018 0.065 0.000
FNM 211.149 5 0.861 4 0.857 6 1.011 1 0.741 3 0.817 2 0.815 0.000 0.000 0.000
FPL 30.378 2 1.085 5 1.099 6 1.163 1 1.061 4 1.092 3 1.085 0.000 0.000 0.268
GE 69.131 3 0.976 4 0.978 1 0.970 6 0.986 5 0.983 2 0.972 0.165 0.727 0.311
GLX 61.904 4 1.040 5 1.046 6 1.072 1 0.945 2 1.019 3 1.029 0.159 0.226 0.811
HAN 59.529 2 1.015 5 1.025 6 1.041 1 0.949 4 1.016 3 1.015 0.001 0.000 0.874
IBM 83.978 5 1.325 4 1.316 6 1.326 2 1.124 3 1.127 1 1.123 0.000 0.200 0.296
MO 101.661 1 0.901 3 0.903 4 0.904 6 0.922 5 0.906 2 0.903 0.207 0.168 0.047
NI 99.247 4 1.038 5 1.065 6 1.223 2 1.004 3 1.005 1 0.995 n.a. n.a. n.a.
POM 96.918 1 0.706 3 0.762 2 0.760 6 1.063 4 0.775 5 0.784 0.000 0.000 0.000
SLB 101.287 6 1.005 5 0.976 4 0.948 1 0.857 2 0.937 3 0.942 0.122 0.048 0.549
T 42.164 5 1.336 4 1.332 6 1.423 1 1.225 2 1.252 3 1.252 0.002 0.309 0.019
XON 61.776 4 1.052 5 1.055 6 1.066 1 0.994 2 1.012 3 1.024 0.000 0.003 0.311
Average  3.5 0.924 4.4 0.929 4.8 0.958 2.6 0.894 3.1 0.895 2.6 0.898




Note: These are the MSEs for the cumulative forecasts over the first 30-steps. The MSEs are divided by the MSEs of the AR model.  
The hypothesis tests we perform on the loss functions are: H2: equality of MSEs of all ACDs; H3: equality of MSEs of E-ACD, W-ACD, 
and G-ACD models; H4: equality of MSEs of AR and EXACD models.  These tests are computed as in equation (5). Discussion Papers in Finance 2000-05 
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Table 12.  Tests on Probability Density Transform Series 
E-ACD W-ACD G-ACD E-ACD W-ACD G-ACD E-ACD W-ACD G-ACD
p-value
BA 66.76 56.59 60.22 13.02 8.74 24.65 53.23 48.16 36.05
0.082 0.308 0.203 0.011 0.068 0.000 0.280 0.466 0.898
CAL 136.58 111.81 113.87 47.09 21.16 21.53 78.62 86.65 88.48
0.000 0.000 0.000 0.000 0.000 0.000 0.003 0.001 0.000
CL 107.47 61.27 62.56 54.87 18.64 19.16 34.76 44.40 44.92
0.000 0.178 0.150 0.000 0.001 0.001 0.924 0.621 0.600
CPC 99.82 88.33 89.72 47.30 11.94 12.82 50.36 76.87 77.64
0.000 0.001 0.001 0.000 0.018 0.012 0.380 0.005 0.004
DI 108.18 46.40 45.62 33.74 6.37 6.18 69.39 40.28 39.69
0.000 0.693 0.721 0.000 0.173 0.186 0.023 0.778 0.798
FDX 231.30 75.15 78.10 78.48 15.40 18.59 67.03 51.66 52.57
0.000 0.020 0.011 0.000 0.004 0.001 0.036 0.333 0.301
FNM 168.20 149.48 132.62 110.13 85.01 76.21 39.75 55.96 53.18
0.000 0.000 0.000 0.000 0.000 0.000 0.796 0.201 0.281
FPL 47.17 35.12 34.78 10.02 1.78 3.17 36.63 33.13 31.34
0.664 0.965 0.968 0.040 0.777 0.530 0.884 0.950 0.970
GE 90.92 86.14 75.93 15.92 16.13 23.89 69.22 66.30 50.61
0.001 0.002 0.017 0.003 0.003 0.000 0.024 0.041 0.371
GLX 90.24 49.13 52.53 20.15 2.10 6.59 64.86 47.13 46.25
0.001 0.588 0.453 0.000 0.717 0.159 0.053 0.508 0.545
HAN 65.48 64.25 62.19 20.04 5.57 5.02 41.11 59.27 57.20
0.099 0.119 0.157 0.000 0.233 0.285 0.749 0.128 0.171
IBM 90.97 69.77 80.56 28.46 5.67 23.13 54.82 62.24 52.18
0.001 0.051 0.007 0.000 0.225 0.000 0.232 0.081 0.315
MO 71.47 69.73 87.59 7.44 5.03 14.83 61.89 63.56 69.23
0.038 0.051 0.001 0.115 0.284 0.005 0.086 0.066 0.024
NI 182.20 112.87 100.64 72.08 33.44 25.04 71.17 77.98 77.79
0.000 0.000 0.000 0.000 0.000 0.000 0.017 0.004 0.004
POM 134.49 111.33 112.26 33.58 27.95 28.13 81.95 82.36 83.16
0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.001 0.001
SLB 119.59 58.44 63.43 49.02 7.65 13.45 53.09 48.41 47.36
0.000 0.251 0.133 0.000 0.105 0.009 0.284 0.456 0.499
T 80.10 59.73 79.03 18.65 3.25 20.47 55.28 56.04 56.74
0.007 0.215 0.009 0.001 0.516 0.000 0.219 0.199 0.181
XON 85.42 58.01 64.30 20.69 9.86 18.07 55.46 44.53 41.39
0.002 0.263 0.118 0.000 0.043 0.001 0.214 0.616 0.739
Test A Test B Test C
 
We consider model (8) for the case of 5 states and 3 autoregressive lags. We format in bold 
values of 
2 c  statistics and a dark backgrounds denote all cases where we fail to reject the null 
hypothesis at 5% level of confidence. 
The Test  A, Test B, and Test C columns present 
2 c  statistics (with asymptotic p-values) for 
the following hypothesis on model (8): A - the coefficients ofmand B's are jointly zero; B - the 
coefficients of m are jointly zero; C - the elements of the matrices B's are jointly zero.  Discussion Papers in Finance 2000-05 
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Figure  1.    Empirical Distributions for CPC (a) and IBM (b). Estimated 
histograms of diurnally adjusted durations for respectively CPC, on the left, and 
IBM, on the right. The more flexible Generalized Gamma distribution better fits 
the distribution and hazard function of non-zero deseasonalized durations for very 
frequently traded stock such as IBM. 
Figure 2. News Impact Curve for IBM. Plot of the current conditional means yi 
against the most recent standardized duration ei-1 holding past conditional means 
to the unconditional level. This shows what different parameterizations predict for 
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