Abstract. Given a link in the three-sphere, Z. Szabó and the second author constructed a spectral sequence starting at the Khovanov homology of the link and converging to the Heegaard Floer homology of its branched double-cover. The aim of this paper and its sequel is to explicitly calculate this spectral sequence, using bordered Floer homology. There are two primary ingredients in this computation: an explicit calculation of filtered bimodules associated to Dehn twists and a pairing theorem for polygons. In this paper we give the first ingredient, and so obtain a combinatorial spectral sequence from Khovanov homology to Heegaard Floer homology; in the sequel we show that this spectral sequence agrees with the previously known one.
Introduction
Let L be a link in the three-sphere. Two recently-defined invariants one can associate to L are the reduced Khovanov homology Kh(r(L)) of the mirror of L and the Heegaard Floer homology y HF (Σ(L)) of the double-cover of S 3 branched over L. (We take both homology groups with coefficients in F 2 .) These two link invariants, Kh(r(L)) and y HF (Σ(L)), have much in common; in particular, they agree when L is an unlink, and they both satisfy the same skein exact sequence. In [OSz05] , this observation was parlayed into the following:
Theorem 1 (Ozsváth-Szabó). For any link L in the three-sphere, there is a spectral sequence whose E 2 page is Kh(r(L)) and whose E ∞ page is y
HF (Σ(L)).
Baldwin [Bal08] has shown that the spectral sequence appearing in Theorem 1 is itself a link invariant.
The aim of the present paper and its sequel [LOTa] is to calculate the spectral sequence from Theorem 1, when L is a link expressed as the plat closure of a braid, using techniques from bordered Heegaard Floer homology. In the present paper, we achieve the more modest goal of explicitly describing a spectral sequence from reduced Khovanov homology to y HF (Σ(L)). As we will see, the existence of a spectral sequence follows from formal properties of bordered Floer homology; the main contribution of the present paper is to compute the spectral sequence. In the sequel, we identify the spectral sequence from this paper with the one from Theorem 1.
Our arguments here are a combination of basic topology, formal properties of the theory, and combinatorics. There is analysis in the background, in knowing that the invariants are well-defined, and that they satisfy pairing theorems (i.e., that gluing manifolds corresponds to tensoring their bordered invariants), but this analysis was all done in [LOT08] and [LOT10a] . The main work in identifying the spectral sequences in the sequel [LOTa] is a new analytic result: a pairing theorem for polygon maps. This pairing theorem, in turn, follows from a degeneration argument similar to the one used in [LOT08] to prove the pairing theorem for modules, but with an extra step.
1.1. Description of the spectral sequence. To describe our spectral sequence, present the link as the plat closure of a braid and slice it as follows. Think of the link as lying on its side in the three-ball. If it has n crossings and 2k strands, cut the three-ball along n + 1 vertical slices. To the left of the i = 1 slice, there should be no crossings, just the k extrema in the link projection. Between the slice i and slice i + 1 there should be 2k strands, exactly two of which should be permuted. Finally, to the right of the i = n + 1 slice, there should be no crossings, just the k other critical points of the link projection. See Figure 1 for an illustration. (Note that we have departed from standard conventions from knot theory, where the link is typically thought of as having k maxima and minima, rather than the k leftmost and k rightmost critical points we have here.) We can now think of the three-ball as cut into n + 2 layers B 0 , . . . , B n+1 , where the layer B i lies between the i th and (i + 1) With a little more care, one can pick parametrizations of the boundaries, making the B i bordered in the sense of [LOT08] . We can think of Σ(B i ) for i = 1, . . . , n as the mapping cylinder of a diffeomorphism which is a positive or negative Dehn twist along a (homologically essential) curve γ in Σ. Call this bordered 3-manifold D γ or D −1 γ , depending on the sign of the Dehn twist.
Thinking of Σ as a surface equipped with a convenient parameterization, we can now associate bordered invariants (in the sense of [LOT08] and [LOT10a] ) to each of the pieces.
Specifically, we form z CFA(Σ(B 0 )), { CFDA(Σ(B i )) for i = 1, . . . n, and z CFD(Σ(B n+1 )). According to a pairing theorem for bordered Floer homology, the Heegaard Floer complex for Σ(L) can be obtained by forming the tensor products of these bordered pieces, i.e., there is a homotopy equivalence
CFD(B n+1 ).
We now turn to studying the bimodules associated to the Dehn twists appearing in Equation (1.1) (i.e., the modules { CFDA(B i ) for i = 1, . . . , n). } × Σ and equipped with its surface framing.
Given a braid generator s i , by the braid-like resolution p s i we simply mean the identity braid, and by the anti-braid-like resolution q s i we mean a cap followed by a cup in the same column as s i ; see Figure 2 . In these terms, the (unoriented) skein exact triangles for i , its braid-like resolution, and its anti-braid-like resolution. In both cases, the arrows indicate the directions in the skein sequence. q s i is Y 0(γ) (for the same curve γ). So, it is natural to expect that there would be an exact triangle of bordered Floer bimodules of these manifolds. The next theorem says that this is the case. Note that the order of the two terms is determined by the type of the crossing, as illustrated in Figure 2 .
The theorem can be divided into two parts. The first is an existence statement (restated and proved as Theorem 5 below), which is essentially a local version of the usual exact triangle. The second is the uniqueness statement which is constructive: the bimodule morphisms F ± are calculated explicitly. More specifically, let B 0 i and B 1 i denote the constituent bimodules in the mapping cone description of { CFDD(Σ(B i )). One of these, the identity type DD bimodule, is calculated in [LOT10b] (and recalled in Proposition 6.4 below). The other is a composite of two elementary cobordisms. As such, its information is formally contained in [LOT10b] ; however, we prefer to give a more explicit version of the answer in Proposition 6.17 below. The bimodule morphism between them is calculated, using only the properties from the statement of Theorem 2, in Propositions 7.11 and 7.23 (depending on the crossing type).
Tensoring both sides of Theorem 2 with the type AA module associated to the identity cobordism, { CFAA(I), and using the fact that this is an equivalence of categories, gives the analogous statement for { CFDA:
Corollary 1.3. There are bimodule morphisms In [LOT10b] we computed the bimodule { CFAA(I). So, computing the modules and maps in Corollary 1.3 reduces to computing the modules and maps in Theorem 2.
Theorem 2 equips all of the factors { CFDA(B i ) for i = 1, . . . , n with a two-step filtration. Thus, the tensor product appearing in Equation (1.1) is naturally equipped with a filtration by the hypercube {0, 1}
n . (The reader should not be lulled into a sense of complacency, here. For an ordinary tensor product, the tensor product of n mapping cones is also a complex which is filtered by the hypercube; however, the differentials appearing in this complex never drop filtration level by more than one. This is not the case with the relevant A ∞ tensor product appearing in Equation (1.1), where the differentials can drop arbitrarily far.)
For L an n-crossing link (with the crossings of L enumerated, say) and
n , there is a corresponding resolution v(L) of L, gotten by taking the v i ∈ {0, 1} resolution at the i th crossing of L, for each i. The reduced Khovanov homology of r(L) is the homology of an n-dimensional hypercube where at each vertex v we place the group
is an unlink, whose branched double-cover is a connected sum of (S 1 × S 2 )'s, a manifold whose Heegaard Floer homology is easy to calculate.) These considerations lead to the following:
Theorem 3. Equation (1.1) and Theorem 2 equip a complex for y CF (Σ(L)) with a filtration by {0, 1}
n . In particular, for each v ∈ {0, 1}
n , we obtain a chain complex y
whose homology, y
, is identified with the Khovanov homology of v(L), and whose edge maps from y
) (where v and v differ in one place, with v i = 0 and v i = 1) are identified with the differentials in Khovanov homology. More succinctly, the associated spectral sequence has E 2 term identified with (reduced) Khovanov homology Kh(r(L)), and E ∞ term identified with y
HF (Σ(L)).
Most of Theorem 3 follows from the preceding discussion, together with the pairing theorem. In particular, this information is sufficient to identify the E 1 page of the spectral sequence with Khovanov's (reduced) chain complex, as F 2 -vector spaces, and to identify the E ∞ page with y HF (Σ(L)). Identifying the differential on the E 1 page with Khovanov's differential uses a little more geometric input, namely, a version of the pairing theorem for triangles, which we defer to [LOTa] .
Theorem 3 gives a spectral sequence of the same form as Theorem 1, and such that all the differentials can be explicitly determined. In the sequel [LOTa] , we prove the following:
Theorem 4. The spectral sequence coming from Theorem 3 is identified with the spectral sequence for multi-diagrams from Theorem 1.
Further remarks.
The present paper is devoted to computing a spectral sequence from Khovanov homology to the Heegaard Floer homology of a branched double cover. It is worth pointing out that this spectral sequence has a number of generalizations to other contexts. For example, Roberts [Rob07] constructed an analogous spectral sequence from skein homology of Asaeda, Przytycki, and Sikora [APS04] , converging to knot Floer homology in a suitable branched cover. Building on this, Grigsby and Wehrli established an analogous spectral sequence starting at various colored versions of Khovanov homology, converging to knot homology of the branch locus in various branched covers of L, leading to a proof that these colored Khovanov homology groups detect the unknot [GW10] . Bloom [Blo09] proved an analogue of Theorem 1 using Seiberg-Witten theory in place of Heegaard Floer homology. More recently, Kronheimer and Mrowka [KM10] have shown an analogue with Z coefficients, converging to a version of instanton link homology, showing that Khovanov homology detects the unknot.
During the preparation of this paper, Zoltán Szabó announced a combinatorially-defined spectral sequence starting at Khovanov's homology (modulo 2) and converging to a knot invariant [Sza] . It would be interesting to compare his spectral sequence with the one from Theorem 3.
We have relied in this paper extensively on the machinery of bordered Floer homology, which gives a technique for computing y HF for three-manifolds. Another powerful technique for computing this invariant is the technique of nice diagrams, see [SW10] . At present, it is not known how to use nice diagrams to compute the spectral sequence from Kh(r(K)) to y HF (Σ(K)).
In [LOT10b] we computed the mapping class group action in bordered Floer theory, giving an algorithm for computing y HF (Y ) for any 3-manifold Y . The present paper independently gives as a corollary a part of that computation, for the case where we glue two handlebodies by a map φ that is the double-cover of an element of the braid group, i.e., φ is hyperelliptic.
1.3. Organization. This paper is organized as follows. Section 2 collects some algebraic background on the various types of modules, and discusses filtered versions of them. Section 4 establishes the skein sequence for { CFDD (Theorem 2) and { CFDA (Corollary 1.3). Using this, and the pairing theorem for triangles from [LOTa] , Theorem 3 is also established there. Next, we turn to the work of computing the spectral sequence. In Section 5 we compute the type D invariants of the relevant handlebodies. In Section 6 we compute the vertices of the cube of resolutions, and in Section 7 we compute the maps corresponding to edges. These sections compose the heart of the paper. In Section 8 we assemble the pieces to explain how to compute the spectral sequence, and illustrate how to compute the spectral sequence with a simple example.
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Filtered complexes and their products
2.1. Filtered modules. Fix an A ∞ -algebra A over a ground ring k of characteristic 2.
(For the applications in this paper, A will be the algebra A(Z) associated to a pointed matched circle, and k is the sub-algebra of idempotents, which is isomorphic to a direct sum
denotes the tensor algebra of a k-bimodule V . (Here and elsewhere, ⊗ denotes the tensor product over k.) There is a natural differential on the set of such maps, making Mor(M, N ) into a chain complex, and the category Mod A of right A ∞ -modules over A into a dg category. The cycles in Mor(M, N ) are the (A ∞ -) homomorphisms from M to N . See, for instance, [LOT10a, Section 2] for more details. In particular, the compatibility condition implies that if s < t are consecutive (i.e. there is no u such that s < u < t), then F s<t is a homomorphism of A ∞ -modules. Consider M = s∈S M s . The higher products m n on the M s and the maps F s<t assemble to give a map M ⊗ T * A[1] → M given, for x s ∈ M s and a 1 , . . . , a n ∈ A, by
where
The compatibility conditions on the F s<t can be interpreted as the condition that this induced map gives M the structure of an A ∞ -module over A.
A morphism of S-filtered A ∞ -modules
The space of morphisms of S-filtered A ∞ -modules inherits a differential in an obvious way, making the category of S-filtered A ∞ -modules (or type D structures) into a dg category. In particular, it makes sense to talk about S-filtered homomorphisms (the cycles), homotopy classes of S-filtered maps (the quotient by the boundaries) and S-filtered homotopy equivalences.
For convenience, assume now that A is a dg algebra. Let . That is, P is a k-module (which we also denote P ) together with a map δ 1 : P → A ⊗ P satisfying a suitable compatibility condition. If P and Q are two type D structures, the morphism space Mor(P, Q) between them consists of the set of k-module maps from P to A ⊗ Q, and is equipped with the differential
(Note that, as in [LOT10a] , we include the superscript 1 in the notation for morphisms of type D structures.) These make the collection of left type D structures over A into a dg category.
Definition 2.2. Let A be a dg algebra. An S-filtered type D structure is a collection {P s } s∈S of type D structures over A, equipped with preferred morphisms f s<t : P s → A ⊗ P t for each pair s, t ∈ S with s < t, satisfying the following compatibility equation for each s < t:
We say it is bounded if all components P s are bounded type D structures.
Consider P = s∈S P s . Adding up the various δ 1 Ps : P s → A ⊗ P s and f 1 s<t : P s → A ⊗ P t , we obtain a map
The compatibility condition on the f 1 s<t can be interpreted as the condition that (P, D 1 : P → A ⊗ P ) is a type D structure.
As with filtered A ∞ -modules, filtered type D structures can be made into a dg category in a natural way.
Remark 2.3. If we were working over an A ∞ -algebra A, the category of type D structures would be an A ∞ -category, not a dg category. In this case, the compatibility condition for S-filtered type D structure is:
where m n denotes the n th higher composition on the category of type D structures.
Given an S-filtered A ∞ -module M = {M s } s∈S and an S -filtered type D structure P = {P s } s ∈S , with at least one of M and P bounded. Then S × S is also a partially ordered set (with (s, s ) ≤ (t, t ) if s ≤ t and s ≤ t ), and we can consider M P , equipped with its induced differential, as a chain complex filtered by S × S . Specifically, we have a group
This is endowed with a differential ∂ which is a sum of maps
given by the following expressions (in four slightly different cases):
(1) When s = t, and s = t , ∂ s =t s=t is simply the usual differential on M s P s :
(2) When s < t and s = t , ∂ s =t s<t is given by
(3) When s = t and s < t , ∂ s <t s=t is given as a sum over all increasing sequences s = s 0 < · · · < s n = t as follows:
(4) When s < t and s < t , ∂ s <t s<t is as a sum over all increasing sequences s = s 0 < · · · < s n = t as follows: Lemma 2.4. Let M be an S-filtered A ∞ module over a dg algebra A, and P be an S -filtered type D structure over A. Suppose moreover that M is bounded or P is bounded. Then the above map ∂ endows M ⊗P with the structure of an (S×S )-filtered chain complex. Moreover, suppose that N is an S-filtered A ∞ module which is S-filtered homotopy equivalent to M , and Q is an S -filtered type D structure which is (S -filtered) homotopy equivalent to P . Suppose that one of the following boundedness conditions is satisfied:
(1) M , N and the homotopy equivalence between them (including its homotopies) are bounded. (2) P and Q are bounded.
Then the complex N Q is (S × S )-filtered homotopy equivalent to M P .
Proof. We can think of M is an A ∞ module with action given by s m s + s<t F s<t , and P as a type D structure with differential
The product of these two modules is a chain complex whose components are the maps ∂ Under a suitable boundedness condition-for instance, the assumption that δ n vanishes for sufficiently large n-by iterating δ 1 we obtain a map
The structural equation for a type DA structure is equivalent to the condition that the map δ is a chain map. If M and N are type DA bimodules, a morphism f 1 ∈ Mor(M, N ) is a map
Composition is defined by
Here, µ A denotes the multiplication on A. Graphically, this is:
As for A ∞ -modules and type D structures, the morphism space Mor(M, N ) between type DA bimodules has a differential, given by:
where we sum over the index i when it occurs. This makes the type DA bimodules over A and B into a dg category. (See [LOT10a] for the analogue for type DA structures of A ∞ -algebras, which in some ways looks simpler, though the result is an A ∞ -category.)
Definition 2.5. An S-filtered A-B type DA bimodule is a collection of A-B type DA bimodules M s indexed by s ∈ S, and a collection of morphisms F s<t : M s → M t indexed by s, t ∈ S with s < t, satisfying the composition law that if s < t < u,
Given an S-filtered A-B type DA bimodule {M s , F s<t }, we define its total (type DA) bimodule (M, δ 1 ) by setting M = s∈S M s and
Example 2.6. Let B 1 and B 2 be two A-B type DA bimodules, and let f : M 0 → M 1 be a bimodule morphism. Then the mapping cone of f , denoted Cone(f ), is the A-B type DA bimodule whose underlying vector space is M 0 ⊕ M 1 , and whose differential is given by the matrix
where here ∂ 0 and ∂ 1 are the differentials on M and N respectively. The mapping cone is the total bimodule of the {0, 1}-filtered type
Lemma 2.7. Suppose that M is an S-filtered type DA bimodules over A-B, and N is a T -filtered type DA bimodule over B-C. Then the tensor product M N is naturally an (S × T )-filtered A-C type DA bimodule.
As for S-filtered A ∞ -modules or S-filtered type D structures, the category of S-filtered type DA bimodules forms a dg category in an obvious way. In particular, it makes sense to talk about homotopy equivalences between S-filtered type DA bimodules. We have the following analogue of Lemma 2.4: Lemma 2.8. Suppose that M and M are homotopy equivalent S-filtered type DA bimodules over A-B, and N and N are homotopy equivalent T -filtered type DA bimodule over B-C. Suppose, moreover, that either
(1) M , M and the homotopy equivalence between them (including the homotopies) are bounded or (2) N , N and the homotopy equivalence between them (including the homotopies) are bounded. Then M N and M N are homotopy equivalent (S × T )-filtered type DA bimodules over A-C.
2.3.
Other kinds of bimodules. In [LOT10a], we described bimodules of various types. Lemmas 2.8 has natural generalizations to other kinds of bimodules. Rather than attempting to catalogue all of these here, we will describe the one special case which is of interest to us.
Let A and B be dg algebras. By a type AA bimodule over A and B we simply mean an A ∞ -bimodule; see also [LOT10a, Section 2] . By a type DD bimodule over A and B we mean a type D structure over A ⊗ B op , where B op denotes the opposite algebra to B. Given a type DD bimodule
B and a type AA bimodule B P C , such that either M or P is (appropriately) bounded, their tensor product
B and a morphism f ∈ Mor(M, N ), so that either P or M and N are bounded, there is an induced morphism
Lemma 2.9. Suppose that f : P → Q is a homomorphism of type DD bimodules over B-C and M is a bounded type AA bimodule over A-B. Then there is a canonical isomorphism
Proof. This follows immediately from the definitions.
The truncated algebra
Throughout this paper, we will be using the bordered Floer homology package developed in [LOT08, LOT10a] . We will say little about the particular constructions, referring the interested reader to those sources for details. Almost all of our constructions here will involve the simpler type D structures, rather than A ∞ -modules.
More importantly, we find it convenient to work with the smaller model of the bordered algebra, introduced in [LOT10a, Proposition 4.15]. This is the quotient of the usual bordered algebra introduced in [LOT08] , divided out by the differential ideal generated by strands elements which have multiplicity at least 2 somewhere. This algebra is smaller than the bordered algebra, and hence it is more practical for calculations. Using this smaller algebra also makes case analyses, such as the one in Proposition 7.6 below, simpler.
As shown in [LOT10a, Proposition 4.15], the two algebras are quasi-isomorphic, and hence their module categories are identified. Thus, constructions such as the one in Section 4 can be verified for either algebra.
In [LOT10a] , the algebras are distinguished in their notation: A(Z) is the untruncated version, while A (Z) is the quotient. Since we will never need the untruncated version here, we will drop the prime from the notation, and write A(Z) for the truncated algebra.
Skein sequence
The aim of the present section is to realize the bimodule of a Dehn twist as a mapping cone of bimodules, corresponding to the identity cobordism, and a filling of the surgery curve in the identity cobordism.
The results of this section can be interpreted in terms of Type D modules over the original bordered algebras of [LOT08] , or Type D modules over the truncated algebra discussed in Section 3. The two points of view are interchangeable as the two algebras are quasiisomorphic; see [LOT10a, Proposition 4.15]. While in this paper we always use A(Z) to denote the truncated algebra, the discussion in the present section works for either the original or the truncated algebra.
Let
inherits a surface framing, and we can form the three-manifold Y 0(γ) , which is 0-framed surgery along this curve (with its inherited surface framing).
If we perform −1 surgery on γ, the result is naturally the mapping cylinder of a positive Dehn twist D γ along γ, while +1 surgery is the mapping cylinder of a negative Dehn twist along γ (written D −1 γ ). In fact, we have the following:
Analogous statements hold for type DA and AA bimodules.
Proof. We prove the statement for F + γ ; the statement for F − γ is similar. The three 3-manifolds
, with orientation agreeing with ∂Y . The three filling slopes on T are ∞, −1 and 0, respectively. Change the framing on T so that these three slopes become −1, 0 and ∞, respectively.
Choose a framed arc in Y connecting T to one of the other two boundary components of Y . Together with the framing of T , this makes Y into a strongly bordered 3-manifold with three boundary components. Let H be a bordered Heegaard diagram for Y .
Let H ∞ , H −1 and H 0 denote the standard bordered Heegaard diagrams for the ∞-, (−1)-and 0-framed solid tori, respectively:
It is straightforward to verify that there is a map ψ :
from the pairing theorem, the fact that z CFD(H 0 ) is a mapping cone, Lemma 2.9 and the pairing theorem, again.
The analogous statements for { CFDA and { CFAA follow by tensoring with {
CFAA(I Z ).
Suppose that Y L and Y R are bordered 3-manifolds with
Previously, by counting holomorphic triangles, Ozsváth-Szabó constructed another exact triangle of the same form [OSz04] . We will show in the sequel that these triangles agree; see also [LOTb] : 
denote the map from the exact triangle in [OSz04] and let
denote the map from the exact triangle in [LOT08] , as in the proof of Theorem 5. Then for each i, the following diagram homotopy commutes:
Here, the vertical arrows are the homotopy equivalences given by the pairing theorem.
A version of Theorem 3 now comes for free.
Proof of Theorem 3. By the pairing theorem,
Theorem 5 expresses each { CFDA(B i ) for i = 1, . . . , n as a mapping cone of
We think of each factor as a this as a {0, 1}-filtered type DA bimodule. Thus, by Lemma 2.7, the right-hand-side of Equation (4.2) is naturally a {0, 1} n -filtered chain complex. At each vertex v ∈ {0, 1} n in the filtration, we have
where v(L) denotes the resolution of L specified by the vector v; this follows from another application of the pairing theorem. Note that v(L) is an unlink, so Σ(v(L)) is a connected sum of copies of S 2 × S 1 ; and hence the E 1 term in the Leray spectral sequence gives I. By Proposition 4.1, these differentials agree with the E 1 differentials in [OSz05] . It is shown in [OSz05, Theorem 6.3] that these agree, in turn, with the differentials on the Khovanov chain complex.
In Section 7 we will need the following property of the maps F ± γ : Definition 4.3. Let H = (Σ, α, β, γ, z) be a bordered Heegaard triple diagram with (Σ, β, γ) the standard Heegaard diagram for # k (S 2 × S 1 ). Let θ β,γ denote the top-dimensional generator of y CF (Σ, β, γ) and let F : { CFDD(Σ, α, β) → { CFDD(Σ, α, γ) be a homomorphism. For each generator x ∈ S(Σ, α, β) write
with f x,y ∈ A. We say that F is triangle-like if for each x, y and basic generator a in f x,y there is a domain B ∈ π 2 (x, θ β,γ , y) and a compatible sequence of Reeb chords ρ = (ρ 1 , . . . , ρ k ) so that ind(B, ρ) = 0 and a = a(−ρ 1 ) · · · a(−ρ k ). (Here, ind(B, ρ) denotes the expected dimension of the moduli space of embedded triangles in the homology class B with east asymptotics ρ.) Lemma 4.4. The maps F ± γ are triangle-like. Proof. This follows from the observations that:
• The maps in [LOT08] giving the skein sequence are triangle-like, and
is triangle-like. The first point is immediate from the definitions of the maps, and the second follows from gluing properties of domains and of the index.
Remark 4.5. The number ind(B, ρ) is computed by a formula similar to [LOT08, Definition 5.58], cf. [Sar10] , so it is not hard to check if a given map is triangle-like.
The plat handlebody
5.1. The linear pointed matched circle. Recall that a pointed matched circle Z consists of an oriented circle Z, 4k points a ⊂ Z, a matching M of the points a in pairs, and a basepoint z ∈ Z \ a, subject to the compatibility condition that the manifold obtained by performing surgery on Z along the M -paired points in a is connected. The pointed matched circle Z specifies both a surface F (Z) and a dg algebra A(Z). The algebra A(Z) is described in [LOT08, Chapter 2]. The surface F (Z) is gotten by filling Z with a disk, attaching a 2-dimensional 1-handle along each pair of points, and then gluing a disk to the boundary of the result. Note that each pair of points in Z gives a distinguished circle in F (Z), which is the union of the core of the attaching handle and an arc in Z \ z, with orientation induced by the orientation on Z.
The pointed matched circle Z also endows the surface F (Z) with a preferred set of 2k embedded, closed curves γ 1 , . . . , γ 2k . Specifically, for each M -paired point in a, we let γ i consist of an arc in Z which connects the two points (so as not to cross the basepoint z), which is then joined to an arc which runs through the one-handle associated to the matched pair. One can orient γ i so that its portion in Z agrees with the orientation of Z. The corresponding homology classes of the {γ n } 2k n=1 form a basis for H 1 (F (Z)). In our present considerations, we would like a pointed matched circle for which certain Dehn twists have convenient representations. For each k, define the genus k linear pointed matched circle as follows. In the unit circle Z = {z ∈ C | |z| = 1} let z = {1}. Let a = {e 2πin/(4k+1) | 1 ≤ n ≤ 4k}; for ease of notation, let a n = e 2πin/(4k+1) . The matching M matches up the following pairs of points: {a 1 , a 3 }, {a 4k−2 , a 4k }, and, for n = 1, . . . , 2k − 2, {a 2n , a 2n+3 }. See Figure 3 for an example.
5.2.
A particular handlebody. Consider the linear pointed matched circle Z. Let γ 1 be the curve in F (Z) corresponding to {a 1 , a 3 }, γ n+1 the curve corresponding to {a 2n , a 2n+3 } for n = 1, . . . , 2k − 2, and γ 2k the curve in F (Z) corresponding to {a 4k−2 , a 4k }. Note, in particular, that γ i intersects each of γ i−1 and γ i+1 once.
We consider the handlebody in which the odd curves {γ 2n−1 } k n=1 bound disks. We call this the genus k plat handlebody. A Heegaard diagram for the plat handlebody is illustrated • clockwise to fit better on the page.
in Figure 4 , and is gotten as follows. Consider a disk with boundary Z. Draw an α-arc α 2n−1 for each γ 2n−1 (i.e., connecting the same endpoints as γ 2n−1 ): thus, we have drawn α arcs which connect the matched pairs of points a 1 and a 3 ; and also a 4n and a 4n+3 for n = 1, . . . , k − 1. We wish to draw α-arcs (disjoint from the other α-arcs) which connect the remaining matched pairs of points a 4n−2 and a 4n+1 with n = 1, . . . , k − 1 and a 4k−2 to a 4k . This, of course, cannot be done in the disk, since a 2n and a 2n+3 are separated by both arcs α 2n−1 and α 2n+3 (also, a 4k−2 and a 4k are separated by α 2k−1 ). Instead, add a one-handle A n for n = 1, . . . , k to the disk near each of the remaining such pair of points a 4n−2 and α 4n+1 for n = 1, . . . , k − 1, and when n = k the pair a 4k−2 and a 4k ; then draw arcs α 2n for n = 1, . . . , k running through A n connecting these pairs of points. Finally, draw a β-circle β n for n = 1, . . . , k encircling A n and A n−1 (so β 1 encircles only A 1 ). This constructs the Heegaard diagram for the plat handlebody.
Write ρ i,j for the Reeb chord connecting a i to a j . There is a domain D n for n = 1, . . . , k whose boundary consists of α 2n−1 and β n . We have
. . , k. Let s be the subset of {1, . . . , 4k} which are joined by the odd α-arcs α 2n−1 for n = 1, . . . k. Write Proof. For n = 1, . . . , k, the circle β n meets a single α-arc, α 2n . This intersection consists of a single intersection point, denoted x n . Now, x = {x 1 , . . . , x n } is the unique generator. By definition, I(s) · x = x.
Each domain D n ∈ π 2 (x, x) has a unique holomorphic representative. Indeed, each such domain can be cut (out from x) to give a bigon from x to itself, whose contribution is the algebra element ξ n , coming from ∂D n .
Any element of π 2 (x, x) can be expressed as a linear combination of the D n . It follows that ∂x = ax for some algebra element a with I(s) · a · I(s) = a, and whose support is a combination of the intervals [1, 3] and [4n, 4n + 3] for n = 1, . . . , k − 1. Looking at the strands algebra, this forces a to lie in the subalgebra generated by {ξ 1 , . . . , ξ k }. (Because of the form of s, d(ξ i ) = 0 for each i.) We have already seen that each algebra element ξ n appears with non-zero coefficients in a. Grading reasons prevent any other term from appearing in the algebra element a: since ξ n x appears in the differential of x, it follows that
, and hence b ⊗ x cannot appear in ∂x. (We are using here the fact multiplication by λ gives a free Z-action on that the grading set of the handlebody.)
Vertices in the hypercube
According to Section 4, the bimodules associated to the branched double-cover of the B i (i = 1, . . . , n) are realized as mapping cones. The aim of the present section is to calculate the DD-bimodules appearing in these mapping cones.
Although most of the results we state here hold for rather general pointed matched circles Z, we will be primarily interested in the case of the linear pointed matched circle. Restricting attention entirely to this case seems a little ad hoc, so we do not do it. We do, however, make one simplifying assumption throughout, to make the proofs a little simpler. To state it, we introduce some terminology (see [LOT10b] 
The linear pointed matched circle is unexceptional, except in the degenerate case where it has genus one. At various points we will assume that Z is unexceptional.
Remark 6.2. This hypothesis can be removed by restricting to "stable" modules, in the sense of [LOT10b] . Since we will not need this, we leave the details as an exercise for the interested reader.
6.1. Braid-like resolutions. For the braid-like resolutions, the terms correspond to the three-ball branched at a collection of arcs. As such, its type DD bimodule is the type DD bimodule of the identity cobordism, as computed in [LOT10b, Theorem 1], as we now recall.
Fix a pointed matched circle Z, and let Z = −Z. Let s and t be two subsets of the set of matched pairs for Z, so that s ∩ t = ∅ and s ∪ t consists of all matched pairs. Let I(s) denote the corresponding idempotent in A(Z) and I (t) denote the corresponding idempotent in A(Z ) (via the natural identification of matched pairs in Z with those in Z = −Z). We call the idempotent I(s) ⊗ I (t) ∈ A(Z) ⊗ A(Z ) complementary idempotents.
As discussed in Section 3, when we write A(Z) above, we are referring to the truncated algebra. An analogous definition can be made in the untruncated case, but we have no need for that here.
We call an element x of D a near-chord if there is a pair of elementary idempotents i and i and a chord ξ (not crossing the basepoint z, of course) with the property that
where here a(ξ) ∈ A(Z) is the algebra element associated to ξ, and a (ξ) ∈ A(Z ) is the algebra element associated to the same chord ξ, only now thought of as a chord in Z . (In [LOT10b] , these elements were called chord-like; the term nearchord was reserved for other, similar contexts. We find it preferable to use more uniform terminology here, however.) Let A I ∈ B be the sum of all near-chords. It is easy to see In view of the above proposition, we call A I the structure constant for the DD identity bimodule.
In the process of proving Proposition 6.4, the following is proved in [LOT10b] :
Lemma 6.5. Every basic generator of the diagonal subalgebra can be factored as a product of near-chords.
Proof. This is proved in [LOT10b, Lemma 3.5] in the untruncated case. The truncated version can be thought of as a formal consequence. However, the proof in the truncated case is somewhat simpler, so we give a brief sketch. Consider the topmost boundary point in the support of our algebra element on the Z side. There is a strand s which terminates in p, and a corresponding strand t which starts at the corresponding point p on the Z side. If s is shorter than t, then we can factor off a Remark 6.7. The three-manifold Y 0(γ) can be thought of as a composite of two elementary cobordisms: a cobordism from a surface of genus k to one of genus k − 1 (attaching a 2-handle to [0, 1] × F along γ ⊂ {1} × F ), followed by one which is a cobordism back to k again (gotten by turning around the first). As such, it can be described as composition of the two corresponding bimodules. This is not the approach we take presently; but the two constituent bimodules can be calculated by the same means. This would also give computations of the invariants of cups and caps.
For this subsection, we suppose we have the following condition.
Hypothesis 6.8. We suppose that between the ends of our matched pair {c 1 , c 2 } in Z there are exactly two other distinguished points, which we label u and d, so that c 1 < d < u < c 2 with respect to the ordering given by then orientation of Z.
We label the points in Z corresponding to u and d by u and d . Note that in Z , we have u < d with respect to the orientation on Z . See Figure 5 for an illustration.
Remark 6.9. The distance of exactly two between the distinguished points might seem arbitrary. However, this hypothesis is met this in the typical case for the linear pointed matched circles we consider in the present paper; the one other case for linear pointed matched circles is analyzed in Section 6.3. Definition 6.10. The distinguished points u and d (respectively u and d ) divide the interval between c 1 and c 2 (respectively c 1 and c 2 ) into three consecutive intervals, labelled J 1 , J 2 , and J 3 (respectively J 1 , J 2 , and J 3 ). The anti-braid subalgebra B is the subalgebra of A(Z) ⊗ A(Z ) specified as follows.
• Basic idempotents correspond to pairs s and t of subsets of matched pairs in Z (where t is thought of as a set of pairs for Z ) with the property that: -The union s ∪ t contains all matched pairs except for one of the two containing one of u or d. -The intersection s ∩ t consists of exactly the matched pair {c 1 , c 2 }. Thus, there are four types of basic idempotents in I(s) ⊗ I(t), divided according to whether u ∈ s, d ∈ s, u ∈ t, or d ∈ t. We denote these types u Y , d Y , Y u , and Y d respectively.
• The non-idempotent elements are linear combinations of elements of the form a ⊗ a , constrained as follows: -There are basic idempotents i ⊗ i and j ⊗ j in B as above with iaj = a and i a j = a . -The local multiplicities of a in Z at any region outside the interval [c 1 , c 2 ] coincide with the local multiplicities of a at the corresponding region in Z . -The local multiplicity of a at J 1 equals the local multiplicity of a at J 3 , and the local multiplicity of a at J 1 equals the local multiplicity of a at J 3 .
See Figure 6 for a picture of a typical idempotent (for the genus 3 linear pointed matched circle), and Figure 8 for some examples of elements of the anti-braid subalgebra.
We give a Heegaard diagram for zero-surgery along γ, as illustrated in Figure 7 on the right. Call this Heegaard diagram H 0 (γ). 
An interval ξ connecting two points in Z is called generic if none of its endpoints is c 1 , c 2 ,
It is convenient to extend the notation a(ξ) slightly. If S is a subset of Z with ∂S ⊂ a = Z ∩ α then we can associate a strands diagram to S by turning each connected component of S into a strand. We write a(S) to denote the algebra element associated to this strands diagram. (This notation is used in case (B-3) of the following definition, for instance.) Definition 6.12. A non-zero element x of B is a near-chord if x satisfies one of the following conditions: (B-1) x = I · (a(ξ) ⊗ a (ξ)) · J, where here ξ is some generic interval (i.e., neither of its endpoints is c 1 , c 2 , u, or d). In this case, x can be of any of the following possible types: 
In this case, x can be of any of the following possible types: → ,
x can be of any of the following possible types:
Remark 6.13. In the degenerate case where the basepoint z is next to c 1 or c 2 , some of the above near-chords do not exist (i.e., the support of these elements automatically contains the basepoint z, and hence the element does not exist in the algebra). Specifically, elements of Types (B-5), (B-6), (B-7) and (B-8) do not exist.
Proposition 6.14. Suppose x is a basic generator of B (i.e., x = ia(ξ)j ⊗ i a (η)j where ξ and η are strands diagrams). If x is not an idempotent then x can be factored as a product of near-chords.
Proof. After reversing the roles of Z and Z , we can assume the initial idempotent is one of
This means no strand can start or end at u or d . We call a basic generator x trimmed if it satisfies the following properties:
• There is no strand ending at c 2 or starting at c 1 ; similarly, there is no strand ending at c 1 or starting at c 2 .
• There is no strand ending at u or starting at d. If the basic generator is not trimmed, we obtain immediately a factorization:
(1) If a strand ends at u, we can factor off a near-chord of Type B-2 (on the right). To adapt the argument, we first give a suitable generalization of the notion of "strands". To this end a generalized strand is any one of the following things: (GS-1) a strand starting and ending at points other than u, d, u , d , c 1 , c 2 , c 1 , or c 2 ; (GS-2) a pair of strands s 1 and s 2 , where s 1 terminates in c 1 and s 2 starts at c 2 ; (GS-3) a pair of strands s 1 and s 2 , where s 1 terminates in c 2 and s 2 starts at c 1 ; (GS-4) a pair of strands s 1 and s 2 , where s 1 terminates in d and s 2 starts at u. In cases where the generalize strands consists of two strands s 1 and s 2 (in the above ordering), we say that the generalized strand starts at the starting point of s 1 and terminates in the terminal point of s 2 .
With this understanding, the proof of Lemma 6.5 applies to give a factorization of x as a product of algebra elements (in the anti-braid subalgebra) whose moving strands consist of matched pairs of generalized strands. By "matched", we mean here that the initial point p of the generalized strand on the Z side corresponds to a point p which is the terminal point of the generalized strand on the Z side; similarly, the terminal point q of the generalized strand on the Z side corresponds to a point q which is the initial point of the generalized strand on the Z side.
These pairings give near-chords of Types (B-1), (B-5), (B-6), (B-7), and (B-8). This completes the proof of Proposition 6.14. • x is of Type (B-1), where ξ is an interval of length one.
• x is of Type (B-2).
• x is of Type (B-3).
• x is of Type (B-7), where ξ has length 5 (so each connected component of the support of x has length 1).
See Figure 9 for an illustration.
Proposition 6.16. Let Z be an unexceptional pointed matched circle. There is a unique solution to the equation dA 0 + A 0 · A 0 = 0, where A 0 is in the anti-braid-like subalgebra B, satisfying the following properties:
• A 0 contains each short near-chord with multiplicity one.
• A 0 is in grading −1. The solution A 0 is simply the sum of all near-chords, in the sense of Definition 6.12.
Proof. The proof is similar to several arguments in [LOT10b] , and we will give it expeditiously.
The fact that A 0 contains generic chords of arbitrary length, but on one side of [c 1 , c 2 ], follows from a simple induction on the length. More precisely, if a is a near-chord of Type (B-1) that does not contain [c 1 , c 2 ] and is not short, then da = 0, and da is a sum of products of elements of Type (B-1) whose support is smaller. Each of these products occurs once in A 0 · A 0 , and can not be canceled by any other term in dA 0 (see the proof of [LOT10b, Proposition 1]). This uses the hypothesis that Z is unexceptional -a special length 3 chord gives rise to an algebra element with da = 0.
This same argument can be used to show that all terms of Type (B-7) appear in the differential, by induction of the length of the support: minimal ones exist by hypothesis, and multiplying one by an element of Type (B-1) gives a product with no alternative factorization, but which appears in the differential of another term of Type (B-7) (and not in the differential of any other basic algebra element).
Taking the product of elements of Type (B-3) with of Type (B-7), we get elements with unique non-trivial factorizations, and which appear in the differentials of elements of Type (B-8). This ensures the existence of all near-chords of Type (B-8) in the differential.
Taking products of elements of Types (B-2) and (B-3), we get elements which cannot be factored in any other way, and which appear in the differentials of near-chords of Type (B-4) (and not in the differentials of any other basic algebra elements). This forces the existence of near-chords of Type (B-4).
Taking products of elements of Type (B-4) with elements of Type (B-7), we get elements which appear in the differentials of elements of Type (B-5) and which have no other factorizations, and appear in no other differentials. This forces elements of Type (B-5) to appear in the differential.
Products of Type (B-3) with elements of Type (B-5) we get elements which are in the differentials of elements of Type (B-6). These force the existence of elements of Type (B-6). Results of this argument are summarized by the following table, which shows how differentials cancel against products in dA 0 + A 0 · A 0 . (There are also cancellations of products against products, which are not shown.)
We have shown that A 0 contains the sum of all near-chords in the sense of Definition 6.12, and that the sum of all near chords is a solution. By Proposition 6.14, any non-idempotent basic element of B factors as a product of such near-chords; it follows that all other algebra elements have grading less than −1, and thus cannot appear in A 0 . This proves that the sum of the near-chords is the unique solution. Next, we check that each short near-chord contributes to the differential on { CFDD(H 0 (γ)) (and hence to the differential on N ). There is a unique domain in H 0 (γ) corresponding to each short near-chord. These domains are topological disks, so it is easy to check that they contribute to the differential. Thus, it follows from the uniqueness statement in Proposition 6.16 that the differential on N is the same as the differential ∇ 0 on M (given by ∇ 0 (B) = dB + B · A 0 ).
6.3. Anti-braid-like resolutions: Degenerate case. The above discussion is adequate to describe the type DD module associated to the anti-braid-like resolution of B i when i is not extremal (i.e., top-most or bottom-most). That is, for the linear pointed matched circle, the above discussion is sufficient to describe Y 0(γn) , where γ n is any of the preferred curves specified by the pointed matched circle except when n = 1 or 4k. For those two cases, the matched pair c 1 and c 2 are separated by one, rather than two, marked points. This causes some collapse of the idempotents, and immediately excludes several families of near-chords (those of Types (B-2), (B-3), (B-6), and (B-8)). Further, in these cases, the basepoint is also next to c 1 and c 2 , which also removes several other families of near-chords-Types (B-5) and (B-7); see also Remark 6.13.
For the reader's convenience, we spell out precisely what is left over for the case of γ 1 , in which case we have the following situation.
Hypothesis 6.18. We consider a matched pair {c 1 , c 2 } in Z, where c 1 is just above the basepoint z, and c 1 and c 2 are separated by a single distinguished point, which we denote p.
We call the corresponding curve γ degenerate. In this case, we have a much simpler analogue of Proposition 6.17. To state it, we describe first a corresponding version of the anti-braid subalgebra and near-chords.
Definition 6.19. The distinguished point p (respectively p ) divides the interval between c 1 and c 2 (respectively c 1 and c 2 ) into two consecutive intervals, labelled J 1 and J 2 (respectively J 1 and J 2 ). The degenerate anti-braid subalgebra B is the subalgebra of A(Z) ⊗ A(Z ) specified as follows.
• Basic idempotents correspond to pairs s and t of subsets of matched pairs in Z (where t is thought of as a set of pairs for Z ) with the property that: -The union s ∪ t, contains all matched pairs except for the one containing p.
-The intersection s ∩ t consists of exactly the matched pair {c 1 , c 2 }.
• The non-idempotent elements are linear combinations of elements of the form a ⊗ a , constrained as follows: -There are basic idempotents i ⊗ i and j ⊗ j in B as above with iaj = a and i a j = a .
-The local multiplicities of a in Z at any region outside the interval [c 1 , c 2 ] coincide with the local multiplicities of a at the corresponding region in Z . -The local multiplicity of a at J 1 equals the local multiplicity of a at J 2 , and the local multiplicity of a at J 1 equals the local multiplicity of a at J 2 .
Definition 6.20. A non-zero element x of B is a near-chord if x satisfies one of the following conditions: (B -1) x = J · (a(ξ) ⊗ a (ξ)) · I, where here ξ is some interval neither of whose endpoints is c 1 , c 2 , or p. (This is the analogue of Type (B-1).) (B -2) x = I · (a ([c 1 , c 2 ] ) ⊗ 1) · J or x = I · (1 ⊗ a ([c 2 , c 1 ]) ) · J. (This is the analogue of Type (B-4).)
Let A be the sum of the degenerate near-chords (from Definition 6.20). Let M denote the B -module B with differential given by
Proof. Follow the proof of Proposition 6.17, and note that the region in the Heegaard diagram just below c 1 , and hence also the region just above c 2 , contains the basepoint.
Remark 6.22. In the above, we have concentrated on the case of γ 1 . The case of γ 4k can be described similarly, with a straightforward change of notation; in particular, in this case requirement that c 1 be just above the basepoint is replaced by the requirement that c 2 be just below the basepoint, with minor notational changes.
Edges
In the computation of the bimodule associated to the branched double-cover of the B i (i = 1, . . . , n) as a mapping cones, we computed the DD-bimodules appearing in these mapping cones in Section 6. We next calculate the morphisms between these bimodules appearing in the mapping cones.
More precisely, we compute the maps F ± γ from Theorem 5, where γ is one of the distinguished curves in the linear pointed matched circle, subject to Hypothesis 6.8 (or possibly Hypothesis 6.18, in Section 7.3).
7.1. Left-handed cases. We start with the map
Recall from Section 6 that { CFDD(I) is induced from a free, rank-one module over the diagonal subalgebra D; as such, its differential is given by
where A I ∈ B is a particular element, computed in Section 6.1. Similarly, the module { CFDD(Y 0(γ) ) is induced by a free, rank-one module over the anti-braid subalgebra B, and so its differential is given by ∇ 0 (B) = d(B) + B · A 0 where A is a particular element, computed in Section 6.2.
The homomorphism F Further, the definition of F − γ gives restrictions on the supports of the algebra elements it outputs; see Proposition 7.11. (Alternatively, these restrictions can be obtained from grading considerations.) Taken together, these restrictions imply that F − γ is determined by an element in a certain bimodule, which in turn turns out to be a subalgebra:
Definition 7.1. The left-handed morphism subalgebra M − is the subalgebra of A(Z) ⊗ A(Z ) (where Z = −Z) which is spanned by algebra elements a ⊗ a satisfying the following properties:
• I ·a·J = a and I ·a ·J = a where I ⊗I is an idempotent for the diagonal subalgebra, while J ⊗ J is an idempotent for the anti-braid subalgebra.
• the local multiplicities of a outside the interval [c 1 , c 2 ] agree with the corresponding local multiplicities of a outside the interval [c 1 , c 2 ].
Remark 7.2. Recall that we are using A(Z) to denote the truncated algebra associated to a surface, as in Section 3; it is the algebra denoted A (Z) in [LOT10a] , and it is smaller than the algebra A(Z) of [LOT08] . In the untruncated case, there would be two more types of near-chords (Definition 7.5), as shown in Figure 14 , and the proof of Proposition 7.6 would be correspondingly rather more complicated.
Although, technically, M − is a subalgebra, we will not consider multiplying two elements of M − , as the product vanishes identically. (No idempotent of B is also an idempotent of D; in particular M − is not unital.) Rather, we will multiply elements of M − by elements of B and D:
where B is the anti-braid subalgebra of Definition 6.10, D is the diagonal subalgebra, and M − is the left-handed morphism subalgebra.
Proof. This is immediate from the definitions. Note that Lemma 7.4 does not assert uniqueness of the grading; we will prove uniqueness as a relative grading in Corollary 7.8.
The idempotents of D are partitioned into eight types, duc X,
c X dc , X duc , according to which side the matched pairs containing d, u and c 1 (and c 2 ) are occupied on. We will say that an element x ∈ M − has type u X dc → Y d , for example, if x = I · x · J for idempotents I ∈ D and J ∈ B where I has type u X dc and J has type Y d .
Definition 7.5. An element x ∈ M − is called a (left-handed) near-chord if it has one of the following forms: (N-2) x = I ·(a(J 3 ∪ξ)⊗a (ξ))·J, where ξ is a chord starting at c 2 ; or x = I ·(a(ξ)⊗a (J 1 ∪ ξ)) · J, where ξ is a chord ending at c 1 . In the first case, x has type
) · J where ξ is a chord ending at c 1 . The first of these corresponds to Figure 11 .
The structure constant for the left-handed morphism, which we write F − , is the sum of all (left-handed) near-chords in M − . where m 1 is the local multiplicity of our element just above c 2 , m 2 is the local multiplicity just above u, m 3 is the local multiplicity just above d, m 4 is the local multiplicity just above c 1 , and m 5 is the local multiplicity just below c 1 ; and the m i are the corresponding local multiplicities on the Z side. We annotate these blocks of multiplicities with a V or an E, as needed, where here "V " means that there is a strand on the left terminating at the point v matched with u, while the notation "E" means that there is a strand on the left terminating at the point e matched with d. The matrix and marking is sufficient to reconstruct the idempotent types of the start and finish; moreover, each matrix marked by E or V occurs also as a matrix without any marking. These marked matrices are shown in Table 1 . Some of the matrix entries are or δ, which may each be 0 or 1, but all the 's (respectively δ's) in each matrix must be the same. So, for instance, there are 5 different matrices for the case dc X u → u Y .
(If we were working in the untruncated algebra from, say, [LOT08] , the corresponding case analysis would have to include multiplicities greater than 1, as well.)
We will examine most of the cases separately. But first, observe that, by the argument from Lemma 6.5, if some strand in m on the Z side terminates below c 1 or some strand on the Z side terminates above c 2 1 , we can factor off a near-chord of Type (B-1) on the right; similarly, if some strand on the Z side starts above c 2 or some strand on the Z side starts below c 1 , we can factor off a near-chord in D on the left. So, we can assume that no strand terminates below c 1 or above c 2 or starts above c 2 or below c 1 .
Next, for each case marked V or E, there is a corresponding unmarked case; and the factorization for the V or E case is the same as the factorization in the unmarked case, except that a few cases cannot occur. So, it suffices to consider only the unmarked cases.
We now analyze the remaining 12 cases in turn.
Case duc X → u Y . We have the following subcases:
(1) If a strand starts at u, factor off a near-chord of Type (B-2) on the right. Proof. This follows Proposition 7.6 and the facts that elements of B and D can be factored into near-chords-Lemma 6.5 and Proposition 6.14, respectively. Proof. This is immediate from Lemma 7.4 (existence) and Corollary 7.7 (uniqueness).
Proposition 7.9. Let Z be an unexceptional pointed matched circle (in the sense of Definition 6.1). Let F ∈ M − be an element such that:
• F contains all near chords of Type (N-1).
• F lies in a single grading with respect to the relative Z-grading on M − .
• F solves the equation
Then F is F − , the sum all near-chords in M − .
Proof. By a DM − B-factorization of an element x ∈ M − we mean a nontrivial factorization
Consider an element x of Type (N-1) and a chord ξ with initial endpoint c 2 . The product (a(ξ) ⊗ a (ξ)) · x occurs in A I · F , and has no other DM − B-factorization. Thus, by Equation (7.10), (a(ξ) ⊗ a (ξ)) · x must be the differential of some element y in F . The only y with d(y) = (a(ξ) ⊗ a (ξ)) · x is a near-chord of Type (N-2) ; varying ξ, this guarantees that all near-chords of Type (N-2) occur in F .
Next, consider a near-chord x of Type (N-1), supported in Z, say. Let ξ = [d, u] ; note that a(ξ) ⊗ 1 is a sum of near-chords of Type (B-2). The product x · (a(ξ) ⊗ 1) occurs in F · A, and has no other DM − B-factorization. Thus, it must be canceled by a term of Type (N-3) in F . This, and the corresponding argument on the Z -side, force all terms of Type (N-3) which are not cycles to occur in F . The near-chords of Type (N-3) which are cycles are then forced to appear in F , as well, as we can see by commuting with a(η) ⊗ a (η), where η is a chord with one end point which is matched with u, if the near-chord was supported in Z, or d, if the near-chord was supported in Z . Thus, all near-chords of Type (N-3) occur in F .
The existence of all chords of Type (N-3) implies the existence of all chords of Type (N-4) by the same mechanism which established the existence of chords of Type (N-2) from the existence of chords of Type (N-1).
Finally, it follows from Corollary 7.7 and the homogeneity of F that F contains no other terms: all other elements of M − must have strictly smaller grading.
Proposition 7.11. Let Z be an unexceptional pointed matched circle and γ be a curve in ) and basic idempotents in the anti-braid subalgebra. With respect to these identifications, the morphism F
Proof. From the forms of the modules, it is immediate that F Thus, Proposition 7.9 implies that F = F − .
Remark 7.12. Proposition 7.11 also implies that F − does solve Equation (7.10). (Of course, this can be checked directly, but it is tedious to do so.) 7.2. Right-handed cases. Next, we turn to the map F
Definition 7.13. The right-handed morphism sub-algebra M + is a subalgebra of A(Z) ⊗ A(Z ) which is spanned by algebra elements a ⊗ a satisfying the following properties:
• I · a · J = a and I · a · J = a where I ⊗ I is an idempotent for the anti-braid subalgebra, while J ⊗ J is an idempotent for the diagonal subalgebra. Lemma 7.14. B·M + ·D = M + , where here B is the anti-braid subalgebra of Definition 6.10, D is the diagonal subalgebra and M + is the right-handed morphism subalgebra.
Proof. This is immediate from the definitions.
Lemma 7.15. Fix a pointed matched circle Z and a matched pair {c 1 , c 2 } in Z so that the distance between c 1 and c 2 is 3. Then the right-handed morphism subalgebra M + (Z, {c 1 , c 2 }) of Z with respect to {c 1 , c 2 } is the opposite algebra of the left-handed morphism subalgebra of −Z with respect to {c 1 , c 2 }. This identification intertwines the actions of B(Z) and D(Z) with the actions of B(−Z) and D(−Z).
Proof. This is clear. Proof. The proof is the same as the proof of Lemma 7.4. Alternatively, this follows from Lemmas 7.4 and 7.15.
Definition 7.17. An element x ∈ M + is called a (right-handed) near-chord if it has one of the following forms: 
where ξ is a chord starting at c 2 . Proof. This is immediate from Proposition 7.18, Lemma 6.5 and Proposition 6.14. Proof. This is immediate from Lemma 7.16 (existence) and Corollary 7.19 (uniqueness).
Proposition 7.21. Let Z be an unexceptional pointed matched circle (in the sense of Definition 6.1). Let F ∈ M + be an element such that:
• F contains all near chords of Type (P-1).
• F lies in a single grading with respect to the relative Z-grading on M + .
Proof. By Lemma 7.15, F corresponds to an element F of M − (−Z) which satisfies the conditions of Proposition 7.9. Thus, F = F − (−Z), and so F = F + (Z), as desired. (Alternatively, one could imitate the proof of Proposition 7.9, switching the orientations and the orders of all the products.) Figure 14 . Additional near-chords in for morphisms in the untruncated case. The additional near-chords are shown for both the left-handed and right-handed morphism algebras. We only show one case of each type of near-chord; the other case is gotten by rotating the diagram by 180
• .
Proposition 7.23. Let Z be a non-exceptional pointed matched circle and γ be a curve in F (Z) corresponding to a pair of matched points in Z whose feet are 3 units apart. Recall that there is an identification between generators of { CFDD(I) and basic idempotents in the near-diagonal subalgebra, and between generators of { CFDD(Y 0(γ) ) and basic idempotents in the anti-braid subalgebra. With respect to these identifications, the morphism F
Proof. The proof is essentially the same as the proof of Proposition 7.11.
7.3. Degenerate left-and right-handed morphisms. For computations it is useful to have one more, degenerate case: when the points c 1 and c 2 are separated by a single point p, but lie at an end of the pointed matched circle (Hypothesis 6.18). The definitions of the negative and positive morphism subalgebras for this case are analogous to those in the non-degenerate case (Definitions 7.1 and 7.13 respectively), except that now we use the degenerate anti-braid subalgebra from Definition 6.10 in place of the anti-braid subalgebra. We denote these two morphism subalgebras M ± . As in Subsection 6.3 (see especially Hypothesis 6.18 and Remark 6.22), we focus here on the case where the basepoint z lies just below c 1 . The other extreme, where z lies just above c 2 , follows similarly, with routine notational changes. Now, we have the following types of near-chords in the left-handed case:
Definition 7.24. In the degenerate case (Hypothesis 6.18), an element x ∈ M − is called a left-handed degenerate near-chord if it has the following form: 2 , e] for some e above c 2 . The structure constant for the degenerate left-handed morphism F − ∈ M − is the sum of all left-handed degenerate near-chords.
Similarly we have the following definition in the right-handed case:
Definition 7.25. An element x ∈ M + is called a right-handed degenerate near-chord if it has the following form: 2 , e] for some e above c 2 . The structure constant for the degenerate right-handed morphism F + ∈ M + is the sum of all right-handed degenerate near-chords.
With these definitions in place, we have the following analogues of Proposition 7.11 and 7.23: Proposition 7.26. Let Z be a non-exceptional pointed matched circle and γ be a curve in F (Z) satisfying Hypothesis 6.8. Recall that there is an identification between generators of { CFDD(I) and basic idempotents in the near-diagonal subalgebra, and between generators of { CFDD(Y 0(γ) ) and basic idempotents in the anti-braid subalgebra. With respect to these identifications, the morphism F
Proof. Adapting the proof of Proposition 7.11, this follows from a degenerate analogue of Proposition 7.9.
Proposition 7.27. Let Z be a non-exceptional pointed matched circle and γ be a curve in F (Z) satisfying Hypothesis 6.8. Recall that there is an identification between generators of { CFDD(I) and basic idempotents in the near-diagonal subalgebra, and between generators of { CFDD(Y 0(γ) ) and basic idempotents in the anti-braid subalgebra. With respect to these identifications, the morphism F
Proof. This proceeds exactly as Proposition 7.26.
7.4. Consequences. We can now combine the above results to deduce Theorem 2.
Proof of Theorem 2. Start from Theorem 5. In the negative case, we apply Proposition 7.11 or 7.26 (the latter in the degenerate case); in the positive case, we apply Proposition 7.23 or 7.27 (the latter in the degenerate case).
8. Putting it all together: computing the spectral sequence Let L be a link. Present L as the plat closure of a braid B. We may arrange that, in B, the last strand is not involved in any crossings; that is, s n−1 does not occur in B. (To do this, permute the bottom so that the last strand gets mapped to itself, then pull the last strand tight so we only see (s n−1 ) 2 , and finally replace (s n−1 ) 2 by an equivalent sequence involving the other generators; see Figure 15 .) The branched double cover of B is the mapping cylinder of a word in Dehn twists along curves γ 1 , . . . , γ n−2 in a surface S of genus n/2 − 1. These curves form a linear chain in S, in the sense that γ i intersects γ i+1 in a single point for each i; thus, it is convenient to view these as the standard curves in the surface associated to the linear pointed matched circle from Section 5. Now, fix a link L. To compute the spectral sequence from Khovanov homology to 
By Lemma 2.7, this is a {0, 1}
n -filtered chain complex. By Theorem 3, this spectral sequence has E 2 -page equal to Kh(r(L)) and E ∞ -page equal to y HF (Σ(L)). 8.1. An example. We will use the techniques of this paper to compute the spectral sequence when L is the Hopf link, which is the plat closure of a 4-strand braid with braid word s 2 2 ; see Figure 16 . Since the double cover of a sphere branched over 4 points is a torus, this computation takes place in A = A(T 2 ). The algebra A(T 2 ) is 8-dimensional, with elements ι 0 , ι 1 , ρ 1 , ρ 2 , ρ 3 , ρ 12 , ρ 23 , ρ 123 , and non-zero products: In computations, to avoid confusion, we will keep different copies of A separate by sometimes replacing the letters ρ by other letters (e.g., σ, τ ). We will write A σ to denote A where we label the elements by σ's, and so on.
Let γ be the curve in the torus corresponding to the braid generator s 2 , and let where the filtration is indicated by the exponent.
Recall from [LOT10a, Section 10.1] that, in the torus case, { CFAA(I) is given by: This gives a spectral sequence with E 0 -and E 1 -page
and E 2 -through E ∞ -page 0 F 2 F 2 0.
In particular, the spectral sequence from the reduced Khovanov homology to y HF (Σ(L)) collapses at the E 2 -page. (This, of course, was already known, since L is alternating, so the rank of its reduced Khovanov homology coincides with its determinant according to [Lee05] ; see also [OSz05] .)
