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Abstract
In this PhD thesis, we study properties of stationary transverse magnetic polarized waves
in structures composed of a Kerr-type nonlinear dielectric layer, metal and linear dielectric
layers. Although these waves, called here plasmon–solitons, have been studied for more than
30 years, there is still no experimental confirmation of their existence. The main reason being
that, in all the configurations predicted so far, the nonlinear index modification required to
observe plasmon–solitons corresponds to light intensities orders of magnitude higher than the
damage threshold of typical nonlinear materials. The goal of this PhD thesis is to improve the
understanding of plasmon–solitons, so as to design structures that support these nonlinear
waves at low power levels.
Firstly, we study configurations with a semi-infinite nonlinear medium. We develop two
semi-analytical models based on Maxwell’s equations. The first model treats the Kerr-type
nonlinearity in a simplified way, but allows us to obtain analytical expressions for both the
field profiles and the nonlinear dispersion relation. The second model treats the nonlinearity
in an exact way. It allows us to obtain an analytical expression for the nonlinear dispersion
relation, but the field profiles in the nonlinear medium are found numerically. We study for
the first time three-layer structures (nonlinear dielectric/metal/linear dielectric) for which
the linear parts of the permittivities of the dielectric cladding are different on both sides
of the metal. In these configurations, we find narrow regions of structure opto-geometric
parameters in which low-power plasmon–solitons exist.
Because our models are formulated for four-layer structures, they allow us to study for
the first time configurations in which an additional dielectric layer is introduced between
the nonlinear dielectric and the metal film. We provide dispersion diagrams and field plots
for such structures with various parameters. The semi-analytical formulation of our models
allows us to rapidly scan the phase space of the structure parameters. Using these scans we
report possible four-layer configurations with realistic parameters that support plasmon–
solitons for power levels below the material damage threshold.
Secondly, we study configurations called nonlinear slot waveguides, in which a finite-
size nonlinear dielectric core is sandwiched between two semi-infinite metal cladding layers.
We develop two models based on Maxwell’s equations to study such structures. The first
model uses a simplified treatment of the Kerr-type nonlinearity, but provides analytical
expressions for the field profiles and the nonlinear dispersion relations expressed in terms of
Jacobi elliptic special functions. The second model treats the Kerr-type nonlinearity in the
exact way and allows us to obtain an analytical condition that reduces the parameter space
in which the solutions for a given structure are numerically computed.
We study the dispersion diagrams and the mode transformations along their dispersion
curves for the symmetric nonlinear slot waveguides. Except for the first order modes already
known in such structures, we discover the existence of higher-order modes. All the modes
of the nonlinear slot waveguide can be divided in two families: a family of symmetric and
antisymmetric modes with nodes that resemble the linear modes of a modified linear slot
v
Contents
waveguide; and a family of symmetric and asymmetric node-less modes that do not have
linear counterparts. We report that in the node-less family, the symmetric modes appear
through a fold bifurcation and the asymmetric modes, that are doubly degenerate, appear
from the symmetric modes through a Hopf bifurcation. Using the versatility of our models,
we also study the effects of the core size and of the permittivity contrast between the core
and the metal cladding on the dispersion diagrams. We show that a careful choice of these
parameters may lead to nonlinear effects that can be observed at low power levels. Finally,
we study the properties of asymmetric nonlinear slot waveguide structures (with different
permittivities of the two metal claddings).
vi
List of Figures
2.1 Geometry of the four-layer structure with a semi-infinite nonlinear dielectric
medium and a metal film. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.1 Comparison of the original results from Ref. [73] and results obtained using
our FBM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Field profiles for symmetric-like nonlinear plasmons in the three-layer struc-
ture described in Section 4.2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.3 Field profiles for solitonic-type solutions in the three-layer structure described
in Section 4.2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Field profiles for antisymmetric-like nonlinear plasmons in the three-layer
structure described in Section 4.2.1 . . . . . . . . . . . . . . . . . . . . . . . . 50
4.5 (a) Number of solutions in a three-layer structure as a function of x0 param-
eter and of the external linear layer refractive index
?
4. (b) Peak power for
the low-power solutions close to the cut-off value of
?
4. . . . . . . . . . . . . 52
4.6 Comparison of the field profiles for the two plasmon–solitons existing in region
C in Fig. 4.5(a) for identical x0 value. . . . . . . . . . . . . . . . . . . . . . . 53
4.7 (a) Number of solitonic-type solutions in a three-layer structure for a fixed
x0  15.5 µm, as a function of the metal permittivity 3 and of the linear
dielectric permittivity 4. (b) Peak power for the low-power solutions. . . . . 53
4.8 Nonlinear dispersion diagrams for the real and imaginary parts of the effective
index in the four-layer structure with 4  l,1  2.472 as a function of power
density Ptot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
4.9 Magnetic field profiles corresponding to plasmonic-type solutions indicated in
Fig. 4.8(c). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.10 Magnetic field profiles corresponding to high-index solitonic-type solutions
indicated in Fig. 4.8(a). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.11 Magnetic field profiles corresponding to low-index solitonic-type solutions in-
dicated in Fig. 4.8(e). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.12 Nonlinear dispersion diagrams for the real and imaginary parts of the effective
index
in the four-layer structure with l,1  2.472 and 4  1 as a function of power
density Ptot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
vii
List of Figures
4.13 Comparison of the nonlinear dispersion curves obtained from: the EM, the
FBM, and the FEM based model for a four-layer structure with parameters
from Ref. [77]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
4.14 Comparison of the magnetic field profiles obtained using the EM, the FBM,
and the FEM based method. . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
4.15 Field profiles of a low-power plasmon–soliton in the structure for which the
dispersion diagram is shown in Fig. 4.13. . . . . . . . . . . . . . . . . . . . . . 62
4.16 Number of solitonic-type solutions in a four-layer structure as a function of
the buffer layer thickness L and of the external layer refractive index
?
4. . . 63
4.17 (a) Number of solutions in a four-layer structure with L  15 nm as a function
of the external layer refractive index
?
4 and of the parameter x0. (b) Peak
power for the low-power solutions. . . . . . . . . . . . . . . . . . . . . . . . . 63
4.18 (a) Number of solutions in a four-layer structure with L  29 nm as a func-
tion of the external layer refractive index
?
4 and of the parameter x0. (b)
Peak power for the low-power solutions in the vicinity of the region with four
solitonic-type solutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
4.19 (a) Number of solitonic-type solutions as a function of the buffer layer thick-
ness L and of the refractive index of this layer
?
2. (b) Peak power for the
low-power solutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
4.20 (a) Number of solitonic-type solutions as a function of the metal layer per-
mittivity and of the external medium permittivity. (b) Peak power for the
low-power solutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.21 (a) Number of solitonic-type solutions as a function of the metal film thickness
d and of the buffer layer thickness L. (b) The effective index β as a function
of the buffer layer thickness L for a fixed metal thickness d  20 nm. . . . . . 66
4.22 (a) Total power density of the low β solitonic-type solution. (b) Peak power
for the low-power solutions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.23 (a) Peak power of the solitonic part and (b) decimal logarithm of the peak
power of the plasmonic part for the low-power solitonic-type solutions as a
function of the metal thickness d and of the parameter x0 for the buffer
thickness fixed at L  16 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
5.1 Nonlinear dispersion curve of the two-dimensional plasmon–soliton in a four-
layer configuration. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.2 Nonlinear dispersion curves βpIpeakq for one- and two-dimensional plasmon–
solitons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
5.3 Two-dimensional profiles of plasmon–solitons in a four-layer structure with
the parameters identical to these in Fig. 5.1. . . . . . . . . . . . . . . . . . . . 75
6.1 Geometry of the nonlinear slot waveguide with the parameters of the structure. 82
6.2 Block scheme representing the numerical procedure that finds the dispersion
relations for the plasmon–solitons in the nonlinear slot waveguides in the
frame of the IM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.1 Nonlinear dispersion curves of the first and the higher-order symmetric, anti-
symmetric, and asymmetric modes for the symmetric nonlinear slot waveguide
obtained using the JEM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
7.2 Typical magnetic field profiles Hypxq, obtained using the JEM, corresponding
to different dispersion curves indicated in Fig. 7.1. . . . . . . . . . . . . . . . 120
viii
List of Figures
7.3 Nonlinear dispersion curves of the first and the higher-order symmetric, anti-
symmetric, and asymmetric modes for the symmetric nonlinear slot waveguide
obtained using the IM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
7.4 Typical magnetic field profiles Hypxq, obtained using the JEM, corresponding
to different dispersion curves indicated in Fig. 7.3. . . . . . . . . . . . . . . . 124
7.5 Direct comparison of the nonlinear dispersion curves obtained using the JEM
and the IM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
7.6 Dispersion curves for the symmetric nonlinear slot waveguide presenting the
effective index β as a function of the power density in the core Pc obtained
using the JEM and the IM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
7.7 Dispersion curves for the symmetric nonlinear slot waveguide obtained using
the IM. Dependency of effective index presented as a function of the total
power density. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
7.8 Dispersion curves for the symmetric nonlinear slot waveguide obtained using
the IM. Dependency of effective index β presented as a function of the inten-
sity density in the core Ic and the total intensity density in the waveguides
Itot. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
7.9 Dispersion curves for the symmetric nonlinear slot waveguide presented as the
dependency of the effective index β on the total electric field amplitude on
the left interface between metal and nonlinear dielectric E0. Results obtained
using the JEM and the IM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
7.10 Dependency of Ed on E0 for the symmetric nonlinear slot waveguide, obtained
using the JEM and the IM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 132
7.11 Nonlinear dispersion curves βpE0q obtained using the IM for the symmetric
nonlinear slot waveguide. Labeled points on each of the dispersion curves are
used in the following to analyze mode transformation along the dispersion
curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
7.12 Zoom on the high E0 part of the nonlinear dispersion curves βpE0q obtained
using the IM and presented in Fig. 7.11. . . . . . . . . . . . . . . . . . . . . . 135
7.13 Field profiles of the linear fundamental symmetric mode of the slot waveg-
uide (S0L) and the linear antisymmetric mode of the slot waveguide (AN0L)
obtained using the IM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
7.14 Field profiles corresponding to points S0c, S0f, AN0c, and AN0f in Figs. 7.11
and 7.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
7.15 Profiles corresponding to points AS1c, AS1b, and AS1a in Figs. 7.11 and 7.12. 141
7.16 Profiles of magnetic field Hy for the symmetric S0 mode, antisymmetric AN0
mode, and the first-order asymmetric AS1 mode. . . . . . . . . . . . . . . . . 142
7.17 Profiles of light intensity I for the symmetric S0 mode, antisymmetric AN0
mode, and the first-order asymmetric AS1 mode. . . . . . . . . . . . . . . . . 143
7.18 Field profiles corresponding to points SId, SIc, SIb, and SIa in Figs. 7.11 and
7.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
7.19 Field profiles corresponding to points AS2c, AS2b, and AS2a in Figs. 7.11
and 7.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
7.20 Profiles of magnetic field Hy for the symmetric SI mode and the second-order
asymmetric AS2 mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
7.21 Profiles of light intensity I for the symmetric SI mode, the second-order asym-
metric AS2 mode, and the higher-order symmetric S1 mode with nodes. . . . 147
7.22 Field profiles corresponding to points SIIa, SIIb, SIIc, and SIId in Figs. 7.11
and 7.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 148
ix
List of Figures
7.23 Field profiles corresponding to points AS3a, AS3b, and AS3c in Figs. 7.11
and 7.12. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 149
7.24 Profiles of magnetic field component Hy for the symmetric mode SII and the
third-order asymmetric mode AS3. . . . . . . . . . . . . . . . . . . . . . . . . 150
7.25 Field profiles corresponding to points S1a, S1c, and S1e in Figs. 7.11 and 7.12.151
7.26 Field profiles corresponding to points (first column) AN1a, (second column)
AN1b, and (third column) AN1c in Figs. 7.11 and 7.12. . . . . . . . . . . . . 152
7.27 Nonlinear dispersion curves βpH0q obtained using the JEM for the the sym-
metric nonlinear slot waveguide. Labeled points on each of the dispersion
curves are used in the following to analyze mode transformation along the
dispersion curves. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156
7.28 Field profiles of the linear symmetric mode of the slot waveguide (S0L) and
the antisymmetric mode of the slot waveguide (AN0L) obtained using the JEM.157
7.29 Field profiles corresponding to points S0c, S0f, AN0c, and AN0f in Fig. 7.27. 158
7.30 Field profiles corresponding to points AS1c, AS1b, AS1a in Fig. 7.27. . . . . . 159
7.31 Profiles of the magnetic field component Hy for the symmetric S0 mode,
antisymmetric AN0 mode, and the first-order asymmetric AS1 mode. . . . . . 161
7.32 Field profiles corresponding to points SIc, SIb, and SIa in Fig. 7.27. . . . . . 162
7.33 Field profiles corresponding to points AS2c, AS2b, and AS2a in Fig. 7.27. . . 163
7.34 Profiles of the magnetic field Hy for the symmetric SI mode and the second-
order asymmetric AS2 mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . 164
7.35 Field profiles corresponding to points AS2c, AS2b, and AS2a in Fig. 7.27. . . 165
7.36 Dispersion diagram for the nonlinear slot waveguide presenting the effective
index β as a function of the power density in the core Pc obtained using the
JEM and the IM. On both plots dispersion curves presenting single-interface
approximations (computed using the FBM and the EM) are shown in black. . 166
7.37 Dispersion diagram for the nonlinear slot waveguide presenting the effective
index β as a function of the total electric field amplitude on the left interface
between the metal and the nonlinear dielectric E0. Results obtained using the
JEM and the IM. In both plots, dispersion curves presenting single-interface
approximation (computed using FBM and EM) are shown in black. Addi-
tionally, in the figure presenting the dispersion relation for the IM, the curve
corresponding to the analytical expression for the single-interface dispersion
relation is shown in yellow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
7.38 Dispersion diagram obtained using the JEM for the nonlinear slot waveguide
presenting the effective index β as a function of the magnetic field amplitude
on the left interface between the metal and the nonlinear dielectric H0. Dis-
persion curves presenting single-interface approximation obtained using FBM
is shown in black. Additionally, the curve corresponding to the analytical ex-
pression for the single-interface dispersion relation is shown in yellow. . . . . 169
7.39 Nonlinear dispersion diagram for the symmetric nonlinear slot waveguide
showing the effective index of the mode β as a function of the averaged non-
linear refractive index modification x∆ny. Small portions of dispersion curves
of spurious modes are shown in yellow and help to locate the point at which
modes with nodes induce a flat refractive index distribution. . . . . . . . . . . 170
7.40 Dispersion curves for the linear slot waveguide with identical parameters as
our nonlinear slot waveguide showing the effective index of the mode as a
function of the linear refractive index increase ∆nlin. . . . . . . . . . . . . . . 170
x
List of Figures
7.41 A comparison of the nonlinear and the linear dispersion plots of the symmetric
slot waveguides. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171
7.42 A comparison of field profiles for the nonlinear modes S1 and AN1 at the
points where the refractive index distribution is flat. . . . . . . . . . . . . . . 172
7.43 Dispersion relations for the nonlinear slot waveguide with the core thickness
d  100 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
7.44 Dispersion relations for the nonlinear slot waveguide with the core thickness
d  200 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
7.45 Dispersion relations for the nonlinear slot waveguide with the core thickness
d  400 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
7.46 Dispersion relations for the nonlinear slot waveguide with the core thickness
d  800 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 175
7.47 Average nonlinear index change x∆ny at the appearance of the asymmetric
modes AS1 (bifurcation) and for ∆β  0.1 as a function of the core width d. 176
7.48 Locus of the asymmetric mode dispersion curves for various core widths d
using the total intensity density as abscissa. . . . . . . . . . . . . . . . . . . . 177
7.49 Locus of the asymmetric mode dispersion curves for various core widths d
using the power density in the core as abscissa. . . . . . . . . . . . . . . . . . 178
7.50 Dispersion diagram for the linear slot waveguide with identical parameters
as our nonlinear slot waveguide showing the effective index of the mode as a
function of the core thickness. . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
7.51 Dispersion diagram for the nonlinear slot waveguide with the core thickness
d  412 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179
7.52 Dispersion diagram for the nonlinear slot waveguide with the core thickness
d  646 nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180
7.53 Dispersion diagram for the nonlinear slot waveguide with the metal cladding
permittivities 1  3  40. . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.54 Dispersion relations for the nonlinear slot waveguide with the metal cladding
permittivities 1  3  20. . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
7.55 Average nonlinear index change at the appearance of the asymmetric AS1
modes x∆nyth as a function of the absolute value of the metal cladding per-
mittivity of the symmetric nonlinear slot waveguide |1|  |3|. . . . . . . . . 182
7.56 Dispersion relations for the nonlinear slot waveguide with the core linear
refractive index
?
l,2  3.556. . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
7.57 Dispersion curves of the fundamental symmetric node-less mode S0 and the
first-order asymmetric node-less mode AS1 for symmetric nonlinear slot waveg-
uides for different linear parts of the permittivity of the nonlinear core
?
l,2. 184
7.58 Bifurcation threshold for the AS1 mode expressed as the average nonlinear
index change x∆nyth and as the total intensity density Itot presented as a
function of the linear part of the nonlinear core permittivity l,2. . . . . . . . 185
7.59 Dispersion diagram βpx∆nyq obtained using the IM for the asymmetric struc-
ture with 1  110 and 3  90. . . . . . . . . . . . . . . . . . . . . . . . . 186
7.60 Dispersion curves βpE0q for the asymmetric structure with 1  110 and
3  90. Labeled points on each of the dispersion curves are used in the
following to analyze mode transformation along the dispersion curves. . . . . 187
7.61 Profiles of magnetic field component Hy for the symmetric-like modes S0 and
AS1 and the antisymmetric-like AN0 mode. . . . . . . . . . . . . . . . . . . . 189
7.62 Dispersion curves βpEdq for the asymmetric structure with 1  110 and
3  90. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 190
xi
List of Figures
7.63 Profiles of magnetic field component Hy for the symmetric-like SI and AS2
modes. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
7.64 Field profiles for the symmetric-like S1 mode. . . . . . . . . . . . . . . . . . . 192
7.65 Profiles of magnetic field component Hy corresponding to points AN1, S2,
and AN2 in Fig. 7.60. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
7.66 Comparison of the dispersion diagrams for the asymmetric nonlinear slot
waveguide and the asymmetric linear slot waveguide. . . . . . . . . . . . . . . 193
7.67 Dispersion curves of the asymmetric nonlinear slot waveguide with 1 
110, 3  90 and the symmetric structure 1  3  90. . . . . . . . . . . 194
7.68 Dispersion curves of the asymmetric nonlinear slot waveguides with 1  70
and 3  90, 1  50 and 3  90, and the symmetric structure 1 
3  90. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195
8.1 Rules of assigning the stability of the modes for the fold bifurcations and the
Hopf bifurcations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 198
8.2 Exemplary dispersion curve illustrating the use of the rules presented in Fig. 8.1.199
8.3 Zoom on the region with the birth of the first-order asymmetric mode of the
dispersion curves of the symmetric slot waveguide presented in Fig. 7.8(b). . . 200
8.4 Zoom on the region with the birth of higher-order node-less symmetric and
asymmetric modes of the dispersion curves of the symmetric slot waveguide
presented in Fig. 7.8(b). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201
C.1 Jacobi elliptic functions cnpu|mq, dnpu|mq, and snpu|mq for different values
of the parameter m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
C.2 Jacobi elliptic functions cdpu|mq, ndpu|mq, and sdpu|mq for different values
of the parameter m. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 215
D.1 Nonlinear dispersion diagrams for the real part and for the imaginary part of
the effective index as a function of the averaged nonlinear index modification
in the nonlinear slot waveguide with a 400-nm-thick core. . . . . . . . . . . . 220
D.2 Nonlinear dispersion diagrams for the real part and for the imaginary part of
the effective index as a function of the averaged nonlinear index modification
in the nonlinear slot waveguide with an 800-nm-thick core. . . . . . . . . . . . 221
E.1 Field profiles corresponding to points SIIc, SIIb, and SIIa in Fig. 7.27. . . . . 224
E.2 Field profiles corresponding to points AS3c, AS3b, and AS3a in Fig. 7.27. . . 225
E.3 Profiles of the magnetic field Hy for the symmetric SII mode and the second-
order asymmetric AS3 mode. . . . . . . . . . . . . . . . . . . . . . . . . . . . 225
xii
List of Tables
2.1 Values of the functions describing the properties of the materials in different
layers of the four-layer structure with a semi-infinite nonlinear medium. . . . 19
5.1 Substitutions that allow to transform the nonlinear dispersion relation in the
TM case to the nonlinear dispersion relation in the TE case. . . . . . . . . . . 77
6.1 Values of the functions lpxq and αpxq describing the properties of the mate-
rials in different layers of the nonlinear slot waveguide. . . . . . . . . . . . . . 82
6.2 Comparison of the parameters used in the derivation of the field profiles and
of the functions describing the magnetic field profile in the nonlinear core of
the slot waveguide, in case of metal claddings. . . . . . . . . . . . . . . . . . . 93
6.3 Simplified version of Table 6.2. . . . . . . . . . . . . . . . . . . . . . . . . . . 94
6.4 Auxiliary parameters used in the derivation of the formulas for the magnetic
field profiles and for the dispersion relations in the nonlinear slot waveguide
in the frame of the JEM. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
6.5 Formulas for the magnetic field profiles in the nonlinear core of the slot waveg-
uide and dispersion relations obtained using JEM for the cases of positive and
negative values of the integration constant c0. . . . . . . . . . . . . . . . . . . 99
6.6 Auxiliary parameters used in the derivation of the formulas for the magnetic
field profiles and for the dispersion relations in the nonlinear slot waveguide
in the frame of the JEM for the single-interface limiting case (c0  0). . . . . 100
7.1 Parameters of the symmetric nonlinear slot waveguide structure. . . . . . . . 117
B.1 Elliptic integrals and the equivalent inverse Jacobi elliptic functions. . . . . . 211
C.1 Expression for the Jacobi elliptic functions for the limiting values of the pa-
rameter m  0 or m  1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216
C.2 The symmetry properties of the Jacobi elliptic functions. . . . . . . . . . . . . 216
C.3 Expressions for the derivatives with respect to the argument u of the Jacobi
elliptic functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 217
D.1 Parameters of the symmetric nonlinear slot waveguide structures with losses . 218
xiii
Chapter1
Context
Contents
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Aim and structure of the work . . . . . . . . . . . . . . . . . . . 5
1.3 Maxwell’s equations . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.4 Polarization separation in one-dimensional problems . . . . . . 8
1.5 Transverse magnetic monochromatic waves . . . . . . . . . . . . 9
1.6 Kerr effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.7 Intensity dependent refractive index . . . . . . . . . . . . . . . . 12
1.1 Introduction
T
he field of nonlinear optics [1, 2] was born after the appearance of lasers at the
beginning of 1960s, when sources of powerful and coherent light required to observe
nonlinear effects in optical materials became available. Light with high intensity
induces changes of the material properties leading to nonlinear phenomena such as second
and third harmonic generation, sum and difference frequency generation, intensity dependent
refractive index or two photon absorption and many more.
Spatial optical solitons are closely related to the intensity dependent refractive index.
Spatial optical solitons are localized nonlinear electromagnetic excitations for which the
diffraction is balanced by the self-focusing nonlinear effect [3]. These waves were extensively
studied over the last decades [4–8]. Due to the extraordinary properties of solitons, such as
strong localization and ability to propagate undisturbed over large distances, these beams are
not only interesting physical objects but also offer a huge application potential in integrated
optics and all-optical devices. The field confinement can be further enhanced by using layered
structures, so that the total refractive index modification is not only due to the self-induced
nonlinear effects but also built-in in the structure. The simplest structure of this type is a
single interface between a linear and a nonlinear dielectric.
The first description of optical nonlinear localized surface waves — solitons propagating
along a single interface between a linear and a nonlinear dielectric — was given in 1980 by
Tomlinson [9]. The single nonlinear/linear dielectric interface configuration was studied in
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a number of works in the following years where both transverse magnetic (TM) and trans-
verse electric (TE) polarized nonlinear surface waves were studied [10, 11]. The nonlinear
dispersion relations with more realistic assumptions on the nonlinear term than those used
in Ref. [9] were found [12, 13].
Later on, as a natural generalization of Tomlinson’s work, solitons in dielectric waveg-
uides with nonlinear cladding were studied. Starting from 1983, configurations with nonlinear
cladding on one or on two sides were considered for both TE [14–16] and TM [17–19] light
polarizations. Both the cases of focusing and of defocusing third-order local and instanta-
neous (Kerr-type) nonlinearity were analyzed. In structures with defocusing nonlinearity, a
power cut-off phenomena was observed for guided waves [20]. A comparison of symmetric
and asymmetric cladding (in terms of relative permittivity or nonlinear parameters) was
presented in Refs. [21, 22]. In the case of symmetric dielectric waveguides, a symmetry
breaking bifurcation was predicted in one-dimensional [22–26] and two-dimensional [27, 28]
structures. At the beginning of the 90’s, a method to study nonlinear dielectric waveguides
based on the variational analysis was presented in Ref. [29]. At approximately the same time,
scaling rules [30] and dispersion diagrams in normalized coordinates [31] were introduced to
facilitate the comparison between the results obtained for different physical parameters. The
numerical analysis of the evolution of nonlinear surface waves in dielectric waveguides with
nonlinear cladding was presented in Ref. [32] for a one-dimensional case and in Refs. [33, 34]
for the two-dimensional waveguiding structures. For a comprehensive review on the topic
of nonlinear waves propagating in planar structures the reader may refer to Ref. [35] where
also first preliminary experimental results are shown for system using this type of waves
(such as nonlinear guided wave optical limiters, nonlinear coherent directional couplers, and
optical switches using bistability in nonlinear planar configurations).
In all the works mentioned previously on single-interface configuration or on the waveg-
uides with nonlinear cladding, the nonlinear medium was semi-infinite. Other type of non-
linear dielectric waveguides has a nonlinear core that is surrounded by linear dielectrics.
In such type of structures, the nonlinear medium has a finite size, which requires a more
complex treatment of the problem. From the beginning of 80’s, dielectric waveguides with a
nonlinear core were studied for TE [36–38] and TM [39] polarizations. Nonlinear cores with
Kerr-type [40] and saturable [41, 42] nonlinearities were studied. The symmetry breaking bi-
furcation was discovered in the dielectric waveguides with a nonlinear dielectric core [36, 37]
and a symmetric cladding. Scaling rules for thin-film dielectric optical waveguides with non-
linear core, similar to those presented in Ref. [30] for a single-interface case, were developed
in Ref. [43]. Studies of nonlinear waveguides with both nonlinear core and cladding were
performed using modal [44], effective-index [25, 45], variational [26, 46–48] and resonant [49]
approaches. These works lead to the analysis of multi-layered nonlinear dielectric struc-
tures [50–52]. The multi-layered structures may find applications for nonlinear wave splitting
and coupling. All the works described above were dealing with fully dielectric structures.
Below we will describe studies of structures where nonlinear dielectrics are in contact with
metal layers.
Plasmonics is another domain that grew strongly over the last decades [53–62]. Surface
plasmon polaritons (shortly called here plasmons) are surface waves localized at an interface
between a metal and a dielectric. They propagate along this interface but decay rapidly in
the direction perpendicular to the interface. Because of the evanescent nature of the plasmon
waves, light is strongly localized close to the interface which results in high field confinement
and can lead to the enhancement of nonlinear effects near this interface. Combining the fields
of plasmonics and nonlinear optics results in interesting and unusual physical effects [63, 64].
One of the most challenging for observation and at the same time the most attractive
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phenomenon in nonlinear photonics is the formation of plasmon–solitons — nonlinear waves
propagating along an interface between a metal and a nonlinear dielectric that possess both
the properties of spatial optical solitons and surface plasmon polaritons. Below we describe
the field of plasmon–solitons starting by its historical development and coming to the most
recent results in this topic.
The first description of the nonlinear surface plasmon polariton waves confined at an
interface between a metal and a nonlinear dielectric was given in 1980. Agranovich et al.
in the seminal paper [65] developed a vector model for a single interface between a metal
and a nonlinear dielectric. The method presented in Ref. [65] is similar to the approaches
used for the interface between linear and nonlinear dielectrics [9, 10]. In Ref. [65], and
in the majority of works published on plasmon–solitons, a dielectric exhibiting a Kerr-
type nonlinearity is considered. The model proposed by Agranovich et al. describes a one-
dimensional geometry (the structure is invariant along two directions) what allows for the
polarization separation of Maxwell’s equations. The analytical formulas for the nonlinear
dispersion relation and the field profiles for TM polarized waves are derived in Ref. [65]
using strong assumptions on the nonlinear term. The nonlinearity in this model depends
only on the longitudinal component of the electric field (that is usually much weaker than
the transverse component [66]) and affects only two of the diagonal permittivity tensor
components.1 In reality all the permittivity tensor components depend on both transverse
and longitudinal field components. Additionally, this model results in fields localized on the
metal/nonlinear dielectric interface only for the defocusing type of nonlinearity that is not
an intuitive result.
The model proposed in Ref. [65] was subsequently improved by introducing more real-
istic assumptions on the nonlinear term (e.g., focusing nonlinearity depending only on the
transverse component of the electric field). It was also extended to consider both TE and
TM polarized waves as well as focusing and defocusing Kerr-type nonlinearities [12, 66, 67].
A different approach, based on the first integral treatment of Maxwell’s equations, was
developed in 1987 [13] and allowed for obtaining the exact (under the assumption that Kerr
nonlinearity depends on both components of the electric field) dispersion relations for TM
case. However, the price to pay was that the field profile in the nonlinear medium was not
given by an analytic formula as in the Refs. [66, 67] and had to be calculated numerically. A
comparison of the numerical methods treating the Kerr-type nonlinearity in an exact way
with the analytical approaches that use approximated treatment of nonlinearity is presented
in Ref. [68]. Recently, a model for plasmon–soliton waves at a single metal interface based on
the resonant interaction between a linear plasmon and a spatial soliton was developed [69].
The authors used a heuristic, scalar model to describe the resonant interaction between
plasmon and soliton beams.
In 2009, plasmon–solitons localized in both transverse (plasmonic localization due to in-
dex contrast at the interface) and lateral (solitonic self-focusing) directions were predicted
theoretically and confirmed numerically in two-dimensional structures [70]. The method
presented in Ref. [70] uses the linear solution of the one-dimensional problem (along the
transverse direction) to transform Maxwell’s equations into a nonlinear Schro¨dinger equa-
tion. Using this method it was shown that the shape of the solution in the lateral direction
was given by the sech function as for the usual one-dimensional solitons. The evolution
1In Ref. [65], x denotes the propagation (longitudinal) direction and z denotes the transverse direction.
The structure is invariant along the x and the y (lateral) direction. The electric field of the TM polarized
wave has only two components: E  rEx, 0, Ezs. The transverse field components Ez is the leading electric
field component in the type of structures studied in this paper [66]. The nonlinearity is assumed to be of
the form x  y  l   α|Ex|2, z  l where x, y , and z are the diagonal elements of the relative
permittivity tensor and l is the linear value of the relative permittivity.
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of the beam during the propagation was studied using the nonlinear Schro¨dinger equation
and the results were compared with two-dimensional numerical simulations obtained using
a commercial finite-difference time-domain solver. As a result, the authors obtained the
two-dimensional plasmon–soliton beam.
Furthermore, the model of Agranovich et al. [65] was expanded to consider nonlinear
waves guided by a thin metal film sandwiched between two nonlinear dielectrics (nonlinear
dielectric/metal/nonlinear dielectric structure — NMN) [71–73]. In Ref. [73], field profiles
of plasmon–solitons on thin metal films were shown for the first time. Ref. [73] provides the
analytical formulas for the dispersion relations and the field profiles for the NMN structure
as well as for the limiting case where the nonlinearity in one of the dielectrics tends to zero
(nonlinear dielectric/metal/linear dielectric structure — NML). Looking at the field profiles
shown in Ref. [73] we can distinguish two types of plasmon–solitons: (i) the plasmonic type,
for which the field profile resembles that of a linear plasmon [symmetric or antisymmetric
plasmon in the linear dielectric/metal/linear (LML) dielectric structure, known also as in-
sulator/metal/insulator structure (IMI)] slightly modified by the presence of nonlinearity
in the dielectrics and (ii) the solitonic type, for which the features of both soliton (soliton
peak in the nonlinear medium) and plasmon (localization on the metal interface) are visible.
There is a smooth transition between the two types with the change of the beam power.
This type of structures will be studied in more detail in Section 4.2.
Structures with only one nonlinear dielectric as cladding were studied analytically [74, 75]
and numerically [76]. The exact dispersion relation for TM waves in NML structures was
found for power-law Kerr nonlinearity with an arbitrary order of electric field power [75].
The method used in Ref. [75] is an extension to three-layer structures of the results shown in
Ref. [13] for two-layer structures. In Ref. [75], the dispersion relation is given in an analytical
form, but the field profiles in the semi-infinite nonlinear layer have to be found numerically
by integration of Maxwell’s equations. The authors propose that plasmon–solitons could
find application in a light-controlled metal transmission devices. The control of the plasmon
resonance by the electric field intensity could influence the transmission of the thin metal
film.
Recently, in order to facilitate the nonlinear coupling between soliton and plasmon waves,
an additional linear dielectric layer between the nonlinear dielectric and the metal film was
introduced [77–79]. In Refs [77, 79], we have proposed two complementary approaches based
on the modal methods developed in [73, 75]. A detailed description of these two models is
presented in Part I of this PhD manuscript. In contrast to these modal methods, the model
built in Ref. [78] is based on the resonant approach proposed in Refs. [69, 80]. The models
presented in Refs. [69, 78, 80], in contrast to the modal approaches in which plasmon–solitons
are treated as a single wave, treat plasmon and soliton as separate entities and the coupling
is based on the propagation constant matching of these two waves. In the vicinity of the
coupling regime, avoided crossing between the plasmon and soliton dispersion relations can
be observed. The Pointing vector distribution maps prove the energy exchange between the
plasmon and soliton beams. In Refs. [78, 80], the authors show also that some of the solutions
found in modal approaches can be unstable during the propagation.
In Refs. [81, 82], two dimensional plasmonic waveguides were studied numerically in the
structures where the stripe metal waveguide is surrounded by a nonlinear dielectric medium.
The most interesting and probably the most promising configuration where plasmon–
solitons can be observed is the nonlinear slot waveguide configuration. In this thesis, we
define the nonlinear slot waveguide as a structure made of a nonlinear dielectric core sand-
wiched between two semi-infinite metal layers. With this type of structure, the interest in
plasmon–soliton beams started to grow again recently. Dispersion relations for nonlinear slot
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waveguides were obtained using various approaches. The first attempt to study this type
of structures was made in 2007 in Ref. [83], where two dimensional plasmon–solitons were
studied. The method presented in Ref. [83] is based on the linear plasmon profile along the
transverse direction found in the linear MIM structure. This solution is then used to solve
nonlinear Maxwell’s equations for the field profile in the lateral direction. In Ref. [83], the
authors assumed that even though the field is now localized in both transverse and lat-
eral directions, the TM polarization is still maintained. A method similar to the one used
in Ref. [83] was applied later to study nonlinear plasmon–solitons at a single interface be-
tween a metal and a nonlinear dielectric [70]. An interesting feature of the plasmon–solitons
found in Ref. [83] is their extreme confinement. The effective beam size2 can be one order
of magnitude lower than the diffraction limit. This property results from the strong spatial
confinement of the field by the metal slot waveguide in the transverse direction and the
solitonic localization in the lateral direction. The results presented in Ref. [83] show that
reducing the width of the nonlinear dielectric core of the nonlinear slot waveguide results
in the decrease of the effective soliton dimension for all range of the widths studied. On the
contrary, for a nonlinear core with dielectric claddings, the effective width of the beam starts
to increase below a certain width of the core, as it is well known in linear guided optics [84].
Later, the nonlinear dispersion relations of one-dimensional nonlinear slot waveguides
were found numerically and the symmetry breaking bifurcation was observed for the first
order symmetric mode [85], resulting in an appearance of a doubly degenerate asymmet-
ric mode. The approach of Davoyan et al. [85] is numerical — the solutions of Maxwell’s
equations (the effective index of the allowed modes and the corresponding field profiles) are
found using the shooting method [86] and the power is calculated by numerical integration.
This method, unlike the one presented in Ref. [83], accounts for the Kerr-type nonlinearity
influence on the transverse field profiles.
The analytical formulas for the nonlinear dispersion relations of the symmetric and an-
tisymmetric modes of the nonlinear slot waveguides were presented in 2011 in Refs. [87, 88].
In these two references, the dispersion relations are given in a form of an integral that has
to be solved numerically. Study of the femtosecond pulses in nonlinear slot waveguide con-
figuration was performed using numerical methods in Ref. [89]. Recently, we have developed
two new semi-analytical models, which allowed to discover higher-order modes in nonlinear
slot waveguides and study the size effects in more detail [90]. A detailed description of these
models can be found in Part II of this PhD manuscript.
During the last 5 years, formation of plasmonic solitons was also studied in multi-layer
structures with alternating metal and nonlinear dielectric layers [91–93] and plasmonic wire
arrays [94–96]. In Ref. [93], the authors obtained a set of discrete excitations of the non-
linear plasmonic waveguides with the envelope of the solitonic shape. The surface plas-
monic solitons at the interface between a nonlinear medium and a semi-infinite periodic
metal/nonlinear dielectric structure showed higher level of localization compared to infinitely
periodic structure. Nonlinear plasmonic couplers, in which the symmetry breaking bifurca-
tion occurs, were also demonstrated in layered structures where nonlinear metal layers are
separated by linear dielectric films [97, 98].
1.2 Aim and structure of the work
As it was stated in the description of the state-of-the-art of the nonlinear plasmon–solitons
waves presented in Section 1.1, studies of nonlinear surface waves at metal interfaces started
2The effective beam size Deff is defined as a geometric average of the full-width at half-maximum in
the transverse (∆x) and lateral (∆y) directions (Deff 
?
∆x∆y).
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more than thirty years ago. Nevertheless, there is no experimental results on plasmon–
soliton waves that would confirm their existence. The main reason is that the nonlinear
refractive index change required for the formation of plasmon–solitons in the structures that
were proposed in the already published works, is too high for the realistic materials used in
integrated and nonlinear optics. The nonlinear refractive index changes at which plasmon–
solitons exist in the structures reported until now require the light intensity I that exceeds
the damage threshold of the available materials.
The aim of this PhD thesis is to improve the understanding of interactions between
plasmon and soliton beams in order to facilitate the experimental observation. of plasmon–
soliton waves. We want to provide a direct indication of the types of nonlinear materials and
metals involved, their configuration, and parameters domains where observation of plasmon–
solitons will be possible at realistic power levels. This goal is achieved by the systematic study
of the properties of transverse magnetic polarized light propagating in various structures
containing nonlinear and linear dielectric layers, and metal layers.
In Part I of this PhD manuscript, we study structures with a semi-infinite nonlinear
medium and metal and linear dielectric layers. In Chapter 2, we develop models describing
the light propagation in this type of structures. We derive closed analytical formulas for
the dispersion relations and for the field profiles of plasmon–solitons. Derivation of our two
semi-analytical models is presented in Sections 2.1 and 2.3. In Sections 2.2 and 2.4, one
semi-analytical and one numerical model already known in literature are described because
they will be used in order to confirm the validity of our new models. The validity of our
semi-analytical models is confirmed in Chapter 3, by comparison of their results with results
already reported in literature and by a mutual comparison. In Chapter 4, the results for the
dispersion curves and the field profiles of plasmon–solitons obtained using our models are
presented. We study simple structures with a single interface between a metal and a nonlinear
dielectric (Section 4.1), configurations in which a thin metal film is sandwiched between a
linear and a nonlinear dielectric cladding (Section 4.2), and four-layer configurations where
an additional linear dielectric layer is introduced between the metal film and the nonlinear
dielectric (Section 4.3). In Chapter 5, extensions of one of our models to the case of two-
dimensional and transverse electric polarized plasmon–solitons is shown.
In Part II of this PhD manuscript, we focus on the structures where a finite-size nonlin-
ear medium is sandwiched between two semi-infinite metal layers. In Chapter 6, we present
a theoretical derivation of a semi-analytical model (Section 6.1) which provides closed an-
alytical formulas for the dispersion relations and the field profiles and a numerical model
(Section 6.2) to study plasmon–solitons in nonlinear plasmonic slot waveguide structures.
The results obtained using these two models are presented in Chapter 7. The classification
of the modes of symmetric nonlinear slot waveguides, based on the dispersion curves and
the field profiles, is presented in Section 7.1. In this section, the influence on the dispersion
curves of the nonlinear slot waveguide parameters, such as the core width or the permit-
tivity contrast between the core and the metal cladding, is also studied. In Section 7.2, the
properties of the asymmetric nonlinear slot waveguides are shortly discussed.
At the end of the manuscript, in Chapter 8, the first attempt to analyze the stability
of the modes found in Chapters 2 and 6 is made. The stability analysis is performed using
a topological criterion which allows us to read the stability of a mode directly from the
dispersion diagrams of the structure.
In Chapter 9, concluding remarks are made to sum up the results presented in this
PhD manuscript. In Appendix A, details on the intensity dependent refractive index are
presented. In Appendices B and C definition and properties of the elliptic integrals and the
Jacobi elliptic functions are described. Appendix D shows the study of the propagation losses
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in the nonlinear slot waveguide configurations. In Appendix E more field profiles obtained
using the Jacobi elliptic function based model is presented.
1.3 Maxwell’s equations
To study classical electromagnetic problems Maxwell’s equations must be solved [99, 100].
Here we will use them as a starting point for our calculations. The general form of Maxwell’s
equations is:
∇  E  BBBt , (1.3.1a)
∇ H Jf   BDBt , (1.3.1b)
∇ D  ρf , (1.3.1c)
∇ B  0, (1.3.1d)
where E denotes the electric field, D denotes the displacement vector,H denotes the mag-
netic field, andB denotes the magnetic induction. Additionally,Jf denotes the free currents
and ρf denotes the free charges in the system. In our studies, we will set Jf  0 because
we will look for the solutions in the systems without external sources and ρf  0 as no free
charges will be considered.
Additionally to Maxwell’s equations, the four vector fields are related by the constitutive
relations [99]:
D  0E  P , (1.3.2a)
H  1
µ0
B  M , (1.3.2b)
where the auxiliary fields of polarization P and magnetization M appear. Here 0 denotes
the vacuum permittivity and µ0 denotes the vacuum permeability. In our work we will con-
sider nonmagnetic materials, therefore we set M  0. Assuming an instantaneous response
of the materials, the polarization vector describes the electronic response of the material to
the applied electric field and is given by:
P  0χ˜E , (1.3.3)
where χ˜  χ   iχ2 denotes the complex susceptibility tensor of the material, and both χ
and χ
2
are real quantities.
Using the definition of the polarization given by Eq. (1.3.3) we can rewrite the expression
for the displacement vector [Eq. (1.3.2a)] in the form:
D  0

1  χ˜
	
E . (1.3.4)
Introducing the relation between the complex susceptibility χ˜ and the relative complex
permittivity:3
˜ 

1  χ˜
	
, (1.3.5)
3In the following, in order to simplify the nomenclature the relative permittivity  will be shorty called
permittivity.
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the displacement vector can be written as
D  0˜E . (1.3.6)
The complex permittivity tensor ˜ in our work is assumed to be diagonal with isotropic
losses [66, 70, 73, 79]:
˜    i 2 
x 0 00 y 0
0 0 z
  i
2 0 00 2 0
0 0 2
. (1.3.7)
Here j (j P tx, y, zu) and 2 are real quantities. The refractive index is defined as nj  ?j .
Using all the assumptions and definitions given above [Eqs. (1.3.2b) and (1.3.4)] Maxwell
equations [Eqs. (1.3.1)] are expressed using the electric field E and the magnetic field H
only
∇  E  µ0 BHBt , (1.3.8a)
∇ H  0˜BEBt , (1.3.8b)
∇  p˜E q  0, (1.3.8c)
∇ H  0. (1.3.8d)
1.4 Polarization separation in one-dimensional problems
Maxwell’s equations [Eqs. (1.3.8)] hold for the general type of three-dimensional electro-
magnetic problems where all three components of electric and magnetic fields are nonzero.
Although, in our work we consider a simpler case of one-dimensional structures in which the
refractive index of the structure is modulated only along one direction and therefore, the
structure is invariant in two remaining directions. Here we choose the refractive index to be
structured along the x direction. This direction will be called the transverse direction. We
assume that the light propagates along the z direction, called here the longitudinal direction.
Along the remaining direction (y direction called here the lateral direction) the structure is
invariant and therefore we will assume that all the y derivatives are equal to zero and that
the electromagnetic field distribution will be uniform along this direction. In such configura-
tions, using the scalar component notation of the vector fields, it is possible to split the six
Maxwell’s equations [Eqs. (1.3.8a) and (1.3.8b)] into two sets of three equations correspond-
ing to the orthogonally polarized electromagnetic fields. This is the well known transverse
electric/transverse magnetic separation [99]. The scalar components of the electromagnetic
field are defined by
E  rEx,Ey, iEzs, (1.4.1a)
H  rHx,Hy, iHzs, (1.4.1b)
where Ex, Ey, Ez, Hx, Hy, and Hz are real quantities. The first set of three equations:
BHx
Bz  i
BHz
Bx  0˜y
BEy
Bt , (1.4.2a)
BEy
Bz  µ0
BHx
Bt , (1.4.2b)
BEy
Bx  iµ0
BHz
Bt , (1.4.2c)
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relates only Ey,Hx, andHz field components. Here we introduced the complex permittivity
components denoted by ˜j  j   i2 for j P tx, y, zu. The waves possessing only these three
nonzero field components will be called transverse electric (TE) waves. Three equations
building the second set:
i
BEz
Bx 
BEx
Bz  µ0
BHy
Bt , (1.4.3a)
BHyBz  0˜x
BEx
Bt , (1.4.3b)
BHy
Bx  i0˜z
BEz
Bt , (1.4.3c)
relate only Hy, Ex, and Ez field components. The waves possessing only these three nonzero
field components will be called transverse magnetic (TM) waves.
1.5 Transverse magnetic monochromatic waves
The structures that we consider in our work are build of layers of dielectrics and metals.
We are interested in observing the waves possessing a plasmonic part in the metal region.
Previous linear studies [53–55, 58] have shown that plasmons exist on the metal/dielectric
interfaces only for the TM light polarization. Therefore, we will focus our attention on the
TM polarized waves. The problem of the TE polarized waves will be shortly discussed in
Section 5.2.
In the following, we will work with TM polarized waves where the magnetic field has only
one component H  r0,Hy, 0s and the electric field has two components E  rEx, 0, iEzs.
The stationary solutions in one-dimensional geometry are sought in the form of monochro-
matic harmonic waves: "
E px, z, tq
H px, z, tq
*

"
Epxq
Hpxq
*
eipk0βzωtq. (1.5.1)
Here ω denotes the angular frequency of the wave, k0  ω{c denotes the wavenumber in
vacuum, c denotes the speed of light in vacuum, and β denotes the effective index of the
propagating wave (the propagation constant is expressed as k0β). We follow here the notation
used in Refs. [16, 19, 20, 23, 30, 33, 34, 66, 71–74, 77, 79] The structure is invariant along
the y direction and therefore electromagnetic fields do not carry any y dependency.
The TM approach used here is exact only in case where both the structure and the light
distribution are invariant along the lateral y direction. By invariant light distribution we
understand the case where light intensity is uniform along the y direction. A good approxi-
mation of such an invariant light distribution is obtained if the light intensity varies slowly
compared to the scale of the wavelength. This is often the case in linear optics, where beams
with large widths are used. In the case of nonlinear studies, the light distribution is often not
uniform along the y direction. The nonlinear studies require high light intensities. Experi-
mentally, this is obtained by using powerful lasers and focusing the beam to a spot of the
size comparable to the wavelength. This means that the light intensity of the beam varies
significantly on the wavelength scales. Additionally, in the frame of the nonlinear optics,
properties of the material depend on the impinging light intensity. If the light intensity dis-
tribution is not uniform along the y direction, it induces the nonuniform distribution of the
material properties (e.g., refractive index) along the y direction. In this case, the structure
is no longer invariant in the lateral direction. This explains why the TM approach is only
an approximation in the nonlinear case. The quality of this approximation depends on two
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factors: how fast is the light modulation along the y direction and how large is the modula-
tion amplitude of the material parameters (nonlinear induced refractive index change). To
account for this effects, in Section 5.1, we will develop the approximated two-dimensional
approach providing the first approximation of the two-dimensional plasmon–solitons. In the
studies of one-dimensional plasmon–solitons that propagate in one-dimensional structures
we will consider that the light distribution along the y direction is uniform.
In order to solve Maxwell’s equations in our structures we use a supplementary assump-
tion. Only the real part of the permittivity tensor  is used to find the dispersion relations
and to determine the field profiles. The imaginary part of permittivity 2 will be used later
to estimate the propagation losses of the nonlinear waves. Identical way of splitting the
problem was already used in Refs. [65–67, 71–75].
Using Eq. (1.5.1) the z and time derivatives are eliminated from Eqs. (1.4.3) to finally
give
k0βEx  dEz
dx
 ωµ0Hy, (1.5.2a)
Ex  β
0xc
Hy, (1.5.2b)
Ez  1
0zω
dHy
dx
, (1.5.2c)
where the x, z, and time dependencies are skipped in the field components and the permit-
tivity in order to simplify the notation. In Eqs. (1.5.2), the complex permittivity tensor com-
ponents were replaced by their real parts according to the approximation discussed above.
Equations (1.5.2) will be used in Sections 2 and 6 as a starting point of the derivations of
all the models.
1.6 Kerr effect
In the definitions of the polarization and the displacement vector [Eqs. (1.3.3) and (1.3.4)],
we use the total complex susceptibility tensor χ˜  χ   iχ2. The imaginary part χ2 is
proportional to the imaginary part of the permittivity 
2  0χ2. As stated in Section 1.5,
the imaginary part of the permittivity will be omitted in the process of Maxwell’s equation
solutions and will be used only in the losses calculations. In the presentation of the Kerr
effect, the imaginary part of the susceptibility tensor will be omitted in a similar manner.
In our studies, losses that originate from the nonlinear three photon absorption effect will
not considered.
In the derivation of the Kerr effect, we will use different notation for the fields than in
Sections 1.3–1.5. As the nonlinear effects can influence the light at frequencies different than
the fundamental (excitation) frequency, we will show the time and frequency dependencies
explicitly in the notation. The electric field and polarization vectors are denoted here as
E ptq  Epωqeiωt  Epωqeiωt, (1.6.1a)P ptq  Ppωqeiωt  Ppωqeiωt, (1.6.1b)
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where the complex conjugate fields (denoted by ) are included. The notation used here4
and the derivation of the Kerr effect follow the lines presented in Ref. [2].
In conventional linear optics, the polarization depends linearly on the electric field
strength. In the linear case and for instantaneous material response, Eq. (1.3.3) reads
P ptq  0χp1qE ptq, (1.6.2)
where the proportionality constant χ
p1q
is known as the linear susceptibility tensor. In non-
linear optics, when the field intensities become sufficiently high to induce nonlinear effects,
the linear description is no longer accurate [101]. Higher terms of the Taylor expansion of
polarization have to be taken into account:
P ptq  0 χp1qE ptq   χp2q : E ptqE ptq   χp3q : E ptqE ptqE ptq   . . .  . (1.6.3)
The quantities χ
p2q
and χ
p3q
are known as second- and third-order nonlinear optical suscep-
tibility tensors, respectively.
In centrosymmetric materials, χ
p2q
is equal to zero [1, 2] and the lowest nonlinear con-
tribution to the polarization comes from the third-order nonlinear susceptibility. All the
materials considered in this PhD manuscript will be centrosymmetric. Setting χ
p2q  0 and
inserting Eq. (1.6.1a) into Eq. (1.6.3) yields
P ptq  0χp1q Epωqeiωt  Epωqeiωt
  0χp3q
!
Epωq3e3iωt   3EpωqEpωq Epωqeiωt  Epωqeiωt  rEpωqs3 e3iωt) ,
(1.6.4)
where we limited ourselves to the third-order nonlinear effects. The Kerr effect is induced
by a light of frequency ω and influences the behavior of light beams at the same frequency.
Therefore, in Eq. (1.6.4) we will keep only the part of nonlinear polarization that is pro-
portional to eiωt and omit the two terms connected with third harmonic generation [1, 2].
Equation (1.6.4) is rewritten into a form:
P ptq  0 χp1q   3χp3q|Epωq|2 E ptq, (1.6.5)
Using Eqs. (1.6.1) to eliminate the time dependency, Eq. (1.6.5) becomes
Ppωq  0

χ
p1q   3χp3q|Epωq|2

Epωq (1.6.6)
Inserting Eq. (1.6.6) into Eq. (1.3.2a) [and using the definitions D px, z, tq  Dpxqeipk0βzωtq
and P px, z, tq  Ppxqeipk0βzωtq] gives
D  0

1  χp1q
	
  3χp3q|E|2

Epωq  0

l   3χp3q|E|2
	
Epωq, (1.6.7)
where the linear part of the permittivity is related to the linear susceptibility by
l  1  χp1q (1.6.8)
4In this notation Fpωq is equivalent to Fpxq which appeared in Sections 1.3–1.5 (where F denotes either
electric field E or polarization P). At the beginning of this section we choose to show explicitly only the
frequency dependency as we are primarily interested to study effects for this particular frequency. At the
end we will come back to Fpxq notation, as we will be more interested in a spatial distribution of the Kerr
effect.
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Regrouping terms in Eq. (1.6.7) we can write
D  0

l   3χp3q|E|2
	
E  0E, (1.6.9)
In this work, a nonlinear Kerr type dielectric is considered for which the nonlinear third-
order susceptibility is isotropic and can be expressed as
χ
p3q  α
3
I. (1.6.10)
All the elements of the permittivity tensor depend in identical way on the electric field
intensity in the nonlinear medium (I denotes the identity matrix).
The diagonal elements of the nonlinear Kerr-type permittivity tensor [given by Eq. (1.3.7)]
can be written as
jpxq  l,jpxq   nlpxq, (1.6.11)
where j P tx, y, zu and l,j denotes the linear real part of the permittivity. The nonlinear
part of the permittivity, limited to the optical Kerr effect that depends on the electric field
intensity, is denoted by
nlpxq  αpxq|Epxq|2, (1.6.12)
where αpxq denotes the function that takes values of the third-order nonlinear susceptibility
associated with different layers (in linear materials it is null). Finally the expression for the
real part of the permittivity is given by
jpxq  l,jpxq   αpxq|Epxq|2. (1.6.13)
In this PhD manuscript, only materials with the focusing Kerr-type nonlinearity (α ¡ 0)
are studied, although all the models can be reformulated in order to study the defocusing
nonlinearity (α   0). In the SI system, the unit of α and χp3q is m2{V2. More about nonlinear
coefficients and their units can be found in Section 1.7 and in Appendix A.
The formulation of the Kerr effect given by Eq. (1.6.13) is used in the majority of the
works on the nonlinear waveguides and nonlinear surface waves [9–11, 13–47, 65–83, 85, 87,
88]. It describes sufficiently well the nonlinear effects that we will study in this PhD thesis.
To describe the physics of our system we do not need to use the more complex form of the
Kerr nonlinear term which was used in Refs. [102, 103].
1.7 Intensity dependent refractive index
In the majority of works, a common and intuitive measure of the third-order nonlinear effects
is the second-order nonlinear refractive index5 n2. The intensity dependent refractive index
is given by [2]:
n  n0   nnl  n0   n2I, (1.7.1)
where n0 denotes the linear (weak field) refractive index that is related with the linear part
of isotropic permittivity by n0  ?l. The light intensity is defined [104] as the energy
carried by the electric field
U  0|||E|
2
2
(1.7.2)
5The name ’second-order nonlinear refractive index’ is used following the formalism used in Ref. [2]. In
many articles the n2 coefficient is simply called ’nonlinear coefficient’. Here we use the former, in order to
avoid confusions between n2 and other nonlinear coefficients, like α or a, introduced later.
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multiplied by the group wave velocity. For the monochromatic plane waves, the group ve-
locity is given by
v  c
β
, (1.7.3)
where the effective index β of a monochromatic plane wave is equal to the refractive index
n0 of the medium in which it propagates. Therefore, the light intensity is given by
I  Uv  0||c
2β
|E|2. (1.7.4)
The relation between the refractive index and the permittivity is   n2. Using this
fact, we compare Eqs. (1.6.13) and (1.7.1) assuming that the permittivity tensor is isotropic
(x  y  z    l   α|E|2). This comparison yields:
l   α|E|2  pn0   n2Iq2. (1.7.5)
Inserting the definition of intensity given by Eq. (1.7.4) into Eq. (1.7.5) allows us to relate
the values of α and n2. Using the relation l  n20 we obtain
α  0||cn2
β
n0  

0||c
2β

2
n22|E|2 
0||cn2
β
n0   0||cn2
2β
n2I. (1.7.6)
From Eq. (1.7.6), we observe that the value of the nonlinear coefficient α depends on the
material parameters (l, nl, n2), the propagation constant β and on the electric field intensity
|E|2 (or equivalently light intensity I). In order to simplify the formulation of our problem,
we will assume that the relation between α and n2 is not dependent on the electric field
intensity |E|2. In most of this manuscript, we will work with the light intensities for which
the nonlinear modification of the refractive index is much lower than the linear part of the
refractive index (n2I ! n0). The same is true for the permittivity α|E|2 ! |l|. Therefore,
we will omit the second term in the sum [Eq. (1.7.6)] that is important only of high light
intensities I. Based on the same argument, we will substitute the full nonlinear permittivity
 by the linear part of the permittivity l in the first term of the sum in Eq. (1.7.6). Finally,
for the sake of simplicity, we will substitute the effective index β, in the denominator in
the first term of the sum in Eq. (1.7.6), by the linear part of the refractive index n0. This
assumption is well satisfied for the plasmon–solitons waves whose effective index is close to
the linear part of the refractive index of the nonlinear material. Thanks to this assumptions
we can relate the nonlinear coefficient α with n2 by a simple linear relation
α  0|l|cn2. (1.7.7)
Equation (1.7.7) implies that to a given value of n2 and l of the nonlinear material corre-
sponds only one value of the nonlinear coefficient α.
In this manuscript, we use Eq. (1.7.7) to relate α with n2, even for the case of high
nonlinear index changes or modes where β ﬀ nl. Otherwise we would have to account for
the changes of n2 for a given structure for solutions with different light intensities and
effective indices.
Using the notation   n2 and Eqs. (1.6.13) and (1.7.1) we can relate the nonlinear
refractive index modification nnl and nonlinear permittivity modification nl by the following
formula
nnl  nl  
b
n2l   nl. (1.7.8)
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In this part of the PhD manuscript, we focus our attention on the structures in which
the nonlinear medium is semi-infinite. In general, in optical waveguide studies it is easier to
model infinite or semi-infinite structures than structures with finite dimensions. In Part I,
simple structures with semi-infinite nonlinear medium are studied, where the solutions are
expressed in a less complicated mathematical way than is structures with finite dimen-
sions. Simpler mathematical formulation in such structures facilitates understanding of the
physical problem and the nature of the nonlinear plasmon–solitons, because the reader is
not overwhelmed by the mathematical complexity of the problem. Configurations with the
finite-size nonlinear medium, which require more complicated mathematical analysis, will
be addressed in Part II of this PhD thesis.
As mentioned in Section 1.1, configurations with semi-infinite nonlinear medium and
a metal layer were extensively studied since the beginning of 1980s [65]. Many works ap-
peared that addressed the problem of a single interface between a nonlinear dielectric and
a metal [12, 13, 65–70]. Later, structures where a thin metal film is sandwiched between
nonlinear dielectrics were studied [71–76].
Even though there is a number of publications describing plasmon–soliton waves in the
structures with semi-infinite nonlinear medium, there is still no experimental confirmation of
the existence of such nonlinear waves. The main reason for that is that the nonlinear index
modification, and therefore the light intensity, required to observe the plasmon–soliton waves
predicted theoretically so far, is orders of magnitude higher than the values that can be
obtained in modern nonlinear optics laboratories. In Chapter 2, we will develop new models
to study transverse magnetic polarized plasmon–soliton waves in the structures with a semi-
infinite nonlinear medium. These models will be based on already published approaches,
but we will improve and extend them. These extensions will allow us to obtain new results
that are interesting both from the theoretical and experimental point of view. The results of
our semi-analytical models will be confirmed numerically using a home-made finite element
method.
After having confirmed the validity of our models in Chapter 3, in Chapter 4 we will
discuss the possibility of existence of various types of plasmon–solitons in the structures
build of two, three and four layers, including one semi-infinite nonlinear layer. We will
show that in the three-layer structures, using cladding that is asymmetric in terms of linear
permittivity, it is possible to obtain solitonic-type plasmon–solitons at the power levels below
the damage threshold of common nonlinear materials. We will also show that the use of an
additional dielectric layer allows us to obtain low-power solitonic-type solutions in much
larger parameter range than in the case of three-layer structures.
In Chapter 5, we will discuss some paths that were initiated during this PhD thesis but
were not studied in detail. Firstly, the extension of one of our models to two-dimensions will
be discussed. This approach provides a crude approximation on what the two-dimensional
plasmon–soliton waves may look like. Secondly, results for the transverse electric polarized
surface waves will be presented.
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n this chapter, we present three methods based on Maxwell’s equations, to study the
properties of stationary solutions in one-dimensional structures composed of a semi-
infinite nonlinear medium and layers of metal and linear dielectrics. An example of such
a structure is presented in Fig. 2.1. This is the most complicated structure that will be
studied in this part of the manuscript. Simpler structures will also be considered, however,
in all of them, a semi-infinite nonlinear dielectric layer and a metal layer (finite or semi-
infinite) will be present. In all the described approaches, only transverse magnetic (TM)
polarized waves are considered due to the presence of the metal layer. We found no localized
solutions for the transverse electric (TE) polarization, as discussed in Section 5.2.
Figure 2.1: Geometry of the four-layer structure with a semi-infinite nonlinear dielectric
medium and a metal film.
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The first model presented here extends and modifies the approach described in Ref. [73]
and uses two assumptions: (i) the nonlinearity depends only on the transverse electric field
component and (ii) the nonlinear permittivity modifications are low compared to the linear
part of the permittivity. These assumptions allow us to write a single nonlinear wave equation
for one of the magnetic field components. This equation is then solved analytically [65],
resulting in closed formulas for the nonlinear dispersion relation and for the electromagnetic
field profiles. This model will be called the field based model (FBM).
The second model, named in this work the exact model (EM) because it does not require
any of the two above assumptions, is based on the approaches from Refs. [13, 75]. It also
provides a closed formula for the nonlinear dispersion relation but the field profiles in the
nonlinear medium are not given in an analytical form and have to be computed numerically
by solving a system of two coupled first-order nonlinear differential equations derived from
Maxwell’s equations.
The third model — in contrast with the two previous semi-analytical approaches —
uses a numerical finite element method (FEM) to solve the nonlinear scalar TM problem in
layered structures. This approach finds the solutions using the fixed power algorithm from
Refs. [105–107] adapted to one-dimensional planar metal/nonlinear dielectric structures.
2.1 Field based model
We start by the description of the field based model. At first, the way to transform nonlin-
ear Maxwell’s equations for the TM polarized waves into a single nonlinear wave equation is
described. Then, using the solution of the nonlinear wave equation, the nonlinear dispersion
relations are obtained for four-layer structures. Afterwards, the way of obtaining exact non-
linear field profiles of all the electromagnetic field components is presented. Finally, the an-
alytical expressions for the power and approximated propagation losses of plasmon–solitons
are obtained.
2.1.1 Nonlinear wave equation
The derivation of the field based model starts from Maxwell’s equations for the TM polarized
light given by Eqs. (1.5.2). Basing on these equations, the problem of finding stationary
solutions using a nonlinear wave equation is formulated. The derivation presented here is
similar to the one proposed by Agranovich et al. [65], in which the first description of the
nonlinear surface plasmon polariton waves localized at a single interface between a metal
and a nonlinear dielectric was given. In this seminal paper, the analytical expressions for
the dispersion relation and for the field profiles of the nonlinear solutions in such structures
were found in the TM case using strong assumptions on the form of the permittivity tensor
components. Later on, this model was improved by introducing more realistic assumptions on
the nonlinear term (e.g., focusing nonlinearity depending only on the transverse component
of the electric field). It was also extended to consider TE polarized waves as well as focusing
and defocusing Kerr nonlinearities [12, 66, 67, 72]. Furthermore, the model of Agranovich
et al. was expanded to consider nonlinear waves guided by a thin metal film sandwiched
between nonlinear dielectrics [71–73].
Our FBM improves and extends the previous approaches in three ways: (i) it improves the
nonlinearity treatment so that all the diagonal elements of the permittivity tensor depend
on the electric field in a nonlinear manner [Eqs. (1.6.11) and (2.1.5)], (ii) it improves the way
the nonlinearity is taken into account in the dispersion relation derivation [Eqs. (2.1.44)–
(2.1.48)] and in the electric field profiles calculations (Section 2.1.3), and (iii) it extends
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the existing model from three-layer structures to four-layer structures (the benefits of using
four-layer structures are discussed in Section 4.3). The derivation given below follows the
lines presented in Ref. [73] with the improvements mentioned above.
Taking the derivative of Eq. (1.5.2c) with respect to x and using Eqs. (1.5.2a), (1.5.2b),
and (1.6.11) gives
d2Hy
dx2
 k20

z
x
β2  z


Hy   0ωdnl
dx
Ez. (2.1.1)
At this step, we assumed that Maxwell’s equations [Eqs. (1.5.2)] are solved separately in
each of the layers of the structures (see Fig. 2.1). This allows us to neglect the permittivity
discontinuities at the interfaces between the layers that will be treated separately using
boundary conditions. Therefore, the last term is proportional only to the x derivative of the
nonlinear part of the permittivity nl and the derivative of the linear part of permittivity is
equal to zero. Making use of Eq. (1.5.2c) in the last term of Eq. (2.1.1) allows us to eliminate
the electric field component Ez from this equation, yielding an equation for the magnetic
field component:
d2Hy
dx2
 k20

z
x
β2  z


Hy   1
z
dnl
dx
dHy
dx
. (2.1.2)
We remark that in Eq. (2.1.2), the dependency on the electric field is still present, in an im-
plicit way, through the nonlinear permittivity tensor components x and z [see Eqs. (1.6.11)
and (1.6.12)]. This dependency will be eliminated later in the derivation.
At this point, important assumptions about the FBM are made. It is assumed that
(i) the nonlinear contribution to the permittivity is low compared to the linear part of the
permittivity |nl| ! |l,j | for j P tx, zu and (ii) both nl and Hy in the nonlinear medium vary
in x direction on scales larger than the wavelength. These hypothesis are valid for low-power
solutions and are verified a posteriori by analyzing the field profiles. If these assumptions
are fulfilled the last term in Eq. (2.1.2) is small and it can be omitted. Then the nonlinear
wave equation can be written in the simple form:
d2Hy
dx2
 k20

z
x
β2  z


Hy. (2.1.3)
Solutions of Eq. (2.1.3) in each of the layers of the structure describe the magnetic field
profiles in these layers. The approximations made above affect the solutions of Eq. (2.1.3)
only in the nonlinear layer. Since they influence the field profile in the nonlinear layer, they
will also modify the continuity conditions at the interfaces of this layer and therefore the
dispersion relation of the full nonlinear waveguides studied here. The field profiles in the
linear layers are found in an exact way.
In the following, only isotropic materials for which l,x  l,y  l,z  l will be consid-
ered.1 For isotropic materials, Eq. (2.1.3) becomes
d2Hy
dx2
 k20
 
β2  Hy. (2.1.4)
The nonlinearity considered in our FBM is of the usual Kerr type, but we assume that
only the transverse electric field component Ex contributes to the nonlinear response (this
1Actually, this assumption is stronger than the one required to formulate our model. In our case, it
is necessary to consider materials in which linear parts of only two permittivity tensor elements are equal
l,x  l,z  l. The tensor component l,y can have arbitrary values as it does not appear in the model
derivation.
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component is usually much stronger than the longitudinal component in the photonic struc-
tures studied here [66])
xpxq  ypxq  zpxq  pxq  lpxq   αpxqE2xpxq. (2.1.5)
Using this form of nonlinearity,2 and Eq. (1.5.2b), we can express the nonlinear permittivity
modification in terms of the magnetic field Hy
pxq  lpxq   β
2αpxq
r0lcs2
H2y pxq. (2.1.6)
Here we used again the assumption that |nl| ! |l| [this assumption justifies the substitution
of βHy{p0cq by βHy{p0lcq in the nonlinear term]. Using Eq. (2.1.6) in Eq. (2.1.4), the
nonlinear wave equation can be rewritten into its final form:
d2Hy
dx2
 k20q2pxqHy   k20apxqH3y  0, (2.1.7a)
where
q2pxq  β2  lpxq (2.1.7b)
and the function
apxq  β
2αpxq
r0lpxqcs2
(2.1.7c)
is nonzero only in the nonlinear layer. Here, lpxq and αpxq are step-wise functions which
take the values indicated in Table 2.1 depending on the layer (see Fig. 2.1 for layer numbers).
Layer Abscissa lpxq pxq2 αpxq
1 x   0 l,1 21 0cl,1np1q2  α1
2 0 ¤ x   L 2  l,2 22 0
3 L ¤ x   L  d 3  l,3 23 0
4 x ¥ L  d 4  l,4 24 0
Table 2.1: Values of the functions describing the properties of the materials in different
layers. The second-order nonlinear refractive index in layer 1 is denoted by n
p1q
2 . All the
quantities presented in this table are real.
Equations (2.1.7) are equivalent to Eqs. (4a) and (4b) in Ref. [73] and to Eq. (14) in
Ref. [66] with a slight difference in the nonlinear term due the to more consistent nonlinearity
treatment used here. The nonlinear function apxq differs by a factor β2{l between our
approach and the approaches from Refs. [66, 73]. This results in discrepancies between our
model and the older models mainly when the effective index of the nonlinear wave is much
higher than the linear part of the nonlinear medium refractive index. For the purpose of
comparison, the approach from Ref. [73] is presented in more detail in Section 2.2 and the
results of the two approaches are directly compared in Section 4.2.1.
2As in the case described in Footnote 1 for linear part of permittivity tenor, this assumption is stronger
than the one required to formulate the FBM. Here it is necessary to consider materials in which only two
diagonal elements of the nonlinear permittivity tensor elements are equal x  z  . The tensor component
y can have arbitrary values as it does not appear in the model derivation.
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2.1.2 Nonlinear dispersion relation
In Section 2.1.1, we derived a single nonlinear wave equation [Eq. (2.1.7a)] for the nonlinear
medium where the Kerr-type nonlinearity is treated in a simplified way. In this section,
we will find the solutions of this equation for the Hy field component. In the frame of the
FBM, the solutions of Eq. (2.1.7a) are studied separately in each layer of the structure. Then
the use of boundary and continuity conditions allows us to obtain the nonlinear dispersion
relation for the studied problem.
The solution of Eq. (2.1.7a) is well known in literature [10, 14, 17, 65] and is based on
the first integral treatment of this equation and formula (2.266)3 from Ref. [108]. Below we
present the procedure to find the solutions of Eq. (2.1.7a).
We consider a nonlinear medium where the nonlinear term in Eq. (2.1.7a) is nonzero.
We multiply both sides of Eq. (2.1.7a) by dHy{dx and integrate with respect to x. The
integration by parts leads to the following equation
dHy
dx

2
 k20q2H2y  
k20a
2
H4y  c0, (2.1.8)
where a denotes the constant value of the function apxq [see Eq. (2.1.7c)] in the considered
nonlinear medium and c0 denotes an integration constant. Due to the fact that only problems
where the nonlinear region is semi-infinite are considered in this part of the work, we impose
the following boundary conditions on the magnetic field Hy
xÑ8ÝÝÝÝÑ 0 and its derivative
dHy
dx
xÑ8ÝÝÝÝÑ 0. These boundary conditions allow us to conclude that the integration constant
c0 should be set to 0. In this case Eq. (2.1.8) can be rewritten into a form:
dHy
Hy
b
Q A1H2y
 dx, (2.1.9)
where the reduced parameters Q and A were introduced:
Q  k20q2, (2.1.10a)
A  

k20a
2

1
. (2.1.10b)
The solutions of Eq. (2.1.9) that fulfill the condition that the quantity under the square-root
is positive are sought. This condition, using Eqs. (2.1.10), results in a relation
q2 ¥ a
2
H2y . (2.1.11)
Using Eq. (2.1.7b), we can find a lower bound of the effective index of the mode for a given
mode profile Hypxq
β2 ¥ l   a
2
H2y pxq. (2.1.12)
3Formula (2.266) from Ref. [108] gives the expression of the integral»
dx
x
?
R
,
where R is in the form R  a   bx   cx2 and ∆ is defined as ∆  4ac  b2, for various combinations of
signs of the parameters a and ∆. Here we recall only the case for a ¡ 0 and ∆   0, which it the case in our
derivation. For this case the integral results in»
dx
x
?
R
  1?
a
ln

2a  bx  2?aR
x

.
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This equation has to be fulfilled for all the x values in the nonlinear region. As there is only
one value of the effective index β that corresponds to a mode profile Hypxq we find that
β2 ¥ l   a
2
maxrH2y pxqs (2.1.13)
which gives us the lower bound of β as a function of the amplitude value of the magnetic
field in the nonlinear region.
Integrating Eq. (2.1.9) results in»
dHy
Hy
b
Q A1H2y
 x  F, (2.1.14)
where F denotes an arbitrary integration constant. From Eq. (2.1.11), we notice that the sign
of q2 is positive for the focusing Kerr effect (a ¡ 0), therefore, with the help of Eq. (2.1.10a),
we conclude that Q ¡ 0. In this work we consider only the self-focusing Kerr-type nonlinear-
ity (a ¡ 0), which together with Eq. (2.1.10b) implies that A1   0. The left-hand side of
Eq. (2.1.14) is integrated using formula (2.266) from Ref. [108] for positive Q and negative
value of ∆  4QA1 (see Footnote 3 on Page 20):
»
dHy
Hy
b
Q A1H2y
  1?
Q
ln
2Q  2
b
Q
 
Q A1H2y

Hy
. (2.1.15)
Inserting Eq. (2.1.15) into Eq. (2.1.14) and reorganizing terms under the natural logarithm
one obtains
 1?
Q
ln

2Q
Hy
  2
d
|A1|Q

Q2
|A1|QH2y
 1

ﬀ
 x  F, (2.1.16)
where we have substituted A1 with |A1|. Further algebraic transformation leads to
 1?
Q
ln

2
a
|A1|Q

Q
Hy
a|A1|Q  
d
Q2
|A1|QH2y
 1
ﬀ
 x  F. (2.1.17)
Using the fact that lnprpq  lnprq   lnppq we obtain
 1?
Q

ln

2
a
|A1|Q
	
  ln

Q
Hy
a|A1|Q  
d
Q2
|A1|QH2y
 1
ﬀ
 x  F. (2.1.18)
Equation (2.1.18) is transformed using the relation lnpr  ?r2  1q  arcoshprq
 1?
Q

ln

2
a
|A1|Q
	
  arcosh

Q
Hy
a|A1|Q
ﬀ
 x  F. (2.1.19)
The relation lnpr  ?r2  1q  arcoshprq is only valid for r ¥ 1. In our case, this condition
reads Q{Hy
a|A1|Q ¡ 1 and it is fulfilled because it is equivalent to Eq. (2.1.11).
After some algebra where the parity of the cosine hyperbolic function was used, we find
the analytical expression for the magnetic field profile that is the solution of Eq. (2.1.7a):
Hy  |A|1{2
?
Q
cosh
?
Q px x0q
 , (2.1.20)
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where a new variable was introduced:
x0  
F   ln

2
a
Q |A1|
	
?
Q
ﬁﬂ . (2.1.21)
Because F is an integration constant and its value can be chosen arbitrarily, in further
analysis we use x0 as a new free parameter as it has been done in several already published
articles [14, 17, 19–21, 23, 66, 71–73]. This choice is motivated by the physical meaning of x0
as a center of the soliton beam. Another possible choice of the free parameter in the solution
of Eq. (2.1.7a) is the magnetic field at x  0 that is usually chosen to be the interface
between the nonlinear medium and other material [9, 10, 14, 65]
H0  |A|1{2
?
Q
cosh
?
Qx0
 . (2.1.22)
Expressing the reduced parameters in their explicit form in Eq. (2.1.20) yields the final
formula for the magnetic field in the nonlinear region4
Hy 
c
2
a
q
coshrk0qpx x0qs . (2.1.24)
As we have stated at the beginning of this section, the solutions of Eq. (2.1.7a) are
sought separately in each of the layers of the structure depicted in Fig. 2.1. In the nonlinear
layer, the solution is in the form given by Eq. (2.1.24) (the y subscript of the magnetic field
is skipped as in our models for the TM light polarization there is only one magnetic field
component, while the subscript 1 indicates the nonlinear layer, see Fig. 2.1):
H1 
c
2
a1
q1
coshrk0q1px x0qs for x   0, (2.1.25a)
where the x0 is a free integration parameter that can be arbitrarily chosen and qk and ak
denote the constant value of the qpxq and apxq functions [see Eqs. (2.1.7b) and (2.1.7c),
respectively] in the k-th layer (k P t1, 2, 3, 4u). If x0 is negative, is has a physical meaning of
the soliton peak position in the nonlinear dielectric. If it is positive, there is no maximum of
the H1 component in the nonlinear layer. In linear layers, the nonlinear term in Eq. (2.1.7a)
vanishes and the solutions of the linear wave equation are expressed in a standard form of
decreasing and increasing exponentials (for the layer indices see Fig. 2.1):
H2  A ek0q2x  Aek0q2x for 0 ¤ x   L, (2.1.25b)
H3  B ek0q3pxLq  Bek0q3pxLq for L ¤ x   L  d, (2.1.25c)
H4  Cek0q4rxpL dqs for x ¥ L  d. (2.1.25d)
The use of the boundary condition Hy
xÑ8ÝÝÝÑ 0 in the layer 4 results in the single term in
Eq. (2.1.25d).
Having found the analytical expressions for the magnetic fields in all the layers, we can
proceed with the derivation of the nonlinear dispersion relation for the four-layer structure
4In this work the following equivalent notation with secant hyperbolic function will be also used:
1
coshpxq  sechpxq. (2.1.23)
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depicted in Fig. 2.1. We will use the continuity conditions for the tangential field components
(Hy and Ez) at all the interfaces between media. The expressions for the Ez fields are
obtained using Eq. (1.5.2c) and read
Ez,1  1
01ω
c
2
a1
k0q
2
1
sinhrk0q1px x0qs
cosh2rk0q1px x0qs
for x   0, (2.1.26a)
Ez,2  1
02ω
k0q2
 
A e
k0q2x Aek0q2x

for 0 ¤ x   L, (2.1.26b)
Ez,3  1
03ω
k0q3

B e
k0q3pxLq Bek0q3pxLq

for L ¤ x   L  d,
(2.1.26c)
Ez,4  1
04ω
k0q4Ce
k0q4rxpL dqs for x ¥ L  d. (2.1.26d)
The continuity conditions on the interfaces result in the following relations:
1. At the interface x  0
(a) The continuity condition for the magnetic field component
H1|x0  H2|x0  (2.1.27)
yields
H0  A   A, (2.1.28)
where we introduced the magnetic field intensity at the nonlinear dielectric inter-
face
H0 
c
2
a1
q1
coshrk0q1x0s . (2.1.29)
(b) The continuity condition for the tangential electric field component
Ez,1|x0  Ez,2|x0  (2.1.30)
gives
H0
q1,nl|x0rq2  A  A, (2.1.31)
where
rqk  qk
k
for k P t1, 2, 3, 4u (2.1.32)
and
q1,nl  rq1 tanhpk0q1x0q. (2.1.33)
Taking a sum and a difference of Eqs. (2.1.28) and (2.1.31) allows us to find the
expressions for the field amplitudes A  and A
A  H0
2

1 q1,nl|x0rq2


. (2.1.34)
2. At the interface x  L
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(a) The continuity condition for the magnetic field component
H2|xL  H3|xL  (2.1.35)
yields
A e
k0q2L  Aek0q2L  B   B. (2.1.36)
(b) The continuity condition for the tangential electric field component
Ez,2|xL  Ez,3|xL  (2.1.37)
gives rq2rq3  A ek0q2L Aek0q2L  B  B. (2.1.38)
Taking a sum and a difference of Eqs. (2.1.36) and (2.1.38) allows us to find the
expressions for the field amplitudes B  and B
B  H0
2

1 q1,nl|x0rq3


coshpk0q2Lq  
q1,nl|x0rq2  rq2rq3


sinhpk0q2Lq

. (2.1.39)
3. At the interface x  L  d
(a) The continuity condition for the magnetic field component
H3|xpL dq  H4|xpL dq  (2.1.40)
yields
B e
k0q3d  Bek0q3d  C. (2.1.41)
(b) The continuity condition for the tangential electric field component
Ez,3|xpL dq  Ez,4|xpL dq  (2.1.42)
gives rq3rq4  B ek0q2L Bek0q2L  C. (2.1.43)
Comparison of Eqs. (2.1.41) and (2.1.43) gives the analytical form of the nonlinear dis-
persion relation of the four-layer structure:
Φ 
rq4   rq3	ep2k0q3dq   Φrq4  rq3	  0, (2.1.44a)
where
Φ 

1 q1,nl|x0rq3


 
q1,nl|x0rq2  rq2rq3


tanhpk0q2Lq. (2.1.44b)
Some assumptions have to be made in order to obtain a closed form of the expression forq1,nl|x0 and therefore of the nonlinear dispersion relation. The exact expression for rq1 reads
rq1  q1
1
 q1
l,1   α1E2x
(2.1.45)
At this point, the model presented by Ariyasu et al. [73] is improved once again. In Ref. [73],
the nonlinear term is omitted at this step and rq1  q1{l,1. Nevertheless, one can go beyond
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and find the first-order approximation for rq1 taking into account the nonlinearity. In our
work, rq1 is expressed in terms of the magnetic fieldH1. Inserting Eq. (1.5.2b) into Eq. (2.1.45)
yields rq1  q1
l,1   α1

k0β
ω0l,1
	2
H21
, (2.1.46)
where the assumption that 1  l,1 was used in the nonlinear term in the denominator of
Eq. (2.1.46). Use of Eq. (2.1.25a) and the definition of the function apxq [Eq. (2.1.7c)] results
in rq1  q1
l,1   2q21 sech2rk0q1px x0qs
. (2.1.47)
To obtain the dispersion relation we need to know the value of q1,nl at the interface x  0
which is q1,nl|x0  q1 tanhpk0q1x0q
l,1   2q21 sech2pk0q1x0q
. (2.1.48)
After these transformations, the dispersion relation (2.1.44) depends only on the wavenumber
k0, material and structure parameters (l,1, 2, 3, 4, L, d), the x0 parameter, and the
effective index β. By fixing the values of the material and geometric parameters and x0,
one obtains a nonlinear expression that is satisfied only for a limited set of β values. We
are interested only in the solutions with β ¡ ?l,1 because the solutions we look for should
be localized either in the nonlinear dielectric or at the metal/nonlinear dielectric interface
{see the definition of q [Eq. (2.1.7b)] and the field profiles [Eqs. (2.1.25)]}. Moreover, from
Eq. (2.1.13) we know that using our procedure we can only find the solutions for which
β2 ¥ l,1 a1{2Hypxq2 which is coherent with the range of β where the solutions are sought.
It is worth noting that the dispersion relation (2.1.44) depends neither on the nonlinear
parameter a1 nor on the magnetic field amplitude Hy. This is a consequence of the fact that
the nonlinear solutions depend on the nonlinear permittivity modification nl9α1E2x  a1H2y
and not on the field amplitude or nonlinear parameter itself. Changing the nonlinearity
coefficient does not result in change of the effective indices that fulfill the dispersion relation
(2.1.44), but only in change of the field amplitude as it can be seen by rescaling all the fields
by a factor
?
α1.
2.1.3 Expressions for the electric field components
In our FBM, the wave equation for the Hy magnetic field component [Eq. (2.1.7a)] is
solved and the analytical expressions for the field profile of this component are provided
[Eqs. (2.1.25)]. In the case of a linear medium, knowing the expression for the magnetic field
one can easily calculate the electric field components using Eqs. (1.5.2b) and (1.5.2c). In the
nonlinear case, this problem requires precautions. If the permittivity depends on the TM
wave electric field components, Eqs. (1.5.2b) and (1.5.2c) form a set of two coupled nonlinear
equations:
Ex  β
0xpEx, EzqcHy, (2.1.49a)
Ez  1
0zpEx, Ezqω
dHy
dx
. (2.1.49b)
However, in the frame of the FBM, a simplified Kerr-type dependency for the permittivity
is assumed through Eq. (2.1.5), where the permittivity depends only on the main electric
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field component Ex. In this case the problem reduces to:
Ex  β
0xpExqcHy, (2.1.50a)
Ez  1
0zpExqω
dHy
dx
. (2.1.50b)
The first equation is no longer coupled to the second one and it contains only one unknown
quantity (Ex). Therefore, it can be readily solved. Inserting Eq. (2.1.5) into Eq. (2.1.50a)
and performing some simple algebra gives
E3x  
l,1
α1
Ex  βHy
0cα1
 0 (2.1.51)
This equation has in general three roots: one real and a pair of complex conjugate solutions.
In our approach the Ex field is assumed to be real so we choose the real root of this equation
to be the field profile. The solution is in the form (see formula 3.8.2 in Ref. [109]):
Ex 

w
2
 
c
v3
27
  w
2
4
 1
3
 

w
2

c
v3
27
  w
2
4
 1
3
, (2.1.52)
with w  βHy{p0cα1q and v  l,1{α1. Having found the Ex field profile, the Ez dependency
is calculated directly using Eq. (2.1.50b). In previous approaches [66, 73], the electric field
was calculated using simplified formulas containing only the linear part of the refractive
index:
Ex  β
0l,xc
Hy, (2.1.53a)
Ez  1
0l,zω
dHy
dx
. (2.1.53b)
2.1.4 Power calculations
In the FBM, Eq. (2.1.44) allows us to determine the allowed values of the effective in-
dices β. For a given β the analytical expressions for the magnetic field profiles are given
by Eqs. (2.1.25), where the coefficients H0, A , A, B , B, and C are found during
the procedure of solving the nonlinear dispersion relation [Eqs. (2.1.44)] and are given by
Eqs. (2.1.29), (2.1.34), (2.1.39), and (2.1.41).
Based on this results, a closed analytical expression for the approximated power density
of the corresponding plasmon–soliton waves can be found. Power density transmitted per
unit length along the y direction is expressed as a longitudinal (z) component of the pointing
vector
S  1
2
<epEHq (2.1.54)
integrated over the transverse dimension (x)
Ptot 
»  8
8
Szdx  1
2
»  8
8
ExH

y dx. (2.1.55)
Equation (2.1.55) is rewritten using Eq. (1.5.2b) into a form:
Ptot  β
2c0
»  8
8
1
xpxq |Hy|
2 dx. (2.1.56)
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In this expression, the dependency of the permittivity on the x coordinate is both due to a
layered structure (linear) and due to the field induced changes in the nonlinear layer. Here
we use again the assumption that nl ! l which allows us to approximate the nonlinear
permittivity profile xpxq by the linear permittivity profile lpxq. Using this assumption the
expression for the total approximated power density Ptot can be rewritten as a sum of four
separate integrals
Ptot 
4¸
k1
Pk, (2.1.57)
where
Pk  β
2c0l,k
»
layer k
|Hk|2 dx. (2.1.58)
Using Eq. (2.1.25) we find the approximate power density in the nonlinear layer
P1  β
2c0l,1k0
H20
q1  q1,nl , (2.1.59a)
where q1,nl  q1,nl1. The expressions for the power densities in the linear layers read:
P2  β
2c02

A2 
2k0q2
 
e2k0q2L  1
 2A AL A
2

2k0q2
 
e2k0q2L  1 , (2.1.59b)
P3  β
2c03

B2 
2k0q3
 
e2k0q3d  1
 2B Bd B
2

2k0q3
 
e2k0q3d  1 , (2.1.59c)
P4  β
2c04
C2
2k0q4
. (2.1.59d)
The expressions for the power density in the linear layers are exact. The assumption we
made substituting the xpxq by lpxq affects only the nonlinear layer and does not change
the values of the permittivity in the linear layers.
2.1.5 Linear losses estimation
An important part of the study of nonlinear wave propagation is the calculation of losses.
In our studies we will focus only on the linear losses and the nonlinear effects (such as two
photon absorption) will not be taken into account (see Section 1.6). In the FBM, the linear
losses are estimated using the approach based on the imaginary part of permittivity and
the field profiles. This method is described in the case of linear waveguides in Ref. [110] and
has already been used for nonlinear plasmon–soliton studies [66, 67, 77, 79]. The complex
permittivity considered here is isotropic and is described by the function ˜pxq  pxq i2pxq
and it takes values given in Table 2.1.
The derivation of the equation describing losses starts by considering the expression
∇   E H b, where over-lined quantities still carry the oscillatory z dependency eirβz:#
E pr, tq
H pr, tq
+

#
E prq
H prq
+
eiωt 
#
Eprqeik0βz
Hprqeik0βz
+
eiωt, (2.1.60)
27
2.1. Field based model
and the backward propagating waves are considered:#
E bpr, tq
H bpr, tq
+

#
E bprq
H bprq
+
eiωt 
#
Ebprqeik0βz
Hbprqeik0βz
+
eiωt. (2.1.61)
The relations between the forward and backward propagating field amplitudes are given
by [84]:
Eb  E, (2.1.62a)
Hb  H. (2.1.62b)
Note that this time we consider the effective index to be a complex quantity rβ  β   iβ2,
where both β and β2 are real. Using the standard vector identity we write:
∇ 

E H b
	
H b

∇  E
	
 E

∇ H b
	
. (2.1.63)
Inserting Eqs. (2.1.60) and (2.1.61) into Maxwell’s equations [Eqs. (1.3.8a) and (1.3.8b)] and
performing time derivatives results in:
∇  E  iωµ0H , (2.1.64a)
∇ H b  iω0˜E b. (2.1.64b)
Using Eq. (2.1.64a) and the complex conjugate of Eq. (2.1.64b) in Eq. (2.1.63) we obtain:
∇ 

E H b
	
 iωpµ0H H b  0˜E E bq. (2.1.65)
Integrating this equation on a planar surface S perpendicular to the direction of wave prop-
agation results in:»
S
∇ 

E H b
	
dS  iω
»
S
pµ0H H b  0˜E E bq dS. (2.1.66)
At this step, we use the two-dimensional form of the divergence theorem [Eq. (37–56) in
Ref. [84]]: »
S
∇ A dS  BBz
»
S
A  zˆ dS  
¾
L
A  nˆ dL, (2.1.67)
where S is a planar surface with a perimeter L, on which nˆ is a unit vector normal to
L pointing outward, and zˆ is a unit vector orthogonal to S and parallel to the increasing
z-direction. In our problem, we use the boundary condition where the field vanishes at
infinities. Therefore, we can further simplify this relation by omitting the line integral term
(choice of the contour is arbitrary and we can choose it to be infinitely large):»
S
∇ A dS  BBz
»
S
A  zˆ dS. (2.1.68)
Using Eq. (2.1.68) on the left-hand side of Eq. (2.1.66), we obtain:
B
Bz
»
S

E H b
	
 zˆ dS  iω
»
S
pµ0H H b  0˜E E bq dS. (2.1.69)
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We make use of a fact that the over-lined fields still carry the z dependency eik0
rβz and
change the order of integral and derivative on the left-hand side. Performing the derivative
results in appearance of effective index rβ in the expression. Extracting rβ on the left-hand
side yields: rβ  ω
2k0
³
S
pµ0H Hb  0˜E Eb q dS³
S
pEHb q  zˆ dS
. (2.1.70)
Using Eqs. (2.1.62) to eliminate the fields associated to the backward propagating waves,
we obtain rβ  ω
2k0
³
S
pµ0|H|2   0˜|E|2q dS³
S
pEHq  zˆ dS . (2.1.71)
Taking the imaginary part of this equation we can express the imaginary part of rβ as a
function of field profiles and of the imaginary part of permittivity:
=mprβq  ω0
2k0
³
S
=mp˜q|E|2 dS³
S
pEHq  zˆ dS . (2.1.72)
In our one-dimensional problem, the surface integrals that appear in the above expression
can be replaced by integrals along x-direction due to the spatial invariance of structure and
fields along the y-direction:
=mprβq  ω0
2k0
³
T
=mp˜q|E|2 dx³
T
pEHq  zˆ dx, (2.1.73)
where T denotes the transverse cross-section of the four layer structure. In the denominator,
we recognize the expression for the power density calculated as the integral of the Pointing
vector Ptot 
³
T
Sz dx  12
³
T
<epE Hq  zˆ dx. Finally, the expression of the imaginary
part of effective index reads:
=mprβq  β2  0c
4
³
T
2|E|2 dx
Ptot
. (2.1.74)
The imaginary part of the refractive index is connected with the losses in decibel per meter
(L) in the following way [111]:
L  40pi
lnp10qλβ
2, (2.1.75)
where λ it the free-space wavelength expressed in meters.
2.2 Wave equation for a simplified field based model
In this section, we will describe the derivation of the nonlinear wave equation in the case of a
simplified expression for the nonlinear Kerr term. Contrarily to Sec. 2.1, where the nonlinear
permittivity tensor is isotropic, here we will consider anisotropic nonlinearity, as it was done
in Refs. [66, 73]. We assume that only the x and y depend on the transverse component
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of the electric field:5
xpxq  lpxq   nlrx, |Epxq|2s, (2.2.1a)
ypxq  lpxq   nlrx, |Epxq|2s, (2.2.1b)
zpxq  lpxq (2.2.1c)
This approach was already presented in detail in Refs. [66, 73], but we recall it here
shortly, because it will be useful for us for the purpose of comparison presented in Sec-
tion 4.2.1. Moreover, the results of this approach will be used in the derivation and calcula-
tions of the two-dimensional profiles of plasmon–solitons in Section 5.1, where the form of
permittivity tensor given by Eq. (2.2.1) is required to obtain analytical results.
The derivation presented here is based on similar methodology as we used in Section 2.1.1
deriving the nonlinear wave equation for the isotropic nonlinear Kerr effect. Taking the
derivative of Eq. (1.5.2c) with respect to x and using Eqs. (1.5.2a), (1.5.2b), and the definition
of the simplified permittivity tensor (2.2.1) gives
d2Hy
dx2
 k20

z
x
β2  z


Hy. (2.2.2)
Comparing with Eqs. (2.2.2) and (2.1.1), we notice that Eq. (2.2.2) does not contain the
term with the x-derivative of the nonlinear permittivity nl. This is caused by the fact that,
z does not depend on x in the nonlinear way. Using Eq. (2.2.1), we can rewrite Eq. (2.2.2)
to a form:
d2Hy
dx2
 lk20

1 β
2
l
1
1  nll

Hy. (2.2.3)
Assuming that the nonlinear correction to the permittivity is low with respect to the linear
permittivity nl{l ! 1 we can expand the nonlinear term in a Taylor series:
1
1  nll


1 nl
l


 O

nl
l

2ﬀ
. (2.2.4)
Keeping just the first-order terms we obtain
1
1  nll


1 nl
l


. (2.2.5)
Inserting Eq. (2.2.5) into Eq. (2.2.3) yields
d2Hy
dx2
 lk20

1 β
2
l

1 nl
l


Hy. (2.2.6)
Using the definition of the nonlinear correction to the permittivity
nl  αpxqE2xpxq. (2.2.7)
and Eq. (1.5.2b) one obtains
d2Hy
dx2
 k20qpxq2Hy   k20
β4αpxq
zr0lpxqcs2H
3
y  0. (2.2.8)
5There is a difference in notation between our work and Refs. [66, 73]. In our case x is the transverse
direction and z is the longitudinal direction. In Refs. [66, 73] the situation is reversed. There z is the transverse
direction and x is the longitudinal direction. Therefore, the components Ex and Ez are interchanged in the
expression presented in this sections and the original expressions in Refs. [66, 73].
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Using again the approximation nl{l ! 1, we can replace now z by l in the denominator
of the nonlinear term. Finally, we obtain
d2Hy
dx2
 k20qpxq2Hy   k20apsqpxqH3y  0, (2.2.9a)
where
apsqpxq  β
4αpxq
lr0lpxqcs2 . (2.2.9b)
Equation (2.2.9a) has identical form as Eq. (2.1.7a), but the nonlinear term is different.
Function apxq is replaced by apsqpxq and the ratio between these two quantities is
apsqpxq
apxq 
β2
l
. (2.2.10)
It can be a matter of discussion which of these two formulations is better. In the FBM derived
in Section 2.1, we had to skip one of the nonlinear terms (term containing the derivative
of the nonlinear permittivity). In the simplified field based model (SFBM) presented in
this section, we use the Taylor expansion of the nonlinear term, and omit the higher-order
terms. For weakly nonlinear solutions, the effective index β is close to the refractive index
of the nonlinear material. Therefore, the ratio of the two nonlinear parameters apsqpxq/apxq
is close to 1 and both approaches give very similar results. For higher effective indices β, the
discrepancy between the two approaches increases as it will be visible during the comparison
of the results obtained using the two models (FBM and SFBM) in Section 4.2.1.
In order to obtain the dispersion relations and the field profiles in the SFBM one can
follow the lines of the derivation presented in Section 2.1.2. To obtain the formulas for SFBM
one has to substitute function apxq by apsqpxq.
2.3 Exact model
In this section, the derivation of the exact model (EM) will be presented. This model, on
the contrary to the FBM, does not require any additional assumptions on the form of the
Kerr-type nonlinearity. First, we will describe the method of solution of Maxwell’s equations
in the nonlinear region that allows for the exact treatment of the nonlinear Kerr effect.
Then the method to obtain the analytical formulas for the nonlinear dispersion relation in
four-layer structures will be presented.
2.3.1 First integral method for nonlinear medium treatment
Below we present the derivation of the model that allows for the exact treatment of the Kerr
nonlinearity. This derivation is based on the approaches presented by Mihalache et al. [13]
for a single interface between a Kerr-type nonlinear material and a linear material, later
extended to three-layer configurations and generalized to the case of power-law Kerr non-
linearity by Yin et al. [75]. Here we extend the approach from Ref. [75] to a four-layer
configuration.
The derivation of the EM starts from Maxwell’s equations [Eqs. (1.5.2)]. In this approach
the magnetic field is eliminated from these equations. The use of Eq. (1.5.2b) in Eqs. (1.5.2a)
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and (1.5.2c) gives
dEz
dx
 k0

β  x
β


Ex, (2.3.1a)
dpxExq
dx
 βk0zEz. (2.3.1b)
Equation (2.3.1a) is derived with respect to x and the last term is replaced using Eq. (2.3.1b)
resulting in
d2Ez
dx2
 βk0 dEx
dx
 k20zEz. (2.3.2)
Multiplying Eq. (2.3.2) by dEz{dx and using Eq. (2.3.1a) once more, gives
d2Ez
dx2
dEz
dx
 βk20
dEx
dx

β  x
β


Ex  k20zEz
dEz
dx
. (2.3.3)
In this approach, a full power-law Kerr dependency of the permittivity of the following form
is assumed in the nonlinear layer [compare with Eqs. (1.6.11) and (2.1.5)]:
x  y  z  1  l,1   α1|E|κ  l,1   α1
 
E2x   E2z
κ
2 . (2.3.4)
The nonlinear term in the EM depends both on the transverse and the longitudinal compo-
nents of electric field. The derivation will be conducted for an arbitrary value of κ resulting
in the nonlinear treatment of Maxwell’s equations in the nonlinear medium with a power-law
Kerr nonlinearity. For κ  2 we recover results for the standard cubic Kerr-type nonlinearity.
Inserting Eq. (2.3.4) into Eq. (2.3.3) one obtains
d2Ez
dx2
dEz
dx
 pβk0q2Ex dEx
dx
 k20l,1

Ex
dEx
dx
  Ez dEz
dx


 k20α1
 
E2x   E2z
κ
2

Ex
dEx
dx
  Ez dEz
dx


. (2.3.5)
Integrating this equation with respect to x gives
dEz
dx

2
 pβk0q2E2x  k20l,1
 
E2x   E2z
 k20 2α1κ  2  E2x   E2zκ2 1   C0, (2.3.6)
where C0 is the integration constant. The first three terms of Eq. (2.3.5) were integrated by
parts using the identity »
fpxqdfpxq
dx
dx  1
2
f2pxq. (2.3.7)
The last (nonlinear) term was integrated using the following change of variables:
»  
E2x   E2z
κ
2

Ex
dEx
dx
  Ez dEz
dx


dx 

Y  E2x   E2z
dY  2

Ex
dEx
dx
  Ez dEz
dx


dx

 1
2
»
Y
κ
2 dY  1
κ  2Y
κ
2 1  1
κ  2
 
E2x   E2z
κ
2 1 .
(2.3.8)
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In Eq. (2.3.6), the integration constant C0 is set to 0 taking into consideration the fact
that a semi-infinite nonlinear medium is studied, where the electric fields Ex, Ez, and their x-
derivatives vanish as xÑ 8. The final step of this derivation is to compare the right-hand
side of Eq. (2.3.6) with the square of the right-hand side of Eq. (2.3.1a). This comparison
yields 
21
β2
 21


E2x   l,1
 
E2x   E2z
  2α1
κ  2 pE
2
x   E2z q
κ
2 1  0, (2.3.9)
which is the first step in order to obtain the nonlinear dispersion relation in the frame of
the EM.
2.3.2 Nonlinear dispersion relation and field profiles
In the previous paragraph, a method that allows for the treatment of the nonlinearity in
an exact manner, without the approximations used in the FBM, was presented. Besides,
there is no difficulty in solving Maxwell’s equations in the linear layers. In these layers, the
electric field components are solutions to the linear wave equations. These wave equations
are derived from Maxwell’s equations [Eqs. (1.5.2)] and read:
d2Ex
dx2
 k20q2pxqEx  0, (2.3.10a)
d2Ez
dx2
 k20q2pxqEz  0. (2.3.10b)
The general solution of these wave equations is a combination of decreasing and increasing
exponential functions of the form Aek0qx   Bek0qx. In the following, the two electric field
components in the linear layers are expressed in this form:
1. in the buffer linear dielectric (0 ¤ x   L — layer 2)
Ex,2  Axek0q2x  Bxek0q2x, (2.3.11a)
Ez,2  Azek0q2x  Bzek0q2x, (2.3.11b)
2. in the metal (L ¤ x   L  d — layer 3)
Ex,3  Cxek0q3pxLq  Dxek0q3pxLq, (2.3.12a)
Ez,3  Czek0q3pxLq  Dzek0q3pxLq, (2.3.12b)
3. in the external linear dielectric (x ¥ L  d — layer 4)
Ex,4  Fxek0q4rxpL dqs, (2.3.13a)
Ez,4  Fzek0q4rxpL dqs. (2.3.13b)
In order to derive the nonlinear dispersion relation in the frame of the exact model, several
relationships between field amplitudes in the linear layers are needed. Using Eq. (2.3.1b)
separately in each of the linear and uniform layers, relations between the amplitudes of
the x and z components of the fields defined by Eqs. (2.3.11)–(2.3.13) are found. Inserting
Eqs. (2.3.11a) and (2.3.11b) into Eq. (2.3.1b) yields the relation for the field amplitudes in
layer 2:
βpAzek0q2x  Bzek0q2xq  q2pAxek0q2x Bxek0q2xq. (2.3.14)
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Because Eq. (2.3.14) has to be fulfilled for each value of x P p0, Lq we separately solve this
equations for the terms proportional to ek0q2x and ek0q2x. As a result one obtains$''&''%
Ax  β
q2
Az,
Bx   β
q2
Bz.
(2.3.15)
Applying a similar procedure to the expressions of the fields in other linear layers leads to$''&''%
Cx  β
q3
Cz,
Dx   β
q3
Dz,
(2.3.16)
Fx   β
q4
Fz. (2.3.17)
We will use the continuity conditions for the tangential components of the fields (Ez and
Hy) in order to obtain the analytical expression for the nonlinear dispersion relation. The
Hy field components, according to Eq. (1.5.2b), are proportional to the Ex field multiplied
by the permittivity of the medium.
The continuity conditions on the interfaces result in the following:
1. Continuity conditions at x  0
(a) The continuity condition for the magnetic field component
H1|x0  H2|x0  (2.3.18)
yields
1,0Ex,0  2pAx  Bxq, (2.3.19)
where the transverse electric field component in the nonlinear medium at the
interface x  0 is denoted by Expx  0q  Ex,0 and the value of the nonlinear
permittivity at this interface is denoted by 1,0.
(b) The continuity condition for the tangential electric field component
Ez,1|x0  Ez,2|x0  (2.3.20)
yields
Ez,0  Az  Bz, (2.3.21)
where the longitudinal electric field component in the nonlinear medium at the
interface x  0 is denoted by Ezpx  0q  Ez,0.
2. Continuity conditions at x  L
(a) The continuity condition for the magnetic field component
H2|xL  H3|xL  (2.3.22)
yields
2pAxek0q2L  Bxek0q2Lq  3pCx  Dxq. (2.3.23)
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(b) The continuity condition for the tangential electric field component
Ez,2|xL  Ez,3|xL  (2.3.24)
yields
Aze
k0q2L  Bzek0q2L  Cz  Dz. (2.3.25)
3. Continuity conditions at x  L  d
(a) The continuity condition for the magnetic field component
H3|xpL dq  H4|xpL dq  (2.3.26)
yields
3pCxek0q3d  Dxek0q3dq  4Fx. (2.3.27)
(b) The continuity condition for the tangential electric field component
Ez,3|xpL dq  Ez,4|xpL dq  (2.3.28)
yields
Cze
k0q3d  Dzek0q3d  Fz. (2.3.29)
At first, wherever it is possible, we will eliminate the amplitudes of the transverse field
components Ex in Eqs. (2.3.19), (2.3.21), (2.3.23), (2.3.25), (2.3.27), and (2.3.29). To this
end we will use the relations given by Eqs. (2.3.15)–(2.3.17). Inserting Eqs. (2.3.15) into
Eq. (2.3.19) we obtain
1,0Ex,0  β2
q2
pAz Bzq. (2.3.30)
Inserting Eqs. (2.3.15) and (2.3.16) into Eq. (2.3.23) we obtain
2
q2
 
Aze
k0q2L Bzek0q2L
  3
q3
pCz Dzq. (2.3.31)
Inserting Eqs. (2.3.16) and (2.3.17) into Eq. (2.3.27) we obtain
3
q3
 
Cze
k0q3d Dzek0q3d
   4
q4
Fz. (2.3.32)
Inserting Eq. (2.3.29) into Eq. (2.3.32), after some algebra yields
Dz 
3
q3
  4q4
3
q3
 4q4
Cze
2q3d. (2.3.33)
Taking a sum and a difference of Eq. (2.3.31) and Eq. (2.3.25) multiplied by 3{q3 gives
2
3
q3
Cz  Az

2
q2
  3
q3


ek0q2L  Bz

3
q3
 2
q2


ek0q2L (2.3.34)
2
3
q3
Dz  Az

3
q3
 2
q2


ek0q2L  Bz

2
q2
  3
q3


ek0q2L (2.3.35)
Inserting Eqs. (2.3.34) and (2.3.35) into Eq. (2.3.33) and performing some lengthy but
elementary algebra results in the relation between Az and Bz
Az  φBz, (2.3.36)
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where we introduce the following notation:
φ  Ψ
 
 e
k0q2Lk0q3d  Ψek0q2L k0q3d
Ψ e
k0q2L k0q3d  Ψ ek0q2Lk0q3d
, (2.3.37a)
and
Ψ
sgnpmq
sgnppq 
2{q2  m3{q3
3{q3   p4{q4 , where tm, pu  t1,1u, (2.3.37b)
Inserting Eq. (2.3.36) into Eqs. (2.3.21) and (2.3.30) results in
Ez,0  pφ  1qBz, (2.3.38)
1,0Ex,0  β2
q2
pφ 1qBz. (2.3.39)
EliminatingBz from Eq. (2.3.38) with the help of Eq. (2.3.39), we obtain the relation between
the amplitudes of the electric field components in the nonlinear dielectric at the interface
x  0
Ez,0  1,0q2pφ  1q
2βpφ 1q Ex,0. (2.3.40)
The total electric field amplitude in the nonlinear medium at the interface x  0, denoted
by E0, is defined by
E20  E2x,0   E2z,0. (2.3.41)
Using Eqs. (2.3.40) and (2.3.41) we can express the electric field amplitude Ex,0 as a function
of the total electric field amplitude
E2x,0 
p2βq2 p1 φq2
p1,0q2q2 p1  φq2   p2βq2 p1 φq2
E20 . (2.3.42)
Using Eqs. (2.3.42) and (2.3.41) to eliminate Ex and Ez from Eq. (2.3.9) taken at x  0
results in the final form of the nonlinear dispersion relation for the four-layer structure in
the frame of the EM:
1,02
q2

2
 21,0

2β
q2

2
 

l,1   2α1
κ  2E
κ
0


21,0

1  φ
1 φ

2
 

2β
q2

2ﬀ
 0,
(2.3.43)
where φ is defined by Eqs. (2.3.37). For a given set of opto-geometric parameters (l,1, α1,
2, 3, 4, L, d) and a given wavelength (λ), it contains as a unique free parameter the total
electric field amplitude at the nonlinear interface E0. Fixing arbitrarily E0 allows for solving
this equation for all the possible values of β.
After obtaining the effective indices of the nonlinear waves propagating in a given struc-
ture, the field profiles corresponding to these values of β are calculated. In the EM, contrarily
to the FBM, no analytical formulas for the field profiles in the nonlinear layer are provided.
However, a system of two coupled first-order differential equations for the electric field com-
ponents can be derived to allow field profile computations. Equation (2.3.1b) is written in
the form:
dx
dx
Ex   dEx
dx
x  βk0zEz. (2.3.44)
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Using Eq. (2.3.4) in the first term and calculating the derivative gives
2α1

Ex
dEx
dx
  Ez dEz
dx


Ex   dEx
dx
1  βk01Ez. (2.3.45)
Replacing dEz{dx using Eq. (2.3.1a) and reorganizing the terms result in the first coupled
differential equation
dEx
dx

βk01Ez  2k0α1EzE2x

β  1β
	
1   2α1E2x
. (2.3.46)
The second coupled differential equation used to calculate the field profiles is Eq. (2.3.1a).
2.4 Finite element method
In this section, the finite element method (FEM) based approach used to compute the
stationary solutions propagating in the structure depicted in Fig. 2.1 is described. The
FEM [112] has already been used to study stationary solutions in nonlinear waveguides
since at least the end of the eighties [113–115]. For a general and recent review of FEM in
the frame of optical waveguides, the reader can refer to Ref. [116]. In the present case, the
problem is relatively simple since it is both one-dimensional and is reduced to a scalar case.
The FEM is an approximative method used to solve partial differential equations. In the
frame of the FEM, the physical problem is written in a variational formulation, which is
equivalent to the initial formulation of the problem. In order to obtain the variational formu-
lation also called a weak formulation, the initial partial differential equations are multiplied
by chosen form functions that belong to a particular function space depending notably on
the used boundary conditions and the type of partial differential equations. The next step
to establish the FEM is the discretization, in which one shifts from an infinite-dimension
functional space to a finite-size one that allow the numerical resolution. It must be pointed
out that, the weak formulation of the scalar problem for the full structure, deduced from
Eq. (2.1.3) or its approximated form given by Eq. (2.1.7a), must take into account all the
continuity relations fulfilled by the electromagnetic field at the structure interfaces. This im-
plies that the full TM wave equation for Hy component must be used to obtain the correct
weak formulation that deals with both the inhomogeneous permittivity term induced by the
nonlinearity and the structure interfaces. The corresponding weak formulation is

»
F
1
k20pxq
∇φpxq ∇φ1pxq dx 
»
F
φpxqφ1pxq dx
 β2
»
F
1
pxqφpxqφ
1pxqdx @φ1 P H10pF q and φ P H10pF q,
(2.4.1)
where H10pF q is the Sobolev space of the order 1 with the null Dirichlet boundary conditions
on the domain of integration F (in the present case the full x cross-section of the structure).
In the above equation, φ stands for the Hy component and φ
1 denotes the test form functions.
After Eq. (2.4.1) is solved for the Hy field profiles in the four-layer structure, the electric
field components are calculated using Eqs. (1.5.2b) and (1.5.2c) with the method described
in Section 2.1.3. The FEM is implemented using the free softwares Gmsh as a mesh generator
and GetDP as a solver [117–119]. These softwares have already been used to solve both
two-dimensional scalar and vector nonlinear electromagnetic waveguide problems [107, 120].
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The nonlinearity considered in these two references was of the simplified Kerr type given by
Eq. (2.1.7a).
The algorithm used for this plasmon–soliton study is the fixed power one [105–107] in
which, for a given structure, the wave power is the input parameter and the outputs are
the propagation constant and the corresponding field profiles. This algorithm involves an
iterative process requiring successive resolutions of generalized linear eigenvalue problems,
where the square of the propagation constant pk0βq2 is the eigenvalue and the field profile
Hy is the eigenvector. The iterative process is stopped when an arbitrary criterion on the
convergence of the propagation constant is reached. Typically, |pβn  βn1q{βn|   δ, where
n denotes the step number in the procedure, and δ  106 is chosen in the present work.
To fulfill this criterion between 10 and 15 steps are needed depending on the structure
parameters and the used initial field. It is worth noticing that, in the frame of the fixed
power algorithm, different initial fields provide at the end of the iterative process the same
results except if the structure exhibits multiple solutions for identical power. In this last
case, the obtained solution at the end of the iterative process depends on the initial field.
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I
n this chapter, we will present a validation of our models. Their validity will be confirmed
on two levels: formulation and implementation. First, the formulation will be verified by
analyzing the limiting cases that will lead to dispersion formulas for simpler structures
already studied in literature. The validation of the implementation of the models will be
done later, together with the presentation of the results in Chapter 4. The implementation
verification will be based on the comparison between the results obtained using our codes
and the previously published results for identical structures (see Section 4.2.1) and by a
mutual comparison between our models (see Section 4.3.2).
Here the formulations of the semi-analytical models for four-layer structure are verified.
The validation is made by comparison of the analytical formulas obtained in other works
for simpler structures (three- and two- layer) and for the linear case, with the corresponding
formulas obtained by taking limiting cases of the dispersion relations provided by our models.
At first, the field based model (FBM) and later the exact model (EM) will be analyzed.
3.1 Field based model
In order to verify our analytical results for the FBM, several comparisons with the formu-
las from previous works for simpler structures are realized in this section. The dispersion
relations obtained in the frame of the FBM are considered in three limiting cases:
3.1.1 Three-layer structure
To consider a three-layer structure, we need to reduce by one the number of linear layers
of the structure presented in Fig. 2.1. One way to do, it is to assume that L Ñ 0. In this
case we consider a structure where the metal film of the thickness d (layer 3) is sandwiched
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between a nonlinear dielectric layer 1 and a linear dielectric layer 4. Letting L Ñ 0, one
notices immediately that tanhpk0q2Lq Ñ 0 in Eq. (2.1.44b) and this equation simplifies to
Φ 

1 q1,nl|x0rq3


. (3.1.1)
Inserting Eq. (3.1.1) into Eq. (2.1.44a), after some simple algebra, yields
tanhpk0q3dq   rq3pq1,nl|x0   rq4qrq32   rq4q1,nl|x0 . (3.1.2)
If in Eq. (3.1.2), the nonlinear permittivity is approximated by its linear value (see dis-
cussion in Section 2.1.2 on Page 24) then q1,nl|x0 becomes q1 tanhpk0q1x0q{l,1. Upon this
assumption, Eq. (3.1.2) is identical to Eq. (8) in Ref. [73] that gives the nonlinear dispersion
relation for the three-layer structure, where the metal film is sandwiched between linear and
nonlinear dielectrics.1
3.1.2 Two-layer structure
An elegant way of finding the dispersion relation for two-layer structures is to infinitely
separate both interfaces of the three-layer structure. This is done by letting d Ñ 8. Upon
this assumption tanhpk0q3dq Ñ 1 in Eq. (3.1.2) and this equation becomes
pq1,nl|x0   rq3qp rq3   rq4q  0. (3.1.3)
Equation (3.1.3) has two solutions. The first one,
q1,nl|x0   rq3, (3.1.4)
describes the nonlinear dispersion relation for the waves localized at the interface between
the semi-infinite nonlinear layer 1 and the semi-infinite linear layer 3. This equation has a
structure that resembles Eq. (7) in Ref. [65]. The differences between the two expressions
result from different assumptions on the type of the nonlinearity used, as described on
Pages 3 and 18. The second solution,
rq3   rq4, (3.1.5)
gives the linear dispersion relation for a plasmon at the interface between two linear layers
(3 and 4). Equation (3.1.5) is equivalent to Eq. (2.12) in Ref. [53].
1Other ways to obtain the three-layer limit of Eq. (2.1.44) also exist. The way presented here (letting
L Ñ 0) does not require a lot of algebra. Another simple way to consider a three layer structure is to
assume that 4  3. In this case, a four-layer structure from Fig. 2.1 transforms into a structure where a
film with the thickness L (layer 2) is sandwiched between the nonlinear dielectric layer 1 and a linear layer
3 (that is now semi-infinite because of its merging with layer 4). In this case, the dispersion relation for the
limiting case of a three layer structure is given by
tanhpk0q2Lq   rq2pq1,nl|x0   rq3qrq22   rq3q1,nl|x0 ,
which is equivalent to Eq. (3.1.2). It is also possible to obtain the limiting case of a three-layer structure
either by letting d Ñ 0 or assuming 2  3. However, these approaches require a bit longer algebraic
transformations in order to recover the dispersion formula in the form given by Eq. (3.1.2).
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3.1.3 Linear case
Consider a limiting case of a linear structure {α1 Ñ 0 and therefore a1 Ñ 0 [see Eq. (2.1.7c)]}.
The nonlinear dispersion relation (2.1.44a) does not depend on the value of the nonlinear
parameter a1 as discussed at the end of Section 2.1.2. The only free parameter on which the
dispersion relation depends is x0. Therefore, we need to find a relation between a1 and x0
in order to be able to formally calculate the limiting expression for the dispersion relation
in the linear case.
In the frame of the FBM the magnetic field profile in the nonlinear medium is given by
Eq. (2.1.25a.) We recall this expression here expressing the cosine hyperbolic using expo-
nential functions:
H1 
c
2
a1
2q1
ek0q1pxx0q   ek0q1pxx0q . (3.1.6)
We cannot simply set a1  0 in this expression because it would lead to infinite values of
the magnetic field, which is an unphysical result. Although, we can find a way to relate a1
parameter and x0 parameter in such a way that setting a1  0 and a proper value of x0 will
keep the magnetic field value finite.
At first, we notice that for a linear semi-infinite medium (layer 1), the solution of
Maxwell’s equations in this layer should be given by a single exponential function decay-
ing toward x  8. We just keep the second exponential function in the denominator of
Eq. (3.1.6) so that the expression for the magnetic field in layer 1 reads:
H1  2q1
c
2
a1
ek0q1pxx0q. (3.1.7)
This approximation is valid only when the values of the first exponential term in the de-
nominator of Eq. (3.1.6) are much lower than the values of the second exponential term
(ek0q1pxx0q ! ek0q1pxx0q). At the end of this derivation, we will see that this approxima-
tion is satisfied in the limiting case of the linear structure.
Equation (3.1.6) gives us the exponentially decaying field profile in the linear layer 1. We
fix now the magnetic field intensity at the interface x  0 to be equal to Hlin:
Hlin  2q1
c
2
a1
ek0q1x0 . (3.1.8)
Taking the natural logarithm of Eq. (3.1.8) results in the relation that a1 and x0 have to
fulfill in order to keep the value of the magnetic field at x  0 equal to Hlin:
x0  1
k0q1
ln

2
?
2q1?
a1Hlin


. (3.1.9)
From Eq. (3.1.9) it follows that in the FBM, in order to obtain the limiting case where
a1 Ñ 0, one should have x0 Ñ  8. This result is in agreement with the assumption made
in order to transform Eq. (3.1.6) into Eq. (3.1.7). For x0 Ñ  8 the first exponential term
in the denominator of Eq. (3.1.6) tends to zero.
The dispersion relation in the limiting case for three- and two-layer structures in the
linear regime can be now computed. For the case of three-layer structure, we proceed in the
following way. Letting x0 Ñ  8, from Eq. (2.1.33) one obtains that q1,nl Ñ rq1. In this
case, Eq. (3.1.2) becomes
tanhpk0q3dq   rq3p rq1   rq4qrq32   rq4 rq1 . (3.1.10)
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After some algebra, it transforms to
e2k0q3d  p rq3   rq1qp rq3   rq4qp rq3  rq1qp rq3  rq4q , (3.1.11)
which is equivalent to Eq. (2.28) in Ref. [53] giving the dispersion relation for linear plasmons
on a metallic film sandwiched between two linear dielectrics (IMI — insulator/metal/insulator
structure) or of a dielectric film sandwiched between two metals (MIM — metal/insulator/metal
structure). For two-layer structure it is now straightforward to see that if q1,nl Ñ rq1 then
Eq. (3.1.4) is reduced to the dispersion relation of the linear case [Eq. (3.1.5)].
The three limiting cases considered here show that our extended FBM fully recovers
already known dispersion relations, including nonlinear ones, for simpler structures. In the
next section, we will present the verification of the nonlinear dispersion relations obtained
using the EM.
3.2 Exact model
In order to check the agreement between the results of our EM and the previously published
results [75] the limiting case of the nonlinear dispersion relation (2.3.43) for the three-layer
structure is considered. In a similar manner as for the FBM, in order to transform the
four-layer structure from Fig. 2.1 into a three-layer structure, we assume that LÑ 0. Then
Eq. (2.3.37a) simplifies to
φ  Ψ
 
 e
k0q3d  Ψek0q3d
Ψ e
k0q3d  Ψ ek0q3d
. (3.2.1)
As an intermediate step,on the right-hand side of Eq. (2.3.42) both numerator and denomi-
nator are divided by φ to give
E2x,0 
p2βq2 p 1φ  1q2
p1,0q2q2 p 1φ   1q2   p2βq2 p 1φ  1q2
E20 . (3.2.2)
In the next step, the expressions (1{φ1) and (1{φ 1) appearing in Eq. (3.2.2) are expanded.
Using Eqs. (3.2.1) and (2.3.37b), after lengthy but simple algebra one obtains
1
φ
 1  2M¯3r¯3 sinhpk0q3dq   ¯4 coshpk0q3dqs, (3.2.3a)
1
φ
  1  2M¯3r¯3 coshpk0q3dq   ¯4 sinhpk0q3dqs, (3.2.3b)
where ¯k  k{qk (for k P t2, 3, 4u) and
M  1p¯2  ¯3qp¯3   ¯4qek0q3d   p¯2   ¯3qp¯3  ¯4qek0q3d . (3.2.4)
Inserting Eqs. (3.2.3) into Eq. (3.2.2) and defining
R  q43 tanhpk0q3dq   q34, (3.2.5a)
T  q43   q34 tanhpk0q3dq (3.2.5b)
one obtains
E2x,0 
pβ3Rq2
pβ3Rq2   pq31,0T q2E
2
0 . (3.2.6)
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Equation (3.2.6) is identical to formula (11) in Ref. [75], which was obtained for a three-layer
structure with a semi-infinite nonlinear medium. The dispersion relation for the three-layer
structure is then obtained by inserting Eq. (3.2.6) into Eq. (2.3.9) and reads
p1,03Rq2  21,0 pβ3Rq2  

l,1   2α1
κ  2E
κ
0


pβ3Rq2   pq31T q2

 0 (3.2.7)
Equation (3.2.7) is equivalent to Eq. (12) in Ref. [75], which was obtained for a three-layer
structure. This proves that in the limiting case our EM for four-layer structures repro-
duces results for simpler structures. The procedure of transforming Eq. (3.2.7) to obtain two
separate dispersion relations, on a linear/nonlinear interface and a linear/linear interfaces
(d Ñ 8), is described in Ref. [75].
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A
s it was already mentioned in Section 1.1, theoretical studies of plasmon–solitons or
more generally nonlinear localized surface waves started more than 30 years ago
with the seminal paper of Agranovich et al. [65]. However, no experimental results
confirming the existence of these nonlinear waves propagating in metal–nonlinear dielec-
tric structures have been provided. Consequently, from the modeling point of view, the
main challenge is to design a feasible structure that enables the experimental realization of
plasmon–soliton coupling.
To reach this goal, several conditions must be satisfied simultaneously. Firstly, a structure
that supports plasmon–solitons of a solitonic type (with a pronounced soliton peak inside a
nonlinear dielectric which facilitates experimentally both its excitation and its discrimination
from linear waves) must be found. Secondly, solutions should appear for physically realistic
combinations of material parameters, beam power, and nonlinear coefficient. The last, more
practical and supplementary requirement is to design a structure in which the plasmon field
is accessible both for measurements using the tip of a scanning near-field optical microscope
and for potential applications such as sensing [121–127].
This chapter gives a complete description of nonlinear stationary solutions that can be
generated in planar structures made of a combination of semi-infinite nonlinear dielectric,
metal film, and linear dielectric layers. It starts with the section describing configurations
with two layers and finishes with the results for a four-layer structure, which is shown to
be the simplest configuration that fulfills all the requirements to facilitate the experimental
observation of plasmon–solitons defined above.
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4.1 Two-layer configuration
In two-layer configurations (single interface between a nonlinear dielectric and a metal), the
only nonlinear solutions that we are able to find using our three models are of the plasmonic
type (no pronounced soliton peak in the nonlinear medium). This results are in agreement
with the conclusions drawn by looking at the field shapes obtained using the FBM and the
continuity conditions for the tangential electromagnetic field components at the interface.
The main results from the FBM for a single-interface configuration are summarized here:
 the field in the nonlinear material is described by the formula (2.1.25a) with the free
parameter x0,
 the field in the metal is given by the exponential function (2.1.25d) (with L  d  0)
and decreases to zero as x tends to infinity to satisfy the boundary conditionHy
xÑ 8ÝÝÝÝÑ
0,
 in order to obtain the nonlinear dispersion relation we use the conditions for the
continuity of the fields at the interface x  0:
1. for the magnetic field H1  H4, so that in Eq. (2.1.25d) C  H0,
2. for the longitudinal component of the electric field Ez,1  Ez,4, which using
Eq. (1.5.2c) is expressed in terms of the x-derivative of Hy and the permittivity
of the media:
1
1
dH1
dx
 1
4
dH4
dx
. (4.1.1)
Because the permittivities of the metal and the nonlinear dielectric have opposite signs
(14   0), from the continuity condition 2 we notice that the derivatives of Hy must
have opposite signs at both sides of the interface. From Eq. (2.1.25d), it follows that
pdH4{dxq|x0    0. This implies that the derivative on the nonlinear side of the interface
has to be positive pdH1{dxq |x0 ¡ 0. By looking at Eq. (2.1.25a) one can see that this
condition is fulfilled only if x0 ¡ 0. This allows us to conclude that only the plasmonic-type
solutions exist on a single metal/nonlinear dielectric interface.
4.2 Three-layer configuration
In this section, results obtained for three-layer configurations (L is set to 0, see Fig. 2.1)
are presented. Firstly, to confirm the validity of our FBM, its results are compared with
the results from Ref. [73]. Then the general classification of nonlinear solution types is
described and illustrated. Finally, the structure parameter scans are performed in order to
find configurations supporting low-power plasmon–solitons.
4.2.1 Comparison between the field based model and older works
In Section 3.1, it was shown that the nonlinear dispersion relation for the four-layer FBM
in the limiting cases reproduces analytically several known analytical results including these
for the three-layer model proposed in Ref. [73]. In order to check the correctness of the
implementation of our FBM, the graphical comparisons between the nonlinear dispersion
curves for the three-layer structure presented in Ref. [73] and the results of our modeling
are presented. The parameters used in our simulations are identical to those in Fig. 1 of
Ref. [73]. The linear part of the nonlinear medium permittivity is ˜l,1  16 0.0096i, metal
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permittivity is ˜3  1000  160i, and the linear dielectric permittivity is ˜4  16. The
thickness of the metal film is set to d  50 nm, the wavelength used is λ  5.5 µm, and the
second-order nonlinear refractive index is n
p1q
2  107 m2/W.1
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Figure 4.1: Comparison of the original results from the article of Ariyasu et al. [73] (Fig. 1
digitized) (red solid curve) and results obtained using our FBM (green dashed curve) with
some specific approximations (blue dotted curve) (see the text for more details). (a), (c)
Real part and (b), (d) imaginary part of the dispersion relation for the three-layer structure.
In panel (c) the green and blue curves overlap perfectly. The labeled points A–I correspond
to the field profiles depicted in Figs. 4.2–4.4. Point I lays out of the plotting range (see
Section 4.2.2 for explanation).
Figures 4.1(a) and (c) show the dispersion relation in which the real part of the effective
index β is plotted as a function of the power density of the nonlinear wave Ptot. The original
results from Ref. [73] are depicted by the red solid curve. The results obtained using our
FBM for the three-layer structure are presented by the green dashed curve. In our approach,
the effective index values were calculated using Eq. (3.1.2) with the definitions given is
Section 2.1. The power was calculated using the approximated analytical formulas derived
in Section 2.1.4. The blue dashed curves depict the results obtained using our FBM using
some special assumptions discussed later, while commenting on the results.
The plot presenting dispersion curves is separated into two regions. Figure 4.1(a) shows
the high-index branch of plasmon–solitons and Fig. 4.1(b) shows the low-index branch. Here
1The value of the second-order nonlinear refractive index used here and in Ref. [73] is extremely high.
Typical values of n2 for highly nonlinear glasses [128–133] or hydrogenated amorphous silicon [134–139] at
the telecommunication wavelength are of the order of 1017 m2/W.
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we will not discuss in detail the nature and the behavior of the dispersion curves. The
detailed discussion will be presented in Section 4.2.2. Here we are interested only in the
agreement between the numerical results of our FBM and the results presented in Ref. [73].
In Fig. 4.1, we observe that for the low effective index branch the two curves are in
relatively good agreement. On the other hand, for the high effective index branch small
discrepancy between the results appears. Two reasons explain the differences between these
curves. Firstly, a different form of the nonlinear permittivity tensor is used in Ref. [73]
as discussed in Sections 2.1.1 and 2.2. As a consequence, the FBM uses the values of the
effective nonlinear function apxq in Eq. (2.1.7), whereas in Ref. [73], the value apsqpxq is
used [see Eq. (2.2.9) and compare with α1 defined in Eq. (4b) in Ref. [73]]. The ratio of
the two nonlinear functions is equal to β2{1 and is low for the parameter range, where
the effective index is close to the linear refractive index of the nonlinear material and it
becomes larger for higher values of the effective index. For this reason, we observe a good
agreement between the red and green curve for the solutions where β2 Ç 1 [see Fig. 4.1(c)]
and a worse agreement for higher values of β [Fig. 4.1(a)]. This is in full agreement with the
explanation presented at the end of Section 2.1.1. Secondly, a closer examination of Eq. (4b)
and Eqs. (9)–(11) in Ref. [73] reveals that to compute the power density Ptot, the authors
made the approximation β2  l,1. To reproduce the original results provided in Fig. 1 in
Ref. [73] this approximation for power calculations is used in our model for the test purpose.
The corresponding blue dotted curve in Fig. 4.1(a) is closer to the original results than the
green curve obtained using our full FBM that uses the expressions for power described in
Section 2.1.4 without any additional assumptions.
Figures 4.1(b) and (d) show the comparison of the original results from Ref. [73] and our
results for the dependency of the imaginary part of the effective index β2 as a function of the
power density. The results of our FBM were obtained using Eq. (2.1.74) and are presented by
a green dashed curve. This curve lays slightly above the original results from Ref. [73] (red
solid curve). The comparison of the formulas used to calculate losses {Eq. (8) in Ref. [66]
and Eq. (2.1.74) for our formulation} shows that losses are calculated in different ways. In
Ref. [73], authors use Eq. (8) from Ref. [66], where losses are proportional to the product of
the imaginary part of permittivity with the power P in each layer (β29 ³ 2Pdx). The power
is proportional to the Pointing vector and in the frame of a linear approximation P9E2x.
In our formulation [Eq. (2.1.74)], the losses [green curve in Figs. 4.1(b) and (d)] depend on
both components of the electric field [β29 ³ 2pE2x   E2z qdx]. If a formulation in which the
losses are proportional only to the transverse field component is used in our FBM, a very
good agreement with the original results is reached [see the blue dotted curve in Figs. 4.1(b)
and (d)].
Even if small numerical discrepancies between our improved approach and the original
results of Ariyasu et al. appear due to different approximations used, they are fully under-
stood. Our extended FBM is able to reproduce the results published in Ref. [73] with a good
agreement.
4.2.2 Classification of the nonlinear wave types
In this section, a classification of the types of solutions that exist in the three-layer structures
is presented. It is useful for the remaining part of this work to classify and name different
types of solutions as they will be similar in four-layer configurations. In Fig. 4.1, nine points
were labeled from A to I in order to describe the type and the transformation of solutions
along the nonlinear dispersion curves. The magnetic field profiles corresponding to these
points are shown in Figs. 4.2–4.4.
47
4.2. Three-layer configuration
Using the analytical considerations presented in Section 3.1.3, we have already concluded
that for x0 Ñ  8, the solutions correspond to the limiting case of the linear structure. In the
linear symmetric three-layer IMI structure, two solutions exist: a symmetric (long range)
plasmon and an antisymmetric (short range) plasmon [53, 58, 62]. Points A and G were
obtained for x0  λ  5.5 µm and the corresponding solutions are close to the linear ones.
For both solutions the power density is relatively low Ptot   0.1 W/m (this type of solution
is obtained for even lower powers if one selects larger values of x0). The corresponding
field profiles resemble the linear solutions. Figures 4.2(a), (d) that correspond to point A
present electromagnetic field profiles that are very close to the symmetric linear plasmon.
Figures 4.4(a), (d) that correspond to point G show electromagnetic field profile very similar
to the antisymmetric linear plasmon.
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Figure 4.2: Profiles of (a)–(c) magnetic field component Hy and (d)–(f) electric field com-
ponents Ex and Ez for symmetric-like nonlinear plasmons in the three-layer structure
described in Section 4.2.1 corresponding to points A–C indicated on the dispersion plot in
Fig. 4.1. The columns correspond to different values of x0: the first column to 5.5 µm (point
A), the second column to 1 µm (point B), the third column to 0.1 µm (point C). In all the
figures showing field profiles in this chapter, the x coordinate inside the thin intermediate
films are not at the same scale as those used in the other layers for a better visibility of the
field behavior. In this figure, the x coordinate inside the thin metal film is magnified 100
times.
In the following, the field transformation along the dispersion curves is described in detail.
At first, the transformation of the symmetric plasmonic-type solutions, located at the lower
branch of the dispersion curve, is studied. For x0  5.5 µm field profiles represented in
Figs. 4.2(a), (d) and corresponding to point A in Fig. 4.1 are obtained. Decreasing the value
of x0 to 1 µm (all other parameters being identical) we obtain the field profiles corresponding
to the point B [see Figs. 4.2(b), (e)]. The power density of this nonlinear wave is Ptot 
2 W/m and the field profiles still resemble the symmetric linear plasmon but the field is
now asymmetric and the energy is more localized on the interface between the metal film
and the linear dielectric. Upon further decrease of the value of x0 to 0.1 µm (point C) the
power density of the solution increases to  5.5 W/m and the field profiles become even
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more asymmetric. The electromagnetic field profiles corresponding to point C are shown
in Figs. 4.2(c), (f). The solutions described above are referred as symmetric-like nonlinear
plasmons.
When x0 becomes negative, a new class of solutions appears, for which the local magnetic
field maxima are located both at the interface between the metal film and the linear dielectric
and inside the nonlinear medium. Upon the decrease of the x0 parameter down to 0.1 µm,
the power density still increases [to around 7.5 W/m corresponding to point F for which
the field profiles are presented in Figs. 4.3(c), (f)] and reaches its maximum at the point E
[see Figs. 4.3(b), (e)] for x0  1 µm. Further reduction of x0 leads to the decrease of the
total power density (Ptot  2.5 W/m for point D corresponding to x0  5.5 µm). Point
D, for which the field profiles are shown in Figs. 4.3(a), (d), lays close to the end of the
branch corresponding to x0 Ñ 8 associated with the isolated classical soliton that does
not interact with the metal film.
Even though the field profiles corresponding to points C [Figs. 4.2(c), (f)] and F [Figs. 4.3(c),
(f)] at the first glance look almost identical, there is an important qualitative difference be-
tween them. On one hand, profile corresponding to point C (x0  0.1 µm) is classified as
plasmonic-type solution because there is no field maximum in the nonlinear layer. On the
other hand, profile F (x0  0.1 µm) does have a local maximum in the nonlinear layer
(located close to the metal interface) and therefore it belongs to another class of solutions.
For all the solutions presented in Fig. 4.3, the peak amplitude of the solitonic part (in
the nonlinear dielectric) remains at approximately the same level and only the maximum
of the plasmon field on the metal/linear dielectric interface changes with the decrease of x0
value. All the solutions shown in Fig. 4.3 will be called solitonic-type solutions.
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Figure 4.3: Profiles of (a)–(c) magnetic field component Hy and (d)–(f) electric field com-
ponents Ex and Ez for solitonic-type solutions in the three-layer structure described in
Section 4.2.1 corresponding to points D–F indicated on the dispersion plot in Fig. 4.1. In
this figure, the x coordinate inside the thin metal film is magnified 100 times. The columns
correspond to different values of x0: the first column to 5.5 µm (point D), the second
column to 1 µm (point E), the third column to 0.1 µm (point F).
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Figure 4.4: Profiles of (a)–(c) magnetic field component Hy and (d)–(f) electric field com-
ponents Ex and Ez for antisymmetric-like nonlinear plasmons in the three-layer structure
described in Section 4.2.1 corresponding to points G–I indicated on the dispersion plot in
Fig. 4.1. In this figure, the x coordinate inside the thin metal film is magnified 100 times.
The columns correspond to different values of x0: the first column to 5.5 µm (point G), the
second column to 1 µm (point H), the third column to 0.1 µm (point I).
It is worth noting that, the solitonic-type solution can not be obtained at any desired
power density. Following the dashed green curve in Fig. 4.1(c) and knowing the field profiles
one can see that for power densities between 6.5 W/m and 10.5 W/m two solitonic-type
solutions with different x0 correspond to one power density. For power densities between
2.5 W/m and 6.5 W/m and for a maximum power density of 10.5 W/m there is only one
solitonic-type solution corresponding to each power density. Below 2.5 W/m and above
10.5 W/m no solitonic-type solution exists.
Finally, the transformation of solutions laying along the upper branch of the dispersion
relation [see Fig. 4.1(a)] is described. The field profiles corresponding to this branch are
shown in Fig. 4.4. The branch starts with the solution described above, very similar to
the antisymmetric linear plasmon [point G, at which the field profiles are presented in
Figs. 4.4(a), (d) corresponding to x0  5.5 µm]. Decreasing the value of x0 to 1 µm, results in
the field profiles corresponding to point H shown in Figs. 4.4(b), (e). The field profiles of this
solution resemble the antisymmetric linear solution but are distorted. The field distribution
is asymmetric and this time the field is more localized at the metal/nonlinear dielectric
interface (contrarily to the case of symmetric type solutions, where the field tends to localize
on the opposite metal interface). Decreasing x0 even further, down to 0.1 µm, we obtain
the field profiles corresponding to point I in Fig. 4.1 presented in Figs. 4.4(c), (f). Here the
field is almost entirely localized at the metal/nonlinear dielectric interface and therefore it is
even more asymmetric. The corresponding power density is 2.5 W/m and the effective index
is so high (β  4.57) that it is outside of the plotting range in Fig. 4.1(a). The solutions
presented in Figs. 4.4 will be called antisymmetric-like nonlinear plasmons.
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4.2.3 Low-power solution search
The simplest structures in which it is possible to obtain the plasmon–solitons of the solitonic
type are three-layer structures, as it has been shown in Sections 4.1 and 4.2.2. The study of
solitonic type plasmon–solitons presented in Ref. [73] deals only with configurations, where
the linear parts of the permittivities of linear and nonlinear dielectrics are equal. Below
a more general case is studied, in which a permittivity contrast between the linear and
the nonlinear dielectric is introduced. For this study the FBM limited to three-layers (L is
set to 0 and only layers 1, 3 and 4 are present as described in Section 3.1) is used. The
configurations where l,1 ¥ 4 are chosen to guarantee that the solutions are localized at
the interface between layers 3 and 4 as β ¥ ?l,1 [see Eqs. (2.1.7b), (2.1.13) and (2.1.25d)].
From the practical point of view, this condition can also be justified by looking at the
properties of typical nonlinear materials. For the glasses it is known that, in most cases, the
second-order nonlinear refractive index n2 increases with the increase of the linear refractive
index [129, 132]. This justifies our choice to consider a linear permittivity of the linear layer
to be lower than that of the nonlinear layer.
In order to obtain color maps in this section and in Section 4.3, the scans over parameters
were performed using the FBM in such a way that, only solutions with the effective index
β P r?l,1, 4?l,1s were sought. For lower effective indices no localized solution exists as
pointed out at the end of Section 2.1.2 (see discussion on Page 25) and higher effective indices
are not interesting for our purpose, because the corresponding solutions have extremely high
power density and the nonlinear index modification is too high to be physically meaningful.
Figure 4.5(a) shows the dependency of the total number of solutions on the parameter x0
and on the linear external dielectric refractive index
?
4 (other parameters of the structure
are indicated in the figure caption). For the symmetric structure (
?
4  ?l,1  2.4) (as
discussed in Section 4.2.2) and for quasi-symmetric configurations with low refractive index
contrast ∆  l,1  4 À 0.16 one solitonic-type solution (region A) and two (a symmetric-
like and an antisymmetric-like) plasmonic solutions (region B) exist. Upon the decrease of
the linear layer refractive index
?
4 (increasing the index contrast between the nonlinear and
the external dielectric) a narrow region (C) with two solitonic-type solutions appears. These
solutions do not exist for negative values of x0 close to zero. Further decrease of the linear
layer refractive index causes both solitonic-type solutions to vanish around
?
4  2.22. In
the case of plasmonic-type solutions (x0 ¡ 0), the decrease of the linear layer refractive index
causes symmetric-like solution to vanish (at a cut-off index value of
?
4  2.24) and only
the antisymmetric-like solution remains (region D) (even for
?
4  1 which is not shown on
this plot).
Figure 4.5(b) presents the peak power of the solutions in a transition region close to
the cut-off value of the linear layer refractive index. The maximum peak power was set to
30 GW/cm2. This value of the peak power, taking into account the nonlinearity parameter
used n
p1q
2  1017 m2{W, involves a maximum nonlinear index modification ∆n ¤ 3  103.
The value of n2 used here is typical for chalcogenide glasses [128–133] or for hydrogenated
amorphous silicon which seems to be a promising material for nonlinear integrated op-
tics [134–139]. In Fig. 4.5(b), it can be observed that the low-power solutions exist only in a
very narrow range of
?
4 values. The value of the linear layer refractive index
?
4 has to be
chosen with the precision of 0.01 in order to ensure the peak power below 30 GW/cm2. The
solitonic-type solutions have their lowest peak powers slightly below the cut-off index. On
the contrary, the plasmonic-type solutions have their lowest peak powers above this value,
as it is illustrated in Fig. 4.5(b).
The study presented in Fig. 4.5 confirms and completes the analysis of the number
of solutions in various structures presented in Table I in Ref. [73]. We confirm the result
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Figure 4.5: (a) Number of solutions as a function of x0 parameter and of the external linear
layer refractive index
?
4. (b) Peak power [GW/cm
2] for the low-power solutions close to
the cut-off value of
?
4. In this and in all the following peak power color maps in this paper,
only solutions with peak power below 30 GW/cm2 are plotted. The existence of solutions
with higher peak power is marked with the gray color. White color denotes regions with no
solutions. The parameters of the structure are: l,1  2.42, np1q2  1017 m2{W, d  40 nm,
3  20, and λ  1.55 µm.
presented in line 5 of table I in Ref. [73] for symmetric configurations (4  l,1) and
complete the results presented in this table by including the results for a more general case
of asymmetric three-layer structures (4  l,1).
Figure 4.6 shows the comparison of the magnetic field Hy and of the electric field com-
ponents Ex and Ez for the solitonic-type solutions that appear in the three-layer structure
for identical value of x0 [region C in Fig. 4.5(a)]. Here the parameters are 4  2.232 and
x0  1 µm. The solution with the lower effective index β has a lower peak amplitude
of the solitonic part than the one of the higher effective index solution. The solitonic part
is broader and the plasmonic part peak amplitude is slightly higher in the former case.
Looking at Fig. 4.6 we also conclude that, the ratio between the electric field components
maxp|Ex|q{maxp|Ez|q in the nonlinear dielectric layer is higher for low-power solutions (with
low β values and broad solitonic peaks) than for the solutions with higher power. This fact
confirms the validity of the approximation made in the FEM on the nonlinear Kerr term.
In the frame of the FEM, we have assumed that only transverse electric field component Ex
contributes to the nonlinear permittivity change [see Eq. (2.1.5)]. As it can be inferred from
Fig. 4.6, this assumption is well satisfied for low-power solutions.
Here the influence of the metal permittivity changes on the behavior of the solitonic-type
solutions in three-layer structures is analyzed. The center of the solitonic part is set to be
at the distance of 10 wavelengths from the metal film (x0  15.5 µm). The number of
solutions as a function of the metal permittivity and of the linear dielectric permittivity is
studied. From Fig. 4.7(a) it can be seen that two effects occur with the increase (decrease
of the absolute value) of the metal permittivity. Firstly, the index contrast between layers
1 and 4 for which solutions can be found increases. Secondly, the allowed external dielectric
permittivity range where two solitonic-type solutions occur for one value of x0 expands.
There is also a cut-off metal permittivity above which no solution exists. This cut-off occurs
when |3|  4. From Fig. 4.7(b) that shows the peak power for low-power plasmon–solitons,
it can be seen that the low-power solutions lay in a very narrow region close to the line
separating regions with one and two solutions.
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Figure 4.6: Comparison of the field profiles (a) Hypxq and (b) Ezpxq for the two plasmon–
solitons existing in region C in Fig. 4.5(a) for identical x0 value. The x coordinate inside the
thin metal film is magnified 30 times.
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Figure 4.7: (a) Number of solitonic-type solutions in a three-layer structure with identical
parameters as in Fig. 4.5 but for a fixed x0  15.5 µm, as a function of the metal per-
mittivity 3 and of the linear dielectric permittivity 4. (b) Peak power [GW/cm
2] for the
low-power solutions.
Recapitulating the result of this section, we observe that asymmetric structures (with
l,1 ¡ 4) are able to support the solitonic-type solutions at much lower powers than sym-
metric structures. However, in order to obtain really low power densities the index contrast
53
4.3. Four-layer configuration
between the two dielectrics has to be precisely chosen [see Figs. 4.5(b) and 4.7(b)]. The
asymmetric three-layer configurations fulfill two out of three conditions set at the beginning
of this section: they support both plasmonic- and solitonic-type plasmon–solitons and it is
possible to obtain low-power solitonic-type solutions. However, these solutions are obtained
for configurations in which the linear medium refractive index is close to the linear part of
the nonlinear material refractive index. Highly nonlinear glasses [128–133] and hydrogenated
amorphous silicon [134–139] that can be used as a nonlinear medium, have high refractive
index
?
l,1 ¡ 2. Therefore, the linear dielectric has to be also a high-index material. Conse-
quently, the last goal can not be fulfilled — it is not possible to access or measure directly
the plasmonic part of the solution if the external layer is filled with a solid. In order to reach
this goal, a configuration where the linear refractive index of the external layer is low enough?
4 À 1.3 needs to be found, so that this external medium can be e.g., water or air. This
last problem is solved by the use of four-layer structures, as shown in Section 4.3.
4.3 Four-layer configuration
In this section, the results obtained using our three models for four-layer configurations are
presented. The four-layer configuration is built by extending a three layer configurations
discussed in Section 4.2. An additional thin layer of a linear dielectric is introduced between
the nonlinear medium and the metal film. This layer will be called a buffer layer. At the
beginning, we show and analyze, for the first time, typical dispersion curves of four-layer
configurations. Then the comparison between the results obtained using our three models
is performed. The very good agreement between these results confirms the validity of our
models. Afterwards, the analysis of the structure parameters is performed and the ranges
where low-power plasmon–solitons exist are identified. Later, the advantages of the four-
layer structures over three-layer structures are discussed. Finally, the influence of the two
geometric parameters of the structure (metal thickness d and the buffer layer thickness L
— see Fig. 2.1) on the plasmon–solitons properties is presented.
4.3.1 Nonlinear dispersion diagrams
Here we will present for the first time the dispersion relations for the four-layer structure. The
four-layer structure with parameters ˜l,1  2.472 105i, np1q2  1017 m2{W (chalcogenide
glass) [128–133], ˜2  1.442  105i (silica), ˜3  96  10i (gold) [140–142], ˜4  2.472 
105i, L  15 nm, d  40 nm, and λ  1.55 µm is considered. In Fig. 4.8, the dispersion
diagrams βpP q and β2pP q for this configuration are presented.
Firstly, we will analyze the plots of the real part of the effective index presented in the first
column in Fig. 4.8. There are two separate branches on these plots: the low-effective-index
branch build uniquely of the solitonic-type solutions and the high-effective-index branch that
has a plasmonic character in its bottom part and it changes its character to solitonic in its
upper part.
At first, we discuss the high-effective-index branch. It starts in the linear regime [point
Pa in Fig. 4.8(c)] with the plasmonic-type solution [P-type, red dotted curve in Fig. 4.8(c)].
The corresponding magnetic field profile is shown in Fig. 4.9(a) and the x0 parameter for
this solution in equal to 5 µm. As the four-layer structures studied in this thesis are asym-
metric, we will no longer distinguish between the symmetric-like and antisymmetric-like
plasmonics-type solutions. The field profile presented in Fig. 4.9(a) is qualitatively closer to
the antisymmetric-like plasmonic solution. This fact is in agreement with the observation
made in Section 4.2.3 where, upon the increase of the asymmetry of the three-layer struc-
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Figure 4.8: Nonlinear dispersion diagrams for the (a), (c), (e) real and (b), (d), (f) imaginary
parts of the effective index in the four-layer structure with 4  l,1  2.472 as a function of
power density Ptot. Plasmonic-type solutions are denoted by a red dotted line and solitonic-
type solutions by a blue dotted line. Full range of effective indices and power densities is
presented in panels (a) and (b). Panels (c) and (d) present zooms on the plasmonic branch
and its solitonic continuation. Panels (e) and (f) present zooms on the low-effective-index
solitonic branch. The labeled points indicated on the dispersion curves correspond to the
field profiles presented in Figs. 4.10–4.11.
ture, we observed the symmetric-like plasmonic solution to vanish (only asymmetric-like
plasmonic solution remained). With the increase of the power, the propagation constant
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Figure 4.9: Magnetic field profiles corresponding to the plasmonic-type solutions marked by
points (a) Pa, (b) Pb, (c) Pc, and (d) Pd in Fig. 4.8(c). The x coordinate inside the thin
films is magnified 50 times.
of the plasmonic-type solution increases slowly and its magnetic field amplitude on the
metal/external linear dielectric interface increases [see point Pb in Fig. 4.9(a) and the cor-
responding field profile in Fig. 4.9(b)]. At point Pb, the value of x0 was set to 400 nm.
The highest power density of the plasmonic-type solution is equal to Ptot  18 GW/m
and is reached at point Pc for x0  184 nm. The corresponding field profiles are shown in
Fig. 4.9(c). Further increase of the propagation constant is accompanied by the decrease of
the power density until Ptot  14 GW/m, where another turning point occurs. The field
profile at the second turning point (denoted as Pd for which x0  11 nm) is presented in
Fig. 4.9(d). We notice that during the field transformation between points Pc and Pd the
field amplitude at the nonlinear interface x  0 increases and the field amplitude at the
interface between the metal and the external linear dielectric x  L   d decreases. The
combination of these two effects accounts for the decrease in the total power of the solution
at point Pd.
For effective indices slightly above the second bend denoted by point Pd, the solution
changes its type to solitonic (S-type, blue dotted curve in Fig. 4.8). Field profile correspond-
ing to point Shd is presented in Fig. 4.10(d) and the soliton peak in the nonlinear medium of
this solution is located at x0  11 nm. The solitonic-type solution increases its power den-
sity with the increase of β [through point Shc, see Fig. 4.10(c) for the corresponding field pro-
file] until it reaches the maximum of the power density at β  6 and Ptot  47 GW/m [point
Shb for which x0  70 nm and the corresponding field profile is presented in Fig. 4.10(b)].
Above this point, the power decreases again with the increase of the effective index. The
solitonic branch ends at the point where β  6.5 and Ptot  45 GW/m which correspond
to a soliton that does not interact with the structured interface (x0 Ñ 8). Point Sha is
located close to the end of the dispersion curve, even if the peak of the solitonic part of
this solution in only at x0  150 nm. Because the high effective index branch has very
high power densities, the solutions lying on this branch have very narrow solitonic parts.
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Figure 4.10: Magnetic field profiles corresponding to the high-index solitonic-type solutions
marked by points (a) Sha, (b) Shb, (c) Shc, and (d) Shd in Fig. 4.8(a). The x coordinate
inside the thin films is magnified 50 times.
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Figure 4.11: Magnetic field profiles corresponding to the low-index solitonic-type solutions
marked by points (a) Sl1a, (b) Sl1b, (c) Sl1c, (d) Sl2a, (e) Sl2b, and (f) Sl2c in Fig. 4.8(e).
The x coordinate inside the thin films is magnified 50 times.
Therefore, even for x0  150 nm, the interaction with the metal layer is weak and this
solution resembles the bulk soliton for which x0 Ñ 8.
The low-effective-index branch of the dispersion diagram is purely of the solitonic type
[see Figs. 4.8(a) and (e)]. This branch can also be separated in two parts in terms of the x0. To
each value of x0 correspond two different solutions laying on this low-effective-index branch.
57
4.3. Four-layer configuration
We start with the solutions weakly interacting with the metal interface. These solutions are
labeled Sl1a and Sl2a and are shown in Figs. 4.11(a) and (d), respectively. For both of them
x0  5 µm. We notice that the solution with low power density Ptot  3 GW/m and low
effective index value (β  2.475) has much broader solitonic peak and therefore interacts
more strongly with the metal interface than the high power density solution Sl2a. Both
solutions lay close to the ending points of the low-effective-index branch that correspond
to x0 Ñ 8. Increasing the value of x0 to 770 nm causes the increase of the power
density on both parts of the branch. At x0  770 nm we obtain points Sl1b and Sl2b for
which the corresponding field profiles are shown in Figs. 4.11(b) and (e), respectively. Point
Sl2b represents the solution with the highest power density attainable on the low-effective-
index solitonic branch. Increasing x0 even more, to x0  530 nm causes the increase of
the power density on the lower part of the solitonic-type branch (transformation from Sl1b
to Sl1c) and the decrease of the power density on the upper part of the solitonic branch
(transformation from Sl2b to Sl2c). Field profiles corresponding to points Sl1c and Sl2c are
shown in Figs. 4.11(c) and (f). These field profiles are very similar to each other, because
they correspond the the value of x0  530, which is very close to the point at which these
two solutions merge into one solitonic solution (x0  525 nm). For x0 above 525 nm there
is no solitonic solutions on the low-effective-index branch (there are only solutions laying on
the high-effective-index branch like those presented in Fig. 4.10)
In the second column in Fig. 4.8, the imaginary part of the effective index β2 is shown. It
can be seen that the low-effective-index solitonic branch is a long range one. It has low losses
because the solutions laying on this branch are mainly localized in the nonlinear dielectric.
The level of losses of this branch is two orders of magnitude lower than that of the plasmonic
branch. The high-effective-index plasmonic branch and its solitonic continuation are short
range solutions (the high losses of these solutions originate from the fact that an important
part of the field of these solutions is localized on the lossy metal film). Only the high-
effective-index end of the upper solitonic branch has low losses as for these solutions most
of the field is localized in the nonlinear dielectric.
4.3.2 Comparison between the results of the three models
In Fig. 4.12, the dispersion curve obtained using the FBM for a four-layer structure similar
to the one presented in Section 4.3.1 is shown. Only the permittivity of the external linear
layer 4 is modified. The parameters of the structure are: 1  2.472, np1q2  1017 m2/W
(chalcogenide glass), 2  1.44 (silica), 3  96 (gold), 4  1 (air), L  15 nm, d  40 nm,
and λ  1.55 µm. The parameters used here are identical to these of the structures that we
have studied in Ref. [77].
This structure supports only solitonic-type solutions. There exist two solutions corre-
sponding to one x0 value. The solutions for low values of x0 (x0 highly negative) correspond
to plasmon–solitons weakly interacting with the metal interface are located at the low-β
and high-β ends of the dispersion curve [in Fig. 4.12(a)]. With the increase of x0, the two
solutions corresponding to identical value of x0 become similar and they merge into a single
solution at x0  0, which corresponds to Ptot  23 [GW/m].
Figure 4.13 presents a comparison of the results for the four-layer configuration obtained
using the three different models described in section Chapter 2: the field based model (FBM
— green line), the exact model (EM — blue line), and the finite element method based
model (FEM — red crosses). For this comparison only the lowest branch of solitonic-type
solutions in this structure is presented for relatively low powers densities (Ptot   5 GW/m).
The dispersion diagram presented in Fig. 4.13 shows the effective index of the mode as a
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function of the total electric field amplitude at the interface between the nonlinear dielectric
and a linear buffer layer E0 
a
E2xp0q   E2z p0q [see Eq. (2.3.41)].
Firstly, the results provided by the two semi-analytical models are compared. For the
low total electric field amplitudes E0 À 0.75 GV/m, and therefore low maximum nonlinear
permittivity changes (nl À 0.1), both models are in a very good agreement. For higher
values of E0 the discrepancy between the FBM and the EM appears. This discrepancy
can be explained by looking at the assumptions that were used to built the models. As
described in Section 2.1, the FBM was formulated by assuming that the nonlinear refractive
index changes are low. In this case, it is possible to omit one term in the nonlinear wave
equation [see Eq. (2.1.2)] and neglect the longitudinal component of the electric field (Ez)
in the nonlinear contribution to the permittivity [see Eq. (2.1.5)], because it is much lower
than the transverse component (Ex). For higher nonlinear index modifications both fields
contribute with a comparable weight to the nonlinear effects and the assumptions made
in the FEM are no longer valid. For this reason the results of the FBM differ from those
obtained using the EM that takes both electric field components into account. The highest
maximum permittivity change shown in Fig. 4.13 is of the order of 0.3. Even for such high
nl the electric field component ratio is |Ex{Ez|  10{1. This justifies the assumption used
in the FBM that allowed us to neglect the longitudinal field in the nonlinear contribution to
the permittivity. The maximal relative difference between the results provided by the two
models for the effective index variation β?l,1 is of the order of 10% for E0  1.4 GV/m.
The results of the FEM based model shown in Fig. 4.13 overlap with the FBM results.
This is due to the choice made for the used FEM algorithm which takes into account only
the transverse component of the electric field while computing the nonlinear effects. The
FEM method solves numerically the nonlinear wave equation [Eq. (2.1.7a)] which is the
heart of the FBM. For these reasons it is understandable that the FEM based model nicely
reproduces the results of the FBM.
In Fig. 4.14, the comparison of the field profiles obtained using our three models is
presented. Only the Hy field component is shown because all the important observations
can be made using this component. The analysis of the electric field components Ex and
Ez will be done only in one case presented in Fig. 4.15. As described in Section 2.3.2, the
field profiles in the nonlinear layer in the EM are not given by an analytical formula but are
 2
 3
 4
 5
 6
 7
 0  10  20  30  40  50
β
Ptot [GW/m]
(a)
S-type
10-6
10-5
10-4
10-3
10-2
 0  10  20  30  40  50
β‘‘
Ptot [GW/m]
(b) S-type
Figure 4.12: Nonlinear dispersion diagrams for the (a) real and (b) imaginary parts of the
effective index in the four-layer structure with l,1  2.472 and 4  1 as a function of power
density Ptot.
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Figure 4.13: Comparison of the nonlinear dispersion curves obtained from: the EM (red solid
curve), the FBM (black dashed curve), and the FEM based model (red crosses) for a four-
layer structure with parameters from Ref. [77]. The nonlinear variation of the effective index
(β ?l,1) is presented in the left vertical axis as a function of the electric field amplitude
E0 at the buffer linear dielectric/nonlinear dielectric interface (x  0). On the right vertical
axis the maximum nonlinear permittivity change corresponding to the soliton peak is shown.
described by the system of the first-order differential equations [Eqs. (2.3.1a) and (2.3.46)].
This system is solved using a home-made 4th-order Runge–Kutta method [86] and confirmed
by the built-in ordinary differential equation solver in Scilab called ode. The boundary
conditions, allowing to solve this system of equations, take into account the values of the
electric field components (Ex,0 and Ez,0) at the interface between the nonlinear dielectric
and the buffer linear dielectric film (layer 2 in Fig. 2.1). These values are found for a given
value of E0 using Eqs. (2.3.41) and (2.3.42).
In Fig. 4.14(a), the field profiles for E0  0.02 GV/m are presented. Panels (b) and (c)
present the field profiles corresponding to E0  0.5 GV/m and E0  1 GV/m, respectively.
In all the cases, the fields obtained using the FBM and the FEM based method are in a very
good agreement. The fields obtained using the EM also overlap very well with the previous
ones despite the small discrepancies of the corresponding propagation constants.
In Fig. 4.15, field profiles of a low-power plasmon–soliton is illustrated in more detail. This
solution corresponds to E0  0.04 GV/m in Fig. 4.13. In subplots (a) and (b), the profiles
of the magnetic field component Hy and the electric field components Ex and Ez are shown.
We notice that for low-power solutions, the assumption made in the FBM, stating that the
amplitude of the transverse electric field component is much larger than the amplitude of
the longitudinal field component (|Ex{Ez| " 1) is fulfilled very well. For that reason, the
simplified Kerr-type nonlinearity treatment used in the FBM [see Eq. (2.1.5)] is not far from
the exact description used in the EM [see Eqs. (1.6.13) and (2.3.4)], and there is a good
agreement between the results of the FBM and the EM for low light intensities.
In Figs. 4.15(c) and (d), the light intensity distribution for the low-power plasmon–soliton
is shown. The peak intensity is at the level of 1.5 GW/cm2. Due to high index contrast
between the nonlinear and linear dielectrics there is an intensity jump [(see definition of the
intensity given by Eq. (1.7.4)] and the intensity in the linear dielectric film is comparable
to the peak intensity of the solitonic part. In Fig. 4.15(d), a zoom on the plasmonic part
of the low-power plasmon–soliton is shown. The intensity is shown in log scale. We clearly
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Figure 4.14: Comparison of the magnetic field profiles obtained using the EM (red solid
curve), the FBM (black dashed curve), and the FEM based method (green dotted curve)
for E0 values: (a) 0.02 GV/m, (b) 0.5 GV/m, (c) and 1 GV/m.
see exponentially decaying plasmonic field in the external dielectric layer (x ¡ L  d). The
intensity of the plasmonic part in the external layer is approximately two and a half orders
of magnitude lower than the intensity of the solitonic part.
The imaginary part of the effective index β2 of the solution presented in Fig. 4.15 is equal
to
β2  0.8  105. Using Eq. (2.1.75), we can express losses of this low-power solution in
dB/cm. The corresponding attenuation L  2.8 dB/cm. This value of attenuation allows
for observation of the propagation of such waves for tens of micrometers which should be
sufficient for experimental purposes.
4.3.3 Toward low-power solutions
In the summary of Section 4.2.3, we have stated that the three-layer configurations support
low-power solitonic-type plasmon–solitons only for low values of index contras between the
nonlinear medium and the external linear dielectric. Therefore, only two out of three con-
ditions facilitating experimental observations of plasmon–solitons (listed at the beginning
of Chapter 4) were satisfied. Some exemplary results on low-power solitonic-type plasmon–
solitons in four-layer structures have already been presented in Section 4.3.2. In this section,
a systematic study of the properties of four-layer configurations for various structure param-
eters is performed, in order to find low-power solitonic-type solutions for the configurations
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Figure 4.15: Profiles of (a) magnetic field Hy, (b) electric field components Ex and Ez,
and (c), (d) light intensity [defined by Eq. (1.7.4)] for a low-power plasmon–soliton in the
structure for which the dispersion diagram is shown in Fig. 4.13. Subplot (d) shows the light
intensity in the vicinity of the metal film in log scale. The x coordinate inside the thin films
is magnified 500 times in panels (a), (b), and (c) and. In panel (d) the x scale is identical in
all the layers.
with a high index contrast between the nonlinear dielectric and the linear external dielectric.
This analysis will help us to find the parameter regions, in which all three conditions listed
at the beginning of Chapter 4 are fulfilled.
In this section, the parameters used to obtain all the color maps (two-parameter scans
performed with the FBM) are identical to these in Ref. [77] and in Section 4.3.2 except
if explicitly stated or if the parameters are on the axes of the plot. We have chosen x0 
15.5 µm value for all the illustrations. In all the plots, only the effective indices in the
range β P r?l,1, 4?l,1s are shown (like in Section 4.2.3).
Firstly, the evolution of the number of solitonic-type solutions as a function of the lin-
ear buffer layer thickness L and of the external layer refractive index
?
4 is analyzed. It
is seen from Fig. 4.16 that for low buffer-layer thickness 0   L À 9 nm the four-layer
structure presents a similar behavior as the three-layer structure (see Figs. 4.5 and 4.7).
There is one solitonic-type solution for the quasi-symmetric case
?
4cut-off  2.4  
?
l,1
and no solitonic-type solutions for higher index contrasts between the external layer and the
nonlinear dielectric. These two cases are separated by a narrow region with two solutions
that becomes broader with the increase of the buffer thickness [see Fig. 4.16(b)]. For buffer
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Figure 4.16: (a) Number of solitonic-type solutions in a four-layer structure as a function of
the buffer layer thickness L and of the external layer refractive index
?
4. (b) The zoom on
the most complex part of the plot presented in panel (a).
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Figure 4.17: (a) Number of solutions in a four-layer structure with L  15 nm as a func-
tion of the external layer refractive index
?
4 and of the parameter x0. (b) Peak power
[GW/cm2] for the low-power solutions. The existence of solutions with peak power higher
than 30 GW/cm2 is marked with the gray color.
thickness between 9 nm and 30 nm, there is up to three solitonic-type solutions possible
for low index-contrast regime
?
4 ¡ ncut-off an even up to four solutions [yellow region in
Fig. 4.16(b)] in a small region for a moderate index contrast configuration. For the buffer
thickness above 30 nm, only a single solitonic-type solution exists in low and moderate
index-contrast regimes.
In the region with three or four solitonic-type solutions occurring for identical x0 value,
two of the corresponding field profiles are similar to those presented in Fig. 4.11. The other
solutions have even higher effective indices β and therefore even narrower solitonic parts and
higher peak powers than the two previously mentioned solutions.
In Fig. 4.17(a), we show the total number of solutions as a function of the external
layer refractive index
?
4 and of the x0 parameter [in analogy to Fig. 4.5(a) for three-layer
structures] for the structure with L  15 nm. In this case, we see that in a quasi-symmetric
structure (4  l,1) there are three (region A) or one (for negative x0 values close to zero —
top right corner of region B) solitonic-type solutions, and one plasmonic-type solution (top
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Figure 4.18: (a) Number of solutions in a four-layer structure with L  29 nm as a function
of the external layer refractive index
?
4 and of the parameter x0. (b) Peak power [GW/cm
2]
for the low-power solutions in the vicinity of the region with four solitonic-type solutions.
The existence of solutions with higher peak power is marked with the gray color.
of the region C). For the region with a moderate index contrast (1.7 À ?4 À 2.4), there is
one solitonic-type solution (region B) and one plasmonic-type solution (region C). Finally
for high index contrast (
?
4 À 1.7) there exist two solitonic-type solutions (region D) and
no plasmonic-type solution (region E). The value of
?
4  1.7 is a cut-off limit both in the
case of solitonic and plasmonic-type solutions. One one hand, increasing
?
4 for positive x0
values causes the appearance of a plasmonic-type solution. On the other hand, for negative
values of x0 it causes a reduction of the number of solitonic-type solutions from two to one.
Figure 4.17(b) shows the peak power of the solutions in four-layer configurations in the
same coordinates as Fig. 4.17(a). Similar to the three-layer case shown in Fig. 4.5(b), the low-
est peak intensities occur below the cut-off index for solitonic-type solutions and above this
value for plasmonic-type solutions. However, for plasmon–solitons in four-layer structures,
the region of low-power solutions extends to much lower external layer refractive indices than
in the case of a three-layer configuration. This means that, in a four-layer configuration, we
are not only able to find plasmon–solitons for high index-contrast configurations but also
that these solutions have low peak intensities.
It must be pointed out that the maps presented in Fig. 4.17(a) have been obtained for a
value of L  15 nm which corresponds to a cut in a region of the map provided in Fig. 4.16
where the maximum number of solitonic-type solutions is equal to three. More complicated
maps can be obtained for specific L values. Figure 4.18 shows a cut at L  29 nm. For this
case, we first discuss the region of low values of x0 [x0 P p8,2q µm]. For low permittivity
contrast
?
l,1?4, there is one solitonic-type solution (green region). Around ?4  2.37
a region with three solutions appears (red region). Then, at
?
4  2.36 a narrow region for
which four solitonic-type solutions can be obtained for identical value of x0 parameter (yellow
region). For lower values of
?
4 two solitonic-type solution exist (blue region). For higher
values of x0 [x0 P p2, 0q µm], the region with three solutions expands to higher and slightly
lower values of
?
4 and the region with four solitonic-type solutions vanishes. The behavior of
the plasmonic-type solutions remains unchanged with respect to the configuration presented
in Fig. 4.17(a), except for the location of the solution cut-off. For the buffer layer thickness
L  29 nm, the plasmonic solution exists only for ?4 Ç 2.36.
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Figure 4.19: (a) Number of solitonic-type solutions as a function of the buffer layer thickness
L and of the refractive index of this layer
?
2. (b) Peak power [GW/cm
2] for the low-power
solutions.
Figure 4.18(b) shows the peak power of the solutions indicated in Fig. 4.18(a). We see
that now the region where solitonic solutions with low peak power can be obtained is much
narrower than in the case presented in Fig. 4.17. This low peak-power region is located close
to the top boundary of the region with four solutions [yellow region in Fig. 4.18(a)].
Figure 4.19(a) shows the number of solitonic-type solutions as a function of the buffer
layer thickness L and of the refractive index of this layer
?
2. It can be seen that for low
buffer layer refractive index (
?
2  1), the range of thicknesses where one or two solutions
exist is quite narrow (5–15 nm). Increasing the buffer layer refractive index, the range of the
buffer thicknesses where the solutions exist expands (it becomes approximately 45–80 nm
for
?
2  1.75).
Figure 4.19(b) shows the plasmon–soliton peak power in the same coordinates as those
used in panel (a). The region where plasmon–solitons have low peak intensities is very narrow
and is located close to the line separating regions with one and two solutions. Increasing the
buffer layer refractive index, allows for an increase of the buffer layer thickness required to
obtain solutions with low peak power, which is interesting from a technological point of view
(i.e., it is challenging to fabricate uniform, high quality thin films on top of chalcogenide
glasses [143]).
Figure 4.20(a) presents the number of solitonic-type solutions as a function of the metal
layer permittivity 3 and of the external medium permittivity 4 [it can be compared with
Fig. 4.7(a) presenting similar dependency for a three-layer structure]. The main advantage of
the four-layer structure compared to the three-layer one is that, even for very low permittivi-
ties of the external medium (like 1 for air or 1.32 for water at λ  1.55 µm), resulting in high
index contrast between the nonlinear and the external linear dielectrics, the solitonic-type
solutions exist. There is two of them for low metal permittivity values and one for higher
metal permittivity values. In four-layer structures where 4  l,1 even three solitonic-type
solutions exist for identical value of the x0 parameter [the red region in Fig. 4.20(a)].
Figure 4.20(b) shows the peak power of the solitonic-type solutions in the same coor-
dinates as those used in panel (a). Comparing this figure with the corresponding one for
a three-layer structure in Fig. 4.7(b), it can be seen that in the case of four-layer config-
uration, low-power solutions exist for wider ranges of both 3 and 4 which broadens the
choice of possible parameter combinations. This property may facilitate the fabrication of
the structure.
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Figure 4.20: (a) Number of solitonic-type solutions as a function of the metal layer permit-
tivity 3 and of the external medium permittivity 4. (b) Peak power [GW/cm
2] for the
low-power solutions.
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Figure 4.21: (a) Number of solitonic-type solutions as a function of the metal film thickness
d and of the buffer layer thickness L. (b) The effective index β as a function of the buffer
layer thickness L for a fixed metal thickness d  20 nm.
4.3.4 Optimization of the four-layer structure
In this section, a more detailed investigation of the influence of the two geometrical param-
eters of the four-layer structure (the metal layer thickness d and the buffer layer thickness
L — see Fig. 2.1) is shown. Figure 4.21(a) shows the number of solitonic-type solutions as
a function of these two parameters. For low values of the thickness of both layers, only one
solution is obtained. For higher values of dielectric buffer thickness L, there exist a region
for which two solutions appear. For even higher values of L, both solutions disappear. The
evolution of the solutions can be followed by looking at Fig. 4.21(b) which corresponds to
a cut of Fig. 4.21(a) at d  20 nm. For low values of L, only a high effective index solution
exists. L  21 nm is a cut-off buffer thickness for a second solitonic-type solution. At this
thickness, a low effective index solution appears. As the buffer layer thickness increases,
these two solutions become closer to each other and finally merge into one solution for a
particular value of L  34 nm. Above this value, no solitonic-type solution exists.
In Fig. 4.22(a), the total power density for the solitonic-type solution with the lower β is
shown in the same coordinates as those used in Fig. 4.21(a). The solutions with the lowest
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Figure 4.22: (a) Total power density rGW{ms of the low β solitonic-type solution. (b) Peak
power [GW/cm2] for the low-power solutions.
power density are located close to the cut-off buffer thickness [boundary between the green
and blue regions in Fig. 4.21(a)]. In Fig. 4.22(b), the peak power for the low-power solutions
is shown. Plasmon–solitons with the lowest peak intensities are located in a narrow region
where the total power density is the lowest (i.e., close to the cut-off buffer thickness L for
the low-power solution). This shows that in order to obtain solutions with the peak power
levels that are attainable by modern high-power commercial lasers the couple L and d has
to be precisely chosen. Even a small deviation of the buffer film thickness (e.g., 2 nm) may
lead to the change of the peak power of the supported solution by one order of magnitude
(e.g., from 3 to 30 GW/cm2).
Figure 4.23(a) shows the peak power of the solitonic part of the solution as a function
of the metal thickness d and x0 parameter for a fixed buffer thickness L  16 nm. With
the increase of the metal thickness or with the increase of the x0 parameter (decrease in
absolute value), the peak power of the solitonic part increases. Besides the peak power of the
solitonic part that should be kept low, there is another important parameter that should be
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Figure 4.23: (a) Peak power of the solitonic part [GW/cm2] and (b) decimal logarithm of the
peak power of the plasmonic part Iplas  Ipx  L   dq: log10rIplas/(Wcm2q] for the low-
power solitonic-type solutions as a function of the metal thickness d and of the parameter
x0 for the buffer thickness fixed at L  16 nm. Solutions with solitonic part peak power
below 30 GW/cm2 are plotted in color.
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taken into account. It is interesting to have a strong plasmonic field at the interface between
the metal film and the external medium, in order to facilitate its recording or to use it in
some plasmonic devices. Figure 4.23(b) shows the decimal logarithm of the maximum peak
power of the plasmonic part as a function of the metal thickness d and x0 parameter. The
lowest values of plasmonic part peak power are obtained for thick metal film and solitonic
peak located far from the metal interface. On one hand, for large metal thickness values,
bringing the solitonic part closer to the metal interface results in a drastic increase (few
orders of magnitude) of the peak power in the external layer. On the other hand, for thin
metal films, the peak power in the external layer is relatively high and the changes with the
x0 parameter are much slower.
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I
n this chapter, two extensions of the field based model (FBM) that was developed in
Section 2.1 are presented. The FBM was developed for transverse magnetic (TM) light
polarization and was able to find one-dimensional stationary solutions in structures
with a semi-infinite nonlinear medium. Here we will extend this model to treat a more
complicated and general problems. In Section 5.1, we will present a method to compute
in an approximate way the dispersion relation and the field profiles of two-dimensional
plasmon–solitons in structures with a semi-infinite nonlinear medium. In Section 5.2, the
field based model will be formulated for transverse electric (TE) light polarization. It will
be shown that for TE polarized light, metal/nonlinear dielectric structures studied in Part I
of this PhD manuscript do not support plasmon–soliton waves.
5.1 Model for two-dimensional plasmon–solitons
In this section, we will show how, using Maxwell’s equations, it is possible to find two-
dimensional plasmon–solitons, knowing the solutions of the one-dimensional problem. In
Section 5.1.1 the derivation of the formulas for the dispersion relation and the field pro-
files of two-dimensional plasmon–solitons will be presented. The approach presented in Sec-
tion 5.1.1, uses strong assumptions about the nature of the electromagnetic field and provides
only the first approximation of the results for the two-dimensional plasmon–solitons. The
effective index of the two-dimensional solution will be expressed as the effective index of the
one-dimensional solution found using the FEM modified with a correction term. This cor-
rection term will be calculated numerically using integrals of the one-dimensional solution
field profiles. Furthermore, the lateral1 field profile of the two-dimensional plasmon–soliton
will be found and its width will be expressed using integrals of the one-dimensional solution
1In the frame of the FEM, the field profiles in the transverse (x) direction were found. The lateral
direction is the second direction (y) that is perpendicular to the direction of light propagation (z).
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field profiles. In Section 5.1.2 results for two-dimensional plasmon–solitons will be presented
for realistic structure parameters and power levels.
5.1.1 Model formulation
In the two-dimensional problem, we will assume that the electric field E px, y, z, tq depends
on all three spatial coordinates and time. In one-dimensional approach we skipped the y de-
pendency due to the structure invariance in this direction (see the discussion in Section 1.5).
Here the structure is still invariant in the y direction but the two-dimensional model accounts
for the self-focusing of the field in this direction.
The derivation of the two-dimensional model requires the knowledge of the field profiles
Expxq, Ezpxq and the corresponding effective index β values, which can be found using the
one-dimensional models described above in Sections 2.1 and 2.2. The following derivation is
valid only in the case of the specific assumptions on the form of the nonlinear permittivity
form. Only two components of the nonlinear permittivity tensor depend on the electric field
in the following way [see also Eq. (2.2.1) and Section 1.6]:
x  y  l   α|Ex|2. (5.1.1a)
The third component does not depend on the field intensity
z  l. (5.1.1b)
The formulation of the one-dimensional model using assumption expressed by Eq. (5.1.1)
on the form of the nonlinear permittivity tensor is described in Section 2.2.
The derivation of the model for two-dimensional plasmon–solitons starts from Maxwell’s
equations [Eqs. (1.3.1)]. Mixing Eqs. (1.3.1a) and (1.3.1b) we obtain
∇ ∇  E  k20E  0 (5.1.2)
Assuming that the TM fields, found using the one-dimensional FBM, remain TM polarized
also considering the two-dimensional problem, Eq. (5.1.2) can be rewritten as: iB2xzEz  B2yyEx  B2zzExiB2yzEz   B2xyEx
iB2xxEz  iB2yyEz   B2xzEx
ﬁﬃﬂ  k20
xEx0
zEz
ﬁﬃﬂ , (5.1.3)
where
B2jk  
B
Bk
 B
Bj 


(5.1.4)
and j and k P tx, y, zu. We will use Eq. (1.3.1c) that, due to the form of the permittivity
tensor that we use [given by Eq. (5.1.1)], can be written in the form
BzEz  BxxEx
l
, (5.1.5)
where
Bj   BBj , (5.1.6)
for j P tx, y, zu. Inserting Eq. (5.1.5) into the first equation given in Eq. (5.1.3) one obtain
the equation that depends only on the transverse component of the electric field Ex:
B2xxpxExq
l
  B2yyEx   B2zzEx   xk20Ex  0. (5.1.7)
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Substituting x in Eq. (5.1.7) by the expression given by Eq. (5.1.1a), Eq. (5.1.7) can be
rewritten into a form:
1  3αE
2
x
l

 B2Ex
Bx2   6
α
l
BEx
Bx

2
Ex   B
2Ex
By2  
B2Ex
Bz2   k
2
0
 
l   αE 2x

Ex  0. (5.1.8)
In the following, we will assume that in the dependency of the electric field on the spatial
coordinates, we can separate the x dependency in the following way:
Ex  ENLpxqψpy, zqeipβNLk0zωtq, (5.1.9)
where the ENLpxq is the field profile found using the one-dimensional FBM and βNL is the
corresponding effective index. Inserting Eq. (5.1.9) into Eq. (5.1.8) yields
1  3αE
2
NLψ
2
l


ψ
d2ENL
dx2
  6α
l
ψ3

dENL
dx

2
ENL   B
2ψ
By2 ENL B2ψ
Bz2   2iβNLk0
Bψ
Bz  β
2
NLk
2
0ψ


ENL   k20
 
l   αE2NLψ2

ENLψ  0,
(5.1.10)
where the x and z dependency in ψ was dropped. Next, we assume that
ψpy, zq  φpyqei∆βk0z, (5.1.11)
where φ is the lateral profile of the two-dimensional plasmon–solitons that we are looking
for and ∆β denotes the unknown correction to the effective index that is introduced when
we take into account the two dimensional profile. Introducing Eq. (5.1.11) into Eq. (5.1.10)
yields
d2ENL
dx2
k20 pβNL  ∆βq2ENL   k20lENL

φ #
3αENL
l

ENL
d2ENL
dx2
  2

dENL
dx

2ﬀ
  k20αE3NL
+
φ3   ENL d
2φ
dy2
 0. (5.1.12)
We multiple Eq. (5.1.12) by ENL{k20 and integrate with respect to x
1
k20
» 8
8
ENL
d2ENL
dx2
dx pβNL  ∆βq2
» 8
8
E2NL dx 
» 8
8
lpxqE2NL dx

φ #» 8
8

3αE2NL
k20l

ENL
d2ENL
dx2
  2

dENL
dx

2
  αE4NL
ﬀ
dx
+
φ3   1
k20
» 8
8
E2NL dx
d2φ
dy2
 0.
(5.1.13)
Dividing Eq. (5.1.13) by
³8
8
E2NL dx results in
G pβNL  ∆βq2

φ  1
k20
d2φ
dy2
 Aφ3  0, (5.1.14)
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where
G 
³8
8

ENL
k20
d2ENL
dx2   lpxqE2NL
	
dx³8
8
E2NL dx
, (5.1.15a)
A 
³8
8

3αE2NL
k20l

ENL
d2ENL
dx2   2
 
dENL
dx
2	  αE4NLdx³8
8
E2NL dx

α
³d
0

3E2NL
k20l

ENL
d2ENL
dx2   2
 
dENL
dx
2	  E4NLdx³8
8
E2NL dx
(5.1.15b)
In Section 2.1.2, we have shown that the solution of the equation of the type: d2φ{dy2 
b1φ   b3φ3  0 is given by a secant hyperbolic function. Therefore, we solve Eq. (5.1.14)
using the test function φpyq  sechpy{ωyq. Inserting this test function into Eq. (5.1.14) yields
G pβNL  ∆βq2   1
k20ω
2
y

 

A 2
k20ω
2
y


sech2

y
ωy


 0. (5.1.16)
The first term of the sum on the left-hand side of Eq. (5.1.16) is constant (does not depend
on y) and the second term of the sum is a constant multiplied by a function of y. As a result,
in order for this sum to be equal to zero for any value of y, both terms of the sum must be
equal to zero. This results in two conditions:
G pβNL  ∆βq2   1
k20ω
2
y
 0 (5.1.17a)
and
A 2
k20ω
2
y
 0. (5.1.17b)
The second condition provides the expression for the width in the lateral direction ωy of our
two-dimensional plasmon–soliton:
ωy  1
k0
c
2
A
. (5.1.18)
The first condition gives the expression for the corrected effective index
β2D  βNL  ∆β 
c
G  A
2

d
G  1
k20ω
2
y
(5.1.19)
As it can be seen from the definitions of parameters A and G given by Eqs. (5.1.15), the
parameters of the two-dimensional plasmon–soliton (ωy and β2D) depend only on the in-
tegrals of the field profiles of the one-dimensional solution and the corresponding effective
index βNL.
We stress on the fact that, the model for the two-dimensional plasmon–solitons derived
here is not fully rigorous and gives only approximated results. There are several impor-
tant assumptions made during the derivation of this model. We have assumed that the
Kerr-type nonlinearity is described using Eq. (5.1.1) instead of the full expression given by
Eq. (1.6.13). Moreover, we assumed that the electromagnetic field remains TM polarized,
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even if it is not invariant in the lateral direction. The last approximation we have made,
is the fact that that we have integrated the one-dimensional field profiles in the transverse
direction [see Eq. (5.1.13)] in order to obtain the parameters of the two-dimensional solution.
This integration represents an averaging operation. The validity of this operation in case of
solitonic-type plasmon–solitons was not justified.
Similar models have been developed for two-dimensional plasmon–solitons of the plas-
monic type [70] and for plasmon–solitons in nonlinear slot waveguides (nonlinear dielectric
core sandwiched between two metal claddings) [83]. In Ref. [83], authors state that the
averaging operation, similar to the one used in Eq. (5.1.13), is adequate when the trans-
verse mode cross-section is smaller the the lateral one. In our case, both cross-sections are
comparable.
5.1.2 Results
In Fig. 5.1, dispersion diagrams of the two-dimensional plasmon–solitons are shown for
identical parameters of the structure as used in Section 4.3.2. This time the dispersion
curves are represented in the coordinates of the effective index β and the total power of the
beam
P2D 
»  8
8
»  8
8
P px, yq dx dy, (5.1.20)
where P px, yq is expressed as a funtion of the transverse component of the electric field
Expx, yq  ENLpxqφpyq with the help of Eqs. (2.1.55) and (1.5.2b):
P px, yq  0px, yqc
2β
E2xpx, yq. (5.1.21)
The dispersion curves of the two-dimensional plasmon–soliton presented in Fig. 5.1 can
be compared with the dispersion curves of the one-dimensional solution obtained for the
configuration with identical material parameters, which is presented in Fig. 4.12. The dis-
persion curves of the one-dimensional solution presents the effective index βNL as a function
of the power density Ptot expressed in W/m. In this coordinates, the increase of the effective
index of one-dimensional plasmon–soliton is accompanied by the monotonous increase of the
power density. In case of the two-dimensional solutions, with the increase of the effective
index β2D the total power P2D decreases for low values of β2D until it reaches its minimum
at P2D  7 kW corresponding to β2D  2.472. Above this value of effective index, the total
power slowly decreases with the increase of β2D. The imaginary part to the effective index
present a behavior similar to the real part [see Fig. 5.1(b)].
In Fig. 5.2, a comparison of the dispersion curves obtained using the one-dimensional
model (the FBM) and the two-dimensional model is shown where the effective index is
presented as a function of the peak intensity of the solitonic part of plasmon–soliton. We
observe that the effective index of the two-dimensional solution is lower than the one of the
one dimensional plasmon–soliton which means that the correction ∆β defined in Eqs. (5.1.11)
and (5.1.19) is negative. Both the effective index of the one-dimensional plasmon–soliton βNL
and two-dimensional solution β2D are linear functions of the solitonic part peak intensity.
In Fig. 5.3, exemplary two-dimensional profiles of the intensity of plasmon–solitons are
presented. In panel (a), the solution with the solitonic peak centered at x0  25 µm is
shown, for which the peak intensity is at the level of Ipeak  1.2 GW/cm2. This solution
interacts weakly with the metal film and the plasmonic part has low intensity. In panel
(b), the center of the solitonic part of the solution is brought closer to the metal film
(x0  15 µm). This results in the increase of the effective index of the solution and
73
5.1. Model for two-dimensional plasmon–solitons
2.470
2.471
2.472
2.473
2.474
2.475
 6  7  8  9  10  11
β 2
D
P2D [kW]
(a)
0
1
2
 6  7  8  9  10  11
10
3  
x 
β‘‘
2D
P2D [kW]
(b)
Figure 5.1: Nonlinear dispersion curve of the two-dimensional plasmon–soliton in a four-layer
configuration with parameters: 1  2.472, np1q2  1017 m2/W (chalcogenide glass), 2  1.44
(silica), 3  96 (gold), 4  1 (air), L  15 nm, d  40 nm, and λ  1.55 µm. (a) Real
and (b) imaginary parts of the effective index are presented as a function of the total power.
therefore, the increase of the peak intensity (to Ipeak  1.5 GW/cm2). The solution is now
more localized in both x and y directions and it interacts strongly with the metal film.
The intensity of the plasmonic part is now equal to the peak intensity of the solitonic part.
Finally, the solution with the solitonic part centered at x0  5 µm is presented in panel
(c) for which Ipeak  3.5 GW/cm2. For this solution, the intensity of the plasmonic part is
twice higher than the peak intensity of the solitonic part. In panel (d) the plasmonic tail
in the external dielectric layer is depicted. The peak intensity in this layer is at the level of
Iplas  0.45 GW/cm2.
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Figure 5.2: Nonlinear dispersion curves βpIpeakq for one- and two-dimensional plasmon–
solitons. (a) Full curve and (b) zoom on the region with low peak intensity.
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Figure 5.3: Two-dimensional profiles of plasmon–solitons in a four-layer structure with
the parameters identical to these in Fig. 5.1. Low-power solutions with (a) peak inten-
sity 1.2 GW/cm2 and x0  25 µm; (b) peak intensity 1.5 GW/cm2 and x0  15 µm;
and (c), (d) a moderate-power solution with peak intensity 3.5 GW/cm2 and x0  5 µm.
(d) Zoom on the plasmonic tail in the external dielectric layer (x ¡ 55 nm) of the profile
shown in subplot (c).
5.2 No solutions in the transverse electric case
Here we present the derivation of the dispersion relation in the frame of the FBM for
the four-layer structure presented in Fig. 2.1 in the case of the transverse electric (TE)
polarized waves. For this light polarization the electromagnetic fields have only three nonzero
components E  r0,Ey, 0s and H  rHx, 0, iHzs. Following similar method as in the TM
case presented in Sec 2.1, we start the derivation from Maxwell’s equations for the TE case
[Eqs. (1.4.2)]. Using the field form given by Eq. (1.5.1) we obtain
k0βHx  dHz
dx
 0yωEy, (5.2.1a)
Hx   β
µ0c
Ey, (5.2.1b)
Hz  1
µ0ω
dEy
dx
. (5.2.1c)
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Taking the derivative with respect to x of Eq. (5.2.1c) and using Eqs. (5.2.1a) and (5.2.1b) we
obtain a single nonlinear wave equation for the Ey component [compare with the nonlinear
wave equation for Hy component derived in the TM case — Eq. (2.1.7a)]:
d2Ey
dx2
 k20q2pxqEy   k20αpxqE3y  0, (5.2.2)
where the full isotropic Kerr-type nonlinear permittivity is taken into account:
xpxq  ypxq  zpxq  lpxq   αpxqE2pxq  lpxq   αpxqE2ypxq. (5.2.3)
For TE polarized waves, only one electric field component Ey is present and the only per-
mittivity tensor component that plays a role in Maxwell’s equations is y.
In comparison with the TM case, the derivation of the nonlinear wave equation for TE
polarized light [Eq. (5.2.2)] does not require any additional assumptions. The term with the
derivative of the nonlinear permittivity [see Eq. (2.1.2)] does not appear in course of the
derivation. Therefore, this equation holds even for high nonlinear permittivity changes and
for solution that induce permittivity profiles that vary rapidly comparing to the wavelength.
The solution of Eq. (5.2.2) is derived in a similar manner as in Sec. 2.1.2. The electric
field in each layer is given by (the y subscript of the electric field is skipped as for the TE
polarization there is only one electric field component, while the subscript indicating the
nonlinear layer is added, see Fig. 2.1):
E1 
c
2
α1
q1
coshrk0q1px x0qs for x   0, (5.2.4a)
E2  A ek0q2x  Aek0q2x for 0 ¤ x   L, (5.2.4b)
E3  B ek0q3pxLq
 Bek0q3pxLq for L ¤ x   L  d, (5.2.4c)
E4  Cek0q4rxpL dqs for x ¥ L  d. (5.2.4d)
Use of the boundary condition Ey
xÑ8ÝÝÝÑ 0 in the layer 4 results in the single term in
Eq. (5.2.4d).
Finally, using the continuity conditions of the Ey and Hz fields at the interfaces [Hz is
calculated using Eq. (5.2.1c)], the analytical form of the nonlinear dispersion relation the
TE polarized light in four-layer structures is obtained:
Φ 

q4   q3
	
expp2k0q3dq   Φ

q4  q3
	
 0, (5.2.5a)
where
Φ 

1 q1,nl
q3


 

q1,nl
q2
 q2
q3


tanhpk0q2Lq. (5.2.5b)
The comparison between the nonlinear dispersion relations for the TE light polarization
[Eq. (5.2.5)] and the dispersion relation in the TM polarized light [Eq. (2.1.44)] shows that
the former can be obtained by the substitution shown in Table 5.1 in the latter:
Our studies show that for the structure parameter range studied in Chapter 4 for TM
polarized light, in the TE case no solutions of the dispersion relation [Eq. (5.2.5)] exist.
This results are in agreement with the linear studies of plasmons. Metallic structures do not
support TE polarized waves in the linear regime [53]. We show that, in the nonlinear regime,
for the materials studied in this PhD thesis, TE polarized plasmon–solitons do not exist.
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Transverse magnetic Transverse electric
Eq. (2.1.44)
rqi ÞÑ qi for i P t2, 3, 4uq1,nl|x0 ÞÑ q1,nl
Table 5.1: Substitutions that allow to transform the nonlinear dispersion relation in the TM
case [Eq. (2.1.44)] to the nonlinear dispersion relation in the TE case [Eq. (5.2.5)].
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Part II
Configurations with finite-size
nonlinear medium —
Plasmonic nonlinear slot
waveguides
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In Part II of this PhD manuscript, we will focus on the studies of structures where a
finite-size nonlinear dielectric layer is sandwiched between two semi-infinite metal layers.
This type of structures will be called nonlinear slot waveguide and it is schematically pre-
sented in Fig. 6.1. There are two reasons to study the nonlinear slot waveguide structures.
From the practical point of view, it is easier to fabricate high quality thin nonlinear films than
bulky layers, like those needed in the configurations with semi-infinite nonlinear medium dis-
cussed in Part I (see Fig. 2.1). Moreover, the nonlinear slot waveguide configurations have
more potential applications. Devices based on the nonlinear slot waveguide configuration can
be used for phase matching in higher harmonic generation processes [144] and for nonlinear
plasmonic couplers [91, 97]. Nonlinear switching [145] was theoretically predicted in nonlin-
ear slot waveguide based structures that is similar to the nonlinear switching in graphene
couplers [146]. Tapered nonlinear slot waveguides might be used for nanofocusing and loss
compensation in order to enhance nonlinear effects [147]
Waveguides with a nonlinear dielectric core have already been studied extensively in
literature for several years already. The studies started in 1982, with the paper of Fedyanin
and Mihalache [39] presenting TM polarized nonlinear surface waves in a layered fully di-
electric structure with a nonlinear core. The structure studied there was built of a Kerr-type
nonlinear dielectric core sandwiched between two linear dielectrics. A number of studies of
such structures followed for both transverse electric (TE) and transverse magnetic (TM)
polarizations using different techniques [36–38, 40–42]. In most of the works, the solutions
of Maxwell’s equations were given in terms of Jacobi elliptic functions [148]. A symme-
try breaking bifurcation of an asymmetric mode from the fundamental symmetric mode
was predicted [36, 37]. Scaling rules for such nonlinear dielectric waveguides have been de-
veloped [43] that introduced reduced dimensionless parameters to describe the waveguide
properties. Various methods to study waveguides with both nonlinear core and cladding
were proposed [25, 26, 44–49].
In 2007, the studies of waveguides with a nonlinear core were expanded from dielectric
to metal cladding. Feigenbaum and Orenstein made the first attempt to study such struc-
tures [83]. Their method describes sub-wavelength confinement of light in two-dimensional
plasmon–soliton beams. Such a strong confinement is ensured by a linear plasmon profile in
the transverse direction and by the self-focusing effect in the lateral direction.
In the works of Rukhlenko et al. [87, 88], analytical formulas for the dispersion relations
for symmetric and antisymmetric nonlinear modes of slot waveguides were presented. These
dispersion relations were given in a form an integral equations that have to solved numeri-
cally. Study of Davoyan et al. [85] showed that in slot waveguides with nonlinear dielectric
core and metal cladding, symmetry breaking bifurcation occurs. Moreover, it was shown
that plasmonic coupling and symmetry breaking phenomena can be observed in waveguides
built of linear dielectric core sandwiched by nonlinear metals [97, 98].
In Chapter 6, we build two new models that have never been used before to study the
nonlinear metal slot waveguide configurations. The results obtained using these models are
presented in Chapter 7. In order to confirm the validity of these new models, their results
are directly compared. Using our models, we confirm the existence of the already known
symmetry breaking bifurcation and show that higher-order, not known previously, nonlinear
modes exist in such structures. We predict the nonlinear symmetry breaking bifurcation for
some of these higher-order modes.
Using our models, we study the influence of the size of the nonlinear core and of the
permittivity contrast between the core and the metal cladding on the symmetric nonlinear
slot waveguide properties. We optimize the core size and the permittivity contrast in order
to obtain two kind of nonlinear effects at low power levels. Firstly, to lower the intensity
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threshold required to observe the symmetry breaking bifurcation and the appearance of the
nonlinear asymmetric mode. Secondly, to observe at low powers the appearance of a higher-
order symmetric or antisymmetric nonlinear modes in the waveguide. Finally, we study the
properties of asymmetric nonlinear slot waveguides.
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T
his chapter presents a derivation of the dispersion relations for the TM polarized
waves propagating in structures built of a finite-size layer of a positive Kerr-type
nonlinear material sandwiched between two semi-infinite linear media which can in
particular be metals (see Fig. 6.1). The structures presented in Fig. 6.1 with metal cladding
are called plasmonic nonlinear slot waveguides (or shortly ’nonlinear slot waveguides’).
We will propose two models for the nonlinear slot waveguides. The first model is be based
on the approaches proposed for fully dielectric structures in [38, 39]. This approach uses the
approximated treatment of the nonlinear Kerr medium (only the transverse electric field
component is assumed to cause the nonlinear permittivity changes) and additionally the
nonlinear modification of the permittivity should remain low [79] (the assumptions on the
nature of the nonlinear permittivity used here are identical to these for the FBM presented
in Section 2.1). These assumptions allow us to write and solve a single nonlinear wave
equation in the finite-size nonlinear layer. Using the field continuity conditions at the core
interfaces located at x  0 and x  d (see Fig. 6.1) the analytical formulas for the dispersion
relations and for the field profiles are obtained and are expressed in terms of Jacobi elliptic
functions [148]. Therefore, this model will be called Jacobi elliptic function based model
(JEM).
The second model is based on the approaches from Refs. [13, 75] for a single interface
between a nonlinear dielectric and a metal, and therefore it is named the interface model
(IM). This model allows for obtaining separate dispersion relations on the two interfaces of
the nonlinear slot waveguide in an analytical form. Comparing the dispersion equations for
left interface and for the right interface, results in an analytical condition that reduces the
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Figure 6.1: Geometry of the plasmonic nonlinear slot waveguide with the parameters of the
structure.
parameter space in which the solutions of Maxwell’s equations in nonlinear slot waveguides
are sought. The solutions are found by the numerical integration of Maxwell’s equation in
the core which allows then to relate the two interfaces. Maxwell’s equations in the core are
solved using the shooting method [86]. If the result of integration is consistent with the
previously assumed values of the field and its derivatives at the slot interfaces then the
corresponding β is accepted as a genuine solution in our problem.
6.1 Jacobi elliptic function based model
We start the presentation of the models for nonlinear slot waveguides with the approach
that uses strong assumptions on the form of the nonlinear Kerr term but it provides the
dispersion relations and the field profiles in analytical forms. This model provides more
insight and understanding of the nature of the problem of finding stationary solutions in
nonlinear slot waveguides than the second, more numerical model. First, we will solve the
nonlinear wave equation inside of the waveguides core and find the nonlinear field profiles.
Knowing the field profiles, we will be able to derive the dispersion relations for the nonlinear
slot waveguide using the continuity conditions on the nonlinear core interfaces.
6.1.1 Nonlinear field profiles
In the frame of the JEM, we assume that the nonlinear permittivity is of the simplified Kerr
type. Similar to the FBM presented in Section 2.1, we assume that the nonlinear response
of the material depends only on the transverse component of the electric field Ex in the
following way [compare with Eq. (2.1.5)]:
xpxq  zpxq  pxq  lpxq   αpxqE2xpxq. (6.1.1)
Functions lpxq and αpxq are step-wise functions which take the values indicated in Table
6.1 depending on the layer (see Fig. 6.1 for layer number).
Layer Abscissa lpxq αpxq
1 x   0 1  l,1 0
2 0 ¤ x   L l,2 0cl,2np2q2  α2
3 L ¤ x   L  d 3  l,3 0
Table 6.1: Values of the functions lpxq and αpxq describing the properties of the materials
in different layers. The second-order nonlinear refractive index (see Page 12) in layer 2 is
denoted by n
p2q
2 .
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The derivation of the JEM starts from Maxwell’s equations [Eqs. (1.5.2)]. These three
equations are combined together with Eq. (6.1.1) and with the help of the approximations
about low nonlinear permittivity change and using the assumption that |Ex| " |Ez| we
obtain the nonlinear wave equation [Eq. (2.1.7a)] which is recalled here:
d2Hy
dx2
 k20q2pxqHy   k20apxqH3y  0. (6.1.2)
A detailed derivation of Eq. (6.1.2) and the definitions of the functions qpxq [see Eq. (2.1.7b)]
and apxq [see Eq. (2.1.7c)] are presented in Section 2.1.1.
At this point, it is worth commenting on the validity of the two assumptions that were
made on the nonlinear term, in order to derive Eq. (6.1.2). Even in the case of linear metal
slot waveguides (linear dielectric core sandwiched between two semi-infinite linear metals),
the two components of the electric field Ex and Ez can have comparable amplitudes. The
narrower the waveguide the faster the spatial (in the transverse x direction) variation of the
magnetic field Hy (especially in the case of higher-order modes). Therefore the longitudinal
electric field component Ez that is proportional to the derivative of the Hy [see Eqs. (1.5.2)]
will have high amplitude. In the case of the semi-infinite nonlinear medium studied in Part I,
the spatial variations of the magnetic field were slower than in slot waveguides, and there-
fore the assumption that |Ex| " |Ez| was better fulfilled. In the case of slot waveguides,
this assumption will not be satisfied by all the solutions. A detailed analysis of that will
be presented in Chapter 7 (see Fig. 7.5). The second assumption states that the nonlinear
permittivity change remains low compared to the linear part of the permittivity. This as-
sumption also will not be satisfied for most of the solutions obtained in the nonlinear slot
waveguides. It is known in the nonlinear optics that, interesting nonlinear effects occur when
the nonlinear induced permittivity modification is comparable with the built-in permittivity
contrast in the structure [149]. In nonlinear slot waveguides, due to the presence of metal
layers, the built-in permittivity contrast is large. Therefore, as we will be able to observe
later (in Chapter 7 presenting the results), most of the interesting effects in slot waveguides
occur for high values of nonlinear permittivity change. Nevertheless, we will see that, al-
though those assumptions are not fully satisfied, the JEM described in this section correctly
predicts all the qualitative features of the dispersion curves.
Coming back to the derivation of the JEM, we use the first integral treatment approach
and integrate Eq. (6.1.2) with respect to x. The result reads
dHy
dx

2
 k20qpxq2H2y   k20
apxq
2
H4y  c0. (6.1.3)
The left-hand side of this equation gives us a formula for a quantity that is conserved along
the transverse profile of the core of our one-dimensional nonlinear waveguide. Regardless
of at which x position we calculate it, the result will always be equal to the integration
constant c0. In the derivation of the FBM (see Section 2.1.2) the integration constant was
set to zero, because a semi-infinite nonlinear medium was analyzed.
In semi-infinite cladding layers, we can set the integration constant c0  0 because both
the magnetic field Hy and its derivative dHy{dx tend to zero as x Ñ 8. Additionally, in
these linear layers apxq is equal to zero. Therefore, in the cladding, Eq. (6.1.2) reduces to a
standard linear wave equation whose solutions are given by:
H1  H0ek0q1x for 8 ¤ x   0, (6.1.4a)
H3  Hdek0q3pxdq for d ¤ x    8, (6.1.4b)
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where the magnetic field amplitudes at the interfaces x  0 and x  d are denoted by H0
and Hd, respectively and qk denotes a constant value of the qpxq function in k-th layer (for
k P t1, 3u). Because both of these layers are semi-infinite, only the appropriate exponential
solutions that decay at minus or plus infinity are considered in layers 1 and 3. As Hy is the
only component of the magnetic field, in the following derivation we omit the y subscript
and instead we use a subscript that enumerates the layer in which the field profile is defined
(see Fig. 6.1). Here qk for k P t1, 2, 3u denotes a constant value of the function qpxq [see
Eq. (2.1.7b)] in the k-th layer.
The integration constant c0 can be expressed using the magnetic field amplitude at the
core interfaces. The continuity conditions for the tangential electromagnetic field components
(Hy, Ez) at x  0 yield:
1. For the magnetic field:
H2|x0   H0, (6.1.5)
where H2pxq denotes the magnetic field profile in the nonlinear core that is the solution
of Eq. (6.1.3). This profile is yet unknown and will be found by solving Eq. (6.1.3) at
the end of this section.
2. For the longitudinal component of the electric field, using Eq. (1.5.2c):
dH2
dx

x0 
 l,2
1
k0q1H0, (6.1.6)
where, based on the assumption that the nonlinear permittivity change is low, we
substitute 2|x0  by l,2 in the enumerator on the right-hand side.
Using Eqs. (6.1.5) and (6.1.6), we rewrite Eq. (6.1.3) taken at the point x  0 :
c0  k20

l,2
1

2
q21  q22  
a2
2
H20
ﬀ
H20 , (6.1.7)
where a2 denotes a constant value of apxq function in the nonlinear core (layer 2). Using
continuity conditions at the right core interface x  d, a similar expression for c0 can be
obtained. Consequently, Eq. (6.1.3) taken at the point x  d yields:
c0  k20

l,2
3

2
q23  q22  
a2
2
H2d
ﬀ
H2d . (6.1.8)
Equations (6.1.7) and (6.1.8) together with Eq. (6.1.3) will be helpful later to find the sign
of the integration constant c0. Looking at Eq. (6.1.3) we notice that for Hy field profiles
that cross zero, at the point where Hy  0, the only nonzero term on the left-hand side of
this equation is pdHy{dxq2, which is strictly positive. Therefore, for this type of solutions,
c0 can only be positive.
In Section 2.1.2, we have stated that in case of a semi-infinite nonlinear medium the
integration constant in Eq. (2.1.8) should be set to zero as both the magnetic field Hy and
its derivative tend to zero at infinity. Using identical argumentation, the integration constant
c0 in Eq. (6.1.3) must be equal to zero c0  0 if we consider a semi-infinite nonlinear medium
and therefore a single interface between a metal and a nonlinear dielectric. Using Eq. (6.1.7),
we can find an approximated analytical formula for the effective indices of nonlinear waves
propagating at this interface. Setting c0  0 in Eq. (6.1.7) we obtain
l,2
1

2
q21  q22  
a2
2
H20  0. (6.1.9)
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Using definitions of qk and a2 [see Eqs. (2.1.7b) and (2.1.7c)] in Eq. (6.1.9), we find the
approximated expression for the effective index of a nonlinear wave at a single interface
between a metal and a nonlinear dielectric in an explicit form:
β 
gffe 1l,2pl,2  1q
2l,2  21   n
p2q
2 
2
1H
2
0
20cl,2
. (6.1.10)
Equation (6.1.10) gives also an approximated expression for the effective index of highly
asymmetric solutions in slot waveguide configurations, as it will be proven by numerical
results in Section 7.1.4. Highly asymmetric solutions are strongly localized on one of the
interfaces and therefore the problem can be simplified to a single-interface problem. A com-
parison of the approximated solution given by Eq. (6.1.10) with the exact solutions of the
JEM will be given in Section 7.1.4. More details on the limiting case for a single interface
between a metal and a nonlinear dielectric are presented in Section 6.1.4, where we discuss
the results for the symmetric nonlinear slot waveguide configuration.
It is worth noting that using Eq. (6.1.10) in the linear case (H0 Ñ 0 or np2q2 Ñ 0),
we recover the dispersion relation for a linear surface plasmon propagating along a single
interface (see Eq. (2.14) in Ref. [53])
β 
c
1l,2
1   l,2 . (6.1.11)
After this digression we come back to the derivation of the exact solution of the JEM
model. We are looking for guided waves in three-layer structures. Looking at Eqs. (6.1.4), we
notice that the condition for the waves to be localized at the waveguide core is satisfied when
both q1 and q3 are real and positive quantities. In order to satisfy this condition, we will
look only for the solutions with β ¡ maxt1, 3u [see the definition of qpxq and qk given by
Eq. (2.1.7b)]. The quantity q2 can be either real or imaginary leading to positive or negative
values of q22 .
In order to find the solutions of the nonlinear wave equation [Eq. (6.1.2)] in the nonlinear
core, we rewrite its first integral [Eq. (6.1.3)] in the form:
dH2b
c0   k20q22H22  k20 a22 H42
 dx. (6.1.12)
We introduce the reduced parameters Q and A [compare with the definitions of the reduced
parameters given by Eqs. (2.1.10) in Part I where the semi-infinite nonlinear medium was
analyzed]:
Q  k20q22 , (6.1.13a)
A  pk20a2{2q1. (6.1.13b)
Equation (6.1.12) expressed using the reduced parameters reads:
dH2a
Ac0  AQH22 H42
 
c
1
A
dx. (6.1.14)
In our studies, we deal only with the focusing Kerr-type dielectrics, therefore A is always
positive. Parameter Q can be either positive or negative depending on the sign of q22 . In the
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case of negative values of q22 we can use Eq. (6.1.7) to determine the sign of c0. For q
2
2   0,
Eq. (6.1.7) can be written as:
c0  k20

l,2
1

2
q21   |q22 |  
a2
2
H20
ﬀ
H20 . (6.1.15)
All the terms in the sum inside of a square bracket are positive or at least nonnegative.
Therefore this sum is positive. It is multiplied by k20H
2
0 which takes only nonnegative values.
Thus, one concludes that for q22   0 and H0 ¡ 0 the integration constant c0 is positive
(c0 ¡ 0). In the opposite case (q22 ¡ 0) the sign of c0 remains indeterminate and for a given
structure depends both on β and H0.
We recapitulate the remarks about the sign of the integration constant c0 depending on
the type of solution and the sign of q22 . The following logical dependencies hold:
1. From Eq. (6.1.3), we notice that for solutions with nodes (for which at one or more
points in the core H2pxq  0) the integration constant is positive c0 ¡ 0.
2. From Eqs. (6.1.7) and (6.1.15), we see that
q22   0 ùñ c0 ¡ 0. (6.1.16)
Using the logical contraposition [(p ùñ qq ðñ p q ùñ  pq] of the relation given by
Eq. (6.1.16), we deduce that
c0   0 ùñ q22 ¡ 0. (6.1.17)
3. Using the contraposition of the statement in point 1 we deduce that for the integration
constant c0   0 only node-less solutions exist.
Solutions of Eq. (6.1.14) take different forms depending on the sign of parameters c0 and
Q (and therefore q22). We will solve this equation in four cases depending on the sign of q
2
2
and c0.
I. The case q22 ¡ 0
First, we will consider the case where q22 ¡ 0. As stated above, in this case, the sign of c0
can not be determined a priori using analytical expression and arguments. Therefore we
will consider two sub-cases: c20 ¡ 0 and c20   0.
I.a The subcase c0 ¡ 0
At first, we consider the case where c0 ¡ 0 and find the solutions of the nonlinear wave
equation [Eq. (6.1.3)] for this case. Equation (6.1.3) was transformed into Eq. (6.1.14) and
its left-hand side can be expressed in the form the integrand of an elliptic integral (see
Ref. [150] or Appendix B):
dH2a
pγ2  H22 qpδ2 H22 q
 
c
1
A
dx, (6.1.18)
where parameters γ and δ were introduced. In order to relate the newly introduced param-
eters with parameters A, Q, and c0, we compare the expressions under the square-root on
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the left-hand sides of Eqs. (6.1.14) and (6.1.18). This comparison results in
γ2  
a
A2Q2   4Ac0 AQ
2
, (6.1.19a)
δ2  γ2  AQ  
a
A2Q2   4Ac0  AQ
2
. (6.1.19b)
The proper choice for the sign in front of the square-roots is dictated by the fact that
we have assumed that the magnetic field Hy is a real quantity. Solution of Eq. (6.1.18) are
real on condition that both γ and δ are real quantities. From the fact that q22 and c0 in
the subcase I.a are positive and the fact that we consider a positive Kerr effect a2 ¡ 0, we
deduce that both Q and A are positive quantities. Therefore, all the quantities appearing
in the definitions of γ and δ are positive. Keeping that in mind, we write bounds on the
expressions for γ and δ. Using the fact that x ¤
a
x2   y2 ¤ x  y we find bonds on γ2:
AQAQ
2
¤ γ2 ¤ pAQ  2
?
Ac0q AQ
2
. (6.1.20)
For γ to be real γ2 must be positive. This is ensured by the choice of the top plus sign
in front of the square-root in the definition [Eqs. (6.1.19)]. Finally, in the subcase I.a the
quantities γ and δ are defined by
γ2 
a
A2Q2   4Ac0 AQ
2
, (6.1.21a)
δ2 
a
A2Q2   4Ac0  AQ
2
. (6.1.21b)
After having determined the correct sign in expressions for γ and δ, we continue our
derivation. Integrating Eq. (6.1.18), we obtain» H2pxq
H2p0q
dH2a
pγ2  H22 qpδ2 H22 q
 
c
1
A
x. (6.1.22)
The integral on the left-hand side of Eq. (6.1.22) can be separated into two integrals:» H2pxq
H2p0q
dH2a
pγ2  H22 qpδ2 H22 q

» δ
H2p0q
dH2a
pγ2  H22 qpδ2 H22 q
» δ
H2pxq
dH2a
pγ2  H22 qpδ2 H22 q
. (6.1.23)
Inserting Eq. (6.1.23) into Eq. (6.1.22), yields» δ
H2p0q
dH2a
pγ2  H22 qpδ2 H22 q

» δ
H2pxq
dH2a
pγ2  H22 qpδ2 H22 q
 
c
1
A
x. (6.1.24)
Multiplying Eq. (6.1.24) by
a
γ2   δ2 and using formula 17.4.52 from Ref. [109] (see also
Appendix B), yields
cn1

H2p0q
δ
 δ2γ2   δ2

 cn1

H2pxq
δ
 δ2γ2   δ2

 
c
γ2   δ2
A
x, (6.1.25)
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where cn1pu|mq is the inverse of the Jacobi elliptic function cnpu|mq. Jacobi elliptic func-
tions are defined with the argument u and the parameter m. For a review of the necessary
properties of these special functions see Appendix C. Reorganizing the terms and applying
the Jacobi elliptic function cn to both sides of Eq. (6.1.25), results in the expression for the
magnetic field in the core of a nonlinear slot waveguide in the case where both c0 and q
2
2 are
positive:
H2pxq  δ cn
#
	
c
γ2   δ2
A
x  cn1

H2p0q
δ
 δ2γ2   δ2
  δ2γ2   δ2
+
, (6.1.26)
We are still left with the uncertainty about the sign in front of the square-root in the
argument of the cn function in Eq. (6.1.26). From the properties of the Jacobi elliptic
function cn, we conclude that H2pxq takes values only from the interval rδ, δs. Knowing
this and looking at Eq. (6.1.22), we notice that the expression under the square-root in
the denominator of the left-hand side takes only values from the interval r0, 8q. In our
case, the nonlinear core occupies the space x P r0, ds therefore we consider only x ¥ 0.
In the following, the argumentation for the case where the right interface of the core is
located at d ¡ 0 is presented. For the opposite case, the reasoning is similar but the result
is opposite. In order to choose the sign on the right-hand side of Eq. (6.1.22), we need to
investigate the sign of dH2 under the integral on the left-hand side of this equation. If we
consider the vicinity of the interface x  0 and take into account the continuity conditions
for the tangential electromagnetic field components at this interface, we notice that in the
case of metal cladding (1   0), the magnetic field derivative changes sign at this interface
[continuity conditions for Ez electric field component given by Eq. (1.5.2c)]. In the case where
the field in the left metal cladding is positive (H0 ¡ 0) its derivative is also positive [field
described by Eq. (6.1.4a)]. Therefore, at x  0 , the magnetic field derivative is negative.
This means that the infinitesimal changes dH2 are negative. This brings us to the conclusion
that for H0 ¡ 0, the correct choice of the sign on the right-hand side of Eq. (6.1.22) is the
bottom minus sign. In the case where H0   0, the derivative of the magnetic field in the core
close to the left interface pdH2{dxq|x0  is positive and therefore the infinitesimal changes
dH2 are positive. In this case (H0   0), the correct choice of the sign on the right-hand
side of Eq. (6.1.22) is the top plus sign. The same conclusion can be drawn by looking at
Eq. (6.1.51) in Section 6.1.3.
Without loss of generality of the obtained results, in the following we choose the conven-
tion that H0 ¡ 0. Therefore, in Eq. (6.1.26), we chose the bottom plus sing in front of the
square-root. Finally, the field profile in the nonlinear core for the subcase I.a is given by
H2pxq  δ cn
#c
γ2   δ2
A
x  cn1

H2p0q
δ
 δ2γ2   δ2
  δ2γ2   δ2
+
. (6.1.27)
I.b The subcase c0   0
Here we consider the case where c0   0. In order to work with positive quantities only, we
substitute c0 by |c0| in Eq. (6.1.14) and obtain
dH2a
A|c0|  AQH22 H42
 
c
1
A
dx. (6.1.28)
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The left-hand side of Eq. (6.1.28) is then expressed in the form the integrand of an elliptic
integral (see Ref. [150] or Appendix B):
dH2a
pγ2 H22 qpH22  δ2q
 
c
1
A
dx. (6.1.29)
Comparing the expressions under the square-root on the left-hand sides of Eqs. (6.1.28)
and (6.1.29) allows us to find the relations between the new parameters γ and δ and the
parameters A, Q, and c0:
γ2  AQ	
a
A2Q2  4A|c0|
2
, (6.1.30a)
δ2  AQ γ2  AQ
a
A2Q2  4A|c0|
2
. (6.1.30b)
The expression that appears under the square-root in Eqs. (6.1.30) is a difference of
two positive quantities. In order for γ and δ to be real, the quantity under the square-root
must be positive or euqal to zero. Writing expression under the square-root explicitly using
definitions of A, Q [Eqs. (6.1.13)], and c0 [Eq. (6.1.7)] we obtain
A2Q2   4Ac0 
 
q22  a2H20
2   2a2H20 2|x0 1

2
q21 , (6.1.31)
which is greater or equal to zero because both terms in the sum are greater or equal to zero.
This proves that γ and δ are real quantities.
The choice of the signs in front of the square-roots is Eqs. (6.1.30) is arbitrary. For both
the top and the bottom signs the quantities γ2 and δ2 are positive. If we choose the top
signs, we obtain a couple denoted by (γ and δ ). If we choose the bottom signs, we obtain
a couple denoted by (γ  and δ). We notice that γ  δ and γ   δ . Therefore, the
two couples are composed of identical values that are only denoted differently. Moreover,
the left-hand side of Eq. (6.1.29) has two equivalent forms:
dH2a
pγ2 H22 qpH22  δ2q
 dH2apδ2 H22 qpH22  γ2q . (6.1.32)
Based on all the facts stated above, we conclude that it is just a matter of convention which
signs to choose. Here, we decide to use the lower signs so that γ ¡ δ. The final expressions
for γ and δ in the subcase I.b read:
γ2  AQ 
a
A2Q2  4A|c0|
2
, (6.1.33a)
δ2  AQ
a
A2Q2  4A|c0|
2
. (6.1.33b)
Having found the expressions for γ and δ, we proceed with the derivation process. Inte-
grating Eq. (6.1.29) gives» H2pxq
H2p0q
dH2a
pγ2 H22 qpH22  δ2q
 
c
1
A
x. (6.1.34)
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The integral on the left-hand side of Eq. (6.1.34) can be separated into two integrals:» H2pxq
H2p0q
dH2a
pγ2 H22 qpH22  δ2q

» γ
H2p0q
dH2a
pγ2 H22 qpH22  δ2q
» γ
H2pxq
dH2a
pγ2 H22 qpH22  δ2q
. (6.1.35)
Inserting Eq. (6.1.35) into Eq. (6.1.34), we obtain» γ
H2p0q
dH2a
pγ2 H22 qpH22  δ2q

» γ
H2pxq
dH2a
pγ2 H22 qpH22  δ2q
 
c
1
A
x. (6.1.36)
Multiplying Eq. (6.1.36) by γ and using formula 17.4.44 from Ref. [109] (see also Appendix B)
yields
dn1

H2p0q
γ
γ2  δ2γ2

 dn1

H2pxq
γ
γ2  δ2γ2

 
c
γ2
A
x, (6.1.37)
where dn1 is the inverse of the Jacobi elliptic function dn (see Appendix C). Reorganizing
the terms and applying the Jacobi elliptic function dn to both sides of Eq. (6.1.37) results
in the expression for the magnetic field in the core of a nonlinear slot waveguide for positive
q22 and negative c0:
H2pxq  γ dn
#
	
c
γ2
A
x  dn1

H2p0q
γ
γ2  δ2γ2
 γ2  δ2γ2
+
. (6.1.38)
We are still left with the ambiguity about the sign in front of the square-root in the
argument of the sd function in Eq. (6.1.38). Analyzing this equation it turns out that H2pxq
takes values only from the interval rδ, γs. Using the same arguments as for the case c0 ¡ 0,
we conclude that the proper choice for the sign in front of the square-root in Eqs. (6.1.34)
and (6.1.36)–(6.1.38) is the bottom sign. The final expression for field profile in the nonlinear
core for the subcase I.b is given by
H2pxq  γ dn
#c
γ2
A
x  dn1

H2p0q
γ
γ2  δ2γ2
 γ2  δ2γ2
+
. (6.1.39)
II. The case q22   0
Here we consider the case of q22   0. As stated at the beginning of this section, in this case,
the integration constant c0 takes only positive values [see Eq. (6.1.16)]. In the following, we
find solutions of the nonlinear wave equation [Eq. (6.1.2)] for this case.
In order to work only with positive quantities in Eq. (6.1.12), in the case of negative
q22 , we will substitute q
2
2 by its negative absolute value |q22 |. This substitution transforms
Eq. (6.1.12) into
dH2b
c0  k20|q22 |H22  k20 a22 H42
 dx. (6.1.40)
We redefine Q given by Eq. (6.1.13a) to be positive. In the case II Q is defined by
Q  k0|q22 | (6.1.41)
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and A is still defined by Eq. (6.1.13b). Using this definition, Eq. (6.1.40) can be written in
the form:
dH2a
Ac0 AQH22 H42
 
c
1
A
dx. (6.1.42)
We rewrite Eq. (6.1.42) in the form of the elliptic integral:
dH2a
pγ2  H22 qpδ2 H22 q
 
c
1
A
dx, (6.1.43)
Comparing the expressions under the square-root on left-hand sides of Eqs. (6.1.42) and
(6.1.43) allows us to find the relations between the new parameters γ and δ and the param-
eters A, Q, and c0:
δ2  
a
A2Q2   4Ac0 AQ
2
(6.1.44a)
γ2  δ2  AQ  
a
A2Q2   4Ac0  AQ
2
(6.1.44b)
The correct choice for the sign in front of the square-roots is again dictated by the
fact that we have assumed that the magnetic field Hy is a real quantity. The solution of
Eq. (6.1.43) is real if both γ and δ are real quantities. Using a similar reasoning as in the
case I.a (see Page 87), by checking the bonding values for δ2, we conclude that the proper
choice of the sign in front of the square-root is the top plus sign. The final expressions for γ
and δ in this case are:
γ2 
a
A2Q2   4Ac0  AQ
2
, (6.1.45a)
δ2 
a
A2Q2   4Ac0 AQ
2
. (6.1.45b)
The following derivation is exactly the same as in the case I.a but we have to keep in
mind that the definitions of γ and δ are reversed [compare Eqs. (6.1.21) and (6.1.45)] and
that Q is defined by Eq. (6.1.41). Equation (6.1.43) is integrated and yields a formula that
is identical to Eq. (6.1.22):» H2pxq
H2p0q
dH2b
pγ2  H22 qpδ2 H2y q
 
c
1
A
x. (6.1.46)
By an analogy to the case presented in I.a, the final expression for the field profile in the
nonlinear core for q2   0 has the form:
H2pxq  δ cn
#c
γ2   δ2
A
x  cn1

H2p0q
δ
 δ2γ2   δ2
  δ2γ2   δ2
+
. (6.1.47)
6.1.2 Summary and unification of the expressions for field profiles
in the nonlinear core
Before proceeding to the derivation of the analytical expressions for the nonlinear dispersion
relations for the metal slot waveguide, we present the summary of the expressions for field
profiles in the slot waveguide core in the form of a table.
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The first column of Table 6.2 presents the results obtained for the subcase I.a, where
q22 and c0 are greater than zero. The second column summarizes the subcase I.b, for which
q22 ¡ 0 and c0   0 and the third column shows the results in the case II, where q22   0, in
which we have shown that the only possibility is c0 ¡ 0 [see Eq. (6.1.16)]. A new quantity
m was introduced that denotes the elliptic function parameter and is equal to the square of
the elliptic modulus k. For more details on elliptic integrals and Jacobi elliptic functions see
Appendices B and C. In Table 6.2, auxiliary parameter s and x0 are introduced in order to
simplify the notation.
During the field profile derivation, it was convenient to consider the case c0 ¡ 0 for
positive and negative values of q22 . By distinguishing these to cases, we were able to define
all the quantities that appeared during the derivation (in particular Q) in such a way that
they are positive. Working with positive quantities only facilitated the choice of the plus or
minus signs whenever it was ambiguous. Actually, cases I.a and II can be merged into one
case using the definition Q  k20q22 . In this case, Q is no longer a strictly positive quantity
and can be both positive and negative. Merging cases I.a and II together allows for reducing
Table 6.2 to only two cases presented in Table 6.3.
Table 6.3 gives the expressions for the magnetic field profiles in the nonlinear core of
the slot waveguides for c0 ¡ 0 and c0   0. Based on this expressions and on the profiles of
the Jacobi elliptic functions cn and dn shown in Appendix C, we can verify the agreement
between the nature of the field profiles obtained analytically and deduced from conditions 1
and 3 on Page 86. For c0 ¡ 0, the magnetic field profile in the core is given analytically
in Table 6.3 in terms of the Jacobi elliptic function cn. From Fig. C.1(a) we see that the
function cn, for values of the parameter m P r0, 1q, takes values between 1 and 1 and
therefore crosses zero. This means that the magnetic field profile for the case c0 ¡ 0 may
possess nodes. This is coherent with the conclusion drawn in point 1 on Page 86. The case
of m  1, for which function cn does not cross zero will be discussed in Section 6.1.4, where
the limiting case of the dispersion relations obtained using the JEM for a single interface
between a metal and a nonlinear dielectric is discussed.
For the case of c0   0, the magnetic field profile in the core is given by Jacobi elliptic
function dn. From Fig. C.1(b), we see that the function dn, takes values from the interval
(0, 1] and therefore never crosses zero. This means that the magnetic field profile for the
case c0   0 can not possess nodes. This is coherent with the conclusion drawn in point 3 on
Page 86.
In Section 6.1.3, without loss of generality, we present the derivation of the dispersion
relations for the nonlinear slot waveguide using in the reduced number of cases following
Table 6.3.
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Quantity \ Case I.a q22 ¡ 0 and c0 ¡ 0 I.b q22 ¡ 0 and c0   0 II q22   0 therefore the only possibility c0 ¡ 0
c0 k
2
0

l,2
1
	2
q21  q22   a22 H20

H20
A 2
k20a2
Q k20q
2
2 k
2
0|q22 |
γ2
?
A2Q2 4Ac0AQ
2
AQ 
?
A2Q24A|c0|
2
?
A2Q2 4Ac0 AQ
2
δ2
?
A2Q2 4Ac0 AQ
2
AQ
?
A2Q24A|c0|
2
?
A2Q2 4Ac0AQ
2
s γ2   δ2 — γ2   δ2
m δ
2
s
γ2δ2
γ2
δ2
s
x0 
b
A
s cn
1

H2p0q
δ
m b Aγ2 dn1 H2p0qγ m bAs cn1 H2p0qδ m
H2pxq δ cn
a
s
A px x0q
m γ dn bγ2A px x0qm δ cn a sA px x0qm
Table 6.2: Comparison of the parameters used in the derivation of the field profiles and of the functions describing the magnetic field
profile in the nonlinear core of the slot waveguide, in case of metal claddings for the three cases considered in Section 6.1.1.
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Quantity \ Case I c0 ¡ 0 II c0   0
q22  β2  l,2 positive or negative positive
c0 k
2
0

l,2
1
	2
q21  q22   a22 H20

H20
A 2
k20a2
Q k20q
2
2
γ2
?
A2Q2 4Ac0AQ
2
AQ 
?
A2Q24A|c0|
2
δ2
?
A2Q2 4Ac0 AQ
2
AQ
?
A2Q24A|c0|
2
s γ2   δ2 —
m δ
2
s
γ2δ2
γ2
x0 
b
A
s cn
1

H2p0q
δ
m b Aγ2 dn1 H2p0qγ m
H2pxq δ cn
a
s
A px x0q
m γ dn bγ2A px x0qm
Table 6.3: Simplified version of Table 6.2, where the number of cases was reduced to two.
Here the distinction between cases is based on the sign of the integration constant c0. The
sign of q22 in case II (c0   0) is deduced from Eq. (6.1.17).
6.1.3 Nonlinear dispersion relations
I. The case c0 ¡ 0
At first, we derive the dispersion relation for nonlinear slot waveguides when c0 ¡ 0. Using
the analytical formula for the field profile in the nonlinear core provided in Table 6.3, the
field profiles in metal claddings given by Eqs. (6.1.4), and Maxwell’s equations [Eqs. (1.5.2)],
we write the continuity conditions for the tangential electromagnetic field components Hy
and Ez at both interfaces between the nonlinear core and the metal cladding:
1. Continuity conditions at x  0:
(a) The continuity condition for the magnetic field component
H1|x0  H2|x0  (6.1.48)
yields
H0  H2p0q. (6.1.49)
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(b) The continuity condition for the tangential electric field component
Ez,1|x0  Ez,2|x0  (6.1.50)
transformed with the use of Eq. (1.5.2c) gives
k0l,2q1
1
H0  dH2
dx

x0 
, (6.1.51)
where, based on the assumption that the nonlinear permittivity change is low,
we substituted 2|x0  by l,2 in the enumerator on the left-hand side.
Equation (6.1.51) allows us to determine the sign of the magnetic field derivative inside
the nonlinear core in the vicinity of its interface (at x  0 ). Knowing that we look
only for the solutions where q1 ¡ 0 (see Eq. (6.1.4a) and Page 85), the metal cladding
permittivity is negative (1   0), and the core permittivity is positive (l,2 ¡ 0) and
using the convention that H0 is positive (see Page 88), we conclude that the sign of
the derivative pdH2{dxq|x0  is negative. This reasoning was used to determine the
sign of the argument of the Jacobi elliptic function in Section 6.1.1 on Page 88.
Equations (6.1.48) and (6.1.51) have already been used in Section 6.1.1 in the deriva-
tion of the expression for the integration constant c0 [see Eqs. (6.1.5) and (6.1.6)].
Therefore, we do not need to take them again into account because they do not bring
any new information and do not result in a new constraint. Nevertheless, now we know
the analytical expression for the magnetic field profile in the nonlinear core that is given
in the first column of Table 6.3. Using this expression, the formulas for the Jacobi el-
liptic function derivatives, and the symmetry properties of Jacobi elliptic functions
(for both derivatives and symmetry properties see Ref. [148] and Appendix C) we can
express Eq. (6.1.51) explicitly:
k0q1
1
H0  δ
l,2
c
s
A
sn
c
s
A
x0
 mdn c sAx0
 m , (6.1.52)
where the parameters m, s, γ, and δ are defined in Table 6.3. We have checked numer-
ically that this equation is an identity for all values of β which confirms the validity
of our JEM formulation.
2. Continuity conditions at x  d:
(a) The continuity condition for the magnetic field component
H2|xd  H3|xd  (6.1.53)
yields
δ cn
c
s
A
pd x0q
 m  Hd. (6.1.54)
(b) The continuity condition for the tangential electric field component
Ez,2|xd  Ez,3|xd  (6.1.55)
transformed with the use of Eq. (1.5.2c), the formulas for the Jacobi elliptic
function derivatives, and the symmetry properties of Jacobi elliptic functions
(see Appendix C) gives
δ3
k0q3l,2
c
s
A
sn
c
s
A
pd x0q
 m dn c sA pd x0q
 m  Hd, (6.1.56)
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where, based on the assumption that the nonlinear permittivity change is low,
we substituted 2|x0  by l,2 in the denominator on the left-hand side.
Comparing the two expressions for Hd given by Eqs. (6.1.54) and (6.1.56), we obtain the
nonlinear dispersion relation in its final form for the case of c0 ¡ 0:
cn
c
s
A
pd x0q
 m  3k0q3l,2
c
s
A
sn
c
s
A
pd x0q
 m dn c sA pd x0q
 m .
(6.1.57)
In order to obtain the dispersion curves for the case c0 ¡ 0, Eqs. (6.1.57) has to be solved
numerically for β for a given set of opto-geometric parameters of the structure (1, l,2, n
p2q
2 ,
3, d) and parameters of light (λ, H0). The values of β that satisfy this equation and the
corresponding field profiles are solutions of our modal problem in the plasmonic nonlinear
slot waveguide configuration.
II. The case c0   0
Here we derive the dispersion relation for nonlinear slot waveguides when c0   0. The method
used here is exactly the same as in the previous case (for c0 ¡ 0). Using the analytical formula
for the field profile in the nonlinear core provided in the second column of Table 6.3, the
field profiles in metal claddings given by Eqs. (6.1.4), and Maxwell’s equations [Eqs. (1.5.2)],
we write the continuity conditions for the tangential electromagnetic field components Hy
and Ez at both interfaces between the nonlinear core and the metal cladding:
1. Continuity conditions at x  0:
(a) The continuity condition for the magnetic field component
H1|x0  H2|x0  (6.1.58)
yields
H0  H2p0q. (6.1.59)
(b) The continuity condition for the tangential electric field component
Ez,1|x0  Ez,2|x0  (6.1.60)
transformed with the use of Eq. (1.5.2c) gives
k0l,2q1
1
H0  dH2
dx

x0 
, (6.1.61)
where, based on the assumption that the nonlinear permittivity change is low,
we substituted 2|x0  by l,2 in the enumerator on the left-hand side.
In the general form [in the case where theH2pxq profile is not specified by any particular
expression], Eqs. (6.1.58) and (6.1.61) are identical to Eqs. (6.1.48) and (6.1.51). In
this general form they have already been used in Section 6.1.1 in the derivation of the
expression for the integration constant c0 [see Eqs. (6.1.5) and (6.1.6)]. Therefore, we
do not need to take them again into account.
Although, if we consider Eq. (6.1.61) for the specific case of c0   0 with the field profile
given by formula Eq. (6.1.39) (corresponding to the second column of Table 6.3), then
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Eq. (6.1.61) is different form Eq. (6.1.51) that was written for the case c0 ¡ 0 and where
the field profile H2 is represented by Eq. (6.1.47) (corresponding to the first column of
Table 6.3). We can express Eq. (6.1.61) explicitly using Eq. (6.1.39), the formulas for
the Jacobi elliptic function derivatives, and the symmetry properties of Jacobi elliptic
functions (see Appendix C). After these operations, Eq. (6.1.61) becomes
k0q1
1
H0  γ
2m
l,2
c
1
A
sn
c
γ2
A
x0
 m
ﬀ
cn
c
γ2
A
x0
 m
ﬀ
. (6.1.62)
We have checked numerically that this equation is an identity for all values of β which
confirms the validity of our JEM formulation.
2. Continuity conditions at x  d:
(a) The continuity condition for the magnetic field component
H2|xd  H3|xd  (6.1.63)
yields
γ dn
c
γ2
A
pd x0q
 m
ﬀ
 Hd. (6.1.64)
(b) The continuity condition for the tangential electric field component
Ez,2|xd  Ez,3|xd  (6.1.65)
transformed with the use of Eq. (1.5.2c), the formulas for the Jacobi elliptic
function derivatives, and the symmetry properties of Jacobi elliptic functions
(see Appendix C) gives
γ23m
k0q3l,2
c
1
A
sn
c
γ2
A
pd x0q
 m
ﬀ
cn
c
γ2
A
pd x0q
 m
ﬀ
 Hd, (6.1.66)
where, based on the assumption that the nonlinear permittivity change is low,
we substituted 2|x0  by l,2 in the denominator on the left-hand side.
Comparing the two expressions for Hd given by Eqs. (6.1.64) and (6.1.66), we obtain the
nonlinear dispersion relation in its final form for the case of c0   0
dn
c
γ2
A
pd x0q
 m
ﬀ
 3m
k0q3l,2
c
γ2
A
sn
c
γ2
A
pd x0q
 m
ﬀ
cn
c
γ2
A
pd x0q
 m
ﬀ
.
(6.1.67)
In order to obtain the dispersion relations for the case c0   0, Eq. (6.1.67) has to be
solved numerically for β for a given set of opto-geometric parameters of the structure (1,
l,2, n2, 3, d) and parameters of light (λ, H0). The values of β that satisfy this equation
and the corresponding field profiles are solutions of our modal problem in the plasmonic
nonlinear slot waveguide configuration. The solutions of Eq. (6.1.67) together with solutions
of Eq. (6.1.57) build the full dispersion diagram for the nonlinear slot waveguide.
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III. Summary of the dispersion relation results
To recapitulate the results of the Jacobi elliptic function based model we gather the expres-
sions for the dispersion relations and field profiles in form of two tables. Table 6.4 presents
the definitions of the auxiliary parameters used in the derivation for both cases: c0 ¡ 0 and
c0   0. Table 6.5 presents the expressions for the dispersion relations and the field profiles
in these two cases.
Quantity \ Case I c0 ¡ 0 II c0   0
q22  β2  l,2 positive or negative positive
c0 k
2
0

l,2
1
	2
q21  q22   a22 H20

H20
A 2
k20a2
Q k20q
2
2
γ2
?
A2Q2 4Ac0AQ
2
AQ 
?
A2Q24A|c0|
2
δ2
?
A2Q2 4Ac0 AQ
2
AQ
?
A2Q24A|c0|
2
s γ2   δ2 —
m δ
2
s
γ2δ2
γ2
Table 6.4: Auxiliary parameters used in the derivation of the formulas for the magnetic field
profiles and for the dispersion relations in the nonlinear slot waveguide in the frame of the
JEM. The sign of q22 in case II (c0   0) is deduced from Eq. (6.1.17).
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Case c0 H2pxq and x0 Dispersion relation
I c0 ¡ 0
x0  
b
A
s cn
1

H2p0q
δ
m
cn
a
s
A pd x0q
 m  3k0q3l,2a sA sn
a
s
A pd x0q
 mdn a sA pd x0q  m
H2  δ cn
a
s
A px x0q
m
II c0   0
x0  
b
A
γ2 dn
1

H2p0q
γ
m
dn
b
γ2
A pd x0q
 m  3mk0q3l,2bγ2A sn
b
γ2
A pd x0q
 m cn bγ2A pd x0q  m
H2  γ dn
b
γ2
A px x0q
m
Table 6.5: Formulas for the magnetic field profiles in the nonlinear core of the slot waveguide and dispersion relations obtained using JEM
for the cases of positive and negative values of the integration constant c0.
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6.1.4 Single-interface limiting cases for fields and dispersion rela-
tions in Jacobi elliptic function based model
In Sections 6.1.1–6.1.3, we have developed the nonlinear dispersion relations for the plas-
monic slot waveguide configuration. In course of the derivation, it was mentioned (see
Page 84) that the for the integration constant c0 equal to zero, the problem of a non-
linear slot waveguide is reduced to a single interface between a metal and a semi-infinite
nonlinear dielectric.
In this section, we will study the nonlinear dispersion relations given in Table 6.5 in the
case c0  0 to show that they reduce to the dispersion relations of plasmon–solitons on a
single interface between a metal and a nonlinear dielectric. The results obtained here for
the limiting case c0  0 will be compared with the results for the single interface between a
metal and a nonlinear dielectric derived in Chapter 3.
First, we simplify the auxiliary parameters (given in Table 6.4) used in the nonlinear
dispersion relations. Expressions for the parameters from Table 6.4 in the limiting case
c0  0 are presented in Table 6.6.
Case I Case II
Quantity c0  0
q22  β2  l,2 positive or negative positive
A 2
k20a2
Q k20q
2
2
γ2 0 AQ
δ2 AQ 0
s δ2 —
m 1 1
Table 6.6: Auxiliary parameters used in the derivation of the formulas for the magnetic field
profiles and for the dispersion relations in the nonlinear slot waveguide in the frame of the
JEM for the single-interface limiting case (c0  0).
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Here we will analyze the the dispersion relations for the two cases (c0 ¡ 0 and c0   0)
in the limiting case c0  0.
1. Case I
We start the analysis by case I from Table 6.5. First, we will rewrite the expressions
for x0 and H2 for c0  0 using the parameters given in Table 6.6:
x0  
c
1
Q
cn1

H2p0q?
AQ
 1 , (6.1.68a)
H2 
a
AQ cn
a
Q px x0q
 1 . (6.1.68b)
We see that for c0  0 the parameter m of Jacobi elliptic functions describing the
magnetic field is equal to 1. For this value of the parameter, Jacobi elliptic functions
become hyperbolic functions (see Table 16.6 in Ref. [109] and Appendix C). Using
Table C.1, Eqs. (6.1.68) become
x0   1
k0q2
sech1
?
a2H2p0q?
2q2


, (6.1.69a)
H2 
c
2
a2
q2 sech rk0q2px x0qs , (6.1.69b)
where we used the physical parameters a2, k0, and q2. Because for the configurations
with a semi-infinite nonlinear medium we considered only q22 ¡ 0 (see discussion on
Page 20) we substituted
a
q22 by q2. Equations (6.1.69) describing the magnetic field
profile H2 in the limiting case for the single interface, becomes identical to Eq. (2.1.24)
which was obtained by solving the nonlinear wave equation [Eq. (2.1.7a) or (6.1.2)] for
the case of a semi-infinite nonlinear medium in the frame of the FBM.
The nonlinear dispersion relation for the case I given in Table 6.5 can be simplified in
a similar manner as the expression for the magnetic field profile. Using Tables 6.6 and
C.1, the nonlinear dispersion equation becomes
sech rk0q2pd x0qs  3q2
l,2q3
tanh rk0q2pd x0qs sech rk0q2pd x0qs (6.1.70)
Canceling the common term with the sech function on both sides of Eq. (6.1.70)
transforms this equation to
tanh rk0q2pd x0qs  l,2q3
3q2
(6.1.71)
Equation (6.1.71) describes the nonlinear dispersion relation for plasmon–solitons on
a single interface (at x  d) between a metal and a nonlinear dielectric. Equa-
tion (6.1.71) is equivalent to Eq. (3.1.4), which gives the dispersion relation for a single
metal/nonlinear dielectric interface obtained using the FBM, taking into account that:
(i) in the frame of the JEM we used the assumption that 2  l,2 in the continuity
conditions used to derive the nonlinear dispersion relations (see Section 6.1.3), (ii) in
the frame of the FBM the interface is located at x  0.
2. Case II
The derivation of the limiting case c0  0 in the case II is very similar to the one pre-
sented for the case I. Likewise, using Tables 6.6 and C.1, the expressions for the mag-
netic field profile in the case II presented in Table 6.5 becomes identical to Eq. (6.1.69).
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Taking the limiting case of the nonlinear dispersion relation in case II presented in Ta-
ble 6.5 yields and equation identical to Eq. (6.1.71).
The analysis presented in this section proves that the results of the JEM for the limiting
case of a single interface between a metal and a nonlinear dielectric are compatible with the
results of the FBM that was derived for structures with a semi-infinite nonlinear medium.
6.2 Interface model
In Section 6.1, we have derived the Jacobi elliptic function based model (JEM) model that
treats the Kerr nonlinearity present in the core of the nonlinear slot waveguide in a simplified
way. In the frame of the JEM, only the transverse electric field component contributed to the
Kerr-type nonlinearity [see Eq. (6.1.1)] and the nonlinear permittivity change was assumed to
be low (αE2x ! l). These assumptions allowed us to obtain analytical formulas (expressed in
terms of Jacobi elliptic functions) for the nonlinear dispersion relations and the field profiles
of the nonlinear modes of the nonlinear slot waveguide structure (see Table 6.5).
In this section, we will present the derivation of a model that is more numerical than the
JEM but treats the Kerr-type nonlinearity in an exact way. The permittivity of the nonlinear
core in the frame of the interface model (IM) is described by [compare with Eqs. (1.6.13)
and (2.3.4)]1
xpxq  zpxq  ypxq  2  l,2pxq   α2

E2xpxq   E2z pxq

. (6.2.1)
Moreover, there is no theoretical limitation of the values of the nonlinear permittivity change.
In the IM, the solutions of Maxwell’s equations are sought numerically, as explained in
the following. The field profiles inside the nonlinear core are found by numerical integration
of Maxwell’s equations that couple the Ex and Ez field components. The novelty of our
numerical method lays in the fact that, the phase space where the solutions are being sought
is reduced by a constraint that is expressed in an analytical form. Below the derivation of
this constraint is presented and the numerical procedure of finding the nonlinear dispersion
relations using the IM is described.
6.2.1 Analytical constraint
The derivation of the IM starts with Eq. (2.3.6) derived in Section 2.3.1 during the discussion
of the nonlinear medium properties in the frame of the exact model (EM). In the frame of
the IM, we will study only standard cubic Kerr-type nonlinearity described by Eq. (6.2.1).
Therefore, we set the parameter κ of the power-law Kerr nonlinearity considered in Sec-
tion 2.3.1 to be equal to two. For κ  2 and for the slot waveguide configuration, with the
parameters given in Fig. 6.1, Eq. (2.3.6) takes the following form:
dEz
dx

2
 pβk0q2E2x  k20l,2
 
E2x   E2z
 k20 α22  E2x   E2z2   C0, (6.2.2)
where the linear permittivity l,2 and the nonlinear parameter α2 of the nonlinear core of
the slot waveguide appear.
1As in the case of the exact model described in Footnote 1 in Section 2.1.1 (Page 18), this assumption
is stronger than the one required to formulate the IM. In our case, it is necessary to consider materials in
which only two diagonal elements of the nonlinear permittivity tensor elements are equal x  z  . The
tensor component y can have arbitrary values because it does not appear in the model derivation.
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In Section 2.3.1, we considered a semi-infinite nonlinear medium for which the magnetic
field Hy and its x-derivative vanish when xÑ 8. We have used these boundary conditions
to set the integration constant C0 in Eq. (2.3.6) to zero. Here we deal with a problem in
which the nonlinear medium is sandwiched between two linear (metal) layers, and therefore
the nonlinear medium has a finite size. In this case, the integration constant can not be set
automatically to zero.
Similar to Section 2.3.1, we compare the right-hand side of Eq. (6.2.2) with the square
of the right-hand side of Eq. (2.3.1a). This time, the comparison gives an equation similar
to Eq. (2.3.9), but with an additional term being the integration constant C0:
22
β2
 22


E2z   l,2
 
E2x   E2z
  α2
2
 
E2x   E2z
2  C0. (6.2.3)
Equation (6.2.3) together with continuity conditions for the tangential components of the
electromagnetic field will be helpful in finding the constraints reducing the phase space where
the solutions of Maxwell’s equations are sought, in order to find the dispersion curves for
the nonlinear slot waveguide configuration.
The left-hand side of Eq. (6.2.3) represents a quantity that is conserved across the trans-
verse (along the x direction) cross-section of the core of the nonlinear slot waveguide. Similar
to Eq. (6.1.3) in the case of the JEM, the expression on the left-hand side of Eq. (6.2.3) is
always equal to the integration constant C0, regardless of the position in the nonlinear core.
We use the continuity conditions for the tangential components of the electromagnetic
field in order to relate the values of the electric field components Ex and Ez at the nonlinear
interfaces to the values of the total electric field amplitude, defined as E  aE2x   E2z , at
these interfaces. The field distributions for the electric field components in the semi-infinite
linear metal regions are found by solving linear wave equations for these components. These
wave equations are derived from Maxwell’s equations [Eqs. (1.5.2)] and read:
d2Ex
dx2
 k20q2kEx  0, (6.2.4a)
d2Ez
dx2
 k20q2kEz  0, (6.2.4b)
where qk denotes a constant value of the qpxq function [defined by Eq. (2.1.7b)] in k-th layer
(for k P t1, 3u). The general solution of these wave equations is a combination of decreasing
and increasing exponential functions of the form Aek0qkx   Bek0qkx. The components of
the electric field in the cladding metal layers are given by:
1. In the left metal region (x   0 — layer 1 in Fig. 6.1):
Ex,1  Axek0q1x, (6.2.5a)
Ez,1  Azek0q1x (6.2.5b)
2. In the right metal region (x ¡ d — layer 3 in Fig. 6.1):
Ex,3  Bxek0q3pxdq, (6.2.6a)
Ez,3  Bzek0q3pxdq. (6.2.6b)
Only one exponential term is present in each of the expressions so that the electric field
decays exponentially for xÑ 8.
The amplitudes of the electric field components at the nonlinear medium interfaces are
defined as follows:
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1. At the left interface (x  0 )
Expx  0 q  Ex,0, (6.2.7a)
Ezpx  0 q  Ez,0 (6.2.7b)
2. At the right interface (x  d)
Expx  dq  Ex,d, (6.2.8a)
Ezpx  dq  Ez,d. (6.2.8b)
The total electric field amplitudes on the left E0 and right Ed interfaces are defined by
E0 
b
E2x,0   E2z,0, (6.2.9a)
Ed 
b
E2x,d   E2z,d. (6.2.9b)
We define E0 and Ed to be positive quantities and therefore, in Eqs. (6.2.9), only the positive
square-roots are considered.
Using the boundary conditions for the tangential electromagnetic field components Hy
and Ez, we relate the amplitudes of the electric field components Ex and Ez on both sides
of each of the interfaces.
1. At the left interface (x  0):
(a) The continuity condition for the magnetic field Hy reads
Hy,1|x0  Hy,2|x0  . (6.2.10)
Inserting Eqs. (1.5.2b), (6.2.5a), and (6.2.7a) into Eq. (6.2.10), we obtain the
relation between the Ex amplitudes on both sides of the left interface:
1Ax  2,0Ex,0. (6.2.11)
(b) The continuity condition for the longitudinal electric field component Ez reads
Ez,1|x0  Ez,2|x0  (6.2.12)
Using Eqs. (6.2.5b) and (6.2.7b) in Eq. (6.2.12), we obtain the relation between
the Ez amplitudes on both sides of the left interface:
Az  Ez,0. (6.2.13)
2. Similar relations are obtained using the continuity conditions at the right interface
(x  d):
(a) From the continuity condition for the magnetic field Hy
Hy,2|xd  Hy,3|xd  (6.2.14)
using Eqs. (1.5.2b), (6.2.6a), and (6.2.8a), we obtain the relation between the Ex
amplitudes on both sides of the right interface:
3Bx  2,dEx,d. (6.2.15)
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(b) From the continuity condition for longitudinal electric field component Ez
Ez,2|xd  Ez,3|xd  (6.2.16)
using Eq. (6.2.6b) and (6.2.8b) in Eq. (6.2.16) we obtain the relation between the
Ez amplitudes on both sides of the right interface:
Bz  Ez,d. (6.2.17)
In order to relate Ax with Az and Bx with Bz, we will use Eqs. (1.5.2b) and (1.5.2c)
assuming that we deal with isotropic materials (x  y  z  ). In the linear layers, these
two equations allow us to relate Ex and Ez components in the following way:
dEx
dx
 k0βEz. (6.2.18)
Using Eqs. (6.2.18), (6.2.5a), and (6.2.5b) in layer 1 (see Fig. 6.1 for layer numbers), we
obtain
Ax  β
q1
Az. (6.2.19)
Inserting Eqs. (6.2.11) and (6.2.13) into Eq. (6.2.19), we obtain a relation between the
amplitudes of the electric field components at the left interface of the nonlinear medium
(x  0 ):
Ex,0  1β
q12,0
Ez,0. (6.2.20)
Likewise, using Eqs. (6.2.18), (6.2.6a), and (6.2.6b) in layer 3, we obtain
Bx   β
q3
Bz. (6.2.21)
Inserting Eqs. (6.2.15) and (6.2.17) into Eq. (6.2.21), we obtain the relation between the
amplitudes of the electric field components at the right interface of the nonlinear dielectric
(x  d):
Ex,d   3β
q32,d
Ez,d. (6.2.22)
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Using Eqs. (6.2.9a) and (6.2.20), we can express the electric field components at the left
interface (Ex,0, Ez,0) as a function of the total intensity at this interface E0:
2
E2x,0 
p1βq2
p2,0q1q2   p1βq2E
2
0 , (6.2.24a)
E2z,0 
p2,0q1q2
p2,0q1q2   p1βq2E
2
0 . (6.2.24b)
Similarly, using Eqs. (6.2.9b) and (6.2.22), we can express the electric field components at
the right interface (Ex,d, Ez,d) as a function of a total intensity at this interface Ed:
E2x,d 
p3βq2
p2,dq3q2   p3βq2E
2
d , (6.2.25a)
E2z,d 
p2,dq3q2
p2,dq3q2   p3βq2E
2
d . (6.2.25b)
Equation (6.2.3) can now be rewritten on each interface in such a way that, it depends
only on the total electric field amplitude at this interface (as a parameter), effective index
β as an unknown and opto-geometric material parameters which are known and fixed for a
given structure. Inserting Eqs. (6.2.24a) and (6.2.24b) into Eq. (6.2.3) taken at x  0 , we
obtain the nonlinear dispersion relation at the left interface (x  0):#
2,0
β

2
 22,0
ﬀ
p1βq2
p2,0q1q2   p1βq2   l,2  
α2
2
E20
+
E20  C0, (6.2.26)
where 2,0 denotes the value of the nonlinear permittivity at the left interface of the core
and is equal to 2|x0   l,2   α2E20 .
Inserting Eqs. (6.2.25a) and (6.2.25b) into Eq. (6.2.3) taken at x  d, we obtain the
dispersion relation at the right interface (x  d):#
2,d
β

2
 22,d
ﬀ
p3βq2
p2,dq3q2   p3βq2   l,2  
α2
2
E2d
+
E2d  C0, (6.2.27)
2Equation (6.2.24a) relates the values of Ex,0 and E0 in the case of a single interface between a nonlinear
dielectric and a metal (two-layer structure). In Section 3.2 we have derived a similar equation [Eq. (3.2.6)]
for the case of a three-layer structure, where the film with the permittivity 3 and thickness d is sandwiched
between a semi-infinite nonlinear cladding with permittivity 1 and linear a semi-infinite linear cladding
with permittivity 4. Here we recall Eq. (3.2.6):
E2x,0 
pβ3Rq2
pβ3Rq2   pq31,0T q2
E20 ,
where the parameters R and T are given by
R  q43 tanhpk0q3dq   q34,
T  q43   q34 tanhpk0q3dq
and 1,0 denotes the value of the nonlinear permittivity at the interface x  0. Taking the limiting case of
d Ñ 0, one reduces the problem to a single interface between the nonlinear dielectric with permittivity 1
and the linear layer with permittivity 4. Using d Ñ 0 in expressions for R and T [tanhpk0q3dq Ñ 0], one
obtains the expression for the Ex field amplitude at the interface x  0
E2x,0 
pβ4q2
pβ4q2   pq41,0q2
E20 .
This expression is equivalent to Eq. (6.2.24a).
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where 2,d denotes the value of the nonlinear permittivity at the right interface of the core
and is equal to 2|xd  l,2   α2E2d .
Equations (6.2.26) and (6.2.27) considered separately give the dispersion relation for a
single interface between a metal and a nonlinear dielectric. In this case, the nonlinear medium
is semi-infinite which means that C0 must be set to zero (see discussion at Page 103; for semi-
infinite medium both Ex and Ez components tend to zero infinitely far from the interface).
Setting C0  0 in Eq. (6.2.26) yields#
2,0
β

2
 22,0
ﬀ
p1βq2
p2,0q1q2   p1βq2   l,2  
α2
2
E20
+
E20  0. (6.2.28)
This equation can be solved analytically for β. The solution depends on the parameters of
the structure (1, l,2, α2, 3) and the electric field amplitude at the interface E0 and is given
by
β 
d
122,0pl,2  1   α22 E20q
p22,0   21qpl,2   α22 E20q  2212,0
. (6.2.29)
Only the positive root is considered because we are interested here in forward propagating
waves only. Equation (6.2.29) can be compared to Eq. (11) in Ref. [68] and Eq. (14) in
Ref. [75] derived for the case of a single metal/nonlinear dielectric interface.3
The solution for a single-interface problem provides a good approximation (in terms
of effective index β and the field profiles) for first-order highly asymmetric modes in the
nonlinear slot waveguides whose field profiles are mostly localized on one interface of the
core (see also the discussion on Page 85). These solutions are invariant with respect to
the waveguide width as they interact strongly only with one of the core interfaces. More
comments and illustrations of this property will be presented in Section 7.1.4, where we
discuss the results for the symmetric nonlinear slot waveguide configuration.
After this digression on the single-interface case, we come back to the derivation of the
constraint limiting the phase space of the solutions of Maxwell’s equations in nonlinear slot
waveguide structures. Comparing the dispersion relations for the single interfaces given by
Eqs. (6.2.26) and (6.2.27), we eliminate the integration constant C0 and obtain the final
equation of the IM:#
2,0
β

2
 22,0
ﬀ
p1βq2
p2,0q1q2   p1βq2   l,2  
α2
2
E20
*
E20 #
2,d
β

2
 22,d
ﬀ
p3βq2
p2,dq3q2   p3βq2   l,2  
α2
2
E2d
+
E2d .
(6.2.30)
Equation (6.2.30) represents the constraint that will be used in the numerical algorithm
computing the dispersion curves presented in Section 6.2.2, in order to reduce the dimension
3Note that in the linear limiting case (α2E20 Ñ 0 and therefore 2,0 Ñ l,2), Eq. (6.2.29) trans-
forms into the dispersion relation for linear plasmons on a single metal/dielectric interface given by
β a1l,2{p1   l,2q (see Eq. (2.14) in Ref. [53]).
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of the parameter space where the solutions of Maxwell’s equations in nonlinear slot waveguide
structures are sought.
It is worth noticing that, in Eq. (6.2.30), neither the wavelength of light λ nor the width
of the waveguide core d appear. This means that the condition given by Eq. (6.2.30) is
identical, regardless of the values of λ and d. This condition depends only on the material
parameters (1, l,2, α2, and 3) and the field intensities at both nonlinear core interfaces
(E0 and Ed). The size of the core and the wavelength will appear in our next step — the
numerical integration of Maxwell’s equations leading to the field profiles in the core of the
waveguide and to the dispersion curves of the plasmonic nonlinear slot waveguide.
As stated before, Eq. (6.2.30) is not a dispersion relation for the slot waveguide modes
but only a constraint that limits the phase space where the solutions in the frame of the IM
can be found. In order to obtain the dispersion relations in the nonlinear slot waveguide, the
field profiles in the core are found by numerical integration of Maxwell’s equations. Maxwell’s
equations are written as a set of coupled equations relating both electric field components
Ex and Ez [Eqs. (2.3.1a) and (2.3.46)]. These equations are recalled here with the notation
adapted for the nonlinear slot waveguide, where the quantities related to the nonlinear layer
have a subscript 2:
dEx
dx
 k0
β2Ez  2α2EzE2x

β  2β
	
2   2α2E2x
,
dEz
dx
 k0

β  2
β


Ex.
(6.2.31a)
(6.2.31b)
In order to prove the scaling properties of the solutions in the nonlinear slot waveguide
configuration we introduce here a normalized transverse coordinate ξ  k0x. Rewriting
Eqs. (6.2.31) using the normalized transverse coordinate yields:
dEx
dξ

β2Ez  2α2EzE2x

β  2β
	
2   2α2E2x
, (6.2.32a)
dEz
dξ


β  2
β


Ex. (6.2.32b)
To find the field profiles in the core and the dispersion relations for the nonlinear slot
waveguide, Eqs. (6.2.32) are integrated in the core of the waveguide:
» Epρq
Ep0q
dExpξq 
» ρ
0
β2pξqEzpξq  2α2EzpξqE2xpξq

β  2pξqβ
	
2pξq   2α2E2xpξq
dξ, (6.2.33a)» Epρq
Ep0q
dExpξq 
» ρ
0

β  2pξq
β


Expξq dξ, (6.2.33b)
where the ξ dependency of all the quantities in explicitly denoted. From Eqs. (6.2.33),
we notice that the field profiles (and therefore the dispersion curves, as it can be seen in
Section 6.2.2) for identical values of the reduced waveguide thickness ρ  k0d  2pid{λ
will be identical. Therefore, we conclude that the dispersion relations for a nonlinear slot
waveguide with given material parameters (1, l,2, α2, and 3) will depend only on the ratio
d{λ and not on the wavelength or the core thickness itself.
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6.2.2 Numerical algorithm and nonlinear dispersion relations
In this section, we present the description of the numerical algorithm that is used to find
the dispersion relation for the modes of a nonlinear slot waveguide in the frame of the IM.
This algorithm uses the shooting method [86] to find solutions of Maxwell’s equations in the
waveguide core and finally the nonlinear dispersion relation for the plasmonic slot waveguide.
In a general case, the numerical procedure would be the following. First, for a given struc-
ture, we fix the parameters E0, Ed, and β and integrate Maxwell’s equations [Eqs. (6.2.31)]
in the waveguide core with the values E0 and β as initial parameters. The results of the
integration are the field profiles Expxq and Ezpxq inside the nonlinear core and, in particular,
the total electric field amplitude at the interface x  d denoted by E(num)d . Next, we verify
if the result of the numerical integration fulfills the conditions resulting from the problem
formulation:
1. If E
(num)
d is equal to the initially fixed value Ed?
2. If the x-derivative of the product of the permittivity and the transverse electric field
2Ex at the interface x  d has the correct sign [the correct sign of this derivative can
be found from the continuity conditions given by Eqs. (6.2.14) and (6.2.16) with the
help of Eq. (2.3.1b)4]?
4The condition for the correct sign of the product of the permittivity and the transverse electric field
2Ex at the right nonlinear core interface (x  d) was not derived yet in course of presentation of our IM.
This derivation is presented here. We start from Eq. (6.2.16):
Ez,2|xd  Ez,3|xd  . (A)
The longitudinal field component Ez can be expressed with the help of Eq. (2.3.1b) as
Ez  1
k0β
dpExq
dx
, (B)
where we consider isotropic medium for which x  z  . In the case of the uniform linear medium (as it
is for layer 3), Eq. (B) simplifies to [compare with Eq. (6.2.18)]
Ez  1
k0β
dEx
dx
. (C)
In the nonlinear medium (layer 2) Eq. (B) is written in the form
Ez  1
k0β2
dp2Exq
dx
. (D)
Inserting Eqs. (C) and (D) into Eq. (A) yields
1
2,d
dp2Exq
dx

xd
 dEx
dx

xd 
. (E)
Equation (E) is now multiplied by Eq. (6.2.15) to give
Ex,d
dp2Exq
dx

xd
 3Bx dEx
dx

xd 
. (F)
Computing the derivative on the right-hand side of Eq. (F) using Eq. (6.2.6a) gives
Ex,d
dp2Exq
dx

xd
 k0q33B2x. (G)
The right-hand side of Eq. (G) is positive as 3 of the metal is negative and all the other quantities there
are positive. Therefore, the sign of the derivative rdp2Exq{dxs|xd must be identical to the sign of Ex,d
This is the condition that is checked in the numerical algorithm.
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3. If the components of electric field at x  d fulfill the conditions given by Eqs. (6.2.25a)
and (6.2.25b)?5
If these three conditions are fulfilled then the triplet (E0, Ed, and β) and the corresponding
field profiles are accepted as a genuine solution of our problem.
In the general case described above, the phase space where the solutions are sought is
three-dimensional and it is spanned by E0, Ed, and β. However, we can separate the problem
into two cases, where we will be able to simplify it and look for the solution spaces with
only two dimensions. The two cases are :
1. The case of symmetric (Ex,0  Ex,d) or antisymmetric solutions (Ex,0  Ex,d)
(for both symmetric and antisymmetric solutions E0  Ed) in a symmetric structure
(1  3). In this case, we look for the solutions of Maxwell’s equations in a two-
dimensional space spanned by E0 and β for each of the cases Ex,0  Ex,d. For
E0  Ed in symmetric structures, Eq. (6.2.30) represents an identity and it is satisfied
for all values of β. Therefore, Eq. (6.2.30) will not provide any help in further reducing
the parameter space where the solutions are sought.
2. The case of either the asymmetric solutions (E0  Ed) in a symmetric nonlinear slot
waveguide structure (1  3) or any solution in an asymmetric structure (1  3).
For these type of solutions, Eq. (6.2.30) is not an identity and results in a constraint
on the three-dimensional space where the solutions are sought. Equation (6.2.30) is
transformed to the form:
p4β
4   p2β2   p0  0, (6.2.34)
where
p4  22,d23E2dp22,0   21q  22,021E20p22,d   23q   fp22,0   21qp22,d   23q, (6.2.35a)
p2  22,021E20p22,d   23q  22,d23E2dp22,0   21q 
22,02,d13p2,d1E20  2,03E2dq  f r22,01p22,d   23q   22,d3p22,0   21qs,
(6.2.35b)
p0  22,022,d13p3E2d  1E20   fq, (6.2.35c)
with
f  l,2pE20   E2dq  
α2
2
pE40   E4dq. (6.2.35d)
This shows that Eq. (6.2.30) is satisfied only by a finite set of β values. Because we
look for forward propagating nonlinear modes and material losses are neglected, the
only physically meaningful solutions of Eq. (6.2.34) are the ones where β is real and
positive. Therefore, the two possible roots are:
β 
d
p2 
a
p22  4p4p0
2p4
, (6.2.36)
Only the real solutions among β are used further in the process of resolution of the
nonlinear problem.
Using Eq. (6.2.30), the three-dimensional space from the general case is now reduced a
two-dimensional space [one for each of the real effective indices given by Eq. (6.2.36)]
5Actually, it is necessary to verify only one of the conditions given by Eqs. (6.2.25a) and (6.2.25b) because
the amplitudes Ex,d and Ez,d are related by Eq. (6.2.9b).
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spanned by E0 and Ed. Therefore, instead of scanning a full three-dimensional space
spanned by E0 and Ed, and β we need to scan only few two-dimensional spaces spanned
by E0 and Ed corresponding to β values being solutions of Eq. (6.2.30) [whose the phys-
ically meaningful solutions are given by Eq. (6.2.36)]. In other words, for a pair (E0,
Ed) we just need to check if the field integration gives good results (i.e., if conditions 1–
3 in Page 109 are fulfilled) for real values among β. If all the conditions are fulfilled
then the triplet (E0, Ed, and β) and the corresponding field profiles are accepted as a
genuine solution of our problem.
Note that here we reduce the phase space of possible solutions in terms of the effective
index β. Another option would be to try to solve Eq. (6.2.30) with respect to E0 or
Ed. However, this way of proceeding would be more cumbersome. It turns out that
Eq. (6.2.30) can be written as a polynomial of E0 (or Ed) in a form E
8
0 r6E60 r4E40 
r0  0. This equation can be reduced to a fourth-order polynomial in E20 , for which
finding solutions is more difficult than in the case of Eq. (6.2.34) that is reducible to
a second-order polynomial equation in β2.
The numerical procedure used to find the dispersion relations in the frame of the IM
is presented schematically in the block scheme in Fig. 6.2. The procedure starts by setting
general parameters of the structure and of the simulation (top of Fig. 6.2). The left part of
Fig. 6.2 presents the details of the solution procedure described in the case 1 on Page 110
and the right part of Fig. 6.2 presents the details of the solution procedure described in the
case 2 on Page 110.
First, we set the opto-geometric parameters of the structure. Then the physical param-
eters and the scanning intervals for E0, Ed, and β are chosen. Solutions with values of any
of these three parameters outside of the boundaries set by initial values (denoted by super-
script ’ini’) and the final values (denoted by the superscript ’end’) will not be found by the
procedure.
Next, the number of steps for the scans in E0, Ed, and β, denoted by NE0 , NEd , and
Nβ , respectively, is set. The numbers of steps and the scanned interval define the resolution
of our algorithm. For instance, the resolution in the effective index β is given by ∆β 
rβpendq  βpiniqs{Nβ . If there exist two modes that are separated by a distance smaller than
∆β, those modes will generally not be found by the scanning procedure for the symmetric
or antisymmetric modes.
There are two other parameters to be set. Nrefine denotes the number of iterations with
which the solution found by the scan is refined using the bisection method. After the solution
was preliminary localized by the scanning procedure, another Nrefine bisection steps are
performed its vicinity. Therefore, the precision with witch the solutions are found, is 2Nrefine
times better than the resolution (for the effective index, the precision is given by ∆β{2Nrefine .
The last parameter is Nintegrate, which defines the maximum number of steps that can be
taken in the procedure of integration of Maxwell’s equations in the nonlinear slot waveguide
core. The procedure we use to integrate Eqs. (6.2.31) is the built-in ordinary differential
equation solver in Scilab called ode.
After having set all the parameters, we check if the structure is symmetric or asym-
metric in terms of metal cladding permittivity. For the symmetric cladding we look first
for symmetric and antisymmetric modes (the case 1 on Page 110) and then search for the
asymmetric modes (the case 2 on Page 110). In the case of asymmetric cladding only the
procedure to find asymmetric modes is used (the case 2 on Page 110). In the following we
present the details of both procedures.
First, we will describe the procedure of finding the symmetric and antisymmetric modes
presented in the left part of the scheme in Fig. 6.2:
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START
set structure parameters: 1, 2, 3, n2, d
set physical parameters: λ, E
(ini)
0 , E
(end)
0 , E
(ini)
d , E
(end)
d , β
(ini), β(end)
set scanning parameters: NE0 , NEd , Nβ , Nrefine, Nintegrate
is 1 = 3?
symmetric or antisymmetric solutions E0 = Ed
set E0 = E
(ini)
0 + i/NE0(E
(end)
0 − E(ini)0 )
set Ed = E0
set β = β(ini) + j/Nβ(β
(end) − β(ini))
integrate Maxwell’s equations inside NSW
refine the solution
is solution co-
herent with the
assumptions?
ACCEPT the solution
is β = β(end)? is E0 = E
(end)
0 ?
asymmetric solutions E0 6= Ed
set E0 = E
(ini)
0 + i/NE0(E
(end)
0 − E(ini)0 )
set Ed = E
(ini)
d + j/NEd(E
(end)
d − E(ini)d )
solve aβ4 + bβ2 + c = 0
integrate Maxwell’s equations inside NSW
refine the solution
is solution co-
herent with the
assumptions?
ACCEPT the solution
is Ed = E
(end)
d ? is E0 = E
(end)
0 ?
END
yes
i = 0
j = 0
yes
no
yes
no
j = j + 1
yes
no
i = i+ 1
no
i = 0
j = 0
yes
no
yes
no
j = j + 1
yes
no
i = i+ 1
Figure 6.2: Block scheme representing the numerical procedure that finds the dispersion
relations for the plasmon–solitons in the nonlinear slot waveguides (NSW) in the frame of
the IM.
1. We set the value of the total electric field amplitude at the left metal/nonlinear dielec-
tric interface E0. For the symmetric and antisymmetric modes Ed  E0.
2. We set the value of the trial effective index β.
3. We integrate Maxwell’s equations [Eq. (6.2.31)] and find the field profiles inside of
the nonlinear slot waveguide core. The initial value of the x-component of the electric
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field Ex,0 is computed using Eq. (6.2.24a). The initial value of the z-component of
the electric field Ez,0 is calculated using Eq. (6.2.24b) [or equivalently Eq. (6.2.9a)].
This however leaves us with the ambiguity about the choice of the sign of the initial
value of the z-component of the electric field Ez,0  
b
E20  E2x,0. This ambiguity is
resolved by looking at the boundary condition for the tangential components of the
electromagnetic field at the interface located at x  0. This condition is expressed
in the form of Eq. (6.2.20). The IM is formulated for positive values of β (forward
propagating waves), q1 (see discussion on Page 85), and 2,0 (dielectric permittivity)
and for negative value of 1 (metal permittivity). Having this in mind, and using
Eq. (6.2.20), we conclude that the electric field components at x  0  have opposite
signs [sgnpEx,0q  sgnpEz,0q].
Therefore, if we choose positive Ex,0 then Ez,0 has to be negative and the sign in front
of the square-root in the expression defining it is a minus sign. We must choose a
plus, in case of a choice of negative Ex,0. Without loss of generality, in all the results
presented for the IM in Chapter 7, we chose the convention Ex,0 ¡ 0.
4. We check if the solution obtained from the integration procedure is coherent with the
conditions 1–3 in Page 109
To verify the Condition 1, we check if the value of the field at the right metal/nonlinear
dielectric interface found in the numerical integration process E
(num)
d is equal to the
value assumed at the beginning Ed. This can be done only up to some numerical
accuracy. Actually, in order to avoid finding minima of ∆Ed  |E(num)d  Ed|, we
compare the values of ∆Ed  E(num)d Ed from the present computational step (step
j) and from the previous computational step (step j  1) (corresponding to βj and
βj1). We accept the solution only if ∆Ed changes its sign. This means that the
solution βsol for this E0 is located somewhere in between βj and βj1. Having found
the interval where the solution βsol is located we repeat steps 2 and 3 inside of the
interval [βj , βj1] using the bisection method [86] with the condition of the change of
the sign of ∆Ed. The bisection procedure is repeated Nrefine times.
After having refined the precision of our solution we proceed to the verification of the
physical condition (conditions 2 and 3 in Page 109) that have to be satisfied by our
solution. Condition 2 relates the sign of the electric field component at the interface
x  d (Ex,d) and the sign of the x-derivative of the product of the permittivity
and the transverse electric field at this interface rdp2Exq{dxs|xd . This condition is
inferred the continuity conditions of the fields at the interface located at x  d given
by Eqs. (6.2.14) and (6.2.16). It is derived in Footnote 4 on Page 109. It states that
for negative cladding permittivity 3 (as it is for the metal cladding studied in this
PhD thesis) the signs of Ex,d and rdp2Exq{dxs|xd must be identical. We check if this
condition is fulfilled for the fields computed numerically. If it is not fulfilled, we discard
the solution. Otherwise, we proceed to the second physical condition (condition 3).
To verify the conditions 3 we check if the absolute values of the amplitudes of the
field components |E(num)x,d | and |E(num)z,d | are coherent with the ones computed using
Eqs. (6.2.25). As a matter of fact, it is enough to check the condition for only one of
the components, because they are related by Eq. (6.2.9b).
5. If all the conditions from the step 4 are fulfilled we accept the solution and proceed to
the next steps in the loops over β and E0.
113
6.2. Interface model
After finishing all the steps in E0 and β scan in the procedure finding symmetric and
antisymmetric solutions, we proceed to the second part of the code that finds asymmetric
solutions. Here we will describe the details of this procedure (case 2 on Page 110) that is
presented right part of the scheme in Fig. 6.2):
1. We set the value of the electric field at the left metal/nonlinear dielectric interface E0.
2. We set the value of the electric field at the right metal/nonlinear dielectric interface
Ed.
3. We solve Eq. (6.2.30) written in the form given by Eq. (6.2.34) for the possible values
of the effective index β. For each of the β values found [see Eq. (6.2.36)], we integrate
Maxwell’s equations [Eqs. (6.2.31)] and find the field profiles inside of the nonlinear
slot waveguide core. The integration procedure is identical to the one described in
Step 3 for the left part of the scheme.
4. We check if the solution obtained from the integration procedure is coherent with
conditions 1–3 in Page 109 (in identical way it is done in the step 4 for the left part
of the scheme).
5. If all the conditions from the step 4 are fulfilled, we accept the solution and proceed
to the next steps in the loops over E0 and Ed.
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T
his chapter presents the results obtained using the two models we have developed for
the nonlinear slot waveguide configuration described in Chapter 6. We will start by
Section 7.1 that presents the results for symmetric structures, in which a nonlinear
dielectric core is sandwiched between two semi-infinite metal regions with identical values of
the metal permittivity on both sides. For these structures, in Section 7.1.1, we will discuss
the obtained nonlinear dispersion diagrams and classify the modes according to the type
of the field profile Hypxq. These symmetric structures show very rich dispersion curves.
Fundamental and higher-order modes can be classified according to their symmetry into:
symmetric, antisymmetric and asymmetric modes. Classification can be done also using a
different criterion: according to the number of nodes. We will distinguish two families: node-
less modes and modes with nodes. In the node-less family, the asymmetric modes appear
from the symmetric modes through the symmetry breaking Hopf bifurcation [151]. The
symmetry breaking of the lowest-order modes in nonlinear slot waveguides was reported in
Ref. [85]. This type of symmetry breaking was also observed in dielectric waveguides with
nonlinear cladding [22, 23, 25, 27, 28] or core [36, 37] and in plasmonic structures with
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metal nonlinareities [97, 98]. It is worth noting that the higher-order modes of nonlinear slot
waveguides found in our work were not predicted before. The symmetry breaking for the
higher-order modes of the node-less family is described in this PhD thesis for the first time.
The mutual comparison between the results obtained using the two models will prove their
validity.
In Sections 7.1.2 and 7.1.3, we will discuss in more detail the field profiles of the modes
existing in nonlinear slot waveguides. The field profiles for the higher-order modes are pre-
sented for the first time. We will present the field transformation along the dispersion curves.
We will mutually compare the field profiles obtained using our two models and discuss the
similarities and the differences between the two approaches.
In Section 7.1.4, guided by the knowledge of the field profiles and the theoretical deriva-
tion presented in Chapter 6, we will present and justify the case in which the first-order
asymmetric mode dispersion curves are approximated by the results obtained using single-
interface models developed in Chapter 2. In Section 7.1.5, we will show a close relationship
between higher-order modes of a nonlinear waveguide that belong to the family with nodes
and their linear counterparts that exist in a similar linear slot waveguide.
Section 7.1.6 will present the study of the influence of the nonlinear core width on the
behavior of the dispersion curves for the symmetric nonlinear slot waveguide. The size effect
on the bifurcation threshold power and mode asymmetry will also be studied. Furthermore,
an interesting behavior of the dispersion curve of the first-order asymmetric mode will be
observed while changing the core width. In Section 7.1.7, we will discus the influence of the
permittivity contrast between the nonlinear core and the metal cladding on the dispersion
curves. A precise choice of either the core width or its linear permittivity turn out to be
crucial in order to be able to obtain low-power nonlinear solutions in the nonlinear slot
waveguide.
Finally, in Section 7.2, the asymmetric slot waveguides will be studied where the asym-
metry is introduced by sandwiching the nonlinear core between metals with different per-
mittivities on each side of the core. No studies of asymmetric nonlinear slot waveguides have
yet been presented in literature. We show that the asymmetry of the waveguide lifts the
degeneracy of the asymmetric modes. We also compare the dispersion curves and the field
profiles of asymmetric structures with these obtained for symmetric structures.
7.1 Symmetric structures
Here we will discuss in detail the dispersion diagrams of symmetric nonlinear slot waveguide
structures. We will start by a comparison of the dispersion plots obtained using the two
models that we have developed: the Jacobi elliptic function based model (JEM) and the
interface model (IM). First, we present the dispersion relations in which the effective index
of the mode β is plotted as a function of the nonlinear refractive index change ∆n averaged
over the width of the waveguide
x∆ny  1
d
» d
0
∆ndx  1
d
» d
0
n
p2q
2 I dx, (7.1.1)
where the intensity I is defined by Eq. (1.7.4). Here we also present a typical field profile for
each of the dispersion curves and classify the modes according to their symmetry and the
number of nodes.
Later, we will present the dispersion relations using various coordinated in order to get
a better understanding of both the properties of nonlinear slot waveguides and the nature
of our models.
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In this section, we will focus on one particular symmetric configuration. We will study
a 0.4-µm-wide hydrogenated amorphous silicon core with permittivity l,2  3.462 and
the second-order nonlinear refractive index n
p2q
2  2  1017 m2/W [134–139]. This core is
embedded between two semi-infinite gold layers with permittivities 1  3  90 [140–142].
The parameters of this configuration are recapitulated in Table 7.1. The light propagating
in the structure has a free-space wavelength λ  1.55 µm. In our modal studies, losses in
metals and dielectric core are neglected. An attempt to estimate the propagation losses in
nonlinear slot waveguide structures is presented in Appendix D. A study of the losses using
the method presented in Section 2.1.5 adapted to nonlinear slot waveguides is presented
there.
Quantity \ Layer 1 2 3
Material gold hydrogenated amorphous silicon gold
Permittivity 1  90 l,2  3.462 3  90
Nonlinearity — n
p2q
2  2  1017 m2/W —
Thickness — d  400 nm —
Table 7.1: Parameters of the symmetric nonlinear slot waveguide structure studied in this
section.
7.1.1 Nonlinear dispersion diagrams
Jacobi elliptic function based model
Figure 7.1 presents the dispersion curves βpx∆nyq of the nonlinear slot waveguide obtained
using the JEM. The horizontal axis is presented in the log scale. The dispersion curves
corresponding to each mode are labeled by symbols denoting the symmetry and the order
of the mode. Typical field profiles corresponding to each of the labeled modes are shown in
Fig. 7.2. We will discuss the character of the dispersion curves and classify the modes using
these two figures.
For low values of nonlinear index modification x∆ny (which is equivalent with low light
intensity and low power), a symmetric mode S0 and an antisymmetric mode AN0 are sup-
ported by the nonlinear slot waveguide structure. These modes are denoted by ‘0’ because
they are the lowest-order modes for a given symmetry. Moreover, these modes are the only
modes that have their low-power counterparts (similar modes exist in linear slot waveguide
with identical opto-geometric parameters as the nonlinear slot waveguide studied here).
Modes of nonlinear slot waveguides that exist in the low-power limit will be called the low-
power modes (even if they exist also for elevated power levels). Figures 7.2(a) and (b) show
the magnetic field profiles for the modes S0 and AN0, respectively. Even if the average non-
linear index modification for the profiles presented in Figs. 7.2(a) and (b) is quite elevated
( 0.1), they have an effective index close to their linear counterparts and the field profiles
still resemble those of the linear modes. The effective index β of these modes are approx-
imately proportional to the nonlinear index modification x∆ny. Because of that β changes
slightly for the average index modification lower then 0.2. For higher x∆ny, the increase of
the effective index is clearly visible. Together with the growth of the effective index of both
S0 and AN0 modes, we observe that with the increase of x∆ny these modes become closer
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in terms of β. The symmetric mode S0 is the mode with the highest effective index (at low
powers) and do not possess nodes. Therefore, it will be called the fundamental mode.
At x∆ny  0.1 an asymmetric mode AS1 bifurcates from the symmetric mode S0.1
This type of behavior is well known in nonlinear slot waveguides and was described in
Ref. [85]. The dispersion curve corresponding to this asymmetric mode is doubly degenerate.
To each point on the curve correspond two asymmetric field profile: one localized on the
left metal/nonlinear dielectric interface (x  0) and the second one localized at the right
metal/nonlinear dielectric interface (x  d). Typical profiles corresponding to this dispersion
curve are shown in Fig. 7.2(c). The two asymmetric field profiles are related by a mirror
symmetry with respect to the center of the core (x  d{2). The effective index β of the
asymmetric mode AS1 grows rapidly with the increase of x∆ny and is always above the
effective index of the symmetric mode S0. For high values of effective index (β ¡ 7) the
dispersion curve of the AS1 mode is no longer smooth. Several last points of this curve are
not calculated precisely with the numerical algorithm used in the JEM. This behavior is
a numerical artifact and is not connected to the physical properties of the nonlinear slot
waveguide studied here.
For larger average nonlinear index modifications (x∆ny ¡ 1) two groups of higher-order
modes appear. The modes belonging to these groups have not been reported yet in literature.
Their dispersion curves and their field profiles are presented in this PhD manuscript for the
first time.
The first group consists of modes that possess nodes in the magnetic field profile Hypxq.
The first mode of this group (S1) appears for x∆ny Á 1.1 at the effective index β  1. For
higher x∆ny, higher-order modes of this group appear and each of them has one node more
than its predecessor. Therefore, the symmetry of these modes alternates between symmetric
and antisymmetric with the increase of the order of the mode. The first mode that appears
in this group of higher-order modes, is a symmetric mode S1. A typical magnetic field
profile of this mode is presented in Fig. 7.2(d) and it possesses two nodes. For higher x∆ny
an antisymmetric mode AN1 with three nodes appears. A typical magnetic field profile of
this antisymmetric mode is presented in Fig. 7.2(f). With the further increase of x∆ny, a
symmetric mode S2 with four nodes and an antisymmetric mode AN2 with five nodes appear
(not visible on the dispersion diagram shown in Fig. 7.1). Typical field plots for these modes
are shown in Figs. 7.2(e) and (g). The higher-order nonlinear modes belonging to the family
with nodes, discussed here [see Fig. 7.2(d)–(g)] are presented in this PhD manuscript for the
first time in the frame of the studied of nonlinear slot waveguides.
In the dispersion plots in Fig. 7.1, modes AN1 and S2 do not appear for β  1. It is
caused by the range of H0 [field intensity at the left metal/nonlinear dielectric interface, see
Eqs. (6.1.4)] scanned in order to obtain this plot. Scanning even higher values of H0 would
allow us to see that, the dispersion curves of the modes AN1 and S2 curves actually start
at β  1 (see also Fig. 7.27 for better understanding).
A number of nodes Nnode in the magnetic field profiles of the symmetric modes SΩ and
the antisymmetric modes ANΩ (here Ω denotes the order of the mode and Ω P t0, 1, 2, . . . u)
can be calculated using the formula
Nnode  2Ω  p, (7.1.2a)
where p denotes the parity of the mode
p 
"
0 for symmetric modes,
1 for antisymmetric modes.
(7.1.2b)
1This type of bifurcation is called the Hopf bifurcation [151].
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Figure 7.1: (a) Nonlinear dispersion curves of the first and the higher-order symmetric (S —
blue), antisymmetric (AN — red), and asymmetric (AS — green) modes for the symmetric
nonlinear slot waveguide obtained using the JEM. (b) Zoom on the region with bifurcations
of the second- and the third-order asymmetric modes. Each curve is labeled with the name
of the corresponding mode. Structure parameters are listed in Table 7.1.
The field profiles of the modes with nodes are similar to the field profiles of a linear slot
waveguide with identical parameters as the nonlinear slot waveguide studied here, except for
the permittivity of the core. The comparison of the dispersion curves and the field profiles
obtained for the linear slot waveguide with core permittivity higher than l,2 is presented in
Section 7.1.5.
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Figure 7.2: Typical magnetic field profiles Hypxq, obtained using the JEM, corresponding to
different dispersion curves indicated in Fig. 7.1. Abbreviations next to the subfigure labels
indicate the dispersion curve to which a given profile corresponds. The color of the profile
allows us to distinguish the mode symmetry: symmetric (S — blue), antisymmetric (AN —
red), and asymmetric (AS — green). For asymmetric doubly degenerate modes the second
profile is shown in gray.
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The second group of the modes that exists only for elevated nonlinear index modifications
(for x∆ny ¡ 1 in the example presented in Fig. 7.1), is a group consisting of the modes that
do not possess any nodes in the Hypxq field profile. Moreover, the modes in this group have
only very high effective indices β Á 5. Neither the dispersion curves nor the field plots of
the modes of this group have already been presented in literature. We are the first to report
their existence and present their dispersion curves and field profiles.
At x∆ny  1.5, a higher-order symmetric node-less mode SI2 appears. A typical field
profile of the SI mode is presented in Fig. 7.2(h). The field profile of this symmetric mode
does not resemble any of the modes found in symmetric linear slot waveguides. It can be
seen as a soliton propagating in the nonlinear core of the slot waveguide. The dispersion
curve of the SI mode resembles a tilted letter ’V ’. It starts at one extremity at low power
and then two branches emerge from this extremity and continue toward higher values of
x∆ny and β.3
Slightly above the appearance of the SI mode, an asymmetric node-less mode AS2 bifur-
cates from the symmetric SI mode. The dispersion curve of this mode starts at the bottom
branch of the SI dispersion curve. For 1.9   x∆ny   2.7, the AS2 dispersion curve lays
slightly below the bottom branch of the SI dispersion curve. For x∆ny ¡ 2.7 it lays between
the two branches of the SI dispersion curve. A typical field profile for the AS2 mode is
presented in Fig. 7.2(j). This curve, similar to AS1 curve, is doubly degenerate. The soliton
peak of the green (gray) profile in Fig. 7.2(j) is located close to left (right) metal/nonlinear
dielectric interface. The Hy field amplitude of the right (left) side-lobe is larger than of the
left (right) side-lobe.
At x∆ny  3.8 another higher-order symmetric node-less mode appears through the fold
bifurcation. It is denoted by SII and its dispersion curve resembles a tilted letter ’U ’. A
typical field profile for this branch is presented in Fig. 7.2(i) and can be seen as two solitons
propagating in the nonlinear waveguide core. This dispersion curve, similar to the one of
SI mode, starts at one extremity at low power and then two branches emerge from this
extremity and continue toward higher values of x∆ny and β.
The asymmetric node-less mode AS3 appears through a symmetry Hopf bifurcation from
the SII mode. This time, in contrast with the SI-AS2 couple, AS3 bifurcates from the top
branch of SII dispersion curve. The dispersion curve of the AS3 mode lays between the two
branches of the SII dispersion curve. A typical field profile for this branch is presented in
Fig. 7.2(k). Similar to the case of SI-AS2 couple, the profile of the AS3 mode presented in
Fig. 7.2 in green (gray) resembles the one from which it bifurcates but is shifted to the right
(left) metal/nonlinear dielectric interface.
Interface model
In Fig. 7.3, the dispersion diagram for the nonlinear slot waveguide with the parameters pre-
sented in Table 7.1, obtained using the IM are presented. Typical field profiles corresponding
to each of the dispersion curves labeled in Fig. 7.3 are presented in Fig. 7.4.
The analysis of the dispersion plot obtained using the IM will be done by comparison
with the results discussed above for the JEM. Comparing Figs. 7.1 and 7.3, one can see
that qualitatively the dispersion curves obtained using both models are very similar. The
2Notice that there is a difference in notation between modes S1 and SI. Symbol S1 (with the Arabic digit
one) denotes the first-order symmetric mode that belongs to the family of the modes with nodes. Symbol SI
(with the Roman digit one) denotes a first-order symmetric modes that belongs to the family of the modes
without nodes. This nomenclature is used also for higher-order symmetric modes in both families.
3The appearance of the modes for which the dispersion curves that have parabolic shape is associated
with so called fold bifurcation [151].
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number of the modes and the character of the dispersion curves agree between the two
models. The same conclusion can be drawn comparing the field plots presented in Figs. 7.2
and 7.4, corresponding to the same modes. The magnetic field profiles obtained using both
models are qualitatively the same. This proves that both models correctly describe the
physical phenomena occurring in the nonlinear slot waveguides. However, the quantitative
description differs between the two models. These discrepancies can be explained by the fact
that the JEM was built using strong assumptions about the nature and the amplitude of
the nonlinear term in Maxwell’s equations (see Pages 82 and 83). The differences between
the JEM and the IM will be discussed in more detail in Section 7.1.3, where we compare
the transformation of the magnetic and the electric field profiles along the dispersion curves
obtained using the two models.
From the quantitative point of view there is several differences between the dispersion
curves obtained using the JEM (Fig. 7.1) and the IM (Fig. 7.3). In the IM, the first bifurca-
tion (appearance of the AS1 mode) occurs at x∆ny  0.067 which is slightly lower than the
value predicted using the JEM. The bifurcation of the AS2 mode occurs at x∆ny  3 and
β  7 which is higher than in the results of the JEM (there x∆ny  1.5 and β  5.2). Simi-
larly, the AS3 mode appears in the IM for both higher x∆ny and β compared to the JEM.
Moreover, the separation between the two branches of the dispersion curves corresponding
to the symmetric node-less modes SI and SII is smaller in the case of the IM than for the
JEM.
On the contrary, for the family of the modes with nodes, the situation is reversed. In
the frame of the IM, all these modes appear for lower values of averaged nonlinear index
modification x∆ny. As a result, for identical range of x∆ny, we observe more higher-order
symmetric and antisymmetric modes with nodes using the IM than predicted by the JEM. In
Fig. 7.4, two additional field profiles are presented for the S3 and AN3 modes. The scanning
parameter range in case of the IM [in the IM the input parameters are E0 and Ed (see
Section 6.2.2); in the JEM the input parameter was H0] allows for observing the appearance
of all the modes of the family with nodes at β  1 (unlike in the JEM where higher-order
modes of this family appeared for higher β values, see Fig. 7.1).
In Fig. 7.3, the dispersion curves of the AN0 and S0 modes terminate at β  8. This is
the result of our numerical procedure that was no longer able to resolve the two solutions
and therefore we were not capable of observing the continuation of this curves. Using the
scanning algorithm with a higher resolution (more scanning steps in β used in the numerical
algorithm presented in Section 6.2.2) would allow us to compute the continuation of these
two curves (see Section 6.2.2 for more details on the numerical procedure used in the IM
and parameters influencing the resolution).4
4By resolution, we understand here the ability of the numerical algorithm to find two solutions that lay
close to each other in terms of β. The algorithm that is able to find solutions that are separated by a smaller
interval ∆β has higher resolution.
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Figure 7.3: (a) Nonlinear dispersion curves of the first and the higher-order symmetric (S —
blue), antisymmetric (AN — red), and asymmetric (AS — green) modes for the symmetric
nonlinear slot waveguide obtained using the IM. (b) Zoom on the region with bifurcations
of the second- and the third-order asymmetric modes. Each curve is labeled with the name
of the corresponding mode. Structure parameters are listed in Table 7.1.
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Figure 7.4: Typical magnetic field profiles Hypxq, obtained using the JEM, corresponding to
different dispersion curves indicated in Fig. 7.3. Abbreviations next to the subfigure labels
indicate the dispersion curve to which a given profile corresponds. The color of the profile
allows us to distinguish the mode symmetry: symmetric (S — blue), antisymmetric (AN —
red), and asymmetric (AS — green). For asymmetric doubly degenerate modes the second
profile is shown in gray.
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Figure 7.5: Direct comparison of the nonlinear dispersion curves obtained using the JEM
(Fig. 7.1) and the IM (Fig. 7.3). For the IM the ratio of maxt|E2x|u{maxt|E2z |u for the
field profiles corresponding to the dispersion curves is indicated using a color code (see plot
legend).
In Fig. 7.5, a direct comparison between the nonlinear dispersion curves obtained using
the JEM (Fig. 7.1) and the IM (Fig. 7.3) is presented. Additionally, for the IM, the ratio of
maxt|E2x|u{maxt|E2z |u for the field profiles corresponding to the dispersion curves is shown.
From this plot we can see that there is a good quantitative agreement between the two models
in the case where maxt|E2x|u{maxt|E2z |u ¡ 6. This is coherent with the assumptions that we
have made while building the JEM. To derive the nonlinear wave equation used in this model
[Eq. (6.1.2)], we assumed that in this model the ratio maxt|E2x|u{maxt|E2z |u " 1. Only in
this case we were able to omit the E2z term in the calculations of the Kerr nonlinearity.
This fact helps us to understand the discrepancies between the results of our two models
and shows that the theoretical approximations we made are coherent with the interpretation
of the results. We notice that the assumption maxt|E2x|u{maxt|E2z |u " 1 is valid only for
the two first modes (S0 and AN0) of the nonlinear slot waveguide at low nonlinear index
modifications (x∆ny À 0.1). Nevertheless, the simple JEM is able to qualitatively predict the
complex behavior of the rich nonlinear dispersion relations for the nonlinear slot waveguides
even for elevated values of x∆ny.
The second assumption that we have made in the JEM was that the nonlinear index
modification x∆ny is much lower than the linear part of the refractive index ?l,2. We see
that, for the range of x∆ny where this assumption is fulfilled (x∆ny   0.1), the results of
our two models are in good agreement.
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Nonlinear dispersion curves in various coordinates
We have thoroughly analyzed the nonlinear dispersion relations obtained using our two
models in the case where the averaged nonlinear index modification x∆ny was used as
abscissa. It is interesting to analyze the dispersion diagrams of the nonlinear slot waveguide
(with the parameters listed in Table 7.1), when other quantities (such as light intensity, power
or electric field amplitude at one of the interfaces between metal and nonlinear dielectric)
are used as abscissa.
From the definition of x∆ny given by Eq. (7.1.1) we notice that this quantity is strictly
proportional to the intensity density in the core (the proportionality constant is n
p2q
2 {d)
Ic 
» d
0
I dx. (7.1.3)
Therefore, we will not discuss in detail the dispersion diagrams plotted as a function of
Ic because they will have exactly the same character as the dispersion plots presented in
Figs. 7.1 and 7.3.
Another important quantity in electrodynamics is the Poynting vector, which describes
the energy flow. The power density in the core is given as the Poynting vector component
parallel to the propagation direction (z component) integrated over the core cross-section:
Pc 
» d
0
Sz dx, (7.1.4)
where the Poynting vector is defined as
S  1
2
<epEHq (7.1.5)
[compare with definitions given by Eqs. (2.1.54) and (2.1.55)].
The nonlinear dispersion curves obtained using both the JEM and the IM, in which
the power density in the core Pc is used as abscissa, are presented in Fig. 7.6. At the first
glance we notice two tacts. First of all, the dispersion curves have different character than
in the dispersion diagrams presented using x∆ny as abscissa. Secondly, the dispersion curves
obtained using both models changed their character in identical way. Both model still provide
qualitatively the same results.
The most striking difference between the dispersion diagrams plotted using x∆ny (Figs. 7.1
and 7.3) and Pc (Fig. 7.6) as abscissa is the change of the inclination of the dispersion curves.
When x∆ny was used as abscissa, the increase of the effective index β was accompanied by a
monotonous increase of the average nonlinear index modification and therefore the intensity
density in the core for all the modes. In the case of Pc used as abscissa, the behavior is no
longer monotonous and is different for different dispersion curves. For modes AN0, S0, AS1,
S1, AN1, and S2, at low effective indices, the power density in the core increases with the
increase of β [see Fig. 7.6(b)]. At a particular value of the effective index (different for each
mode), Pc reaches its maximum and above this β value, Pc decreases with the increase of β.
For modes AN2, S3, and AN3 that belong to the family with nodes and for the asymmetric
node-less modes AS2 and AS3, the power density in the core decreases with the increase
of β in all the range of effective indices. Higher-order symmetric modes from the node-less
family (SI and SII) present a more complex behavior (see Fig. 7.6).
It is also worth noting that in the dispersion diagrams where x∆ny was used as abscissa
(Figs. 7.1 and 7.3), modes of the family with nodes were well separated in terms of x∆ny for
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Figure 7.6: Dispersion curves for the symmetric nonlinear slot waveguide presenting the
effective index β as a function of the power density in the core Pc obtained using (a) the
JEM and (b) the IM. For clarity of the plots and to facilitate mutual comparison the case
of the IM the range of the effective indices shown was reduced and is now identical to these
in the case of JEM (β P r1, 8s). Structure parameters are listed in Table 7.1.
all values of β. In the case where Pc is used as abscissa (Fig. 7.6) we can observe that these
modes become closer to each other in terms of Pc with the increase of the effective index β.
In Fig. 7.7, a dispersion diagrams obtained using the IM is shown, where the total power
density Ptot in the slot waveguide was used as abscissa. The total power density is defined
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Figure 7.7: Dispersion curves for the symmetric nonlinear slot waveguide obtained using the
IM. Dependency of effective index β presented as a function of the total power density Ptot.
Structure parameters are listed in Table 7.1.
as
Ptot 
»  8
8
Sz dx, (7.1.6)
and can be seen as a sum of the power density in the core and in the two metal regions
Ptot  Pc   P1   P3 (7.1.7)
[compare with definition given by Eq. (2.1.57)]. Here P1 and P3 denote the power density
in left and right semi-infinite cladding metal layers, respectively (see Fig. 6.1) and can be
calculated using formulas similar to Eq. (7.1.4). As it can be seen from the definition given
by Eq. (2.1.56), the power density in metal layers is negative due to the negative value of the
metal permittivity. Therefore, the total power density Ptot is lower than the power density in
the core Pc. However, this difference is small because of two reasons. Firstly, the field in the
metal decays exponentially very quickly, with a penetration depth of the order of 0.05 µm.
Secondly, even for identical magnetic field amplitude in the metal and in the dielectric, the
absolute value of the power density in the metal is |metal|{dielectric times lower (in our case
|3|{l,2  90{12  7.5). These theoretical considerations are confirmed, if we compare the
plots in Figs. 7.6(b) and 7.7. These two plots are practically identical and it is difficult to
spot a difference between them. The only visible change occurs for the first-order asymmetric
curve AS1, for very high effective indices. For β  8, the total power density of this mode is
Ptot  7  108 W/m and the power density in the core is Pc  8  108 W/m, which accounts
to about 15 % difference between the two powers densities. A detailed analysis shows that
for low β region the ratio Pc{Ptot is less that 1.05. For modes S0, AN0, and AS1 this ratio
reaches 1.3 for very high values of mode effective indices. For the rest of the modes it stays
at the level 1.05 for all the range of effective indices β.
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Figure 7.8: Dispersion curves for the symmetric nonlinear slot waveguide obtained using the
IM. Dependency of effective index β presented as a function of (a) the intensity density in
the core Ic and (b) the total intensity density in the waveguides Itot. Structure parameters
are listed in Table 7.1.
The situation is similar if we compare the dispersion curves plotted in the coordinates
of the intensity density in the core Ic and the total intensity density Itot in the waveguide.
5
5The total intensity density in the nonlinear slot waveguide is defined by
Itot 
»
 8
8
I dx,
in a similar manner to the total power density [see Eq. (7.1.6)].
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The comparison of these two dispersion diagrams is presented in Fig. 7.8. Here, the total
intensity density Itot is slightly higher than the intensity density in the core Ic due to the fact
that we have defined the light intensity to be positive regardless of the sign of the material
permittivity [see Eq. (1.7.4)]. The ratio Itot{Ic is below 1.05 for the region of low β values.
For the S0, AN0, and AS1 modes, this ratio increases to 1.5 for high values of β. For all the
other modes, it decreases toward 1 with the increase of β.
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Figure 7.9: Dispersion curves for the symmetric nonlinear slot waveguide presented as the
dependency of the effective index β on the total electric field amplitude on the left interface
between metal and nonlinear dielectric E0. Results obtained using (a) the JEM and (b) the
IM. Structure parameters are listed in Table 7.1.
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To conclude this part, we can observe that for the opto-geometric parameters we use in
Figs. 7.6(b) and 7.7, there is no qualitative difference between the dispersion curves plotted
in the coordinates of the total power density Ptot and the power density in the core Pc.
Similarly, there is no qualitative difference between the dispersion diagrams plotted in the
coordinates of the intensity density in the core Ic [Fig. 7.8(a)] and the total intensity density
Itot [Fig. 7.8(b)]. For the configurations where the core width is much smaller than in our
case and comparable with the field penetration depth in the metal, the differences between
such plots are more pronounced [85].
It is equally interesting to look at the dispersion diagrams where the effective index β is
presented as a function of the total electric field amplitude at one of the interfaces between
the metal and the nonlinear dielectric core. Figure 7.9 shows such plots obtained using both
the JEM and the IM. This time, the quantity used as abscissa is not a global quantity as in
the cases of x∆ny, or power and intensity densities.Here we use a local quantity E0 [defined
by Eq. (6.2.9a)], which denotes the total electric field amplitude at the left metal/nonlinear
dielectric interface. The dispersion diagrams plotted using a local quantity as abscissa look
drastically different from the dispersion curves presented using global quantities as abscissa.
The most interesting is the fact that, the asymmetric dispersion curves are no longer de-
generate in this coordinate frame. The pairs of asymmetric field profiles with identical β
value that corresponded to one point in the dispersion curves drawn in the coordinates of
a global quantity [green and gray field profiles in Figs. 7.2(c), (j), (k) and Figs. 7.4(c), (l),
(m)], are now represented by different points on the dispersion diagrams. The field profile
localized at the left core interface (E0 ¡ Ed — gray profile) corresponds to a point located
at the right branch (high E0) of the dispersion curves of asymmetric modes in Fig. 7.9. The
profile localized at the right core interface (E0   Ed — green profile) corresponds to a point
located at the left branch (low E0) of these dispersion curves for identical β value.
At the end of this section, we analyze the plots presenting the dependency of the total
electric field amplitude at the right metal/dielectric interface Ed [defined by Eq. (6.2.9b)] as
a function of the total electric field amplitude at the left interface E0. These plots, obtained
using the JEM and the IM, are presented in Fig. 7.10. They resemble Fig. 3 in Ref. [36]
presenting the nonlinear permittivity modification on the left and right interface of the
nonlinear core in a fully dielectric waveguide with the nonlinear core. These plots show that
in both our models the assumption about the symmetry of the modes is well satisfied. As
expected, for the symmetric and antisymmetric field profiles the values of the electric field
amplitudes on both core interfaces are identical (Ed  E0). For asymmetric profiles, the
green curves in Fig. 7.10 are symmetric with respect to the line Ed  E0, which reflects the
mirror symmetry of the green and gray field plots of asymmetric modes [see Figs. 7.2(c), (j),
(k) and Figs. 7.4(c), (l), (m)]. Parts of the asymmetric curves for low values of Ed and high
values of E0 (bottom right corner) are missing due to the asymmetric scanning range used
in our simulations.
7.1.2 Field profiles obtained using the interface model
In Section 7.1.1, we have described in detail the nonlinear dispersion relations obtained using
the JEM and the IM for the symmetric nonlinear slot waveguide with the parameters shown
in Table 7.1. We have shown that there is a very good qualitative agreement between the
dispersion diagrams and the magnetic field profiles of the modes obtained using the two
models. We have also presented a typical magnetic field profiles for each of the mode in the
dispersion plots. This helped us to classify the modes according to their symmetry and the
number of nodes.
131
7.1. Symmetric structures
106
107
108
109
1010
106 107 108 109 1010
E d
 
[V
/m
]
E0 [V/m]
(a)
AN
S
AS
106
107
108
109
1010
106 107 108 109 1010
E d
 
[V
/m
]
E0 [V/m]
(b)
AN
S
AS
Figure 7.10: Dependency of Ed on E0 for the symmetric nonlinear slot waveguide, with
parameters are listed in Table 7.1, obtained using (a) the JEM and (b) the IM.
In this section and in Section 7.1.3, we will study the field profiles in more detail. We
will present not only magnetic field, but also electric field components, intensity, power (z
component of the Poynting vector), and distribution of the nonlinear index modification in
the core of the nonlinear slot waveguide. Furthermore, we will analyze the transformation
of the field profiles along all the dispersion curves. This study will help us to get a better
understanding of the behavior of the nonlinear dispersion curves. It will also help us to
further understand the differences and discrepancies between the JEM and the IM.
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As we have discussed on Page 125, the theoretical assumptions used to derive the JEM
are not fulfilled by my most of the solutions found in the nonlinear slot waveguide structure.
Therefore, we will present first the field profiles obtained using the IM, as this model is
more suited for nonlinear slot waveguide studies. Because the IM does not use any limiting
assumptions, we use its results as a reference. In Section 7.1.3 the field profiles obtained
using the JEM will be discussed and the comparison between the results of the two models
will be presented.
In Figs. 7.11 and 7.12, the dispersion curves βpE0q obtained using the IM are presented.
These dispersion diagrams show the same dispersion plots as Fig. 7.9(b) but are more de-
tailed. On the dispersion curves presented in Figs. 7.11 and 7.12 points were marked and
labeled. The field profiles corresponding to these points are presented in the following and
will help us to understand the mode transformation along the dispersion curves.
133
7.1.
S
y
m
m
etric
stru
ctu
res
1
3
5
7
9
10
6
10
7
10
8
10
9
10
10
E0 [V/m]
AN0L
S0L
AS1a
AS1b AS1c AS1d
S0a S0b
S0c S0d
AN0a AN0b AN0c
AN0d
S1a
S1d
SIa
S1c
SIb
AN1a
SIc
AS2b
AS2c
S1b
Figure 7.11: Nonlinear dispersion curves βpE0q obtained using the IM for the structure with parameters listed in Table 7.1. Labeled points
on each of the dispersion curves are used in the following to analyze mode transformation along the dispersion curves. The zoom of the
part enclosed in a rectangle marked by a dashed line is presented in Fig. 7.12.
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points on each of the dispersion curves are used in the following to analyze mode transformation along the dispersion curves
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Modes with linear counterparts (low-power modes)
We start by discussing the transformation of the field profiles along the nonlinear dispersion
curves corresponding to the first symmetric mode S0 and the first antisymmetric mode AN0
that originate for low powers and resemble the linear modes of the slot waveguide. These
modes are called the low-power modes even if they exist also in the high power regime.
Figure 7.13 presents the magnetic and electric field components, total electric field amplitude,
intensity and power distribution in the nonlinear slot waveguide with the parameters given
in Table 7.1 for the limiting case n
p2q
2  0. In this limiting case two modes are supported by
the structure: a symmetric mode S0L and and antisymmetric mode AN0L (see Figs. 7.11
and 7.12 for the point labels).
The profiles presented in Fig. 7.13 and all the following plots in this section are computed
using the following scheme. In the frame of the IM, the quantities that are obtained directly
at the output of the numerical procedure are Ex and Ez field components (see Section 6.2.2).
Based on these quantities the magnetic field is calculated using Eq. (1.5.2b), where the
full nonlinear expression for the refractive index given by Eq. (6.2.1) is used. The total
electric field amplitude is simply E  aE2x   E2z (as defined on Page 103). The intensity
distribution6 I is calculated using Eq. (1.7.4) and the power distribution P (equivqlent to
the longitudinal component of the Poynting vector Sz) is computed using Eq. (7.1.5).
In Fig. 7.14, the transformation of the modes S0 and AN0 along their respective dis-
persion curves is presented. In the first two columns, the effect of the increase of E0 (and
therefore the total intensity density defined in Footnote 5 on Page 129) on the S0 mode
is presented and in the last two columns the same effect is presented for the AN0 mode.
In addition to the profiles presented in Fig. 7.13, the distribution of the nonlinear index
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Figure 7.13: Profiles of (a), (e) magnetic field component Hy; (b), (f) electric field compo-
nents Ex (red or blue) and Ez (black); (c), (g) total electric field amplitude E; (d), (h)
intensity I (red or blue) and power P (black). Plots in the top row corresponds to for the
linear fundamental symmetric mode of the slot waveguide (S0L) and in the bottom row to
the linear antisymmetric mode of the slot waveguide (AN0L) (see Figs. 7.11 and 7.12 for the
point labels).
6Here we stress on the fact that, the discontinuity that is observed in the intensity distribution at the
metal/nonlinear dielectric interfaces in plots presented in this section, is a physical effect and not a numerical
artifact.
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modification is presented in the last row of Fig. 7.14. The nonlinear index modification in
the nonlinear dielectric is calculated using the following formula:
∆n  np2q2 I  n0, (7.1.8)
where n0 denotes the linear part of the refractive index and in our case is equal to
?
l,2. In
the linear materials (metal cladding) ∆n  0.
We can see from Fig. 7.14 that, with the increase of the total intensity density, the
amplitudes of the magnetic field, electric field components and the related quantities that
are presented increase. However, there is no qualitative change in the field profiles and all
the profiles (except for the nonlinear index modification) resemble their linear counterparts
presented in Fig. 7.13.
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Figure 7.14: Profiles of (a)–(d) magnetic field component Hy, (e)–(h) electric field compo-
nents Ex (red or blue) and Ez (black), (i)–(l) total electric field amplitude E, (m)–(p)
intensity I (red or blue) and power P (black), (q)–(t) and nonlinear index modification ∆n
corresponding to points (first column) S0c, (second column) S0f, (third column) AN0c, and
(fourth column) AN0f in Figs. 7.11 and 7.12.
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Modes without nodes (node-less modes)
In Fig. 7.15, the transformation of the nonlinear first-order asymmetric node-less mode
AS1 along its dispersion curve is presented, in a way similar to modes S0 and AN0 shown
Fig. 7.14. The total intensity density increases from column one to column three. It is
interesting to observe that the field profiles become more and more asymmetric with the
increase of the total intensity density. In the first column, the ratio between the total electric
field amplitude on the two interfaces Ed{E0 is approximately equal to 2. With the increase
of the mode energy, the intensity on one interface decreases and on the other one increases.
Therefore, the Ed{E0 ratio increases to  4 in the second column and  10 in the third
column. As a result of the increased asymmetry of the field distribution, the mode tends to
be located at one of the interfaces only. Because the light intensity at the other interface
is very weak [see Fig. 7.15(o)], it is justified to assume that strongly asymmetric modes
interact mainly with only one interface. This fact is used in Section 7.1.4 to approximate the
dispersion relation of the AS1 mode by the dispersion relation for a single metal/nonlinear
dielectric interface. This approximation is practical, because the dispersion relations for
single-interface problems are given in an analytical way.
It is interesting to compare the field profiles of the three nonlinear modes AN0, S0, and
AS1 for points at which the total electric field amplitude at the left metal/nonlinear dielec-
tric interface E0 is identical for all three modes (see Figs. 7.11 and 7.12). This comparison
is presented in Fig. 7.16. We observe that for the bifurcation point, to which corresponds
Fig. 7.16(d), the field profiles of the symmetric and asymmetric modes are identical. Moving
away from the bifurcation point causes the increase of the asymmetric field profile asym-
metry. At the bifurcation point, the ratio Ed{E0 for the AS1 mode is equal to 1. Moving
toward lower values of E0, this ratio increases and is approximately equal to 2 for subplot
(c), 4 for subplot (b), and 10 for subplot (a). On the contrary, moving to the higher values
of E0, this ratio decreases and is approximately equal to 1{2 for subplot (e), 1{4 for subplot
(f), 1{20 for subplot (g). Both effects evidence the increase of the AS1 mode asymmetry.
Then we analyze the transformation of the light intensity profiles Ipxq for the three
nonlinear modes (AN0, S0, and AS1) along their dispersion curves. The intensity profiles,
corresponding to the magnetic field profiles presented in Fig. 7.16, are shown in Fig. 7.17.
Here we can observe that for low E0 values [see Figs. 7.17(a)–(c)] the total intensity density of
the mode is much lower for the symmetric and antisymmetric modes than for the asymmetric
mode. At the value of E0 where the bifurcation occurs, the total intensity density of the
three modes is comparable [see Fig. 7.17(d)]. With further increase of E0, value the total
intensity density of the symmetric and antisymmetric modes becomes larger than the total
intensity density of the asymmetric mode [see Figs. 7.17(e)–(g)]. In Fig. 7.17(g), the total
intensity density of the symmetric or antisymmetric mode is twice larger than the one
of the asymmetric mode. This can be also seen from the dispersion diagrams presented
in Section 7.1.1. For high values of β in the dispersion plot βpItotq [see Fig. 7.8(b)], the
symmetric S0 mode and antisymmetric AN0 mode have total intensity density that is two
times larger than the total intensity density of the asymmetric AS1 mode with identical
value of effective index. Similar observation can be made for the dispersion curves βpx∆nyq
or βpPtotq (see Figs. 7.5 and 7.7).
From Fig. 7.17 it can also be seen that the intensity distributions of the symmetric S0
and antisymmetric AN0 modes become more similar with the increase of E0 (and therefore
with the increase of the total intensity density) accompanied by the increase of the effective
index β. This explains the fact that in the dispersion diagrams presented in Section 7.1.1,
the dispersion curves of the S0 and AN0 modes become close to each other for high values
of β.
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The three modes described above (AN0 that belongs to the family with nodes and S0 and
AS0 belonging to the node-less family) have been already reported in nonlinear slot waveg-
uide structures [85]. However, no exhaustive study of their properties has been presented yet.
The analysis presented above is the first that describes in detail the mode transformations
along the dispersion curves.
Below we present a detailed description of the higher-order modes from the node-less
family. The existence of these modes has not been reported previously in literature. The
analysis presented in the following provides the first description of the properties of these
modes.
In Fig. 7.18, the transformation of the field profiles of the higher-order symmetric node-
less mode SI along its dispersion curve is presented. Columns are ordered by increasing
values of total intensity density of the mode, which correspond to the decrease of E0. The
field profile of the SI mode resembles a soliton trapped inside of the core of the nonlinear slot
waveguide. With the increase of the total intensity density, we first observe a slight decrease
of the peak amplitude in the center of the waveguide (columns one to two) and then the
increase of that amplitude (columns two to four). Moreover, we notice that with the increase
of the total mode intensity density the amplitudes close to both metal interfaces decrease
and therefore the side-lobes of the mode become less pronounced. The mode presented in
the second column is the one with the lowest values of β and the lowest total intensity; it
corresponds to the point SIc in Figs. 7.11 and 7.12.
In Fig. 7.19, the transformation of the field profiles of the second-order asymmetric node-
less mode AS2 along its dispersion curve is presented. The mode profile resembles a soliton
propagating in the core of the nonlinear waveguide, similar to the SI mode. The soliton
peak of the AS2 mode is not located at the center of the waveguide, but is shifted to one
side of the waveguide. Columns in Fig. 7.19 are ordered by increasing values of the total
intensity density of the mode, which correspond to the decrease of E0 and the increase of
Ed. The ratio between the total electric field amplitudes Ed{E0 is approximately equal to 2
in the first column, 4 in the second column, and 10 in the third column. This means that
the asymmetry of the mode increases with the increase of its total intensity density. The
increase of the asymmetry is also accompanied by the change of the position of the soliton
peak. The higher the mode asymmetry, the more off-center the soliton peak is located.
The effect of the soliton peak location shift is better visible in Fig. 7.20, where a com-
parison of the magnetic field profiles of the symmetric SI mode and the asymmetric AS2
mode is presented. In each subplot magnetic field profiles are compared for the modes with
identical value of E0 (see Figs. 7.11 and 7.12). In Fig. 7.20, the shift of the soliton peak
is clearly visible, because its position can be directly compared with the position of the
soliton peak of the symmetric mode, which is always located in the center of the waveguide.
Figure 7.20(d) corresponds to the bifurcation point of the asymmetric AS2 mode. At this
point, the total intensity density of the AS2 mode is the lowest and it is identical to the
total intensity density of the symmetric SI mode. Additionally, the Ed{E0 ratio is equal to 1.
With the decrease of the E0 values [moving from the subplot (d) toward the subplot (a)],
the soliton peak of the AS2 mode shifts toward the left metal/nonlinear dielectric interface.
At the same time, the total electric field amplitude at the right interface Ed increases. The
Ed{E0 ratio is approximately equal to 20 in for the subplot (a), 4 for the subplot (b), and 2
for the subplot (c). On the contrary, increasing the E0 values [moving from the subplot (d)
toward the subplot (g)], causes the shift of the soliton peak of the AS2 mode toward the
right metal/nonlinear dielectric interface. We conclude that the soliton peak always shifts
toward the interface at which the total electric field amplitude is lower. The Ed{E0 ratio is
140
7.1. Symmetric structures
 0
 10
 20
 30
 40
-0.2  0  0.2  0.4  0.6
H
y 
[M
A/
m]
x [µm]
(a) - AS1c
 0
 10
 20
 30
 40
-0.2  0  0.2  0.4  0.6
H
y 
[M
A/
m]
x [µm]
(b) - AS1b
 0
 10
 20
 30
 40
-0.2  0  0.2  0.4  0.6
H
y 
[M
A/
m]
x [µm]
(c) - AS1a
-2
 0
 2
 4
-0.2  0  0.2  0.4  0.6
[G
V/
m]
x [µm]
(d) - AS1c Ex
-Ez
-2
 0
 2
 4
-0.2  0  0.2  0.4  0.6
[G
V/
m]
x [µm]
(e) - AS1b Ex
-Ez
-2
 0
 2
 4
-0.2  0  0.2  0.4  0.6
[G
V/
m]
x [µm]
(f) - AS1aEx
-Ez
 0
 1
 2
 3
 4
-0.2  0  0.2  0.4  0.6
E 
[G
V/
m]
x [µm]
(g) - AS1c
 0
 1
 2
 3
 4
-0.2  0  0.2  0.4  0.6
E 
[G
V/
m]
x [µm]
(h) - AS1b
 0
 1
 2
 3
 4
-0.2  0  0.2  0.4  0.6
E 
[G
V/
m]
x [µm]
(i) - AS1a
-20
 0
 20
 40
 60
 80
-0.2  0  0.2  0.4  0.6
[10
15
 
W
/m
2 ]
x [µm]
(j) - AS1c I
P
-20
 0
 20
 40
 60
 80
-0.2  0  0.2  0.4  0.6
[10
15
 
W
/m
2 ]
x [µm]
(k) - AS1b I
P
-20
 0
 20
 40
 60
 80
-0.2  0  0.2  0.4  0.6
[10
15
 
W
/m
2 ]
x [µm]
(l) - AS1a I
P
 0
 0.2
 0.4
 0.6
 0.8
 1
-0.2  0  0.2  0.4  0.6
∆ 
n
x [µm]
(m) - AS1c
 0
 0.2
 0.4
 0.6
 0.8
 1
-0.2  0  0.2  0.4  0.6
∆ 
n
x [µm]
(n) - AS1b
 0
 0.2
 0.4
 0.6
 0.8
 1
-0.2  0  0.2  0.4  0.6
∆ 
n
x [µm]
(o) - AS1a
Figure 7.15: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field compo-
nents Ex (red or blue) and Ez (black), (g)–(i) total electric field amplitude E, (j)–(l)
intensity I (red or blue) and power P (black), (m)–(o) and nonlinear index modification
∆n corresponding to points (first column) AS1c, (second column) AS1b, and (third column)
AS1a in Figs. 7.11 and 7.12.
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Figure 7.16: Profiles of magnetic field Hy for the symmetric S0 mode (blue), antisymmetric
AN0 mode (red), and the first-order asymmetric AS1 mode (green). The subplots present
the transformation of the field profiles at the points labeled by a, b, c, d, e, f, and g indicated
in Figs. 7.11 and 7.12. In all the subplots, the scale was kept identical to see the relative
change of the magnetic field amplitude between the points. In each of the subplots, the total
electric field amplitude at the left metal/nonlinear dielectric interface (E0) is identical for
all three modes.
approximately equal to 1{2 in for the subplot (e), 1{4 for the subplot (f), and 1{25 for the
subplot (g).
In Fig. 7.21, the transformation of the intensity profiles of the symmetric mode SI,
asymmetric mode AS2 and the symmetric mode S17 along their respective dispersion curves
are presented. The subplots are ordered by increasing values of E0. In each of the subplots
the value of E0 for all the three modes is identical. From the intensity profiles presented
in Fig. 7.21, we can observe that the intensity distributions of the symmetric modes SI
and S1 become more similar with the increase of E0. Additionally, the intensity profile of
the asymmetric mode AS2 for high values of E0 also resembles the intensity profiles of the
symmetric modes [see Fig. 7.21(g)]. The AS2 profile has exactly the same main peak of the
7We remind the reader that the symmetric mode SI belongs to the node-less family, whereas the sym-
metric mode S1 belongs to the family with nodes (see Footnote 2 on Page 121).
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Figure 7.17: Profiles of light intensity I for the symmetric S0 mode (blue), antisymmetric
AN0 mode (red), and the first-order asymmetric AS1 mode (green). Each subplot corre-
sponds to the respective subplot in Fig. 7.16. The scale on the vertical axis is not kept
identical in all the subplots in order to be able to observe the features of the intensity
profiles.
soliton as the SI mode, but it has only one instead of two side-lobes at the metal/nonlinear
dielectric interfaces. This explains why the three dispersion curves (SI, AS2 and S1) become
very close to each other for high values of E0 in the dispersion plot presented in Figs. 7.11
and 7.12. Because the three field profiles corresponding to the points SIg, AS2g, and S1h
have very similar values of the total intensity density [see Fig. 7.21(g)], the dispersion curves
of these modes lay close to each other also on the dispersion diagrams where x∆ny or Itot is
used as abscissa (see high β regions of Figs. 7.3 and 7.8).
In Fig. 7.22, the transformation of the symmetric node-less mode SII along its dispersion
curve is presented. The field profile of this mode resembles two solitons trapped in the core of
the nonlinear slot waveguide. The columns are ordered by the increase of the total electric
field amplitude at the left core interface E0. With the increase of E0, the total intensity
density of this mode first decreases (column one to three). In the third column, the mode
profiles at the lowest point of the SII dispersion curve (lowest β and Itot for the SII mode
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Figure 7.18: Profiles of (a)–(d) magnetic field component Hy, (e)–(h) electric field compo-
nents Ex (red or blue) and Ez (black), (i)–(l) total electric field amplitude E, (m)–(p)
intensity I (red or blue) and power P (black), and (s)–(t) nonlinear index modification ∆n
corresponding to points (first column) SId, (second column) SIc, (third column) SIb, (fourth
column) and SIa in Figs. 7.11 and 7.12.
— see point SIIc in Fig 7.12) are presented. With further increase of E0, the total intensity
density of the SII mode starts to grow again (column three to four in Fig. 7.22).
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Figure 7.19: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field compo-
nents Ex (red or blue) and Ez (black), (g)–(i) total electric field amplitude E, (j)–(l)
intensity I (red or blue) and power P (black), and (m)–(o) nonlinear index modification
∆n corresponding to points (first column) AS2c, (second column) AS2b, and (third column)
AS2a in Figs. 7.11 and 7.12.
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Figure 7.20: Profiles of magnetic field Hy for the symmetric SI mode (blue) and the second-
order asymmetric AS2 mode (green). The subplots present the transformation of the field
profiles at the points labeled a, b, c, d, e, f, and g indicated in Figs. 7.11 and 7.12. In all the
subplots the scale is kept identical to see the relative change of the magnetic field amplitude
between the points. In each subplot the value of E0 is identical for both modes.
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Figure 7.21: Profiles of light intensity I for the symmetric SI mode (blue), the second-order
asymmetric AS2 mode (green), and the higher-order symmetric S1 mode with nodes (black).
Each subplot corresponds to the respective subplot in Fig. 7.20 where the Hy profiles for the
node-less modes are presented. The additional plots for the S1 mode presented in the subplots
(a)–(g) correspond to the points on the S1 nonlinear dispersion curve with identical value of
E0 as for the respective SI and AS2 modes. For the S1 mode the field profiles corresponding
to the points labeled b, c, d, e, f, g, and h in Figs. 7.11 and 7.12 are shown. The scale on
the vertical axis is not kept identical in all the subplots in order to be able to observe better
the features of the intensity profiles. In subplot (d) the intensity profiles of the SI and AS2
modes are identical. In subplot (g) the intensity profiles of the SI and S1 modes overlap.
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Figure 7.22: Profiles of (a)–(d) magnetic field component Hy, (e)–(h) electric field compo-
nents Ex (red or blue) and Ez (black), (i)–(l) total electric field amplitude E, (m)–(p)
intensity I (red or blue) and power P (black), and (s)–(t) nonlinear index modification ∆n
corresponding to points (first column) SIIa, (second column) SIIb, (third column) SIIc, and
(fourth column) SIId in Figs. 7.11 and 7.12.
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Figure 7.23: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field compo-
nents Ex (red or blue) and Ez (black), (g)–(i) total electric field amplitude E, (j)–(l)
intensity I (red or blue) and power P (black), and (m)–(o) nonlinear index modification ∆n
corresponding to points (first column) AS3a, (second column) AS3b, and (third column)
AS3c in Figs. 7.11 and 7.12.
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Figure 7.24: Profiles of magnetic field component Hy for the symmetric mode SII (blue) and
the third-order asymmetric mode AS3 (green). The subplots present the transformation of
the field profiles corresponding to the points indicated on the dispersion curve in Figs. 7.11
and 7.12. The labels of the points are given in the subplot legends.
In Fig. 7.23, the transformation of the third-order asymmetric node-less mode AS3 along
its dispersion curve is presented. The field profile of this mode resembles two solitons propa-
gating in the core of the nonlinear slot waveguide, similar to the SII mode. The field profiles
of the AS3 mode are not symmetric and the solitons are shifted toward one of the core inter-
faces. The columns in Fig. 7.23 are ordered by increasing values of E0. The second column
shows the field profiles at the bifurcation point, at which the mode is symmetric and the
total electric field amplitude ratio Ed{E0 is equal to 1. In the first column the asymmet-
ric mode AS3 is shown for which Ed{E0  2. In this case, the peaks of the two solitons
present in the core are shifted toward the left interface. In the third column, a mode that is
a mirror image (symmetry with respect to x  d{2) of the mode shown if the first column
is presented. Here, similar to the case of the asymmetric mode AS2, we conclude that the
soliton peaks shift toward the interface where the total electric field amplitude is lower (both
soliton peaks shift in the same direction). It is worth noting that, the asymmetry of the field
profiles is introduced only by the shift of the positions of the two solitons. There is no visible
asymmetry in the amplitude or the width of the two solitons.
Figure 7.24 shows the comparison of the magnetic field profiles of the symmetric SII
mode and the asymmetric AS3 mode. In each subplot, the value of E0 for both modes is
identical. Subplot (b) corresponds to the bifurcation point at which the two mode profiles
are identical. With the increase [subplot (c)] or the decrease [subplot (a)] of E0 it is clearly
visible that the soliton peaks of the asymmetric mode shift with respect to their positions
in the profile obtained at the bifurcation point [Fig. 7.24(b)].
All the modes described above (except for the antisymmetric low-power mode AN0)
belonged to the node-less family. The analysis of the higher-order modes of this family (SI,
AS2, SII, and AS3) was presented here for the first time. In the next section we will discuss
the properties of the modes that possess nodes in their magnetic field profile Hypxq.
Modes with nodes
Above we have presented a first detailed description of the higher-order node-less modes.
Here we will proceed to the description of the modes belonging to the family with nodes. The
modes of this family (except for the lowest-order AN0 mode [85]) have not been reported
before in nonlinear slot waveguides. We present here the first detailed analysis of their
properties and transformation along their dispersion curves.
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Figure 7.25: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field compo-
nents Ex (red or blue) and Ez (black), (g)–(i) total electric field amplitude E, (j)–(l)
intensity I (red or blue) and power P (black), and (m)–(o) nonlinear index modification ∆n
corresponding to points (first column) S1a, (second column) S1c, and (third column) S1e
in Figs. 7.11 and 7.12. The scale in the subplots presenting the same quantity is not kept
identical for different points in order to improve the visibility of profile features.
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Figure 7.26: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field compo-
nents Ex (red or blue) and Ez (black), (g)–(i) total electric field amplitude E, (j)–(l)
intensity I (red or blue) and power P (black), and (m)–(o) nonlinear index modification ∆n
corresponding to points (first column) AN1a, (second column) AN1b, and (third column)
AN1c in Figs. 7.11 and 7.12. The scale in the subplots presenting the same quantity is not
kept identical for different points in order to improve the visibility of profile features.
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7.1. Symmetric structures
At first, we discuss the symmetric mode that possesses two nodes in the magnetic field
profile and is denoted by S1. The transformation of the field profiles of this mode along its
dispersion curve is presented in Fig. 7.25. Columns are ordered by increasing values of E0
and at the same time with the increasing total intensity density of the mode. The magnetic
field profile of this mode resembles the magnetic field profile of a higher-order linear mode of
a linear slot waveguide with identical parameters as the nonlinear slot waveguide considered
here but with higher core refractive index. The connection between these two modes (and
also between the antisymmetric higher-order modes described later in this section) will be
discussed in Section 7.1.5.
For all the modes of the node-less family, the transverse electric field component Ex had
a higher amplitude than the longitudinal component Ez (see second rows of Figs. 7.15, 7.18,
7.19, 7.22, and 7.23). Therefore, the profile of the total electric field amplitude E resembled
the field profile of the |Ex| component. Because Ex is proportional to Hy [see Eq. (1.5.2b)],
for the node-less modes the profiles of |Hy| and E were similar. For the modes with nodes [S1
(see Fig. 7.25), AN1 (see Fig. 7.26), and higher-order modes with nodes (data not shown)] at
low power, the longitudinal component of the electric field Ez has higher amplitude than the
transverse component Ex [see Figs. 7.25(d) and 7.26(d)], contrary to the node-less modes.
This implies that the total electric field amplitude E has a profile that is closer to the |Ez|
profile than to the |Hy| profile. For higher powers [see subplots (e) and (f) in Figs. 7.25 and
7.26] the amplitudes of the two electric field components become close to each other (for
graphical illustration of the Ex{Ez ratio see also Fig. 7.5).
It is interesting to notice that, for the S1 mode for high intensities (the third column
in Fig. 7.25), the profile of the electric field component Ez changes its character. A single
maximum or minimum in the field profile splits for high E0 into two maxima or minima,
respectively.
Connected to the ratio of Ex and Ez, and equally interesting, is the behavior of the
Epxq, Ipxq, P pxq, and ∆npxq profiles. For low intensities (corresponding to point S1a in
Fig. 7.11 — first column in Fig. 7.25), the Epxq profile has a shape that is close to the
absolute value of the transverse component of the electric |Ez|, because the amplitude of
the longitudinal Ez component is higher than the amplitude of the transverse component
Ex. With the increase of the light intensity, the ratio between the two components becomes
closer to one, and at a certain point (S1c — second column in Fig. 7.25) these component
have equal amplitudes. In this case [as it can be seen from Fig. 7.25(h)], the total electric
field amplitude E, the light intensity I, and the nonlinear refractive index modification ∆n
have flat profiles. This explains a close relation between these field profiles and those of the
linear slot waveguide with identical parameters as the nonlinear slot waveguide considered
here, but with higher core refractive index.8 Increasing E0 (and therefore the total intensity
density) even more, we observe a change of shape of the total electric field amplitude profile
and the related quantities (intensity and nonlinear index modification). In the place where
for low intensities there was a maximum in the profile, now a minimum appears (compare
columns one and three in Fig. 7.25). In other words, the positions of minima and maxima
switch.
Only the power profile of the symmetric S1 mode does not change qualitatively with
the increase of the light intensity. It always has a maximum in the center of the waveguide
and side-lobes at the metal/nonlinear dielectric interfaces (see the fourth row in Fig. 7.25).
8For more detailed analysis of this problem refer to Section 7.1.5. The fact that the mode with a flat
∆n profile is similar to the mode of a linear waveguide with a higher refractive index of the core is not
surprising and can be explained using the self-coherent definition of the nonlinear modes [3]. According to
this definition, the nonlinear mode is a linear mode of a linear (graded refractive index) waveguide that is
induced by the light distribution of this mode.
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Comparing the intensity profile with the power profile we may say that the intensity profile
for low E0 values is ’out of phase’ with respect to power profile [see Fig. 7.25(j)] and becomes
’in phase’ for high E0 values [see Fig. 7.25(l)].
Figure 7.26 presents the field profiles corresponding to three different points on the
nonlinear dispersion curve of the antisymmetric AN1 mode (see Figs. 7.11 and 7.12 for the
location of these points). Columns in Fig. 7.26 are ordered by increasing values of E0 and
at the same time with the increasing total intensity density of the mode. Because this mode
belongs to the same nonlinear family (modes with nodes) as the S1 mode, their behaviors
are very similar. As in the case of the S1 mode, in the profile of the electric field component
Ez of the AN1 mode, the maxima and minima split into two peaks for high light intensities
[see Fig. 7.26(f)]. With the increase of E0 we also observe flattening of the profile of the total
electric field amplitude E (and related quantities) (see rows three to five in Fig. 7.26). The
flattening occurs at higher value of E0 and x∆ny than in the case of the S1 mode. For very
high E0 positions of minima and maxima in the E profile switch [compare Figs. 7.26(g) and
(i)]. The intensity I is ’out of phase’ with the power P for low E0 values [see Fig. 7.26(j)]
and ’in phase’ for high E0 values [see Fig. 7.26(l)], similar to the case of the S1 mode.
The magnetic field profiles of higher-order modes of the family with nodes (S2, AS2, S3,
AS3) are presented in Figs. 7.4(e), (f), (h), and (i). All the modes are presented for the
values of E0 at which their respective effective indices β  4. We observe that the increase
of the mode order causes an increase of the number of nodes in the magnetic field profile,
according to Eq. (7.1.2). The symmetric and antisymmetric modes appear in the alternating
order with the increase of E0. The behavior of these modes with the increase of E0 value
is analogical to the behavior observed for the S1 and AN1 modes in Figs. 7.25 and 7.26.
Therefore, these modes will not be described in detail in this PhD manuscript.
7.1.3 Field profiles obtained using the Jacobi elliptic function based
model
In Section 7.1.2, we have discussed in detail the field profiles obtained using the IM for all
the modes supported by the nonlinear slot waveguide structure with parameters indicated
in Table 7.1. In this section, we present the field profiles obtained using the JEM. We will
not describe them as thoughtfully as it was done in the case of the IM to avoid repetitions.
The study will be done in a comparative way. The similarities and differences between the
field profiles obtained using the JEM and using the IM will be described and explained, in
order to get a better understanding of the nature of our models.
For all the modes in this section, only the field profiles of the magnetic field Hypxq,
electric field components Expxq and Ezpxq and the total electric field amplitude Epxq are
shown. We do not present the profiles that are functions of these basic quantities. The light
intensity is proportional to E2, the power is proportional to H2y and the nonlinear index
modification in the frame of the JEM is proportional to E2x [see Eq. (6.1.1)].
The field profiles presented in this section correspond to the labeled points indicated
on the nonlinear dispersion curves βpH0q shown in Fig. 7.27, where the magnetic field am-
plitude at the left metal/nonlinear dielectric interface (x  0, see Fig. 6.1) H0, defined by
Eq. (6.1.4a), is used as abscissa. The dispersion diagram βpH0q shown in Fig. 7.27 has a
similar character to the dispersion diagram βpE0q that is presented in Fig. 7.9(a). We choose
here to use H0 as abscissa because in the JEM, it is a free parameter that is varied in order
to obtain the nonlinear dispersion curves.
Looking at the dispersion relation presented in Fig. 7.27, we notice that if H0 is used
as abscissa, then the dispersion curves AN1, S2 and of the higher-order modes from the
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family with nodes have negative slope: β deceases with the increase of H0. Because in the
scanning procedure we did not look for solutions with H0 higher than 10
8 A/m, parts of the
dispersion curves AN1 and S2 with low values of β were not found. This explains why, in
other coordinates, it seems that these dispersion curves do not start from β  1 [compare
with Figs. 7.1(a), 7.6(a), and 7.9(a)]. Increasing the scanning range of H0 would allow us to
find the missing parts of these curves. After this digression, we come back to the discussion
of the field profiles obtained using the JEM.
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Figure 7.27: Nonlinear dispersion curves βpH0q obtained using the JEM for the structure with parameters listed in Table 7.1. Labeled
points on each of the dispersion curves are used in the following to analyze mode transformation along the dispersion curves.
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Modes with linear counterparts (low-power modes)
In Fig. 7.28, the profiles of the linear symmetric mode S0L and the linear antisymmetric mode
AN0L are shown in the limiting linear case. These profiles are identical to the corresponding
profiles obtained using the IM presented in Fig. 7.13.
In Fig. 7.29, the field plots of the symmetric mode S0 and the antisymmetric mode AN0
are shown for higher values of the magnetic field on the left interface H0 and therefore higher
total intensity densities. For moderate values of H0, the profiles are presented in the first
and the third column in Fig. 7.29 and they resemble well the corresponding profiles obtained
using the IM shown in the first and the third columns of Fig. 7.14. On the contrary, for very
high H0 values (the second and the fourth column in Fig. 7.29) the field profiles obtained
using the JEM differ qualitatively from the profiles obtained using the IM. We observe that
the profiles of both components of the electric field close to the metal/nonlinear dielectric
interfaces, where the magnetic field is high, become less steep than the corresponding profiles
obtained using the IM. The x-derivative of the Ez component in the nonlinear core, close
to the metal/nonlinear dielectric interfaces changes its sign with the increase of H0. For
low values of H0, it has opposite sign to the x-derivative of Ez in the metal cladding. On
the contrary, for high values of H0, the signs of the x-derivative of Ez on both sides of the
metal/nonlinear dielectric interfaces are identical [compare for example Figs. 7.28(e) and
7.29(h)].
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Figure 7.28: Profiles of (a), (d) magnetic field component Hy; (b), (e) electric field compo-
nents Ex (red or blue) and Ez (black); and (c), (f) total electric field amplitude E. Plots
in the top row corresponds to the linear symmetric mode of the slot waveguide (S0L) and
in the bottom row to the linear antisymmetric mode of the slot waveguide (AN0L) (see
Fig. 7.27 for the point labels).
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Figure 7.29: Profiles of (a)–(d) magnetic field component Hy, (e)–(h) electric field compo-
nents Ex (red or blue) and Ez (black), and (i)–(l) total electric field amplitude E cor-
responding to points (first column) S0c, (second column) S0f, (third column) AN0c, and
(fourth column) AN0f in Fig. 7.27.
Modes without nodes (node-less modes)
The transformation of the profiles of the asymmetric AS1 mode is shown in Fig. 7.30. The
comparison between the results of the JEM and the IM (Fig. 7.15) for this mode results in
conclusions similar to these drawn in for the low-power modes. Close to the bifurcation point
(solution at low power level shown in the first column in Fig. 7.30), the field profiles resemble
those obtained using the IM and shown in the first column in Fig. 7.15. For higher values of
the mode energy (the second and the third column in Fig. 7.30) the magnetic field behaves
in the same way as for the IM but the electric fields in the regions with high magnetic field
intensity have lower amplitudes than for the corresponding profiles in Fig. 7.15. Additionally,
the sing of the x-derivative of Ez close to the metal/nonlinear dielectric interfaces inside of
the nonlinear core changes with the increase of H0 [compare Figs. 7.30(d) and 7.30(f)].
There are two reasons for different behavior of the electric field predicted by our two
models. The fundamental reason it the fact that, in the formulation of the models we did
not use the same expressions for the Kerr nonlinear term. The full Kerr-type nonlinearity
used in the IM [see Eq. (6.2.1)] was approximated by the Eq. (6.1.1) in the JEM. Additionally,
in order to derive the JEM, we have assumed that the nonlinear permittivity change is low
compared to the linear permittivity. These two assumptions are not fulfilled for the modes
presented here, for which Ez is comparable with Ex and the nonlinear permittivity change
is high.
The second reason for the discrepancies between the IM and the JEM is the fact that
the field profiles and the related quantities are computed in a different way. In the IM,
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Figure 7.30: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field compo-
nents Ex (green) and Ez (black), and (g)–(i) total electric field amplitude E corresponding
to points (first column) AS1c, (second column) AS1b, (third column) AS1a in Fig. 7.27. The
total electric amplitude ratio Ed{E0 is approximately equal to 2 for ASc, 4 for ASb and 10
for ASa.
the main parameter in the dispersion relations is the total electric field intensity at one of
the metal/nonlinear dielectric interfaces and at the output of the dispersion procedure, we
obtain the profiles of both electric field components Ex and Ez (see Section 6.2.2). Then,
employing Eq. (1.5.2b), the magnetic field in the waveguide core is calculated using the
formula:
Hy  02c
β
Ex 
0

l,2   α2
 
E2x   E2z

c
β
Ex. (7.1.9)
In the nonlinear case, the magnetic field is not a linear function of Ex but depends also on
the nonlinear permittivity. For very high nonlinear permittivity modification, with which we
deal in this work, the magnetic field profile will be strongly affected by the nonlinear term. In
regions where the nonlinear permittivity modification is high compared to the linear part,
the magnetic field profile amplitude will be larger than in the case of the linear HypExq
dependency.
In the JEM, we proceed in the reverse way. In the formulation of JEM, the only field
component present in the final formulation of the model is the magnetic field component
Hy. Therefore, the quantity that is a direct output of the JEM numerical procedure is the
magnetic field profile Hypxq. Based on the magnetic field profile, the electric field components
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are calculated using Eqs. (1.5.2b) and (1.5.2c) and the simplified treatment of the Kerr
nonlinear term [Eq. (6.1.1)]. The resulting expressions for the electric field components are:
Ex  β
0
 
l,2   a2H2y

c
Hy, (7.1.10a)
Ez  1
0
 
l,2   a2H2y

ω
dHy
dx
. (7.1.10b)
In this case, due to the presence of the nonlinear permittivity in the denominator, in the
regions of high nonlinear permittivity change, the electric field component amplitudes are
lower than in the case of a linear dependency of Ex and Ez on Hy. This is one of the reasons
why the magnetic fields obtained using both models are qualitatively the same, while there
are qualitative differences in the behavior of the electric field components. This effect will
be even more visible for higher-order modes, where the nonlinear permittivity change is of
the same order of magnitude as the linear part of the nonlinear dielectric permittivity.
In Fig. 7.31, a direct comparison of the magnetic field plots is presented for the three
modes S0, AN0, and AS1. In each of the subplots in Fig. 7.31, the values of H0 for all the
modes are identical. The subplots are ordered by increasing values of H0. The transformation
of the magnetic field profiles connected with the increase of H0 that is illustrated in Fig. 7.31,
is the same as in the case of the IM shown in Fig. 7.16, where the field transformation
connected with the increase of E0 was presented.
Figure 7.32 presents the transformation of the higher-order symmetric node-less SI mode
associated with the increase of the mode energy. The field intensity H0 decreases in columns
from left to right, whereas the total intensity density increases. The magnetic field pro-
files predicted by the JEM are in qualitative agreement with those of the IM presented in
Fig. 7.18. However, there is a quantitative difference between the ratio of the soliton peak
Hpeak and the magnetic field intensity at the metal/nonlinear dielectric interfaces (H0  Hd)
obtained using two models. In the magnetic field profiles obtained using the JEM, the ratio
H0{Hpeak is higher than in case of the IM. The profiles of the Ez field component are also
in good agreement with the results of the IM. The agreement between the Ez profiles for
the higher-order node-less modes, obtained using our two modes results from the fact that
in the region where the nonlinear permittivity change (proportional to H2y ) is the largest
(in the center of the waveguide core), the Ez component has its minimum. Therefore, in the
case of the Ez profile the limitation of the JEM discussed on Page 160 is not visible. On the
contrary, the Ex component computed using the IM has a maximum in the center of the
core, just like the magnetic field (see Fig. 7.18). In the frame of the JEM, due to the way
of computing the values of Ex [see Eq. (7.1.10a)] the transverse electric field component Ex
has a minimum in the center of the waveguide core [see Figs. 7.32(d)–(f)]. The Ex and E
profiles obtained using the JEM, instead of a single maximum in the center of the waveguide,
as predicted by the IM, have two maxima and separated by a local minimum in the core
center.
In Fig. 7.33, the transformation of the second-order asymmetric node-less mode AS2
along its dispersion curve is presented. The columns are ordered from left to right by in-
creasing total intensity density (decrease of H0 but increase of Hd). In case of the AS2
mode, we see a qualitative difference of all the field profiles between the results of the JEM
(Fig. 7.33) and the IM presented in Fig. 7.19. The magnetic field profiles obtained with both
models can be interpreted as a soliton trapped in the core of the nonlinear slot waveguide
and shifted toward one of the interfaces. The intensity on the other interface is high due to
the presence of a side-lobe. Comparing the result of the JEM and the IM, we see that in
case of the JEM, the magnetic field amplitude of the right side-lobe Hd is almost equal to
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Figure 7.31: Profiles of the magnetic field component Hy for the symmetric S0 mode (blue),
antisymmetric AN0 mode (red), and the first-order asymmetric AS1 mode (green). The
subplots present the transformation of the field profiles at the points a, b, c, d, e, f, and g
indicated in Fig. 7.27. In all the subplots, the scale was kept identical to see the relative
change of the magnetic field amplitude between the points. In each of the subplots, the
magnetic field amplitude at the left metal/nonlinear dielectric interface (H0) is identical for
all three modes.
the peak amplitude of the soliton Hpeak. On the contrary, in case of the IM, the value of
Hd was much lower than Hpeak. The electric field component Ex in case of the JEM has
complex behavior resulting from Eq. (7.1.10a) and are drastically different than in case of
the IM. Also the Ez component of the electric field changes its behavior. The x-derivative
of this component at the right core interface has different signs between the JEM and the
IM (compare the second row in Figs. 7.33 and 7.19). Consequently, the profiles of the total
electric field amplitude also differ between the two models.
To finish the description of the profiles of the modes belonging to the node-less family,
in Fig. 7.34 we present a direct comparison of the transformation of the symmetric SI
mode and the asymmetric AS2 mode. The subplots are ordered by increasing values of H0.
In each of the subplots, both modes have identical values of H0. Generally speaking, the
transformation has the same character as in case of the IM model (see Fig. 7.20), where
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Figure 7.32: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field compo-
nents Ex (blue) and Ez (black), and (g)–(i) total electric field amplitude E corresponding
to points (first column) SIc, (second column) SIb, and (third column) SIa in Fig. 7.27.
the field transformation connected with the increase of E0 was presented. At the bifurcation
point [Fig. 7.34(d)], the modes SI and AS2 are identical. With the decrease of the magnetic
field amplitude at the left interface H0, the soliton of the asymmetric mode becomes more
localized at the left interface [subplots (a), (b), and (c)]. Increase of H0 causes the shift of
the soliton peak position toward the right interface [subplots (e), (f), and (g)]. The difference
between the two models is visible looking at the ratio of the peak amplitude of the soliton
Hpeak and the higher of the two amplitudes at the core interfaces maxpH0, Hdq. In the JEM,
this ratio is very close to one for all the asymmetric profiles and also for the symmetric
profiles with H0 above the bifurcation point. In case of the IM, ratio Hpeak{maxpH0, Hdq is
always much higher than one.
The description of the node-less modes obtained using the JEM ends here. For the IM, we
have described also higher-order node-less modes. The comparison between the two models
for this profiles gives the same conclusions as these drawn above. Nevertheless, to present
a complete study, the profiles of the higher-order modes from the node-less family obtained
using the JEM are presented and compared with the results of the IM in Appendix E.
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Figure 7.33: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field compo-
nents Ex (green) and Ez (black), and (g)–(i) total electric field amplitude E corresponding
to points (first column) AS2c, (second column) AS2b, and (third column) AS2a in Fig. 7.27.
Modes with nodes
The comparison of the field profiles that belong to the family with nodes will be done
only on one example of the symmetric S1 mode. The transformation of this mode along its
dispersion curve is presented in Fig. 7.35. The comparison of the results of the JEM with
the corresponding field profiles obtained using the IM (presented in Fig. 7.25) shows that for
low mode energy (the first column in Fig. 7.35) all the field profiles are in good agreement.
With the increase of the mode energy the agreement of the field profiles deteriorates. First,
we observe that in the profile of the electric field component Ex, the single minimum in
the center of the waveguide splits into two minima separated by a local maximum [see
Fig. 7.35(e)]. The profile of the total intensity is also different than in the case of the IM
and does not become flat [see Fig. 7.25(h) for the results obtained with the IM]. For very
high total intensity density Itot and effective index β (the third column in Fig. 7.35) all the
field profiles (except for the Ez) are qualitatively different. For the magnetic field profile,
the ratio |Hpeak|{H0 is much closer to one in case of the JEM than for the IM. In case of the
JEM, the maxima and minima of Ex profiles split into two. In the profile of the total electric
field amplitude, each of the two maxima also splits into two with the increase of H0. The
maxima and minima of the Ez profile presented in Fig. 7.35(f) split into two. This behavior
is the same as observed in the corresponding figure obtained using the IM [Fig. 7.25(f)].
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Figure 7.34: Profiles of the magnetic field Hy for the symmetric SI mode (blue) and the
second-order asymmetric AS2 mode (green). The subplots present the transformation of the
field profiles at the points a, b, c, d, e, f, and g indicated in Fig. 7.27. In all the subplots the
scale was kept identical to see the relative change of the magnetic field amplitude between
the points.
The behavior of the higher-order modes of the family with nodes is similar to the S1
mode and will not be discussed in detains. The magnetic field plots for the AN1, S2, and
AN2 modes are presented in Figs. 7.2(e), (f), and (g).
Summary
Recapitulating the results of this section, we observe that the general features of the magnetic
field profiles obtained using the IM and the JEM are similar and lead to the same conclusions
about the nature of the modes of the nonlinear slot waveguide. A closer examination of the
electric field profiles reveals big qualitative differences between the the two models. They do
not have any impact on the dispersion plots, because in the frame of the JEM the dispersion
relations depend only on the magnetic field. These differences reflect the fact that the JEM
was built using assumption about the weak nonlinearity and the weak longitudinal electric
field component compared to the transverse one. Therefore, it could be expected that, in
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the highly nonlinear regime and for the slot waveguide modes for which both electric field
components have comparable amplitudes, the simpler Jacobi elliptic function based model
fails to correctly predict profiles of all the field components. Because of that in Sections 7.1.5–
7.2 we will use only the results of the interface model that describes the physics of nonlinear
slot waveguides more accurately.
7.1.4 Single-interface limit
In Chapter 6, describing the theoretical derivation of the models for nonlinear plasmonic
slot waveguides, we mentioned that in the limiting case, where the integration constants c0
in Eqs. (6.1.3) and (6.1.7) or C0 in Eqs. (6.2.2) and (6.2.26) are equal to zero, we recover
the case of a single interface between a metal and a nonlinear dielectric. Looking at the field
profiles of highly asymmetric modes AS1 (see Fig. 7.15), we see that this mode is mostly
localized at one interface only. Therefore, it can be well approximated by a solution of the
single-interface problem.
In Fig. 7.36, we present the dispersion curves βpPcq for the nonlinear slot waveguide ob-
tained using the JEM and the IM (compare with Fig. 7.6). Additionally to the antisymmetric
(red), symmetric (blue), and asymmetric (green) dispersion curves, black dispersion curves
obtained using single-interface models are presented. In the case of the JEM, the single-
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Figure 7.35: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field compo-
nents Ex (blue) and Ez (black), and (g)–(i) total electric field amplitude E corresponding
to points (first column) AS2c, (second column) AS2b, and (third column) AS2a in Fig. 7.27.
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Figure 7.36: Dispersion diagram for the nonlinear slot waveguide presenting the effective
index β as a function of the power density in the core Pc [defined by Eq. (7.1.4)] obtained
using (a) the JEM and (b) the IM. On both plots dispersion curves presenting single-interface
approximations (computed using the FBM and the EM) are shown in black. For clarity of
the plots, the range of the effective indices shown was reduced to β P r3, 8s.
interface approximation was obtained using the FBM for configurations with semi-infinite
nonlinear medium described in Section 2.1. Effectively, Eq. (3.1.4) for a single interface be-
tween a metal and a nonlinear dielectric was solved using the parameters of our nonlinear
slot waveguide (see Table 7.1). In case of the IM, the corresponding single-interface approx-
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imation was obtained using the EM for configurations with semi-infinite nonlinear medium
described in Section 2.3. The dispersion relation in this case is given by Eq. (6.2.29).
In both cases presented in Fig. 7.36, we see that the single-interface dispersion curves
for low effective indices and low values of Pc are located between the antisymmetric AN0
and symmetric S0 dispersion curves. They intersect with the S0 curves slightly below the
bifurcation points of asymmetric modes AS1. For the values of β above the bifurcation points,
the curves obtained using single-interface models follow the AS1 asymmetric dispersion
curves. The fact that the black curves overlap with the green AS1 curves confirms that the
highly asymmetric AS1 modes (for high effective index β) are well approximated using the
single-interface approach.
In Fig. 7.37, the dispersion curves βpE0q obtained using the JEM and the IM are pre-
sented (compare with Fig. 7.9). Additionally, dispersion curves for the single-interface con-
figuration calculated using the FBM (in case of the JEM) and the EM (in case of the IM) are
depicted in black. In these coordinates, both for the JEM and for the IM, the single-interface
dispersion curve always lays between the antisymmetric AN0 curve and the symmetric S0
curve. For high values of E0, the asymmetric AS1 curve becomes very close to the black
curve, but remains slightly above it.
Looking at Fig. 7.37(a), we observe that indeed, as predicted in Section 6.1 (see Page 94),
the black curve corresponding to the integration constant c0 equal to zero (single-interface
dispersion curve) separates the dispersion plot in two parts. Above the c0  0 curve, only
node-less solutions exist (for negative values of the integration constant c0). Below this
curve, only solutions with nodes appear (for positive values of c0). The same conclusion can
be drawn looking at Fig. 7.37(b). In case of the IM, the numerical results also show that the
dispersion curves are divided in two families: with nodes and node-less. The regions of the
dispersion diagram corresponding to these two families are separated by the curve described
by the equation C0  0 (black curve for the single-interface problem). In the frame of the IM,
we could not prove this property analytically because the field plots in the IM are calculated
numerically.
Finally, instead of using models for configurations with a semi-infinite nonlinear medium
developed in Section 2.1 (the FBM) and Section 2.3 (the EM), we will use only the formulas
found in Sections 6.1 and 6.2 that give us the dispersion relations for the single-interface
problem. In case of the IM, the analytical formula for the dispersion relation for the single-
interface problem is given by Eq. (6.2.29). The effective index of the mode expressed as a
function of the material parameters of the structure and the total electric field intensity at
the interface E0. The curve described by Eq. (6.2.29) is plotted in yellow in Fig. 7.37(b) and
it overlaps well with the black curve obtained using the EM.
In the case of the JEM, the analytical formula for the dispersion relation of a single
metal/nonlinear dielectric interface problem is given by Eq. (6.1.10). In this equation, as in
the entire formulation of the JEM, the primary parameter is the magnetic field amplitude
at the interface H0. Therefore, to be able to show the dependency described by Eq. (6.1.10),
we need to use the coordinates where the effective index is presented as a function of the
magnetic field amplitude at the interface H0. This plot is presented in Fig. 7.38 (compare
with Fig. 7.27). We observe that in these coordinates the dispersion relations calculated using
the FBM (balck curve) and the yellow curve described by Eq. (6.1.10) overlap perfectly. The
single-interface dispersion curve, which corresponds to the limiting case c0  0 divides the
dispersion plot βpH0q into the regions corresponding to the node-less family and the family
with nodes.
In all the plots presented in this section, in the region of high effective indices, the
dispersion curves of the AS1 mode overlap with the curves obtained using single-interface
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Figure 7.37: Dispersion diagram for the nonlinear slot waveguide presenting the effective
index β as a function of the total electric field amplitude on the left interface between the
metal and the nonlinear dielectric E0. Results obtained using (a) the JEM and (b) the
IM. In both plots, dispersion curves presenting single-interface approximation (computed
using the FBM and the EM) are shown in black. Additionally, in the figure presenting the
dispersion relation for the IM, the curve corresponding to the analytical expression for the
single-interface dispersion relation [Eq. (6.2.29)] is shown in yellow.
approximations. This confirms our hypothesis (formulated on Pages 85 and 107) that highly
asymmetric modes AS1 can be approximated by solutions obtained using the corresponding
single-interface models.
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Figure 7.38: Dispersion diagram obtained using the JEM for the nonlinear slot waveguide
presenting the effective index β as a function of the magnetic field amplitude on the left
interface between the metal and the nonlinear dielectric H0. Dispersion curves presenting
single-interface approximation obtained using FBM is shown in black. Additionally, the
curve corresponding to the analytical expression for the single-interface dispersion relation
[Eq. (6.1.10)] is shown in yellow.
7.1.5 Relation between nonlinear modes with nodes and their linear
counterparts
In Section 7.1.2, while discussing the field profiles of the modes belonging to the family
with nodes, we noticed that they resemble higher-order modes of linear slot waveguides with
parameters similar to the nonlinear slot waveguide studied in Section 7.1.2. In this section,
we will explain the origin of the similarities between these nonlinear and linear modes.
In Fig. 7.39, we remind the nonlinear dispersion curves obtained using the IM for our
nonlinear slot waveguide with the following parameters: core thickness d  0.4 µm, core
permittivity l,2  3.462, second-order nonlinear refractive index np2q2  2  1017 m2/W,
metal permittivities 1  3  90 at a free-space wavelength λ  1.55 µm (parameters
identical to these used in Sections 7.1.1 and 7.1.2 and presented in Table 7.1). This plot is
a part of a previously presented plot in Fig. 7.3.
From the analysis of the dispersion curves of the symmetric mode S1 and the antisym-
metric mode AN1 belonging to the family with nodes presented in Section 7.1.2 at Page 153,
we know that there is one point on each of these curves where the nonlinear index mod-
ification profiles induced by these modes are flat [see Figs. 7.25(h) and 7.26(h) obtained
using the IM]. These points can be easily found using the numerical procedure to obtain
the dispersion curves in the frame of the IM, which is described in Section 6.2.2. If we relax
the physical condition that requires the amplitudes of the electric field component obtained
by the numerical integration of Maxwell’s equations Enumx,d and E
num
z,d to be in agreement
with the values given by Eqs. (6.2.25) (see condition 3 on Page 109), then spurious modes
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Figure 7.39: Nonlinear dispersion diagram for the symmetric nonlinear slot waveguide show-
ing the effective index of the mode β as a function of the averaged nonlinear refractive index
modification x∆ny defined by Eq. (7.1.1). Small portions of dispersion curves of spurious
modes are shown in yellow and help to locate the point at which modes with nodes induce
a flat refractive index distribution.
 1
 2
 3
 4
 5
 6
0.001 0.01 0.1 1 4
β
∆nlin
Figure 7.40: Dispersion curves for the linear slot waveguide with identical parameters as our
nonlinear slot waveguide showing the effective index of the mode as a function of the linear
refractive index increase ∆nlin. See the text for more details.
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Figure 7.41: A comparison of the nonlinear (red, blue and green curves) and the linear
dispersion plots (black curves) of the symmetric slot waveguides from Figs. 7.39 and 7.40. In
case of the linear waveguide x∆ny is equivalent to ∆nlin. Small portions of dispersion curves
of spurious modes are shown in yellow and help to locate the point at which modes with
nodes generate flat refractive index distribution. See the text for more details.
are found by the numerical procedure (unphysical modes, not fulfilling all the assumptions).
These spurious modes have flat nonlinear index modification distributions all along their
dispersion curves and they intersect with the modes of the family with nodes in the points
where the index distribution corresponding to the genuine nonlinear modes is flat (this prop-
erty is found empirically). Small portions of the dispersion curves of these spurious modes
are shown in Fig. 7.39 (yellow curves) in order to locate the points corresponding to the
genuine nonlinear modes that induce a flat nonlinear index distribution. At these points,
we expect the field profiles of the modes of the nonlinear slot waveguide to be the most
similar to the profiles of the modes of the linear slot waveguide with identical parameters
but higher core refractive index. We base this expectation on the self-coherent definition of
nonlinear modes. This definition was introduced by Townes and co-workers in Ref. [3] and
it defines a nonlinear mode as a linear mode of a linear (graded refractive index) waveguide
that is induced by the light distribution of this mode. According to this definition, there
is no difference between the nonlinear modes of the nonlinear slot waveguide for which the
nonlinear index modification has a flat distribution and the linear modes of the waveguide
with higher refractive index of the linear core. In the following, we will verify the validity of
this definition for modes of the nonlinear slot waveguide.
To this end, we analyze another type of dispersion relations. Consider a linear slot waveg-
uide: a linear dielectric core sandwiched between two metal regions. The parameters of this
waveguide are given by: metal permittivities 1  3  90 and the core refractive in-
dex is given by n  n0   ∆nlin  3.46   ∆nlin and the core thickness d  0.4 µm. The
parameters 1, 3 and n0  ?l,2 are identical to these in the case of the nonlinear waveg-
uide studied here (see Table 7.1). Figure 7.40 presents the dispersion diagram of the linear
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Figure 7.42: A comparison of (a), (d) Hypxq; (b), (e) Expxq; and (c), (f) Ezpxq for the
nonlinear modes S1 (blue curve) (first row) and AN1 (red curve) (second row) at the points
where the refractive index distribution is flat (intersection of yellow and blue or red dispersion
curves in Figs. 7.39 and 7.41) and the normalized profiles of their linear counterparts (black
curves).
slot waveguide with core index n  n0   ∆nlin where the effective index β is plotted as a
function of ∆nlin. We notice that this linear dispersion diagram is similar to the dispersion
plot of the nonlinear slot waveguide shown in Fig. 7.39. For the core with index n  n0
only two modes are present and they are the linear counterparts of the modes S0 and AN0.
With the increase of the core index n, the effective index of these modes increases and they
become closer to each other. At ∆nlin  0.1, a higher-order linear mode appears that is
a counterpart of the S1 mode. For ∆nlin  2 and ∆nlin  3.5, another two higher-order
modes appear. They are linear counterparts of the AN1 and S2 modes. The effective index
of these modes increases rapidly with the increase of ∆nlin. The only modes not present in
the linear dispersion curves are the asymmetric modes AS1, AS2, etc. and the symmetric
node-less modes SI, SII, etc. The asymmetric modes can not be observed in the linear case
because nothing breaks the symmetry in the symmetric linear slot waveguide. The node-less
symmetric modes are not supported by the linear slot waveguide because they have purely
nonlinear solitonic character (see Figs. 7.18 and 7.22 in Section 7.1.2).
A direct comparison between the nonlinear and the linear dispersion diagrams presented
in Figs. 7.39 and 7.40, respectively, is shown in Fig. 7.41. The dispersion curves of the
nonlinear modes AN0 and S0 overlap with the corresponding linear dispersion curves only
for low x∆ny values. The nonlinear modes increase their effective indices β faster than the
linear modes. In case of higher-order modes S1, AN1 and S2, the dispersion curves of the
linear modes lay below the corresponding nonlinear modes. There is only one common point
between these curves and it is, as expected, the point where the index distribution in the
nonlinear core is flat.
The comparison of the field profiles Hypxq, Expxq, and Ezpxq for nonlinear S1 and AN1
modes at the point where the nonlinear index distribution is flat (intersection of yellow and
blue or red dispersion curves in Fig. 7.39 and 7.41) and the corresponding linear modes (for
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identical β value) is presented in Figs. 7.42. We observe that the nonlinear profiles overlap
perfectly with the profiles of the linear modes normalized to the same amplitude as the
nonlinear modes.
The results presented in this section prove that the modes with nodes found in the
nonlinear slot waveguides are close to the modes of the linear slot waveguide with similar
opto-geometric parameters. We have explained the similarities between these nonlinear and
linear modes using the self-coherent definition of nonlinear modes introduced in Ref. [3].
7.1.6 Core width study
In this section, we study the influence of the core width on the behavior of the dispersion
curves of the nonlinear slot waveguides. The material parameters used here will be identi-
cal to these in the previous section: core permittivity l,2  3.462, second-order nonlinear
refractive index n
p2q
2  2  1017 m2/W, metal permittivities 1  3  90 at a free-space
wavelength λ  1.55 µm (see also Table 7.1). The core width will be varied here.
In Figs. 7.43–7.46, we present the nonlinear dispersion diagrams for the nonlinear slot
waveguide with the core widths d equal to 100 nm, 200 nm, 400 nm, and 800 nm obtained
using the IM. The comparison of these curves illustrates the influence of the core width on
the dispersion curves of all the modes. In order to facilitate the mutual comparison of the
dispersion curves, all the plots were drawn using identical x∆ny range and β range (except
for Fig. 7.46 where the range of β is reduced).
At first, we analyze the low-power modes of the nonlinear waveguides (modes which start
from the limiting linear case for very low levels of x∆ny). For d  100 nm (Fig. 7.43), there
is only one such mode. It is the fundamental symmetric node-less mode that exists in metal
slot waveguides regardless of the core thickness. With the increase of the thickness to 200 nm
(Fig. 7.44), a second low-power mode appears. It is the antisymmetric mode with one node
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Figure 7.43: Dispersion relations for the nonlinear slot waveguide with the core thickness
d  100 nm.
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Figure 7.44: Dispersion relations for the nonlinear slot waveguide with the core thickness
d  200 nm.
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Figure 7.45: Dispersion relations for the nonlinear slot waveguide with the core thickness
d  400 nm.
in the Hy profile. It is interesting to notice that in the case of d  100 nm, the first nonlinear
mode of the family with nodes was the antisymmetric mode with one node. In the case of
d  200 nm, the first mode of this nonlinear family is the symmetric mode with two nodes.
We observe that with the increase of the waveguide thickness, the nonlinear modes of the
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Figure 7.46: Dispersion relations for the nonlinear slot waveguide with the core thickness
d  800 nm. The range of β presented here is smaller than in the previous plots in this
section in order to presents the results more clearly.
waveguide with a thin core become low-power modes that start in the linear limit for the
waveguides with thicker cores.
With further increase of the thickness (to 400 nm, see Fig. 7.45), we notice that the two
low-power modes of the nonlinear slot waveguide become much closer in terms of the effective
index β. Additionally we observe that the x∆ny threshold for the appearance of the first and
higher-order nonlinear modes with nodes becomes lower. For instance, the symmetric mode
with two nodes appears for x∆ny  2.5 for the nonlinear slot waveguide with 200-nm-thick
core and at x∆ny  0.08 for the waveguide with 400-nm-thick core.
The nonlinear slot waveguide with an 800-nm-thick core supports 4 modes present at low
levels of x∆ny (see Fig. 7.46). Two of them (symmetric node-less mode and antisymmetric
mode with one node) are located very close to each other in terms of β (in the vicinity of
β  3.75). A low-power symmetric mode with two nodes and a low-power antisymmetric
mode with three nodes also exist. The first nonlinear mode of the family with nodes is the
symmetric mode with four nodes. Because the appearance of the modes of the family with
nodes occurs at lower values of x∆ny with the increase of the core thickness, the waveguide
with the 800-nm-thick core supports many of these modes for high values of x∆ny.
Moreover, we notice that the first fundamental node-less symmetric mode has quite
elevated effective index in the waveguides with a thin core [for d  100 nm (see Fig. 7.43)
its effective index is β  4.4]. With the increase of the core thickness, the effective index
of this fundamental mode decreases [for d  800 nm (see Fig. 7.46) its effective index is
β  3.76] and converges for high thicknesses to the value of the effective index of a plasmon
on a single metal/dielectric interface. On the contrary, the first antisymmetric mode with
one node appears for very low values of β for waveguides with a thin core (d  200 nm, see
Fig. 7.44) and its effective index increases with the increase of the core thickness to reach the
single-interface limit in the waveguides with a very thick core [for d  800 nm (see Fig. 7.46)
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Figure 7.47: Average nonlinear index change x∆ny at the appearance of the asymmetric
modes AS1 (bifurcation) (red  ) and for ∆β  0.1 (green ) as a function of the core
width d. All the other parameters of the nonlinear slot waveguides are identical to these in
Table 7.1.
its effective index is β  3.75] (these observations are confirmed later in this section; see
Fig. 7.50).
Here we will discuss the influence of the core thickness on the modes of the node-less
family. For these modes with the increase of the waveguide thickness we also observe the
decrease of the x∆ny threshold values for their appearance. The decrease of the threshold
values can be very large for these modes. The first asymmetric AS1 mode bifurcates at
x∆ny  1.5 for the waveguide with d  100 nm and at x∆ny  0.004 for the case of
d  800 nm. Similarly, the appearance of the higher-order modes SI and AS2 occurs for
very high values of x∆ny and β for thin waveguides (not in the range of Fig. 7.43). Mode SI
appears at β  14 and x∆ny  9 for the waveguide with a 200-nm-thick core (top right corner
in Fig. 7.44). In the case of d  800 nm, modes SI and AS2 appear at x∆ny  0.8 which
approximately ten times lower than for the waveguides with a core thickness d  200 nm.
In order to sum up the observations made on the bifurcaiton threshold of the first asym-
metric AS1 nonlinear mode, we present Fig. 7.47 that shows the dependency of the nonlinear
index change x∆ny at which the first bifurcation occurs (red curve) on the width of the non-
linear slot waveguide core d. We notice that the thicker the core the lower the value of x∆ny
where the bifurcation occurs. For d  1 µm the bifurcation occurs at x∆ny  103. For
even thicker cores, the bifurcation occurs at x∆ny values as low as 105 which are realistic
values for hydrogenated silicon [136]. The proper choice of the core thickness is important
in order to obtain asymmetric solutions at low x∆ny values. Modifying the core thickness is
a very effective way to lower the bifurcation threshold. An increase of the core thickness by
a factor 20 allows us to reduce the bifurcation threshold by 5 orders of magnitude.
From the experimental point of view, it is also important to control the number of modes
supported be the waveguide. In waveguides supporting low number of modes the interpre-
tation of the results may be simpler than in multi-mode waveguides. With the increase of
the nonlinear core thickness, the number of modes supported be the nonlinear slot waveg-
uides presented in Figs. 7.43–7.46 increases. Therefore, it is important to find a thickness
that results in a good balance between the bifurcation threshold and the number of modes
supported by the waveguide. These two parameters can be also tuned changing the permit-
tivities of the core and the cladding (see Section. 7.1.7).
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Figure 7.48: Locus of the asymmetric mode dispersion curves for various core widths d using
the total intensity density [defined in Footnote 5 on Page 129] as abscissa. Only the first
symmetric (thin curve) and asymmetric modes (thick curves, except for the case of d  800
nm) are shown using one color per width. Both axes are in log scale.
In experiments, it is important to be able to distinguish between the symmetric and
asymmetric modes. The higher the asymmetry of the mode the easier it is to distinguish it
from the symmetric one. Therefore, we look for the values of x∆ny for which the asymmetric
modes becomes strongly asymmetric (here we assume that the mode is strongly asymmetric
when the light intensity at one metal/dielectric interface is five times larger than at the
second interface). Our study shows that it happens for x∆ny values approximately two
times higher than the bifurcation threshold.
In Fig. 7.47, the value of x∆ny at which the difference between the propagation constants
of the asymmetric AS1 mode and the symmetric S0 mode (∆β  βAS1  βS0) is equal to
0.1 is shown in green. This curve for low core thickness values follows the red curve for
bifurcation point but for high thickness values decreases more slowly than the red curve.
In Figs. 7.48 and 7.49, a direct comparison between the dispersion curves of the non-
linear slot waveguides with core thickness values 100 nm, 200 nm, 400 nm, and 800 nm is
presented. Only the curves corresponding to the fundamental symmetric S0 mode and the
first antisymmetric AS1 mode are shown. In Fig. 7.48, the total intensity density is used
as abscissa and in Fig. 7.49, the power density in the core is used as abscissa. In both co-
ordinates, we observe that for high values of the effective index of the asymmetric mode
AS1, the dispersion curves of this mode in waveguides with different core thickness overlap.
This is a consequence of the fact discussed in Section 7.1.4. For high values of the effective
index β, the asymmetric modes AS1 are strongly localized on one of the core interfaces (see
the third column in Fig. 7.15). Therefore, they resemble the modes obtained on a single
metal/nonlinear dielectric interface and their dispersion relations can be approximated by
the curve corresponding to the single-interface problem. As a result, the waveguide thickness
does not have a strong influence on the dispersion curves of highly asymmetric modes. For
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Figure 7.49: Locus of the asymmetric mode dispersion curves for various core widths d using
the power density in the core [defined by Eq. (7.1.4)] as abscissa. Only the first symmetric
(thin curve) and asymmetric modes (thick curves, except for the case of d  800 nm) are
shown using one color per width. Both axes are in log scale.
all the values of the core thickness d, the dispersion curves of the asymmetric AS1 mode
follow the dispersion curve for the single-interface case in the limit of high β values. For
this reason the dispersion curves of the asymmetric AS1 modes in waveguides with different
widths have a locus for high β values.
In Figs. 7.43–7.46, the evolution of the nonlinear slot waveguide dispersion curves with
the increase of the core thickness from 100 nm to 800 nm was shown. We observed that
with the increase of the core thickness, the number of low-power modes (modes that exist
in the low x∆ny limit) increases. The number of the low-power modes can be inferred from
the linear studies of the metal slot waveguides. We consider a linear metal slot waveguide
with the following parameters: metal permittivities 1  3  90 and the core refractive
index is given by n  n0  3.46 (compare with the parameters used for the nonlinear sot
waveguides studied here presented in Table. 7.1 on Page 117). In Fig. 7.50, the dispersion
relation for this waveguide is presented. The effective index of the modes β is shown as a
function of the core thickness d. For low values of the core thickness, only the fundamental
symmetric node-less linear mode of the slot waveguide exists. With the increase of the core
thickness (around d  160), a second mode appears (antisymmetric mode with one node).
Further increase of the thickness causes higher-order linear modes to appear with alternating
symmetry and increased by one number of nodes. With the increase of the thickness, the two
first modes become closer in terms of the effective index and converge to the effective index
of a linear plasmon on a single metal/dielectric interface. From this plot, we can easily read
how many low-power modes will the nonlinear slot waveguide support for a given thickness
and what will be their effective index in the low x∆ny limit.
In Figs. 7.43–7.46, we have seen that with the increase of the waveguide thickness, the
nonlinear modes of the nonlinear family with nodes were appearing at lower x∆ny and finally
became low-power modes, if the core thickness was large enough. Using this effect, we can
178
7.1. Symmetric structures
 1
 2
 3
 4
 5
 100  200  300  400  500  600  700  800
β
d [nm]
Figure 7.50: Dispersion diagram for the linear slot waveguide with identical parameters as
our nonlinear slot waveguide showing the effective index of the mode as a function of the
core thickness.
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Figure 7.51: Dispersion diagram for the nonlinear slot waveguide with the core thickness
d  412 nm.
tune the core thickness in such a way that a nonlinear mode with nodes will appear for
very low x∆ny values. If we choose the thickness of the nonlinear core slightly below the
cut-off of the third mode (dcut-off  413 nm) in the linear case, this mode will appear for
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Figure 7.52: Dispersion diagram for the nonlinear slot waveguide with the core thickness
d  646 nm.
low value of x∆ny in the nonlinear slot waveguide. The dispersion relation for the nonlinear
slot waveguide with the core thickness d  412 nm is presented in Fig. 7.51. In this case, the
nonlinear symmetric mode with two nodes appears for x∆ny  0.003 which is approximately
twenty times lower than in the case of the core thickness d  400 nm (see Fig. 7.45)
Figure 7.52 presents the dispersion curves obtained for the nonlinear slot waveguide with
the thickness of 646 nm which is sightly below the cut-off thickness for the linear antisym-
metric mode with three nodes (the fourth mode in Fig. 7.50). In this case the nonlinear
antisymmetric mode with three nodes appear for x∆ny  0.0015.
Recapitulating this section, we have observed that the core thickness is one of the pa-
rameters of the nonlinear slot waveguide that can be tuned to obtain low-power nonlinear
solutions. Figure 7.47 shows that the bifurcation threshold for the node-less symmetric mode
AS1 can be efficiently reduced by a proper choice of the core thickness. The results presented
in Figs. 7.51 and 7.52 prove that fine tuning of the core thickness allows us to observe the
genuine nonlinear modes of the family with nodes at low x∆ny levels (x∆ny   0.005).
7.1.7 Permittivity contrast study
In Section 7.1.6, we have studied the influence of the width of the nonlinear slot waveguide
core on the dispersion for this this structure. Here we will discuss the influence of the
permittivity contrast between the dielectric core and the metal cladding on the nonlinear
dispersion diagrams of symmetric nonlinear slot waveguides.
Influence of the cladding permittivity
First, we will discuss the influence of the metal cladding permittivity on the nonlinear
dispersion diagrams of nonlinear slot waveguides. The dispersion plots for the nonlinear slot
waveguides with identical parameters as these used in Section 7.1.1 (see Table 7.1) but with
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Figure 7.53: Dispersion diagram for the nonlinear slot waveguide with the metal cladding
permittivities 1  3  40. All the other parameters are identical to these in Table 7.1.
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Figure 7.54: Dispersion relations for the nonlinear slot waveguide with the metal cladding
permittivities 1  3  20. All the other parameters are identical to these in Table 7.1.
increased values of the metal cladding permittivity will be studied. Figures 7.53 and 7.54
show the dispersion relations obtained using the IM for the waveguides with metal cladding
permittivity 1  3 equal to 40 and 20, respectively (for comparison with the case of
1  3  90 studied in Section 7.1.1 see Fig. 7.3). In the dispersion curves for both
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Figure 7.55: Average nonlinear index change at the appearance of the asymmetric AS1
modes x∆nyth as a function of the absolute value of the metal cladding permittivity of the
symmetric waveguide |1|  |3|. All the other parameters of the nonlinear slot waveguide
are identical to these in Table 7.1.
configurations presented in Figs. 7.53 and 7.54, we observe three low-power modes, whereas
the configuration with 1  3  90 supported only two low-power modes. The separation
between the two first (with highest β values) low-power modes decreases with the increase
of the metal cladding permittivity values.
Moreover, we observe that the cladding with higher permittivity allows for reducing the
x∆ny threshold values where the bifurcation of the AS1 mode occurs. For metals with per-
mittivity equal to 40, the bifurcation occurs at x∆ny  0.02, which is 4 times lower than
in the case of 1  3  90. For metals with permittivity equal to 20, the bifurcation
occurs at x∆ny  8  104, which corresponds to the reduction of the bifurcation threshold
by two orders of magnitude with respect to the configuration with 1  3  90. The
dependency of the AS1 mode bifurcation threshold x∆nyth on the metal cladding permit-
tivity is illustrated in Fig. 7.55. Looking at this plot, we conclude that with the increase of
the metal cladding permittivity (decrease of its absolute value) the bifurcation threshold of
the AS1 mode decreases. This decrease is slow in the range of high index contrast between
the metal and the nonlinear dielectric permittivity. Although, for |1|  |3| close to l,2
the decrease of the bifurcation threshold is more rapid. Changing the metal permittivity
from 20 to 15 allows for decreasing of the bifurcation threshold by almost two order of
magnitudes. For the metal cladding permittivity 1  3  15 the bifurcation threshold
is at the level of x∆ny  105. This is four orders of magnitude lower than for the 1  3
from the range r400,90s, for which the bifurcation occurs at x∆ny  0.1. In the telecom-
munication range of wavelengths, it is difficult to find a metal with permittivity equal to
15. Such high permittivity values might be obtain with hybrid metal/dielectric materials.
Influence of the core refractive index
Next, we will study the influence of the change of the core refractive index on the dispersion
diagram of the symmetric nonlinear slot waveguide. From the analysis presented in Sec-
tion 7.1.5, we have seen that there is a direct link between the nonlinear modes from the
family with nodes and the linear modes of the waveguides with higher refractive indices of the
core. For the nonlinear waveguide with parameters presented in Table 7.1, the first nonlinear
mode from this family (S1) appeared for the nonlinear index modification x∆ny  0.08 [see
Figs. 7.3(a) or 7.39]. Moreover, from the analysis of the linear structure, we have seen that
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Figure 7.56: Dispersion relations for the nonlinear slot waveguide with the core linear re-
fractive index
?
l,2  3.556. All the other parameters are identical to these in Fig. 7.39.
the linear counterpart of the S1 mode appears at the value of ∆nlin  0.097 (see Fig. 7.40).
Here we will study a nonlinear slot waveguide with the linear part of the refractive index of
the core
?
l,2  3.556. This value of the linear part of the refractive index of the nonlinear
core is 0.096 higher than linear part of the core refractive index of the nonlinear waveguide
studied in Sections 7.1.1–7.1.5. This value is chosen in such a way that in the linear regime
(low intensity and low x∆ny) only two fundamental modes are supported by the nonlinear
slot waveguide. This means that we still operate below the cut-off refractive index at which
the symmetric mode with two nodes appears in the linear waveguide (see Fig. 7.40).
The dispersion diagram for the nonlinear slot waveguide with
?
l,2  3.556 is presented
in Fig. 7.56. We see that now the first nonlinear mode of the family with nodes (S1) appears
a at very low value of the nonlinear index modification (x∆ny  7  104). This result shows
that a precise choice of the nonlinear core refractive index allows us to obtain nonlinear
effects in nonlinear slot waveguides at low power levels. In Fig. 7.56, we observe also a slight
decrease of the bifurcation threshold of the first asymmetric mode AS1. The AS1 mode
bifurcates here at x∆ny  0.061, whereas for waveguides with the core index ?l,2  3.46
[see Figs. 7.3(a) or 7.39] this bifurcation occurs at x∆ny  0.067.
In is interesting to notice that, in the case of changing the permittivity contrast by varying
the metal cladding permittivity, we observed a decrease of the bifurcation threshold for the
AS1 mode with the decrease of the permittivity contrast between the cladding and the core
permittivity (see Fig. 7.55). The example presented in Fig. 7.56 illustrates a different type of
behavior. Here, with the increase of the permittivity contrast between the cladding and the
core, the bifurcation threshold of the AS1 mode decreased. This type of behavior is studied
in more detail in Fig. 7.57. In this figure, plots of the dispersion curves for the nonlinear slot
waveguides with different linear parts of the core refractive index
?
l,2 are presented. All the
other parameters are identical to these in Table 7.1. The dispersion diagrams presented in
Fig. 7.57 show only the two modes of interest: the fundamental symmetric mode S0 and the
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Figure 7.57: Dispersion curves of the fundamental symmetric node-less mode S0 (thin curve)
and the first-order asymmetric node-less mode AS1 (thick curves) for symmetric nonlinear
slot waveguides with parameters presented in Table 7.1, but varied linear part of the permit-
tivity of the nonlinear core
?
l,2. The effective indices normalized with the effective index
of the linear fundamental mode S0L (β  βS0L) are presented as a function of total power
density Ptot [defined by Eq. (7.1.6)].
first-order asymmetric mode AS1. The effective index of the modes in each of the waveguides
is normalized in the following way. The value of the effective index of the fundamental linear
symmetric mode S0L is subtracted from the effective indices of the nonlinear modes. This
normalization causes all the flat low-power parts of the dispersion curves to overlap at
β  βS0L  0. In Fig. 7.57, the total power density of the mode Ptot [defined by Eq. (7.1.6)]
is used as abscissa.
From Fig. 7.57 we read the total power density Ptot at which the bifurcation of the asym-
metric mode AS1 occurs. For core indices
?
l,2 between 1 and 2, the bifurcation threshold
(expressed as the total power density) increases with the increase of
?
l,2.
9 For higher values
of
?
l,2 (from 2 to 5) the bifurcation threshold decreases with the increase of
?
l,2. The
behavior of the bifurcation threshold expressed as the averaged nonlinear index modification
x∆ny and as the total intensity density Itot is presented in Fig. 7.58. In these coordinates
the increase of the linear part of the core permittivity l,2 (and therefore the linear part of
the core index
?
l,2) is accompanied by a monotonous decrease of the bifurcation threshold.
From Fig. 7.58 we notice that the increase of l,2 from 1 to 25 results in the decrease
of the bifurcation threshold by approximately three orders of magnitude (both when the
bifurcation threshold is expressed as x∆ny and Itot).10 From Fig. 7.57, we notice that the
9This conclusion is confirmed by the study of the nonlinear waveguide with
?
l,2  1.5 (data not shown
in Fig. 7.57 for the clarity of the plot). The total power density threshold increases form  3.5 GW/m for?
l,2  1 to  4.8 GW/m for ?l,2  1.5. The points corresponding to this configuration are shown in
Fig. 7.58.
10The intensity threshold for the appearance of higher-order node-less modes (modes SI and AS2) also
decreases with the increase of the linear part of the nonlinear core permittivity l,2 (data not shown). The
184
7.1. Symmetric structures
10-3
10-2
10-1
100
 1  5  10  15  25
107
108
109
1010
1011
<
∆n
>
th
I to
t [W
/m
]
εl,2
<∆n>
Itot
Figure 7.58: Bifurcation threshold for the AS1 mode expressed as the average nonlinear
index change x∆nyth (red curve, left vertical axis) and as the total intensity density Itot
(green curve, right vertical axis) presented as a function of the linear part of the nonlinear
core permittivity l,2. All the other parameters of the symmetric nonlinear slot waveguide
are identical to these in Table 7.1.
same change of l,2 results in the decrease of the bifurcation threshold expressed as Ptot by
less than two orders of magnitude. This is connected with the non-monotonous behavior of
the bifurcation threshold in the βpPtotq dispersion diagram.
We conclude that changing the permittivity contrast by varying the linear part of the
nonlinear core permittivity, has opposite effect than changing the permittivity contrast by
varying the metal cladding permittivity. In the former case, the bifurcation threshold de-
creases with the increase of the permittivity contrast (see Fig. 7.58). In the latter case, as
seen in Fig. 7.55, the bifurcation threshold increases with the increase of the permittivity
contrast.
It is interesting to discuss the relative positions of the bifurcation points visible in
Fig. 7.57. In the previous considerations we were mainly interested in the bifurcation points
associated with the birth of the asymmetric AS1 modes. This type of bifurcation (where
a new doubly degenerate branch appears) is called Hopf bifurcation [151]. Another type
of bifurcation occurs at the points on the dispersion curves corresponding to a local maxi-
mum or minimum of the total power density of the modes (for example at point β  1 and
Ptot  6 GW/m in Fig. 7.57). In the vicinity of such bifurcation points dispersion curves
have parabolic shape. This type of bifurcation is called fold bifurcation [151]. In Fig. 7.57
we observe that for l,2  1 (green curves) the Hopf bifurcation lays above (in terms of β)
the fold bifurcation. For higher values of l,2, the Hopf bifurcation point is located below the
fold bifurcation. The change of the order of bifurcations may influence the mode stability,
as it is discussed in Chapter 8.
decrease in this case is slower. The bifurcation threshold for the SI and AS2 modes decreases from x∆ny  5
for l,2  1 to x∆ny  1.5 for l,2  52.
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7.2 Asymmetric structures
In Section 7.1, we have comprehensively discussed dispersion diagrams and mode profiles in
symmetric nonlinear slot waveguide structures. In this section, we will discuss the influence
of the nonlinear slot waveguide asymmetry on the dispersion curves. The asymmetry is intro-
duced by sandwiching the nonlinear core by metals with different values of the permittivity
on both sides.
7.2.1 Dispersion diagrams
Figure 7.59 presents the nonlinear dispersion diagram obtained using the IM for the structure
with the following parameters: core permittivity l,2  3.462, the second-order nonlinear
refractive index (see Page 12 for its definition) n
p2q
2  2 1017 m2/W, core with d  400 nm,
metal permittivities 1  110, 3  90 at a free-space wavelength λ  1.55 µm. These
parameters are identical to these for the structure studied in Section 7.1 except for the
metal permittivities (compare with Table 7.1). Here the permittivity of the left metal layer
is decreased to 110 making the structure asymmetric. In the asymmetric structure only
asymmetric modes are present. However, in the dispersion diagram shown in Fig. 7.59,
we divide the modes in two groups: modes that resemble the antisymmetric modes of the
symmetric structure for which sgnrE0s  sgnrEds (red curve labeled AN-like) and modes
that resemble the symmetric or asymmetric modes of the symmetric structure for which
sgnrE0s  sgnrEds (blue curve labeled S-like).
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Figure 7.59: Dispersion diagram βpx∆nyq obtained using the IM for the asymmetric structure
with 1  110 and 3  90 (for the scheme of the structure see Fig. 6.1). Blue curves
correspond to the modes for which sgnrE0s  sgnrEds and red curves correspond to the
modes for which sgnrE0s  sgnrEds. Compare this dispersion diagram for the asymmetric
structure with the dispersion diagram for the symmetric structure presented in Fig. 7.3.
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Figure 7.60: Dispersion curves βpE0q for the asymmetric structure with 1  110 and 3  90. Labeled points on each of the dispersion
curves are used in the following to analyze mode transformation along the dispersion curves. Compare this dispersion diagram for the
asymmetric structure with the dispersion diagram for the symmetric structure presented in Figs. 7.11 and 7.12.
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We compare the nonlinear dispersion curves for the asymmetric structure presented in
Fig. 7.59 with the dispersion curves obtained for the symmetric structure shown in Fig. 7.3.
We notice that the dispersion curves for the symmetric and antisymmetric modes from the
family with nodes did not change much. The number of modes and the character of their
dispersion curves is conserved. The main difference between the dispersion curves of the
asymmetric and symmetric structures can be observed for the symmetric and asymmetric
modes of the node-less family. The asymmetry of the structure lifts the double degeneracy
of the asymmetric branch AS1 (see green curve in in Fig. 7.3). This branch splits into
two branches (see Fig. 7.59). One of them (the branch with higher effective indices β) is
a continuation of the symmetric-like fundamental mode (blue curve) that starts for low
averaged nonlinear index modification x∆ny levels. The second branch lays along the first
one but has slightly higher power levels (branch with lower β values). The degeneracy of
the higher-order asymmetric modes is also lifted by the asymmetry of the structure. These
branches also split into two separate branches, similar to the case the AS1 mode. It is difficult
to observe this effect in Fig. 7.59, where the averaged nonlinear index modification is used as
abscissa (even enlarging the region of interest), because the two dispersion curves into which
dispersion curves of the higher-order asymmetric mode split lay very close to each other.
The degeneracy lift of the AS2 mode can be however observed from the dispersion curve
βpE0q presented in Fig. 7.60, where the effective index is shown as a function of the field
intensity at the left core interface. As discussed later in this section, in these coordinates the
separation of the SI and AS2 curves reflects the degeneracy lift of the AS2 mode.
In Fig. 7.60, the nonlinear dispersion curves βpE0q for the asymmetric structure are
shown [for comparison with the dispersion curve of the symmetric nonlinear slot waveguide
see Fig. 7.9(b) or Figs. 7.11 and 7.12]. The points indicated on these curves correspond to
the field plots presented in Figs. 7.61 and 7.63–7.65. The points are labeled with analogy to
the names of the modes of the symmetric structure. For example, point S0e in Fig. 7.60 lays
on the dispersion curve that corresponds to the curve named S0 in the case of the symmetric
structure (see Figs. 7.11 and 7.12). It does not mean that the S0 mode of the asymmetric
structure is symmetric (it is asymmetric). This asymmetric mode is denoted by S0, because
its field profiles and their transformation along the dispersion curve are similar to the S0
mode of the symmetric structure.
7.2.2 Field profiles
At first, we discuss the transformation of the field profiles along the nonlinear dispersion
curves labeled AN0, S0 and AS1 in Fig. 7.60. The magnetic field profiles corresponding to
the points with these labels are presented in Fig. 7.61. The field profiles are ordered by
increasing E0 values and in each subplot, the value of E0 is identical for all the three modes
[except in subplot (d) where only one mode exists]. The AN0 branch is continuous and we
find points of this branch for every used value of E0. The S0 and AS1 dispersion curves are
discontinuous. There is a gap separating the two branches of each of these curves. For the
E0 values inside this gap, the modes S0 and AS1 do not exist. Moreover, this gap becomes
broader with the increase of the metal permittivity contrast |13|. This gap is visible only
in the dispersion curves where the effective index of the modes is plotted as a function of
the total electric field intensity on the interface with the lower permittivity [here E0 is taken
at the interface between the nonlinear core and the metal with lower permittivity (equal
to 110)]. For comparison, the dispersion diagram βpEdq for this structure is presented in
Fig 7.62. In dispersion diagrams where the total electric field amplitude at the interface
between the core and the metal with higher permittivity [here Ed is taken at the interface
with the metal with 3  90, which is higher than 1  110], there is no gap in the
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Figure 7.61: Profiles of magnetic field component Hy for the symmetric-like modes S0 (blue)
and AS1 (green) and the antisymmetric-like AN0 (red) mode. The subplots present the
transformation of the field profiles with the increase of the E0 values. The label of the
point corresponding to each profile is indicated in the subplot legend. The labeled points are
indicated in Fig. 7.60. The scale in all the subplots is not kept identical in order to facilitate
the observation of the field profile changes. In subplots (a) and (b) the AS1 mode is plotted
using using a second y axis (the right one). The E0 value of all the modes in each of the
subplots is identical.
S0 and AS1 dispersion curves. In the dispersion plot βpEdq presented in Fig. 7.62, we can
observe that in these coordinates, the dispersion curves of the two symmetric-like modes
(blue curves) starting at low values of Ed do not intersect. The corresponding curves in
the symmetric structure (S0 and AS1 curves) shown in Figs. 7.9(b) or 7.11 intersect at
the bifurcation point of the AS1 mode. In Fig. 7.62, the fact that these two curves do not
intersect indicates that the degeneracy of the AS1 mode is lifted.
Due to the presence of the gap in the dispersion curves S0 and AS1 presented in Fig. 7.60,
both the S0 and AS1 dispersion curves are separated into two branches. At low values of E0,
the low β branch (S0) with the increase of the E0 value become closer (in terms of β) to the
high β branch (AS1). These branches finally merge into one point and vanish (directly above
the points S0c and AS1c). The second branches of S0 and AS1 dispersion curves reappear
for higher values of E0. These branches start at one point (directly below the points S0d
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Figure 7.62: Dispersion curves βpEdq for the asymmetric structure with 1  110 and
3  90.
and AS1d), and with the increase of E0, they first separate and then become close again for
very high values of E0. In the high E0 range (above the gap), the dispersion curve S0 mode
lays above the curve corresponding to the AS1 mode.
In Fig. 7.61(a)–(c), the transformation of the AN0, S0, and AS1 modes is presented for
the branches laying below the gap. For low E0 values, the AS1 mode is highly asymmetric
and localized mainly on the right interface (between the core and the metal with higher
permittivity 3  90). The S0 mode is slightly asymmetric and localized more on the same
interface as the AS1 mode. The AN0 mode is also slightly asymmetric but its asymmetry
is so small that it is difficult to notice in the plot. With the increase of E0 the AS1 mode
becomes more symmetric. On the contrary, the asymmetry of the S0 mode increases with
the increase of E0. In Fig. 7.61(c), profiles of these modes are shown for the value of E0,
where two branches almost merged to one point. We observe that for this value of E0, the
magnetic field profiles of S0 and AS1 modes are very similar.
In the gap only, the AN0 mode exists and its magnetic field profile is shown in Fig. 7.61(d).
At the beginning of the high E0 branches, the profiles of S0 and AS1 modes are similar again.
They are asymmetric and localized on the left interface (between the core and the metal
with the lower permittivity 1  110). For the region above the gap, with the increase of
the E0 values, the AS1 field profile becomes more asymmetric and the S0 mode becomes
more symmetric. The AN0 mode transforms its field profile slightly with the increase of E0
but does not change its asymmetry. For AN0 mode, the total electric field amplitude at the
interface with the metal with lower permittivity E0 is always slightly higher than Ed. For
very high E0 values the profiles of AN0, S0, and AN1 mode in the left half of the waveguide
become very similar [see Fig. 7.61(g)]. The intensity profiles (data not shown) of AN0 and
S0 mode also become very similar. These two facts explain why the dispersion curves of
these three modes become close to each other for high values of E0 (see Fig. 7.60).
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Figure 7.63: Profiles of magnetic field component Hy for the symmetric-like SI (blue) and
AS2 (green) modes. The subplots present the transformation of the field profiles with the
increase of the E0 values. The labels of points corresponding to each profile is indicated in
subplots legends. The labeled points are indicated in Fig. 7.60. The scale in all the subplots
is kept identical. The E0 value of all the modes in each of the subplots is identical.
Here we discuss the dispersion curves of the symmetric-like modes SI and AS2. From the
dispersion diagram βpE0q presented in Fig. 7.60, we notice that here there is a gap separating
left and right parts of these curves. For the values of E0 below the gap (E0   5  109 V/m),
the SI curve lays below the AS2 curve. With the increase of E0, the separation between
these two curves decreases and directly above points SIc and AS2c these curves merge into
one point and vanish. Above the gap (E0 ¡ 7  109 V/m), the SI dispersion curve lays above
the AS2 curve.
The appearance of the gap between the SI and AS2 dispersion curves [on the plots where
effective index β is plotted as a function of the total electric field amplitude at the interface
between the core and the metal with lower permittivity (in our case E0)] is the indication
of the degeneracy lift of the asymmetric AS2 mode. In symmetric structures (where the
dispersion curves of the asymmetric mode AS2 are doubly degenerate, see Figs. 7.11 and
7.12) the AS2 and SI curves intersect at the point of the bifurcation of the AS2 mode.
The magnetic field profiles corresponding to the transformation of the SI and AS2 modes
along their nonlinear dispersion curves are presented in Fig. 7.63. The subplots are ordered
by increasing values of E0 and in each of the subplots, the value of E0 for both modes is
identical. The field profiles corresponding to the points laying on the left branch of the SI
dispersion curve (the first row in Fig. 7.63) are only slightly asymmetric and the field is
slightly higher on the right core interface than on the left one. The asymmetry of the SI
mode increases with the increase of E0 value. On the contrary, the asymmetry of the AS2
modes laying on the left branch of the AS2 dispersion curve decreases with the increase of
E0. In subplot (c), the field profiles corresponding to points SIc and AS2c are shown. These
point lay close to the place where the two dispersion curves merge into to one point and
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Figure 7.64: Profiles of (a)–(d) magnetic field component Hy and (e)–(h) nonlinear index
modification for the symmetric-like S1 mode. The subplots present the transformation of the
field profiles with the increase of the E0 values. The labels of points corresponding to each
profile is indicated in subplots legends. The labeled points are indicated in Fig. 7.60. The
scale in each of the subplots presenting the magnetic field is different. In all the subplots
presenting the nonlinear index modification the scale is kept identical.
disappear. At this point, the field profiles of the SI and AS2 modes are identical. On the
right branches of the SI and AS2 dispersion curves, the asymmetry of the SI mode decreases
with the increase of E0 and the asymmetry of the AS2 mode increases (see the second row
in Fig. 7.63). The left side-lobe of these modes has higher amplitude than the right one.
Figure 7.63(d) shows the field profiles corresponding to the points SId and AS2d. These
points lay close to the point there the right branches of the SI and AS2 curves appear. The
field profiles corresponding to the SId and AS2d points are very similar.
From the transformation presented in Fig. 7.63, we observe that the soliton peak of the
SI mode is located very close to the core center in all the subplots. The soliton peak of the
AS2 mode shifts from left interface [between the core and the metal with lower permittivity
(1  110)] to right interface [between the core and the metal with higher permittivity
(3  90)] with the increase of the E0.
In Fig. 7.62, where the effective index β is plotted as a function of the total electric field
amplitude at the interface between the core and the metal with higher permittivity (in our
case Ed), the dispersion curves of the SI and AS2 modes do not intersect at any point (see
top right corner of Fig. 7.62). In these coordinates, this is the indication of the degeneracy
lift of the AS2 mode [compare with the degenerate symmetric case where the SI and AS2
dispersion curves intersect (Figs. 7.11 and 7.12)].
In Fig. 7.64, a transformation of the S1 mode11 along its dispersion curve is presented.
The columns are ordered by increasing E0 values. We observe that the field profile of the
S1 mode is almost symmetric even if the structure is asymmetric. The magnetic field profile
does not change much except for the increase of the amplitude. However, even these small
changes in the magnetic field profile induce qualitative changes in profiles of the electric
field components (data not shown) and in the nonlinear index modification profiles. The
minima and maxima of the nonlinear index modification profiles switch positions with the
11We remind the reader that the S1 mode belongs to the family with nodes, whereas SI modes belongs
to the node-less family.
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Figure 7.65: Profiles of magnetic field component Hy corresponding to points (a) AN1, (b)
S2, and (c) AN2 in Fig. 7.60.
increase of E0, similar to the case of the S1 mode in symmetric nonlinear slot waveguides
(see Fig. 7.25). In the second and the third column in Fig. 7.64, the field plots corresponding
to the points located below and above the point where the nonlinear index modification has
a flat profile. Below this point, there are two local maxima in the profile of ∆n. Above this
point these maxima transform into local minima.
Figure 7.65 presents typical field profiles of the AN1, S2, and AN2 modes. We see that
these modes resemble the respective modes in the symmetric structures discussed at the end
of Section 7.1.2. Even if the structure discussed here is asymmetric, the asymmetry of these
modes is very small and difficult to notice from the field plots. The transformation of the
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Figure 7.66: Comparison of the dispersion diagrams for the asymmetric nonlinear slot waveg-
uide (with identical parameters as in Fig. 7.59 — blue and red curves) and the asymmetric
linear slot waveguide (black curves). Both waveguides have cladding metals with 1  110
and 3  90. The value used as abscissa (x∆ny) represents the averaged nonlinear index
modification for the nonlinear slot waveguide and ∆nlin for the linear slot waveguide.
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AN1, S2, and AN2 modes of the asymmetric nonlinear slot waveguide is very similar to the
transformation of the corresponding modes in symmetric structures and therefore will not
be described in this PhD manuscript.
Figure 7.66 presents a direct comparison of the dispersion curves of the asymmetric non-
linear slot waveguide (with identical parameters as in Fig. 7.59 — blue and red curves)
and a corresponding linear asymmetric slot waveguide (black curves). The linear slot waveg-
uide has the following parameters: 1  110, 3  90, and the linear core permittivity?
l,2  3.46   ∆nlin. Figure 7.66 can be compared with Fig. 7.41, presenting a similar
comparison for the symmetric nonlinear slot waveguide.
The comparison between the nonlinear and linear asymmetric slot waveguides presented
in Fig. 7.66, shows that the nonlinear and linear dispersion curves of the higher-order modes
from the family with nodes are alike. For asymmetric nonlinear slot waveguides, similar to
the case of symmetric structures, there is one common point between the linear and the
nonlinear dispersion curves for each of these modes. This point corresponds to the nonlinear
mode with a flat nonlinear index modification distribution. All the nonlinear dispersion
curves lay above their linear counterparts. Purely nonlinear modes of the node-less family
(AS1, SI, and AS2) are not supported by the linear slot waveguide.
7.2.3 Permittivity contrast study
To finish our discussion of the asymmetric nonlinear slot waveguide properties, we compare
the dispersion diagrams βpx∆nyq of the symmetric structure with these of the asymmetric
structures. In Fig. 7.67, the dispersion plot of the symmetric structure (1  3  90,
see Fig. 7.3) is directly compared with the dispersion plot for the asymmetric structure
(1  110, 3  90, see Fig. 7.59). Only a vicinity of the bifurcation point of the AS1 mode
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Figure 7.67: Dispersion curves of the asymmetric nonlinear slot waveguide with 1 
110, 3  90 (blue curve) and the symmetric structure 1  3  90 (green curve).
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Figure 7.68: Dispersion curves of the asymmetric nonlinear slot waveguides with 1  70
and 3  90 (blue curve), 1  50 and 3  90 (red curve), and the symmetric structure
1  3  90 (green curve).
is presented. We observe that for low averaged index modifications the dispersion curves of
the two fundamental modes are slightly modified due to the waveguide asymmetry. For higher
values of x∆ny, the dispersion curve of the fundamental mode (upper blue curve) exactly
overlaps with the dispersion curve of the asymmetric mode of the symmetric structure. This
is a consequence of the fact that, on this upper blue curve the field profiles are strongly
localized on the interface with the metal with higher value of the permittivity [in this case
3  90, see Figs. 7.61(a) and (b) for the field profiles]. These profiles resemble the profiles
of the highly asymmetric modes of the symmetric structure [see Figs. 7.16(a) and (b)].
Therefore, we are not surprised that these two dispersion curves overlap. The second curve
that results from the degeneracy lift of the asymmetric mode lays below (in terms of β) the
dispersion curve (green curve) of the asymmetric mode AS1.
In Fig. 7.68, we present a comparison of the dispersion curves of the symmetric structure
(1  3  90, see Fig. 7.3) and the asymmetric structures, where one of the metal
permittivity values is higher than in the case of the symmetric structure. The dispersion
curves of the symmetric structure (green curves) are compared with these of the asymmetric
structures with 1  70, 3  90 (blue curves), and 1  50, 3  90 (red curves).
In the case illustrated in Fig. 7.68, contrary to the one presented in Fig. 7.67, it is the
lower (in terms of β) of the two curves that result from the lift of the degeneracy that overlap
with the dispersion curve of the asymmetric modes of the symmetric structure. This lower
curve corresponds to the modes that are localized on the interface between the core and
the metal with permittivity equal to 90. For the structures studied in Fig. 7.68,   90
is the lowest cladding permittivity. For that reason, the dispersion curves corresponding to
the mode localized on the interface with metal with lower permittivity, overlap with the
dispersion curves of the symmetric structure.
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Another effect that can be observed in Fig. 7.68, is that with the increase of the structure
asymmetry |13| the separation of the two curves that appear as a result of the degeneracy
lift, increases, as expected. In the limiting case 1 Ñ 3, these two curves merge into one
doubly degenerate curve.
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Chapter8
Stability analysis
I
n Chapters 2 and 6, we have studied plasmon–soliton waves using different modal ap-
proaches. From both theoretical and practical points of view, the issue of the stability
of these waves arises. In several works, the general problem of the stability of nonlinear
waves was studied [5, 152, 153]. Despite an enormous interest in the stability properties of
nonlinear waves over the last decades, there in no universal condition on the stability of
nonlinear waves [149]. In most of the cases, the stability is studied numerically for each of
the cases separately. Stability of nonlinear guided waves in fully dielectric structures was
studied numerically in Refs. [24, 26, 33–35, 48, 154–156].
In structures made of metals and nonlinear dielectrics, due to the presence of media
with negative permittivity, the problem of stability of plasmon–solitons is difficult to study
even numerically. Only in Refs. [70, 80] the stability of plasmon–solitons was analyzed, using
numerical algorithms (like finite-difference time-domain — FDTD [157]). The propagation of
light in plasmonic couplers was studied using Fourier methods based on mode decomposition
in linear [158] and nonlinear [159] regimes.
In this chapter, we make a first attempt to estimate the stability of the plasmon–soliton
waves described in Chapters 2 and 6. We use here the topological criterion presented in
Ref. [149] that is based on the linear stability analysis [160] and the Vakhitov–Kolokolov
criterion [161]. The stability criterion presented in Ref. [149], is based only on the topology
of the dispersion curves and the stability of the modes can be read by analyzing of the
βpItotq diagrams (where Itot is the total intensity of the light in the waveguide defined in
Footnote 5 on Page 129). First, we will recall the principle used to estimate the stability
of nonlinear modes using the criterion from Ref. [149]. Then we will use this criterion to
analyze the stability of the plasmon–solitons found in nonlinear slot waveguides.
The stability criterion derived in Ref. [149] uses several assumptions. It provides stability
for the fundamental nonlinear modes1 in structures composed of arbitrary nonlinear material
distributed nonuniformly in the transverse direction. The derivation of the stability criterion
from Ref. [149] is conducted for scalar waves in the weak guiding approximation2 for which
1A nonlinear mode is defined as a linear mode of a linear (graded refractive index) waveguide that is
induced by the light distribution of this mode. This self-coherent definition of nonlinear modes was first
introduced in Ref. [3]. The fundamental mode of a linear waveguide is the one with the largest propagation
constant and fields profiles that are nonzero at any finite distance (node-less mode).
2In the weak guiding approximation the refractive index contrast of the waveguiding structure is assumed
to be low [maxpnq  minpnq] and therefore interesting nonlinear effects can occur when the magnitude of the
nonlinear induced refractive index change is comparable with the linear index contrast of the structure [149].
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the electric field satisfies the scalar wave equation. In our case, for the TM polarized waves, we
will consider the approximation in which it is the magnetic field component that satisfies the
scalar wave equation [Eq. (2.1.7a)]. We are fully aware of the fact that the metal/nonlinear
dielectric structures studied here, in which plasmon–soliton waves propagate, do not fulfill
the weak guiding approximation due to high permittivity contrast between the metal and
the nonlinear dielectric. This means that the interesting nonlinear effect will occur for quite
high nonlinear permittivity modifications. Despite that fact, we use here the criterion from
Ref. [149].
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Figure 8.1: Rules of assigning the stability of the modes for (a), (d) the fold bifurcations
(open circles) and (b), (c), (e), and (f) the Hopf bifurcations (open squares). Thick lines
indicate a doubly degenerate branch (existence of two modes), whereas thin lines indicate
non-degenerate dispersion curves.
In Fig. 8.1, the rules to determine the stability of the modes derived in Ref. [149] are
schematically shown. Consider an exemplary dispersion relation presented in Fig. 8.2. The
stability of modes changes only at the bifurcation points [149]. To determine the stability,
first we have to identify all the bifurcation points on the dispersion diagram βpItotq. In
Fig. 8.2, the bifurcation points are located at the points where power has its local minima
or maxima (points indicated by open circles — so-called fold bifurcation [151]) or where
another branch appears (point indicated by an open square — so called Hopf bifurcation
associated with the birth of a doubly degenerate branch). Modes appear from or disappear
at the points of bifurcation. The next step is to label the sections between the bifurcation
points with numbers. The numbers are assigned in the following way. At first, we arbitrarily
choose one section and label it with any number (in Fig. 8.2 we labeled the most bottom
section with a number 0). The numbers of all the other sections of dispersion curves are
assigned using the geometric rules given in Fig. 8.1. For the smooth parts of the dispersion
curves (characterized by fold bifurcations, also called generic bifurcations) which are locally
parabolic we use the rules presented in Figs. 8.1(a) and (d). For the parts of the dispersion
curves that are not smooth (characterized by Hopf bifurcation, which is degenerate), where
new modes are born, we use rules presented in Figs. 8.1(b), (c), (e), and (f).
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Figure 8.2: Exemplary dispersion curve illustrating the use of the rules presented in Fig. 8.1.
The thick line indicates a doubly degenerate branch. Bifurcation points are indicated by
open circles (fold bifurcation) or open square (Hopf bifurcation) and the numbers of the
dispersion curves sections are assigned using the rules presented in Fig. 8.1. For a detailed
description see text below.
Finally, after having numbered all the sections of the dispersion curves, we can read the
stability of the modes directly from the βpItotq dispersion curves. The topological stability
criterion presented in Ref. [149] tells us that the modes corresponding to the parts of the
curves with the largest number are possibly stable. In Fig. 8.1, only the modes labeled by 1
are possibly stable. All the other modes are unstable. The stability of all the possibly stable
modes can be specified at once, as soon as the stability of one of them is determined. The
stability can be determined either using numerical methods or using the physical intuition
and theoretical arguments. For example, if a nonlinear mode has its counterpart in the linear
limit, then we know that this nonlinear mode is stable in the limit Itot Ñ 0.
Here we will analyze the stability of some of the plasmon–soliton waves described in
Chapters 2 and 6 using the stability criterion described above. As it was mentioned at the
beginning of this section, the stability criterion presented in Ref. [149] can be used only
for the fundamental modes of the structure. The fundamental mode of the structure is the
one with the highest effective index and a node-less field profile (in our case magnetic field
profile) [149]. Therefore, we can only analyze the stability of such modes among all the
types of solutions found in Chapters 2 and 6. In this PhD manuscript we have found such
solutions only in nonlinear slot waveguide configurations presented in Chapter 6, for which
the permittivity of the core is higher than the cladding metal permittivity. In the structures
with a semi-infinity nonlinear medium studied in Chapter 2, where the low-permittivity
metal film is sandwiched between high-permittivity dielectrics, we find node-less modes,
but they do not possess the highest effective index. The modes with the highest effective
index possess nodes in their magnetic field profiles. Therefore, none of these modes fulfill the
definition of the fundamental mode given here and the stability criterion can not be applied
to the solutions found in Chapter 2
We will analyze the stability of the plasmon–solitons in the nonlinear slot waveguide
configuration presented in Chapter 6. We consider here the configuration discussed in Sec-
tion 7.1. At first, the stability of the modes in the vicinity of the bifurcation that gives birth
to a first-order asymmetric mode is studied. The dispersion curves of interest are presented
in Fig. 8.3 (for the corresponding field plots see Fig. 7.16). The bifurcation points divide
these dispersion curves into four sections. We arbitrarily choose the low-power section and
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Figure 8.3: Zoom on the region with the birth of the first-order asymmetric mode of the
dispersion curves of the symmetric slot waveguide presented in Fig. 7.8(b). Bifurcation points
are marked with open circle (fold bifurcation) and open square (Hopf bifurcation). The
numbers facilitating the stability analysis are assigned to the sections of the dispersion
curves according to the rules presented in Fig. 8.1. Labels ps and u denote possibly stable
and unstable modes, respectively.
label it with number 0. The numbers for the two sections above the Hopf bifurcation point
(open square) are assigned according to the rule presented in Fig. 8.1(b). On the asymmetric
branch (at β  10) another bifurcation occurs (fold type bifurcation indicated by an open
circle). The number for the section above this bifurcation point is assigned using the rule
presented in Fig. 8.1(d). After assigning numbers to all the sections, we can determine the
stability of the solutions corresponding to each of the sections. The sections with the highest
number (0) correspond to possibly stable (ps) solutions and all the other sections correspond
to unstable (u) modes. The stability of the sections indexed by number 0 can be inferred
from the linear limiting case. The low-power section of the symmetric branch in the linear
limit corresponds to a linear plasmon in metal/insulator/metal (MIM) configurations, which
is stable. Therefore, the solutions corresponding to this section of the nonlinear dispersion
curves are stable. Because the stability of the sections with the same number is the same, we
conclude that also the section of the asymmetric branch indexed by number 0 corresponds
to stable modes. The high power (and high effective index) sections of the symmetric and
asymmetric branches (above the Hopf and the fold bifurcation points, respectively), labeled
with 1, are unstable.
In Fig. 8.4, the stability of the higher-order node-less modes of the structure discussed in
Section 7.1 is analyzed (see Fig. 7.20 for the field plots of interest). There are two bifurcation
points on the dispersion curves for the higher-order symmetric mode SI and the second-order
asymmetric mode AS2. These points divide the dispersion curves into four sections. We start
by assigning number 0 to the upper section of the symmetric branch. Then, using the rule
presented in Fig. 8.1(a), number 1 is assigned to the section between the two bifurcation
points. The numbers for the sections above the Hopf bifurcation point (indicated by an
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Figure 8.4: Zoom on the region with the birth of higher-order node-less symmetric and
asymmetric modes of the dispersion curves of the symmetric slot waveguide presented in
Fig. 7.8(b). The bifurcation points are marked with open circle (fold bifurcation) and open
square (Hopf bifurcation). The numbers facilitating the stability analysis are assigned to the
sections of the dispersion curves according to the rules presented in Fig. 8.1. Labels ps and
u denote possibly stable and unstable modes, respectively.
open square) are assigned using the rule presented in Fig. 8.1(b). According to the stability
criterion from Ref. [149], only the section with the highest number corresponds to possibly
stable nonlinear modes. In the case presented in Fig. 8.4, it is the upper section of the
symmetric dispersion curve. All the other modes are unstable. According to Ref. [149], the
stability of the upper section of the symmetric branch can be deduced from the high-intensity
limit (Itot Ñ 8). As it can be seen from Fig. 7.18 in Section 7.1, with the increase of the
total intensity, the higher-order solution (SI) becomes narrower and interacts weaker with
the metal cladding. In the limit Itot Ñ 8, the soliton in the nonlinear core becomes very
narrow and does not interact with the cladding at all. Therefore, it can be regarded as a
one-dimensional soliton in an infinite Kerr-type dielectric. Such solitons are stable for any
intensity (see the beginning of Section 5 in Ref. [149] and Refs. [5, 21] therein). Hence, we
expect the upper section of the symmetric branch to correspond to stable solutions. The
asymmetric mode AS2 and the modes corresponding to the lower part of the symmetric
curve (labeled with 1 and 2) are unstable.
In this section, we have presented the first attempt to determine the stability of the
plasmon–soliton waves that were described in this PhD thesis. We used the stability criterion
proposed in Ref. [149] which was proposed for the fundamental modes of the structures in
the weak guiding approximation. We use this criterion here being fully aware of its limited
applicability for the configurations with metal layers, where the permittivity contrast is
high. The criterion from Ref. [149] is easy to use, because it allows us to read the stability
directly from the dispersion curves βpItotq, and it is general (can be applied to various
structures). Another approach to determine the stability of plasmon–solitons waves is to
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use numerical methods. In this case, the study has to be done case by case for each of the
studied configurations and modes.
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Chapter9
Conclusions and perspectives
9.1 General conclusion
T
he theoretical studies of nonlinear surface waves on interfaces between metals and
nonlinear dielectrics, referred here as plasmon–solitons, represent an important but
not fully explored branch of nonlinear optics. Plasmon–solitons merge the properties
of spatial optical solitons and surface plasmons in a single nonlinear wave. Even though
this type of nonlinear waves has been studied for more than thirty years, there are still
no experimental results confirming their existence. In this PhD thesis, we have developed
new and efficient models to study the properties of plasmon–solitons and we have provided
results that may facilitate the experimental observation of these nonlinear states.
In the first part of this manuscript, we have studied configurations where a semi-infinite
Kerr-type nonlinear medium was in contact with metal or linear dielectric layers. For this
type of structures, we have developed two independent models based on Maxwell’s equa-
tions that allow us to find nonlinear stationary transverse magnetic polarized states in these
structures. The models we have developed are semi-analytical and they provide closed ex-
pressions for the dispersion relations and for the field profiles of the modes. This fact allows us
to rapidly scan multi-dimensional space of opto-geometric parameters of studied structures,
which is essential in the process of structure optimization and allows us to efficiently find
the configuration with desired physical properties (for example configurations supporting
low-power plasmon–solitons).
The validity of the two models that we have developed, has been confirmed analytically
and numerically. The analytical validation is based on the fact that, in the limiting cases
(for simpler structures with lower number of layers or linear structures) our models repro-
duce the results that are already known from literature. The numerical validation of our
models has been done in three stages. The results obtained using our models have been:
(i) compared with the results published in other works for the same type of structures, (ii)
mutually compared with each other, (iii) compared with the results of a home-made finite
element method that uses a fixed power algorithm to find self-coherent solutions in the
metal/nonlinear dielectric planar structures. In all the three cases, the results are in accord.
After having confirmed the validity of our models, we have presented the results for the
dispersion diagrams and the mode profiles in various multilayer configurations with a semi-
infinite nonlinear medium and a metal layer. We started with the simplest configuration:
a single interface between a metal and a nonlinear dielectric. We have proven analytically
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that in such structures, only plasmonic-type nonlinear surface waves exist (waves whose
field profile resembles that of a linear plasmon, but is slightly modified due to the presence
of the nonlinearity). In case of a more complicated structure that is composed of a thin
metal film sandwiched between a nonlinear and a linear medium (NML structure), another
type of solutions is found. At first, we studied a symmetric NML configuration in which the
linear parts of the permittivity of the dielectric claddings are equal on both sides. Based on
this example, we introduced a general classification of nonlinear surface waves in structures
with a nonlinear dielectric layer, a metal layer and linear dielectric layers. There exist two
types of plasmon–solitons: the plasmonic type and the solitonic type. In the field profiles of
the solitonic-type plasmon–solitons, a soliton peak is visible in the nonlinear medium and
a plasmon peak is visible at one of the metal interfaces. Studying the asymmetric NML
structures, we have demonstrated that there exists a range of precisely chosen parameters,
for which solitonic-type plasmon–solitons can be observed at realistic intensity levels. Thus,
we can conclude that, for asymmetric NML structures the permittivity of the linear material
has to be fine-tuned in order to find low-power solutions in the structure. In the configuration
that we have studied, for a fixed geometry, the change in the linear refractive index by 0.01
resulted in the change of plasmon–soliton peak power from 1 to 30 GW/cm2.
Studies of low-power plasmon–solitons are crucial from a practical point of view. The
absence of experimental confirmation of the existence of plasmon–soliton waves results from
the fact that, all the nonlinear surface waves of this type predicted before require extremely
high refractive index change, which is equivalent to the high power levels that exceed the
damage threshold of the conventional materials used in integrated optics. The discovery
of the low-power solitonic-type plasmon–solitons indicates the direction toward which the
experimental investigations should be focused. Low-power solitonic-type plasmon–solitons
can be easily excited in structures proposed by us with a Gaussian laser beam and could be
unmistakably distinguished from any linear modes propagating in the structure.
Subsequently, the four-layer structures were also studied, in which an additional low-
refractive index dielectric layer was introduced between the nonlinear dielectric and the
metal film. We have found the dispersion diagrams for such four-layer structures for first
time. Depending on the choice of the structure’s opto-geometric parameters, we obtained
rich or simple dispersion diagrams. We have demonstrated that, the introduction of an
additional dielectric layer can greatly enlarge the region of parameters in which low-power
solitonic-type plasmon–solitons exist (e.g., the refractive index interval in which solutions
with peak intensity below 30 GW/cm2 exist is enlarged from 0.01 in the case of a three-
layer structure to 1.7 in a four-layer structure with similar opto-geometric parameters). Using
this fact, we have optimized the four-layer structure in order to facilitate the experimental
observation of such nonlinear waves. We have found configurations that support plasmon–
solitons with the peak intensity around 1 GW/cm2. This level of light intensity was already
used experimentally in 2009 to generate spatial solitons in fully dielectric waveguides with
a chalcogenide core.
Nonlinear plasmon–solitons in structures with a semi-infinite nonlinear medium may
find potential applications in sensing (for example in surface plasmon resonance based de-
tectors), because they offer an additional free parameter (the light intensity) that influences
the resonance condition and can be tuned by adjusting the power level of the incident
light. However, in structures with a semi-infinite nonlinear medium that support low-power
plasmon–solitons, the solitonic part is weakly localized. Typical full width at half maximum,
of a plasmon–soliton with 1 GW/cm2 peak intensity, is of the order of few tens of microns.
This creates the need for thick nonlinear layers. From the fabrication point of view, it is
problematic to obtain uniform, high quality, nonlinear layers of such thickness.
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In the second part of this PhD manuscript, we have studied nonlinear plasmonic slot
waveguide configurations in which the nonlinear Kerr-type dielectric film is sandwiched
between two semi-infinite metal cladding layers. This configuration has some advantages
over the structures with semi-infinite nonlinear media. Stationary solutions in nonlinear slot
waveguides are strongly confined, primarily due to the high permittivity contrast between
the nonlinear dielectric core and the metal cladding and secondarily due to the self-focusing
nonlinear effect. Moreover, as stated above, from the practical point of view it is easier to
fabricate high quality thin films of nonlinear materials than bulky samples.
For nonlinear plasmonic slot waveguides, we have developed two models based on Maxwell’s
equations for the transverse magnetic polarized light. One of them is semi-analytical and
provides closed formulas for the dispersion relations and the field profiles of the modes in
terms of special Jacobi elliptic functions. The limitation of this model is the fact that it
uses a simplified treatment of the Kerr-type nonlinearity. The second model, that accounts
for the full nonlinear Kerr term, is based on the shooting method, which is a common nu-
merical way to solve Maxwell’s equations in nonlinear structures. The novelty of the second
model lays in the fact that we have found an analytical condition that allows us to reduce
the dimension of the parameter space in which nonlinear solutions of Maxwell’s equations
are sought. The validity of both our models has been validated by a mutual comparison
of their results. Because interesting nonlinear effects occur for the nonlinear permittivity
contrast comparable to the built-in permittivity contrast in the structure, in the nonlinear
slot waveguide configuration, built of metals and dielectrics, interesting nonlinear effects
occur for elevated nonlinear permittivity changes. Some of these effects occur outside of the
validity range of the first model, which treats the Kerr-type nonlinearity in a simplified and
approximated way. For this reason, the two models agree quantitatively only for low intensity
levels. Nevertheless, the results of both our models are in excellent qualitative agreement for
the whole range of intensities.
Using these two models that we developed, we have studied the dispersion relations
and mode profiles of nonlinear plasmonic slot waveguides. First, we have analyzed very rich
dispersion diagrams for the symmetric nonlinear slot waveguides (in which the permittivities
of the two metal claddings are equal). We have found the zero-order modes (symmetric and
antisymmetric modes that exist in the linear limit) and the first-order asymmetric nonlinear
mode that have already been studied in literature. The asymmetric mode appears from the
symmetric one in the nonlinear regime through a symmetry breaking Hopf bifurcation. Apart
from these modes, due to the completeness of our models, we have found new symmetric,
antisymmetric and asymmetric higher-order modes in nonlinear slot waveguides. Among
these higher-order modes, the asymmetric modes bifurcate from the symmetric ones. All the
dispersion curves of the asymmetric modes in the symmetric nonlinear slot waveguide are
doubly degenerate.
We have classified all the modes of the nonlinear slot waveguide according to the symme-
try of the magnetic field profile and to the presence of the nodes in the magnetic field profile.
The nonlinear dispersion diagrams can be divided into two parts: one containing only dis-
persion curves of the modes with nodes and the second one containing the dispersion curves
corresponding to the node-less modes. The limit between the two regions is given by the
dispersion curve corresponding to a single interface between the metal and the nonlinear
dielectric. We have found the analytical expressions for this curve using the formulation of
each of our models. The family of the modes with nodes has been studied in more detail.
We have shown that at a certain point (one for each of the higher-order modes with nodes),
the nonlinear refractive index distribution induced by this mode is flat. This fact allowed us
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to find a direct relationship between these modes and their linear counterparts that exist in
linear slot waveguides.
For the symmetric nonlinear slot waveguide structure, we have studied the influence of the
width of the core on the dispersion curves. We concluded that the increase of the waveguide
core width allows for a drastic decrease of the intensity threshold at which the birth of new
nonlinear modes is observed. We have reported that the increase of the waveguide thickness
by a factor of 20 allows us to decrease the intensity required to observe the first asymmetric
mode bifurcation by 5 orders of magnitude. Moreover, studying waveguides with different
core widths, we observed that a part of the dispersion curve of the first asymmetric mode for
high effective index values is invariant with respect to the waveguide core width. For high
effective index values, the dispersion curves of the first asymmetric mode in waveguides with
different thickness overlap. This behavior is explained by the fact that the high-effective index
asymmetric solutions are strongly localized at one of the nonlinear slot waveguide interfaces
and interact very weakly with the second interface. Therefore, the problem can be simplified
to a single-interface situation, where the thickness of the waveguide does not play any role.
Furthermore, the influence of the permittivity index contrast between the dielectric core
and the metal cladding on the dispersion curves has been studied. We have noticed two
types of behavior. Decreasing the permittivity contrast by changing the permittivity of the
metal cladding allows us to decrease the intensity threshold for the bifurcation points for
the asymmetric modes. In the studied structure, we have managed to reduce the inten-
sity threshold for the first bifurcation by four orders of magnitude by changing the metal
cladding permittivity from 200 to 15 while the linear part of the core permittivity was
kept equal to 3.462. On the contrary, increasing the permittivity contrast by changing the
permittivity of the core allows us to decrease the intensity threshold for the first bifurcation.
We have reduced the intensity threshold by three orders of magnitude by changing the core
permittivity from 1 to 25 while the cladding permittivity was kept equal to 90.
Last but not least, the properties of asymmetric nonlinear slot waveguides were studied.
We have shown that, in agreement with the group theory, the double degeneracy of the
dispersion curves corresponding to the asymmetric modes is lifted when the asymmetry of
the structure is introduced (different metal permittivity values for the two cladding regions).
Moreover, we have observed that the separation between the two branches into which the
doubly degenerate branch splits, grows with the increase of the structure asymmetry, as
expected. For high effective indices, one of these branches overlaps with the dispersion curve
of the asymmetric mode in the symmetric structure. This behavior was explained using
the fact that for highly asymmetric modes that are strongly localized at one interface, the
problem can be reduced to a single-interface situation.
Nonlinear plasmonic slot waveguides may find potential applications in integrated optics,
as they offer the possibility of extreme light confinement required to miniaturize devices
and reduce the cross-talk between separate channels. Applications in nonlinear plasmonic
couplers have already been proposed in literature.
9.2 Perspectives
9.2.1 Theoretical studies
Even though plasmon–solitons in metal dielectric structures have been studied for more
than thirty years, there are still a lot of questions that remain unanswered. One of the most
important issues is the stability of these waves. At first, a crude attempt to determine the
stability of plasmon–solitons has been presented in Chapter 8, but the method used there
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was not fully suited for the structures with high refractive index contrast as the ones studied
in this PhD manuscript. It has not been rigorously proven that the framework developed
in Ref. [149] is applicable to the structures studied in this PhD manuscript. It is desirable
to find an analytical criterion for plasmon–soliton stability, similar to the one presented in
Ref. [149] for dielectric waveguides. Since this might be a difficult task, in the short term
it might be more efficient to study the stability of nonlinear surface waves using numerical
tools. Methods such as split-step Fourier or finite-difference time-domain (FDTD) can be
used to study the propagation and stability of plasmon–solitons.
Apart from the stability issue, more complicated structures in which plasmon–solitons
can propagate should be considered in the future. The models presented in this work can
be extended to treat structures with higher number of layers. Combining the results from
Sections 2.3 and 6.2, allows us to readily analyze nonlinear waveguides with multiple cladding
layers. As an extension of this idea, periodic structures with metal and nonlinear dielectric
layers may be studied. Moreover, analysis of more realistic two-dimensional solutions in both
one- and two-dimensional waveguide geometries should be continued. The two-dimensional
nonlinear dielectric waveguides embedded in metal/dielectric structures may offer further
flexibility in the structure design and plasmon-soliton properties control. Additionally, the
waveguides in which the interface between a nonlinear dielectric and a metal is structured
may result in new properties of plasmon–soliton waves.
9.2.2 Experiment
In this PhD thesis, we have presented several results that should facilitate experimental
observation of plasmon–soliton waves. We have designed realistic structures (both for the
configuration with semi-infinite nonlinear medium and for the nonlinear slot waveguide con-
figuration) in which purely nonlinear states can be observed at the level of induced nonlinear
permittivity change reachable in materials used for integrated optics. We have used real-
istic parameters of the materials at the telecommunication wavelength and optimized the
structures in order to observe nonlinear effect at the levels of intensity that can be pro-
vided by modern high power lasers and that do not destroy the material. These designs
have been made in close collaboration with groups working on the experimental observation
of plasmon–solitons. There are still a lot of difficulties that have to be overcome from the
fabrication point of view. Proper materials have to be chosen in order to maximize their non-
linear response and minimize parasitic effects, such as linear losses, three-photon absorption
or permanent material degradation upon long exposure to high-intensity laser light.
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Intensity dependent refractive index
In literature, we can find various definitions of the intensity dependent (Kerr) refractive
index. Here we present in detail the relations between various nonlinear parameters.
In the case of many materials the refractive index can be described by the relation [162]:
n  n0   n2xE 2ptqyt, (A.1)
where n0 represents the usual, weak-field refractive index and n2 is the constant describing
the rate of index change with the increase of the time averaged electric field xE 2ptqyt. We put
a bar over this coefficient to avoid confusion with the second-order nonlinear refractive index
n2 introduced in Section 1.7. The time dependent electric field is defined by Eq. (1.6.1a) as:
E ptq  Epωqeiωt   c.c. (A.2)
The time average of E 2ptq can be written as
xE 2ptqyt  xEpωqeiωt   2EpωqEpωq  Epωqeiωtyt. (A.3)
The averaging of the oscillating terms gives zero and Eq. (A.3) reads:
xE 2ptqyt  2|Epωq|2. (A.4)
Using this result we can rewrite Eq. (A.1) to obtain the dependency of refractive index on
the field amplitude:
n  n0   2n2|E|2. (A.5)
An alternative, more common way of defining the Kerr-type refractive index is to connect
the index changes with the light intensity [see Eq. (1.7.1)]:
n  n0   n2I. (A.6)
Comparing Eqs. (A.5) and (A.6) and using the definition of the light intensity given by
Eq. (1.7.4), we relate the two nonlinear coefficients:
n2  4βn2
0||c . (A.7)
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In Section 1.7, we have obtained a simplified relation between the nonlinear coefficient
α (appearing in the definition   l   α|E|2) using several assumptions. We assumed there
that the nonlinear modification of the permittivity is much lower than the linear part of
permittivity (α|E|2 ! l) and that the effective index of the modes can be approximated by
the value of the linear refractive index (β  n0, which is true for low-power solitonic waves).
Using the same assumptions in Eq. (A.7), we rewrite it in the form:
n2  4n2
0n0c
. (A.8)
Equation A.8 differs by a factor 4 from Eq. (4.1.18) in Ref. [2] due to a different definition of
the light intensity used [compare Eq. (1.7.4) in this manuscript and Eq. (4.1.16) in Ref. [2]].
Here we recall the simplified relation between n2 and α given by Eq. (1.7.7):
α  0n20cn2, (A.9)
where we used the identity |l|  n20. Using the fact that χp3q  α{3 [see Eq. (1.6.10)] we
relate n2 with χ
p3q:
n2  3χ
p3q
0n20c
. (A.10)
Equation (A.10) can be numerically expressed as:
n2

m2
W

 1128
n20
χp3q

m2
V2

, (A.11)
where again the difference by factor 4 with Eq. (4.1.20) in Ref. [2] is due to different defi-
nitions of the light intensity used here and in Ref. [2]. In some older works, the third-order
nonlinear susceptibility values are given in the Gaussian system. In this case, the conversion
procedure is the following:
n2

m2
W

 1.56  10
5
n20
χp3q

esu

. (A.12)
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Elliptic integrals
During the derivation of the expressions for the field profiles in the frame of the Jacobi
elliptic function based model in Section 6.1.1, we have encountered the elliptic integrals. By
definition, an integral of the type »
Rpx, yq dx, (B.1)
where Rpx, yq is a rational function of x and y, y2 is equal to a cubic or quartic polynomial
in x, Rpx, yq contains at least one odd power of y, and y2 has no repeated factors is called
an elliptic integral. More details on the elliptic integrals can be found in Ref. [150].
Table B.1 presents the formulas used to integrate the elliptic integrals that were used
in Section 6.1.1. The results of the integrations of the elliptic integrals are expressed as the
inverse Jacobi elliptic functions. The Jacobi elliptic functions are discussed in Ref. [148] and
in Appendix C.
Condition
Formula number
Elliptic integral
Equivalent inverse
in Ref. [109] Jacobi elliptic function
γ ¡ δ 17.4.43 γ ³x
δ
dt?
pγ2t2qpt2δ2q
nd1

x
δ
γ2δ2γ2 	
γ ¡ δ 17.4.44 γ ³γ
x
dt?
pγ2t2qpt2δ2q
dn1

x
γ
γ2δ2γ2 	
— 17.4.51
a
γ2   δ2 ³x
0
dt?
pt2 γ2qpδ2t2q
sd1

x
?
γ2 δ2
γδ
 δ2γ2 δ2

— 17.4.52
a
γ2   δ2 ³δ
x
dt?
pt2 γ2qpδ2t2q
cn1

x
δ
 δ2γ2 δ2	
Table B.1: Elliptic integrals and the equivalent inverse Jacobi elliptic functions. This table
is part of the table presented on Page 596 in Ref. [109].
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AppendixC
Jacobi elliptic functions
The field profiles and the dispersion relations in the frame of the Jacobi elliptic function based
model derived in Section 6.1 are expressed in terms of Jacobi elliptic functions. This appendix
presents the necessary informations about these functions and their basic properties. More
details on the Jacobi elliptic functions can be found in Ref. [148].
C.1 Definitions and plots
The Jacobi elliptic functions can be defined with respect to some integrals. Consider an
integral
u 
» ϕ
0
dθa
1m sin2 θ
, (C.1)
where the angle ϕ is called the amplitude.
ϕ  ampu|mq (C.2)
and m is called the parameter. The parameter m takes values from the interval r0, 1s, We
define the three first Jacobi elliptic functions as
cnpu|mq  cosϕ, (C.3a)
dnpu|mq 
b
1m sin2 ϕ, (C.3b)
snpu|mq  sinϕ, (C.3c)
The remaining nine Jacobi elliptic functions can be expressed using the three functions given
by Eqs. (C.3) using the following rules. For p, q, and r being any of the four letters s, c, d,
and n the following relations hold:
pqpu|mq  1
qppu|mq , (C.4)
pqpu|mq  prpu|mq
qrpu|mq . (C.5)
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Two equivalent notations are used for the Jacobi elliptic functions. In this PhD manuscript,
we use the notation with the parameter m, as it is done for instance in Ref. [109] and in the
computer algebra software Maxima that was used for a part of the numerical implementa-
tion of the Jacobi elliptic function based model. The second notation for the Jacobi elliptic
functions uses the modulus k2  m instead of the parameter m. This notation is used for
example in Ref. [108] and in the computer algebra software Maple, in which the main code
of the Jacobi elliptic function based model was written. These two notations are equivalent
in the sense
pqpu|kq  pqpu|mq, (C.6)
where the Jacobi elliptic function denoted by pq uses the second notation.
In Figs. C.1 and C.2, we present plots of the six Jacobi elliptic functions used in Sec-
tion 6.1. The plots illustrate the behavior of these Jacobi elliptic functions for different values
of the parameter m.
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Figure C.1: Jacobi elliptic functions (a) cnpu|mq, (b) dnpu|mq, and (c) snpu|mq for five
different values of the parameter m.
214
C.1. Definitions and plots
-1.0
-0.5
0.0
0.5
1.0
 0  0.5  1  1.5  2  2.5  3  3.5  4
Ja
co
bi
 e
llip
tic
 fu
nc
tio
n
u/pi
cd(u|0.00)
cd(u|0.03)
cd(u|0.50)
cd(u|0.97)
cd(u|1.00)
(a)
0.0
3.0
6.0
 0  0.5  1  1.5  2  2.5  3  3.5  4
Ja
co
bi
 e
llip
tic
 fu
nc
tio
n
u/pi
nd(u|0.00)
nd(u|0.03)
nd(u|0.50)
nd(u|0.97)
nd(u|1.00)
(b)
-6.0
-3.0
0.0
3.0
6.0
 0  0.5  1  1.5  2  2.5  3  3.5  4
Ja
co
bi
 e
llip
tic
 fu
nc
tio
n
u/pi
sd(u|0.00)
sd(u|0.03)
sd(u|0.50)
sd(u|0.97)
sd(u|1.00)
(c)
Figure C.2: Jacobi elliptic functions (a) cdpu|mq, (b) ndpu|mq, and (c) sdpu|mq for five
different values of the parameter m.
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C.2 Properties
Here we present some of the basic properties of the six Jacobi elliptic functions that were
used in Section 6.1.
Limiting cases
The expressions for the Jacobi elliptic functions in the limiting case m  1 are used in
Section 6.1.4, where the derivation of the field profiles and the nonlinear dispersion relations
for the limiting case of a single interface between a metal and a nonlinear dielectric is
presented. Table C.1 presents the expression for the Jacobi elliptic functions for the limiting
cases of the parameter m  0 and m  1.
Function \ Case m  0 m  1
cnpu|mq cosu sechu
dnpu|mq 1 sechu
snpu|mq sinu tanhu
cdpu|mq cosu 1
ndpu|mq 1 coshu
sdpu|mq sinu sinhu
Table C.1: Expression for the Jacobi elliptic functions for the limiting values of the parameter
m  0 or m  1. This table is part of Table 16.6 presented on Page 571 in Ref. [109].
Symmetry
The symmetry properties of the Jacobi elliptic functions were used in Section 6.1 to simplify
the expressions for the field profiles and the nonlinear dispersion relations. Table C.2 presents
the symmetry properties of the Jacobi elliptic functions.
Function \ Argument u u
cn cnpu|mq cnpu|mq
dn dnpu|mq dnpu|mq
sn snpu|mq  snpu|mq
cd cdpu|mq cdpu|mq
nd ndpu|mq ndpu|mq
sd sdpu|mq  sdpu|mq
Table C.2: The symmetry properties of the Jacobi elliptic functions. This table is part of
Table 16.8 presented on Page 572 in Ref. [109] that presents more general relations between
Jacobi elliptic functions upon the change of the argument.
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Derivatives
The expressions for the Jacobi elliptic function derivatives were used in Section 6.1 to obtain
the formulas for the field profiles and the nonlinear dispersion relations. Table C.3 present
expressions for the derivatives of the Jacobi elliptic functions used in Section 6.1.
Function Derivative
snpu|mq cnpu|mqdnpu|mq
cnpu|mq  snpu|mqdnpu|mq
dnpu|mq m snpu|mq cnpu|mq
sdpu|mq cdpu|mqndpu|mq
cdpu|mq pm 1q sdpu|mqndpu|mq
ndpu|mq m sdpu|mq cdpu|mq
Table C.3: Expressions for the derivatives with respect to the argument u of the Jacobi
elliptic functions. This table is part of Table 16.16 presented on Page 574 in Ref. [109].
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Study of the losses in nonlinear slot
waveguide structures
In this appendix we present an estimation of the propagation losses for the modes of a nonlin-
ear slot waveguide. The losses will be evaluated using the method proposed in Section 2.1.5.
The imaginary part of the effective index is calculated using the expression [compare with
Eq. (2.1.74)]:
β2  0c
4
³
T
2pxq|Epxq|2 dx
Ptot
, (D.1)
where Ptot denotes the total power density of the mode [defined by Eq. (7.1.6)], 
2pxq denotes
distribution of the imaginary part of the permittivity, and T is the transverse cross-section
of the waveguide.
The waveguides studied here have parameters similar to these given in Table 7.1, but
now the imaginary part of the permittivity of the materials is nonzero. In this appendix
waveguides with two thicknesses of the core are studied: 400 nm and 800 nm.
Quantity \ Layer 1 2 3
Material gold hydrogenated amorphous silicon gold
Permittivity 1  90 10i l,2  3.462  104i 3  90 10i
n
p2q
2 — 2  1017 m2/W —
Table D.1: Parameters of the symmetric nonlinear slot waveguide structures with losses
studied in this section.
Figure D.1 presents the dispersion diagram for the nonlinear slot waveguide with a 400-
nm-thick core obtained using the interface model. The real and the imaginary parts of the
effective index are plotted as a function of the averaged nonlinear index modification in the
core x∆ny defined by Eq. (7.1.1). In the description of the dispersion curves, the names
of the modes introduce in Section 7.1.1 are used. Figure D.1(a) shows the real part of the
dispersion curves βpx∆nyq (it is a part of Fig. 7.3). The behavior of these dispersion curves is
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discussed in Section. 7.1.1. Here we will focus on the description of Fig. D.1(b) that presents
the dispersion curves for the imaginary part of the effective index β2px∆nyq.
Form Fig. D.1(b), we notice that the imaginary part of the effective index of the funda-
mental symmetric mode S0 (blue curve that starts at low x∆ny values) are lower than β2
for the low-power antisymmetric AN0 mode (red curve starting at low x∆ny). The lowest
value of the imaginary part of the effective index for the S0 mode is β2  3  102 and for
the AN0 mode β2  5  102. These values are equal to the imaginary part of the effective
indices of the first symmetric and antisymmetric modes of the corresponding linear slot
waveguide. The imaginary part of the effective index of the S0 and AN1 modes increases
with the increase of x∆ny. Similarly, the imaginary part of the effective index of the AS1
mode increases with the increase of x∆ny.
The lowest values of β2 for the low-power modes of the slot waveguide correspond to
the attenuation of the mode L  1 dB/µm [the relation between the imaginary part of the
effective index and the attenuation is given by Eq. (2.1.75)].
The nonlinear dispersion curves for β2 of the higher-order modes from the family with
nodes (modes S1 and AN1) have a parabolic shape. These curves start at a certain level of
losses corresponding to the appearance of the mode at β  1. With the increase of x∆ny,
the imaginary part of the effective index first decreases and then increases rapidly. With the
increase of the order of the mode, the values of β2 at the beginning of the curve and at the
minimum increase.
The most interesting is the behavior of the β2px∆nyq curve for the higher-order node-less
symmetric mode SI. This mode appears through a fold bifurcation [151] at x∆ny  3. At
the bifurcation point, two branches are born and their effective index β increases with the
increase of x∆ny [see Figs. D.1(a) and 7.3(b)]. The imaginary part of the effective index for
one of these branches increases with the increase of x∆ny. On the contrary, for the second
branch, the values of β2 decrease with the increase of x∆ny. This behavior can be understood
looking at the field profiles of the SI mode presented in Fig. 7.18. There, we observe that the
field profiles laying on the upper SI branch have large side-lobes [see Fig. 7.18(a) and (b)]
and therefore they interact strongly with the metal cladding. The field profiles corresponding
to the lower branch have low side-lobes [see Fig. 7.18(c) and(d)] and therefor they interact
weakly with the metal cladding.
The interaction with the metal cladding is crucial in the studies of losses, because the
imaginary part of the metal permittivity is orders of magnitude higher than 2 of the dielec-
tric core (in terms of absolute value — see Table D.1). Looking at Eq. (D.1) we see that,
the higher the fraction of the field localized in the metal layers, the higher is the value of
β2. Consequently, solutions that interact with the metal cladding weakly (that are mainly
localized in the dielectric core) have low β2 values. The lowest value of β2 of the SI mode
that we compute is β2  2 103. It corresponds to the attenuation of L  0.07 dB/µm. Un-
fortunately, this low vale of losses occurs for extremely large nonlinear index modifications
x∆ny  4.
The imaginary part of the effective index of the asymmetric mode AS2 grows with the
increase of x∆ny. This is caused be the fact that, with the increase of x∆ny, the asymmetry
of this mode increases. With the increase of the asymmetry, the amplitude of one of the
side-lobes grows and the amplitude of the other one decreases. However, the net effect gives
the increase of the fraction of the light that is confined in the metal cladding.
In Fig. D.2 the dispersion diagram for a nonlinear slot waveguide with the parameters
shown in Table D.1 and the core thickness d  800 nm is shown. Figure D.2(a) shows
the real part of the dispersion curves βpx∆nyq (the same plot is shown inf Fig. 7.46). The
behavior of these dispersion curves is discussed in Section. 7.1.1. Here we will focus on the
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Figure D.1: Nonlinear dispersion diagrams for (a) the real part and (b) for the imaginary
part of the effective index as a function of the averaged nonlinear index modification in the
nonlinear slot waveguide with the parameters indicated in Table D.1 and a 400-nm-thick
core.
comparison between Fig. D.2(b) that presents the dispersion curves for the imaginary part
of the effective index β2px∆nyq for the waveguide with an 800-nm-thick core, and Fig. D.1(b)
showing the same dependency for the waveguide with a 400-nm-thick core.
Qualitatively, the behavior of the nonlinear dispersion curves β2px∆nyq of the corre-
sponding modes of the waveguides with a thin core and with a thick core is the same.
However, here are some qualitative differences. In Fig. D.2(b), we see four low-power modes.
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Figure D.2: Nonlinear dispersion diagrams for (a) the real part and (b) for the imaginary
part of the effective index as a function of the averaged nonlinear index modification in the
nonlinear slot waveguide with the parameters indicated in Table D.1 and an 800-nm-thick
core.
The imaginary part of the effective index for the fundamental symmetric mode (blue curve
form which the asymmetric AS1 mode bifurcates) is at the same level as for the waveguide
with the thin core (β2  3  102). However, for the waveguide with the thick core, two
additional higher-order low-power modes with nodes exist, for which β2 can be as low as
102.
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The lowest value of the imaginary part of the effective index is obtained for the higher-
order symmetric node-less modes. One branch of the SI dispersion curve corresponds to
β2  104. The lowest β2 for the SII mode is at the level of 103. Comparing Figs. D.1 and
D.2, we notice that with the increase of the core thickness, the lowest value of β2 for the SI
mode decreases (from 2  103 to 104) and that it occurs for lower value of the nonlinear
index modification x∆ny. For the waveguide with the thick core it occurs at x∆ny  2 which
is two times lower that for the waveguide with the thin core.
The lowest attenuation obtained for the SI mode in the nonlinear slot waveguide with
the 800-nm-thick core is L  3.5 dB/mm. We notice that by changing the nonlinear core
thickness, we are able to lower the level of the losses of the modes propagating in the
nonlinear slot waveguide.
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AppendixE
Field profiles of higher-order node-less
modes obtained using the Jacobi elliptic
function based model
In this appendix, field profiles of higher-order node-less modes obtained using the Jacobi
elliptic function based model (JEM) are presented. These profiles have similar features to
the profiles of the node-less modes discussed in Section 7.1.3 and their analysis does not
bring any new information about the nature of the JEM. Nevertheless, we present these
profiles here to prove that the JEM is able to find the corresponding higher-order modes,
to point out similarities and differences between the results of the JEM and the interface
model (IM), and to complete the study presented in Section 7.1.3.
Figure E.1 presents the transformation of the field profiles of the magnetic field Hy,
electric field components Ex and Ez and the total electric field amplitude E for the second-
order symmetric node-less mode SII along its dispersion curve (see Fig. 7.27). The columns
are ordered by increasing values of the magnetic field amplitude on the left metal/nonlinear
dielectric interface H0. The differences between the field profiles for SII mode obtained
using the JEM (Fig. E.1) and the IM (presented in Fig. 7.22) are the same as for the SI
mode (discussed on Page 162). The qualitative agreement between the magnetic field profiles
obtained using the two models is good. Quantitatively, the ratio between the magnetic field
intensity at the metal/nonlinear dielectric interface and the soliton peak (H0{Hpeak) is much
higher for the JEM than for the IM. The profiles of the electric field component Ez obtained
using the two models are very similar. On the contrary, the electric field component Ex
differ drastically between the results of two models. In the IM, the Ex profile has the shape
similar to the magnetic field profile Hy (positions of minima and maxima are identical for
Ex and Hy in Fig. 7.22). In the case of the JEM, in Fig. E.1(a) we see that the positions
of minima and maxima are switched in the Ex profile. At the positions of the two solitonic
peaks in the Hy profile, there are two minima in the Ex profile. The Ex profiles presented in
Fig. E.1(d) possesses three maxima (one in the center of the nonlinear core and two close to
the core interfaces). For higher total intensity densities of the mode [Figs. E.1(e) and (f)], the
maximum in the center splits into two maxima, and the maxima close to the core interfaces
change their shape. The profiles of the total electric field amplitude [Figs. E.1(g)–(i)] have
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Figure E.1: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field components
Ex (blue) and Ez (black), and (g)–(i) total electric field amplitude E corresponding to
points (first column) SIIa, (second column) SIIb, and (third column) SIIc in Fig. 7.27.
complicated shapes and do not resemble the profiles obtained using the IM [Figs. 7.22(i)–(l)],
which resemble two solitons trapped in the waveguide core.
Figure E.2 presents the transformation of field profiles of the third-order asymmetric
node-less mode AS3 along its dispersion curve (see Fig. 7.27). The columns are ordered by
increasing values of H0. Comparison of the field profiles obtained using the JEM and the field
profiles of the AS3 mode obtained using the IM (see Fig. 7.23) leads to similar conclusions
as for the SII mode. Here also, the Hy and Ez profiles agree relatively well between the two
models. The comparison of the Ex and E profiles reveals big differences between the two
models.
Figure E.3 presents a direct comparison of the transformation of the SII and AS3 modes
along their respective dispersion curves (see Fig. 7.27) with the increase of the magnetic
field at the left metal/nonlinear dielectric H0. This transformation has a similar character
to the transformation observed in the frame of the IM (see Fig. 7.24). We observe that the
two soliton peaks of the asymmetric mode shift toward the interface with lower value of H0
[to the left in Fig. E.3(a) and to the right in Fig. E.3(b)].
224
 0
 20
 40
 60
-0.2  0  0.2  0.4  0.6
H
y 
[M
A/
m]
x [µm]
(a) - AS3a
 0
 20
 40
 60
-0.2  0  0.2  0.4  0.6
H
y 
[M
A/
m]
x [µm]
(b) - AS3c
 0
 20
 40
 60
-0.2  0  0.2  0.4  0.6
H
y 
[M
A/
m]
x [µm]
(c) - AS3b
-3
-2
-1
 0
 1
 2
 3
-0.2  0  0.2  0.4  0.6
[G
V/
m]
x [µm]
(d) - AS3a
Ex
-Ez
-3
-2
-1
 0
 1
 2
 3
-0.2  0  0.2  0.4  0.6
[G
V/
m]
x [µm]
(e) - AS3c
Ex
-Ez
-3
-2
-1
 0
 1
 2
 3
-0.2  0  0.2  0.4  0.6
[G
V/
m]
x [µm]
(f) - AS3b
Ex
-Ez
 0
 1
 2
 3
-0.2  0  0.2  0.4  0.6
E 
[G
V/
m]
x [µm]
(g) - AS3a
 0
 1
 2
 3
-0.2  0  0.2  0.4  0.6
E 
[G
V/
m]
x [µm]
(h) - AS3c
 0
 1
 2
 3
-0.2  0  0.2  0.4  0.6
E 
[G
V/
m]
x [µm]
(i) - AS3b
Figure E.2: Profiles of (a)–(c) magnetic field component Hy, (d)–(f) electric field components
Ex (green) and Ez (black), and (g)–(i) total electric field amplitude E corresponding to
points (first column) AS3a, (second column) AS3c, and (third column) AS3d in Fig. 7.27.
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