On the hyperreflexivity of power partial isometries  by Piwowarczyk, Kamila & Ptak, Marek
Linear Algebra and its Applications 437 (2012) 623–629
Contents lists available at SciVerse ScienceDirect
Linear Algebra and its Applications
journal homepage: www.elsevier .com/locate/ laa
On the hyperreflexivity of power partial isometries<
Kamila Piwowarczyka, Marek Ptaka,b,∗
a
Institute of Mathematics, University of Agriculture, ul. Balicka 253c, 30-198 Kraków, Poland
b
Institute of Mathematics, Pedagogical University, ul. Podchora¸z˙ych 2, 30-084 Kraków, Poland
A R T I C L E I N F O A B S T R A C T
Article history:
Received 14 November 2011
Accepted 12 February 2012
Available online 23 March 2012
Submitted by P. Šemrl
AMS classification:
Primary: 47L80
Secondary: 47L45, 47L05
Keywords:
Reflexive subspace
Hyperreflexive subspace
Hyperreflexive operator
Consistent operator
Power partial isometry
Necessaryandsufficient conditions forhyperreflexivityof completely
non-unitary power partial isometries are given.
© 2012 Elsevier Inc. All rights reserved.
1. Introduction
The concept of reflexivity and hyperreflexivity arises from the problem of existence of a nontrivial
invariant subspace for an operator on a Hilbert space. An operator is called reflexive if it has so many
invariant subspaces that they determine the membership in the algebra generated by the given oper-
ator. An operator is hyperreflexive (much stronger property than reflexivity) if the usual distance from
any operator to the algebra generated by the given operator can be controlled by the distance given by
invariant subspaces.
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A power partial isometry is an operator for which all its powers are partial isometries. It cannot
be expected that all power partial isometries are hyperreflexive or even reflexive since the operator
on a finite dimensional Hilbert space given by a Jordan block matrix is not reflexive [8]. On the other
hand there are many power partial isometries which are reflexive or even hyperreflexive. Reflexivity
of the unilateral shift was shown in [18], hyperreflexivity in [6]. In [8] full characterization of reflexive
operators on finite dimensional Hilbert spaces was given. Since the underlying Hilbert space is finite
dimensional it is also characterization of hyperreflexive operators.
In [2] full characterization (if and only if condition) of reflexivity of completely non-unitary power
partial isometries was given. In what follows it will be shown that in fact it is full characterization of
hyperreflexive power partial isometries.
In Section 2 precise definitions of the reflexivity, hyperreflexivity and property A1(1) are given.
This property will play an important role in the paper. Section 3 deals with unilateral and truncated
shifts. Hyperreflexivity of some special cases are proved. One of them is the infinite orthogonal sum
of truncated shifts with unbounded orders. The newly introduced algebra of triangular consistent
operators will be helpful. This case seems to be interesting since if we have reflexive finite sum of
truncated shifts it has to be hyperreflexive, because the underlying Hilbert space is finite dimensional,
but we have no control of the hyperreflexive constant. Another example is the orthogonal sum of a
unilateral shift and any orthogonal sum of truncated shifts. It happens then that the unilateral shift
makes the whole operator to be hyperreflexive.
Section 4 presents the main theorem, necessary and sufficient conditions for hyperreflexivity of
completely non-unitary power partial isometries.We characterize hyperreflexivity using rank 2 opera-
tors in the algebra generated by the power partial isometry as itwas done in [2] and also by dimensions
of the ranges of some projections connected with this power partial isometry.
2. Preliminaries
Let B(H) denote the algebra of bounded linear operators on a complex separable Hilbert space H.
Duality between trace class operators τ c(H) and the algebra B(H) is given by 〈A, t〉 = tr (A t) for
A ∈ B(H), t ∈ τ c(H). Reference to H is suppressed when the underlying Hilbert space is clear. The
set of rank one operators we denote by F1(H) and each rank one operator can be given by x, y ∈ H
and defined as (x ⊗ y)z = (z, y)x for z ∈ H. The action of a rank one operator x ⊗ y on any operator
A ∈ B(H) can be expressed as 〈A, x ⊗ y〉 = tr (A(x ⊗ y)) = (Ax, y). For a subset S ⊂ B(H) by
S⊥ ⊂ τ c(H) we denote the preannihilator of S .
For any operator A ∈ B(H) byW(A) (respectively,A(A)) we denote the smallest algebra containing
polynomials in A and closed in weak operator (respectively, weak∗) topology. For a cardinal number
d let H(d) denote the direct sum of H with itself d times. If A ∈ B(H), then A(d) is the direct sum of A
with itself d times.
By ball we denote the unit ball in appropriate space.
Let S ⊂ B(H) be a subspace (i.e. a norm-closed linear manifold) and let T ∈ B(H). By dist (T, S)
we denote the usual distance in B(H), namely dist (T, S) = inf{‖T − S‖ : S ∈ S}. Another distance
can be also considered
α(T, S) = sup{|(Tx, y)| = |〈T, x ⊗ y〉| : x ⊗ y ∈ ball(S⊥)}.
It is clear that α(T, S)  dist (T, S). A subspace S is called hyperreflexive if there is a constant κ  0
such that
dist (T, S)  κ α(T, S).
The infimumof all constantsκ fulfilling this inequality is called the hyperreflexive constant anddenoted
by κS . The operator A ∈ B(H) is called hyperreflexive ifW(A) is hyperreflexive. If S is a subalgebra of
B(H) containing the identity, then α(T, S) can be calculated using projections onto invariant sub-
spaces, namely α(T, S) = sup{‖P⊥TP‖ : P ∈ Lat S}. Hyperreflexivity was considered for the first
time in [1]. Formore information about hyperreflexivity and its relationshipwith reflexivity see [5,14].
The next technical lemma will be needed later.
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Lemma 2.1. LetH = ⊕ι∈JHι be an orthogonal sum of Hilbert spaces and Pι be the orthogonal projection
onto Hι. Let us take A = ⊕ι∈JAι, Aι ∈ B(Hι). If S ⊂ ⊕ι∈JB(Hι) is a subspace and Sι = PιSPι, then
(i) dist (A, S) = supι∈J dist (Aι, Sι) and
(ii) supι∈J α(Aι, Sι)  α(A, S).
Proof
(i) Let T = ⊕ι∈JTι ∈ S . Recall that supι∈J ‖Aι−Tι‖ = ‖A−T‖ and note that dist (Aι, Sι)  ‖A−T‖
for any ι ∈ J. Taking the infimum on the right hand side and the supremum on the left hand
side we get supι∈J dist (Aι, Sι)  dist (A, S).
To prove the adverse inequality let us choose ε > 0. Let us note that dist (A, S)  ‖A− T‖+ ε
2
for some T = ⊕ι∈JTι ∈ S . Then one may find ι ∈ J such that dist (A, S)  ‖Aι − Tι‖ + ε.
Now by taking the infimum of Tι ∈ Sι and the appropriate supremum we get dist (A, S) 
supι∈J dist (Aι, Sι) + ε and (i) is proved.
(ii) Let us take ι0 ∈ J and xι0 ⊗ yι0 ∈ (Sι0)⊥ ∩ F1(Hι0) with ‖xι0 ⊗ yι0‖1 = 1. Define x˜ = ⊕ι∈Jxι,
where xι = xι0 for ι = ι0, xι = 0 for ι = ι0 and y˜ = ⊕ι∈Jyι similarly represented. Note that
x˜ ⊗ y˜ ∈ S⊥ and ‖˜x ⊗ y˜‖1 = 1. Now, for a given A = ⊕ι∈JAι, we have
|〈Aι0 , xι0 ⊗ yι0〉| = |(Aι0xι0 , yι0)| = |(A˜x, y˜)| = |〈A, x˜ ⊗ y˜〉|
 sup{|〈A, x˜ ⊗ y˜〉| : xι0 ⊗ yι0 ∈ (Sι0)⊥ ∩ F1(Hι0), ‖xι0 ⊗ yι0‖1 = 1}
 α(A, S).
Thus α(Aι0 , Sι0)  α(A, S) and supι0∈J α(Aι0 , Sι0)  α(A, S). 
Recall after [4] that linear manifold S ⊂ B(H) has property A1 if for any weak∗-continuous func-
tional φ on S there are x, y ∈ H such that φ(S) = tr(S (x ⊗ y)) for all S ∈ S . It is said that S has
property A1(r), r  1, if S has property A1 and for any ε > 0 vectors x, y can be chosen such that‖x ⊗ y‖1  (r + ε)‖φ‖. Recall after [5, Proposition 59.2] that if S has property A1, then weak∗ and
weak operator topology coincide on S .
The following proposition (see [16,15,14]) concerns heredity of hyperreflexivity for subspaces and
propertyA1(r).
Proposition 2.2. Let S be a linear manifold in B(H) and assume that S has property A1(r). Then every
weak∗-closed subspace ofS has also propertyA1(r).Moreover, ifS is hyperreflexive, then anyweak∗-closed
subspace L of S is hyperreflexive and κL  r + κS(r + 1).
Hyperreflexivity of direct sums of algebras and operators will also play an important role in the
paper.We combine [9, Theorem6.16, 14, Theorem5.1, 11, Theorem3.8, 4.1] and put them in our context
in the following.
Proposition 2.3. Let J be an index set and {Hι}ι∈J be a collection ofHilbert spaces. Suppose that Aι ∈ B(Hι),
ι ∈ J.
(i) If for each ι ∈ J operator Aι is hyperreflexive with constant at most K, then ⊕ι∈JW(Aι) is hyper-
reflexive with constant at most 2 + 3K.
(ii) IfW(Aι) has propertyA1(r) for each ι ∈ J, then ⊕ι∈JW(Aι) has propertyA1(r).
(iii) If for each ι ∈ J the algebraW(Aι) is hyperreflexive with constant at most K and has propertyA1(r),
then W(⊕ι∈JAι) is hyperreflexive with constant at most r + (2 + 3K)(r + 1) and has property
A1(r).
Note that (iii) is a consequence of (i), (ii) and the proposition above.
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3. Sums of truncated and unilateral shifts
Recall that the unilateral shift is an operator as ∈ B(l2+) defined as follows: as(x0, x1, . . . ) =
(0, x0, x1, . . . ). The backward shift is its adjoint, namely a
∗
s (x0, x1, . . . ) = (x1, x2, . . . ). For a k-
dimensional Hilbert space Hk (isomorphically identified with C
k), a truncated shift (Jordan block)
ak ∈ B(Hk) of order k, 1  k < ∞, is defined as ak(x0, x1, . . . , xk−1) = (0, x0, x1, . . . , xk−2).
Recall thatW(as) andW(ak) have propertyA1(1) (see [5, Proposition 60.5, 3, Proposition III.1.21]).
The algebra W(as) is hyperreflexive (see [6]) and better estimation κW(as) < 13 was found in [13].
Recall also that both hyperreflexivity (with the same hyperreflexive constant) and propertyA1(1) are
preservedwhenwe take an adjoint. The remaining parts of the following proposition is a consequence
of Propositions 2.2 and 2.3.
Proposition 3.1.
(i) An algebraW(ak) has propertyA1(1).
(ii) AlgebrasW(as) andW(a∗s ) are hyperreflexive with κW(as) = κW(a∗s ) < 13 and they have property
A1(1).
(iii) An algebraW(⊕i∈Jaki), where aki is the truncated shift of order ki and J is any index set, has property
A1(1).
(iv) AlgebrasW(a(d)s ) andW(a∗s (d)), 1  d  ℵ0 are hyperreflexive with κW(a(d)s )= κW(a∗s (d)) < 83
and they have propertyA1(1).
Now let us concentrate on infinite direct sums of truncated shiftswhich orders are not bounded. Let
us consider adirect sumH = ⊕∞i=1Hki ,whereHki is aHilbert spacewithdimHki = ki, ki  ki+1.Write{Pki} for the canonical projections on H associated with this direct sum. Let aki denote the truncated
shift of order ki. Our aim is to prove hyperreflexivity ofW(⊕∞i=1aki). The natural way to show this is to
use reflexivity, so also hyperreflexivity, of a direct sum of two truncated shifts of the same order ki, i.e.
of the algebraW(aki ⊕ aki), see [2, Proposition 3.2]. The main obstacle is that it is not known whether
the hyperreflexive constants κW(aki⊕aki ) are bounded independently on ki. On the other hand, bigger
algebra ⊕∞i=1B(Hki) of decomposable operators is hyperreflexive with constant smaller than 2 as a von
Neumann algebrawith an abelian commutant (see [17]). The problem is that⊕∞i=1B(Hki) does not have
propertyA1(r) and hyperreflexivity is not necessarily hereditary. To omit this obstaclewe consider the
algebra betweenW(⊕∞i=1aki) and ⊕∞i=1B(Hki) consisting of, so called, triangular consistent operators
in the context of hyperreflexivity.
Let vkiki+1 : Hki → Hki+1 be a natural embedding of Hki into Hki+1 , see [2, Lemma 4.3]. Following [2,
Definition 3.1] let us consider a subspace of the algebra of all decomposable operators
C = {C = ⊕∞i=1Cki ∈ ⊕∞i=1B(Hki) : v∗ki ki+1Cki+1vki ki+1 = Cki},
which are called consistent operators. Denote by Tki the algebra of all triangular operators on Hki , (see
[7]), and introduce the subalgebra of triangular consistent operators as
CT = {C = ⊕∞i=1Cki ∈ C : Cki ∈ Tki}.
Then Tki = PkiCT Pki and CT ⊂ C. Hence, using the notations above, the following can be proved.
Theorem 3.2. The algebra CT is hyperreflexive and κCT  5.
Proof. Let us take a decomposable operator A = ⊕∞i=1Aki ∈ ⊕∞i=1B(Hki). By Lemma 2.1 we have
dist (A, CT ) = supi∈N dist (Aki , Tki). Note that Tki is hyperreflexive with constant 1, for any i ∈ N, as a
nestalgebra [1], i.e. dist (Aki , Tki)  α(Aki ,Tki).Thus,byLemma2.1,dist (A, CT )supi∈N dist (Aki ,Tki) 
α(A, CT ).
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Since B := ⊕∞i=1B(Hki) ⊂ B(⊕∞i=1Hki) is a von Neumann algebra with an abelian commutant, so
it is hyperreflexive and κB  2, see [17]. Thus, if we take any T ∈ B(⊕∞i=1Hki) and apply [14, Lemma
3.3], we get hyperreflexivity of CT and dist (T, CT )  5 α(T, CT ). 
Since CT has propertyA1(1), by [2, Proposition 3.3], we are ready to prove the following.
Theorem 3.3. Let H = ⊕∞i=1Hki with dimHki = ki < ∞, ki  ki+1 and aki ∈ B(Hki) denote the
truncated shift (Jordan block) of order ki. The algebraW(⊕∞i=1aki) is hyperreflexive with constant at most
11.
Proof. Since CT has property A1(1) and it is hyperreflexive, thus it is hereditarily hyperreflexive, by
Proposition 2.2. SinceW(⊕∞i=1aki) ⊂ CT , it is hyperreflexive with constant at most 11. 
Corollary 3.4. Let ak denote the truncated shift of order k. The algebra W(a(∞)k ) is hyperreflexive with
constant at most 11.
Next proposition shows that the unilateral shift is so strong that makes its sum with truncated
shifts to be hyperreflexive.
Proposition 3.5. Let as be the unilateral shift on the space l
2+ and let a := ⊕ι∈Jakι ∈ B(H) be finite or
infinite sum of truncated shifts withH = ⊕ι∈JHkι . ThenW := W(as ⊕ a) ⊂ B(l2+ ⊕H) is hyperreflexive
with κW < 457.
One of tools in the proof will be the equivalent condition for hyperreflexivity given in [9, Theorem
2.1]. Namely a weak∗-closed subspace S ⊂ B(H) is hyperreflexive if there is a number κ such that
ball(S⊥) ⊂ κ co(S⊥ ∩ ballF1). By cowe mean the closed convex hull, i.e. the intersection of all closed
convex subsets containing a given subset.
Let S ⊂ B(H) be a weak∗-closed subspace, r > 0 and p, q : B(H) → B(H) be idempotents on
B(H). Recall after [10] that p r-dominates q with respect to S and is denoted p S,r q, if ball(q∗(τ c)) ⊂
r co(ball(p∗(τ c))∪(S⊥ ∩ ballF1)). Recall that p∗, q∗ : τ c(H) → τ c(H) denote the dual actions given
by 〈p(A), t〉 = 〈A, p∗(t)〉, 〈q(A), t〉 = 〈A, q∗(t)〉 for A ∈ B(H) and t ∈ τ c(H). Let P,Q be projections
inH, then P • Q : B(H) → B(H) is an idempotent defined as P • Q(A) = PAQ , see [10].
Proof. Let P1 ∈ B(l2+ ⊕ H) be the projection onto l2+ and P2 ∈ B(l2+ ⊕ H) be the projection onto H.
Clearly P1 • P1 W,1 P1 • P1. By [10, Lemma 3.7] P1 • P1 W,1 P1 • P2 and P1 • P1 W,1 P2 • P1. We
will show that P1 • P1 W,7s P2 • P2 for any s > 1. Let us first note that P1WP2 = 0 = P2WP1 for all
W ∈ W .
AlgebraW(as⊕a)haspropertyA1(1), sinceW(as)andW(a)bothhave thisproperty, byProposition
3.1, andW(as ⊕ a) ⊂ W(as)⊕W(a), see Propositions 2.3 and 2.2. ThusW = W(as ⊕ a) = A(as ⊕ a)
by [5, Proposition 59.2]. Applying [4, Theorem 4.1] we obtain that there is an algebra homomorphism
 : H∞ → A := A(as ⊕ a) defined by (ϕ) = ϕ(as ⊕ a). Thus, if T ∈ A, then T = ϕ(as ⊕ a) for
some ϕ ∈ H∞. Let us define π : P1AP1 = A(as) → P2AP2 = A(a) as π(ϕ(as)) = ϕ(a). Recall after
[5, Theorem 26.1] that the functional calculus s : H∞ → A(as) is a weak∗-continuous isometry
(‖ϕ‖∞ = ‖ϕ(as)‖), thus by [4, Theorem 4.1] it is a weak∗-homeomorphism. A functional calculus
a : H∞ → A(a) is also weak∗-continuous, since a is a contraction, and von Neumann’s inequality‖ϕ(a)‖  ‖ϕ‖∞ is fulfilled. Hence π = a ◦ −1s is weak∗-continuous. Moreover, ‖ϕ(a)‖ ‖ϕ‖∞ = ‖ϕ(as)‖ and ‖π‖  1. Hence the assumptions of [10, Lemma 3.3] are fulfilledwith constant
1, we get that P1 • P1 A,7s P2 • P2 for any s > 1.
Since Il2+⊕H • Il2+⊕H = P1 • P1 + P1 • P2 + P2 • P1 + P2 • P2 thus P1 • P1 A,12+28s Il2+⊕H • Il2+⊕H
with any s > 1, by [10, Lemma 3.6]. SinceW(as) = P1 • P1(A) is hyperreflexive with κW(as) < 11, 4
[6,13], then A is hyperreflexive with κA < 11, 4 · (12 + 28s) < 457 [10, Theorem 3.2]. 
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4. Main theorem
Recall that an operator V ∈ B(H) is called a partial isometry, if V∗V is an orthogonal projection. An
operator S is a power partial isometry, if Sn is a partial isometry for every positive integer n. In [12] it was
shown that if S is a power partial isometry onH, then there are subspacesHu(S), Hs(S), Hc(S), Ht(S)
such that
Hu(S), Hs(S), Hc(S), Ht(S) reduce S,
H = Hu(S) ⊕ Hs(S) ⊕ Hc(S) ⊕ Ht(S),
Su = S|Hu(S) is a unitary operator,
Ss = S|Hs(S) is a unilateral shift of arbitrary multiplicity,
Sc = S|Hc(S) is a backward shift of arbitrary multiplicity,
St = S|Ht(S) is possibly infinite direct sum of truncated shifts,
this decomposition is unique.
(*)
For a power partial isometry S, let us define decreasing sequences of projections Pn = S∗nSn,
Qn = SnS∗n for all positive integers n. (We are setting that S0 = I.) Let use the letterR for the range of
an operator and denote dk = dimR(Pk−1(Q0 −Q1)), dk = dimR(Pk−1(Q0 −Q1))R(Pk(Q0 −Q1)),
for k ∈ N. Denote also d∞ = d∞ = dim⋂k∈N R(Pk−1(Q0 − Q1)). Let us observe that the number dk
says how many forward shifts (truncated or not) of order at least k are in operator S, the number dk
says how many forward shifts (truncated or not) of order exactly k are in operator S. Symmetrically
we denote d
∗
k = dim R(Qk−1(P0 − P1)), d∗k = dim R(Qk−1(P0 − P1))  R(Qk(P0 − P1)) for k ∈ N
and d
∗
∞ = d∗∞ = dim
⋂
k∈N R(Qk−1(P0 − P1)).
The main theorem is as follows.
Theorem 4.1. Let S ∈ B(H) be a completely non-unitary power partial isometry. Then the following are
equivalent
(1) S is reflexive,
(2) S is hyperreflexive,
(3) each B ∈ W(S) of rank two generates a one-dimensional ideal,
(4) (i) d∞ > 0 or
(ii) d∗∞ > 0 or
(iii) {k ∈ N : dk > 0} is not bounded or
(iv) if sup{k ∈ N : dk > 0} = k0 ∈ N, then k0 = 1 or dk0 + dk0−1  2.
Remark. Theabove theoremfully characterizes (if andonly if condition)hyperreflexivityof completely
non-unitary power partial isometries. Condition (3) has the advantage of not depending on parts
of power partial isometry, however it might sometimes be hard to check. Condition (4) is easier to
calculate and may be also expressed using numbers d instead of d as follows
(i) d∞ > 0 or
(ii) d
∗
∞ > 0 or
(iii) dk > 0 for all k ∈ N or
(iv) if sup{k ∈ N : dk > 0} = k0 ∈ N, then k0 = 1 or dk0−1  2.
Proof. Conditions (1) and (3) are equivalent by [2, Theorem4.6]. The implication (2) ⇒ (1) is straight-
forward. Now we show that (4) ⇒ (2). If condition (iii) is fulfilled then the truncated part St fulfills
assumptions of Theorem 3.3. Hence W(St) is hyperreflexive and has property A1(1), by Proposition
3.1(iii). Recall that W(Ss) and W(Sc) are hyperreflexive and have property A1(1), see Proposition
3.1(iv). HenceW(S) is hyperreflexive, by Proposition 2.3(iii), and κW(S) < 83.
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Now let us assume that condition (i) is fulfilled. Then Ss is a direct sumof at least one unilateral shift
of multiplicity one, see (*). Let us denote this unilateral shift by as andwrite Ss = S′s ⊕ as. Recall that St
is an orthogonal sum (finite or not) of truncated shifts. Note that the algebraW(as ⊕ St) ⊂ B(l2+ ⊕Ht)
is hyperreflexive by Proposition 3.5. It has also propertyA1(1), by Propositions 3.1(ii),(iii) and 2.3. Note
that S = S′s ⊕ (as ⊕ St)⊕ Sc , hence, by Proposition 2.3, we get hyperreflexivity ofW(S), κW(S) < 2747.
If condition (ii) is fulfilled, then Sc is a direct sum of at least one backward shift of multiplicity one.
Since the adjoint of a truncated shift is also a truncated shift and the hyperreflexivity is preserved
under taking the adjoint of the operator, this case is a consequence of (i).
Now consider the case, when (i), (ii) and (iii) are not fulfilled but condition (iv) is satisfied. Then St
is possibly an infinite orthogonal sum of truncated shifts of multiplicity one, its orders are bounded
and the orders of two largest blocks differ no more than 1.
Let us assume for a while that St is a finite orthogonal sum of truncated shifts of multiplicity one.
Then St is reflexive because the orders of two largest blocks differ no more than 1, see [8]. Hence St is
also hyperreflexive, sinceHt (in this situation) is a finite dimensional space.
Now let us consider the case, when St is a finite sum of infinite inflation of truncated shifts aki of
order ki, i.e. St = ⊕mi=1a(∞)ki . The algebraW(a(∞)ki ) is hyperreflexive (Corollary 3.4) and has property
A1(1), for i = 1, . . . ,m (Proposition 3.1(iii)). Hyperreflexivity ofW(St)weget by Proposition 2.3. If (i),
(ii) and (iii) are not fulfilled but (iv) is satisfied, then the general St is, in fact, the sum of two previous
situations and “standard summation procedure” gives hyperreflexivity ofW(St) and, in a consequence,
ofW(S).
If (4) is not satisfied, then Hs = {0}, Hc = {0} and there is k0  2 such that dk0 = 1, dk0−1 =
0 and dk = 0 for k > k0. Then Sk0−2 is a rank 2 operator, which generates 2 dimensional ideal{αSk0−2 + βSk0−1 : α, β ∈ C}. It shows that (3) ⇒ (4). 
Remark. Recall that W(ak ⊕ ak) is reflexive by [8], hence also hyperreflexive, but we do not know
whether κW(ak⊕ak) is bounded independently on k, thus we have not got an estimation of κW(S) in the
above theorem.
Remark. Let us note that the assumption for S of being completely non-unitary is in fact technical one.
First, for any operator S, not only a power partial isometry, it is standard to find a maximal reducing
subspace on which S is unitary, namely Hu(S) = {h ∈ H : ‖Snh‖ = ‖h‖ for all integers n}, i.e.
Su = S|Hu(S). Hence the algebraW(Su) is hyperreflexive with κW(Su) < 2 as an abelian von Neumann
algebra, by [17], and has propertyA1(1) by [5, Propositions 60.1]. Thus if Ss ⊕ Sc ⊕ St is hyperreflexive
and, as we know from the above proof, Ss ⊕ Sc ⊕ St has property A1(1), we get hyperreflexivity of
S = Ss ⊕ Sc ⊕ St ⊕ Su.
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