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Background
With globalization, companies are in the fierce competitive environment than any other centuries. To get an international competitive power, they do their best with developing technology or reorganizing industrial structures. Especially there are remarkable changes in manufacturing industries. Most of manufacturing companies were domestic production, so every process including buying raw materials, making product, and assembling is did their own in few years ago. But nowadays they separate their work process using an outsourcing except for their core pars. It makes possible to get more competition because they have an opportunity to maximize their profit and concentrate their main part. This has led firms to give more importance to the purchasing function and its associated decisions (Aissaoui et al., 2007) .
The objective of the manufacturer is to determine when and how many units to make while minimize total setup cost and inventory holding cost. And now, it's also very important for the supplier to determine when and how many units to order while minimize total ordering costs and inventory holding costs over the finite horizon.
The quantity produced in unit time is limited by the machine capacity, and, in order to make full use of work force, it should not be too small (Constantino, 2000) . Because of this, manufacturing companies commonly have a minimum order size. It can also explain using the effect of economics of scale. For industries that more effective of economics of scale like automobile industries, it is clearly profitable to stipulate minimum order size.
Consequently, it often brings suppliers lost sales, which is unsatisfied demand.
Imagine that a supplier have an ordering quantity for a manufacturer in some period. If it is too small to be satisfied the minimum order size stipulated by a manufacturer, that quantity may not satisfied. Then supplier lose their demand.
Therefore suppliers should consider a lost sale cost as well as fixed ordering, item, and inventory holding cost.
Research scope
Lot sizing is well-known by Wagner and Whitin. The objective of this problem is to minimize a sum of setup, inventory holding costs. Setup cost and inventory holding cost is a trade-off. Figure 1 represents that if ordering quantity has low level, it derives increasing number of fixed ordering times. So fixed ordering cost is more charged even inventory holding cost decrease. On the other hand, inventory holding cost is increased when ordering quantity is too high. Because of this relationship, ordering is occurred when sum of setup and inventory holding cost is the least.
Figure 1 Cost trade-off
In order size problem, it means a lot to consider minimum order size from a point of view of a supplier because it makes problem more realistic. Minimum order size is commonly exists when demand changes dynamically. In general, lot sizing problems become harder when different types of constraints are present, such as capacity constraints, minimum lot sizes, changeover time, or backlogging, among others. Models incorporating some of these constraints yield NP-hard problems (Constantino, 2000) .
This research proposes an integer programming model. The purpose of this model is to minimize a sum of fixed ordering, item, inventory holding, and lost sale costs.
Actually lost sale cost is an opportunity cost of selling item. So it is always higher than item cost. And minimum order size restriction is added in the lot sizing with lost sales research by Aksen et al. (2003) .
The rest of this research is organized as follows. Chapter 2 describes the literature review that summarizes lot sizing problems entirely. Chapter 3 describes our model with the total cost as the objective function with some assumptions.
Chapter 4 presents solution algorithm and example problem. Chapter 5 is devoted to the numerical results of experimentation with various environments. Finally, Chapter 6 is a conclusions consists of research summary and further research.
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Chapter 2 Literature Review
Lot sizing is one of the most difficult problems in production planning (Karimi et al, 2003) . It makes decisions of identifying when and how much of a product to make such that setup, production and holding costs are minimized. This is still very important, and there are many extensions.
The remainder of this chapter is organized as follows. Section 2.1 describes characteristics of lot sizing models. Section 2.2 briefly represents the uncapacitated single-item lot sizing problem, and Section 2.3 reviews the capacitated lot sizing problem which related this research.
Characteristics of lot sizing models
There are many decisions in the lot sizing problem. The following characteristics affect classifying, modeling and the complexity of lot sizing decisions. Table 1 summarized characteristics of lot sizing problems. The classification is originally refer to the work of Karimi et al. (2003) .
Lot sizing problem exists a lot of different models according to its characteristics.
Simply, to use a common phrase, uncapacitated single-item lot sizing problem means that there is no restriction on resources about an item. Also, capacitated multi-level lot sizing problem means that there is a restriction on resources (machine capacity, labor, raw material, etc.) and items that have parent-component relationship among them. occurs when the setup time and cost in a period are independent of the sequence, and the decisions in previous periods complex setup occurs when it is dependent on the sequence or previous periods. a. setup carry-over : reducing the setup cost and time when production run continually from the previous period to the current period without the need for an additional setup. b. family or major setup : it will caused by similarities in production process and design of a group of item. c. sequence-dependent setup : it happens when item setup cost and time depend on the production sequence. 
Classification of the uncapacitated single-item lot sizing problem
As we can known on section 2.1, the range of lot sizing problem is very large.
For this reason, this section only focus on single-item dynamic lot sizing problem.
Multi-item lot sizing problem has no related with this research, so it leaves out of consideration. In the uncapacitated single-item lot sizing problem (USILSP), the production capacity is assumed to be high enough to never be binding in an optimal solution.
Since the seminal papers by Wagner and Whitin (1958) , many researches has been done on USILSP. Some extensions of the USILSP are backlogging, remanufacturing, lost sale, etc. USILSP considers quite easy, but it has given a lot of interest and developed new extensions continuously. Table 2 shows classification of the USILSP and previous researches in each category. Previous researches in the Table 2 are starting point at each extension, and there are a lot of other extensions that consider complex factors in USILSP.
To develop variants of the WW model, researchers aim to capture more about the real world phenomena. Zangwill suggested single-item lot sizing problem with backorder (1966) and backlogging (1969) . The difference between backlogging and backorder is that back-ordered product units are produced in a period after their demand, while back-logged units are not produced at all and the demand is lost (Quadt et al., 2008) . Lot sizing problem with perishable inventory had studied by Pierscalla et al. (1972) . In the problem with perishable inventory, there is a deterioration rate for the product in stock and inventory holding costs depend on how long a product remains in the inventory (Brahimi et al., 2006) . This subject 
Classification of the capacitated lot sizing problem
This section reviews the capacitated lot sizing problems both single and multi item.
The capacitated lot sizing problem (CLSP) has been considered more complex than uncapacitated lot sizing problem. If there is a capacity restriction in the lot sizing problem, it is called capacitated lot sizing problem.
The capacitated single-item lot sizing problem has been shown by Florian et al.(1980) and Bitranand Yanasse (1982) to be NP-hard. This means that finding the optimal solution of this problem is very difficult. There exists a lot of extensions and solution methods in CLSP. Table 3 shows the summary of a previous research of the CLSP with its extensions.
The first work on CLSP started with the seminal articles of Manne (1958) . Since that, a lot of researches have been developed with different capacities and extensions. Love (1973) suggested upper and lower bound of production and inventory, but it did't have any algorithm. Dixon and Silver (1981) lower batch size and setup times. Dillenberger et al. (1993) cover CLSP with setup carry-over and without backordering (Quadt and Kuhn, 2008) . Constantino (1998) proposed time-varying upper and lower production bounds using polynomial time -9 -algorithm. Armentano et al. (1999) considered CLSP with setup times and solved by branch and bound.
In recent years, CLSP with backorder (Cheng et al., 2001) , outsourcing (Chu and Chu, 2008) , and stockout (Liu and Tu, 2008) had been studied. proposed model of time-varying inventory upper bound and lost sales. And Liu (2008) developed heuristic for time-varying upper and lower inventory bound problem. Chen et al. (2008) proposed CLSP with general inventory cost, non-decreasing capacity, non-increasing setup and production cost.
Most of previous researches considered a time-varying capacity. Research considering constant capacity is rarely exists as yet even though it is realistic and important problem. Also, few researches have done CLSP with lost sales. In general, the issue in production planning of constant production capacity with lost sales has not received much attention in the research. However, this issue is quite worthwhile from a practical point of view. Chapter 3 Dynamic lot sizing with minimum order size and lost sales
Problem description
This research focuses on a single-item lot sizing with minimum order size and lost sales. The objective of this research is to minimize sum of fixed ordering, item, inventory holding, and lost sale cost and determine quantities of order size, inventory, and lost sale. The fixed ordering cost is incurred by placing a purchase order. It is the cost of order requisition, vendor selection, negotiation, authorization, inspection, follow up, and the necessary paperwork. The holding cost is composed of the opportunity costs of capital tied up in inventory along with taxed, insurance, storage, handling, and the risks of obsolescence, deterioration, and pilferage (Pan, 1994) . The item cost is occurred when a supplier buy some items from manufacturers. Note that lost sale cost is actually sales revenue of a supplier, so that cost is always higher than item cost.
The problem contains trade-off between fixed ordering and inventory holding cost, lost sale and inventory holding cost. All costs are time-variant, and demand is dynamically changed in every period.
Minimum order size is the quantity that can satisfy the marginal profit of a manufacturer. That is a constant value of each item.
Demand is continuously exists and already known. There are three possible decisions related demand in this problem: 
Assumptions
The following assumptions were made in developing the model.
1. All costs are known in advance.
2. Demand and ordering quantity is deterministic.
3. Demand cannot be backlogged, but it does not have to satisfied, either.
4. Demand can be partially satisfied.
5. Fixed ordering cost occurs in every order and capacity is infinite.
6. Costs are time-variant.
7. Lost sale cost is much higher than item cost.
8. Minimum order size is a constant value.
Notations
Before describing the integer program, the notations used in the formulation are summarized below. 
Sets
Integer programming model
The integer programming model is given below.
The objective function is to minimize the sum of fixed ordering, item, inventory holding, and lost sale costs. Constraint (1) provides balance for inventory flow from the previous period (t-1) into the current period t, called the inventory flow conservation constraint. Constraint (2) ensures that any lost demand Lt in period t cannot exceed the demand d t of that period. Constraints (3) and (4) represents that ordering quantity have to lager than minimum order size, and fixed ordering cost in that period is incurred. Constraints (5) and (6) are nonnegative and binary constraints on the variables of the model, respectively. Figure 2 is a network representation of the lot-sizing problem P with lost sales. See Aksen et al. (2003) with more details.
Figure 2
Network flow of lot sizing problem with lost sales (Aksen et al, 2003) Chapter 4 Methodology
Solution algorithm
This chapter describes the heuristic algorithm suggested in this research. The basic idea of the algorithm is similar to that of the well-known Wagner and Whitin algorithm (Wagner and Whitin, 1958) in that the original problem [P1] is decomposed into T sub-problems, i.e., t-period sub-problems for t=1,2, , … T where t-period sub-problem is the problem with periods 1 to t. In each sub-problem, we determine the ordering quantity in the period when the last order occurs and the lost sale quantity and inventory in each period by considering the total costs.
For explanation, consider t-period sub-problem. In the t-period sub-problem, two cases exist in overall: all demands from period 1 to t are lost; and among the demands, some demands are satisfied from ordering in a period and remained demands are lost. The best is selected among the two cases by comparing their required costs. In the following paragraphs,  and  denote the minimum cost and inventory in period t of the t-period sub-problem, respectively. Also, if the last order occurs in period j,    denotes the total cost,     the order quantity in period k,    the inventory in period k, and    the lost sale quantity in period k. Note that the case that all demands from period 1 to t are lost is represented by setting j = 0.
First, we describe the case that all demands from period 1 to t are lost, in more details. Since all demands are lost, the total cost in this case is the sum of penalty costs defined as
Then,          and        for k=1, 2, ..., t.
For explaining the case that some demands are satisfied from ordering in a period and remained demands are lost, suppose that the last order occurs in period j. Since we need to use the inventory remained after the j-1-period sub-problem to satisfy some demands, we can consider the following three cases: 1) the remained inventory is enough to satisfy all demands from period j to t; 2) demands remained after some demands are fulfilled with the remained inventory are not more than the minimum order size; and the demands are more than the minimum order size. This case implies that demands remained after some demands are fulfilled with the inventory in period j-1 of the j-1-period sub-problem are more than the minimum order size. In this case, we satisfy first some demands with the inventory in period j-1 of the j-1-period sub-problem. Then, for the remained demands in some periods, we need to check whether we will satisfy the demand in a period is satisfied or lose by comparing the lost sale penalty cost in the period and the sum of item cost -19 -in period j and inventory holding costs from period j to the period. That is, if the following cost for period k is not positive, we order the demand in the period.
Otherwise, we lose the demand.
After checking all periods from j to t using the above term, if the demands selected to be ordered is not less than the minimum order size, we lose all On the contrary, if the demands selected to be ordered is less than the minimum order size, we need to consider ordering the demand in periods in set . We select the demands with lower cost defined below until the minimum order size is obtained, i.e.,       min . On the other hand, the inventory and lost sales are obtained by considering three cases for the demand in a period: i) ordering; ii) ordering and lost sale at the same time; and ) lost sales. Note that there may be a period when ordering and lost ⅲ sale are occurred at the same time. For simplicity, let the period be m and ordered quantity is   . Then, the inventory and lost sales are obtained by the following equations.
Case : demand in period ⅰ k is selected to be ordered,
Case ii: k=m, i.e., ordering and lost sale are occurred at the same time in period k
Case iii: demand in period k is selected to be lost
The following procedure describes clearly the above idea. The procedure starts from period r+1 when     ≥  and               .
Finally, we present an overall procedure of the solution algorithm suggested in this research.
Overall procedure
Step1 Set t = 1
Step2 Obtain the minimum cost F(t) and the last setup period ls ( Step 3 Set t = t + 1. If t > T, go to Step 4 and go to Step 2, otherwise
Step 4 Set t = T
Step 5 Set the solution as
Step 6 Set t = ls(t) 1. If -t < 1, stop and go to Step 5, otherwise.
for      
Example problem
In this section, the algorithm is illustrated using an example. Table 4 represents the demand, fixed ordering cost (  ), inventory holding cost (  ), item cost (  ), and lost sale cost (  ). Note that the minimum order size is set to 300. And the initial inventory is set to 0.
This example begins from the 1-period subproblem. The demand of 1 period is 101, which is less than the minimum order size. In this problem, two alternatives are available : (a) ordering is done as much as the minimum ordering size; and (b) demand is lost sale.
In case (a), ordering quantity is the same as minimum ordering size, i.e.,      . Then      and     . The feasible solution of this case is as follows. In case (b), demand in period 1 is lost sale. That means    is 101 and both ordering quantity    and inventory level    is 0. The feasible solution of this case    is as follows.
The optimal policy in the 1-period subproblem is to choose the period with the lowest total cost between the two cases. That is,
The best solution of the 1-period subproblem is 1616.
Next, we consider the 2-period subproblem. In this problem, two alternatives are available : (a) satisfied the demand with inventory of period 1; and (b) demand is lost sale.
In case (a), demand is satisfied with inventory of period 1. The feasible solution of this case is as follows. Then          and     .
In case (b), demand in period 2 is lost sale. That means    is 108 and both ordering quantity   and inventory level   is 0. The feasible solution of this case    is as follows.
The optimal policy in the 2-period subproblem is to choose the period with the lowest total cost between the two cases. That is,
The best solution of the 2-period subproblem is 2981.
Now we consider the 3-period subproblem. In this problem, two alternatives are 
The optimal policy in the 3-period subproblem is to choose the period with the lowest total cost between the two cases. That is,
The best solution of the 3-period subproblem is 2992. And we can see that the optimal policy is to select the case that ordering takes place at period 1. Therefore, the last setup period in the 3-period subproblem is 3, i.e.,   .
Now we consider the 4-period subproblem. In this problem, two alternatives are available : (a) lost sale of the demand; (b) ordering is done as much as the minimum ordering size. The feasible solution of case (a) is as follows.
In case (b), ordering quantity is the same as minimum order size. In this case, demand of period 4 is partially satisfied by the last inventory of 3-period subproblem. The remain of the demand is lost. The feasible solution of this case is follows.
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Finally, the optimal policy in the 4-period subproblem is to choose the period with the lowest total cost between the two cases. That is,
From the above, we can see that the optimal policy is to select the case that ordering takes place at period as the minimum order size. Therefore, the last setup period in the 3-period subproblem is 3, i.e.,   .
The results are summarized in Table 5 that shows the total costs, the optimal solution values, and the last setup period for each subproblem. Pentium processor operating at 3.40 GHz clock speed.
The effect of fixed order costs
This section represents the test results. The purpose of this experiment is to find out the effect of a fixed ordering cost. Table 6 represents data sets using this test. The values of the item, inventory holding, lost sale cost and demands were randomly generated in each range.
Tests mainly established different ratios of the fixed ordering cost to unit holding cost, i.e.,     . Five levels of     were tested, namely 60, 125, 250, 375, and 500. The selection of these five levels was with reference to research by Saydam and Evans (1990) .
Test results for the different     are given in Table 7 and Figure 3 . Each test have gap of total cost, solution time both algorithm and optimal solution. The performance characteristic selected for analysis is the gap of total cost, by which we mean the percentage difference between the algorithm's solution and optimal solution. When the gap of total cost is small, the algorithm has found a provably near optimal solution. A large gap of total cost means either a large deviation from optimality or a large duality gap.
We can derive some results with this table. It shows that all gaps of total cost are less than 0.3% even ratios of the fixed ordering cost to unit holding cost increase.
Moreover, high fixed ordering cost yield lesser gap of total costs. This result is meaningful in that it is different from the other research. Previous research tests show that high fixed ordering cost yield greater gap of total costs (see Trigeiro et al. (1989) , Gilbert and Madan (1991), and Cheng et al. (2001) ). This result seems mainly effect the minimum order size. If fixed ordering cost is less than or equal to the minimum order size, total cost of t-period subproblem has many number of cases. This causes a strong probability of occurring high gap of total cost.
Another notable difference is a solution tsme. Most of the tests, optimal solution takes more solution times than algorithm. It shows that finding solution using this algorithm is much faster than optimal solution. If restrictions get tighter, difference of solution time will get serious. But the effect of ratios of the fixed ordering cost -29 -to unit holding cost about the solution time is seems to weak. 
The effect of minimum order sizes
This section represents the effect of minimum order sizes. Tests were conducted by changing minimum order size value. Table 8 represents data sets using this test.
Each test involves generating a random value of costs. Demands also have a random numbers in the range of [100, 120] like the test about fixed ordering cost.
The test includes three phases that have a different period.
Tests mainly established different minimum order size obtained by multiply an average demand by continuous numbers from 1 to 5.
Test results for the different minimum order size are given in Table 9 and Figure   4 . We can derive some results using this table. If minimum order size is almost same as average demand, the gap of total solution nearly few exist. High gap of total cost mainly shows that minimum order size is multiply an average demand by three or four. That means that if minimum order size is not too small or large, total cost of t-period subproblem has many number of cases. Table 9 The effect of minimum order sizes 
The effect of planning period
This section describes the effect of planning period. Refer to previous two tests, we designed this test to have a minimum order size that is obtained by multiply an average demand by 2. Table 10 represents data sets using this test.
We made an experiment by changing a planning period. Six different periods were tested, namely, 8, 10, 12, 16, 18 , and 24 periods. The selection of these nine levels was with reference to research by Aksen et al. (2003) . Table 11 shows results test. According to increase planning period, a computation time of optimal solution is increase rapidly. On the other side, the algorithm obtains good solutions with a reasonable solution time. It turns out the gap of optimal solution doesn't effect of planning period. This means that finding feasible solution is more efficient than finding optimal solution in the case of large period problem. 
Chapter 6 Conclusions
In this research, dynamic lot sizing model with minimum order size and lost sales is proposed. Few researchers have considered lot sizing with minimum order size problem in association with lost sales. The objective function is to minimize the sum of fixed ordering, inventory holding, item, and lost sale cost. When order occurs, there can be three decisions related demand that are fully satisfied, partially satisfied and the remains are lost, and all is lost. It's the most different point compared with the other researches that demand can satisfied partially.
The algorithm is proposed and its performance is tested for three different environments on a Intel Pentium processor operating at 3.40 GHz clock speed. The tests showed that it can give optimal or near optimal solution both small and large sized problems within a faster computation times than finding an optimal solution.
The gap of total cost was found to be large when fixed ordering cost is low, and minimum order size is multiply an average demand by three or four. There is no effect of planning periods. This seems that the gap of total cost will increase when there are many number of cases about total cost.
The problem of minimum order size is possible to extensions because it didn't have a lot of concern so far. Also, the reason of the effect of fixed ordering cost needs more analysis. This problem shows different result from most of previous research. And it's not prove whether this problem is NP-hard or not. Finding the polynomial time algorithm would be an important extension.
