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Abstract-Dynamic time warping has been shown to be an effective method of handling variations in the time scale of polysyllabic words spoken in isolation. This class of techniques has recently been applied to connected word recognition with high degrees of success. In this paper a level building technique is proposed for optimally time aligning a sequence of connected words with a sequence of isolated word reference patterns. The resulting algorithm, which has been found to be a special case of an algorithm previously described by Bali! and Jelinek, is shown to be significantly more efficient than the one recently proposed by Sakoe for connected word recognition, while maintaining the same accuracy in estimating the best possible matching string. An analysis of the level building method shows that it can be obtained as a modification to the Sakoe method by reversing the order of minimizations in the two-pass technique with some subsequent processing. This level building algorithm has a number of implementation parameters that can be used to control the efficiency of the method, as well as its accuracy. The nature of these parameters is discussed in this paper. In a companion paper we discuss the application of this level building time warping method to a connected digit recognition problem. Local distance between mth frame of the test pattern, and the nth frame of the super reference pattern. Global distance between test pattern and super reference pattern. Pointer at grid point (m, n) and level Ito initial value e11 at level 1 -1 from which best path to (m, n) came. [13] . This algorithm has proven itself reliable and robust for a wide variety of isolated word recognition systems. Recently, extensions of the algorithm have been investigated for application to the problemof connected word recognition [9] -[131. The results obtained in connected digit recognition studies have been sufficiently promising to justify intensified study into the performance and implementation of an efficient algorithm to solve this problem. It is the purpose of this paper to present a level building dynamic time warping algorithm that can be applied to connected word recognition problems. The algorithm will be shown to be an efficient implementation of the two-level algorithm proposed by Sakoe [10] , and is more general but as efficient as the "sampling" algorithm proposed by Rabiner and Schmidt [111.
GLOSSARY OF TERMS
The proposed level building algorithm is a special case of the stack decoding algorithm of Balil and Jelinek [13] ,which has been proposed for use in a continuous speech recognition system. Although there are several implementational differences between the algorithm of Bahl and Jelinek and the one proposed here, the major differences are in terms of emphasis and presentation. Bahl and Jelinek used a probabilistic finite state machine model for the input and used information theory to formulate a probabilistically optimum decoding of the output. In this paper we use a signal processing formulation, leading to a series of algorithms which progressively lead to the full level building DTW algorithm. Included in our presentation is a full discussion of the implementational aspects of the algorithm including the way in which backtracking is carried out-a major step in the method. In order to keep the presentation rigorous, we have developed a complete, but often cumbersome, notation which allows the reader to link together the mathematic concepts with the implementation. We know of no significantly simpler notation which allows us to accomplish these tasks. hi a companion paper a simplified verbal description of the level building algorithm is provided which gives a more intuitive description of how this method works [14] .
For readers who are already familiar with the stack model of Bahi and Jelinek, it is worthwhile enumerating some of the general relationships between the notations of the level building (LB) algorithm (as described in this paper), and the stack algorithm. These include the following.
1) The test pattern T(m) of the LB algorithm corresponds to the output sequence Y of the stack algorithm.
2) The frames of the reference pattern, R(n), of the LB algorithm correspond to the set of states, S, of the stack algorithm.
3) The accumulated distance vector D1(m), in = l,2, ,M of the LB algorithm corresponds to the state vector Q(Y/X) at the corresponding confluence node.
With these correspondences in mind, the reader should be able to generalize other aspects of the two algorithms.
Before presenting a formal derivation of the new DTW algorithm, it is worthwhile reviewing the differences between connected word recognition and continuous speech recognition. For the connected word recognition problem, it is assumed that a set of reference patterns are available for each unit of the vocabulary (generally the units are isolated words), and that the connected word pattern can be matched by an abutted sequence of isolated reference patterns. In this case the purpose of the DTW algorithm is to provide the optimum time alignment between the spoken input and the sequence of abutted reference patterns, as well as to determine (in an efficient manner) which of the many possible strings of reference patterns best matches the spoken input. For continuous speech recognition, there is generally no fixed set of reference patterns, and, instead of dynamic time warping for alignment, a segmentation and labeling scheme is used to provide an estimate as to the spoken input utterance. Hence, major differences exist in both concept and implementation for connected word and continuous speech recognition systems.
The outline of this paper is as follows. In Section II we review the connected word recognition problem, and set up a general DTW solution to the problem of comparing a given abutted word string to the spoken input string. In Section III we present the level building DTW algorithm and show how it can be used to choose the string that provides the best possible 
. , L is one of a set of V reference patterns R0, v = 1, 2, . . , V. The length of the uth reference pattern is denoted as N0. As suggested by Sakoe [101 , we define a "super" reference pattern, R(l)q(2) .. q(L) (which will be denoted as Rs when there is no ambiguity), as the concatenation oftheL reference patternsRq(1),Rq(2), . . .
where the length function 0(l) is defined as
The time registration of the test pattern T, with a "super" reference pattern Rs can now be proposed as a dynamic time warping alignment problem as illustrated in Fig. 1 . The optimum time alignment path is denoted by w and we have n = w(m)
as the functional mapping between test frame m and super reference frame n. Since Rs can be treated as a single reference pattern (when q (1) is known for all 1), time alignment between T(m) and R S(n) (i.e., determination of w) can be accomplished using a single application of a constrained endpoint DTW algo- (4) w(l)1
and to prescribed local path constraints on w(m). We will assume, for the moment, that w (m) is any nondecreasing function, but later we show how restrictions on the slope of w(m) may be incorporated into the level building algorithm. Although the DTW algorithm for minimizing (4) is well-known [2], we summarize the steps in its implementation because of -"''n.,.
fall within a reasonable set of the (m, n) plane, and where E(n) and U(n) are lower and upper restrictions on the incremental t L slope of w(m), i.e., w(m) -
Um), Ln), and Un) are unnecessary, at this point, for understanding the implementation of the DTW algorithm, and we only assume that w(m) is nondecreasing, i.e., U(n) n. 22
The most important feature of Algorithm 1, as implemented above, is not the specific sequence of steps, but the observa.
tion that the algorithm can be implemented in levels, i.e., one 
A. Extension of the Level Building Algorithm to Multiple We now can compute the optimum path in levels as follows.
Reference Patterns Algorithm 2-Constrained Endpoint DTW Using Level Solu
In the preceding section we showed that a given super refer. tions ence pattern Rs could be time aligned with a test pattern T 1) For l 1,2,'" ,L, do steps 2)-4). w(e,)=(l),
4) D,(m)=D(m,Nq(l)),m1,2,"' ,M.
5) D = DL(M).
i.e., e1 is the value of m (along the test pattern) where the op. timal path w maps e1 to 0(l), the end of the lth reference patd1 (m, n) is the local distance between the mth frame of the tern. 
functions to account for the lth level, i.e., Since we will be interested in comparing the distance scores
of a set of super reference patterns compared to a given test, it is necessary to normalize the values of D. However, from
(9b) (4), we see that the normalization factor is M, the length of the test, and this is independent of the super reference pattern. A graphical description of Algorithms 1 and 2 is given in Thus, it is not necessary to normalize the values of D for two Fig. 2 . For Algorithm 1 (shown at the top of the figure) the different super reference patterns in order to compare their computation is done in vertical strips (i.e., variable n for each distances. m) which generally include frames from two or more refer.
Another point that we must keep in mind is that, in general, ences. lor Algorithm 2 (shown at the bottom of the figure) the length of the super reference pattern, L, is not known.
the computation is done in a sequence of vertical strips within Generally all that is known is a set of bounds on L of the form each reference. Following all the vertical strips for the lth ref.
erence, the set of accumulated distances along the horizontal LMIN L LMAX.
this we define Dr(m) as the accumulated distance to the mth frame of the test, and the end of the lth reference pattern of the best partial super reference pattern (to frame m). Then we
with initial values 10 for m0 (14b) t°°, for m0.
We can now modify Algorithm 3 to give the following.
2) For! = 1,2, -" , do steps 3) through 7).
3) For v = 1,2,, Vdo steps 4) through 6). Hence, we must worry about variable length super reference patterns as well.
Finally, for a given super reference pattern R(1)q(2).. . q(J) we define the distance Dq(1)q(2). . .q(J4(lfl) as the distance provided by DTW Algorithm 2 when matching the entire super reference Rs to the portion of the test pattern between frame 1 and framem. ThUs,D=Dq(j)q(2)...q(L)(M). We can now state the connected word recognition problem as the solution to the minimization
i.e., minimize the distance D over all possible super reference patterns of all possible lengths. The sequence q(1), q(2), .
q(L) which minimizes (13) is chosen as the estimated test pattern.
In order to solve (13) efficiently, we wish to use a level building approach of the type described in Algorithm 2, i.e., where we decide on the proper lth reference pattern before attempting to find the proper (1 + 1)st reference pattern. To show how this can be done, the following theorem is needed. Using the above theorem, we can now find the optimal string of length L as follows.
Algorithm 3 1) For 1=1,2," ,LMAX do steps 2 and 3.
2) Forvl,2," ,V,compute
A is the best super reference of length L. It is readily seen that, at every level 1, this algorithm finds the reference pattern which minimizes the incremental distance at that level. Algorithm 3, however, has a major flaw-namely, it assumes that the test endpoints e1 , e2, , e are known at each level.
This, however, is not the case since the e1 are not determined until the entire path is known. Hence, Algorithm 3 must be modified so that, for all possible sets of e1 , e2, , eL, the best sequence of L reference patterns is determined. To do
The array W1(m) records the index v of the reference pattern R0 which gives the best path to the end of the lth level at the mth frame of the test. The array D1° (m) is the accumulated distance to the end of the lth level using reference pattern R, at the frame m of the test. Algorithm 4 may be looked at as building up all possible paths, one reference pattern at a time.
Step 2) initiates building paths by levels, 1.
Step 3) loops through all reference patterns at level 1. Steps 4)-6) perform the dynamic programming (DP) recursion for a fixed reference pattern q(l) at level 1. (This is similar to the computations of the level building of Algorithm 2.) Steps 7) and 8) finds the best path for all possible references at the end of the lth level, and records the reference pattern R0 associated with the best path. Step 9) chooses the best length for the best super reference pattern, and step 10) recovers the best super reference pattern. For simplicity we assume that L =4 is known, that w(m) is restricted to be in the parallelogram shown in Fig. 3 , and that V= 2, i.e., only two reference patterns exist. We denote the two reference patterns as A and B. This figure shows, at each level, the best reference pattern associated with the mth frame, Rw1(m), and the best path from the previous level. For example, at the first level, the reference pattern can end at any
of building up warping paths for a two reference case.
one of six different frames along the test. If it ends at either of the first two frames then the best reference is A, and if it ends at any of the other four locations the best reference is B.
At each level, for all possible ending frames, the best reference is obtained, until at level four a unique best reference is obtained. To obtain the best super reference pattern, we trace back from the end of the test, giving the pattern R3 =RB RA RA ® RB, with endpoints e1, e2, e3, and e4 M along the test pattern.
B. Implementation of Backtracking The last step in Algorithm 4 recovers the optimum super reference string R S by concatenating patterns from a set of test pattern ndpbints, e1, I =1, 2, . . , L. In order to obtain the set of endpoints, some form of backtracking must be added to Algorithm 4. The backtracking information must be recorded during the computation of D1(m, n) because the best path to the point (m, n), at the lth level, is unique-hence, there .is a unique ending point e1 . associated with each grid point (m, n). Fig. 4 illustrates this key point. It is assumed that the optimum path to the point (m, n) at the lth level came from the point (ej_1 , (l-1)) at the end of the (1-1)st level. Hence, we define a "from frame" array F1(m, n) as the value of e1_1 from which the best path to (m, n), at the ith level, using reference q(l), came. Then we can backtrack a fixed super reference pattern (Algorithm 2) by the following shows an example of a time alignment along with several local paths. It can be seen that FL(eL) is eL_i ,and that, using the F1(m) array, it is possible to trace back the endpoints at each level.
With the above discussion, it is fairly straightforward to 3) Forv=l,2, , V,dosteps4)through6). Algorithm 5 represents a complete, level building approach to optimally matching a concatenated set of reference patterns (with variable references) to a given test pattern. The output of the algorithm is the optimal number of reference patterns, L, the minimum string distance D, the references in the string Rw1(ej), Rw2(e2), . . ,Rw(e), and the set of test pattern endpoints, e1, that match the last frame of reference patterns in the string. 
4) For in
2) Compute, fore = 1, 2, ,M,andforl 1,2,", LMAX, the quantities 2) Forl1,2, steps 3) and 4).
3)Fore=2,3,",M,andforvl,2,",V,compute 
3) Fore = 2,3, ,M, get final output ñ'(e) D1(e,N)
fr'(e) =F,(e,N).
It can be seen that the computation of Algorithm S3 along with steps 2).-9) of Algorithm S2 are essentially identical to the computation of Algorithm 5 of the previous section, thus completing the proof that the two-level DP matching algorithm of Sakoe is essentially identical to the level-building algorithm. The reason we have described the level-building algorithm in such detail is because it is an order of magnitude more efficient than Sakoe's two-level DP matching algorithm. We will examine issues of computation and storage of the two algorithms in detail in Section VI. First, we devote more attention to implementational aspects of the level building algorithm.
V. IMPLEMENTATIONAL ASPECTS AND MODIFICATIONS OF THE LEVEL BUILDING DTW ALGORITHM
We have shown that a level building DTW approach can be used to match a concatenated series of reference patterns to a connected test string. The basic principles used in formulating the algorithm were backtracking path recovery, and local optimality of the path. By local optimality we mean that the best path from the grid point (1, 1) to the grid point (m, n) that goes through the grid point (m', n') includes, as a subsection, the best path from (1, 1) to (m', n'). Hence, by proceeding from left to right, the algorithm finds the best partial string, at each level, and for each value of m, and recovers the (32a) correct path by backtracking from the end of the string.
There are a number of computational aspects of algorithm S (32b) that should be discussed in order to better understand how this algorithm is used in practice. In this section, we discuss these questions.
A. Range Restrictions on n
If we examine the computation of Algorithm 5 for obtain-(34a) ing the accumulated distance at grid point (m, n) at level 1, D1(m, n), we see that the global range on n is restricted by a (34b) set of lower and upper boundary constraints, L (m) and U(m).
Typically, these boundary constraints restrict the area of the (m, n) plane in which the best path can lie. For example a (35a) standard set of global constraints is (m+l)
The global set of constraints of (36) is independent of n and merely restricts the path w to lie in a subset of the (m, n) plane, defined by lines of slope -and 2 originating at the point (1, 1). Fig. 6 illustrates how such path constraints affect the computation of the level building algorithm. We see that at the first level, the DTW recursion needs to be computed only for the shaded region G1, and not for the entire (m, n) plane. If we define E1 as the ending region (along the m axis)
at the end of the first level, then it should be clear that the width of E1 varies as the length of the reference patterns vary. Hence, the width of the ending region, E1, is a superposition of the widths of the ending region over the set of V reference patterns.
Generally, a set of local path constraints is superimposed on Fig. 6 , we see that G, grows continuously range is restricted to lie in the shaded region of Fig. 7 , the avwith 1. It should be clear that as 1 approaches L, the size of erage reduced total area is approximately the actual string, the global region G1 should become small -L M 3 41 since the path must end at the point (M, Ø(LMAX)). As such AR -MAX further restrictions on L(m) and U(in) may be imposed by assuming i.e., the test length is about LMAX the boundary conditions at the end of the test. Such restric-times the average reference length. Hence, about a three to tions are illustrated in Fig. 7 which shows a line of slope one reduction in computation is achieved by using appropri-(from the end of the last reference) constraining the upper ately defined lower and upper boundary constraints. region of the (m, n) plane. However, unlike Fig. 3 there is no line of slope 2) from the point (M, (LMAx)) since it is B. Range Reduction Techniques not known, a priori, whether L = LMAX. Thus, instead of the Several computational reductions may be incorporated into global line of slope 2) coming from the end of the test, there is the level building algorithm. One simple one is to reduce the a constraint line of slope 2) from each of the possible sets of range at any given level, as illustrated in Fig. 8 . Part (a)of this ending points (M, (l)), I =LMIN, , LMAX. These path re-figure shows the original search region (bounded by the dashed strictions, however, are applied only at the given level, since lines), and the reduced search region (bounded by the solid the correct length of the string, L, is not known during the lines). The search range is reduced so that regions of the (m, n) computation of D1 (m, n).
plane, where the paths have already accumulated a large disBased on the above discussion, a reasonable set of lower and tance, are not considered as potential starting points for the upper boundary constraints would be of the form next level. The method used to reduce the search range is ii- where MT is a parameter controlling the size of the starting range. As MT approaches one, the values S/ and 5/ approach each other, and the width of the reduced range approaches a single point. (This is equivalent to making an unequivocal decision about the correct reference at the end of the (I -1)th level; in this manner each level is essentially an independent, constrained endpoint, DTW match.) As MT approaches 00 the reduced range is the same as the original range. Fig. 8(b) illustrates the importance of using a reasonable value of MT. In this example, the curve of Dj, (m)/m has two distinct minima. This generally represents two possible ending regions for the (1-1)st reference, and any range reduction which eliminates either one of them could potentially lead to errors in obtaining the best string match. This example also illustrates the importance of searching for S1' and 5/from the extremes of the range, since it can be seen that the curve exceeds the threshold between S/ and S/. In this case we do not want to reduce the range to eliminate this region.
It is straightforward to incorporate the range reduction technique into Algorithm 5 by replacing step 4) with the following. In addition, the modified upper and lower boundary functions U1(m) and L1(m) are now given by Lj(m)=max Fig. 9 . Illustration of range reduction in the n dimension using a local minimum search.
starting region (along the rn-axis), but also by following the local minimum as is done in a local minimum DTW algorithm [7] . In this case the local accumulated distance function D1(rn, n) is computed for c(m)
It should be noted that the local minimum algorithm must be modified so that the lower boundary always includes a valid starting point if there is one, i.e., the lower boundary c(m) -must be set to 1 if S/ m ' 5/. This constraint is needed to prevent the loss of possible path starting points. Similar local minimum algorithms can be used where e is a variable which is adapted to the data-i.e., e is large when the distance along a vertical strip is close to the. local minimum over a broad range, and is small when the distance along a vertical strip increases rapidly away from the local minimum..
A further reduction in computation may be gained by the use of accumulated distance thresholds [8] . A distance threshold is used to abandon further comparisons for a given reference pattern R, at a given level 1, when the incremental accumulated distance at the level exceeds a given threshold. We define the average incremental distance to (rn, n) at the lth level as (46) whenever LD1(m, n) exceeds a threshold of the form
(47) The, search for the current reference is abandoned. It should be noted that the threshold test cannot be applied until all where NMAX is the length of the largest reference pattern, The last term in (44b) reflects a line of slope coming from the point rn =Mas in Fig. 7 .
valid starting points are tried, i.e., until rn > 5/.
C. Test Endpoint Constraint Relaxation
Another method of range reduction is illustrated in Fig. 9 . One simple modification to the level building algorithm is Here we show the range reduced by not only shrinking the to relax the ending condition that (L) = w(M). Another modification to the level building algorithm is suggested by the work of Rabiner and Schmidt [11] . They proposed that the time warping not use the entire reference pattern, but instead be allowed to eliminate a portion at the end of the reference pattern. This type of modification accounts for some of the gross features of coarticulation between consecutive reference patterns. Another interpretation is that the reference patterns, obtained generally from isolated occurrences of spoken words, are generally longer than the word spoken in a string, and this type of modification accounts for some of the word shortening in a connected string.
To implement this modification, we require that, at any level, the warping function end somewhere between frames N -6R2 and N of the reference pattern, rather than being forced to end at frame N, as is normally the case. If the parameter tSR2 is set to 0, then this modification is transparent in the algorithm. In general, one would expect that the maximum number of frames which can be eliminated from the end of the reference pattern, 6R2 should be a function of the reference pattern itself. However, for simplicity, we assume 6R2 is a constant for all reference patterns. To implement a modified reference pattern, step 6) of Algorithm 5 is modified to the following. A similar modification can be used in the level building algorithm at the beginning of reference patterns. If we assume that the warping function can begin anywhere from frame 1 to 1 + of the reference pattern (where 6R1 =0 says that we use the whole beginning region) then we need to modify step 5) of Algorithm 5 to give the following.
The modified local constraints say that if n is within the expanded starting region of the reference pattern (within the first + 1 frames), then the previous accumulated distance can come from the initial conditions at the end of the previous level.
E. Multiple Candidate Strings
For many applications of connected word recognition, it is required that more than one super reference pattern be given as a possible recognition candidate. The level building algorithm, as described here, is not directly applicable to obtain the best Q sets of super reference patterns because only the information on best candidates is retained. One reasonable way to generate a list of plausible candidates is to retain the data (distances, backtracking pointers, etc.) on both the best and second best choice at every level and every ending point. To generate alternate candidates, the normal backtracking procedure is followed, but second best references are inserted in place of first best references at the different levels. It should be noted that this technique is not guaranteed to generate the best Q candidates; however, it does give a reasonable list of candidates.
F. Use of Syntactical Constraints
The level building algorithm, as described in this paper, can only be applied to an unrestricted set of super references-i.e., without syntactical constraints among the references in the string. It is easy to modify the level building algorithm, however, if we observe that, just as the best way to any level does not depend on any future level, the best way to any state in a finite state machine (FSM) (with no loops) depends only on past states. We shall assume that the syntax may be represented by a FSM M (S, V, z, Z) where S is a set of states {s0, Sj, , s_ } (j3 = IS!), V is a vocabulary (labeled 1, 2, 'y), ('y = V!), is the set of allowable transitions, i.e.,
: S X V-÷S s ES is the initial state, and t C Zis the set of final states. Furthermore, we assume that M has no loops and that the states s, s are ordered so that if i / then there is no path from s to s. Thus, the best path to state s' and frame m of the test depends only of states s,, for 0 i '( i'. In this case, the algorithm is similar to the level building algorithm with the following exceptions.
5) For m = 1, 2, , M and for n = Lj(m),., U1(m),
F,(m,n)F1(m-iJI). ,rather than by levels.
2) In building up to a particular state, instead of using all references of the vocabulary, we use all transitions to that state.
3) The output of one state is used as the input to another state when there is a transition joining the two. 4) Backtracking must keep track of both previous endpoints and previous states.
Such an algorithm requires I time warps-i.e., on,e per transition, where II Vt SI since z(s, q) need not be defined for a11s and q. The algorithm also requires 4ISIMstor-age locations-i.e., one for each of the accumulated distances, the associated word, the associated previous ending point, and the associated previous state. constraints of 2 to 1, and -to 1 (i.e., the range falls within a parallelogram of the type shown in Fig. 7 ), the number of local distance calculations of Algorithm 5 is NDAS = VLMAX NM/3 (48) where N is the average duration (in frames) of a reference pattern, LMAX is the number of levels (if L <LMAX, then generally LMAX levels will not be required), V is the number of references per level, M is the duration of the test pattern, and N . M/3 is the average number of distances at each level.
For the two-level DP warp of Sakoe, the number of local distance calculations is NDs1 =VMN(2R+1) (49) where R is a range parameter for the fixed range DTW algorithm used in this method [5}.
For the sampling DTW algorithm of Rabiner and Schmidt [11] , the number of local distance calculations is 
where is a range parameter for a local minimum DTW algorithm [7] , and 3 represents the average number of candidate strings being processed. (Rabiner and Schmidt [11] showed that on average! Finally, by incorporating the range reduction techniques of Section V into the algorithm, the number of local distance calculations of the "reduced level building" DTW algorithm becomes NDASR -VLN.(2e+l) (51) where C is the range parameter for following the local minimum. Table I -A summarizes the computational aspects of these connected word DTW algorithms. The row labeled number of basic time warps refers to the number of times the DTW algorithm is applied. The size of the time warp is the (average) size of the region in the (m, n) plane covered by a typical time warp, and the total is the number of distances of (48)- (51) .
(The row labeled storage will be explained below.) Table I (A3) computation of the two-level DP Warp method, and the reduced level building algorithm is 30 to 1! It can also be seen in Table I -B that the total computation is comparable for the sampling and reduced level building algorithms.
B. Storage The storage requirements for the different connected word DTW algorithms refer to storage for arrays that are specific to the algorithm-hence, storage for reference patterns, and accumulated distance functions (D1 (m, n) ), which are common to all algorithms, are not included here. The storage of the level building algorithm is that required for the vectors D(m), W1(m), F(rn). Each of these vectors is ofsizeM. Hence, the total storage of both the level building, and the reduced level building algorithm is SAl =SA5R =3 -MLMAX.
(52)
The storage for the two-level DP matching algorithm is S51=2-M-(2R+l) (53) for the matrices of distance and best word, for each of the (2R + 1) pairs of beginning and ending points. The storage for the sampling algorithm is essentially 0 since only a small list (125 locations) of accumulated strings is retained in this method.
The storage requirements of the four algorithms are summarized in the last row of Table I -A, and some numerical comparisons are given in the last row of Table I -B. It can be seen that the two-level DP warp method requires about three times the storage of the level building algorithm.
VII. SUMMARY
A novel approach to dynamic time warping alignment of a connected word string and a concatenated set of reference patterns has been described. The algorithm was shown to be applicable to connected word recognition problems and a highly efficient implementation was described. A number of assumptions were used in deriving the algorithm, namely:
1) An overall assymetric function was used-not a distance per pattern.
2) Reference patterns were concatenated, not overlapped.
3) Consecutive reference patterns were independent-i.e., there was no level interaction.
The final output of the algorithm was the best concatenated reference pattern that matched the input string.
A number of modifications to the algorithm were described to increase the flexibility and accuracy of the method. In a companion paper we present results on the use of the reduced level building algorithm to a connected digit recognition application. There it is shown that a highly accurate and efficient connected digit recognizer can be implemented using the level building algorithms. 
