Abstract. We derive a truncation error bound for limit periodic continued fractions K(a"/\) which, at least asymptotically, is best possible by comparsion with periodic continued fractions. For a given limit periodic continued fraction the bound is easy to compute
Then the continued fraction is the ordered pair ({a"), {S"(0))). The sequence {an) is called the sequence of elements, Sn(0) is called the n th approximant. The continued fraction K(an/l) is said to converge if {S"(0)} converges. We sometimes write K(a"/l) = lim S"(0), provided those limits exists.
In this article we shall consider only limit periodic continued fractions. For these lim a" = a n-> oo is assumed to exist. We shall here in addition assume a^oo and a ¥=0. Limit periodic continued fractions play an important role in the analytic theory of continued fractions as was pointed out in [7] . In particular Log(l + z), Arctan z, (1 + z)y -1, or, more generally, certain ratios of hypergeometric functions, to name but a few examples, have limit periodic regular C-fraction expansions K(ßnz/l) with lim"_00/in = 1/4. We shall restrict ourselves to the case where a is a nonzero complex number which does not lie on the negative real axis between -1/4 and -oo. We also exclude a = -1/4. Under these assumptions the two roots of the equation (1.1) x2 + x-a = 0, which are also the fixed points of the transformation (1.2) s(w) = a/(l+w), are of unequal absolute value. We choose x, to be that root for which
This is possible since -1 -x, is the other root of the equation (1.1), and a is not a negative number =£ -1/4. It also means that x, is the attractive fixed point of s(w). With these assumptions the limit periodic continued fraction K(an/l) is known to converge (see, for example, [5, p. 89] ). In addition the sequences {hn) and {/(n)} defined, respectively, by
and n s) /■(«) = a"+i a"+2 ... y ' J i + i + are known to converge to 1 + x, and x,, respectively, provided all an are sufficiently close to a. For convergence of {/'"'} to x, see, for example, [5, p. 93] . Convergence of {hn) to 1 + x, is proved in [9] under fairly strong conditions, and in Theorem 2.3 of the present paper under less severe and much simpler conditions. Sometimes it is convenient to set fn = Sn(0) and lim/"=/.
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Sn(w) is clearly a linear fractional transformation, hence we can write (if all /" are finite)
(1.6) Sn(w) = fnhn + Wfn-\ h" + w since we know that S"(0) = /", S"(co) = S"_ ,(0) = /"_, and S"(-h") = oo. This article supplements our paper [7] , in which we discussed the accelerated convergence which results if the sequence {^(O)} is replaced by (5"(x,)}. However, we did not discuss at that time the speed of convergence of (5"(0)}. This will be done in the present paper.
2. Preliminary results. In this section we collect some auxiliary theorems which will be useful in the sequel. Proof. The result follows from Theorem 4.4 in [2] . In that theorem we set pn = p, \p" = a, bn = 1 for all n > 1. For
A corollary of this result is the following. Corollary 2.2. Let 6, 0 < 6 < 1, and a, \a\< it/2 be fixed. If in a continued fraction K(an/l), an E P(a, 8) for all n> 1, then
for all n> 1.
Proof. We have hnEl + V(a, 0), that is Re(hne-ia) > (cosa)(l + 6)/2. Now y(n) g T/(a) #) smce ¿t is the limit of expressions in V(a, 6) and since V(a, 6) is
In [9] we showed that for a limit periodic continued fraction K(an/l) lim hn = 1 + x,, provided all an are very close to a. Here we give a new proof of this result which imposes much less severe and much simpler conditions on the elements an of the continued fraction. Theorem 2.3. Let K(an/l) be a limit periodic continued fraction with lim"_00a" = a ¥= 0. Let a be such that the fixed points x, and -1 -x, of the transformation w = s(z) are of unequal absolute value. Further, assume that there exist a 0 E (0, 1) and ana E (-w/2, it/2) such that an E P(a, 6) for all n s* 1. Then lim hn= I + xx.
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Remark. In many cases it is convenient to choose a such that a is on the axis of the parabola, that is a = j arg a if arg a ¥= it , a = 0 if arg a = it.
Proof. We recall from [2, pp. 69, 71] that hn = -S;x(oo) = B"/Bn_x. Poincaré's theorem [6] applied to the three term recursion relation, Bn = Bn_x + anBn 2, or, in the way that Poincarè wrote it, Bn-Bn_x-anBn_2 = 0, guarantees that h" = Bn/Bn_x will converge to one of the roots of
provided hm an = a and provided the two roots of (2.3) have different absolute values. In terms of the attractive fixed point x, of the transformation w = s(z), the roots of (2.3) can be written as 1 + x, and -x,.
Thus if, in addition to being limit periodic, we assume that an E P(a,6) for all n> I and for some fixed 6, 0 < 0 < 1, then we can conclude that hn -» 1 + xx. This can be shown as follows: -I + hn E V(a, 6) since 1 +x, Further assume that there exist a 0, 0 < 0 < 1, and an a E (--n/2, tt/2) such that an E P(a, 0) for all n > 1. Then there is a quantity K(a, 0, q) independent of n such that (3.4) \f-fn\<K(a,d,q)q". with x2 = -(1 + x,), and from which again the equality above easily follows. This shows that, at least asymptotically, Theorem 3.1 is best possible. Remark 2. It is easy to prove that if an -> a fast enough (| an -a \ < const ■ &", 0<#<|x,/(l +x,)| suffices for small enough const), then q in (3.4) may be replaced by | x,/(l + x,) | . (see [2, Replace in (3.6) ak+x byf(k)(l +/(Ar+1)), and use for B" the formula 1 + 2x, as already seen in (3.5). Since, however, hn can be computed recursively by a forward algorithm, the formula (3.3) is more useful for computing than the formula involving (3.7).
If an E P(a, 0), then using Theorem 2.1 we obtain the following estimate (n) la.4.,1 21 a. '«+i |1 +/<»+') and hence, by using Corollary 2.2,
The theorem below then follows.
(cosa)(l +0) 2 I a.. where hx = 1, hn = 1 + an/hn_x, n > 2.
4. Numerical Examples. We shall here illustrate the use of Theorem 3.2 on some examples. The first problem is to find (if possible) « and 0 such that all a"'s are in P(a, 0). Next, that choice should be made such that the factor (4.1) 2|a,
is as small as possible. This, however, is not extremely important. The essential factor of the truncation error estimate is (4.2) n h"
Finally, the truncation error estimate has to be computed numerically by using the recursion formula for h". We shall here look at three examples. In all three we shall find a parabolic region P(a,6) in which all the a"'s are located, and in one of the examples we shall proceed to compute the truncation error estimate itself. In Table 2 a comparison is made with the actual truncation error, computed by using the backward recursion algorithm to find Sn(0). The numbers in the table are rounded off to the 6th decimal place. It appears that in Table 2 the estimate is always less than 8 times the actual truncation error, this being caused by the estimate of the first factor. Since 1 -l/h" -* 1/2 as n -» oo, this means roughly that, in using this estimate to determine an n that will give a desired accuracy, the «-value obtained will be larger by 3 than is necessary. Remark 1. In Example 1 it is easy to find a good truncation error estimate in an elementary way, since all a" > 0. This is, however, beside the point, since the purpose is to illustrate a far more generally valid truncation error estimate.
