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Abstract
This paper is concerned with the partial information optimal control problem of wa controlled forward-backward stochastic
differential equation of jump diffusion with correlated noises between the system and the observation. For this type of partial
information optimal control problem, Necessary and sufficient optimality conditions, in the form of Pontryagin maximum
principle, for the partial information optimal control are established using a unified way. Moreover, our admissible control
process u(·) satisfies the following integrable condition condition:
E
[ ∫
T
0
|u(t)|4dt
]
< ∞,
KeywordsPoisson Random Martingale Measure, Maximum Principle, Forward-Backward Stochastic Differential Equation,
Girsanovs Theorem, Partial Information
1 Introduction
In recent years, the control problem of forward-backward stochastic system with observation and their applications in mathe-
matical finance have been studied extensively, see for example, [5, 6, 7, 8, 9, 10, 11, 12, 13, 14]
In the above references, one of the most important results was established by Wang, Wu and Xiong [10], where a partial
information optimal control problem derived by forward-backward stochastic systems driven by Brownian motion with correlated
noises between the system and the observation. Utilizing a direct method, an approximation method, and a Malliavin derivative
method, they established three versions of maximum principle (i.e., necessary condition) for optimal control in the sense of weak
solutions, where in order to establishing the corresponding the variation formula for the cost functional, the following L8− bound
is imposed on the admissible controls:
sup
t∈[0,T ]
E
[
|u(t)|8dt
]
<∞. (1)
In some reference(see, for example [7, 12, 14]), the following L2− bound is imposed on the admissible controls:
sup
t∈[0,T ]
E
[
|u(t)|2dt
]
<∞. (2)
In fact, L2− bound on the admissible does not seem enough to obtain the corresponding variation formula for the cost functional
because the stochastic process ρ(·) (see (14)) as an additional state process is multiplied by performance indicators as follows:
J(u(·)) =E
[ ∫ T
0
ρu(t)l(t, x(t), y(t), z1(t), z2(t),Λ(t, ·), u(t))dt+ ρ
u(T )Φ(x(T )) + γ(y(0))
]
.
∗This work was supported by the Natural Science Foundation of Zhejiang Province for Distinguished Young Scholar (No.LR15A010001), and the
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where l and Φ are quadratic growth with respect to the state process x(·). Therefore, in order to obtaining the well-definedness
of the cost functional and the corresponding variation formula, we should at least put forward the following conditions on the
admissible controls:
E
[ ∫ T
0
|u(t)|2dt
]1+δ
<∞, for some δ > 0. (3)
or
sup
t∈[0,T ]
E
[
|u(t)|
]2+δ
<∞, for some δ > 0. (4)
In 2017, Meng, Shi and Tang [4] revisits the partial information optimal control problem considered by Wang, Wu and Xiong
[10], where they improve the Lp− bounds on the control from L8− bound (2) to the following L4− bound
E
[(∫ T
0
|u(t)|2dt
)2]
<∞. (5)
This paper is concerned with the partial information optimal control problem where the system is governed by a controlled
forward-backward stochastic differential equation of jump diffusion system with correlated noises between the system and the
observation. The main contribution of this paper is to establish necessary and sufficient stochastic maximum for an optimal
control in a unified way. The main idea is to get directly a variation formula in terms of the Hamiltonian and the associated
adjoint system which is a linear forward-backward stochastic differential equation and neither the variational systems nor the
corresponding Taylor type expansions of the state process and the cost functional will be considered. Moreover, different from
(5), the following L4− bound is imposed on our admissible controls:
E
[ ∫ T
0
|u(t)|4dt
]
<∞, (6)
because the BDG-inequality for the integration of Poisson randommartingale is different from that for the integration of Brownian
Motion.
The rest of this paper is organized as follows. The assumptions, notations and the formulation of our partial observable
optimal control problem are given in Section 2. Sections 3 and 4 are devoted to prove our main results. Finally, Section 5
concludes the paper and outlines some possible future developments.
2 Assumptions and Statement of Problem
In this section, we introduce some basic notations which will be used in this paper. Let T := [0, T ] denote a fixed time interval
of finite length, i.e., T <∞. We consider a complete probability space (Ω,F ,P), on which all randomness is defined. We equip
(Ω,F ,P) with a right-continuous, P-complete filtration F := {Ft|t ∈ T }, to be specified below. Furthermore, we assume that
FT = F . Denote by E[·] the expectation taken with respect to P. By P we denote the predictable σ field on Ω× T associated
with F and by B(Λ) the Borel σ-algebra of any topological space Λ. Let {W (t), t ∈ T } and {Y (t), t ∈ T } be two independent
one-dimensional standard Brownian motions. Let {FWt }t∈T and {F
Y
t }t∈T be P-completed natural filtration generated by
{W (t), t ∈ T } and {Y (t), t ∈ T }, respectively. By PY we denote the predictable σ field on Ω×T associated with {FYt }t∈T . Let
(E,B(E), ν) be a measurable space with ν(E) < ∞ and η : Ω ×Dη −→ E be an Ft-adapted stationary Poisson point process
with characteristic measure ν, where Dη is a countable subset of (0,∞). Then the counting measure induced by η is
µ((0, t]×A) := #{s ∈ Dη; s ≤ t, η(s) ∈ A}, for t > 0, A ∈ B(E).
And µ˜(dt, dθ) := µ(dt, dθ)−dtν(dθ) is a compensated Poisson random martingale measure which is assumed to be independent of
Brownian motion {W (t), 0 ≤ t ≤ T } and {Y (t), 0 ≤ t ≤ T }. Assume {Ft}0≤t≤T is the P-completed natural filtration generated
by {W (t), 0 ≤ t ≤ T }, {Y (t), 0 ≤ t ≤ T } and {
∫∫
(0,t]×A µ˜(dθ, ds), 0 ≤ t ≤ T,A ∈ B(E)}. Let H be a Euclidean space. The
inner product in H is denoted by 〈·, ·〉, and the norm in E is denoted by | · |. Let A⊤ denote the transpose of the matrix or
vector A. For a function ψ : Rn −→ R, denote by ψx its gradient. If ψ : R
n −→ Rk (with k ≥ 2), then ψx = (
∂φi
∂xj
) is the
corresponding k × n-Jacobian matrix. In the follows, K represents a generic constant, which can be different from line to line.
Next we introduce some spaces of random variable and stochastic processes. For any α, β ∈ [1,∞), let
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• Mβ
F
(0, T ;H): the space of allE-valued andP−measurable processes f = {f(t, ω), (t, ω) ∈ T ×Ω} satisfying ‖f‖
M
β
F
(0,T ;H) ,(
E
[ ∫ T
0
|f(t)|βdt
]) 1β
<∞,
• Sβ
F
(0, T ;H) : the space of all H-valued and Ft-adapted ca`dla`g processes f = {f(t, ω), (t, ω) ∈ T × Ω} satisfying
‖f‖
S
β
F
(0,T ;H) ,
(
E
[
sup
t∈T
|f(t)|β
]) 1
β
< +∞,
• Lβ(Ω,F , P ;H) : the space of all H-valued random variables ξ on (Ω,F , P ) satisfying ‖ξ‖Lβ(Ω,F ,P ;H) ,
√
E|ξ|β <∞,
• Mβ
F
(Ω;Lα(0, T ;H)) : the space of all Lα(0, T ;H)-valued and P−measurable processes f = {f(t, ω), (t, ω) ∈ [0, T ]× Ω}
satisfying ‖f‖
M
β
F
(Ω;Lα(0,T ;H)) ,

E
[(∫ T
0
|f(t)|αdt
) β
α ]

1
β
<∞,
• Mν,β(E;H) : the space of all H-valued measurable functions Λ = {Λ(e), e ∈ E} defined on the measure space (E,B(E); ν)
satisfying
‖Λ‖Mν,β(E;H) ,
{∫
E
|Λ(e)|βν(de)
} 1
β
< ∞,
• Mν,β([0, T ]× E;H) : the space of all H-valued measurable functions Λ = {Λ(t, e), (t, e) ∈ T × E} defined on the measure
space (T × E,B(T )×B(E); (dt) × ν) satisfying
‖Λ‖Mν,β([0,T ]×E;H) ,
{∫ T
0
∫
E
|Λ(t, e)|βν(de)dt
} 1
β
< ∞,
1. • Mν,β
F
([0, T ]× E;H) : the space of all H-valued and P ×B(E)−measurable processes Λ = {Λ(t, ω, e), (t, ω, e) ∈ [0, T ]×
Ω× E} satisfying
‖Λ‖
M
ν,β
F
([0,T ]×E;H) ,
{
E
[ ∫ T
0
∫
E
|Λ(t, e)|βdt
]} 1
β
< ∞,
• Mβ
F
(Ω;Mν,α([0, T ]× E;H)) : the space of all Mν,α
F
([0, T ]× E;H)-valued andP × B(E)−measurable processes Λ =
{Λ(t, ω, e), (t, ω, e) ∈ [0, T ]× Ω× E satisfying ‖Λ‖α,β ,

E
[(∫ T
0
∫
E
|Λ(t, e)|αν(de)dt
) β
α ]

1
β
<∞.
Now we consider the following forward-backward stochastic control system of Jump diffusion

dx(t) =b(t, x(t), u(t))dt + σ1(t, x(t), u(t))dW (t) + σ2(t, x(t), u(t))dW
u(t) +
∫
E
g(t, x(t−), u(t), e)µ˜(dt, de),
dy(t) =f(t, x(t), y(t), z1(t), z2(t),Λ(t, ·), u(t))dt + z1(t)dW (t) + z2(t)dW
u(t) +
∫
E
Λ(t, e)µ˜(dt, de),
x(0) =x,
y(T ) =φ(x(T ))
(7)
with one observation processes Y (·) governed by the following SDE
{
dY (t) =h(t, x(t), u(t))dt + dWu(t),
Y (t) =0.
(8)
Here b : T ×Ω×Rn×U → Rn, σ1 : T ×Ω×R
n×U → Rn, σ2 : T ×Ω×R
n×U ×E → Rn, f : T ×Ω×Rn×Rm×Rm×Rm×
Mν,2(E;Rm)× U → Rm, φ : Ω× Rn → Rm and h : T × Ω× Rn × U → R are given random mapping with U being a nonempty
convex subset of Rk. In the above equations, u(·) is our admissible control process defined as follows.
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Definition 2.1. A stochastic process u(·) is said to be an admissible control process if it is a PY -measurable process valued in
an nonempty convex subset U in RK satisfying
E
[ ∫ T
0
|u(t)|4dt
]
<∞.
We denote the set of all admissible controls by A.
The following standard assumptions are imposed on the coefficients of the equations (7) and (8).
Assumption 2.1. (i)The mappings b, σ1, σ2 and h are P ⊗ B(R
n) ⊗ B(U)-measurable, g is P ⊗ B(Rn) ⊗ B(U) ⊗ B(E)-
measurable. For almost all (t, ω) ∈ T × Ω, the mappings b, σ1, σ2, h and g are of appropriate growths with respect to (x, u), i.e.,
there exist a constant C and a deterministic function C(e) such that for all x ∈ Rn, u ∈ U and a.e. (t, ω) ∈ T × Ω,

|α(t, x, u)| ≤ C(1 + |x|+ |u|), α = b, σ1,
|β(t, x, u)| ≤ C, β = h, σ2,
|g(t, x, u, e)| ≤ C(e)(1 + |x|+ |u|),∫
E
|C(e)|4ν(de) <∞.
Moreover, for all (t, ω, e) ∈ T ×Ω×E, b, σ1, σ2, h, and g are continuous differentiable with respect to (x, u) and the corresponding
derivatives are continuous and uniformly bounded, i.e., there exist a constant L and a deterministic function L(e) such that for
all x ∈ Rn, u ∈ U and a.e. (t, ω) ∈ T × Ω,

|αx(t, x, u)|+ |αu(t, x, u)| ≤ L, α = b, σ1, σ2, h,
|gx(t, x, u, e)|+ |gu(t, x, u, e)| ≤ L(e),∫
E
|L(e)|4ν(de) <∞.
(ii)The coefficient f is P ⊗B(Rn)⊗B(Rm)⊗B(Rm)⊗B(Rm)⊗B(Mν,2(E;Rm))⊗B(U)-measurable and f(·, 0, 0, 0, 0, 0, 0) ∈
M4
F
(0, T ;L2(0, T ;Rm)). For almost all (t, ω) ∈ T ×Ω, the mapping f is Gaˆteaux differentiable with respect to (x, y, z1, z2,Λ(·), u) ∈
Rn × Rm × Rm × Rm ×Mν,2(E;Rm)× U with continuous and uniformly bounded Gaˆteaux derivatives.
(iii) The coefficient φ is FT ⊗B(R
n)-measurable. For almost all (t, ω) ∈ [0, T ]× Ω, the mapping φ is continuous differentiable
with respect to x with appropriate growths. More precisely, there exists a constant C > 0 such that for all x ∈ Rn and a.e. ω ∈ Ω,
(1 + |x|)−1|φ(x)| + |φx(x)| ≤ C. (9)
Now we begin to discuss the well- posedness of (7) and (8). Indeed, putting (8) into the state equation (7), we get that

dx(t) =(b − σ2h)(t, x(t), u(t))dt + σ1(t, x(t), u(t))dW (t) + σ2(t, x(t), u(t))dY (t) +
∫
E
g(t, x(t−), u(t), e)µ˜(dt, de),
dy(t) =(f(t, x(t), y(t), z1(t), z2(t),Λ(t, ·), u(t)) − z2(t)h(t, x(t), u(t)))dt + z1(t)dW (t) + z2(t)dY (t) +
∫
E
Λ(t, e)µ˜(dt, de),
x(0) =x,
y(T ) =Φ(x(T )).
(10)
Under Assumption 2.1, for any admissible control u(·) ∈ A, we have the following basic result.
Lemma 2.1. Let Assumption 2.1 be satisfied. Then for any admissible control u(·) ∈ A, the equation (10) have a unique
strong solution (x(·), y(·), z1(·), z2(·),Λ(·, ·)) ∈ S
4
F
([0, T ];Rn) × S4
F
(0, T ;Rm) ×M4
F
(Ω;L2(0, T ;Rm)) ×M4
F
(Ω;L2(0, T ;Rm)) ×
M4
F
(Ω;Mν,2([0, T ]× E;Rm)). Moreover, we have the following estimate:
E
[
sup
t∈T
|x(t)|4
]
+ E
[
sup
t∈T
|y(t)|4
]
+ E
[(∫ T
0
|z1(t)|
2dt
)2]
+ E
[(∫ T
0
|z2(t)|
2dt
)2]
+ E
[(∫ T
0
∫
E
|Λ(t, e)|2ν(de)dt
)2]
≤ K
{
1 + |x|4 + E
[(∫ T
0
|f(t, 0, 0, 0, 0, 0, 0)|2dt
)2]
+ E
[ ∫ T
0
|u(t)|4dt
]}
.
(11)
4
Further, if (x¯(·), y¯(·), z¯1(·), z¯2(·), Λ¯(·)) is the unique strong solution corresponding to another admissible control u¯(·) ∈ A, then
we have the following estimate:
E
[
sup
t∈T
|x(t) − x¯(t)|4
]
+ E
[
sup
t∈T
|y(t)− y¯(t)|4
]
+ E
[(∫ T
0
|z1(t)− z¯1(t)|
2dt
)2]
+ E
[(∫ T
0
|z2(t)− z¯2(t)|
2dt
)2]
+ E
[(∫ T
0
∫
E
|Λ(t, e)− Λ¯(t, e)|2ν(de)dt
)2]
≤ KE
[ ∫ T
0
|u(t)− u¯(t)|4dt
]
.
(12)
Proof. The proof can be directly obtained by combining Lemma A.3 in [3] and Theorem 4.1 in [1].
For the strong solution (xu(·), yu(·), zu1 (·), z
u
2 (·),Λ
u(·, ·)) of the equation (10) associated with any given admissible control
u(·) ∈ A, we introduce a process
ρu(t) = exp
{∫ t
0
h(s, xu(s), u(s))dY (s)−
1
2
h2(s, xu(s), u(s))ds
}
,
(13)
which is abviously the solution to the following SDE{
dρu(t) =ρu(t)h(s, xu(s), u(s))dY (s)
ρu(0) =1.
(14)
For the stochastic process ρu(·), we have the following basic result.
Lemma 2.2. Let Assumption 2.1 holds. Then for any u(·) ∈ A, we have for any α ≥ 2,
E
[
sup
t∈T
|ρu(t)|α
]
≤ K. (15)
Further, if ρ¯(·) is the process defined by (13) or (14) corresponding to another admissible control u¯(·) ∈ A, then the following
estimate holds
E
[
sup
t∈T
|ρu(t)− ρ¯(t)|2
]
≤ K
{
E
[ ∫ T
0
|u(t)− u¯(t)|2dt
]2} 1
2
. (16)
Proof. The proof can be directly obtained by combining Proposition 2.1 in [?].
Under Assumption 2.1, ρu(·) is an (Ω,F , {Ft}t∈T ,P)− martingale. Define a new probability measure P
u on (Ω,F ) by
dPu = ρu(1)dP. (17)
Then from Girsanov’s theorem and (8), (W (·),Wu(·)) is an R2-valued standard Brownian motion defined in the new probability
space (Ω,F , {Ft}0≤t≤T ,P
u). So (Pu, xu(·), yu(·), zu1 (·), z
u
2 (·),Λ
u(·, ·), ρu(·),W (·),Wu(·)) is a weak solution on (Ω,F , {Ft}t∈T )
of (7) and (8).
The cost functional is given by
J(u(·) = Eu
[ ∫ T
0
l(t, x(t), y(t), z1(t), z2(t),Λ(t, ·), u(t))dt+Φ(x(T )) + γ(y(0))
]
. (18)
where Eu denotes the expectation with respect to the probability space (Ω,F , {Ft}0≤t≤T ,P
u) and l : T × Ω × Rn × Rm ×
Rm × Rm ×Mν,2(E;Rm)× U → R, Φ : Ω× Rn → R and γ : Ω× Rm → R are given random mappings satisfying the following
assumption:
Assumption 2.2. l is P ⊗B(Rn) ⊗ B(Rm) ⊗B(Rm) ⊗B(Rm) ⊗B(Mν,2(E;Rm)) ⊗B(U)-measurable, Φ is FT ⊗ B(R
n)-
measurable, and γ is F0 ⊗B(R
n)-measurable. For almost all (t, ω) ∈ [0, T ]× Ω, the mappings
(x, y, z1, z2,Λ(·), u)→ l(t, ω, x, y, z1, z2,Λ(·), u),
5
x→ Φ(ω, x)
and
y → γ(ω, y)
are continuous Gaˆteaux differentiable with respect to (x, y, z1, z2,Λ(·), u) with appropriate growths, respectively. More precisely,
there exists a constant C > 0 such that for all (x, y, z1, z2,Λ(·), u) ∈ R
n × Rm × Rm × Rm × Mν,2(E;Rm) × U and a.e.
(t, ω) ∈ [0, T ]× Ω,

(1 + |x|+ |y|+ |z1|+ |z2|+ ||Λ(·)||Mν,2(E;Rm) + |u|)
−1(|lx(t, x, y, z1, z2,Λ(·), u)|+ |ly(t, x, y, z1, z2,Λ(·), u)|
+ |lz1(t, x, y, z1, z2,Λ(·), u)|+ |lz2(t, x, y, z1, z2,Λ(·), u)|+ |lu(t, x, y, z1, z2,Λ(·), u)|+ ||lΛ(t, x, y, z1, z2,Λ(·), u)||Mν,2(E;Rm)
+ (1 + |x|2 + |y|2 + |z1|
2 + |z2|
2 + ||Λ(·)||2Mν,2(E;Rm) + |u|
2)−1|l(t, x, y, z1, z2,Λ(·), u)| ≤ C;
(1 + |x|2)−1|Φ(x)| + (1 + |x|)−1|Φx(x)| ≤ C;
(1 + |y|2)−1|γ(y)|+ (1 + |y|)−1|γy(y)| ≤ C.
Under Assumption 2.1 and 2.2, by the estimates (11) and (15), we get that
|J(u(·))| ≤K
{
E
[
sup
t∈T
|ρu(t)|2
]} 1
2
{
E
[
sup
t∈T
|x(t)|4
]
+ E
[
sup
t∈T
|y(t)|4
]
+ E
[(∫ T
0
|z1(t)|
2dt
)2]
+ E
[(∫ T
0
|z2(t)|
2dt
)2]
+ E
[(∫ T
0
∫
E
|Λ(t, e)|2ν(de)dt
)2]
+ E
[ ∫ T
0
|u(t)|4dt
]
+ 1
} 1
2
<∞,
(19)
which implies that the cost functional is well-defined.
Then we can put forward the following partially observed optimal control problem in its weak formulation, i.e., with changing
the reference probability space (Ω,F , {Ft}0≤t≤T ,P
u), as follows.
Problem 2.1. Find an admissible control u¯(·) ∈ such that
J(u¯(·)) = inf
u(·)∈A
J(u(·)),
subject to the state equation (7), the observation equation (8) and the cost functional (18).
Obviously, according to Bayes’ formula, the cost functional (18) can be rewritten as
J(u(·)) =E
[ ∫ T
0
ρu(t)l(t, x(t), y(t), z1(t), z2(t),Λ(t, ·), u(t))dt+ ρ
u(T )Φ(x(T )) + γ(y(0))
]
. (20)
Therefore, we can translate Problem 2.1 into the following equivalent optimal control problem in its strong formulation, i.e.,
without changing the reference probability space (Ω,F , {Ft}0≤t≤T ,P), where ρ
u(·) will be regarded as an additional state process
besides the state process (xu(·), yu(·), zu1 (·), z
u
2 (·),Λ(·, ·)).
Problem 2.2. Find an admissible control u¯(·) such that
J(u¯(·)) = inf
u(·)∈A
J(u(·)),
subject to the cost functional (20) and the following state equation

dx(t) = (b− σ2h)(t, x(t), u(t))dt + σ1(t, x(t), u(t))dW (t) + σ2(t, x(t), u(t))dY (t) +
∫
E
g(t, x(t−), u(t), e)µ˜(dt, de),
dy(t) = (f(t, x(t), y(t), z1(t), z2(t),Λ(t, ·), u(t))− z2(t)h(t, x(t), u(t)))dt + z1(t)dW (t) + z2(t)dY (t) +
∫
E
Λ(t, e)µ˜(dt, de),
dρu(t) = ρu(t)h(s, xu(s), u(s))dY (s),
ρu(0) = 1,
x(0) = x,
y(T ) = Φ(x(T )).
(21)
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Any u¯(·) ∈ A satisfying above is called an optimal control process of Problem 2.2 and the corresponding state process
(x¯(·), y¯(·), z¯1(·), z¯2(·), Λ¯(·, ·), ρ¯(·)) is called the optimal state process. Correspondingly (u¯(·); x¯(·), y¯(·), z¯1(·), z¯2(·), Λ¯(·, ·), ρ¯(·)) is
called an optimal pair of Problem 2.2.
Remark 2.1. The present formulation of the partially observed optimal control problem is quite similar to a completely observed
optimal control problem; the only difference lies in the admissible class A of controls.
3 Variation Calculus of The Cost Functional
This purpose of this section is to give a variation calculus of th cost Functional by Hamiltonian and adjoint processes. To this
end, for the state equation (21), we first define the corresponding adjoint equation. Introduce the Hamiltonian H : Ω×T ×Rn×
Rm × Rm × Rm ×Mν,2(E;Rm)× U × Rn × Rn × Rn × Rm × R→ R by
H(t, x, y, z1, z2,Λ(·), u, p, q1, q2, q3(·), k, R2)
= l(t, x, y, z1, z2,Λ(·), u) + 〈b(t, x, u), p〉+ 〈σ1(t, x, u), q1〉+ 〈σ2(t, x, u), q2〉+
∫
E
〈g(t, x, u, e), q3(e)〉ν(de)
+〈f(t, x, y, z1, z2,Λ(·), u), k〉+ 〈R2, h(t, x, u)〉 . (22)
For any given admissible control pair (u¯(·); x¯(·), y¯(·), z¯1(·), z¯2(·),Λ(·, ·)), we define the corresponding adjoint equation by


dr¯(t) = −l(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))dt + R¯1 (t) dW (t) + R¯2 (t) dW
u¯ (t) +
∫
E
R¯3(t, e)µ˜(dt, de),
dp¯ (t) = −Hx
(
t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·)u¯(t)
)
dt+ q¯1 (t) dW (t) + q¯2 (t) dW
u¯ (t) +
∫
E
q¯3(t, e)µ˜(dt, de),
dk¯ (t) = −Hy
(
t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)
)
dt−Hz1 (t, x¯(t), y¯(t), z¯1(t), z¯2(t),Λ(t, ·), u¯(t)) dW (t)
−Hz2
(
t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)
)
dWu (t)−
∫
E
HΛ
(
t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·)u¯(t)
)
µ˜(dt, de),
p¯(T ) = Φx(x¯(T ))− φ
∗
x(x¯(T ))k¯(T ),
r¯(T ) = Φ(x¯(T )),
k¯(0) = −γy(y¯(0)),
(23)
where the following short-hand notation is used:
Ha(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))
=Ha
(
t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t), p¯(t), q¯1(t), q¯2(t), q¯3(t, ·), k¯(t−), R¯2(t)− σ¯
⊤
2 (t, x(t), u(t))p¯(t)− z¯
⊤
2 (t)k¯(t)
) (24)
where a = x, y, z1, z2,Λ(·), u.
It is obvious that the adjoint equation (23) a forward-backward stochastic differential equation, and its solution consists of an
9-tuple process (p¯(·), q¯1(·), q¯2(·), q¯3(·, ·), k¯(·), r(·), R¯1(·), R¯2(·), R¯3(·, ·)). By Assumptions 2.1 and 2.2 and by Lemma A.3 in [3] and
Theorem 4.1 in [1], we know that the adjoint equation (23) have a unique solution (p¯(·), q¯1(·), q¯2(·), q¯3(·, ·), k¯(·), r¯(·), R¯1(·), R¯2(·), R¯3(·, ·)) ∈
S4
F
(0, T ;Rn) × M4
F
(Ω;L2(0, T ;Rn)) × M4
F
(Ω;L2(0, T ;Rn)) × M4
F
(Ω;Mν,2([0, T ]× E;Rn)) × S4
F
(0, T ;Rm) × S4
F
(0, T ;R) ×
M4
F
(Ω;L2(0, T ;R)) × M4
F
(Ω;L2(0, T ;R)) × M4
F
(Ω;Mν,2([0, T ]× E;R)), also said to be the adjoint process associated with
the admissible pair (u¯(·); x¯(·), y¯(·), z¯1(·), z¯2(·), Λ¯(·, ·), ρ¯(·)).
Suppose that (u(·);xu(·), yu(·), zu1 (·), z
u
2 (·),Λ
u(·), ρu(·)) and (u¯(·); x¯(·), y¯(·), z¯1(·), z¯2(·), Λ¯(·, ·), ρ¯(·)) are two admissible pairs.
In the following, we will give an formula for the difference J(u(·)) − J(u¯(·)) using the Hamiltonian H and the adjoint process
(p¯(·), q¯1(·), q¯2(·), q¯3(·, ·), k¯(·), R¯1(·), R¯2(·), R¯3(·, ·)). as well as other relevant expressions.
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To simplify our notation, the following short-hand notations are introduced:

γu(0) = γ(yu(0)) , γ¯(0) = γ(y¯(0)),
φu(T ) = φ(xu(T )), φ¯(T ) = φ(x¯(T )) ,
Φu(T ) = Φ(xu(T )), Φ¯(T ) = Φ(x¯(T )),
αu(t) = α(t, xu(t), u(t)),
α¯(t) = α(t, x¯(t), u¯(t)), α = b, σ1, σ2, h,
βu(t) = α(t, xu(t), yu(t), zu1 (t), z
u
2 (t),Λ
u(t, ·), u(t)),
β¯(t) = α(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), β = f, l,
gu(t, e) = g(t, xu(t−), u(t), e),
g¯(t, e) = g(t, x¯(t−), u¯(t), e).
(25)
Lemma 3.1. Assume that Assumptions 2.1 and 2.2 hold. By using the short-hand notations (24) and (25), it follows that
J(u(·))− J(u¯(·))
= Eu¯
[∫ T
0
[
H(t, xu(t), yu(t), zu1 (t), z
u
2 (t),Λ
u(t, ·), u(t)) −H(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))
−
〈
Hx(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), x
u(t)− x¯(t)
〉
−
〈
Hy(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), y
u(t)− y¯(t)
〉
−
〈
Hz1(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
1 (t)− z¯1(t)
〉
−
〈
Hz2(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
2 (t)− z¯2(t)
〉
−
∫
E
〈
HΛ(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)),Λ
u
2 (t, e)− Λ¯2(t, e)
〉
ν(de)
−〈(σu2 (t)− σ¯2(t))(h
u(t)− h¯(t)), p¯(t)〉
−〈(zu2 (t)− z¯2(t))(h
u(t)− h¯(t)), k¯(t)〉dt
]
+Eu¯
[
Φu(T )− Φ¯(T )−
〈
xu(T )− x¯(T ), Φ¯x(T )
〉 ]
−Eu¯
[
〈φu(T )− φ¯(T ), k¯(T )〉 −
〈
φ¯∗x(T )k¯(T ), x
u(T )− x¯(T )
〉 ]
+E
[
γu(0)− γ¯(0)− 〈yu(0)− y¯(0), γ¯y(0)〉
]
+E
[∫ T
0
R¯2(t)(ρ
u(t)− ρu¯(t))(hu(t)− h¯(t))dt
]
+E
[∫ T
0
(lu(t)− l¯(t))(ρu(t)− ρ¯(t))dt
]
+E
[
(ρu(T )− ρ¯(T ))(Φu(T )− Φ¯(T ))
]
. (26)
Proof. In view of (8), we can easily check that (xu(·), yu(·), zu1 (·), z
u
2 (·), Λ¯(·)) admits the following FBSDE:

dx(t) =
[
bu(t) + σu2 (t)(h¯(t)− h
u(t))
]
dt+ σu1 (t)dW (t) + σ
u
2 (t)dW
u¯(t) +
∫
E
gu(t, e)µ˜(dt, de)
dy(t) =
[
fu(t) + z2(t)(h¯(t)− h
u(t))
]
dt+ z1(t)dW (t) + z2(t)dW
u¯(t) +
∫
E
Λ(t, e)µ˜(dt, de)
x(0) =x,
y(T ) =φ(x(T )).
(27)
Therefore, we have that (xu(t)− x¯(t), yu(t)− y¯(t), zu(t)− z¯(t),Λu(t, e)− Λ¯(t, e)) admits the following FBSDE:
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

dx(t)− x¯(t) =
[
bu(t)− b¯(t) + σu2 (t)(h
u¯(t)− hu(t))
]
dt+ [σu1 (t)− σ¯1(t)]dW (t) + [σ
u
2 (t)− σ¯2(t)]dW
u¯(t)
+
∫
E
[gu(t, e)− g¯(t, e)]µ˜(dt, de)
dy(t)− y¯(t) =
[
fu(t)− f¯(t) + z2(t)(h¯(t)− h(t))
]
dt+ [z1(t)− z¯1(t)]dW (t) + [z2(t)− z¯2(t)]dW
u¯(t)
+
∫
E
[Λ(t, e)− Λ¯(t, e)]µ˜(dt, de)
x(0)− x¯(0) =0,
y(T )− y¯(T ) =φ(x(T )) − φ(x¯(T )).
(28)
By (23), we know that (p¯(·), q¯1(·), q¯2(·), q¯3(·, ·), k¯(·)) admits the following FBSDE


dp¯ (t) = −Hx
(
t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)
)
dt+ q¯1 (t) dW (t) + q¯2 (t) dW
u¯ (t) +
∫
E
q¯3(t, e)µ˜(dt, de),
dk¯ (t) = −Hy
(
t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)
)
dt−Hz1
(
t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)
)
dW (t)
−Hz2
(
t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)
)
dW u¯ (t)−
∫
E
HΛ
(
t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)
)
µ˜(dt, de),
p¯(T ) = Φ¯x(T )− φ¯
⊤
x (T )k¯(T ),
k¯(0) = −γ¯y(0).
(29)
Moreover, we can easily obtain that (Λ¯(·), R¯1(·), R¯2(·), R¯3(·)) admits the following BSDE


dr¯(t) = −[l¯(t) + R¯2(t)h¯(t)]dt + R¯1 (t) dW (t) + R¯2 (t) dY (t) +
∫
E
R¯3 (t, e) µ˜(dt, de),
r¯(T ) = Φ¯(T ),
(30)
In view of the definition of the cost function J(u(·)), it follows that
J(u(·))− J(u¯(·)) =Eu
[ ∫ T
0
lu(t)dt+Φu(T ) + γu(0)
]
− Eu¯
[∫ T
0
l¯(t)dt+ Φ¯(T ) + γ¯(0)
]
=E
[ ∫ T
0
(ρu(t)lu(t)− ρ¯(t)l¯(t))dt
]
+ E[ρu(T )Φu(T )− ρ¯(t)Φ¯(T )] + E[γu(0)− γ¯(0)]
=Eu¯
[ ∫ T
0
[lu(t)− l¯(t)]dt
]
+ Eu¯[Φu(T )− Φ¯(T )] + E
[ ∫ T
0
(ρu(t)− ρ¯(t))lu(t)dt
]
+ E[(ρu(T )− ρ¯(T ))Φu(T )] + E[γu(0)− γ¯(0)]
(31)
In view of the definition of H, it follows that
Eu¯
[∫ T
0
(lu(t)− l¯(t))dt
]
=Eu¯
[∫ T
0
(
H(t, xu(t), yu(t), zu1 (t), z
u
2 (t),Λ
u(t, ·), u(t))−H(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))
)
dt
]
− Eu¯
[ ∫ T
0
(
〈p¯(t), bu(t)− b¯(t)〉+ 〈q¯1(t), σ
u
1 (t)− σ¯1(t)〉+ 〈q¯2(t), σ
u
2 (t)− σ¯2(t)〉+ 〈k¯(t), f
u(t)− f¯(t)〉
+
∫
E
〈q¯3(t, e), g
u(t, e)− g¯(t, e)〉ν(de) + 〈R¯2(t)− σ¯
∗
2(t)p¯(t)− z¯
∗
2(t)k¯(t), h
u(t)− h¯(t)〉
)
dt
]
(32)
By using Itoˆ formula to 〈p¯(t), xu(t)− x¯(t)〉+ 〈k¯(t), yu(t)− y¯(t)〉 and taking expectation under P u¯, it follows that
Eu¯
[
〈Φ¯x(T )− φ¯
∗
x(T )k¯(T ), x
u(T )− x¯(T )〉
]
+ Eu¯
[
〈k¯(T ), φu(T )− φ¯(T )〉
]
= Eu¯
[ ∫ T
0
(
〈p¯(t), bu(t)− b¯(t)〉+ 〈q¯1(t), σ
u
1 (t)− σ¯1(t)〉+ 〈q¯2(t), σ
u
2 (t)− σ¯2(t)〉+
∫
E
〈q¯3(t, e), g
u(t, e)− g¯(t, e)〉ν(de)
+〈k¯(t), fu(t)− f¯(t)〉+ 〈p¯(t), σu2 (t)(h¯(t)− h
u(t))〉+ 〈k¯(t), zu2 (t)(h¯(t)− h
u(t))〉
)
dt
]
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−Eu¯
[∫ T
0
〈Hx(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), x
u(t)− x¯(t)〉dt
]
−Eu¯
[∫ T
0
〈Hy(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), y
u(t)− y¯(t)〉dt
]
−Eu¯
[∫ T
0
〈Hz1(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
1 (t)− z¯1(t)〉dt
]
−Eu¯
[∫ T
0
〈Hz2(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
2 (t)− z¯2(t)〉dt
]
(33)
−Eu¯
[∫ T
0
∫
E
〈
HΛ(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)),Λ
u
2 (t, e)− Λ¯2(t, e)
〉
ν(de)dt
]
−E
[
〈yu(0)− y¯(0), γ¯y(0)〉
]]
. (34)
Therefore, we have
Eu¯
[ ∫ T
0
(
〈p¯(t), bu(t)− b¯(t)〉+ 〈q¯1(t), σ
u
1 (t)− σ¯1(t)〉+ 〈q¯2(t), σ
u
2 (t)− σ¯2(t)〉+ 〈k¯(t), f
u(t)− f¯(t)〉
)
dt
]
= Eu¯
[
〈Φ¯x(T ), x
u(T )− x¯(T )〉
]
+ Eu¯
[
〈k¯(T ), φu(T )− φ¯(T )− φ¯x(T )(x
u(T )− x¯(T ))〉
]
+E
[ ∫ T
0
(
〈p¯(t), σu2 (t)(h
u(t)− h¯(t))〉 + 〈k¯(t), zu2 (t)(h
u(t)− h¯(t))〉
)
dt
]
+Eu¯
[∫ T
0
〈Hx(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), x
u(t)− x¯(t)〉dt
]
+Eu¯
[∫ T
0
〈Hy(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), y
u(t)− y¯(t)〉dt
]
+Eu¯
[∫ T
0
〈Hz1(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
1 (t)− z¯1(t)〉dt
]
+Eu¯
[∫ T
0
〈Hz2(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
2 (t)− z¯2(t)〉dt
]
+Eu¯
[∫ T
0
∫
E
〈HΛ(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)),Λ
u(t)− Λ¯(t)〉ν(de)dt
]
+E
[
〈yu(0)− y¯(0), γ¯y(0)〉
]]
. (35)
Again using Itoˆ formula to (ρu(t)− ρ¯(t))r¯(t), we get that
E[(ρu(T )− ρ¯(T ))Φ¯(T )] =− E
[ ∫ T
0
(ρu(t)− ρ¯(t))(l¯(t) + R¯2(t)h¯(t))dt
]
+ E
[ ∫ T
0
R¯2(t)(ρ
u(t)hu(t)− ρ¯(t)h¯(t))dt
]
. (36)
Therefore, we have
E[(ρu(T )− ρ¯(T ))Φ¯(T )] + E
[ ∫ T
0
(ρu(t)− ρ¯(t))l¯(t)dt
]
= E
[ ∫ T
0
R¯2(t)ρ
u(t)(hu(t)− h¯(t))dt
]
. (37)
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By inserting (35) into (32), it follows that
Eu¯
[ ∫ T
0
(lu(t)− l¯(t))dt
]
= Eu¯
[ ∫ T
0
(
H(t, xu(t), yu(t), zu1 (t), z
u
2 (t),Λ
u(t, ·), u(t))−H(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))
−
〈
Hx(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), x
u(t)− x¯(t)
〉
−
〈
Hy(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), y
u(t)− y¯(t)
〉
−
〈
Hz1(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
1 (t)− z¯1(t)
〉
−
〈
Hz2(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
2 (t)− z¯2(t)
〉
−
∫
E
〈
HΛ(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)),Λ
u
2 (t)− Λ¯2(t)
〉
ν(de)
− 〈(σu2 (t)− σ¯2(t))(h
u(t)− h¯(t)), p¯(t)〉
)
dt
]
− Eu
[ 〈
xu(T )− x¯(T ), Φ¯x(T )
〉 ]
− E
[
〈yu(0)− y¯(0), γ¯y(0)〉
]
− Eu
[
〈φu(T )− φ¯(T ), ku(T )〉 −
〈
φ¯∗x(T )k¯(T ), x
u(T )− x¯(T )
〉 ]
.
(38)
Therefore, after we inserting(37) and (38) into (31) , (26) follows. The proof is complete.
For any given admissible controls u(·) ∈ A, because the control domain U is convex, in A we can define the following perturbed
control process uǫ(·):
uǫ(·) := u¯(·) + ǫ(u(·)− u¯(·)), 0 ≤ ǫ ≤ 1.
Assume that (x¯(·), y¯(·), z¯1(·), z¯2(·), Λ¯(·), ρ¯(·)) and (x
ǫ(·), yǫ(·), zǫ1(·), z
ε
2(·),Λ
ε
( ·), ρ
ε(·)) are the corresponding state processes corre-
sponding to u¯(·) and uǫ(·), respectively. Assume that (p¯(·), q¯1(·), q¯2(·), q¯3(·), k¯(·), Λ¯(·), R¯1(·), R¯2(·), R¯3(·)) is the adjoint process
associated with the admissible pair (u¯(·); x¯(·), y¯(·), z¯1(·), z¯2(·), Λ¯(·), ρ¯(·)).
Lemma 3.2. Assume that Assumptions 2.1 and 2.2 hold. Then it follows that
E
[
sup
t∈T
|xǫ(t)− x¯(t)|4
]
+ E
[
sup
t∈T
|yǫ(t)− y¯(t)|4
]
+ E
[(∫ T
0
|zǫ1(t)− z¯1(t)|
2dt
)2]
+ E
[(∫ T
0
|zǫ2(t)− z¯2(t)|
2dt
)2]
+ E
[(∫ T
0
∫
E
|zΛǫ(t, e)− Λ¯(t, e)|2ν(de)dt
)2]
= O(ǫ4)
and
E
[
sup
t∈T
|ρǫ(t)− ρ¯(t)|2
]
= O(ǫ2) .
Proof. The proof can be obtained directly by Lemmas 2.1 and 2.2.
Now we are begin to apply Lemma 3.1 and Lemma 3.2 to get an variational formula for the cost functional J(u(·)) in view
of the Hamiltonian H and the adjoint process (p¯(·), q¯1(·), q¯2(·), q¯3(·), k¯(·), Λ¯(·), R¯1(·), R¯2(·), R¯3(·)).
Theorem 3.1. Assume that Assumptions 2.1 and 2.2 holds. Then for any admissible control u(·) ∈ A, an variational formula
for the cost functional J(u(·)) is given by
d
dǫ
J(u¯(·) + ǫ(u(·)− u¯(·)))|ǫ=0
:= lim
ǫ→0+
J(u¯(·) + ǫ(u(·)− u¯(·))) − J(u¯(·))
ǫ
= Eu¯
[ ∫ T
0
〈
Hu(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), u(t)− u¯(t)
〉
dt
]
. (39)
Proof. To simplify our notations, we define
αǫ := Eu¯
[ ∫ T
0
[
H(t, xu
ε
(t), yu
ε
(t), zu
ε
1 (t), z
uε
2 (t),Λ
uε
2 (t, ·), u(t))−H(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))
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−
〈
Hx(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), x
uε (t)− x¯(t)
〉
−
〈
Hy(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), y
uε(t)− y¯(t)
〉
−
〈
Hz1(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
uε
1 (t)− z¯1(t)
〉
−
〈
Hz2(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
uε
2 (t)− z¯2(t)
〉
−
〈
Hu(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), u
ε(t)− u¯(t)
〉
−
∫
E
〈
HΛ(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)),Λ
ε(t, e)− Λ¯(t, e)
〉
ν(de) (40)
−〈(σu
ε
2 (t)− σ¯2(t))(h
uε (t)− h¯(t)), p¯(t)〉
−〈(zu
ε
2 (t)− z¯2(t))(h
uε (t)− h¯(t)), k¯(t)〉dt
]
+Eu¯
[
Φu
ε
(T )− Φ¯(T )−
〈
xu
ε
(T )− x¯(T ), Φ¯x(T )
〉 ]
−Eu¯
[
〈φu
ε
(T )− φ¯(T ), k¯(T )〉 −
〈
φ¯∗x(T )k¯(T ), x
uε(T )− x¯(T )
〉 ]
+E
[
γu
ε
(0)− γ¯(0)−
〈
yu
ε
(0)− y¯(0), γ¯y(0)
〉 ]
+E
[ ∫ T
0
R¯2(t)(ρ
uε (t)− ρu¯(t))(hu
ε
(t)− h¯(t))dt
]
+E
[ ∫ T
0
(lu
ε
(t)− l¯(t))(ρu
ε
(t)− ρ¯(t))dt
]
+E
[
(ρu
ε
(T )− ρ¯(T ))(Φu
ε
(T )− Φ¯(T ))
]
. (41)
It follows from Lemma 3.1 that
J(uǫ(·)) − J(u¯(·)) = βǫ + ǫEu¯
[ ∫ T
0
〈
Hu(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), u(t)− u¯(t)
〉
dt
]
. (42)
In view of Assumptions 2.1 and 2.2, by using the Taylor Expansions, Lemma 3.2, and the dominated convergence theorem, it
follows that
βǫ = o(ǫ). (43)
Inserting (43) into (42), we obtain that
lim
ǫ→0+
J(uǫ(·))− J(u¯(·))
ǫ
= Eu¯
[ ∫ T
0
〈
Hu(t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), u(t)− u¯(t)
〉
dt
]
.
This completes the proof.
4 Necessary and Sufficient Stochastic Maximum Principles
The purpose of this section is to derive the necessary and sufficient maximum principles for Problem 2.1 or 2.2 in a unified way
by the results established in Section 2.
Theorem 4.1 (Necessary Stochastic Maximum principle). Let Assumptions 2.1 and 2.2 hold. Suppose (u¯(·); x¯(·), y¯(·), z¯1(·),
z¯2(·), ρ¯(·)) be an optimal pair of Problem 2.2 with the corresponding adjoint process (p¯(·), q¯1(·), q¯2(·), q¯3(·, ·), k¯(·), r¯(·), R¯1(·), R¯2(·),
R¯3(·, ·)). Using the short-hand notation, then the following local maximum condition holds:〈
Eu¯[Hu(t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))|F
Y
t ], v − u¯(t)
〉
≥ 0, ∀v ∈ U, a.e. a.s.. (44)
Proof. For any admissible control u(·) ∈ A, in view of PY -measurable property of admissible controls, Theorem 3.1, the
optimality of u¯(·) and the property of conditional expectation, we obtain
E
[ ∫ T
0
〈E[ρ¯(t)H¯u(t, x¯(t−), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))|F
Y
t ], u(t)− u¯(t)〉dt
]
= E
[ ∫ T
0
〈ρ¯(t)H¯u(t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), u(t) − u¯(t)〉dt
]
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= Eu¯
[ ∫ T
0
〈H¯u(t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), u(t) − u¯(t)〉dt
]
= lim
ǫ→0+
J(u¯(·) + ǫ(u(·)− u¯(·))) − J(u¯(·))
ǫ
≥ 0.
This implies that
〈E[ρ¯(t)H¯u(t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))|F
Y
t ], v − u¯(t)〉 ≥ 0, ∀v ∈ U, a.e. a.s., (45)
since u(·) ∈ A is arbitrary admissible control. Therefore, since ρ¯(t) > 0, by using Baye’s rule for conditional expectations, we
get that 〈
Eu¯[Hu(t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))|F
Y
t ], v − u¯(t)
〉
=
1
E[ρ¯(t)|FYt ]
〈
E[ρ¯(t)H¯u(t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))|F
Y
t ], v − u¯(t)
〉
≥ 0.
(46)
The proof is complete.
In the following, we discuss the sufficient maximum principle for an optimal control of Problem 2.2 in a special case when
the observation process is not affected by the control process. More precisely, in our observation equation (8), we assume that
h(t, x, u) = h(t)
is an PY−measurable bounded process. Define a new probability measure Q on (Ω,F ) by
dQ = ρ(1)dP, (47)
where {
dρ(t) =ρ(t)h(s)dY (s)
ρ(0) =1.
(48)
Theorem 4.2. [SufficientMaximum Principle] Assume that Assumptions 2.1 and 2.2 hold. Suppose that (u¯(·); x¯(·), y¯(·), z¯1(·),
z¯2(·), Λ¯(·)) be an admissible pair with φ(x) = φx, where φ is FT−measurable bounded random variable. Moreover, we assume
that
(i) the Hamiltonian H is convex in (x, y, z1, z2,Λ(·), u) ∈ R
n × Rm × Rm × Rm ×Mν,2(E;Rm)× U , and Φ and γ are convex
in x and y, respectively,
(ii)
E
[
H(t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))|F
Y
t
]
= min
u∈U
E
[
H(t, x¯(t−), y¯(t−), z¯1(t), z¯2(t), Λ¯(t, ·), u)|F
Y
t
]
, a.e. a.s.,
then (u¯(·), x¯(·), y¯(·), z¯1(·), z¯2(·), Λ¯(·, ·)) is an optimal pair of Problem 2.2.
Proof. Given an arbitrary admissible pair(u(·);xu(·), yu(·), zu1 (·), z
u
2 (·),Λ
u(·, ·)), from Lemma 3.1, we can get the following formula
for the difference J(u(·))− J(u¯(·)):
J(u(·))− J(u¯(·))
= EQ
[ ∫ T
0
[
H(t, xu(·), yu(·), zu1 (·), z
u
2 (·),Λ
u(·, ·), u(t)) −H(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))
−
〈
Hx(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), x
u(t)− x¯(t)
〉
−
〈
Hy(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), y
u(t)− y¯(t)
〉
13
−
〈
Hz1(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
1 (t)− z¯1(t)
〉
−
〈
Hz2(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
2 (t)− z¯2(t)
〉
−
∫
E
〈
HΛ(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)),Λ(t, e)− Λ¯(t, e)
〉
ν(de)
]
dt
]
+EQ
[
Φ(T )− Φ¯u(T )−
〈
xu(T )− x¯(T ), Φ¯x(T )
〉 ]
+E
[
γu(0)− γ¯(0)− 〈yu(0)− y¯(0), γ¯y(0)〉
]
. (49)
By the convexity of H, Φ and γ (i.e. Conditions (i)), we have
H(t, xu(t), yu(t), zu1 (t), z
u
2 (t),Λ
u(t, ·), u(t)) −H(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))
≥
〈
Hx(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), x
u(t)− x¯(t)
〉
+
〈
Hy(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), y
u(t)− y¯(t)
〉
+
〈
Hz1(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
1 (t)− z¯1(t)
〉
+
〈
Hz2(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), z
u
2 (t)− z¯2(t)
〉
+
∫
E
〈
HΛ(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)),Λ(t, e)− Λ¯(t, e)
〉
ν(de)
+
〈
Hu(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t)), u(t)− u¯(t)
〉
, (50)
Φu(T )− Φ¯(T ) ≥
〈
Xu(T )− X¯(T ),Φx(T )
〉
(51)
and
γu(0)− γ¯(0) ≥ 〈yu(0)− y¯(0), γy(0)〉 . (52)
Furthermore, in view of the convex optimization principle (see Proposition 2.21 of [2]) and the optimality condition (ii), we
have 〈
u(t)− u¯(t),E
[
Hu(t, x¯(t), y¯(t), z¯1(t), z¯2(t), Λ¯(t, ·), u¯(t))|F
Y
t
]〉
≥ 0. (53)
Since h(t) is an PY−measurable bounded process, from (48), we know that ρ(·) is a positive Ft− adopted process which implies
that
EQ
[∫ T
0
〈
u(t)− u¯(t),Hu(t, x¯(t), y¯(t), z¯1(t), z¯2(·), Λ¯(t, ·), u¯(t))
〉 ]
= E
[ ∫ T
0
ρ(t)
〈
u(t)− u¯(t),Hu(t, x¯(t), y¯(t), z¯1(t), z¯2(·), Λ¯(t, ·), u¯(t))
〉 ]
= E
[ ∫ T
0
ρ(t)
〈
u(t)− u¯(t),E[Hu(t, x¯(t), y¯(t), z¯1(t), z¯2(·), Λ¯(t, ·), u¯(t))|F
Y
t ]
〉 ]
≥ 0.
(54)
Inserting (50),(51),(52) and (54) into (49), we obtain
J(u(·))− J(u¯(·)) ≥ 0. (55)
Because of the arbitrariness of u(·), we get the optimality of u¯(·) and thus (u¯(·), x¯(·), y¯(·), z¯1(·), z2(·), Λ¯(·, ·)) is an optimal pair.
The proof is completed.
5 Conclusion
In this paper, partial observable optimal control problem for forward-backward stochastic system driven by Brownian motion
and Poisson random Martingale measure has been discussed. Necessary and sufficient conditions, in the form of Pontryagin
maximum principle, for partial information optimal control are obtained in a unified way. In the future, we will study partial
observable differential games problem for optimal control problem forward-backward stochastic system of jump diffusion.
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