Starting from an agent-based interpretation of the well-known Bass innovation diffusion model, we perform a Montecarlo analysis of the performance of a method of simulated moment estimator. We show that nonlinearities of the moments lead to a small bias in the estimates in small populations, and prove that our estimates are consistent and converge to the true values as population size increases. Our approach can be generalized to the estimation of more complex agent-based models. However, a trade-off emerges between model inadequacy and data inadequacy. This is particularly severe when only aggregate information is available, as common with diffusion data.
Introduction
In this paper we show how simulation-based econometric techniques can be used for the estimation of agent-based (AB) models. The well-known Bass model of innovation diffusion (Bass, The structural estimation of AB models is an open area of research. Having an analytical solution is of course a desirable property of a theoretical model, but it often limits its specification to assumptions that are too unrealistic, or rules out the analysis of empirically relevant dynamics. As Albert Einstein once put it, 'a model should be kept as simple as possible, but not simpler than that'. When the simplifications needed for obtaining a closed form solution are considered to be too strong, researchers have to go for a simulation model. In particular, the higher freedom in model specification of AB models with respect to analytycal models allows to take into account to a higher extent the complexity of the real world (Tesfatsion and Judd, 2006; Miller and Page, 2006) . More complex models can account for bounded rationality, learning mechanisms, networks, interactions, and feedbacks. Such models can reproduce the emergency of system-level properties as a consequence of the actions and interactions of the agents at the microlevel.
However, a common critique addressed towards AB models is that they often remain at a theoretical level, and lack a sound empirical grounding (Gallegati and Richiardi, 2009 ). When present, this is often limited to some ad-hoc calibration of the relevant parameters. However, estimation is crucial for the empirical validation of the model, for comparing the model with other available models, and for policy analysis. Only a handful of examples exist on the structural estimation of AB models. Winker and Gilli (2001) and Gilli and Winker (2003) estimate respectively 2 and 3 parameters of an AB model of the foreign exchange market introduced by (Kirman, 1991 (Kirman, , 1993 , by employing the method of simulated moments (MSM). Their focus is on optimization heuristics. In Winker et al. (2007) they deal with the problem of moments selection, and propose a set of statistics on exchange rate returs to estimate models of exchange rate. Boswick et al. (2007) estimate, by means of a non-linear least square method, a dynamic asset pricing model characterized by agents with heterogeneous beliefs. Dancik et al. (2010) use a Gaussian Process emulator of scalar computer model output for sensitivity analysis, (Bayesian) calibration, and model comparison. Their methodology is relevant for models that are expensive to run, in money or time, and for which the number of possible evaluations is therefore limited.
Finally, Alfarano et al. (2005 Alfarano et al. ( , 2006 estimate agent-based models that are simple enough to derive a closed form solution for the distribution of relevant statistics.
The main reason for this paucity is that, even if AB models can be regarded as a set of mathematical equations (Leombruni and Richiardi, 2005) , their properties remain hidden in the complexity of the relations among the many elements in the model. The lack of an analytical formalization linking the behavior of the agents with the outcome of the system impedes a traditional approach to model estimation, and calls for computational methods.
These methods, known as simulation-based estimation techniques (Stern, 1997 (Stern, , 2000 , have been originally developed in the econometric literature to deal with analytical models leading to criterion functions without simple analytical expression (for instance because of integrals of large dimensions in the probability density function or in the moments). Their application to AB models, however, is not straightforward and, to the best of our knowledge, no simple examples exist of the structural estimation of an AB model.
The purpose of this work is to illustrate the many issues that have to be dealt with when performing such an exercise. The choice of our illustrative example is motivated by three main reasons. First, innovation and diffusion dynamics are a central area of application of AB models (Bonabeau, 2002) . Second, there is a simple analytical benchmark against which to evaluate our computational estimation procedure. Third, the standard estimation approach suffers however from a number of shortcomings, which makes the exercise far from trivial. In our sample application, we reduce the complexity of the problem by estimating two parameters with a traditional, maximum likelihood (ML) approach, conditional on a third parameter which is then estimated by MSM. We show how a proper choice of the estimation procedure leads to consistency (which is not obtained in most estimates of the standard Bass model available in the literature), and how nonlinearities in the moments lead to a small sample bias, which is however of predictable direction.
The paper is structured as follows. Section 2 and 3 describe the AB diffusion model, vis-à-vis the original Bass model. Section 4 reviews the existing empirical representations of the Bass model, and the related estimation strategies. Section 5 describes our approach to the estimation of the influence parameters p and q when the market potential m is known. Section 6 presents our MSM estimator for m and shows the results of a Montecarlo analysis of its performance.
Section 7 discusses the origin and direction of the bias. Section 8 offers our conclusions.
The diffusion model takes into consideration the dynamics of adoption of a given technology or product among a population of agents. The probability of adoption depends on peer pressure and increases as the number of peers (linked agents) that have adopted increases:
where p i is the probability of an independent adoption and q i measures the strength of the peer pressure, with p i + q i ≤ 1. Defining N i (t) as the number of peers of agent i who have adopted at time t, and m i as the total number of peers of agent i, A i (t) =
is the share of peers that have adopted. The parameters shaping the diffusion dynamics are p i ,q i and m i , i.e. the three parameters defining the probability of adoption for each agent. Potentially, agents can be characterized by heterogeneous parameters, but the consequently high number of parameters would impede estimation, therefore in the following we impose p i = p and q i = q. The number of peers for each agent depends on the network structure underlying the model. In each period (time is discrete) each agent adopts with the probability defined in eq. 1. At the beginning the adoption is slow since the number of agents that have already adopted is small and therefore the interaction term is negligible. Once the number of adopters starts to increase, the probability of adoption for those who have not already adopted (the population at risk) increases and the diffusion gets faster. As the population at risk gets smaller, the number of new adopters decreases until the diffusion process is completed. The diffusion dynamic follows a typical Scurve (figure 1). The model described here is very similar to the original Bass model, but for the fact that it allows more general network structures. In fact, in the Bass model a fully connected network is assumed, i.e. every agent is connected to all other agents. This assumption implies that all agents have the same peer group; therefore, N i (t) = N (t) and m i = m. Hence, the Bass model can be considered as a special case of this AB model, where all agents have the same adoption probability. Equation 1 can then be rewritten as:
where A(t) corresponds to F(t) in the Bass model, i.e. the cumulative share of adopters in the whole network. In this special case, the parameters to be estimated are p, q, and m. In the more general case, additional parameters governing the network structure have to be estimated.
More on the Bass Model
The Bass model (Bass, 1969) , which provides a mathematical explanation of the different stages of product adoption described in the seminal work by Everett Rogers (Rogers, 1962 ) (innovators, early adopters, early majority, large majority, and laggards), and formalizes the crucial distinction between innovators and imitators, is considered as one of the most important empirical generalization in marketing, and it is widely used in sales and technology adoption analysis.
The model is an example of early epidemic models of innovation diffusion (Geroski, 2000) .
It consists of a differential equation that specifies the rate of adoption h(t) as a function of an external force and an internal (endogenous) one. The external influence is constant over time and represents the effects of advertisement, while the internal influence depends on how many others have already adopted at time t and formalizes word-of-mouth:
where F (t) = N (t)/m is the c.d.f. of adopters, that is the ratio of those who have already adopted (N (t)) over the number of potential adopters (the market potential m). p is the parameter for external influence and q is the parameter for internal influence, with p + q < 1. 1
As pointed out by Boswijk and Franses (2005) , the importance of the Bass model is twofold.
First, it provides a tool for forecasting new adoptions, with parameters that are estimated either on an early stage of the diffusion process, or on data from similar products or from other geographical areas. Second, it allows to study the correlation of the key parameters estimated at a country level with country characteristics, in order to gain insights on the determinants of the diffusion process.
Estimation of the Bass model
Being a deterministic macro-model cast in continuous time, the Bass model requires some adaptation before being taken to the data, requiring different empirical translations leading to different statistical behavior, and therefore to different choices and properties of the estimators.
The related literature has converged on the approach of generalizing the original Bass differential equation into a stochastic differential equation, which is then discretized into a stochastic difference equation and used for estimation, generally by means of nonlinear methods. The underlying idea is that (a discrete-time version of) the Bass equation well describes an idealized aggregate adoption curve, to which a stochastic error term t is added in order to take into account the imperfections of the real world, of the data, and of the model specification. In most applications the Bass model is manipulated in order to derive theoretical implications on the number of observed adoptions (say: sales) in each period. The empirical specification is therefore in the form: 2
where n t is the observed number of new adoptions between t − 1 and t and g is some (nonlinear) function of the observed number of cumulative adoptions N t−1 and the parameters, which are generally estimated by some nonlinear technique as nonlinear least squares (NLS).
This approach however runs into two main problems. First, as acknowledged by Bass (1969) himself, a bias is introduced because discrete time series data are used for estimat-ing a continuous-time model. Second, the use of NLS generally leads to biased estimates, and the characteristics of the bias are local, i.e. they depend on the true but unknown values of the parameters (Ivanov, 1997; van den Bulte and Lilien, 1997) .
Moreover, consistency is also questioned. Of course, the market potential m is always estimated consistently, given that the diffusion process is finite and all potential adopters eventually adopt: if one waits until the process has terminated, the market potential can simply be observed in the data. However, the other parameters do not converge to the true value, no matter the length of the observation period or the frequency of the observations. In facts, the finiteness of the process imposes an intrinsic limit on the amount of information that can be collected: extending the observation period beyond market saturation brings no additional benefit (Boswijk and Franses, 2005) . In addition, when the estimation of the market potential is concerned, it
is not possible to know in advance if the flow of new adoptions has effectively and completely dried out, hence the period when market saturation is attained is identifiable only after some time has passed. Moreover, it is generally of more use to estimate the parameters at an earlier stage of the diffusion process. 3
Empirical representations of the Bass model
From eq. 3, Bass (1969) derived
on which he based his empirical formulation:
assuming homoscedastic and independent errors: V ar( t ) = σ 2 ; Cov( t , s ) = 0 ∀t = s. Bass proposed to estimate this equation by OLS.
A nice feature of this approach is that it is not necessary to know the exact timing of the introduction of the new product/technology. Only knowledge of cumulative sales for the estimation period is required. On the other hand, Schmittlein and Mahajan (1982) identified a main shortcoming of this approach in the time-interval bias, which originates because discrete time series data are used for estimating a continuous-time model: rather than the derivative of N (t), its discrete counterpart n t is used. This substitution causes a problem in that n t , as defined, will underestimate dN (t)/dt for time intervals before the maximum adoption rate is reached, and it will overestimate after that point. 4
The subsequent literature has focused on improving on the OLS estimator by means of nonlinear techniques. Srinivasan and Mason (1986) and Jain and Rao (1990) apply NLS to estimate two slightly different empirical formulations of the Bass model:
The error term is still white noise.
In a more recent paper, Boswijk and Franses (2005) allow random deviations in n t from its mean path in order to display mean-reverting serial correlation and incorporate heteroscedastic errors, accounting for the fact that uncertainty on the diffusion path is not constant over time.
In fact, they argue that it is lower at the beginning and toward the end of the diffusion process, while it is higher in the middle. They propose the following specification:
where
is the expected number of new adopters at time t, given the actual number of cumulative adopters 5 , α > 0, σ > 0, γ ≥ 1 2 and W (t) is a standard 4 Bass recognized this in his article, and suggested a method for reducing the problem. "However, a substantial amount of bias is likely to remain since his correction procedure makes the unrealistic assumption that the evolution of sales over time resembles the exponential density function" (Srinivasan and Mason, 1986) . It should be noted that all the empirical specifications based on discrete data proposed in the literature, including those of Srinivasan and Mason (1986) , Schmittlein and Mahajan (1982) and ours, incur in this problem.
An additional problem of the Bass approach that is not shared by more recent approaches is that it does not directly provide standard errors for the estimated parameters.
5 This differs from the expected number of new adopters at time t, given the expected number of cumulative adopters, which corresponds to the deterministic
Brownian motion. This leads to the empirical specification:
Unfortunately, this approach leads again to biased and inconsistent estimates. The reason ultimately lies in the combination of an additive error term with a nonlinear estimation strategy, which requires consistency to be looked for in a time-series perspective, for t → ∞. Given that the process is by definition finite, consistency is unattainable.
The approach that is closer to ours is that of Schmittlein and Mahajan (1982) . They also interpret equation 3 in terms of the distribution of adoption times: individual adoption times are considered as independent draws from that distribution. 6 If potential adopters are i.i.d. actors, then the number n(t) of new adoptions in each period follows a multinomial distribution whose probabilities are specified by the Bass model. It is then possible to estimate the parameters of this distribution by ML, and the estimates tend to the true value of the parameters for increasing population size.
The advantage of a distribution approach like Schmittlein and Mahajan (1982) and ours is that consistency of the estimates depends on population size, and not on the length of the observation period. The disadvantage is that it only assumes sampling errors. However, the model might be at least partly misspecified, for instance because some explanatory variables (be they individual -observed or unobserved-or aggregate variables) are omitted. In this case an empirical specification derived from such a theoretical model would result in standard errors of the coefficients that are too low in order to reproduce the real uncertainty regarding the evolution of the diffusion processes (Srinivasan and Mason, 1986) . By including an ad hoc additive error term, however, the standard approach departs in no minor way from the theoretical model, resulting in biased and inconsistent estimates of the structural parameters. 7
Our simulation approach involves a three-stage procedure. First, we estimate the external influence parameter p, conditional on a specific value of the market potential parameter m.
6 The assumption of independence becomes less and less appropriate as the time intervals grow bigger. Hence, this approach too is subject to the time-interval bias.
7 To reconcile the model with the evidence that other disturbances might be at work in addition to pure sampling error, the distribution approach might be extended by including individual or aggregate covariates in the specification, something that has not been done so far and that we also leave for future research.
Second, we estimate the internal influence parameter q, conditional on the market potential and the estimated internal influence parameter. Third, we implement a MSM estimator of m by iterating the first two steps with different values of the market potential parameter, until we find the set of estimates (m,p,q) which minimize the distance between the observed and simulated moment (the mean adoption time for the adopters). As in Schmittlein and Mahajan (1982) , our three-stage estimator converges to the true values of the parameters as the population of potential adopters increases. In small samples, the estimates of the market potential are upward biased, while those of the influence parameters are downward biased.
Estimation of p and q when m is known
Let's consider an homogeneous population of m individuals, where the individual hazard of adoption is given by eq. 3. As standard in this literature, we assume that the individuals act independently of each other within each time interval. In every period therefore we observe a number of adoptions which is a random draw from a binomial distribution B(m − N t , h t ), though the parameters of this distribution -the population at risk m − N t and the probability of adoption h t = p + qN t /m-change over time. The natural (ML) estimator for h t is therefore:
which is unbiased, consistent and asymptotically normal for large populations m.
Given that N 0 = 0, data on the first period of introduction of the new product can be used to estimate p:p
with variance
The estimator is unbiased, consistent and asymptotically normal for large populations m. We can then exploit knowledge ofp to estimate q. By pluggingp in eq. 7 we obtain: which gives:q
with variance, givenp,
In every period after the first one, an estimate of q can thus be obtained, which is also unbiased, consistent and asymptotically normal, for large populations m. As observed by Boswijk and Franses (2005) , at the beginning and toward the end of the diffusion process the number of new adoptions is smaller than in the middle, which leads to more volatile estimates. Figure 2 shows the different estimates of q that are obtained from one simulated process with parameters p = 0.03, q = 0.4, m = 100, 000. 8
As our final estimator of q we therefore use a weighted average of(q), using the inverse of the variance of the estimator (eq. 12) as weight w:
This estimator is unbiased, consistent and asymptotically normal, for large populations m. We now turn to the case when the market potential m is not known and has to be estimated in the data together with the influence parameters p and q.
Estimation of m
To estimate the market potential, we adopt a MSM estimator (McFadden, 1989; Pakes, 1989; Lee and Ingram, 1991; Duffie and Singleton, 1993) , and minimize the distance between the observed moment τ r (which is given) and the simulated moment τ s (m), obtained by simulating the adoption time of m individuals with
q =q(m)
The moment we use is the mean adoption time for those who have adopted in the observation period:
On the simulated data, this moment is computed by using the estimated parametersm,p andq. Figure 3 shows how the moment responds to changes in m, for fixed values of the other parameters.
For each value of m, τ (T, m) is a random variable. Figure 4 , which depicts its skewness, shows that it is not significantly different from 0. The distribution is therefore (almost) symmetric, a property that will turn out to be important in understanding the direction of the small sample bias. Table 1 reports the results of a Montecarlo analysis on our estimation procedure, for p = 9 Minimization is performed in Matlab with the fmincon() function. The code is available upon request. m=10,000 m=100,000 m=1,000,000 true value mean over 1,000 replications (std. There is a small sample bias, although not large: in the first experiment (m = 10, 000), m is overestimated by 0.49%. This is reflected in the estimates for p and q, that are underestimated by 0.39% and 0.12% respectively. However, the bias form drops to 0.12% with a population of 10 In a real application, we would get only one set of estimates. To obtain the standard errors, we would bootstrap the estimation procedure by simulating artificial adoption sequences for the estimated values of the parameters. potential adopters of 100,000 individuals, and becomes negligible with 1 million agents. Correspondingly, the bias forp andq drops to -0.08% and -.10% respectively when m = 100, 000 and vanishes for m = 1, 000, 000 (+0.03% forp and +0.01% forq). Even for lower values of m, the bias is small enough that we might consider estimation on a smaller number of periods -something that is highly valuable when the estimates are used for forecasting. Figure 6 shows the cumulated mean of the estimated parameters over 1,000 simulated adoption series, for 1 million agents. The estimates quickly converge to values very close to the true values.
Small sample bias
Where does the small sample bias come from? Figure 3 contains the answer. The theoretical moment is not linear in m. If the observed moment, which is a random variable, is symmetric and centered around the theoretical model (see figure 4) , we have The direction of the bias depends on the sign of the first and second derivatives of the moment, at the true value of the parameter. For example, if the first derivative is positive, a positive second derivative implies that the moment is accelerating in m: it is less steep at the left than at the right of the true value of the parameter. Therefore, a low realization of the moment τ L leads to a very low inferred value of the parameterm L = τ −1 (τ L ), while a high realization τ H leads to a not-so-high inferred valuem
We get a downward bias. Figure 7 illustrates the possible cases.
Given the shape of the mean adoption time for the adopters (figure 3), an upward bias is expected form in small samples, that is exactly what we get from the Montecarlo analysis in table 1 and figure 6. The bias in the other parameters is consequential: an upward bias inm implies a downward bias inp andq, given that the simulated penetration rate F (t) is lower than the true (but unobserved) one (the same point is made in Grazzini, 2011) .
The bias vanishes as the population of potential adopters increases because with a higher number of adopters the uncertainty over their mean adoption time reduces: the mean adoption time converges to its theoretical value. Therefore, any extraction of the real data would produce the same mean adoption time, and the problem outlined above disappears.
Conclusions
In this paper we have shown an application of simulation-based econometric techniques to the estimation of AB models. The model chosen for the demonstration is important both because it represents a possibly very interesting application of AB models, and because it has been widely studied in its analytical form. The simplification of the model to a situation in which the diffusion dynamics is analytically described by the well known Bass model of innovation diffusion, allows to compare the simulation-based procedure with the estimation results obtained in that literature. Our simulation approach to estimation involves a three-stage procedure to estimate the parameters of the Bass diffusion model. First, we estimate the external influence parameter p, conditional on a specific value of the market potential parameter m. Second, we estimate the internal influence parameter q, conditional on the market potential and the estimated internal influence parameter. Third, we implement a MSM estimator of m by iterating the first two steps with different values of the market potential parameter, until we find the set of estimates (m,p,q) which minimize the distance between the observed and simulated moment (the mean adoption time for the adopters). Our three-stage estimator converges to the true values of the parameters as the population of potential adopters increases. In small samples, the estimates of the market potential are upward biased, while those of the influence parameters are downward biased. The bias problem is present also in the analytical estimation procedure and it is due to the non-linearity in the model. The micro representation of the diffusion dynamics allows to reduce the variance of the estimates (and the bias) by increasing the number of agents, leaving fixed the number of periods. Given that the Bass model is often applied to common products/technologies with a large market potential, the small sample bias should pose little concern.
Our estimation strategy has been carried out in the simple case of fully connected network, but it can be seen as a first step toward the estimation of diffusion model with more realistic network structures. In the more general version of our model, each individual has her own peer network, the individual hazards are no longer equal, and the simplification of obtaining ML estimates for the internal influence parameter q envisaged here is no longer applicable: all parameters, with the possible exception of the external influence parameter p for which ML estimation is still viable, should then be estimated by means of simulation-based techniques, along the lines we have described for the m parameter.
However, a richer specification in terms of individual heterogeneity and interaction structure has to confront with the paucity of empirical data, which in many cases are available only at a macro level. Even if we make parsimonious parametric assumptions about the structure of the network -for instance, we might assume that the network is a random graph-additional parameters have to be estimated -in the example, the average number n of links for each agent. We would then have to look for at least three moments, e.g. the first, second and third order moment of adoption time for those who have adopted in the observation period.
Although this is theoretically feasible along the lines we have illustrated in this paper, from an empirical perspective it is simply asking too much to the data, especially if an early estimation is required (e.g., as in the previous section, T = 5). A trade-off inevitably appears between model inadequacy and data inadequacy. This is the well known problem of equifinality, or under-identification (Liu, 1960; Hendry, 2002) . Equifinality is of particolar importance for AB models due to their intrinsic nonlinearities: different non-linear models, equally validated by the real data, are in general characterised by different out-of-sample dynamics. Thus, they cannot be considered equivalent in order to explain the phenomenon of interest, and exploit this knowledge for interpreting new events or evaluating the effects of alternative policies. This is in sharp contrast with linear models, which exhibit only limited deviations for limited departures from the validation set. 11
Future research should then investigate to what extent richer and more realistic network structures can be estimated from aggregate diffusion data.
