I. INTRODUCTION
T HE ROLE of quantum-well intermixing (QWI) in replacing regrowth and overgrowth processes for realizing optoelectronic and photonic integrated circuits (OEIC's and PIC's) has been steadily increasing ever since it was first reported in 1981 [1] . However, most work has been directed toward characterizing and optimizing the technological applications of the process. No comprehensive explanation of the mechanisms involved was presented until 1988 [2] , when a quasi-equilibrium Fermi level model was developed to describe the intermixing of GaAs-AlGaAs heterostructures. Although limited modeling work has followed, it is mostly either incomplete or has only described trends rather than relating the underlying physics to experimental observations [3] - [7] . Individual factors such as the Fermi level effect, the As overpressure, as well as the other experimental parameters were correlated using basic physical relationships such as the Gibbs phase rule [8] .
QWI has considerably more potential than that which has so far been exploited. It has wide spread applications in realizing mass producible OEIC's and PIC's. The resulting spatial resolution of the process control over the semiconductor bandgap has allowed extended cavity mode-locked lasers to be Manuscript received January 14, 1998 ; revised August 3, 1998 . This work was supported by the Engineering and Physical Sciences Research Council, by Faculty of Engineering at the University of Glasgow, U.K., by an ORS award scheme in the U.K.
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Publisher Item Identifier S 1077-260X(98) 07732-6. realized [9] . The variation of the bandgap also allows secondand third-order nonlinear optical coefficients to be controlled, which has applications for quasi-phase-matching [10] . Although a number of techniques for achieving intermixing has been developed, each has certain limitations and drawbacks. Accordingly, each technique can be matched to a specific application. A comprehensive qualitative model would permit further process optimization. Such a model would not only result in improved control of existing processes such as impurity-free vacancy disordering (IFVD) in GaAsbased semiconductors, but is also necessary for extending the technology to more complicated semiconductor systems, such as IFVD in InP-based semiconductors.
Because QWI is carried out primarily at elevated temperatures through the diffusion of native point defects in the semiconductor, our model starts by studying such diffusion in the lattice. The statistical nature of the behavior of an arbitrary defect profile at elevated temperatures is modeled, and hence its contribution to the Al-Ga interdiffusion in GaAs-AlGaAs heterostructures is quantified. The approach shows promising agreement when compared with experimental results [11] . In principle, similar calculations can be performed for any intermixing technique for the GaAs-AlGaAs system.
In this paper, we start by highlighting the physical assumptions underlying the model. The process of hydrogen plasma induced defect layer intermixing (PIDLI) will then be briefly explained. The model is then used to calculate the amount of intermixing expected from the defect profile introduced by the PIDLI process, and compared with the amount of intermixing actually measured. Similar calculations and comparisons are also made for the process of IFVD. A discussion and evaluation of the developed model are then presented, followed by a summary.
II. KINETICS OF INTERMIXING
Compositional intermixing, and hence Al and Ga interdiffusion, in GaAs-AlGaAs heterostructures is either carried out directly through diffusion of group-III vacancies, , as described by the equation, (1) or is assisted by the formation of group-III Frenckel defect pairs, through diffusion of group-III interstitials, [2] (2) Therefore, the interdiffusion coefficient of group-III sublattice atoms through the heterostructure is dependent on the diffusion coefficient, as well as the concentration, of both group-III point defects. Each defect is created with a certain activation energy, which primarily depends on the Fermi level of the semiconductor, the As surface concentration, the ambient temperature, and the scheme by which it was created [2] , [8] . Group-III point defects and Frenckel defect pairs can be introduced by various schemes. Impurity induced disordering (IID) [1] , uses the dependence of the equilibrium defect concentration on the Fermi level in the semiconductor to increase the number of group-III defects. IID, however, introduces excessive free carrier absorption [12] . Implantation defect induced disordering [13] , PIDLI [14] , and pulsed photoabsorption induced disordering, P-PAID [15] , utilize point defects and Frenckel defect pairs introduced by the interaction between the lattice atoms in the semiconductor and the implanted ions, plasma ions, and photons respectively, to enhance Ga-Al interdiffusion. Limitations then arise due to other types of defects introduced by these processes. Line defects and dislocation loops are examples of defect types which are not annealed out at elevated temperatures, and can act as sinks for point defects [16] . On the other hand, IFVD uses the group-III vacancies introduced due to Ga out-diffusion into dielectric caps at elevated temperatures to assist Ga-Al interdiffusion [17] . IFVD has been utilized extensively to fabricate OEIC's and PIC's, due to its simplicity and the resulting low optical losses [12] , [18] . A given defect profile will diffuse through the lattice while being thermally processed. In the rest of this section a method of calculating the diffusion coefficient associated with a given vacancy profile at the QW will be developed. The resulting diffusion coefficients can then be directly related to the shift in the photoluminescence (PL) wavelength resulting from a bandgap shift, as will be explained later.
Since we are interested in the kinetics of the interactions between point defects and lattice atoms, investigating the statistical behavior of the point defect diffusion will reveal the underlying physical mechanisms more comprehensively. The diffusion of a defect within the lattice can be considered as a number of hops carried out in a random walk. In Fig. 1 , the random walk is illustrated along with the resultant diffusion length. The diffusion coefficient can be expressed as [19] ( 3) where is the effective defect hop frequency, is the lattice constant of GaAs, and /2 is the hop length, given that the group-III point defects will primarily diffuse on the group-III sublattice. The factor is the reciprocal of the number of directions of the nearest neighboring sites to which the vacancy can hop. For three-dimensional diffusion in the crystal, is equal to 1/3. This picture suggests that within the regions where diffusion is determined primarily by vacancies. It should be also noted that the background equilibrium concentration of ought to be taken into consideration if it was found to have a significant effect on the amount of intermixing induced. However, the reported background equilibrium concentration in undoped QW's is equal to 1.25 10 3.28/ cm , which has no significant effect on the amount of intermixing induced at annealing temperatures below 1000 C.
1) Prior to annealing, GaAs-AlGaAs heterostructures have an abrupt change in the Ga concentration at the interface.
In the presence of a given concentration of group-III defects, at elevated temperatures Ga-Al interdiffusion will take place across the interface, giving rise to an error function-like profile. Assuming a GaAs-AlAs heterostructure, the Ga profile can thus be expressed as (4) where and are the concentration and the diffusion coefficient of Ga atoms out-diffused from the QW, respectively, is their initial concentration in the wells, is the QW thickness, and is the spatial depth parameter. The movement of Ga atoms takes place through vacancy diffusion, therefore, the profile of the diffused Ga arises from a certain number of discrete lattice hops. The number of lattice hops can be obtained by integrating the spatial parameter over all the Ga concentration outside of the well boundary, and normalizing it with respect to the lattice hop length, as shown in Fig. 1 . The number of lattice hops required to achieve a given diffusion profile is calculated from (5) (6) where is the concentration of Ga at the edge of the well. This means that if we are able to predict a number of lattice hops generated by diffusion of a given profile, then by substituting this value as and solving (5), one can obtain an associated value for . Because we study a single heterostructure interface to calculate the number of lattice hops, the diffusion profile is an , whereas for a QW (or a double QW) the diffusion profile is a superposition of the profiles at every interface [20] , [21] .
The expression for above was found, however, for a GaAs-AlAs interface, under the assumption that the Ga concentration in the barriers always remains sufficiently small that every Ga atom out-diffusing from the well is replaced by an Al atom from the barrier. When the barrier Al concentration is not 100%, the fluxes of Ga and Al will change by a factor depending on their concentrations in the atomic layers on either side of the QW/barrier interface. Therefore, a factor is introduced in (6) to account for the fact that the Al concentration in the barrier will not generally be 100%; ( is equal to unity in case of a GaAs-AlAs heterostructure). also accounts for the changes in Ga and Al concentrations at the interface as intermixing takes place. The factor is equal to , where and are the time dependent Ga and Al concentrations in the atomic layers on either side of the QW/barrier interface normalized by , the concentration of group-III atoms in the lattice. When added to the expression then represents the actual number of lattice hops, by taking into account the finite probability of an Al atom diffusing from the barrier to the QW, and of it being replaced by a Ga atom out-diffusing from the QW to the barrier.
After calculating the number of lattice hops induced by a given vacancy concentration, we substitute for in (5) and solve to give the corresponding . The PL shifts resulting from this calculated diffusion coefficient can then be obtained and compared with the experimental ones. PL shifts corresponding to a given diffusion length are calculated by solving the Ga diffusion equation in a QW in conjunction with the Schrödinger wave equation to obtain the confined energy levels for a given diffusion length [20] . The Ga diffusion is assumed to follow Fick's law resulting in a diffusion profile represented by double . To calculate the number of lattice hops induced by a given vacancy concentration, we therefore need to study the effect of on a heterostructure interface during annealing.
2) At the interface of a heterostructure, each time a crosses the plane into the QW's, a Ga atom moves one lattice site, in the opposite direction, out of the well into the barrier. A subsequent uncorrelated interface crossing of a in the opposite direction is needed to transport an Al atom one lattice site toward the well, as illustrated in (1) . Therefore on average, for each two crossings of the barrier/QW interface carried out by , one Al atom can move one lattice hop toward the interface eventually replacing the out-diffused Ga atom. In the calculations reported here, we assume is the same at both interfaces of a particular QW.
The total number of barrier/QW interface crossings undertaken by the atoms, , will therefore correspond to the total number of lattice site-hops available for the Al-Ga interdiffusion, which can be calculated for a time span by (7) where is the time dependent concentration at one of the QW interfaces. For a given vacancy concentration generated by any means, the model predicts lattice hops are available for group-III interdiffusion across that interface. The value of calculated from the model above is therefore the same as in (6), and hence the corresponding values of and for a given vacancy profile, , can be calculated, from which the PL shift predicted is obtained [20] . Within the rest of the paper the validity of the model is demonstrated through the agreement between the calculated and measured PL shifts calculated from the diffusion coefficient as discussed above.
III. KINETICS OF PIDLI
PIDLI is based on multiple cycles of exposing heterostructure samples to hydrogen plasma in an RIE machine, followed by thermal processing in a rapid thermal annealer (RTA). Bandgap shifts in excess of 40 meV have been achieved with such a process in eight cycles [14] . RIE damage has adverse effects on many devices, and in particular metal-semiconductor field-effect transistor (MESFET's) where it was discovered that it caused a reduction of the transconductance when gate recess etching had been carried out using RIE [22] . Irradiation damage is caused by the hydrogen ions in the plasma impinging on the semiconductor surface during the plasma exposure. Energy is, therefore, transferred to the lattice, introducing point defects [23] , mainly interstitials resulting from the incident ions and neutrons, or lattice atoms knocked off due to the momentum transfer. There can also be vacancies resulting from the knocked off atoms, the vacancies being created where the knock off has occurred.
The defect profile produced by a RIE process similar to PIDLI, based on a H /CH plasma, has previously been studied and characterized [24] . Phenomenological expressions for the defect profile have been obtained. The distribution function of the defects can be written as (8) where is the distance from the surface of the semiconductor, is the etch rate in nm s , is the plasma exposure time, with dimensions of cm s is a parameter related to the number of bombarding ions, and with dimensions of nm is dependent on the ion energy. In the referenced work, the defects studied were deep level traps, quantified through quantum wire conduction measurements. The concentration of group-III defects is expected to have the same functional dependence as that of the deep level defects, since both are created by hydrogen ion bombardment [11] . Therefore, (9) was assumed to give the initial vacancy profile in our calculations. By integrating (9) and substituting the numerical values of the parameters quoted for the H /CH RIE process with the exposure time of the PIDLI process, which is 40 s, the sheet density of induced defects is [25] cm (9) Vacancies and interstitials will be created in almost equal numbers during plasma exposure. Although a fraction of these will recombine instantaneously, the diffusion coefficient of interstitials is sufficiently large, even at room temperature [4] , to allow some of them to diffuse into the bulk of the sample, leaving behind a vacancy profile given by (9) . It should be noted that diffusion of interstitials alone does not necessarily lead to significant intermixing, as can be seen from (2) . At elevated temperatures, the vacancies' behavior will be primarily governed by their diffusion into the bulk of the semiconductor and by their annihilation at the semiconductor surface. Because of the large concentration gradient immedi- ately below the surface, the preferential direction of diffusion, dictated by the derivative of the concentration gradient, will be toward the surface rather than toward the substrate. The concept of recombination of carriers at the surface with a certain recombination velocity has been adopted, in the model, to describe the annihilation of vacancies at the surface of the semiconductor exposed to the hydrogen plasma in the PIDLI. At the surface, vacancies will hence have a surface release velocity . The diffusion equation governing the behavior of the vacancies and the appropriate boundary conditions, can be expressed as (10) (11) Solutions for such a boundary value problem are obtained according to Sturm-Liouville theory [26] . In this approach, the time varying concentration profiles are expanded as a series of orthogonal trigonometric functions, such that (12) (13) th root of: tan (14) The diffusion profile of is shown in Fig. 2 . The predicted number of lattice hops contributing to intermixing, , can then be calculated from (5) using the reported process parameters [24] .
To obtain , the number of lattice hops calculated from the experimentally observed PL shifts, an experiment has been carried out to measure the diffusion coefficient of Ga outdiffusing into the barriers. This diffusion coefficient can then be used to calculate from (6). The wafer used was grown on a n-type GaAs substrate with a shallow QW placed at a depth of 30 nm. Starting from the substrate, an undoped GaAs buffer layer of 100 nm was grown followed by 500 nm of n-type Ga Al As doped to 7 10 cm . The QW, 5 nm of undoped GaAs, was then grown followed by 2 nm of AlAs, and 20 nm of p-type Ga Al As doped to 7 10 cm , and a 10-nm GaAs p cap. Samples of area 3 mm 3 mm were then exposed to a single cycle of the plasma and annealed for different time spans, namely 10, 20, and 30 s at 875 C. The PL spectra of the samples were then measured, from which the diffusion length was obtained by solving Al/Ga diffusion equations in conjunction with the Schrödinger wave equation for the QW [20] . Upon plotting the square of the diffusion lengths against time, as shown in Fig. 3 , the relation was found to be linear. This produces a time invariant Ga diffusion coefficient for the PIDLI process, within the range of anneal times used and for that QW depth. The slope of the line is directly proportional to the diffusion coefficient, , hence the Ga diffusion coefficient was found to be 3 10 cm s . Using the reported value for [3] , which is 1.13 10 cm s at 875 C, the value of can be obtained from (3), and was found to be 2.8 10 hop s . Because is now known, and the associated PL shifts calculated from the model can be compared to those measured.
During diffusion, vacancies will be annihilated at the free surface of the semiconductor, i.e., the probability of a vacancy being reflected is almost negligible. The expected vacancy surface release velocity is, therefore, effectively infinity. The saturation effect of the surface recombination velocity on is seen in the model for values of larger than 1 10 cm s [11] . It was found that the PL shifts predicted by the model for the PIDLI process have an order of magnitude agreement with experiment carried out at 875 C, for surface recombination velocities larger than 1 10 cm s as can be seen in Fig. 4 . In other words, the PL shifts predicted by the model agree best when tends to infinity, which was expected for the condition of the semiconductor surface after the plasma exposure in the PIDLI process. However, if the value of is increased, better agreement between the calculated and measured values is achieved, as can also be seen in Fig. 4 . When increases, the resulting intermixing decreases because take place in the vicinity of the QW for shorter time spans due to its more rapid diffusion out of the sample. For equal 1 10 cm s and a value for , twice the reported value, 10 cm s at 875 C, the measured PL shifts are in close agreement with that predicted from the model. The variation of the reported values of can be ascribed to the indirect means by which these measurements are done [33] . This gives room for much uncertainty in the reported values. Therefore, suggesting a factor of 2 change in is within reasonable error of the reported value.
IV. KINETICS OF IFVD
IFVD utilizes Ga out-diffusion into dielectric caps at elevated temperatures to introduce group-III point defects [27] . Since its discovery [28] , it has been widely used to fabricate OEIC's and PIC's [12] , [14] . It can be readily understood from the mechanism that the defect type introduced is the Schottky defect, specifically . The concentration of Ga atoms outdiffused in dielectric caps has previously been measured using various techniques, and was reported to have a saturation concentration of the order of 1-7 10 cm [29] - [32] . The out-diffusion of a single Ga atom into the cap will result in the formation of one . An identical flux of vacancies will consequently be generated with the same rate at the semiconductor surface due to this flux of Ga out-diffusion. Therefore, to quantify the vacancies in the semiconductor one has to determine the flux of the Ga diffusing into the dielectric cap. The boundary conditions associated with the Ga outdiffusion assume that diffusion governed by (10) and that Ga diffuses into the cap approaching its solubility limit as time goes to infinity [33] , with an initial Ga concentration equal to zero in the cap. The boundary conditions can be expressed as: (15) The solubility limit of the caps is termed , while is the thickness of the cap, and is typically of the order of 200 nm. Different, and more complicated, boundary conditions would be necessary to describe the diffusion of Ga in the silica cap while taking into account some of the possibilities such as Ga pile up at the surface of the cap and at the GaAs/cap interface beyond saturation. However, the above boundary conditions can be solved giving a profile expressed as (16) (17) (18) where is the Ga diffusion coefficient in SiO . It was reported to be 5. 2 10 exp[ 1.77/ ] cm s , and equal to 2.7 10 cm s at 950 C. The resulting Ga profiles for various anneal times are plotted in Fig. 5 . As can be seen in the figure, the saturation of Ga in the cap takes places after about 10 s of annealing, which matches very well the reported measurements [33] . Due to this Ga flux, there exists a similar flux of vacancy in-diffusion into the semiconductor. Therefore, at the GaAs-SiO interface the following boundary condition should be satisfied (19) where, and are the vacancy diffusion coefficient and concentration in the semiconductor, respectively. Using the Laplace transform to solve the diffusion equation (10) , with the boundary conditions in (19) and initial vacancy concentration equal to zero, the vacancy concentration can be expressed as a convolution of two functions [26] , such that (20) The vacancy profile was obtained using the reported , which is 6.1 10 cm s at 950 C. The value of can be then be obtained from (3), and was equal to 15 10 hop s [3] . Also a value of 1 10 cm was used as the Ga solubility limit in the silica caps [31] . As can be seen in Fig. 5 , the vacancy concentration at the surface decreases as the Ga concentration in the cap saturates, which also explains the commonly observed saturation in the dielectric caps used in IFVD [30] , and the effect of the cap thickness on the amount of QWI obtained. Upon evaluating , and the associated PL shifts can be calculated in a similar manner to the PIDLI process. For the parameters stated above, the predicted amount of intermixing is negligible for annealing times less than 60 s, as can be seen in Fig. 6 . However, if is increased, the predicted intermixing is in better agreement with the measured values. For equal to 1 10 cm s , and a value for three times the reported value, the measured PL shifts are in close agreement with those predicted from the model. Similarly to the argument for the PIDLI process, suggesting a factor of 2-3 change in is within experimental error of the range of values reported.
V. SUMMARY
We have developed an atomic-scale model for the kinetics of intermixing of GaAs-AlGaAs quantum-confined heterostructures starting from first principles. The model hypothesis has been validated by successfully predicting the amounts of QWI induced by the processes of hydrogen plasma induced defect layer intermixing and IFVD, two different techniques for QWI. The results show a good degree of accuracy considering the uncertainty in the parameters used. The predictions are in good agreement with experimental measurements for both processes if the vacancy diffusion coefficient is increased by a factor of 2 to 3 from its reported value. It is obvious that a more rigorous model would take into account effects such as defect recombination, as well as correlation effects in diffusion, and hence predict more accurately the effect of Al-Ga mixing at the interface of the well and barrier. The error function profiles assumed for the diffusion profiles could also be substituted with exact diffusion profiles extracted from the statistical diffusion model. Moreover, the concept of the defect surface recombination velocity should prove useful in characterizing various technological factors such as the state of the surface of the semiconductor.
