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Abstract
Virtualization has become a common abstraction layer in modern data centers. By multi-
plexing hardware resources into multiple virtual machines (VMs) and thus enabling several
operating systems to run on the same physical platform simultaneously, it can effectively
reduce power consumption and building size or improve security by isolating VMs.
In a virtualized system, memory resource management plays a critical role in achieving
high resource utilization and performance. Insufficient memory allocation to a VM will
degrade its performance dramatically. On the contrary, over-allocation causes waste of
memory resources. Meanwhile, a VM’s memory demand may vary significantly. As a re-
sult, effective memory resource management calls for a dynamic memory balancer, which,
ideally, can adjust memory allocation in a timely manner for each VM based on their cur-
rent memory demand and thus achieve the best memory utilization and the optimal overall
performance.
In order to estimate the memory demand of each VM and to arbitrate possible memory
resource contention, a widely proposed approach is to construct an LRU-based miss ratio
curve (MRC), which provides not only the current working set size (WSS) but also the
correlation between performance and the target memory allocation size. Unfortunately, the
cost of constructing an MRC is nontrivial. In this dissertation, we first present a low over-
head LRU-based memory demand tracking scheme, which includes three orthogonal opti-
mizations: AVL-based LRU organization, dynamic hot set sizing and intermittent memory
tracking. Our evaluation results show that, for the whole SPEC CPU 2006 benchmark suite,
after applying the three optimizing techniques, the mean overhead of MRC construction is
lowered from 173% to only 2%.
Based on current WSS, we then predict its trend in the near future and take different strate-
gies for different prediction results. When there is a sufficient amount of physical memory
on the host, it locally balances its memory resource for the VMs. Once the local memory
resource is insufficient and the memory pressure is predicted to sustain for a sufficiently
long time, a relatively expensive solution, VM live migration, is used to move one or more
VMs from the hot host to other host(s). Finally, for transient memory pressure, a remote
cache is used to alleviate the temporary performance penalty. Our experimental results
show that this design achieves 49% center-wide speedup.
xix
Chapter 1
Introduction
Virtualization is becoming pervasive in massive data centers, cloud computing, and en-
terprise infrastructure, driven by a number of important benefits, such as dramatic cost
reduction, increased application availability and more efficient IT administration. Accord-
ing to Gartner (16), today, 25% of installed server workloads are virtualized. IDC even
forecasts that, by 2014, more than 70% of applications on newly shipped servers will run
in virtual machines (29). However, in a virtualized environment, efficient and effective
memory resource management is still a challenging problem. In this dissertation we pro-
pose a memory resource balancing scheme to improve performance and memory resource
utilization for center-wide virtualized computing. We demonstrate that our solution can
accurately monitor memory demand of each virtual machine with very low overhead and
can effectively improve overall system performance.
Virtualization technologies like Xen(9), VMware(54), and Denali(56) have become a com-
mon abstraction layer in modern data centers. They enable multiple operating systems to
run on their own virtual machines independently. Figure 1.1 shows an example, where
the hypervisor multiplexes the hardware of a single physical machine with several virtual
machines and a guest OS runs inside each virtual machine independently. One of the main
advantages of using virtualization is server consolidation. It is not uncommon to achieve
a 15-to-1 or even higher consolidation ratio (11), which is the ratio of virtual to physical
machine without disruptive performance impact. For a data center that hosts a large num-
ber of servers, this can effectively save power consumption, floor space occupancy and air
conditioning costs. Besides, virtualization can improve availability by live migration (15).
When one physical server fails or needs maintenance, the virtual machines it hosts can be
transparently migrated to another physical machine with negligible application downtime.
The core of virtualization is the virtual machine monitor (VMM), which is also called
hypervisor. VMM is responsible for creating and managing multiple instances of virtual
hardware platforms. A lot of physical resources like CPUs or network interface cards can
1
Figure 1.1: Organization of virtualization
be multiplexed in a time-sharing manner, which is similar to how multiple processes of a
native OS would share them. However, the memory system is shared through address space
partitioning. That is, each virtual machine is allocated with a fixed amount of address space
of physical memory. However, differing from how a native OS manages virtual memory
and physical memory for its processes, for the purpose of fidelity, the VMM is not actively
involved in memory management of each VM. More specifically, when created, each VM is
allocated with a fixed amount of physical memory. Then, it is the guest OS’s responsibility
to manage that amount of physical memory without the involvement of the hypervisor.
As a result, the hypervisor is unaware of memory demand of VMs and thus unable to
dynamically balance memory resources.
In our solution, we first design a low cost but accurate LRU-based working set size tracking
scheme as the foundation of memory resource balancing. The LRU-based working set size
model correlates memory allocation size and performance impact. Based on the model, we
design a local memory balancing scheme, which dynamically adjusts memory allocation
amount via ballooning (54, 9) on a single physical machine. Then it is extended to a global
environment, where the physical memory of all interconnected machines is balanced via
live migration and remote caching. To the best of our knowledge, our work uniquely co-
ordinates the global memory balancing techniques with a local balancing scheme. Without
effective local memory balancing, the effectiveness of global memory balancing will be
significantly weakened. Figure 1.2 shows the overview of our solution.
2
Figure 1.2: Solution overview
1.1 Our Low Cost Working Set Size Tracking Method
A widely proposed method to guide memory resource allocation is the LRU-based miss ra-
tio curve (MRC) (38, 12, 67, 60, 30, 51) that plots memory access miss ratios versus various
physical memory amount. When the memory resources of a system are well balanced, the
number of its page fault occurrences is minimal and thus it achieves optimal performance.
Unfortunately, the cost of maintaining an MRC is nontrivial. For example, our experiments
show that, a straightforward implementation of the MRC brings a mean overhead of 173%
for SPEC CPU 2006 benchmark suite.
To minimize the overhead, we introduce three optimizations (65, 66):
1. An AVL-tree-based implementation of LRU list, denoted as ABL. Typically, an LRU
list is implemented by a linked list. However, it requires a linear search to find a
node’s LRU distance, which is the distance of the node from the head of the list to
its current position. In our implementation, nodes are organized into an AVL-tree in
such a way that a pre-order traversal of the tree gives the same sequence as given by
traversing the linked list. With the help of an auxiliary field in each node, we can
find a node’s LRU distance by traversing from the current node to the root of the tree,
which takes O(logN) time instead of the O(N) time of using linked list, where N is
the memory allocation size of the monitored VM.
2. Dynamic hot set sizing, denoted as DHS. Hot set is the set of pages that are most
recently accessed and intercepted. In order to construct the MRC, a sufficient number
of memory accesses need to be intercepted to acquire the addresses of their access
targets. To avoid excessive interceptions that may cause significant overhead, after
each interception, the accessed page is put into the hot set. Subsequent accesses to
the pages in the hot set will not be intercepted until they are evicted from the hot
3
set. When a hot set is full, the oldest page is evicted. Hence, the larger the size
of a hot set, the less the memory accesses are intercepted and vice versa. However,
increasing the hot set also lowers the accuracy of the MRC. Our design is able to
dynamically adjust hot set size to balance between overhead and accuracy. In some
cases, if the hot set size exceeds the working set size, it substantially overestimates
the memory demand. Our design can also detect such pathological cases and then
adjust the estimation result.
3. Intermittent memory tracking, denoted as IMT. Most programs exhibit phasing be-
haviors in terms of IPC, branch prediction miss rates, and memory demand, etc.
That is, the metrics are stable within a period while there exist disruptive transitions
between the periods. Exploiting this attribute, we design an intermittent tracking
scheme, which is able to turn off memory tracking when the monitored VM enters a
stable phase and re-enable it when a new phase is encountered. Experimental results
show that, by using this intermittent tracking design, memory tracking can be turned
off for 82% of the execution time while accuracy loss is no more than 4%.
The three optimization techniques are orthogonal to each other. When combined together,
the mean overhead is lowered to only 2%.
1.2 Local Memory Resource Balancing
Based on the working set size tracking scheme, we design a local memory resource bal-
ancer, which dynamically adjusts physical memory allocation of all VMs of a single phys-
ical machine to improve overall performance (64). By analyzing a VM’s miss ratio curve,
its performance impact with respect to various memory allocation sizes can be estimated.
This provides the necessary information for arbitration when multiple VMs compete for
memory resources. Though there exists an allocation plan that brings the best overall per-
formance, finding an optimal solution requires brute force searching of nearly O(MV ) time,
where M is the total allocable memory size and V is the number of VMs to be balanced.
We propose a quick heuristic based algorithm, which can find the near optimal solution in
O(M) time.
Experimental results demonstrate that, on a host with 2 VMs, when both VMs run a CPU
intensive workload and a memory intensive workload in an interleaved way, our local mem-
ory balancer reduces the total number of page faults by a factor of 25. As a result, the
performance of the memory intensive workload is boosted by 11 and 8 times, respectively,
while the execution time of CPU intensive workload is nearly unaffected. Even in a com-
plicated case, in which 4 VMs with mixed workloads compete for memory during the
execution, it still achieves an overall speedup of 1.72.
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1.3 Global Memory Resource Balancing
Although local memory balancing improves memory utilization of a single host, from the
perspective of the whole data center, memory resource imbalance may still exist. It is quite
often that some hosts suffer from memory overloading while others have idle memory,
which calls for a global memory balancer. On the other hand, local memory balancing
reclaims free memory, which is the base of global memory balancing.
We propose two mechanisms to balance center-wide global memory resources: live mi-
gration based balancing and remote cache based balancing, which is close to the idea of
Williams et al. (57). A major distinction between them is whether free memory is dy-
namically reclaimed or not. In the work of Williams et al., the memory used for global
balancing is statically reserved, while in our work, the local memory balancer dynamically
reclaims idle memory and utilizes them for global balancing. As a result, our scheme can
achieve higher memory resource utilization. In addition, the decision making algorithm of
migration is different too. More details will be discussed in Section 2.5.
1.3.1 Live Migration Based Global Balancing
Using live virtual machine migration (15), VMs can be moved from one host to other
hosts with negligible service downtime, given that all VMs share network storage systems,
which is commonly seen in a data center. This allows us to move VMs from the memory
overloaded host to others with sufficient free memory and thus improve global memory
utilization. Unfortunately, migration is an expensive operation. Thus, we design a heuris-
tic based algorithm which initiates migration only if the memory pressure is predicted to
sustain for enough long time.
1.3.2 Remote Cache Based Global Balancing
At the other end of the spectrum is burst memory pressure. Even if a host has enough
free memory, the local balancer may not response so quicly to completely eliminate page
swapping. Based on the fact that for page level data transferring, the latency of a 1 Gbps
Ethernet is about 1 to 2 orders of magnitude lower than disk I/O (14), we design a remote
cache to convert relatively slow disk I/Os to faster network transfer. As shown in Figure 1.2,
disk I/Os are intercepted by VMM and then the requests are sent to a remote host. The
remote host runs a sizable memory server, which works as a disk cache. The local memory
balancer on the remote host manages the capacity of its cache to ensure that only free
memory will be used to serve other hosts.
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1.4 Dissertation Organization
The rest of this dissertation is organized as follows. In Chapter 2, we briefly cover relevant
background knowledge and discuss related work.
In Chapter 3, our low cost LRU-based working set size tracking scheme is presented. We
then describe our implementation and experimental results.
In Chapter 4, we describe how we use the tracked working set size information to balance
memory resources for all VMs on a single host. We show that our local balancing can
significantly boost overall performance.
In Chapter 5, we first design a migration based global balancing mechanism to solve long
term memory imbalance. We then present a remote cache based global balancing scheme to
mitigate the performance penalty when spikes of memory demand occur or when migration
is impossible.
We conclude this dissertation in Chapter 6 by discussing the limitations and possible future
work.
1.5 Summary of Contributions
We make the following contributions in this dissertation:
1. A novel low cost LRU-based WSS estimation scheme which employs a more efficient
data structure and exploits hardware performance counters to construct LRU-based
miss ratio curve and accurately estimate the current WSS of a VM.
2. A memory balancing mechanism to dynamically adjust the amount of each VM’s
memory allocation to improve performance.
3. An algorithm to predict memory trend and decide when to apply VM migration to
improve global memory resource utilization.
4. A design of remote cache that uses free memory of a remote host to alleviate the
impacts of a burst of memory requirement.
We implement all the design on an open source hypervisor and demonstrate that our WSS
estimator can effectively and efficiently track working set size. And the local balancer
is able to boost performance. Even when there exists significant memory contention, the
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overall performance can be improved. And the experimental results also reveal that our
global memory balancer can further improve system performance.
7
Chapter 2
Background And Related Work
This chapter discusses background materials and related work. It first describes the most
pertinent background knowledge about how memory is managed under virtualization and
discusses various approaches to estimate memory demand. It then discusses virtual ma-
chine migration and existing studies about remote memory, the two schemes that can be
applied to global memory balancing, followed by extensive research on memory balancing
for virtual machines. Finally, the background and related work about program phases are
discussed.
2.1 Memory Management
In this section, we first briefly introduce how memory is managed in a native operating
system. Then we describe how memory management is adapted for virtualization and the
challenges that virtualization brings.
2.1.1 Memory Management In A Native OS
Virtual memory was first described in 1960s (21) and it has become a standard feature
of modern general-purpose operating systems. It gives each process an illusion that it
is running on a standalone and contiguous memory address space, called virtual address
space. The size of a virtual address space can be larger than the amount of available real,
physical memory. Typically, memory is allocated and reclaimed at a fixed granularity,
called page, whose size is determined by processor architecture. Both virtual address space
and physical address space are measured at the unit of page size. Inside the operating
system, it maintains a translation table for each process, named page table, which maps a
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virtual page number to a physical page frame number. Inside a processor, there is a memory
management unit (MMU) that dynamically translates virtual addresses that an application
references to the corresponding physical addresses by looking up the current page table.
When a system runs out of physical memory, and if some process requests for a free page,
the OS selects some physical frame, saves its contents on a secondary storage (called
swapping-out or paging-out) and allocates the page to the process. Later on, if the pre-
viously paged out data is needed, it is loaded into a free physical memory frame, which
is called paging-in or swapping-in. This page swapping scheme is called demand-paging.
The strategy that determines which pages are swapped out is called page replacement pol-
icy.
Since the latency of disk accesses is usually thousands of times longer than that of memory
accesses, frequent page swapping will significantly damage the performance. A theoret-
ically optimal page replacement policy should select a page whose next use will be the
farthest in the future (2). However, in a general purpose OS, it is impossible to precisely
predict the future memory access behaviors. In real world, a commonly used algorithm is
the least recently used (LRU) replacement policy or its approximation. It works based on
the property of program locality. That is, the pages that have been heavily and recently
used are also most likely to be heavily used in near future. For an OS that uses demand-
paging and the LRU page replacement policy, a process that heavily uses a set of pages will
automatically secure those pages in physical memory.
2.1.2 Memory Management With Virtualization
To create a virtualized environment, the hypervisor runs at the most privileged level that a
native OS runs at. For CPUs without virtualization support, guest OSes and its processes
run at the non-privileged level. Those privileged operations in the guest OS, such as page
table setup, I/O instructions and etc. are either statically replaced with calls to the hyper-
visor or dynamically trapped and emulated via binary rewriting by the hypervisor. With
hardware virtualization support, an unmodified guest OS runs on the CPU directly without
intervention by the VMM until it tries to execute a restricted instruction. At this point, the
hypervisor takes the control to emulate the instruction.
When an operating system runs on the top of hypervisor, another level of memory address
space, guest physical address (GPA) space, is introduced. To avoid confusion, in virtualiza-
tion, the real physical address is specifically referred as machine physical address (MPA).
GPA is used by guest OSes in their physical address space. The purpose of using GPA is
to provide the guest OS the impression that it is running on a real machine with certain
amount of contiguous physical memory starting from address 0 because there is no guaran-
tee that every guest OS will be allocated with contiguous machine memory and most OSes
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(a) A native OS (b) A virtualized OS
Figure 2.1: Address spaces in a native OS and a virtualized OS
do not support fragmented physical address space. The size of the GPA space of an OS is
the same as the amount of machine memory that the hypervisor statically allocates to the
guest OS when it is created. Meanwhile, the hypervisor maintains a mapping table to map
the contiguous GPA space to the possibly scattered MPA space. Figure 2.1 contrasts the
address spaces between a native OS and a virtualized OS.
To support the translation from GPA to MPA, currently there are two kinds of approaches
based on whether the processor supports MMU virtualization or not (1, 53, 39): two
software-based techniques and a hardware-based approach.
2.1.2.1 Software-Based Techniques
Without hardware assistance to automatically translate GPA to MPA, two software-based
approaches, paravirtualization and shadow page table are used. Since the processor only
supports VA to MPA translation, the hypervisor has to translate GPA to MPA and setup the
page tables.
Using paravirtualization, the guest OS is modified to make explicit requests to its hyper-
visor for page table updating. For example, when the guest OS attempts to map a virtual
address v to its guest physical address g, instead of directly updating its page table, it del-
egates the operation to its hypervisor. When the hypervisor receives the request, it first
finds the corresponding machine address m for g by looking up its GPA-to-MPA table, and
then it fills up page table entry of v with m. As a result, when the guest OS accesses v, the
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(a) Paravirtualization (b) Shadow page table
Figure 2.2: Examples of address translation
The two figures show the operations when the guest OS attempts map a virtual address v to a guest
physical address p that corresponds to a machine address m, using paravirtualization and shadow
page table, respectively
MMU will map it to m. Figure 2.2(a) illustrates the operations. This approach is adopted
by Xen (9). It is highly efficient but requires some modifications to the guest OS kernel.
An alternative technique is the shadow page table, which is adopted by VMware ESX(54).
In this scheme, there exist two sets of page tables, one is used by the guest OS for VA to
GPA mapping, and the other one is maintained by hypervisor and used by MMU, named
shadow page tables, that maps VA to MPA directly. The shadow page tables are invisible
to guest OSes while the page tables used by guest OSes are not used by the processor.
With hardware assistance or binary code rewriting, all page table creations or updates from
guest OSes will be trapped by the hypervisor and it will then update its shadow page tables
accordingly. For instance, as Figure 2.2(b) shows, when a guest OS maps a virtual address
v to a guest physical address g by updating its page table, this operation is intercepted by
the hypervisor. The hypervisor then finds the machine address m for g by looking up its
GPA-to-MPA table and sets up a mapping of v to m in the corresponding shadow page table.
Since only the shadow page table is exposed to the MMU, an access to v will be mapped
to the machine address m. On x86/x86-64 platform, both the first generation virtualization
technologies from Intel and AMD, named VT-x(53) and AMD-V(6), respectively, support
the interception of page table updating but are lack of hardware assisted MMU virtualiza-
tion.
12
Figure 2.3: Address mapping with MMU virtualization
2.1.2.2 Hardware-Based Technique
In the second generation virtualization technology, Intel and AMD introduce Extended
Page Table and Rapid Virtualization Indexing, respectively. Both of them support MMU
virtualization, with which, both the page tables in the guest OS and the GPA-to-MPA map-
ping table are exposed to MMU, as illustrated by Figure 2.3. Given a VA, the hardware
will first index the page tables used by the guest OS to get the GPA, and then index the set
of page tables provided by the hypervisor to map the GPA to MPA.
Note that, no matter which technique is used, the hypervisor is only responsible for assisting
the mapping from GPA to MPA. It does not involve in memory management, such as page
allocation, reclaiming or swapping. Therefore, the hypervisor has little knowledge about
its VMs’ memory utilization.
2.1.3 Dynamic VM Memory Allocation Resizing
The memory allocation size of a VM is determined when it is created. Resizing physi-
cal memory allocation of a guest OS in runtime is similar to changing physical memory
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amount to a native OS without rebooting, which is nontrivial and not well supported by
most OSes. Though memory hot plugging, a mechanism that allows plugging/unplugging
DIMMs physically, has been proposed (24, 42), it is not widely adopted by most OSes.
Even it is supported by some OSes, it is not suitable for VM memory resizing because of
its high cost and coarse granularity. To perform a DIMM unplugging, the OS has to mi-
grate pages to gather those scattered free pages into a contiguous, DIMM-aligned address
space, which is an expensive operation. Besides, hot plugging/unplugging usually works
on a large granularity.
Waldspurger proposes the ballooning (54) mechanism, which has been widely adopted for
VM memory resizing. The “balloon” is installed into the guest OS as a kernel space driver.
To decrease an OS’s memory allocation by n pages, the hypervisor instructs the balloon
to “inflate” by n pages. The driver then applies for n pages from the guest OS. From the
guest OS’s perspective, those pages are owned by the driver. But actually, those pages are
reclaimed by the hypervisor and can be allocated to other VMs. Similarly, releasing mem-
ory from the ballooning driver restores the memory allocation for a VM. As the balloon is
completed deflated, the allocation amount of the guest OS is just the same as it sees during
the boot time, which is the upper bound of its resizing range. And the lower bound of the
resizing range is determined by how many pages the balloon driver can apply for. Theo-
retically, all user-owned pages can be reclaimed by swapping them out but it may result in
system unstability.
One advantage of the ballooning mechanism is that it takes advantage of a guest OS’s
knowledge about which pages are the most suitable for reclaiming.
2.2 Working Set Size Estimation
In this section, we first introduce the concept of working set. We then discuss various
techniques to estimate the size of a working set.
2.2.1 Working Set
Denning (17) first defined the working set as the set of memory pages referenced by a pro-
cess during a time interval. The size of the working set (WSS) is the amount of memory
that a process needs without paging. Even if the process has very large memory footprint,
those pages not in its working set can be reclaimed without performance penalty. The same
idea can be extended to VMs. Assuming a guest OSes can well utilize their allocated phys-
ical memory, and if the memory allocation amount of each VM is exactly its WSS, then the
physical memory allocation on the host is optimal. Therefore, working set size estimation
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provides a necessary metric that ensures the system to reach the maximum performance as
expected.
2.2.2 Miss Ratio Curve Based Working Set Size Estimation
The miss ratio curved (MRC) based WSS estimation is a widely proposed technique (38,
13, 67, 60, 30, 51). A page miss ratio curve plots the page miss ratios against various
amount of memory allocation. When the allocation size is no less than a system’s WSS,
the miss ratio is 0, which means all accesses will hit in main memory. When the allocation
size is less than its WSS, the MRC tells the ratio of many accesses that will cause page
swapping. With an MRC, we can redefine WSS as the size of memory that results in
less than a predefined tolerable page miss rate. Since an MRC models the performance
and memory allocation size, it is especially suitable for memory resource arbitration. For
example, when two applications compete for memory resources, in order to achieve optimal
overall performance, the arbitration scheme needs to evaluate how the performance would
be impacted by varying their allocation sizes
A commonly used method to calculate MRC is Mattson’s stack algorithm (38). It was
initially proposed to reduce the time of trace-driven cache simulation. The algorithm uses
an LRU stack to store the page numbers of accessed page frames. For each entry of the
LRU stack, its distance to the top of the stack is called stack distance or LRU distance. Each
stack entry i is associated with a counter, denoted as Hist(i). When a page is referenced,
the algorithm first searches the page number in the stack and computes it stack distance,
dist. It then increments the hit counter Hist(dist) by one. Finally, it updates the stack by
moving the page number to the top of the stack. One can plot an LRU histogram by relating
each counter value to its corresponding LRU distance.
If there is a stack with depth D and we reduce it to depth d, then the expected miss ratio
can be calculated as follows:
Miss_ratio(d) =
D
∑
i>d
Hist(i)
D
∑
i=0
Hist(i)
For example, given a system with only four pages of physical memory, the top half of
Figure 2.4 shows the hit counts for some application that makes a total of 200 memory
accesses. The histogram indicates that 100 accesses hit the most recently used (MRU)
page, 50 accesses hit the second MRU slot, and so on. Apparently the page hit rate is
(100+ 50+ 20+ 10)/200 = 90%. We can tell that if we reduce the system memory size
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Figure 2.4: LRU histogram example
by a half, the hits to the first two MRU slots are still there while the hits to the next two
MRU slots now become misses. The hit rate becomes (100+50)/200 = 75%. The LRU
histogram thus can accurately predict miss rate with respect to the LRU list size. The
bottom part of Figure 2.4 is the miss ratio curve corresponding to the histogram on the top.
2.2.2.1 MRC Tracking
Since the Matterson’s algorithm was originally used for off-line analysis, to track the MRC
at runtime, it needs to collect sufficient amount of memory access addresses.
Zhou et al. (67) propose two approaches to capture memory accesses and construct page
MRC for an application. The first is a hardware approach, where an MRC monitor is con-
nected to the memory bus to track all memory accesses. For efficiency, pages are grouped
into multiple page groups and pages in the same group are assumed to have the same stack
distance. Thus, MRC is constructed at the granularity of page group. The MRC monitor
consists of three array-like components: an array that servers as the LRU stack where each
entry is doubly linked , a hit counter array, and a group header array that keeps the heads of
page groups. Since the MRC monitor snoops physical memory accesses without capturing
context switching, it tracks the MRC of the entire system. Though this approach has little
runtime overhead, it is unavailable on current commodity processors. The second approach
is called OS approach, which is implemented in an OS and requires no extra hardware sup-
port. Though the components of the MRC monitor can be easily implemented in software,
it is challenging to acquire enough memory accesses. To solve this problem, it partitions
the physical pages into two groups: frequently accessed pages and infrequently accessed
pages. For the first group, it scans the “accessed” bit of page tables. For the second group,
it uses page protection techniques to detect references to those pages. That is, the OS re-
16
vokes access permission for them. As a result, an access to such a page will be trapped as
a protection fault. One difference between the OS approach and the hardware approach is
that, in the former one, it constructs MRC based on virtual page numbers, while in the later
one, MRC is constructed based on physical page numbers.
Based on the OS approach of Zhou et al., Yang et al. present an MRC based virtual memory
manager that tracks WSS of a garbage-collected application and computes the appropriate
heap size to improve the application’s performance(60, 59). In their work, the MRC imple-
mentation is improved by attaching an AVL tree to the page list to accelerate LRU distance
computing. Specifically, each leaf node of the tree points to up to k consecutive pages of the
linked list of size N and each non-leaf node of the tree records the total number of pages of
its subtree. Therefore, there are dNk e number of leaf nodes. To find a page’s LRU distance,
it first searches linearly to find the page’s position within the group, which takes O(k) time.
It then walks up the AVL tree and counts the number of pages that are positioned before the
accessed page, which takes O(logdNk e) time. When a page of LRU distance i is accessed,
it needs to be moved to the head of the linked list. However, if the leaf nodes that corre-
spond to the first i−1 pages of the linked list are already full, after the moving, those leaf
nodes need to be updated to guarantee that each of them points to no more than k pages.
Otherwise, the leaf node that points to the first page group will contain k+ 1 pages. The
number of leaf nodes to be updated is O(dNk e). As a result, the total time of each MRC
update is (O(k)+O(logdNk e)+O(d
N
k e)). Therefore, given a small k, the total time cost for
MRC updating is bounded by O(dNk e), though when locality is good the overhead is close
to O(logN). In this dissertation, we further improve the LRU list by completely replacing
the linked list with AVL tree and achieves an O(logN) time complexity.
Instead of using the page protection based technique to intercept memory accesses, the
hypervisor exclusive cache (34) intercepts memory accesses from a VM by capturing its
disk I/Os. It is designed as a memory balancing mechanism for virtual machines. In this
scheme, each VM gets a small amount of machine memory, called direct memory, and the
rest of the memory is managed by the hypervisor in the form of exclusive cache. Because
of the small amount of memory allocation, the guest OS will use page swapping heavily.
Those disk I/Os are intercepted by the hypervisor and if they hit the exclusive cache, they
are actually redirected to native memory operations in the form of cache admissions or
cache hits. With the information of disk I/O requests, it can infer the memory accesses,
construct an MRC for each VM and use it to estimate WSS for each VM. By adjusting the
cache size of a VM, it achieves the effect of physical memory balancing. However, this
design introduces an additional layer of memory management. Moreover, since the cache
is exclusive, a VM’s memory states spread across its direct memory and the hypervisor,
which breaks the semantics of a hypervisor and complicates VM migration. In addition, it
requires modification to the guest OS to notify the hypervisor of page release.
Besides the memory access interception techniques, another approach to monitor page ac-
cesses is by periodically checking if a page is accessed or not. On most processors, when a
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page is accessed, the hardware will automatically set the “access bit” in the corresponding
page table entry (28). By periodically checking and scanning the access bit of a process’s
page table, the access frequency of each page of the process can be estimated and used
to construct MRC. However, sequentially scanning the whole page table is expensive. To
accelerate this process, Zhang et al. (63) present a “locality jumping” scheme that utilizes
the spatial locality of a program to skip checking many non-accessed pages. This scheme
is proposed for an OS to improve its cache utilization through tracking the MRC of each
process and applying page coloring. However, in a virtualized environment, setting and
clearing the access bit in hypervisor may disturb a guest OS’s memory management be-
cause its page replacement policy usually relies on the access bits to infer page usage.
RapidMRC (52) collects memory accesses by using the sampling functions available in the
performance monitoring units (PMU) of PowerPC processor and builds an MRC for an L2
data cache. The PMU can be configured to record the address of a memory access that
matches predefined criterion (e.g. L2 cache miss) into a sampled data address register. By
periodically sampling the register, it can collect enough information of memory accesses
to build an MRC. However, on x86/x86-64 platform, not all processors support recording
the addresses of memory accesses. For example, the PMUs on processors prior to the latest
Nehalem microarchitecture only record the architectural states of the processor (i.e. state
of the general purpose registers, the flag register and the instruction pointer register). Only
on Nehalem microarchitecture, the PMU is enhanced with load latency information that
contains the memory address for delayed load operations that are randomly selected by
hardware (28).
2.2.3 Other Techniques For Working Set Size Estimation
In addition to the MRC-based WSS estimation techniques, many other approaches have
been proposed.
VMware ESX server adopts a sampling strategy (54). During a sampling interval, accesses
to a set of random pages are monitored. By the end of sampling period, the page utilization
of the set is used as an approximation of global memory utilization. The merit of this
technique is the very low cost. However, it lacks the model between allocation size and
performance impact.
Magenheimer (36) uses an operating system’s own performance statistics to guide memory
resource management. However, the memory usage reported by most modern operating
systems is larger than its working set size because it includes the infrequently used areas
that can be reclaimed without a notable performance penalty.
Geiger (30), proposed by Jones et al., infers information about page admissions or evictions
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of a guest OS’s buffer cache by observing page faults and intercepting disk I/Os. For each
intercepted disk I/O, Geiger tracks the disk location and the associated memory page and
infers if a page is newly allocated or evicted from the buffer. For example, when a page
is read from disk, if the memory page is associated with a different disk location, then
the previous content of page is assumed to be evicted. It uses this information to simulate
an exclusive cache and to construct an MRC, which is similar to Lu et al.’s exclusive
cache (34) except that it does not actually provide caching. When a guest OS’s memory
is overloaded, the MRC tells how much extra memory is needed. However, it is unable to
detect over-allocated memory because, in this case, there is no page eviction.
2.3 Virtual Machine Migration
In virtualization, transferring a VM from its current host to another is called VM migration.
When the source and target hosts have different available memory resources, VM migration
can be used for memory load balancing though it is a relatively heavyweight solution.
Typically, migration requires both the source and destination hosts reside in the same net-
work and share centralized storage (like NAS or SAN), thus only memory states need to
be synchronized. Two metrics are commonly used to evaluate the time cost of migration:
downtime and total migration time. The former one is the period during which the VM is
frozen and its services are temporarily unavailable in order to complete state transfer. The
latter one is the period from the initiation to the completion of the whole migration pro-
cess, during which performance degradation may occur due to state synchronization. If the
downtime is sufficiently low (e.g. lower than the timeout thresholds of network protocols),
it can be classified as live migration. That is, from user’s perspective, service unavailability
is unnoticeable during the migration.
A straightforward stop-and-copy (44) migration scheme, which first halts the source VM,
then copies all pages to the destination host and finally resumes service on the new VM,
has the minimum total migration time, but its downtime is equal to its total migration time,
which is usually unacceptable for live services. At the other end of the spectrum is the
demand-driven copy-on-reference migration scheme(61). It first uses a very short stop-
and-copy phase to send essential data, then the new VM is started. The rest of the pages are
transferred when they are first used. Though it has very short downtime, its total migration
time is very long.
Clark et al. propose a balanced approach (15) for live migration, called pre-copy migration,
which copies memory pages in multiple rounds from the source host to the destination host.
When migration starts, it iteratively copies the pages that are dirtied during the previous
iteration. Meanwhile, the VM is still running on the source host. During the migration,
all pages that have been copied are write-protected by setting the corresponding page table
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field, thus any polluted pages will be logged by the hypervisor. Eventually, after certain
rounds of copying, if the number of all dirty pages is small enough or the number of pre-
copying iterations reaches a preset threshold, a stop-and-copy phase finishes the migration.
It has low downtime and its total migration time depends on the page dirty rate of the
guest OS. For example, in our evaluation, for a VM with 1200 MB memory, when it runs
186.crafty, a program with low memory activity, the migration time is only 13 seconds.
However, for the same VM, when it runs SPEC JBB, a program with much more memory
writes, the migration time is 64 seconds.
2.4 Remote Memory
Due to the mechanic nature of hard disk drives (hdd), the performance of hdd is mainly
limited by the seek time and rotational delay, which are both on the order of milliseconds.
For example, for a high-end 15000 rpm HP SAS Enterprise drive, the average latency
is 2.58 ms (27). Compared with disk I/Os, the high speed networking has much lower
latency. For example, Chen et al. demonstrate that, when continuously requesting a 4KB
data block, the latency of a Gigabit Ethernet is about 100 microseconds, which is more than
100 times longer than that of native memory copying but it is still 2 orders of magnitude
lower than the 10,000-microsecond latency of a disk (14). The gap between native memory
copying and network transferring is even smaller with faster networking technologies such
as InfiniBand, Myrinet and Quadrics that provides up to 10 Gbps throughput.
As motivated by the outstanding performance of networking against hard drives, much
research proposes to utilize remote memory to improve performance for a cluster environ-
ment.
Markatos et al. implement a reliable remote memory pager (37) that uses remote main
memory for paging. In this design, the client forwards the paging requests to a remote
server over Ethernet network. Servers are user level programs that listen to a socket and
accept connections. Clients are implemented as a block device that redirects swapping op-
erations to the servers. A client can distribute its swap space allocation requests to multiple
servers. Meanwhile, a machine that acts as memory server can service multiple clients by
instantiating a separate server instance for each client. In order to prevent data loss due to
server crash, it introduces two RAID-like schemes: mirroring and parity-based redundancy.
Using mirroring, the client sends a write request to two different servers. With parity-based
scheme, pages to be swapped out are XORed and the parities are also transferred to servers.
Flouris et al. design the Network RamDisk (20), which is similar to the remote memory
pager. It improves the performance of parity checking by using a parity cache. The experi-
mental results show that the Network Ramdisk brings a four to eight fold speedup against
the hard drive.
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Newhall et al. design the Nswap (41), which supports limited dynamic growing and shrink-
ing of the remote memory pool. The shrinking is performed by migrating some pages from
the current memory server to other servers. Therefore, the total cache size in the whole
network is unchanged.
Liang et al. present a high performance network block device (HPBD) (33), which runs
over InfiniBand networking and utilizes its Remote Direct Memory Access (RDMA) op-
erations for one sided communication. Its server design is a simple memory pool, without
extra reliability policies. The evaluation results show that, the latency of transferring 4KB
data is only a few microseconds, which is at the same magnitude as native memory trans-
ferring. As a result, HPBD is only 1.45 times slower than local memory operations, but is
up to 21 times faster than the local disk.
To improve the communication efficiency, Werstein et al. propose a kernel-to-kernel net-
work memory for page swapping (55). It uses a lightweight UDP-like communication
channel over Ethernet and works within the kernel space.
In a virtualized environment, block devices like disks are virtualized to guest OSes. A
special driver domain then redirects the disk I/Os from guest OSes to physical devices.
Hence, there are two places for the client module. One is within the guest OS and acts as
a kernel block device driver, the same way as the client module in a native OS. The other
way is to postpone the redirection to the driver domain, just before it is actually sent to the
physical disks. Hines et al. compare the two options in their MemX (26), a remote memory
implementation for Xen virtual machines. It shows that the former option incurs slightly
more overhead because the network traffic needs to traverse the extra virtual network of the
guest OS.
Instead of using remote memory to replace a whole disk device, another approach is to
use it as a cache between memory and disk. An important advantage of cache design is
that it supports variable size. If the remote machine has less idle memory, it can shrink
the capacity of its memory server. Using a write through cache design, it can simply dis-
card some pages. For caches with write back policy, if the disks are network shared, the
server can write the dirty pages back to the disk before discarding them. One example is
REMOCA (14) that uses remote memory as an exclusive cache above disks for Xen virtual
machines. For read requests, the client will look up its directory to check the availability of
the pages. If the requested page is not in remote memory, it will read from local disk. For
write requests, it adopts write through policy for better reliability. In order to achieve better
cache utilization, it employs exclusive cache design. That is, after the client retrieves a page
from the cache, the requested page is evicted by the cache. In order to cache a clean page
evicted by the guest OS, it modifies the guest OS kernel to explicitly notify the eviction.
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2.5 Other Techniques Of Memory Resource Balancing For
Virtual Machines
Two migration-based VM load balancing schemes, Black-box and Gray-box strategies (58)
are proposed by Wood et al.. Both of the strategies migrate hot-spot VMs to other hosts
with enough resources, but differ in the way of collecting VM load information. The black-
box approach is fully OS-agnostic, which inherits Geiger’s disk I/O monitoring scheme to
infer memory load and hence inherits its drawbacks too. The gray-box approach queries
the performance statistics provided by each guest OS to estimate memory load, which is
insufficient to support memory load balancing on a single host.
Williams et al. present overdriver(57), a mechanism that employs VM migration and net-
work memory to balance memory resources for a data center. When a VM’s memory
overload is predicted to sustain for sufficiently long time, a migration-based solution will
be used to alleviate memory pressure on that host. Otherwise, it will use physical memory
on a remote host to mitigate the penalty of page swapping. In order to decide if the du-
ration of memory overload is transient or not, it first constructs a workload profile for the
VM that records the ratio of occurrences for each duration length of overloading. When
memory overloading is detected, it uses the profile to get the ratio of overload of its current
duration and compare the ratio against a threshold to decide if an overloading is transient
or not. However, without local memory tracking and balancing, it is unable to effectively
reclaim sufficient free memory to allow for migration, nor can it decide the appropriate size
of the remote cache at runtime. Thus, waste of memory resources may still occur. Besides,
its workload profile is only meaningful for a fixed memory allocation, which makes this
scheme unsuitable for VMs with dynamically changed memory allocation. And in order to
construct the profile, it needs to collect enough historic overloading events, which lowers
its effectiveness during that time window.
2.6 Program Phases
Prior studies (18, 46) have shown that, an executing program usually exhibits phase behav-
iors. That is, for some metrics such as the number of instructions per cycle (IPC), branch
prediction miss rates and memory access patterns, etc. are relatively stable within some
temporal intervals while there exist abrupt changes in between. For example, Figure 2.5
shows the phases in terms of the WSS, the numbers of L1 cache references, L2 cache
misses, data TLB misses and number of instructions executed of a benchmark program
429.mcf.
A lot of approaches have been proposed to capture, characterize or even predict phase
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Figure 2.5: Phases of 429.mcf
behaviors. For example, Sherwood et al. (48) first use Fourier analysis upon basic block
execution frequency to identify recurring phases and then find representative phases of
whole program to accelerate architecture simulation. They further show that, by analyzing
historic phases, future phase behaviors can be forecast and used to guide dynamic cache
size configuration and processor width adaption (49). Shen et al. (46) predict locality
phases at runtime by first identifying the locality phases of a training input through offline
analysis and then inserting phase marks into the binary code.In the offline analysis, it first
samples representative reuse distances that are sufficiently long for a representative set of
memory locations. It then uses discrete wavelet transformation as a filter to find abrupt
changes in reuse distance for each tracked memory location. Finally, it marks phases by
looking for basic blocks that only occur near the beginning of a phase and inserts a predictor
that predicts phases based on the online phase history for other inputs.
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2.6.1 Online Phase Detection
For accurate phase detection, prior approaches use offline profiling because it provides a
whole view of program characters and allows for expensive analysis such as the wavelet
analysis used in (46). However, in some cases, for example, to capture the phase behaviors
of a virtual machine that may run any program instead of a particular one, online phase
detection is desirable.
Dhodapkar et al. (19) show an online phase detection scheme that is used to guide the
dynamic tuning for multiple configurable hardware units such as caches, TLBs, branch
predictors, instruction widows, etc. for performance and/or energy. It first collects instruc-
tion working set, which is the set of instructions executed during a given interval. It uses
the relative working set distance to compare the similarity between two sets of collected
instructions. The relative working set distance is defined as the percentage of the num-
ber of non-common instructions between the two sets to the size of the union of the two.
Then, phase changes are identified by comparing the relative working set distance against
a fixed threshold. It requires hardware support to collect every committed instruction and
computes the distance.
Nagpurkar et al. (40) summarize the framework for online phase detection. It includes two
data windows: a current window for the most recently consumed data and a trailing window
for the next most recently consumed data. Phase transitions are identified by comparing the
similarity of the elements in the two windows. The detection algorithm consists of three
policies:
1. A window policy specifies the size of the data window, the number of elements con-
sumed at a time and whether the size of trailing window is variable.
2. A model policy defines how the similarity between the two data windows is com-
puted. For example, it could be the ratio of elements in the current window that are
also in the trailing window.
3. An analyzer policy eventually decides whether the similarity value is sufficiently
large to indicate a stable phase or not. It proposes to compare the current similarity
with a historic average value. If the current similarity is less than the average value
by a given threshold, it assumes a phase transition.
In our design, we utilize phasing behavior to lower the overhead of WSS tracking. When
the target system is in a stable phase in term of WSS, we disable the WSS tracking. We
then predict phase changes by monitoring memory related hardware events. Once a phase
transition is predicted to occur, the WSS tracking is re-enabled. For efficient online phase
detection, we use a moving window filter for de-nosing and a threshold based mechanism
to identify phase changes.
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Chapter 3
Low Cost Working Set Size Tracking
This chapter describes how we estimate memory demand of a VM with low overhead while
still maintaining enough accuracy. We adopt the idea of page permission revoking tech-
nique to intercept memory accesses and construct LRU miss ratio curves proposed by Zhou
et al. and Yang et al. (60, 67). However, the original idea targets the memory demand track-
ing for individual applications. In addition, a straightforward implementation of that idea
incurs high overhead, especially for programs with large memory demand or poor locality.
We first adapt the idea to VM-level WSS tracking and then solve the overhead problem by
adopting three innovative optimizing techniques. Experimental results show that, the mean
overhead for an extensive set of benchmark programs is lowered from 173% to only 2%.
In the following sections, we first present our basic design of WSS tracking in a hypervisor
and analyze its overhead. We then introduce three optimizations: (1) AVL-tree based LRU
list design, (2) dynamic hot set sizing and (3) intermittent memory tracking, to lower the
overhead. Finally we discuss our experimental method and evaluation results.
3.1 LRU-Based Working Set Size Estimation
In order to estimate the working set size of a VM, it is necessary to infer its memory
access behaviors. Although most memory accesses from guest OSes are transparent to the
hypervisor, page table operations such as creation, modification, etc. are still visible to
the hypervisor because it requires the hypervisor to map pseudo physical pages that guest
OSes use to real machine pages. For a fully virtualized system with hardware assistance,
page table updating will be trapped by the hypervisor via hardware exceptions. For a para-
virtualized system, a guest OS has to make explicit calls, called hypercalls, to notify the
hypervisor about the operations.
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We modify the hypervisor such that once those requests are received, it will first perform
the requested operations as usual and then revoke access permission from that page by
setting the corresponding bit on the page table entry. As a result, an access to the page
that corresponds to the modified page table entry will cause a page fault exception. In the
context of that exception, both the virtual address and physical address of the access can be
retrieved and tracked.
For process level WSS estimation, using tracked virtual addresses to construct LRU miss
ratio curve is sufficient. Accesses in virtual address space represent the actual memory
behaviors of a program. Thus, it can be used to guide both memory shrink and growth.
Unfortunately, to estimate the memory demand of a whole guest OS, using virtual address
to construct MRC causes ambiguity problem because each process of the guest OS uses
the same virtual address space. On the other hand, using tracked physical addresses limits
the ability of estimation. It can only estimate memory demand of no larger than its current
memory allocation size, which is the maximum footprint of physical memory accesses. In
other words, when a guest OS suffers from memory insufficiency, it is unable to tell how
much more memory is needed and thus incapable to guide memory growth.
A natural solution to this problem is to track swap space accesses and then construct a
swap space based LRU histogram to estimate the working set size on the swap space. The
working set size on the swap space is the extra memory that the guest OS needs. The
swapping activities can be inferred by monitoring page table changes. Figure 3.1 illustrates
the changes in a page table entry under different scenarios. When a guest OS decides to
swap out a page to disk, the "presence" bit of its corresponding page table entry (PTE) is
marked as "non-present" and its index field is changed from its physical frame number to
the disk location. Later on, when the page is needed, a page fault occurs and the reverse
operations are applied by the guest OS to load the disk content into the physical memory.
Thus, by monitoring page table updates, the swapping behavior can be inferred. Using a
disk location based MRC, the amount of memory growth can be estimated. Geiger (30)
adopts this approach to infer the memory pressure and to estimate the amount of extra
memory needed. A shortcoming of this approach is that it is insensitive to the decrease of
memory demand. When a program’s WSS shrinks, it stops making disk I/Os, which leaves
the swap space based MRC obsoleted and thus overestimates the memory demand.
Alternatively, we can just take the swap space usage as the growth amount. On most mod-
ern OSes, swap space usage is a common performance statistic and available for user-level
access. A simple user-level process that runs on each guest OS can be designed to pe-
riodically report the value to the hypervisor. Though, intuitively, compared with MRC
based estimation, this footprint based estimation may overestimate the memory demand, it
is actually close to the former one because the accesses to disk are filtered by in-memory
references and therefore show weak locality. In other words, given a tolerable miss ra-
tio, the memory demand indicated by the MRC is close to it footprint on the swap space.
Moreover, compared with constructing an MRC, the overhead of this OS statistics-based
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Figure 3.1: Transitions of PTE states
estimation is almost negligible and it reflects the swap usage decrease more rapidly than
the LRU-based solution. In Section 3.5.2, we compare the two design alternatives.
3.1.1 Basic Design of LRU List
To track the LRU order of each physical memory frame, we maintain an ordered sequence
of tags to reflect the recency of page accesses. It is quite natural to organize the tags into a
linked list, where the tag at the head of the list corresponds to the most recently accessed
page, while the tag at the tail of the list corresponds to the least recently accessed one.
Whenever a memory reference is trapped, three operations will be performed on the list:
locating the corresponding tag in the LRU list, finding the LRU distance of the tag and
moving the tag to the head of the list. Since for a given machine, its physical memory
size is fixed, we can expedite the tag locating by pre-allocating all tags in a single array.
Given a physical frame number i, its corresponding tag can found in O(1) time: A[i], where
A denotes the array. For each guest OS, there is a head pointer that pointers to the first
node of its own LRU list. Figure 3.2 gives an example when two VMs are monitored. To
facilitate tag moving in LRU list, the list is doubly linked. In order to find the LRU distance
of some tag, it requires a linear search, which is an O(N) operation, where N is the size of
the linked list. Hence, the cost of finding the LRU distance dominates the overhead of each
update of LRU histogram.
Maintaining the LRU list at page level requires a large amount of space since each page
needs a tag in the list and each tag requires a counter in the histogram. To reduce the space
cost, we instead group every G consecutive pages as a unit and represent it by a tag. That
is, given a page number p, its corresponding tag is A[ pG ]. As a result, it not only reduces the
length of the linked list, but also shortens the average search time in finding LRU distance.
Let M be the number of physical pages, the length of the LRU list is N = MG . We call G the
granularity of tracking.
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Figure 3.2: An example of LRU lists
(All tags are organized as an array, A. The solid lines link the LRU list of V M1: node1, node4 and
node0; the dotted lines represent the list of V M2: node3, node2 and node5. For simplicity, a singly
linked list is drawn.)
Though a coarser tracking granularity may lead to less accurate estimation, in Section 3.5.1,
we show that when G is 32, the accuracy loss is negligible for the purpose of memory
balancing.
3.1.2 Overhead Analysis
The overall time cost of the LRU-based memory demand tracking scheme can be repre-
sented as
interception number× (page f ault handling time+LRU updating time)
For programs with very good locality or very small WSS, most linear searches for LRU
distance computing will hit near the head of the list. So the time spent on LRU updating
is relatively small. For example, for 401.bzip2 and 416.gamess, whose WSS is only
24 MB and 45 MB, respectively, their tracking overhead is only 3% and 1%, respectively.
However, for programs with average or poor locality, the overhead is significant. For in-
stance, for 429.mcf, whose average WSS is 859 MB, it execution time is slowed down
by 58 times when WSS tracking is applied. For the whole SPEC CPU 2006 benchmark
suite, the mean overhead is 173%.
To lower the overhead, we can either decrease the number of memory interceptions or
reduce the LRU updating time, or both. First, we design an AVL-tree-based LRU list,
which lowers the cost for each LRU updating from O(N) to O(logN), where N is the
number of tags in an LRU list. Secondly, we use a dynamic hot set sizing design to decrease
the number of interceptions. Thirdly, we present an intermittent memory tracking scheme,
which can temporarily turn off the whole memory tracking system. In Section 3.2, 3.3
and 3.4, we elaborate these three optimizations, respectively. Eventually, we lower the
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(a) Before (b) After
Figure 3.3: An example of AVL-based LRU list
(Before page e is visited, the LRU sequence is c,b,d,a, f ,e. Then, e is moved to the left-most
position, and then the tree is re-balanced. In-order traversal gives e,c,b,d,a, f .)
average overhead to 2% by combining the three optimizations.
3.2 AVL-Tree Based LRU Design
Though linked list is a common design to maintain the recency order of page accesses,
the LRU sequence can also be logically organized as a binary tree. For any tag, if its left
child has shorter LRU distance and its right child has longer LRU distance, then an in-order
traversal of the tree gives the same sequence as given by a linked list.
To facilitate finding out the LRU distance of a tag, each tag has a field, size, which counts
the size of the sub-tree rooted from itself. For example, in Figure 3.3, the numbers in the
square brackets are the values of the size fields of the nodes. For any tag x, its LRU distance
(LD) is calculated recursively by:
LD(x) =
{
0 x is nil
LD(ANC(x))+ size(LC(x))+1 x is not nil
in which functions size(x) and LC(x) denote the size of the sub-tree rooted as x and x’s left
child, respectively. Function ANC(x) returns either nil or the nearest ancestor of x such
that x is in its right sub-tree. For example, in Figure 3.3(a), ANC(c) is nil and ANC( f )
is a. Since function ANC walks up along the tree towards the root, for a balanced tree
with N nodes, the time cost of LD is O(logN). When an access to some physical page
is intercepted, its corresponding tag’s LRU distance is first computed and then the tag is
removed and inserted as the left most leaf. During the insertion or removing, at most all the
tag’s ancestors’ size fields need to be updated, which takes O(logN) time, the same cost
upper bound for tree re-balancing. As a result, the overall time cost is lowered to O(logN)),
while the space cost is still O(N).
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Figure 3.4: Hot set management. Suppose an access to physical page pa is trapped.
Then the permission in the corresponding PTE in page table PT1 is restored and the
address of the PTE is added to the PTE table. Next, pa is enqueued and pb is
dequeued. Use pb to index the PTE table and locate the PTE of page pb. The
permission in the PTE of page pb is revoked and page pb becomes cold.
3.3 Dynamic Hot Set Sizing
Trapping all memory accesses would incur prohibitive cost. Instead, we logically divide
all physical pages into two sets, a hot set and a cold set. Pages in the cold set are revoked
access permission and thus will be trapped, while pages in the hot set have normal access
permission. Initially, when a new page table is installed (e.g. when creating a new process),
all pages are cold . Later on, when an access to a cold page is trapped, after recording its
address, its permission is restored and it is moved to the hot set.
A hot set is implemented as an FIFO queue with limited size. It stores physical frame num-
bers (PFNs). Once the queue is full, the page referred to by the head entry is dequeued and
made cold again by revoking its access permission in the corresponding PTE. To facilitate
the PFN-to-PTE looking up, we introduce a PTE table, which stores the PFN-to-PTE map-
ping. The mapping is updated whenever an access is trapped. Occasionally, the PTE table
may contain a stale entry (e.g. the PTE is updated), which can be detected by comparing
the dequeued PFN and the actual PFN contained in the PTE. Figure 3.4 explains the whole
process with an example.
The hot set design can significantly reduce the number of page interceptions because of
program locality. Typically, a large portion of recent accesses go to a small set of pages.
However, for programs with poor locality, in order to have the same interception number,
it requires a larger hot set. Yang et al. adaptively change the size of hot set by monitoring
the overhead (60). The size of the hot set is increased until the overhead is decreased below
a preset threshold. We instead directly predict the locality from the shape of its miss ratio
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curve and then adjust the hot set size accordingly. Let m(x) be the function of the miss ratio
curve, where x is the miss ratio and m(x) is the corresponding memory size. A case of bad
locality occurs when all accesses are uniformly distributed, resulting in m(50%) = WSS2 .
We use α = m(50%)/WSS2 to quantify the locality. The smaller the value of α , the better
the locality. In our system, we use α ≥ 0.5 as an indicator of poor locality. When such a
situation is detected, we incrementally increase the size of hot set until α is lower than 0.5
or the hot set reaches a preset maximum size.
Usually, since the hot set size is far less than the WSS and minimum memory allocation
size of a VM, the accuracy loss of WSS estimation is allowable. However, we observe that
there exist some unusual cases where the working set size is less than the hot set size. In
these cases, as most memory accesses fall into the hot set, the LRU histogram appear more
flat and cause an overestimate of memory requirement.
One example is 171.swim. We use a precise instrumentation tool that is based on PIN (35)
to record every memory access of this program and then simulate the process of our LRU
monitoring with different hot set sizes. Figure 3.5 illustrates the miss rates (in solid lines
with respect to the left axes) and accumulated hits (in dashed lines with respect to the right
axes) for two hot sizes respectively. As Figure 3.5(a) shows, the predicted miss rates are
above 5% until memory size reaches around 71000 pages, which suggests a memory re-
quirement of 277 MB. However, when the hot set size is 0, from Figure 3.5(b), we can
observe that 12 pages of memory cover more than 95% memory accesses. And by com-
paring the accumulated hits, we can see that when the hot set size is 12, the VMM only
intercepts about 0.1% memory accesses. To avoid this problem, our solution is to use the
number of data TLB misses as an approximation of the number of memory page accesses.
We observe that, normally, the number of the TLB misses, Tm, is no more than 2 orders of
magnitude larger than the number of intercepted memory accesses, I. If Tm >> I, it implies
that there are a great number of memory accesses that are not intercepted by the system and
thus fall into the hot set. As long as such situation occurs, we can either reduce the hot set
size or correct the estimation result.
3.4 Intermittent Memory Tracking
Most programs show typical phasing behavior in terms of memory demands. Within a
phase, the working set size remains nearly constant. This inspired us to temporarily disable
memory tracking when the monitored program enters a stable phase and re-enable it when
a new phase is encountered. Through this approach, the overhead can be substantially
lowered. However, when memory tracking is off, the memory tracking mechanism itself is
unable to detect phase transitions anymore. Hence, an alternative phase detection method
is required to wake up memory tracking when it predicts a phase change.
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(a) Hot set size is 12
(b) Hot set size is 0
Figure 3.5: Miss ratio curve of 171.swim
We find that a sudden change of working set size tends be accompanied by sudden changes
of the occurrences of memory-related hardware events like TLB misses, L2 misses, and L1
accesses, etc. And when the working set size remains stable, the number of occurrences
of those events is relatively stable as well. Occurrences of these events can be monitored
through special registers built into most modern processors and be accessed with negligible
overhead. However, a key challenge is to effectively differentiate phase changes from
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random fluctuations. The remainder of this section will focus on our solutions to this
problem.
3.4.1 Selection of Events
There exist numerous memory-related hardware events in modern processors, such as
L1/L2 accesses/misses, TLB accesses/misses, and so on. Since a change of working set
size implies a change in memory access pattern at page level, it suggests that data TLB
(DTLB) misses would be a good candidate. L1 accesses and L2 misses may also be can-
didates for detecting phase changes of memory demands. For example, in Figure 3.6, it
shows the correlation between WSS and the occurrences of three events, L1 accesses, L2
misses and data TLB misses for four SPEC CPU 2006 programs. In these examples, the
three events are all closely correlated with WSS.
In addition, since some processors support counting multiple events simultaneously, a
phase change could be determined by multiples events and different policies. An aggres-
sive policy would determine a phase change only if all the events encounter phase changes.
This policy minimizes the time of memory tracking. On the contrary, a conservative policy
is sensitive to any possible phase changes. That is, if any of the events show phase changes,
it will turn on memory tracking. This policy maximizes the tracking accuracy. Beside, a
moderate voting policy decides a phase change only when the majority of the events show
phase changes. Without extensive experiments, it is difficult to conclude which events and
policy are the most appropriate ones. In Section 3.5.5.2, we compare the results of using
different events and policies.
3.4.2 Phase Detection
Previous studies rely on sophisticated signal processing techniques such as Fourier transfor-
mation or wavelet analysis (46, 47) to detect cache-level phases. Though these techniques
are able to effectively filter out noises and identify phase changes in off-line analysis, their
prohibitive costs make them inappropriate for on-line phase detection.
We propose a simple yet effective algorithm to detect behavior changes for both memory
demands and performance counters. First, a moving average filter is applied for signal de-
noising. Let vi denote the sampled value (memory demand or the number of occurrences of
some hardware event) during ith time interval. We pick f (i) = (vi + vi−1 + . . .+ vi−k+1)/k
as the filtering function to smooth the sampled values, in which k is the filtering parameter,
an empirical value. If the moving average filter has not been filled up with k data, it means
there is not enough information to make any decisions. So memory tracking is always
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Figure 3.6: Examples of WSS and performance events
The left Y-axes show the working set size (MB) and the right Y-axes show normalized occurrences
of the three events. Sampling interval is 3 seconds.
In Figure 3.6(a), the lines for L2 and DTLB misses overlap most of the time and the spikes of L1
accesses overlap with sudden drops of WSS as well.
turned on during this period. When enough data have been sampled, let v j be the current
sampled value and let fmean = mean({ f (x)|x ∈ ( j− k, j]}) , errr = f ( j)/ fmean and erra =
| f ( j)− fmean|. errr is the relative difference between the current sampled value (smoothed)
and the average of history data in the window and erra is the absolute difference between
the two. If errr ∈ [1−T,1+T], where T a small threshold of choice discussed later, we
assume the input signal is in a stable phase. Otherwise, we assume that a new phase is
encountered. In this case, all the data in the moving average filter is cleared so the data that
belong to the previous phase will not be used.
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Figure 3.7: Fixed-threshold IMT
3.4.2.1 Fixed-Threshold Phase Detection
T is the key parameter in IMT because it determines the accuracy and effectiveness of
phase detection. We first propose a scheme that uses a fixed value of T.
Figure 3.7 illustrates its organization. The phase detector on the top is based on the past
WSSs. It checks if the memory demands reach a stable state or not. If so, the WSS tracking
will be turned off. The phase detector at the bottom uses the occurrences of hardware events
that are collected by performance monitoring counters (PMCs) to check if a phase change
is seen or not. If yes, the WSS tracking will be woken up.
For stability test of memory demands, it can use a small T (0.05 in our evaluation) to avoid
accuracy loss. In addition, erra can also be used to guide memory tracking. For example, if
memory tracking is used for memory resource balancing at a MB granularity, then as long
as erra < 1MB, WSS can still be assumed in a stable state even if errr > T.
For phase detection of hardware performance events, an over-strict threshold may cause
memory tracking to be turned on unnecessarily and thus undermine its effectiveness. On
the other hand, if the threshold were too large, WSS changes would not be detected, which
results in inaccurate tracking results. Unfortunately, our experimental results show that,
for a given hardware event, the appropriate T may vary between programs or even vary
between phases for the same program.
One solution to find the appropriate value of T is by means of experiments. By trying
different T on an extensive set of programs, an empirical T can be found such that the aver-
age overhead can be lowered with a tolerable accuracy loss. However, for each individual
program, this T is not the optimal one.
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3.4.2.2 Adaptive-Threshold Phase Detection
To improve upon fixed-threshold phase detection, we propose a self-adaptive scheme which
adjusts T dynamically to achieve better performance. The key is to feed the current stability
of WSS back to the hardware performance phase detector to construct a closed-loop control
system, as illustrated in Figure 3.8. Initially, the PMC-based phase detector can use the
same threshold as used in fixed-threshold phase detection. When memory tracking is on, its
current stability is computed and compared with the PMC-based phase detector’s decision.
If both the results are consistent, nothing will be changed. If the current memory demand
is stable, while the PMC-based detector makes the opposite decision (errr > T), it implies
that the current threshold for PMC phase detection is too tight. As a result, its T is relaxed
to its current errr. Next time, with increased T, the PMC-based detector will most likely
find that the system enters a “stable” state and thus turn off memory tracking. On the
contrary, if the current memory demand is unstable, while the PMC-based phase detector
assumes a stable state, i.e. errr < T, it implies an over-relaxed threshold. Thus, its current
T is lowered to errr. In short, when the WSS is stable and memory tracking is on, it is only
because the PMC-based phase detector is overly sensitive. As a result, T will be increased
until PMC values are considered to be stable too. Then, memory tracking will be turned
off.
As long as WSS tracking is enabled, T is calibrated to make decisions that are consis-
tent with the stability of current WSS. However, when memory tracking is off, this self-
calibration is paused as well, which might miss the chance to tighten the threshold as it
should had memory tracking been on. To solve this problem, we introduce a checkpoint
design. When memory tracking has been turned off for ckpt consecutive sampling intervals,
it is woken up to check if T should be adjusted or not. If no adjustment is needed, it will
be turned off again until it reaches the next checkpoint or meets a new phase. In the ideal
case, memory tracking will be deactivated except for checkpointing. The value of ckpt is
adaptive. Initially, it is set to some pre-defined value ckptinit . Afterward, if no adjustment
is made in the previous checkpoint, it can be increased by some amount (ckptstep) until it
reaches a maximum value ckptmax. Whenever an adjustment is made, ckpt is restored to its
default value, ckptinit . In the ideal case, the ratio of the time that memory tracking is on to
the whole execution time, called up ratio, is nearly 1/ckptmax.
3.5 Experimental Evaluation
We use Xen 3.4 (9), an open source virtual machine monitor, as the base of our imple-
mentation. Xen’s code is modified to support our page access interception, working set
size estimation and performance monitor counter access. Each guest machine runs para-
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Figure 3.8: Adaptive-threshold IMT
virtualized 64-bit Linux 2.6.18, configured with 1 virtual CPU and assigned a dedicated
physical CPU core.
All experiments are performed on a server equipped with one 2.8 GHZ Intel Core i5 pro-
cessor (4 cores with HT enabled) and 8 GB of 800 MHz DDR2 memory.
To evaluate the accuracy of memory demand estimation, we design two micro kernel bench-
marks, random and mono. Both of the two benchmarks randomly visit a specified mem-
ory space of size S for a fixed number of iterations. The value S can be seen as its memory
demand during those iterations. In our experiments, we compare S against the estimated
memory demand to evaluate it accuracy. The behaviors of random and mono are similar
except for the way of how S is varied. In random, S is changed randomly among a pre-
specified range [low,high], while in mono, the size of S first increases monotonically from
low to high and then decreases monotonically from high to low.
We also use DaCapo (10) and SPEC CPU 2006 to measure overhead. DaCapo is a Java
benchmark suite that includes 10 real world applications with non-trivial memory require-
ment for some of them. We use JikesRVM 2.9.2 with the production configuration as the
Java virtual machine (4, 5, 7, 3). By default, the initial heap size is 50 MB and the maxi-
mum is 100 MB.
3.5.1 Tracking Granularity
In Section 3.1.1, we use a tracking granularity of G to construct the LRU histogram. The
choice of tracking unit size is a trade-off between estimation accuracy and monitoring
37
-30
-20
-10
 0
 10
 20
 30
1 2 4 8 16 32 64 128 256 512 1024
 100
 200
 300
 400
 500
 600
 700
 800
 900
 1000
e
st
im
at
io
n 
er
ro
r (
%)
tim
e 
(se
c)
tracking unit (pages)
error
histogram update
execution time
Figure 3.9: Relationship between tracking unit, accuracy and overhead
overhead. To find out the appropriate tracking unit size, we measure the execution time
and estimation accuracy for various tracking granularities from 1 page to 1024 pages. We
first run a program which constantly visits 100 MB of memory space. Therefore, its WSS
is known as 100 MB. During the program execution, estimations are reported periodically
and the highest and lowest values are recorded.
As illustrated by Figure 3.9, when G increases from 1 to 16, the overhead, which mainly
comes from the histogram updating operations, drops dramatically. However, when G
grows from 32 to 1024, there is no significant reduction in execution time while the esti-
mation error begins to rise dramatically. Figure 3.10 shows the total execution time for the
selected DaCapo and SPEC INT benchmarks with various tracking unit sizes†. As the fig-
ure shows, when G grows from 1 to 32, both the execution time and the histogram updating
overhead drop significantly, while the curves become flat when G≥ 32. Therefore, we use
32 pages as the LRU tracking granularity for the remaining evaluation.
†For some DaCapo programs, when tracking granularity is smaller than 4 pages, the excessive overhead
causes JVM unstable.
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3.5.2 OS-based Vs. LRU-based Memory Growth Estimation
We have implemented both the memory growth estimators discussed in Section 3.1: the OS
statistics-based and the LRU-based. We run random and mono with a range of [40,350]
MB on a VM with 214 MB memory allocation. Figure 3.11 shows the amount of memory
growth estimated by the two predictors. The OS-statistics based estimator follows the
memory usage change well. In both benchmarks, it tracks the memory allocation and
release in each phase as the curves go up and down in both benchmarks. The LRU-based
estimation changes slowly especially when swap usage drops. In the environments with
rapid memory usage changes like our benchmarks, the former one is more suitable. The
following experiments all use the OS statistics-based memory growth estimation.
3.5.3 Working Set Size Estimation
First, we run mono and random with a range of [40,170] MB. In this setting, no page
swapping occurs, so WSS can be derived from the physical memory LRU histogram di-
rectly. For comparison purpose, we also implement the sampling based estimation as
used in the VMware ESX server (sample size is 100 pages, interval is 30 seconds†). As
Figures 3.12(a) and 3.12(b) show, when memory usage increases, our predictor follows
closely. Due to the nature of the LRU histogram, it responds slowly to the decrease of mem-
ory demand as discussed before. The average error of the LRU-based and sampling-based
estimations is 13.46% and 74.36%, respectively, in random, and 5.78% and 99.16%, re-
spectively, in mono. The LRU-based prediction is a clear winner.
Figure 3.12(c) and 3.12(d) show the results when the WSS of both benchmarks varies from
40 MB to 350 MB. Now the WSS can be larger than the 214 MB memory allocation. In this
case, swap usage is involved in calculating the WSS. The sampling scheme cannot predict
WSS beyond the current host memory allocation, while the combination of LRU-histogram
and OS swap usage tracks the WSS well.
3.5.4 Effectiveness of Dynamic Hot Set Sizing and AVL-Tree Based
LRU List
To measure the effects of various techniques on lowering overhead, we first measure the
running time of SPEC 2006 and DaCapo benchmark suite without memory tracking as
the baseline performance. For SPEC CPU 2006, each program is measured individually.
While for DaCapo, each of them is run in alphabetic order and the total execution time is
†the same parameters as used in (54)
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Figure 3.12: WSS estimation
measured because some programs finish in several seconds, which is too short for IMT to
start working. Then we measure the running time of with memory tracking enabled, using
plain linked list LRU implementation, dynamic hot set sizing (DHS), AVL-tree based LRU
(ABL) implementation and the combination of the latter two, respectively.
Columns two to five of Table 3.1 list the normalized execution time against the baseline
setting. For the whole SPEC 2006 benchmark suite, the plain linked-list design incurs a
mean overhead of 173%. Using DHS and ABL separately, the mean overheads are lowered
to 39% and 43%, respectively. Applying DHS and ABL together, the mean overhead is
further reduced to 16%. When the memory working set size is small or the locality is good,
the advantage of ABL and DHS over the regular linked list implementation is not obvious.
However, for benchmarks with large WSS, the performance gain of them is prominent.
For example, in SPEC CPU 2006 suite, the top three programs with the largest WSSs are
459.GemsFDTD, 429.mcf and 410.bwaves, whose WSSs are 800 MB, 680 MB and
474 MB, respectively (22).
Using DHS and ABL together, the overhead against the linked-list setting is reduced by
69.8%, 98.7%, and 85.7%, respectively. For 483.xalancbmk, although its WSS is
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Table 3.1
Overhead reduction with DHS and ABL
Normalized Execution Time
Program Linked-List DHS ABL DHS+ABL
400.perlbench 1.54 1.28 1.07 1.05
401.bzip2 1.03 1.04 1.01 1.02
403.gcc 1.96 1.17 1.37 1.08
410.bwaves 3.30 2.81 1.30 1.33
416.gamess 1.01 1.01 1.01 1.01
429.mcf 59.16 9.07 3.21 1.75
433.milc 13.08 8.45 3.35 2.74
434.zeusmp 2.49 1.33 1.22 1.14
435.gromacs 1.01 1.01 1.00 1.00
436.cactusADM 1.20 1.12 1.08 1.09
437.leslie3d 2.68 1.01 1.37 1.00
444.namd 1.02 1.01 1.01 1.01
445.gobmk 1.07 1.02 1.02 1.02
447.dealII 1.34 1.09 1.17 1.03
450.soplex 3.16 1.27 1.43 1.13
453.povray 1.01 1.01 1.01 1.01
454.calculix 1.03 1.01 1.01 1.01
456.hmmer 1.01 1.01 1.01 1.01
458.sjeng 9.74 1.13 1.79 1.06
459.GemsFDTD 6.79 4.17 3.28 2.75
462.libquantum 7.89 1.02 1.29 1.02
464.h264ref 1.04 1.02 1.02 1.01
465.tonto 1.01 1.00 1.01 1.00
470.lbm 4.31 2.34 1.71 1.65
471.omnetpp 41.13 1.07 4.60 1.05
473.astar 15.77 1.02 2.92 1.01
481.wrf 1.18 1.12 1.12 1.13
482.sphinx3 1.03 1.01 1.02 1.02
483.xalancbmk 7.81 1.33 2.28 1.05
Mean (SPEC CPU 2006) 2.73 1.39 1.43 1.16
DaCapo 1.28 1.07 1.14 1.07
merely 28 MB, its poor locality leads to a 681% overhead under the linked-list design.
Replacing the linked-list LRU with the AVL-tree based LRU and applying DHS, its over-
head is cut to only 5%. However, even both ABL and DHS are enabled, for the whole
SPEC CPU 2006 benchmark suit, the mean overhead of 16% is still non-trivial.
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3.5.5 Evaluation of Intermittent Memory Tracking
The performance of intermittent memory tracking is evaluated by two metrics: (1) the
time it saves by turning off memory tracking, reflected by up ratio, and (2) the accuracy
loss due to temporary deactivation of memory tracking, indicated by mean relative error.
We first run each of the SPEC CPU 2006 benchmarks and sample the memory demands
and hardware performance counters every 3 seconds without intermittent memory tracking.
Then, we feed the trace results to the intermittent memory tracking algorithm to simulate
its operations. That is, given inputs {M0, . . . ,Mi} and {P0, . . . ,Pi}, the intermittent memory
tracking algorithm outputs mi, in which Mi and Pi are the i-th memory demand and i-th PMC
value sampled in the trace results, respectively, and mi is the estimated memory demand.
When the IMT algorithm indicates the activation of memory tracking, mi = Mi, otherwise,
mi =M j where j is the last time when memory tracking is on. Given a trace with n samples,
its mean relative error is computed as
MRE = (
n
∑
i=1
|Mi−mi|
Mi
)/n,
in which n is the number of samples.
3.5.5.1 Fixed-Threshold Vs. Adaptive-Threshold
To evaluate the performance of fixed and adaptive thresholds for IMT, we use a DTLB miss
as the hardware performance event for phase detection. For fixed thresholds, T varies from
0.05 to 0.3, two extreme ends of the spectrum. Table 3.2 shows the details.
Using fixed thresholds, when T = 0.05, memory tracking is off nearly three fourths of the
time with an MRE of about 6%. When T is increased to 0.3, memory tracking is activated
for only about one tenth of the time, while the MRE increases to 13%. With adaptive
thresholds, its up ratio is nearly the same as that of T = 0.3, while its mean relative error is
even smaller than that of T = 0.05. Clearly, the adaptive-threshold algorithm outperforms
the fixed-threshold algorithm.
Figures 3.13, 3.14 and 3.15 show the results of several cases using adaptive-threshold IMT.
The upper parts of each figure show the status of memory tracking: a high level means it is
enabled and a low level means it is disabled. In the bottom parts, thick lines and thin lines
plot the WSS and normalized data TLB misses from the traces (sampled without IMT),
respectively. Dotted lines plot the WSS assuming IMT is enabled. Figures 3.13(a) and
3.13(b) show two simple cases. Both WSS and DTLB misses are stable during the whole
execution except for a spike. Hence, most of the time, memory tracking is turned off except
for checkpointing. Figures 3.14 shows the typical cases where there are multiple phases
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Table 3.2
Up ratios and MREs of various fixed-thresholds and adaptive-threshold
Thresholds
T = .05 T = .10 T = .15 T = .20 T = .25 T = .30 Adaptive
Program U M U M U M U M U M U M U M
400.perlbench 47 7.5 33 11.9 20 16.2 19 16.7 19 16.7 19 17.1 29 3.1
401.bzip2 83 0.3 79 0.7 67 1.3 61 1.6 58 2.3 50 3.8 22 3.5
403.gcc 84 0.2 79 0.8 68 1.7 64 1.7 60 1.7 50 2.0 23 3.6
410.bwaves 46 2.0 44 2.2 44 2.2 42 1.2 40 1.4 34 1.9 13 4.5
416.gamess 26 1.7 2 4.5 2 4.5 2 4.5 2 4.5 2 4.5 6 0.9
429.mcf 52 2.5 39 4.2 35 10.3 32 14.6 29 35.2 24 62.1 23 38.7
433.milc 21 5.4 6 10.8 5 13.2 5 13.2 1 16.7 1 16.7 8 7.7
434.zeusmp 79 0.4 54 0.9 4 1.8 3 1.8 3 1.8 3 1.8 12 1.7
435.gromacs 13 0.5 4 1.1 4 1.1 4 1.1 4 1.1 4 1.1 8 0.2
436.cactusADM 7 11.4 5 9.5 4 8.6 3 8.3 3 8.3 3 8.3 8 1.5
437.leslie3d 5 0.9 2 1.6 2 1.6 2 1.6 2 1.6 2 1.6 6 0.3
444.namd 10 0.2 5 0.3 4 0.3 4 0.3 4 0.3 4 0.3 9 0.1
445.gobmk 59 0.4 14 1.2 5 2.1 5 2.1 4 2.1 4 2.1 9 0.8
447.dealII 98 0.0 97 0.0 96 0.0 98 0.0 95 0.1 87 1.0 50 3.9
450.soplex 18 4.1 18 4.1 13 8.3 13 8.4 13 8.4 13 8.4 16 3.7
453.povray 16 6.2 16 6.2 16 6.2 15 6.4 15 6.4 14 6.5 16 1.1
454.calculix 13 1.5 2 6.3 1 6.3 1 6.3 1 6.3 1 6.3 5 0.5
456.hmmer 22 5.4 2 74.0 2 74.0 2 74.0 2 74.0 2 74.0 13 3.5
458.sjeng 9 2.9 6 3.1 4 5.9 2 6.1 2 6.1 2 6.1 9 2.6
459.GemsFDTD 3 0.4 1 0.5 1 0.5 1 0.5 1 0.5 1 0.5 5 0.6
462.libquantum 4 0.0 3 0.2 3 0.2 3 0.2 3 0.2 3 0.3 7 0.2
464.h264ref 59 0.2 56 0.6 13 1.4 6 2.2 6 2.2 6 2.2 7 0.5
465.tonto 79 0.1 28 1.7 14 10.9 14 10.9 14 10.9 14 10.9 30 3.5
470.lbm 5 2.5 5 2.5 4 2.5 4 2.5 4 2.5 4 2.5 9 0.6
471.omnetpp 2 42.6 2 42.6 2 42.6 2 42.6 2 42.6 2 42.6 7 3.6
473.astar 15 0.4 12 0.4 13 0.6 11 0.9 10 1.7 10 1.7 8 1.0
481.wrf 24 1.7 17 1.9 5 6.1 5 2.8 5 2.8 5 1.1 7 0.5
482.sphinx3 29 0.4 4 5.1 4 5.1 4 5.1 3 5.2 3 5.2 8 0.5
483.xalancbmk 18 7.0 13 10.6 10 11.2 9 10.6 9 10.6 9 10.7 13 3.2
Mean 27 5.7 19 8.9 14 9.9 13 10.0 12 11.3 11 12.6 11 3.9
in terms of WSS and DTLB misses. 416.gamess (see Figure 3.15(a)) is an exception.
When examined from an overall scope, its WSS varies gradually. However, the WSS looks
more stable when examined from each small time window. This makes the program assume
that the WSS is in the stable mode and thus turns off memory tracking. Nonetheless, with
the checkpointing mechanism, the WSS variances are still captured. Figure 3.15(b) shows
that, though the WSS is stable most of the time, the DTLB miss fluctuates randomly. With
the adaptive algorithm, the noise is filtered by increased thresholds.
Overall, adaptive-threshold based IMT achieves an up ratio of 11.5% with MRE of 3.9%.
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Figure 3.13: Examples of using adaptive-thresholds IMT (simple cases)
With adaptive-threshold IMT, the mean MRE of all other programs except for 429.mcf is
merely 2%. For 429.mcf, as Figure 3.14(d) shows, most of the time, the WSS estimation
using IMT follows the one without using IMT. The high relative error is because its WSS
changes dramatically up to 9 times at the borders of phase transitions. Though after a short
delay, IMT detects the phase change and wakes up memory tracking, those exceptionally
high relative errors lead to a large MRE. More specifically, during 67% of its execution
time, the relative errors are below 4%, and during 84% of the time, the relative errors
remain within 10%.
3.5.5.2 Selection of Hardware Performance Events
In addition to the fixed/adaptive threshold algorithms, the other dimension of the design
space of IMT is the selection of hardware performance events. For comparison purpose,
three memory related events are traced simultaneously: DTLB misses, L1 references and
L2 misses. First, each of the events is used separately. Second, all combinations of these
events are tested with different phase identification policies. Table 3.3 lists the test results.
The first column lists the name of the monitored events and the letter in parentheses denotes
the adopted policy: “a”, “c” and “v” stand for the aggressive policy, the conservative policy
and the voting-based policy, respectively. (The details of each policy are discussed in
Section 3.4.1).
Interestingly, each of the single events and any combinations of them with the aggressive
policy achieve similar performance. The conservative policy gives the best accuracy. How-
ever, the up ratios are the highest too. When all three events are used, the voting policy
shows a moderate result. Since using more than one event does not boost performance
significantly, in the following experiments, we use only DTLB misses.
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Figure 3.14: Examples of using adaptive-thresholds IMT (common cases)
3.5.6 Overhead Revisited
As discussed in Section 3.5.4, using dynamic hot set sizing and AVL-based LRU to-
gether, the overhead for most programs is successfully lowered except for some programs
with large WSSs and/or bad locality. For example, for high-overhead programs, such as
429.mcf and 433.milc, the average WSSs are 859 MB and 334 MB, respectively.
In Table 3.1, we compare the normalized execution time of using AVL-based LRU plus
dynamic hot set sizing against the baseline setting. Now, in Table 3.4, we present the nor-
malized execution time when IMT is augmented, as well as the up ratios of IMT. For easy
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Figure 3.15: Examples of using adaptive-thresholds IMT (special cases)
Table 3.3
Effects of different hardware performance events and policies
Events and policies UR MRE
DTLB 0.115 0.039
L2 Miss 0.103 0.046
L1 Ref 0.118 0.041
DTLB+L1 (a) 0.114 0.031
DTLB+L1 (c) 0.185 0.016
DTLB+L2 (a) 0.102 0.044
DTLB+L2 (c) 0.179 0.017
L1+L2 (a) 0.106 0.041
L1+L2 (c) 0.177 0.020
DTLB+L1+L2 (a) 0.105 0.041
DTLB+L1+L2 (v) 0.137 0.025
DTLB+L1+L2 (c) 0.190 0.018
comparison, the results of ABL plus DHS are repeated in the second column of Table 3.4.
With the same setting, enhanced with IMT of fixed-threshold (T = 0.2), the mean overhead
of SPEC 2006 is lowered to merely 6%. Using adaptive-threshold IMT, the mean overhead
is further reduced to 2% by further cutting off half of the up time of memory tracking.
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3.6 Chapter Summary
In conclusion, combining the three optimizations: AVL-tree based LRU list, dynamic hot
set sizing and intermittent memory tracking, our LRU-based WSS estimation mechanism
achieves a mean overhead of 2% with only 4% accuracy loss, which means it can be practi-
cally used to guide memory resource balancing. Based on this low overhead, accurate WSS
estimator, we design a local and two global balancing schemes, which will be discussed in
the next two chapters, respectively.
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Table 3.4
Overhead reduction and up ratios of IMT
Program Normalized Execution Time Up Ratios
D+A D+A+IMT(f) D+A+IMT(a) IMT (f) IMT (a)
400.perlbench 1.05 1.00 1.02 0.22 0.11
401.bzip2 1.02 1.01 1.01 0.76 0.14
403.gcc 1.08 1.02 1.03 0.87 0.11
410.bwaves 1.33 1.19 1.02 0.56 0.15
416.gamess 1.01 1.00 1.00 0.18 0.09
429.mcf 1.75 1.41 1.04 0.72 0.37
433.milc 2.74 2.46 1.05 0.52 0.11
434.zeusmp 1.14 1.06 1.06 0.13 0.21
435.gromacs 1.00 1.00 0.99 0.13 0.10
436.cactusADM 1.09 1.00 1.02 0.14 0.15
437.leslie3d 1.00 1.00 1.00 0.13 0.10
444.namd 1.01 1.00 1.00 0.15 0.11
445.gobmk 1.02 1.01 1.01 0.38 0.10
447.dealII 1.03 1.02 1.01 0.87 0.11
450.soplex 1.13 1.01 1.10 0.49 0.21
453.povray 1.01 1.00 1.00 0.26 0.09
454.calculix 1.01 1.00 1.00 0.10 0.12
456.hmmer 1.01 1.00 1.01 0.25 0.09
458.sjeng 1.06 1.01 1.01 0.31 0.10
459.GemsFDTD 2.75 0.99 0.99 0.15 0.10
462.libquantum 1.02 1.00 1.01 0.15 0.10
464.h264ref 1.01 1.01 1.00 0.15 0.14
465.tonto 1.00 1.00 1.01 0.13 0.09
470.lbm 1.65 1.01 1.00 0.17 0.10
471.omnetpp 1.05 1.00 1.04 0.26 0.23
473.astar 1.01 1.01 1.00 0.51 0.13
481.wrf 1.13 1.00 1.00 0.13 0.09
482.sphinx3 1.02 1.00 1.00 0.14 0.09
483.xalancbmk 1.05 1.02 1.00 0.57 0.09
Mean of SPEC 2006 1.16 1.06 1.02 0.26 0.12
DaCapo 1.07 1.04 1.01 0.82 0.20
D: DHS, A: ABL, IMT(f): IMT with fixed-threshold of 0.2, IMT(a): IMT with adaptive-threshold
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Chapter 4
Local Memory Resource Balancing
With the LRU miss ratio curves of all VMs on a physical machine, we can dynamically
adjust each VM’s memory allocation size. We call this scheme local memory resource
balancing. In this chapter, we first present our memory resource balancing and arbitration
scheme in Section 4.1. When there is no sufficient physical memory to meet all VMs’
memory requirement, our arbitration algorithm is able to quickly find an allocation plan that
aims for the overall performance. Then, in Section 4.2, our experimental results show that
using local memory resource balancing, the overall performance is significantly improved
by up to 8.05 times.
4.1 Local Memory Resource Balancing And Arbitration
Once the working set sizes of all VM are estimated, the balancer needs to determine the
target allocation sizes for them. Assume that P is the size of all available host machine
memory when no guest is running, and V is the set of all VMs. For QoS purposes, each
VMi ∈V is given a lower bound of memory size Li. Let Ei =max(Li,WSSi) be the expected
memory size of VMi. When P ≥ ∑Ei, all VMs can be satisfied. We call the residue of
allocation (P−∑Ei) as bonus. The bonus can be spent flexibly. In our implementation,
we aggressively allocate the bonus to each VM proportionally according to Ei. That is
Ti = Ei +bonus× Ei∑Ei , where Ti is the final target memory allocation size.
When P < ∑Ei, at least one VM cannot be satisfied. Here we assume all VMs have the
same priority and the goal is to minimize system wide page misses. Let mrci(x) be the
miss ratio curve and nri be number of memory accesses in a recent epoch of VMi. Given a
memory size m, the number of page misses is missi(m) = mcri(m)×nri. The balancer tries
to find an allocation {Ti} such that ∑i∈V missi(Ti), the total penalty, is a minimum.
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Since ballooning (see Section 2.1.3) adjusts memory size on a page unit, a brute force
search takes nearly O(M|V |) time, where M is the maximum number of pages a VM can
get. We propose a quick approximation algorithm. For simplicity of discussion, we assume
that there are two VMs, VM1 and VM2, to balance. Choosing an increment/decrement
unit size S (S≥ G), the algorithm tentatively reduces the memory allocation of VM1 by S,
increases the allocation of VM2 by S, and calculates the total page misses of the two VMs
based on the miss ratio curves. We continue this step with increment/decrement strides of
2S, 3S, and so on, until the total page misses reach a local minimum. The algorithm then
repeats the above process but now reducing allocation of VM1 while increasing allocation
for VM2. It stops when it detects the other local minimum. The algorithm returns the
allocation plan based on the lower of the two minima. This algorithm can run recursively
when there are more than two VMs.
It is possible that the two minima are close to each other in terms of page misses but the
allocation plans can be quite different. For example, when two VMs are both eager for
memory, one minimum suggests 〈VM1 = 50MB,VM2 = 100MB〉 with total page misses of
1000, while the other one returns 〈VM1 = 100MB,VM2 = 50MB〉with total page misses of
1001. The first solution wins slightly, but the next time, the second one wins with a slightly
lower number of page misses and this phenomenon repeats. The memory adjustment will
cause the system to thrash and degrade the performance substantially. To prevent this, when
the total page misses of both minima are close (e.g. the difference is less than 10%), the
allocation plan that is closer to the current allocation is adopted.
It is also necessary to limit the extent of memory reclaiming. Reclaiming a significant
amount of memory may disturb the target VM because the inactive pages may not be ready
to be reclaimed instantly. So during each balancing, we limit the maximum reduction to
20% of its current memory size to let it shrink gradually.
4.2 Implementations And Experimental Results
In our implementation, the local balancer is written in Python and runs in domain-0, a
privileged guest domain. It communicates with hypervisor via hypercalls to acquire LRU
histograms and resize memory allocation. We set the balancing frequency as every 5 sec-
onds, an empirical value, which allows the WSS estimator to collect enough information
but not too long to miss optimizing opportunities.
To evaluate the effect of automatic memory resource balancing, we first start from balanc-
ing for two VMs, each runs different workloads. We evaluate various workload combina-
tions, including a simple scenario of CPU intensive + memory intensive workloads where
there is no memory contention, a workload combination of DaCapo and SPEC WEB that
has occasional memory competition, a combination of two memory intensive workloads
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and a case of workloads that have large WSSs. We then extend the number of participating
VMs from two to four with four different workloads, which represents a typical setting of
mixed workload.
In the following experiments, WSS tracking is optimized with adaptive IMT, AVL-tree
based LRU list and dynamic hot set sizing, except as described explicitly. We set the
lowest possible memory allocation of each VM to 120 MB. Without explicit specification,
in the following experiments, each VM is preallocated with 250 MB memory. Hence, with
this default memory allocation, a VM’s memory may vary from 120 MB to 250+(N−1)∗
(250−120) MB where N is the number of total VMs.
4.2.1 Balancing For Two VMs
4.2.1.1 CPU Intensive + Memory Intensive Workloads
Our evaluation starts with a simple scenario where memory resource contention is rare.
The workloads include the DaCapo benchmark suite and 186.crafty, a program with
intensive CPU usage but low memory load. On VM1, 186.crafty runs 12 iterations
followed by the DaCapo benchmark suite. Meanwhile, on VM2, the DaCapo suite runs
first, followed by the same number of iterations of 186.crafty.
Figure 4.1(a) displays the actual allocated memory size and expected memory size on both
VMs respectively. Note that the VM running 186.crafty gradually gives up its memory
to the other VM. When both VMs are running 186.crafty, bonus is gradually allocated
to the two VMs.
To show the performance that an ideal memory balancer could deliver, we measure the
best case performance on two VMs, each with 380 MB fixed memory, the peak memory
allocation that a VM could own during balancing.
Table 4.1 lists the number of major page faults and execution time for both VMs. With
memory balancing, the number of total major faults is reduced by a factor of 25.
Figures 4.1(b) and 4.1(c) show the execution time of each benchmark in the three settings
respectively: baseline, best case, and balancing. With memory balancing, the performance
of 186.crafty is nearly the same, but DaCapo gains a speedup of 11 and 8.3 on the two
hosts, respectively. Most notable improvements are from Eclipse and Xalan, whose
average execution time on the two VMs is cut into 1/18 and 1/32, respectively. These two
benchmarks require around 350 MB memory, resulting in a large number of page faults
without memory balancing. Eventually, using memory balancing, it achieves an overall
speedup of the two VMs of 8.05.
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Table 4.1
Major page faults and execution time
Baseline Balancing Best
VM1 VM2 VM1 VM2 VM1 VM2
Major page faults 158,810 110,965 4,102 6,499 1,428 538
Execution time (DaCapo) 1,619 1,267 147 153 127 110
Execution time (186.crafty) 32.5 32.5 32.7 32.9 32.5 32.7
The execution time is measured in seconds. For 186.crafty, the mean execution time of 12
iterations is listed.
4.2.1.2 DaCapo + SPEC Web
We then evaluate its performance for a more balanced workload combination: running Da-
Capo on VM1 and running SPEC Web 2005 on VM2. Compared with 186.crafty, the
SPEC Web 2005 benchmark suite requires more memory resources, which results in mod-
erate memory competition with DaCapo. It includes three web applications: Banking,
Ecommerce and Support.
Figure 4.2 shows the allocated memory and expected memory for both VMs and the exe-
cution of DaCapo and SPEC Web. With balancing, though the performance of Banking
degrades by 9.1%, DaCapo on VM1 gains a significant speedup of 6.39 and Support
on VM2 shows an improvement of 9%, and the performance of Ecommerce is almost
unaffected.
4.2.1.3 Memory Intensive + Memory Intensive Workloads
The challenging cases for memory balancing are the ones with frequent memory con-
tention. We run the DaCapo benchmark suite on two VMs at the same time but the pro-
grams are executed in different orders: VM1 runs each program in alphabetical order while
VM2 runs them in the reversed order (denoted as DaCapo’). Note that Eclipse and
Xalan require about 300 MB memory and Eclipse takes about half of the total execu-
tion time. When the execution of two occurrences of Eclipse overlaps, memory resource
contention happens.
Figures4.3(a) and 4.3(b) compare the execution time with and without memory balancing,
and Figure 4.3(c) shows the memory allocation with balancing during the execution. With-
out balancing, the number of major page faults of the two VMs is 175,797 and 835,667,
respectively. After applying balancing, it is lowered to 51,348 and 260,205, respectively,
which leads to a speed up of 3.31 and 3.79, respectively.
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Figure 4.1: Local memory resource balancing: DaCapo + 186.crafty. For
readability, in Fig. 4.1(a), only a few program names of DaCapo are labeled.
Fig. 4.1(b) and 4.1(c) show the complete program names in the order of execution.
4.2.1.4 Workloads With Large WSSes
To evaluate the performance impacts of the overhead of WSS tracking on memory balanc-
ing, we select two workloads with large WSSes because the overhead of WSS tracking is
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Figure 4.2: DaCapo + SPEC Web
directly related with the WSS of the monitored program. We use two benchmarks of SPEC
CPU 2006: 470.lbm and 433.milc. The average WSS of them is 680 MB and 402
MB, respectively (22).
Initially, each VM is allocated with 700 MB of memory. VM1 runs 470.lbm, and VM2
runs 433.milc at the same time. We also compare the balancing results without using
IMT, using IMT of fixed threshold of 0.2 and using IMT with adaptive threshold. Figure 4.4
shows the normalized speedups with memory balancing against the baseline setting, mem-
ory allocations and WSS tracking status.
When balanced without using IMT, the performance of 470.lbm degrades by 10% due
to the overhead of memory tracking, while the performance of 433.milc is boosted by
2 times due to the extra memory it gets from the other VM. Using IMT, the performance
impact of memory tracking on 470.lbm is lowered to 4%. For 433.milc, with fixed-
threshold IMT, its speedup is increased from 2.96 to 3.06. Using adaptive-threshold IMT,
its speedup is further increased to 3.56. The overall speedups of balancing without IMT,
with fixed-threshold IMT and adaptive-threshold IMT are 1.63, 1.72 and 1.85.
4.2.2 Mixed Workloads Of Four VMs
To simulate a more realistic setting in which multiple VMs are hosted and diverse applica-
tions are deployed, four VMs are created and different workloads are assigned to each of
them. VM1 runs the DaCapo suite, VM2 runs the DaCapo suite in reverse order (as in Sec-
tion 4.2.1.3), VM3 runs 186.crafty for 12 iterations, and VM4 runs SPEC Web 2005.
As shown in Figure 4.5, with memory balancing, the performance of DaCapo and DaCapo’
are boosted by a factor of 8.17 and 10.72, respectively, with the cost of a 70% slowdown
for Banking. The performance of 186.crafty and Ecommerce are slightly impacted
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Figure 4.3: DaCapo + DaCapo’
by 3% and 5%. The overall mean speedup of using memory balancing is 1.72.
Although the results are impressive in terms of the overall performance metric, QoS might
be desirable in real applications for a performance-critical VM. A naive solution to guar-
antee the performance is to increase its lower bound on memory size. Alternatively, by as-
signing more weight or higher priority to the VM during arbitration, similar effects should
be acquired. In this case, to improve the performance of SPEC Web HTTP services on
VM4, we set the weight of the miss penalty of VM4 as 20 times of the rest of the VMs. As
displayed in Figure 4.5, after priority adjustment, Banking only loses 9% performance,
while the significant performance improvement of the VMs of DaCapo is still maintained.
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Figure 4.4: Memory balancing of 470.lbm and 433.milc
(A: AVL-Tree based LRU list, D: dynamic hot set sizing, I f : fixed-threshold IMT, Ia:
adaptive-threshold IMT)
 0
 2
 4
 6
 8
 10
 12
DaCapo DaCapo’ Banking Ecommerce Support 186.crafty
N
o
rm
a
liz
e
d
 P
e
rf
o
rm
a
n
c
e
Baseline
Balanced
Balanced (QoS)
Figure 4.5: Performance comparison: DaCapo + DaCaPo’ + 186.crafty + SPEC
Web
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4.3 Chapter Summary
As demonstrated by the experimental results, based on the WSS tracking scheme, our local
memory resource balancer can effectively improve overall system performance. Even for
the case with heavy memory resource competition, our arbitration algorithm still boosts the
overall performance by a factor of 3. And for programs with large working set sizes, the
experimental results show that the WSS tracking scheme is able to guide memory balancing
with low cost and eventually boots the overall performance by 1.85 times.
The 4-VM setting shows that our balancing algorithm can balance memory resources for
multiple virtual machines. To achieve better overall performance, the algorithm may sac-
rifice the performance of some VMs, but after applying higher priority to important VMs,
the quality of service of those VMs can be guaranteed.
Though the local balancing scheme improves the memory utilization of a single host, per-
formance penalty still exists when the total memory demand of all VMs exceeds the host’s
available physical memory or a spike of memory demand occurs. In the next chapter, we
will present two global balancing techniques that address these problems.
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Chapter 5
Global Memory Resource Balancing
In the previous chapter, we present our local memory resource balancing design for an in-
dividual host. However, for VM farms in a data center or a cloud computing infrastructure,
memory resource imbalance may exist among multiple physical machines. Commonly, in
a virtualized data center, all physical machines are interconnected with a fast network and
all VMs run on a shared storage. Contrast to the memory resources on a single machine
that are referred as local memory resources, we call the memory resources of all machines
in this computing environment as global memory resources.
In this chapter, we introduce two balancing schemes, live migration based balancing and
remote caching based balancing to improve global memory resource utilization.
5.1 Live Migration Based Global Balancing
Live migration enables moving one VM between two hosts by transferring its memory
states from its original host to the destination host. When one host suffers from insuffi-
cient physical memory, we can migrating one or more VMs to other hosts with sufficient
idle memory to relieve the memory pressure of the original host and improve the overall
memory resource utilization.
Unfortunately, the cost of live migration is so high that without a wise migration policy it
may cause a backfire. In addition, the decisions of target host and migration candidate play
an important role as well. This decision process is similar to the decision of an OS job
scheduler that moves processes among hosts (50, 23). The decision framework of the OS
scheduler consists of three policies, an information policy, a transfer policy, and a place-
ment policy. We apply the same framework to VM-migration based memory balancing.
The information policy determines when to initiate migration, the transfer policy decides
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which VM will be migrated out, and the placement policy selects the target host for migra-
tion. The following subsections address these three policies respectively.
5.1.1 Information Policy
When the total memory resources on a host become insufficient, the performance of one
or more VMs will degrade significantly. Under this circumstance, there are two decision
choices: migration to release the memory pressure of the whole host or balancing memory
locally to minimize the overall penalty. If the memory pressure only lasts for a short period,
local balancing is preferred because the time spent on migration may not pay off the benefits
brought by the extra memory it receives. On the other hand, if the memory pressure sustains
for a long period, the earlier to migrate, the more performance is gained. Unfortunately,
without a priori knowledge of a system’s memory demand trend, it can barely make the
optimal decision.
We find this decision problem is similar to the classical ski-rental or rent/buy problem (45):
a skier needs to decide to rent skis or buy a pair of new. With the perfect a priori knowledge
that he knows he will ski n times, the optimal decision is obvious. If n ∗ r ≤ b, where
r is the rental cost each time and b is the cost of a pair of new skis, he will rent every
time. Otherwise, he will buy at the first time he skis. However, without knowing the n
beforehand, it is unlikely to make an optimal solution. Suppose the skier decides to buy a
pair of skis before his i-th skiing, then if n < db
r
e, he pays b−r∗i
r∗i more than then optimal
choice. That is, the earlier hey buys, the more he pays. But if n >= db
r
e, then the result
is reversed. The known best deterministic algorithm is the break-even algorithm where
the skier should buy immediately if his accumulated rental cost is equal to b (31). This
algorithm guarantees that his spending will be bounded by two times the optimal cost. A
more aggressive algorithm randomly selects the i (i < db
r
e) to buy the skies (32).
Karlin et al. apply the break-even algorithm to snoopy cache (31), in which the problem
is whether a dirty cache line should be retained or discarded for a snoopy cache. Romer et
al. (43) use the similar idea to strike a balance between the cost of constructing a superpage
and the benefits it brings to reduce TLB misses. Karlin et al. also present the randomized
algorithm for the snoopy caching problem(32). We can inherit the ideas of the strategies
to make a decision about whether to start migration or just retain the current state. Once
memory pressure is detected, we first assume a victim VM would be migrated and estimate
its migration time (denoted as EMT ). We then predict the trend of that host’s memory
demand during the period of [now,now+EMT ]. The migration decision will be made if:
(1) when the host has already suffering from memory pressure for at least EMT/2 and (2)
during the future EMT/2 period the memory pressure is still predicted to exist. We use
the threshold, EMT/2, instead of the break-even value of EMT is because the prediction
mechanism may increase the confidence of the decision making and thus allow a more
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aggressive threshold. The prediction is performed using the memory demand in the most
recent EMT/2 time. If a descending trend is detected, we can assume that the demand
peak has passed.
5.1.1.1 Online Memory Demand Prediction
Migration time of a VM is a relative long period. The memory demand of the VM can
change during this period. If the predictor finds the memory demand will go down, it can
choose not to migrate, expecting that the local memory might become sufficient. We design
an effective online linear regression model to predict the trend of memory demand in the
next period. The memory demand of next period is β · time+ ε where the coefficients β
and ε are determined by linear fitting on the recent historic sample data. If the memory
demand trend changes its direction, or in other words, we encounter a break point, we need
to start a new linear function. We introduce a break point detection mechanism into our
predictor. If a break point is detected in the historic data window, only the data after the
break point will be used for linear fitting. Though various break point detection strategies
have been suggested (8, 25, 62), we instead employ a quick and simple method to avoid
high computing overhead. Let c1,c2, . . . ,cn be the n most recent historic data, in which
c1 is the oldest datum and cn is the most recent datum. Starting from cn, for each two
consecutive data, we compute the slopes respectively. If the current slope, for example, the
slope between ci and ci−1, differs from its previous slope by some preset threshold, it is
identified as a break point and only data from ci will be used for linear fitting.
5.1.1.2 Live Migration Time Estimation
Classical pre-copy live migration algorithm transfers memory pages iteratively (15). The
pages that are written during the current iteration will be re-transferred in the next iteration.
The whole process stops until the number of remaining pages is small enough or the number
of iterations reaches some preset limit. The duration of live migration is mainly determined
by network throughput, memory size and page dirty rate.
Assume that the network bandwidth does not vary much among iterations and between the
time of estimation and the time of actual migration. Then, we only need to estimate the
number of iterations and pages to be transferred in each of the iterations, which largely
depend on the page dirty rate. Fortunately, our memory monitoring mechanism can be
easily extended to collect page dirty rate by checking if the intercepted page access is a
write or not. The dirty rate is derived from the number of intercepted writes within the
sampling interval of the local balancer.
Given the number of pages allocated to the VM (denoted as M), available network band-
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width (denoted as n) and the most recent page dirty rate (denoted as w), the following
algorithm emulates the migration process and computes the estimated migration time iter-
atively:
Algorithm 1 Migration time estimation
p←M {p is number of pages to be sent in each iteration. Initially, all pages are sent}
emt← 0 {estimated migration time}
c← 0 {iteration counter}
repeat
t← p
n
{ time needed to send pages in this iteration}
emt← emt + t
p← t×w {number of pages written during sending}
c← c+1
until p < P or c >C {P,C are VMM specific thresholds to terminate iteratively transfer-
ring}
emt← emt + p
n
{add the time of sending the last batch of pages}
return emt
Our experiments show that the mean estimation error is 8.34%. The details are presented
in Section 5.3.1.1.
5.1.2 Transfer Policy
A prerequisite for a migration candidate is that there exists at least one target machine that
has sufficient idle memory to host it. To decide the victim VM, several metrics can be
applied. To minimize migration time, a fastest-migration criterion prefers the VM with
shortest estimated migration time.
Alternatively, we can apply fastest-increasing criterion, which favors the VM with highest
increasing rate of memory demand. This policy along with the largest placement policy,
tries to prevent memory shortage in the future. In our implementation, we use fastest-
migration policy.
5.1.3 Placement Policy
Once the VM to be migrated is selected, all hosts with at least the same amount of free
memory as the current allocation of the victim VM are considered. Note that the idle mem-
ory in the destination host can be obtained through local balancing there. Various criteria
can be designed to choose one of the candidates as the destination host. For example, a
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largest criterion chooses the host with the most free memory resources. And a fastest se-
lects the one with the fastest computing capability (e.g. fastest CPU). In our system, we
adopt the largest criterion.
5.2 Remote Caching
Remote caching can be used to alleviate transient memory overloads. When a memory
overload only persists for a short while, using live migration may damage the performance
and relying on the local balancer may still result in page swapping due to delayed response
or insufficient total physical memory. In this circumstance, directing the slow disk I/Os to
network I/Os can alleviate the performance penalty. Besides, even if the memory overload
sustains long enough for migration but there is no hosts that have enough free memory to
hold a VM, remote caching may still be used.
We adopt a cache-style design instead of a memory server design that completely replaces
the whole swap device because the amount of free memory space that is used for remote
caching varies dynamically. In this section, we present our remote caching design, which
is mainly based on the work of Chen et al. (14).
5.2.1 Overview
The remote caching system follows the typical client/server design. The host that maintains
a page pool and provides cache service to multiple clients is called cache server. The host
that uses cache service is referred as cache client. The client and server communicates via
TCP socket. On client side, disk I/Os from the guest OS to its virtual disks are intercepted
by the VMM and a cache proxy inside the VMM initiates caches requests to the server and
receives data if it is a cache hit. If the request misses from the cache, it falls to the normal
disk I/O operations. Figure 5.1 illustrates the basic design. Note that, the cache server can
serve multiple clients and its capacity is managed by the local memory balancer on that
host.
5.2.2 Cache Client Design
The cache client works as a proxy that directs read requests to the remote server, receives
hit data, sends new data blocks and notifies the server to invalidate data blocks.
To guarantee system reliability, the cache adopts a write-through policy to prevent the data
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Figure 5.1: Overview of remote caching
loss in case of abnormal server down. When a write request is intercepted, the cache proxy
transfers the data to disk and remote cache in parallel.
When a read request is intercepted, the disk ID and sector number are used as a key and
sent to the server. If the server returns a hit alone with the corresponding data, the data is
then copied to the memory location just as the disk read routine does. If the server returns
a miss, the cache proxy then calls the disk read routine to complete the read request.
In our design, we do not maintain a local index inside the cache proxy as originally pro-
posed by Chen et al. (14) because:
1. if the request is a hit, querying the local proxy adds overhead;
2. if the request is a miss, compared with the slow disk operations, the network overhead
is negligible;
3. it eliminates the cost to update local index;
4. it is more efficient when the server employs a global cache that is shared by all its
clients. For such a cache server, the cache share of each client is dynamic. Thus,
synchronizing the global index and each client’s local index would be costly and
complicated.
Since the remote cache is designed to address short periods of memory insufficiency, page
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swapping is supposed to be sporadic. Hence, we let a client always direct the I/Os to the
server even if the capacity of the cache is very small.
5.2.3 Remote Cache Design
In the cache server, it maintains a page pool array, denoted as pool[n], a hash map, denoted
as H, a tag array, denoted as tag[n], an LRU list and a free list, where n is the number
of pages of the cache. The page pool stores the cache content and is shared by all the
clients of the server. Each page in the page pool corresponds to a tag, which is linked by
the LRU list. Given a read request of key k, if it is found in the hash map, the hash map
returns its index H(k). The corresponding content and tag can be located in pool[H(k)] and
tag[H(k)], respectively. After transferring the page content to the client, tag[H(k)] is move
to the head of the LRU list and if the cache is full, the tag at the tail of the LRU list and its
corresponding page are evicted.
When the server receives an allocation request, if first searches a free tag from the free list.
If one is found, it is moved to the tail of the LRU list and the corresponding page is used to
store the content. Otherwise, the page that corresponds to the tag at the tail of the LRU list
is reclaimed. Finally, the hash map is updated.
To expand the cache size, both the page pool and tag array are enlarged. The newly added
tags are appended to the free list. To shrink the cache size, it first reclaims from the free
list. If there is no sufficient free space, it evicts the cache entries from the tail of the LRU
list until the page pool reaches the specified size. The hash map is updated as well to reflect
the eviction.
5.2.4 Manage Cache Size
When cooperating with local memory balancer, a naive approach is to allocate all its free
memory to the cache server and when the host is under memory pressure, it reclaims re-
quired memory from the cache. However, allocating all the free memory may impact its
local performance because when the VMs need more memory, it has to first reclaim from
cache and then allocate them to the VMs, which increases the response time of the local
balancer. Similarly, if a spike of memory demand on the local host occurs, reclaiming all
the needed memory from the cache is unwise.
In our design, we take a simple heuristic approach. That is, in each balancing interval, we
only increase the cache size by half of the available memory or decrease its size by at most
half.
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Table 5.1
Migration time estimation
VM Mem (MB) Program EMT (sec) Actual (sec)
214 Eclipse 3.14 3.38
214 186.crafty 1.90 2.42
500 Eclipse 5.65 6.31
500 JBB (8 wh) 5.73 5.46
1200 JBB (8 wh) 64.37 68.97
1200 186.crafty 13.25 12.71
5.3 Experimental Results
Based on the experimental settings described in Section 4.2, we add a machine as the global
memory balancing arbitrator. Besides, a communication component runs on each host,
sending its local information to the global balancer and receiving migration commands.
We first evaluate the effectiveness of migration-based global balancing, followed by cache-
based balancing and their combination.
5.3.1 Evaluation of Migration Based Global Balancing
As discussed in Section 5.1.1, migration time estimation plays an important role in migra-
tion decision. In this section, we first evaluate the accuracy of migration time estimation.
Then, we design various scenarios to evaluate the effect of migration based global memory
balancing.
5.3.1.1 Accuracy of Migration Time Estimation
We evaluate the accuracy of migration time estimation with different memory allocation
sizes and different types of benchmarks. First of all, a VM is configured with three different
memory allocation sizes, 214 MB, 500 MB, and 1200 MB, that represent low, medium and
high memory allocation, respectively. Then, for each memory allocation size, we run two
of the three programs 186.crafty from SPEC CPU 2000, Eclipse from DaCapo
suite and SPEC JBB 2005. 186.crafty has few memory writes. Eclipse and SPEC
JBB (configured with 8 warehouses) represent the programs with moderate page dirty rate.
Table 5.1 lists the testing results.
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As the experimental results reveal, when the memory size is no more than 500 MB, the mi-
gration time is proportional to the VM’s allocated memory size. However, when the VM’s
memory size increases to 1200 MB, memory write activities significantly affect migration
time. For the VM that runs 186.crafty, its migration time is still proportional to its
memory size. When it runs SPEC JBB, its migration time increases by 4 times though the
memory size is just roughly doubled. Our algorithm is able to catch this behavior accu-
rately. The mean error is 8.34%, which is sufficient to support a heuristic-based migration
decision.
5.3.1.2 Using Migration For Global Memory Balancing
We create five types of experiments to simulate different scenarios which cover both simple
cases and complicated situations.
5.3.1.2.1 Scenario 1: Short Burst of Memory Demand In real situation, it is not un-
common to experience a short surge of memory demand. Depending on the length of the
period the surge lasts, different balancing policies may respond differently and eventually
bring different performance. To study the performance impacts of various spike lengths
and balancing policies, we run SPEC JBB with 3, 12, and 3 warehouses alternatively. With
this setting, we create a memory demand burst when the warehouse number is 12. This
running pattern is denoted as A−B−A. Let phase A last for 120 seconds, and B last for
15, 30, 60 and 90 seconds, respectively, to simulate different lengths of spikes. We use two
machines, M1 and M2. M1 and M2 are limited to use 800 MB and 1200 MB of memory for
all its VMs, respectively. Initially, M1 hosts one VM that runs the SPEC JBB and M2 is
initially idle as a potential migration destination.
We compare our migration cost based algorithm (denoted as CS) that is discussed in 5.1.1
with two other strategies: immediate migration, denoted as IM, which immediately initi-
ates migration once memory is insufficient and tolerating strategy, denoted as TS, which
always tolerates memory demand burst. These two strategies represent the two ends of the
spectrum of migration decision, respectively.
Figure 5.2 illustrates the normalized throughputs of phase B against the tolerating strategy.
When phase B lasts for 15 seconds, only with IM, the VM is migrated to M2. In this case,
the throughput of using migration is merely one sixth of that of non-migration.
On the contrary, when phase B lasts for 60 seconds, IM wins. Using CS, migration is initi-
ated but after about 14 seconds, a half of the estimated migration time, since the memory
pressure starts, which leads to a 25% performance loss compared to IM. Nonetheless, the
performance loss of CS is roughly half of that of tolerating strategy, which is 53%. The
results are similarly when phase B lasts for 90 seconds. In other words, in these cases, the
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Figure 5.2: Performance of SPEC JBB with 12 warehouses using migration
performance of our cost based heuristic policy is just at the mid-point between the best and
worst cases, meeting the criterion of our heuristic algorithm.
When phase B lasts for 30, migration occurs for both IM and CS and the performance of
TS is slightly better than that of migration.
This experiment reveals that fixed policies like IM and TS can achieve optimal perfor-
mance in some cases but can also lead to the worst performance in other cases, while CS,
which uses dynamic information, can achieve a near optimal performance or a performance
within a range of the optimal. In the following experiments, we always uses the cost based
heuristic policy (CS).
5.3.1.2.2 Scenario 2: Balancing Two VMs This is a simple case in which one ma-
chine hosts two VMs, and during execution, one VM’s memory requirement increases and
exceeds the total available memory on the host.
We let machine M1 hosts two VMs, one runs 186.crafty, the other runs DaCapo bench-
mark suite. Each host is configured to use at most 500 MB of memory for all guests. Ini-
tially, M1 hosts two VMs, which evenly share the 500 MB of memory, and M2 hosts no
VM. We set the baseline case as the execution time with fixed 250 MB of memory without
memory usage monitoring and memory balancing. For comparison, we also measure the
performance using local-only memory balancing.
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Figure 5.3: Performance comparison: DaCapo and 186.crafty
Figure 5.3 shows the normalized speedups against the baseline case. Though local memory
balancing improves the overall performance by 12%, using migration can further improve
it to 19%. Most performance gain is from migrating Eclipse in DaCapo which enjoys
the large available physical memory on M2 after migration.
5.3.1.2.3 Scenario 3: Balancing Two VMs with Long Migration Time As shown
in Section 5.3.1.1, when a VM’s memory allocation size is large and its memory activity
is intensive, the migration time may be significant. To measure how migration affects
performance, we let machine M1 and M2 use 1600 MB and 800 MB of maximum memory
for their VMs respectively. M1 hosts two VMs, VM1 and VM2, each of which is assigned
with 800 MB of memory by default. V M1 runs JBB with variable number of warehouses
(1-8-1), and VM2 runs JBB constantly with 8 warehouses.
When the VMs start to run, the local memory balancer gradually reclaims unused memory
from VM1 and assigns them to VM2. Later on, when V M1 reaches 8-warehouse stage,
the total memory requirements on the machine exceed 1600 MB. Since V M1’s memory is
previously reduced to 140 MB when its warehouse number is 1, the global balancer selects
V M1 for its shorter EMT and migrates it to M2, which takes 20 seconds to finish. After that,
both VMs can use the memory on their hosts exclusively. Table 5.2 lists the normalized
speedups based on throughput against the baseline case (fixed 800 MB memory allocation
for each VM, no memory monitoring). Using global balancing, the overall throughput
improvement is 10%. Using local-only balancing, the overall improvement is merely 2%.
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Table 5.2
Speedups of SPEC JBB
Speedups
VM Warehouses Local balance Local balance + migration
1
1 1.06 0.99
8 0.95 0.92
1 1.01 1.10
2 8 1.08 1.45
Mean 1.02 1.10
5.3.1.2.4 Scenario 4: Balancing Six VMs / Two Hosts In this scenario, we simulate
a more complex situation. We still use 2 machines: M1 and M2. Instead of letting one
machine be idle, both machines host 3 VMs and each VM runs different workloads. On
M1, SPEC Web, 4 SPEC 2000 Integer programs (175.gcc, 176.vpr, 197.parser,
300.twolf) and DaCapo suite are run on the three VMs respectively. On M2, the
three VMs run 6 SPEC 2000 FP programs (172.mgrid, 177.mesa, 178.galgel,
179.art, 183.equake, 200.sixtrack), SPEC JBB, and 186.crafty, respec-
tively. The number of warehouses of SPEC JBB increases from 1 to 4 evenly. DaCapo runs
for 3 iterations and 186.crafty runs for 24 iterations. Initially, all the six VMs are equally
allocated with 250 MB of memory. These workloads are selected such that they have var-
ious memory usage patterns and take nearly the same time to finish without balancing. In
this situation, there is no free memory without actively reclaiming unused memory through
local balancing.
Table 5.3 presents the speedups for both local-only and global balancing against the base-
line setting (250 MB fixed memory allocation for each VM). In this setting, since JBB
requires a significant amount of memory, when 186.crafty is migrated from M2 to M1,
JBB receives more memory and achieves a speedup of 2.65. Compared with local balanc-
ing only, combining with migration brings 16% extra speedup.
5.3.1.2.5 Scenario 5: Balancing Six VMs / Three Hosts To further evaluate the per-
formance of global balancer, we introduce a third machine into our experimental system.
Machine 1 and 2 are the same ones as used in previous scenarios. Machine 3 is equipped
with one Intel Core i7 processor and 8 GB of 800 MHz DDR2 memory. Initially, Each
machine hosts two VMs and each VM is allocated with 214 MB of memory. We limit each
host to use only 428 MB of memory in total for all its VMs.
The workload on each VM is listed in Table 5.4, as well as the speedups for both local-only
and global balancing against baseline setting (fixed 214 MB memory allocation for each
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Table 5.3
Speedups of using migration for 6 VMs on 2 hosts
VM Program Local balance Local balance + migration
1 SPEC Web 1.140 1.195
2 SPEC INT 0.817 0.881
3 DaCapo 3.506 2.900
4 SPEC FP 0.975 0.868
5 SPEC JBB 1.148 2.917
6 186.crafty 1.000 0.993
Mean 1.241 1.402
Table 5.4
Speedups of using migration for 6 VMs on 3 hosts
VM Program Local balance Local balance + migration
1 SPEC Web 0.99 0.88
2 CINT 0.90 0.83
3 DaCapo 1.38 2.07
4 CFP 0.81 0.85
5 JBB 1.42 2.05
6 186.crafty 0.99 0.89
Mean 1.05 1.15
VM). Briefly, in this scenario, global balancing initiates 9 migrations in total, which brings
an overall speedup of 15%.
Below we list the details of the migrations: (1) M3 first experiences memory pressure due
to significant demand from SPECJBB on V M5. As a result, V M6 is migrated to M2, which
enables VM5 to use all the 428 MB memory of M3. (2) Later on, M2 suffers from memory
shortage, while the local balancer on M1 reclaims some memory, V M6 is then migrated
from M2 to M1. When SPEC JBB finishes, it makes M3 to be idle. (3) After that, since
V M3 (DaCapo) on M2 requires more memory, VM3 is migrated to M3. (4) Next, M1 suffers
from memory pressure, which triggers the migration of V M6 from M1 to M3. (5) With the
further increasing demand from VM3 (DaCapo), it makes VM6 migrated to M2 because at
that time M2 has enough free space to host VM6. After the termination of Eclipse, the
memory demand of VM3 drops, which makes M3 a migration target again. More migrations
happen afterward.
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Figure 5.4: Throughputs comparison of SPEC JBB with 12 warehouses
5.3.2 Evaluation of Remote Cache Based Global Memory Balancing
5.3.2.1 Penalty Alleviation For Memory Spikes
To evaluate the effects of remote caching in alleviating performance loss of memory spikes,
we again use SPEC JBB to create various lengths of memory demand spikes as we do in
the Scenario 1 of Section 5.3.1.2. The VM that runs SPEC JBB is allocated with 800 MB
memory, and the dedicated cache server is allocated with 400 MB page pool. Thus, the total
memory including the cache is 1200 MB, the same size as the target VM of the migration
used in Scenario 1 of Section 5.3.1.2.
Figure 5.4 shows the normalized throughputs of using remote cache against the baseline
setting. For comparison, we also show the performance of using migration based balancing
from Section 5.3.1.2.
Clearly, using remote cache significantly boosts performance. It increases the throughput
by 8 times. Compared with using migration based balancing, when the duration of memory
pressure is 60 seconds, remote caching has better performance. While when the duration
of the spike is as long as 90 seconds, using migration is a better choice because the per-
formance gap between native memory accesses and network I/Os far exceeds its migration
cost.
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Table 5.5
DaCapo + DaCapo’: performance of using remote cache
Host / Program Speed Up Cache Hit Ratio Speed Up of Local Bal.
VM1 / DaCaPo 1.93 89.83% 3.31
VM2 / DaCapo’ 1.69 85.05% 3.79
5.3.2.2 Symmetrical Remote Caching
In this experiment, we use two hosts, each of them runs a VM and a cache server and
uses each other’s caching service. Meanwhile, the local memory balancer on each host
dynamically adjusts memory allocation for its VM and cache pool. That is, each host uses
its idle memory to service the other host. One VM runs DaCapo benchmark suite, the
other one runs DaCapo’, the revered execution order of its programs. Each host is limited
to use 250 MB memory for its guest OS and memory server. The baseline setting is using
the 250 MB memory statically without any balancing technique.
Table 5.5 presents the speed ups for using remote cache and the cache hit ratios. For
comparison, we also list the speedups of locally balancing the two VMs on a single host
from Section 4.2.1.3.
It is not surprising that, given the same amount of total memory resources, the performance
of using remote caching is inferior to that of local memory balancing. After all, the latency
of a Gigabit Ethernet is more than 100 times higher than that of native memory accesses.
However, it still gains a mean speedup of 1.81 against the baseline setting, which achieves
its design purpose as a mitigation of page swapping.
5.3.2.3 Multiple Cache Clients
To evaluate the performance of a unified cache server that services multiple clients, we use
four machines, one is used as the server and the other three host one VM each and run
DaCapo, DaCapo’ and 186.crafty, respectively. Each VM is allocated with 250 MB
memory. In the baseline setting, remote cache is not used. Using the unified cache server,
it allocates 300 MB memory to its page pool. For comparison, we also run 3 instances of
the cache service, each of which has 100 MB page pool and services one client dedicatedly.
Table 5.6 lists the speed ups against the baseline setting and cache hit rates. It shows that,
using a unified cache server has better cache utilization and results in 1.13 overall speedup,
which is 4% higher than that of using dedicated cache.
75
Table 5.6
Performance of using shared cache server and dedicated cache server
Shared Cache Dedicated Cache
Host / Program Speed Up Hit Ratio Speed Up Hit Ratio
VM1 / DaCaPo 1.11 1.15 83.59%
VM2 / DaCapo’ 1.31 1.14 76.16%
VM3 / 186.crafty 1.00 1.00 0%
Overall 1.13 87.87% 1.09
5.3.3 Putting All Together
In this experiment, we measure the performance of using the two global balancing schemes
together. We use the same VM settings and benchmarks as we do in Scenario 4 in Sec-
tion 5.3.1.2.4 as it represents a typical scenario in a data center. The difference is that, on
each of the hosts, in addition to the three VMs, it also run a cache server , whose capacity
is initially 0. And each host is configured to use the other host as a cache server.
During the running, VM6, the VM that runs 186.crafty, is migrated from M2 to M1
since SPEC JBB creates sustained memory pressure. The cache hit ratio of VM1 and VM2
is 0.904 and 0.784, respectively.
For comparison purpose, we also measure the performance of using local memory balanc-
ing augmented with remote caching but no migration based balancing. Table 5.7 lists the
results, which also includes the data of Table 5.3 for reference. As the results show, com-
bining local balancing and the two global balancing techniques, it achieves the best per-
formance of 1.488 overall speedup. And we believe that, with faster network, our global
balancing can further improve the performance.
5.4 Chapter Summary
In this chapter, we present two global memory balancing techniques: migration based and
remote cache based, which are based on our local memory balancing and extend the scope
of memory balancing from a single host to center wide.
Our experimental results show that, migration based global memory improves overall per-
formance by up to 40%. When memory pressure occurs, it uses the cost (estimated migra-
tion time) based heuristic to decide if it should migrated a VM or not, which gives near
optimal or intermediate performance.
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Table 5.7
Speedups of global balancing for 6 VMs on 2 hosts
VM Program Local Bal. Local Bal.
+ Mig.
Local Bal. +
Remote Caching
Local Bal. + Mig.
+ Remote Caching
1 SPEC Web 1.140 1.195 0.978 1.501
2 SPEC INT 0.817 0.881 0.892 0.914
3 DaCapo 3.506 2.900 2.958 2.265
4 SPEC FP 0.975 0.868 0.960 0.948
5 SPEC JBB 1.148 2.917 3.450 3.711
6 186.crafty 1.000 0.993 0.991 0.992
Mean 1.241 1.402 1.428 1.488
Remote caching effectively fills the gap where migration is not an option. By replacing
disk operations with network transportation, a speed up of up to 3.79 is seen.
By combining these two techniques, we achieve an overall speed up of 1.49 for 6 VMs on
2 hosts, which is 24% more than using local balancing only.
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Chapter 6
Conclusion
Imbalanced memory resource allocation undermines the effectiveness and efficiency of
virtualization both for a single host and for a center-wide environment. This dissertation
proposes a scheme to address this problem. We show the promise of our solution by exam-
ining each techniques in our scheme and their combination through extensive experiments.
This chapter summarizes our contributions and discusses future work.
6.1 Contributions
We propose a unique and complete scheme that increases global memory resource utiliza-
tion. Our memory demand tracking scheme is the cornerstone of the whole scheme. Based
on an LRU miss ratio curve, it not only indicates the current memory demand of a VM, but
also predicts performance impacts with respect to various memory allocation sizes, which
allows optimizing memory allocation in case of memory resource competition. We suc-
cessfully reduce the overhead of the online construction of an LRU miss ratio curve with a
negligible accuracy loss by applying an AVL-tree based LRU list implementation, dynamic
hot set sizing, and a novel intermittent memory tracking scheme. Combining the three op-
timizing techniques, we reduce the mean overhead of SPEC CPU 2006 from 173% to 2%
while the accuracy loss is less than 4%. We believe that, in addition to memory resource
balancing, this memory demanding tracking scheme can be adapted for other applications,
such as power management, heap size management for JVM, etc.
Based on the memory demand tracker, we propose a local memory resource balancing
scheme, which includes a quick memory arbitration algorithm to resolve memory resource
competition. Using the local memory balancer, we observe a factor of 25 for page fault
reduction and a speedup of up to 11 times. Even when 4 VMs frequently compete for
memory, our scheme still achieves an overall speedup of 1.72.
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We further extend the scope of balancing to a whole data center. The global memory
balancing scheme utilizes the free memory that are reclaimed by our local memory balancer
to serve other hosts in the same date center. We use two approaches to improve global
memory resource utilization: live migration and remote caching. To utilize the heavyweight
migration, we propose a heuristic based algorithm that predicts if a migration is beneficial
or not. Experimental results show that our algorithm makes near optimal decision and
boosts overall performance by up to 19%. Since migration is costly and unable to utilize
small amount of free memory, we introduce a resizable remote cache to alleviate temporary
memory pressure. When a local host has free memory, it uses them to cache disk I/Os of
remote hosts and thus alleviates their performance penalty due to page faults. We observe
an 81% performance gain when remote caching is used.
Combining the two global memory balancing scheme, the utilization of global memory
resources is further improved. Our experiments show that, their combinations achieves 8%
and 6% more performance gain than using migration based balancing alone and remote
caching based balancing alone, respectively.
6.2 Future Work
Our future interests include applying the low cost page-level miss ration curve construction
scheme to guide power saving for memory systems and cache-level miss ratio construction.
Memory balancing and QoS is an interesting research area too. Currently, we use preset
weights to prioritize memory allocation. It is desirable to automatize this process for given
QoS goals or service level agreement.
We are also interested in developing more accurate prediction model of memory demand
trend and exploring more design options for remote caching such as distributed cache,
reliable write back cache.
We also expect our memory balancing scheme to improve process-level memory manage-
ment for a regular operating system and cluster computing.
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