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Abstract
In this thesis, the use of word posterior probabilities for large vocabulary continuous
speech recognition is investigated in a unified, statistical framework. The word posterior
probabilities are directly derived from the sentence posterior probabilities which are an
essential part of Bayes’ Decision Rule. Different approaches to the computation of these
probabilities using N -best lists and word graphs are discussed, both theoretically and
experimentally. For the estimation of these word posterior probabilities on the basis of
word graphs an efficient algorithm is presented.
The word posterior probabilities are used as confidence measures for various applica-
tions. Instead of combining numerous heuristic features for the correctness of a word, as
suggested previously by other authors, the problem of computing a reliable confidence
measure is reduced to the problem of estimating the posterior probability of a word. It
is shown that these probabilities are the best confidence measure among those studied
in this work. The performance of the confidence measures is evaluated in a unified
framework as well using two evaluation metrics and five highly different speech corpora.
This experimental approach is chosen for evaluation since most of the confidence measures
suggested in literature are evaluated with only one metric on a single speech corpus. A
comparison of the different methods in literature is thus very difficult. It is also shown that
several of the evaluation metrics suggested by others are not suitable for the evaluation
of the confidence measures in this thesis. The relative reduction of the confidence error
rates with the word posterior probabilities ranges between 18.6% and 35.4% on the five
testing corpora.
In order to show the usefulness of the suggested confidence measure, the word posterior
probabilities are applied to restrict maximum-likelihood-linear-regression adaptation to
those acoustic segments with a high confidence. In doing so, incorrectly recognized parts
of the transcription can be excluded from the adaptation algorithm. The negative effect
of recognition errors can thus be reduced. Using this method, the word error rate is
reduced by 4.8% relative on a German spontaneous-speech test set in comparison with
the standard adaptation algorithm.
In a very similar manner, the word posterior probabilities are used to train an American
Broadcast News recognizer with automatically generated, i.e., recognized transcriptions.
Only those parts of the acoustic training corpus are used where the confidence of
the transcription is sufficiently high. In order to bootstrap an initial low-cost speech
recognition system which can be used to recognize large quantities of untranscribed speech
data for training purposes, a small amount of speech is transcribed manually. This small
speech database with the manually generated transcriptions is then used to train the
low-cost speech recognizer. In this context, the effect of different amounts of initial
manually transcribed speech data on the performance of the low-cost recognizer and, as
a consequence, on the quality of the recognized transcriptions is studied in detail. Also,
the effect of different confidence tagging thresholds which are used during the training
on the recognized transcriptions is investigated. Finally, the process of recognizing the
training corpus and of estimating the model parameters with the recognized transcriptions
is applied iteratively. This process is bootstrapped with only one hour of transcribed
speech. The word error rates on two American Broadcast News test sets rise by only
14.6% and by 16.6%, respectively, in comparison with a fully tuned speech recognition
system trained on 72 hours of manually transcribed data. The suggested method can be
used to bootstrap a speech recognition system very rapidly without having to annotate
large amounts of acoustic training data manually, or can be used to port an existing
speech recognition system from one language or domain to another.
Finally, two new sentence hypothesis scoring approaches are presented. Both of these
approaches are based on word posterior probabilities. In the first approach which still
aims at minimizing the expected number of sentence errors, the use of word posterior
probabilities is justified theoretically for the first time. The word posterior probabilities
are used to replace the acoustic and language model probabilities during the scoring
algorithm. Using this method, the word error rates are reduced by between 1.5% and
5.1% relative on the five speech corpora used in this thesis. The experimental results
indicate that the summation over word boundaries, i.e., the starting and ending times of
the words, and over acoustic and language model contexts which is carried out during
the computation of the word posterior probabilities is a reasonable explanation for the
improved performance. In the second approach, the expected number of word errors is
minimized explicitly instead of the expected number of sentence errors. To this end, a
cost function is used which is based on the observation that the identity of words cannot
only be compared on the basis of a Levenshtein-Alignment, but also on the basis of points
in time. With this new cost function, an efficient decision rule is derived which can be
evaluated very elegantly and which makes use of the word posterior probabilities. The
word error rates on the different testing corpora are reduced consistently with this new
decision rule by 2.3% to 5.1% relative.
Zusammenfassung
In dieser Arbeit wird die Verwendung von Wort-Posterior-Wahrscheinlichkeiten fu¨r die
Erkennung kontinuierlich gesprochener Sprache mit großem Wortschatz in einem ver-
einheitlichten, statistischen Rahmen untersucht. Die Wort-Posterior-Wahrscheinlichkeiten
werden direkt aus den Satz-Posterior-Wahrscheinlichkeiten hergeleitet, die die Basis fu¨r
die Bayes’sche Entscheidungsregel bilden. Unterschiedliche Ansa¨tze zur Berechnung dieser
Wahrscheinlichkeiten auf Basis von N -best Listen und Wortgraphen werden theoretisch
und experimentell diskutiert und miteinander verglichen. Fu¨r die Berechnung auf Basis
von Wortgraphen wird ein effizienter Algorithmus im Detail vorgestellt.
Die Wort-Posterior-Wahrscheinlichkeiten werden unter anderem als Konfidenzmaß
eingesetzt. Anstatt eine Vielzahl heuristischer Indizien fu¨r die Korrektheit eines Wortes
zu kombinieren, wie von zahlreichen Autoren vorgeschlagen, wird das Problem der
Berechnung eines geeigneten Konfidenzmasses auf das Problem der Berechnung der Wort-
Posterior-Wahrscheinlichkeit eines Wortes zuru¨ckgefu¨hrt. Es wird gezeigt, dass die Wort-
Posterior-Wahrscheinlichkeiten im Vergleich mit anderen Konfidenzmassen, die in dieser
Arbeit untersucht werden, am besten abschneiden. Die Qualita¨t der Konfidenzmasse wird
anhand zweier unterschiedlicher Kriterien und fu¨nf verschiedener Testkorpora bewertet.
Da die meisten der in der Literatur diskutierten Konfidenzmasse nur anhand eines
Kriteriums auf meist nur einem Testkorpus bewertet werden, und die Vergleichbarkeit
der Verfahren somit kaum gegeben ist, wird diese Methodik gewa¨hlt. Außerdem wird
nachgewiesen, dass einige der in der Literatur vorgeschlagenen Evaluierungskriterien
fu¨r die Bewertung zumindest der in dieser Arbeit untersuchten Konfidenzmasse nicht
geeignet sind. Die relative Veringerung der Konfidenzfehlerrate mit dem vorgeschlagenen
Konfidenzmaß auf Basis von Wort-Posterior-Wahrscheinlichkeiten liegt zwischen 18.6%
und 35.4%.
Um die Qualita¨t des vorgeschlagenen Konfidenzmasses zu veranschaulichen, werden
die Wort-Posterior-Wahrscheinlichkeiten im Rahmen der Maximum-Likelihood-Linear-
Regression eingesetzt, um die Adaption der Modellparameter auf diejenigen akustischen
Segmente einzuschra¨nken, deren Konfidenz verha¨ltnisma¨ßig groß ist und die vermutlich
korrekt erkannt worden sind. Der negative Effekt von Erkennungsfehlern kann auf diese
Weise reduziert werden. Mit diesem Verfahren wird die Wortfehlerrate um 4.8% relativ
auf einem spontansprachlichen deutschen Testkorpus gesenkt.
Vo¨llig analog werden die Wort-Posterior-Wahrscheinlichkeiten verwendet, um ein
Spracherkennungssystem fu¨r amerikanische Nachrichtensendungen mit automatisch er-
zeugten Transkriptionen des Trainingskorpus zu trainieren. Um ein einfaches Spracherken-
nungssystem trainieren zu ko¨nnen, dass fu¨r die Erkennung des großen untranskribierten
Trainingskorpus verwendet werden kann, wird eine geringe Menge akustischer Daten
manuell transkribiert. Diese Datensammlung wird dann fu¨r das Training eines sehr
einfachen Erkenners verwendet. In diesem Zusammenhang werden die Effekte unter-
schiedlicher Mengen manuell transkribierter Sprachdaten auf die Qualita¨t des damit
trainierten initialen Spracherkennungssystemes und somit auch auf die Qualita¨t der
automatisch generierten Transkriptionen des Trainingskorpus untersucht. Der Einfluss
unterschiedlicher Konfidenztaggingschwellwerte auf die Fehlerraten wird ebenfalls anhand
zahlreicher Experimente studiert. Die Erkennung des Trainingskorpus und das anschlie-
ßende Training mit den erkannten Transkriptionen werden iterativ durchgefu¨hrt und mit
nur einer Stunde manuell transkribierter Trainingsdaten initialisiert. Die Wortfehlerraten
auf zwei verschiedenen Testkorpora steigen um nur 14.6% bzw. 16.6% im Vergleich zu
einem Spracherkennungssystem, das mit 72 Stunden manuell transkribierter akustischer
Daten trainiert worden ist. Die vorgeschlagene Methodik kann verwendet werden, um ein
Spracherkennungssystem zu trainieren, ohne eine umfangreiche Sammlung akustischer
Trainingsdaten manual annotieren zu mu¨ssen, oder um ein bestehendes Sytem von einer
bestimmten Sprache oder Doma¨ne in eine Andere zu portieren.
Abschließend werden zwei neue Verfahren vorgestellt, die die Wort-Posterior-
Wahrscheinlichkeiten einsetzen, um Wortfolgenhypothesen zu bewerten und die Anzahl
von Wortfehlern zu reduzieren. Im ersten dieser Ansa¨tze, dessen Zielsetzung die Minimie-
rung der erwarteten Zahl von Satzfehlern ist, wird die Verwendung von Wort-Posterior-
Wahrscheinlichkeiten zum ersten mal theoretisch rechtfertigt. Die Wort-Posterior-
Wahrscheinlichkeiten werden eingesetzt, um die Wahrscheinlichkeiten von akustischem
Modell und Sprachmodell zu ersetzen. Mit diesem Verfahren werden die Wortfehlerraten
um 1.5% bis 5.1% relativ gesenkt. Die experimentellen Ergebnisse deuten darauf hin,
dass die Summation u¨ber Wortgrenzen, akustische Kontexte und Sprachmodellkontexte,
die wa¨hrend der Berechnung der Wort-Posterior-Wahrscheinlichkeiten durchgefu¨hrt wird,
den Grund fu¨r die geringeren Fehlerraten darstellt. In einem zweiten Verfahren wird
die Wortfehlerrate explizit minimiert. Hierzu wird eine neue Fehlerart eingefu¨hrt, die
auf der Beobachtung basiert, dass die Identita¨t von Wo¨rtern nicht nur auf Basis eines
Levenshteinalignments, sondern auch auf Basis von Zeitpunkten verglichen werden kann.
Mit dieser Fehlerart wird eine neue Entscheidungsregel hergeleitet, die mit Wort-Posterior-
Wahrscheinlichkeiten effizient ausgewertet werden kann. Die Wortfehlerraten auf den
verschiedenen Testkorpora werden mit diesem Verfahren konsistent um 2.3% bis 5.1%
relativ gesenkt.
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Chapter 1
Introduction
Speech is one of the most natural means of human communication. With the advance
of new algorithms, improved modeling techniques, and more powerful computers, speech
recognition has started to pave the way for new human-machine interfaces.
In the last two decades, speech recognition and understanding technology have
undergone major changes. Speech recognition has evolved from laboratory systems
for small vocabularies and isolated speech to commercial applications for continuous
speech and large vocabularies. Already now, speech recognition and understanding have
diversified and are used in a variety of applications, from automatic switchboards, train
timetable information systems, and dictation software to automatic translation systems.
However, both technologies are still far from being perfect. The extraordinary capabilities
of the human brain to understand speech even under adverse conditions still outperform
existing speech recognition and understanding systems. The improvement of algorithms
and models thus still remains an important issue.
The problem of speech understanding which might be regarded as an even more chal-
lenging scientific task is not addressed in this thesis. Here, only speech recognition is inves-
tigated in the statistical framework of Bayesian Decision Theory [Duda and Hart 1973].
In this approach, the acoustic signal of a speech utterance is first converted into a sequence
of feature vectors which are characteristic for the different speech units, e.g., words,
syllables or phonemes. In a global search process, different stochastic models are then
used to determine that sequence of words which best matches the sequence of acoustic
feature vectors. The stochastic models are usually estimated in a data-driven manner.
The acoustic models for the different speech units are estimated on the basis of speech
recordings and their transcriptions and the language model for the linguistic properties
of a language is trained on large collections of written text, e.g., newspaper articles,
transcriptions of the acoustic training corpus, and related text sources from the internet.
In the standard approach which aims at minimizing the expected number of sentence
errors, the best-matching sequence of words is that with the highest sentence posterior
probability given the acoustic feature vectors and all of the stochastic models. In this
thesis, posterior probabilities are computed not for the complete sequence of words but for
individual words in this sequence. Using these word posterior probabilities, the knowledge
sources that are used during the search process can be exploited in a different and to a
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certain extent more sophisticated way. These word posterior probabilities offer several
advantages and are very interesting for a number of different applications.
One of these applications is the estimation of confidence measures. Today’s speech
recognition systems are still error-prone. In the last few years, a rising number of
publications was concerned with the question, how recognition errors can at least be
detected if they cannot be avoided entirely. In most of these publications, a confidence
measure is computed for words or phonemes in the recognized sentence which provides
information about the correctness of the recognized words. Based on these measures,
the recognition system can decide whether a word is most probably correct or not. As
shown in this thesis, word posterior probabilities experimentally outperform several other
confidence measures suggested in literature. Also, from a theoretical point of view, word
posterior probabilities are among the best possible confidence measures. In this thesis,
different methods for the computation of word posterior probabilities on the basis of
N -best lists and word graphs are studied in detail.
The additional assessment of the recognition output on the basis of confidence
measures can for instance be used to improve the quality of spoken dialogue systems. In
this case, the system has to find out what information the caller wants to retrieve before
it can generate a database query. Usually, verification turns are used in the dialogue
between the caller and the computer to confirm information provided by the caller. If
all of these information items are recognized with a very high confidence, the verification
turn can simply be skipped and the dialogue duration can be shortened. As a result, the
overall quality and the acceptance of the spoken dialogue system can be increased.
Another application area for confidence measures are unsupervised adaptationmethods
like maximum-likelihood-linear-regression. These techniques rely on a first recognition
pass. The output of this pass is used to adapt the parameters of the acoustic models of
the speech recognizer to the properties of the current speaker or the acoustic channel. It
is obvious that the performance of the adaptation algorithm is correlated with the quality
of the initial recognition output. In this context, confidence measures can be used to
exclude those words from the adaptation process whose confidence is too low and which
might lead to a deterioration of the adaptation process.
Another application of confidence measures considered in this work is the unsupervised
training of acoustic models. For most of today’s speech recognition systems, the amount
of acoustic training material is of crucial importance for the performance of the system.
Based on this simple experimental observation, the question arises how a recognizer can
be built for a new language or a new domain with little or no transcribed training data
available. It would save a lot of time and effort if an already existing speech recognizer
trained previously on a different speech database could be used to transcribe new task-
specific acoustic data and to use this possibly erroneous training material to train the final
speech recognition system for the new task. If no initial recognition system is available,
a few hours of the acoustic material could be transcribed manually in order to train a
recognizer which could then be used to recognize larger quantities of untranscribed task-
specific data. The final recognition system could then be trained on the automatically
generated transcriptions. If the recognizer was able to identify those portions of the
new data where the automatic transcription is not sufficiently accurate, these parts
3could be excluded from the training of the acoustic models as for maximum-likelihood-
linear-regression and the performance of the speech recognition system could hopefully
be improved. It is obvious that confidence measures can be applied in this scenario to
determine which parts of the transcription are accurate enough.
Finally, word posterior probabilities can be used to define new criteria to determine
the word sequence which best matches the acoustic features. First, the sentence posterior
probability which is used in Bayes’ Decision Rule can be factorized into word posterior
probabilities instead of acoustic model and language model probabilities. In doing so,
the recognition accuracy can be improved significantly. Alternatively, a new criterion
can be formulated on the basis of the expected number of time frame errors, a newly
introduced type of error, which is closely correlated with the word errors. Word posterior
probabilities are the integral part of this new decision rule.
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Chapter 2
State of the Art
Speech recognition has been studied since the 1940’s when the very first approaches for
the recognition of only a few words were presented. It is out of the scope of this thesis to
discuss all aspects of the evolution of speech recognition technology, but it is interesting
to outline some of the most important steps which would eventually lead to speaker-
independent large vocabulary continuous speech recognition and spoken dialogue systems
which are now used in many different applications. The following historical comments are
taken from [de Mori 1998] and [Rabiner and Juang 1993].
In 1942, one of the very first rudimentary small vocabulary speech recognition systems
was proposed in a US patent with the number 2.238.555. In 1951, a detector for phonemes
was suggested by [Smith 1951]. Only one year later, a first demonstration of a very
limited vocabulary recognizer for English words was made. This system was able to
recognize the ten digits spoken isolatedly by a single person and was developed at Bell
Laboratories. The pattern matching process was based on measurements of the spectral
resonances of the human vowel tract during the vowel part of the digits [Davis et al. 1952].
A phoneme recognizer was built in 1959 at the University College in England. This
system was able to distinguish four vowels and nine consonants [Fry 1959] and used a
spectrum analyzer and a simple pattern matcher in combination with a rudimentary
form of a language model to recognize sequences of phonemes. All of these systems were
only capable of recognizing isolated words from a single speaker using phonetic features.
Templates were made of the evolution of these features in time or of binary patterns
in which each bit in a given time interval represented the presence of energy above a
threshold in a frequency band. An interesting review of the scientific efforts in the 1950’s
can be found in [Dudely and Balashek 1958].
In the 1960’s, designated circuits for feature extraction were proposed. Several
Japanese research laboratories designed special-purpose hardware for the recognition of
vowels. [Suzuki and Nakata 1961] used a filter bank spectrum analyzer with a simple logic
which combined the output of the separate channels of the filter bank and which decided
for a particular vowel using a majority-voting concept. [Sakai and Doshita 1962] even
designed a hardware speech segmenter. Also, programs for obtaining and classifying
acoustic patterns were developed. [Martin and A. L. Nelson 1964] developed a set of
elementary time-normalization methods to detect the start and end of words in a stream
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of continuous speech. [Reddy 1966] suggested a method to track phonemes dynamically.
A review of these early approaches can be found in [Hyde 1972].
The use of Hidden Markov Modeling of vocal patterns for isolated speech recog-
nition was pioneered in several countries in the late 1960’s and mainly the begin-
ning of the 1970’s [Vintsjuk 1968, Velichko and Zagoruyko 1970, Sakoe and Chiba 1971,
Sakoe and Chiba 1978, Bridle 1973]. Other advances in the 1970’s originated from the
employment of the LPC analysis to recognition [Itakura 1975], which had before only been
used for low-bit-rate speech coding. In parallel, first attempts were made to recognize
continuously spoken speech without artificial pauses [Vincens 1969]. Based on these
efforts, the first recognition systems for connected digits using statistical models were
implemented [Bahl and Jelinek 1975, Jelinek et al. 1975, Jelinek 1985]. An overview of
the research in this decade can be found in [de Mori 1979].
In the 1980’s, the focus of speech recognition research finally shifted to the recognition
of continuous speech. A large number of different approaches was suggested, e.g., one-pass
methods [Ney 1984, Ney et al. 1987] and frame synchronous level building approaches
[Lee and Rabiner 1989]. The template-based methods were replaced with the more
appropriate stochastic methods which are particularly suitable for making decisions in
the face of uncertainty and vague knowledge and which are also attractive from the point
of automatic learning from large collections of training material. Many aspects of these
approaches are described in [Lee and Waibel 1990].
In the 1990’s, the core speech recognition algorithms were still under investigation.
Robust speech recognition even under adverse conditions [Junqua and Haton 1996,
Vaseghi 1996] and speaker adaptation and normalization were now an important issue
[Wakita 1977, Wegmann et al. 1996, Legetter and Woodland 1995]. In addition, the
application of speech recognition systems was now studied in detail and other problems
were addressed such as the computation of confidence measures. All of these efforts led to
the deployment of the first commercial speaker-independent continuous speech dictation
systems for large vocabularies and automatic inquiry systems.
The next sections briefly describe the most important aspects of the current state of
speech recognition technology.
2.1 Statistical Speech Recognition
The variability of the acoustic signal is one of the biggest problems for automatic
speech recognition. It is not only caused by effects like background music, double talk,
spontaneous speech, non speech events, e.g., respiration, throat clearing, coughing, and
different acoustic channels, but also by the intrinsic variability of the process of human
speech production as such. Stochastic models were thus established as a standard in
automatic speech recognition.
The starting point for all considerations is the analogue or digital acoustic signal which
is transformed into a sequence of acoustic feature vectors xT1 = x1, . . . , xT . The task of
a stochastic speech recognition system is to determine that word sequence {wN1 }opt =
{w1, . . . , wN}opt which maximizes the posterior probability p(wN1 |xT1 ), given the acoustic
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observations xT1 . It can be shown that the word sequence which maximizes this posterior
probability also minimizes the probability of a sentence error, i.e., to have at least one
incorrect word in the recognized sentence. In mathematical terms, Bayes’ Decision Rule
is given as [van Kampen 1992]:
{wN1 }opt = argmax
wN1
{
p(wN1 |xT1 )
}
(2.1)
= argmax
wN1
{p(xT1 |wN1 ) · p(wN1 )
p(xT1 )
}
(2.2)
= argmax
wN1
{
p(xT1 |wN1 ) · p(wN1 )
}
, (2.3)
where p(xT1 |wN1 ) is the acoustic model probability and p(wN1 ) the language model
probability. The maximization above is of course also over all different sentence lengths
N . The probability of the sequence of acoustic observations p(xT1 ) is normally omitted
since it is invariant to the choice of a particular word sequence. The resulting decision
will thus be the same. As will be discussed later, this omission is one of the key problems
for the methods which are suggested in this thesis. It should be noted that random
variables and their values are not distinguished in this thesis. As illustrated in Fig. 2.1,
the architecture of an automatic speech recognition system in the framework of Bayes’
Decision Rule consists of the following four main components which will be explained in
some more detail in the following sections:
• The feature extraction module which generates the acoustic feature vectors xT1 . The
extraction of the acoustic features is usually based on a short-time spectral analysis
of the acoustic signal and several subsequent processing steps.
• The acoustic model which gives the probability p(xT1 |wN1 ) to observe a sequence of
acoustic features vectors xT1 for a given word sequence w
N
1 . For medium and large
vocabulary speech recognition systems, the acoustic models are usually not defined
on a word level but on a phonetic or phone level. In this case, a pronunciation lexicon
which contains the phonetic transcription of each word is used to concatenate the
phonetic models to word models.
• The language model, a statistical model of the syntax, semantics, and pragmatics of
a language. The language model probabilities p(wN1 ) are independent of the acoustic
features. The language model is trained on large collections of written text, e.g.,
newspaper articles, transcriptions of acoustic data, and web content.
• The search procedure which integrates all stochastic models and which determines
the word sequence with the highest sentence posterior probability for a given speech
signal, assuming that the expected number of sentence errors is the criterion to
be minimized. In more general terms, the search procedure tries to minimize the
expected cost of deciding for a specific sequence of words. This problem will be
addressed later in this thesis.
These four components will be briefly described in the remainder of Chapter 2.1. In
Chapter 2.2, various approaches to the computation of word posterior probabilities are
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Figure 2.1: Architecture of a statistical, automatic speech recognition system with the
four main components: feature extraction, acoustic model, language model and global
search [Ney 1990].
discussed which form a basis for all other algorithms in this work. Chapter 2.3 focuses on
a detailed description of confidence measures suggested in literature, on the assessment
of the quality of confidence measures, and on the application of confidence measures
for speech recognition, in particular for adaptation algorithms and for the unsupervised
training of acoustic models. In Chapter 2.5, several publications are discussed which
address the problem of finding modified cost functions which can be used to reduce the
error rate of speech recognition systems.
2.1.1 Signal Analysis
The acoustic feature extraction module has to transform the analogue or digital speech
signal into a sequence of high-dimensional acoustic feature vectors. These acoustic
features have to be robust enough to enable the system to discriminate between the
different basic speech units in the presence of ambient noise, distortions, and variations
of articulation. Optimally, the acoustic features would contain only information about
what was said and not about the gender of the speaker, the speaker her/himself, the
acoustic channel, or the acoustic environment. These requirements are addressed in the
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context of robust feature extraction [Junqua and Haton 1996, Vaseghi 1996] and speaker
normalization [Wakita 1977, Wegmann et al. 1996].
The feature extraction methods used in most high performance speech recognition
systems are based on a short-time spectral analysis of the speech signal [Rabiner 1989].
The analogue signal is usually low-pass filtered before converting it into a digital format.
Every ten milliseconds, the resulting digital signal is then multiplied with a Hamming
window and a Fast Fourier transform is applied to the windowed signal to compute
the short-time spectrum. Several processing steps are then used in order to obtain the
acoustic feature vectors. The most frequently used methods for signal analysis are the
mel frequency cepstral coefficients (MFCC) analysis [Davis and Mermelstein 1980] and
the perceptual linear prediction (PLP) analysis [Hermansky 1990].
Usually, dynamic features, i.e., the first and second order discrete derivatives or
regression coefficients of the acoustic feature vectors, are used to augment the feature
vectors [Picone 1993]. The additional information about the dynamic properties of
the signal helps to discriminate between the different speech units, but also increases
the dimension of the feature vectors. In order to reduce the dimensionality of the
augmented vectors, a linear discriminant analysis (LDA) is very often employed. This
linear transformation of the acoustic features is based on a class separation metric
[Hunt and Lefe`bvre 1989, Haeb-Umbach and Ney 1992, Beulen et al. 1995] and can be
used to reduce the dimension of the feature vectors. Instead of transforming the cepstral
features and their first and second order derivatives, the linear discriminant analysis can
also be used to transform the high-dimensional concatenation of several subsequent feature
vectors into a lower-dimensional vector. The dynamic properties are captured implicitly
in this approach. For a detailed overview of signal analysis methods for speech recognition
the reader is referred to [Picone 1993].
All experiments reported in this work were performed with the feature extraction
module of the RWTH large vocabulary continuous speech recognition system which is
based on mel frequency cepstral coefficients and a linear discriminant analysis. Details
about the system, in particular about the short time spectral analysis, the subsequent
normalization steps, the extraction of dynamic features, and the linear discriminant
analysis are discussed in [Welling 1999].
2.1.2 Acoustic Modeling
The aim of acoustic modeling is to provide stochastic models for the elementary units
of speech. Since the parameters of the acoustic models for complete words cannot be
estimated reliably for large vocabularies due to the always limited amount of training
material, phonemes are used as the basic speech units in most medium and large
vocabulary continuous speech recognition systems. An acoustic model for a complete word
can then be obtained by concatenating the phoneme models according to a pronunciation
lexicon which contains an explicit phonetic transcription for each word in the lexicon.
Complete word models are only used for digit recognition and very small vocabularies.
In order to capture the effects of co-articulation between adjacent phonemes, context-
dependent phoneme models, the so-called triphones are the standard choice for large
10 CHAPTER 2. STATE OF THE ART
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Figure 2.2: Hidden Markov Model in Bakis topology for the German word sieben as used
in the RWTH large vocabulary speech recognition system. This topology is used for all
languages and experiments in this thesis.
vocabulary continuous speech recognition. These triphone models are defined by the
central phoneme and the adjacent phonemes to the left and right. For all experiments
described in this work triphone models were used [Ney 1990].
In order to be able to model the possible variations of the speaking rate, Hidden Markov
Models (HMM) have been established as a standard in speech recognition [Rabiner 1989].
Hidden Markov Models are stochastic finite automata that consist of a network of states,
each of which models the acoustic characteristics of a certain part of a triphone. An
acoustic emission probability is attached to each state which models the probability to
observe a particular acoustic feature vector if the automaton is in the current state.
The transitions between the different states are used to model variations of the speaking
rate. To each of these transitions a transition probability is attached. Fig. 2.2 illustrates
a Hidden Markov Model in the so-called Bakis topology for the second triphone of the
German word sieben. The topology of this Hidden Markov Model is left to right and
subsequent states are identical in pairs [Schwartz et al. 1985, Ney and Noll 1988]. These
pairs of states can be regarded as the initial, the middle, and the final sound of the
triphone. This special structure of the Hidden Markov Model model asserts that no part
of the triphone can be skipped entirely.
These stochastic automata can now be integrated into Bayes’ Decision Rule very easily.
Let sT1 denote the temporal state sequence corresponding to a specific path through
the network of states which is obtained by concatenating the Hidden Markov Models
of all words and phones of sentence wN1 . This additional random variable s
T
1 can now be
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integrated into the acoustic model probability p(xT1 |wN1 ) by explicitly summing the joint
probability p(xT1 , s
T
1 |wN1 ) over all possible sT1 . In other words, the sum is over all possible
ways of traversing the network of states which corresponds to word sequence wN1 :
p(xT1 |wN1 ) =
∑
sT1
p(xT1 , s
T
1 |wN1 ) (2.4)
=
∑
sT1
T∏
t=1
p(xt|xt−11 , st1, wN1 ) · p(st|xt−11 , st−11 , wN1 ) . (2.5)
Assuming that the temporal sequence of the feature vectors follows a first order Markov
process [van Kampen 1992] and that the probability of an acoustic observation does not
depend on the preceding acoustic observations, the expression can be further simplified:
p(xT1 |wN1 ) =
∑
sT1
T∏
t=1
p(xt|st, wN1 ) · p(st|st−1, wN1 ) (2.6)
≈ max
sT1
{ T∏
t=1
p(xt|st, wN1 ) · p(st|st−1, wN1 )
}
. (2.7)
The acoustic emission probability p(xt|st, wN1 ) denotes the probability to observe the
acoustic feature vector xt given state st and word sequence w
N
1 , and the transition
probability p(st|st−1, wN1 ) denotes the probability for the transition from state st−1 to
state st, given that the current sentence is w
N
1 . The formal dependency on the sequence
of words wN1 could of course be omitted since the temporal sequence of states s
T
1 is by
definition a sequence of Hidden Markov Model states corresponding to a path through
the concatenated automaton for wN1 . It should be noted that the negative logarithm of
these probabilities is also referred to as score.
Eq. (2.6) can be evaluated efficiently with a forward-backward algorithm
[Baum and Petrie 1966]. Alternatively, the sum over all possible state sequences can
be approximated by the maximum, as reflected by Eq. (2.7). This approximation is
known as the Viterbi approximation which can be evaluated very efficiently using dynamic
programming [Bellman 1957, Viterbi 1967, Ney 1984, Ney 1990].
A number of different methods was suggested to model the acoustic emission
probabilities of the Hidden Markov Models. Among these are discrete probability
distributions [Jelinek 1976, Liporace 1982], semi-continuous probability distributions
[Huang and Jack 1989, Huang et al. 1990], and continuous probability distributions
[Levinson et al. 1983, Ney and Noll 1988]. In the latter case, a wide range of distribution
functions were studied, e.g., Kernel densities, mixture densities, or even neural networks
[Robinson and Fallside 1991]. In the RWTH speech recognition system, mixture densities
are used. They are defined as a weighted sum of continuous probability density functions.
Usually, Gaussian or Laplacian densities are chosen to model the component density
functions. In this work, only Gaussian densities are considered.
In order to capture contextual dependencies across word boundaries, the use of across-
word phone models was investigated. In contrast to within-word phone models, the
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ending phone of the preceding word and the starting phone of the succeeding word
are used as a context for the word under consideration. The conceptual advantage of
across-word models is that effects of co-articulation can be modeled explicitly. The word
error rates were reduced consistently with these methods at the cost of a significant
increase of the computational complexity. Special care has thus to be taken of the
efficient implementation of the search [Hon and Lee 1991, Odell et al. 1994, Odell 1995,
Sixtus and Ney 2001]. Except where stated differently, all experiments in this thesis are
performed with within-word phone models.
For large and very large vocabulary speech recognition systems a large number of
context dependent phones is observed only a few times or even remains unobserved
in the training corpus. Thus, the parameters of the acoustic model have to be
tied together, in order to be able to obtain reliable estimates for their parameters
[Young 1992]. In the RWTH large vocabulary continuous speech recognition system,
a top-down clustering algorithm is used to cluster the context-dependent phone models.
This algorithm is based on phonetic classification with classification and regression trees
(CART) [Hwang et al. 1993, Young et al. 1994, Beulen et al. 1996, Beulen et al. 1997,
Beulen and Ney 1998].
In most speech recognition systems, the parameters of the acoustic models are
estimated in the framework of the maximum-likelihood (ML) principle in combination
with the expectation-maximization (EM) algorithm [Dempster et al. 1977].
In order to be able to adapt speaker-independent systems to the current speaker,
maximum-likelihood-linear-regression (MLLR) was suggested to adjust the emission
probability distribution parameters [Legetter and Woodland 1995]. In this framework,
the parameters are usually divided into several phonetic-based classes and a class-specific
affine transformation is used to adapt the means of the Gaussian component densities
belonging to a particular class. The transformation matrix is estimated on preliminary
transcriptions of the speech signal.
2.1.3 Language Modeling
The language model component captures syntax, semantics, and pragmatics of a language
and provides a prior probability p(wN1 ) for a word sequence w
N
1 . In order to be able to
estimate these probabilities from large collections of written text, e.g., newspaper articles
or web content, it is usually assumed that a word sequence follows an (m − 1)-th order
Markov process [van Kampen 1992]:
p(wN1 ) =
N∏
n=1
p(wn|wn−11 ) =
N∏
n=1
p(wn|wn−1n−m+1) . (2.8)
For simplicity, the following simplifications are used: if the lower index n−m+1 of word
sequence wn−1n−m+1 is smaller than one, it is equated with one. Also, if the upper index
n − 1 is smaller than the lower index, the sequence of words is equated with an empty
sequence, e.g., p(w1|w01) = p(w1). The word sequence wn−1n−m+1 is often denoted as the
history h of word wn and the order (m− 1) of the Markov process as the history length.
The corresponding language models are calledm-gram language models [Bahl et al. 1983].
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As before, the negative logarithm of the language model probabilities is also referred to
as language model score.
For the estimation and evaluation of language models, the maximum-likelihood
principle is again used. In the context of language modeling, an equivalent criterion was
defined which is commonly denoted as perplexity (PP) [Bahl et al. 1983]. The perplexity
of a word sequence wN1 is defined as the inverse geometric mean of the product of the
corresponding sequence of conditional language model probabilities:
PP =
[ N∏
n=1
p(wn|wn−1n−m+1)
]−1/N
. (2.9)
Using the perplexity as the training criterion which has to be minimized on a large text
database, a closed-form solution for the probabilities p(w|h) can easily be derived. The
optimal choice is to use the relative frequency of the m-grams as an estimate for their
true probability. Unfortunately, the number of possible m-grams increases exponentially
with m and a large number of m-grams that may occur in a testing corpus will remain
unobserved in the training corpus. Therefore, smoothing methods are applied in order to
guarantee that language model probabilities are larger than zero. All of these methods
are based on a combination of various discounting methods and either backing-off or
interpolation [Katz 1987, Ney et al. 1994, Generet et al. 1995, Ney et al. 1997a]. For
discounting, probability mass is subtracted from all or some of the m-grams observed
during training, depending on the particular choice of the method. The resulting
probability mass is then distributed over all unobserved m-grams (in the case of backing-
off) or over allm-grams (in the case of interpolation), usually in proportion to a generalized
language model probability distribution which is based on a shorter language model
history. The discounting parameters and the generalized language model probability
distribution can be estimated automatically on the training corpus using leaving-one-out,
a special variant of the cross-validation scheme [Ney et al. 1994].
The m-gram scheme was improved with a number of additional methods. A language
model cache containing the last few hundred words that were recognized was used to
adapt the language model probabilities to the topic of the current utterance or the
specific choice of words of the speaker in [Kuhn and de Mori 1990, Generet et al. 1995,
Martin et al. 1997]. Sequences of words occurring together frequently, denoted as phrases,
were modeled as single words in [Jelinek 1991, Klakow 1998], thus increasing the length
of the word history. Word classes were used instead of words in [Brown et al. 1992,
Kneser and Ney 1993, Jardino 1996, Martin et al. 1998]. Distant-m-grams were built
by combining m-grams of various history lengths m as well as m-grams with gaps
in [Rosenfeld 1994, Martin et al. 1999].
A systematic comparison of multi-level smoothing methods for language modeling is
presented in [Ney et al. 1997a, Martin et al. 1999]. A description of the implementation
of the language models in the RWTH recognition system is given in [Wessel et al. 1997].
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2.1.4 Search
The search module has to determine that word sequence which maximizes the posterior
probability for a given sequence of acoustic feature vectors on the basis of the knowledge
provided by the different system components, as illustrated in Fig. 2.1. One of the main
problems for the search module is the fact that the number of possible Hidden Markov
Model state sequences (corresponding to the possible word sequences) which have to be
considered grows exponentially with the maximum number of words in a sentence. In
addition to the exponential size of the search space, the acoustic models and the language
model have to be evaluated for each state sequence.
Inserting the acoustic emission probability from Eq. (2.7) and the language model
probability from Eq. (2.8) into Bayes’ Decision Rule, the following optimization problem
is obtained:
{wN1 }opt = argmax
wN1
{
max
sT1
{ T∏
t=1
p(xt|st, wN1 ) · p(st|st−1, wN1 )
}
·
N∏
n=1
p(wn|wn−1n−m+1)
}
.
(2.10)
The complexity of this problem can be reduced significantly by dynamic programming.
The principle of dynamic programming is to exploit the mathematical structure of a
problem to decompose it into successive local problems [Bellman 1957].
Two different dynamic programming algorithms are currently used in most of the
speech recognition systems, either the Viterbi search (which should more correctly
be denoted as time-synchronous search since the term Viterbi actually refers to the
maximization over all possible paths through the concatenated Hidden Markov Model
for the sequence of words) which is also used in the RWTH system or the A∗ search,
also known as stack-decoding. In the A∗ search, the Hidden Markov Model states are
expanded, i.e., searched, time-asynchronously. Considering an over-optimistic estimate of
the probability of the unexpanded part of a sequence of Hidden Markov Model states
in combination with the probability of the already expanded part, the best hypothesis is
always expanded first [Jelinek 1969, Paul 1991]. The performance of the A∗ search does of
course depend on the quality of this over-optimistic estimate of the remaining probability.
In the Viterbi search, the process of evaluating and expanding state hypotheses is
performed time-synchronously [Vintsyuk 1971, Baker 1975, Sakoe 1979, Ney 1984]. Since
the probabilities of different hypotheses up to a certain time frame can be compared
directly with each other, an intermediate pruning of unlikely hypotheses is possible,
which further reduces the search space. In the following, several methods are described
which are used in the RWTH system to reduce the computational complexity of the
time-synchronous Viterbi search.
The pronunciation lexicon is organized as a prefix tree of the phonetic transcriptions.
In doing so, the redundancy of the lexicon and resultingly the search space are reduced
significantly [Ney et al. 1992, Ney 1993, Ortmanns et al. 1997c]. During the expansion
of the state hypotheses, the search space is reduced dynamically. This method is known
as beam search. Unlikely hypotheses are eliminated using several pruning methods and
are thus not considered any further [Ney et al. 1987, Ortmanns and Ney 1995].
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Using a lexical prefix tree, the identity of the hypothesized words is not known until
the word end itself is hypothesized. In order to allow for a tighter pruning of the search
space, upper estimates of the language model probabilities are propagated backwards
in the lexical prefix tree [Steinbiss et al. 1994, Odell et al. 1994, Alleva et al. 1996,
Ortmanns et al. 1996a]. This method is known as language model look-ahead. A similar
method can also be applied on a phonetic level. In the so-called phoneme look-ahead
method, the probabilities of future acoustic vectors for the following phoneme arcs are
approximated using simplified context independent models and an additional pruning
step is performed in order to eliminate unlikely hypotheses before starting the succeeding
phoneme arcs [Ney et al. 1992, Haeb-Umbach and Ney 1994, Ortmanns et al. 1996b].
Finally, fast likelihood computation methods are used. In large vocabulary continuous
speech recognition, mixture models with a very high number of component densities are
used. In principle, all of these component densities have to be evaluated for a given
time frame. The resulting computational requirements can be reduced by structuring
the search space [Fritsch 1997], by quantizing the feature vectors [Bocchieri 1993,
Ortmanns et al. 1997b], or by partitioning the feature space [Nene and Nayar 1996,
Ortmanns et al. 1997b]. A comprehensive overview of efficient search approaches to large
vocabulary continuous speech recognition is presented in [Ortmanns 1998].
2.1.5 Multiple-Pass Search
The aim of multiple-pass search architectures is to apply simple acoustic and language
models in a first pass and to store the most likely recognition results for further rescoring
with more accurate and more complicated models. In doing so, the computational
complexity of the first search phase can be reduced and the limited search space
represented by the most likely recognition hypotheses can be used for further and
more sophisticated processing. The two main strategies to represent and store the
most likely word sequence hypotheses of a preliminary recognition pass are N-best lists
and word graphs. In N -best lists, the N word sequences with the highest sentence
posterior probabilities are stored together with the corresponding acoustic probabilities
of the words [Schwartz and Chow 1990, Schwartz and Austin 1991, Ney and Oerder 1993,
Woodland et al. 1995]. In word graphs, the intermediate sentence hypotheses are stored
as a directed, acyclic, weighted graph (DAG). In the RWTH system, the word graph nodes
are identified with discrete points in time corresponding to the starting and ending times of
the word hypotheses. The term word hypothesis is used from now on to denote a hypothesis
for a particular word with given starting and ending times, i.e., word boundaries. The
word graph edges are associated with the word hypotheses themselves. The weights as-
signed to the word graph edges correspond to the acoustic probabilities. In other systems,
the word graph nodes correspond to the word hypotheses and the word graph edges define
the possible transitions between the words in the word graph. The generation of word
graphs is discussed in great detail in [Schwartz and Austin 1991, Ney and Aubert 1994,
Aubert and Ney 1995, Woodland et al. 1995, Ortmanns et al. 1997a].
The main advantage of word graphs over N -best lists is the very compact represen-
tation and the significantly higher number of different sentence alternatives. N -best lists
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contain a large amount of redundancy, in particular if the N sentences differ only at a
very few word positions. In addition, N -best list can be constructed very easily on the
basis of an already existing word graph. Word graphs are thus a more general concept.
2.2 Word Posterior Probabilities
Word posterior probabilities are the basis for all of the methods and algorithms suggested
in this thesis. The performance of the confidence measures, their application, and the
two novel scoring approaches which are discussed in later chapters depend on the quality
of these probabilities. In this section, several approaches to the computation of word
posterior probabilities are thus presented. Since most of these posterior probabilities
were used only as confidence measures, the experimental results for all of these methods
are discussed in Chapter 2.3.2.5. In this section, the focus is on the theoretical aspects of
the different methods, their advantages, and possible shortcomings.
As already discussed in Chapter 2.1, the probability of the sequence of acoustic
observations p(xT1 ) is normally omitted in Bayes’ Decision Rule, cf. Eq. (2.1), since it is
invariant to the choice of a particular word sequence. The decisions during the decoding
phase are thus based on unnormalized probabilities. If the sentence posterior probabilities
were known, the posterior probability for a specific word could easily be estimated by
summing up the posterior probabilities of all sentences wN1 which contain this word at the
same position or in the same segment of time. In order to compute posterior probabilities
for individual words, two problems thus have to be addressed. First, the probability
of the acoustic observations p(xT1 ) has to be estimated so that the sentence posterior
probability can be computed. Second, a criterion has to be defined which determines
whether two sentences contain the same word or not. Unfortunately, this problem is not
trivial since the recognized sentences may contain different numbers of words due to the
fact that words may have been deleted or inserted. Thus, two different sentences cannot
be compared directly by simply regarding the words at a specific position.
In [Jeanrenaud et al. 1993], posterior probabilities are estimated on the basis of
forward-backward probabilities that are computed with the Baum-Welch algorithm on
a state level [Baum and Petrie 1966]. Only the last Hidden Markov Model state of each
word is considered, i.e., the word posterior probability is associated with the posterior
probability of only the last state of each word. In order to deal with the uncertainty of
the word boundaries, these probabilities are integrated over a range of time frames. This
quantity can be interpreted as the probability of a keyword ending in the vicinity of a given
time frame. It remains questionable whether the final state of a word contains enough
information to estimate the posterior probability for the whole word. If the last state
does not match the data well even though all other states have matched well, then this
focus on the word end can significantly degrade the quality of the posterior probability.
Word hypothesis posterior probabilities are used in [Valtchev et al. 1996,
Valtchev et al. 1997] to estimate the necessary statistics for large vocabulary continuous
speech recognition discriminative training algorithms. The word boundary times are
used in this approach to determine whether two sentences contain the same word or not.
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The word posterior probabilities are computed by summing up the posterior probabilities
of all paths in a word graph which pass through a specific word hypothesis. For the
efficient estimation of these probabilities, a variant of the forward-backward algorithm is
used. Algorithmic details are not discussed.
A similar approach is presented in [Kemp and Schaaf 1997]. The word hypothesis
posterior probabilities are also computed on the basis of word graphs and are denoted
as link probabilities or gamma values. These posterior probabilities are used as one
of many different features for the estimation of confidence measures, cf. Chapter 2.3.2.6.
Unfortunately, the hypothesis posterior probabilities are not evaluated alone. Also, details
about the structure of the word graphs and about the forward-backward algorithm are
not revealed.
Other authors suggest to compute word posterior probabilities on N -best lists instead
of word graphs. In [Weintraub 1995], posterior probabilities for keywords are computed
on N -best lists by summing the joint probabilities of all sentences containing the specific
keyword in the same segment of time and by normalizing the accumulated probability
with the sum of the joint probabilities over all sentences in the N -best list. If the
same keyword appears multiple times in a sentence, it is considered as separate keyword
hypotheses. Only if two keyword hypotheses from different sentences overlap in time,
they are considered to be the same keyword hypothesis. These posterior probabilities are
used as confidence measures for the keywords.
In [Gillick et al. 1997], a word posterior probability is defined as the fraction of the
N -best list that contains the given word at the same position. According to the authors,
“the motivation for this quantity is that the stability of a recognized word in an N -best
list should be a good indication whether the word is correct or not” [Gillick et al. 1997,
page 880]. The sentence scores, i.e., the acoustic model scores and the language model
scores are not taken into consideration, only the relative frequency of the words is used
to estimate the posterior probabilities.
2.3 Confidence Measures
With the rising number of application areas for speech recognition technology, the demand
for the ability to spot erroneous words also increases. In this context, confidence measures
can be used to label individual words in the output of the speech recognition system as
either correct or false thus enabling the system and subsequent modules to spot the
position of possible errors in the output automatically.
In general terms, two problems have to be addressed in order to compute confidence
measures. First, suitable features have to be derived or computed which are characteristic
for correctly and incorrectly recognized words. These features can either be extracted
directly from the recognition process or can be computed explicitly with additional
models. Second, a binary classifier has to be defined which, on the basis of all features,
decides whether a word is correct or not. In the simplest case, this classifier is based on
thresholding a combination of the confidence features. If the confidence for a word lies
above the threshold, the word is tagged as correct and as false, otherwise. In principle,
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confidence measures can be estimated for any modeling level in a speech recognition
system, i.e., phones, words, and even sentences. In this thesis, confidence measures are
considered for words only.
In the next section, the evaluation of confidence measures is studied before presenting
different approaches to the computation of confidence measures suggested in the past.
2.3.1 Evaluation of Confidence Measures
The reason for a detailed discussion of evaluation metrics for confidence measures is
that a number of different criteria was suggested which complicates a comparison of
different confidence measures. In addition, the suitability of some of these criteria remains
questionable.
Confidence measures have to be evaluated with respect to two different types of errors.
The first is a false acceptance, i.e., an incorrectly recognized word is tagged as correct,
and the second is a false rejection, i.e., a correctly decoded word is tagged as false. In the
more general context of test theory, false rejection and false acceptance are denoted as
type one error and type two error, respectively [Lleida and Rose 1996]. Obviously, there is
a trade-off between the two types of errors, depending on the classifier, e.g., the choice of
a particular tagging threshold. The false acceptance rate is defined as the number of false
acceptances divided by the total number of incorrectly recognized words and the false
rejection rate as the number of false rejections divided by the total number of correctly
recognized words. One should bear in mind that word deletions are not considered. In
a realistic application, the transcription of the spoken sentence is not known and deleted
words as such can thus not be detected.
2.3.1.1 Confidence Error Rate
Assuming that the word error rate of a speech recognition system is below 50% and that
no additional knowledge about the correctness of the recognized words is available, the
best choice is to tag all words as correct. For word error rates above 50%, the best
choice is to tag all words as false if no confidence measure is available. For the first
case, a baseline confidence error rate (CER) is given by the number of insertions and
substitutions, divided by the number of recognized words:
baseline CER =
# insertions + # substitutions
# recognized words
· 100% . (2.11)
If additional knowledge is available in the form of a confidence measure, each word in
the output of the speech recognition system can be tagged on the basis of this quantity
with either correct or false. In this case, the improved confidence error rate now gives
the number of incorrectly assigned tags divided by the total number of recognized words
[Weintraub et al. 1997, Kemp and Schaaf 1997]:
CER =
# false acceptances + # false rejections
# recognized words
· 100% . (2.12)
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For
We’re
coverage
coming up to
about
about
nine
nine and a
half
half
minutes.
minutes.
hand
Figure 2.3: Illustration of the confidence error concept. The upper sentence contains the
spoken words and the lower sentence the recognized words. Words marked red are tagged
as incorrect and words marked green are tagged as correct.
The quality of a confidence measure can now be assessed on the basis of the relative
improvement of the confidence error rate in comparison with the baseline confidence error
rate. Figure 2.3 illustrates the confidence error rate. The upper sentence contains the
sequence of spoken words and the lower sentence the sequence of recognized words. As
the illustration shows, several errors occur. Word “We’re” was substituted with word
“For”, word “coming” with word “coverage”, and word “and” with “hand”. Words “up”,
“to”, and “a” were deleted. In total, the sentence has a word error rate of 60% (three
substitutions, three deletions, and ten spoken words). The baseline confidence error
rate in this case is 42.9% (three substitutions and seven recognized words). The red
color in the lower sentence marks those words which were tagged as incorrect during
the confidence annotation process and the green color those words which were tagged as
correct. Obviously, word “For” is a false acceptance and word “nine” is a false rejection.
Thus, the confidence error rate after tagging is 28.6% (one false acceptance, one false
rejections, and seven recognized words).
The confidence error rate as an evaluation criterion has several drawbacks. First, the
two different types of errors are not distinguished. If one is interested in one of these
types of errors in particular, the confidence error rate is obviously not suitable. Second,
the confidence error rate strongly depends on the choice of the tagging threshold. The
confidence error rate is used in this thesis for evaluation of confidence measures because of
its simplicity, but since it measures the system performance for only one operating point,
it should not be used as the only evaluation criterion.
2.3.1.2 Detection-Error-Trade-Off Curve
Another criterion is the so-called detection-error-trade-off (DET) curve which was
originally used to assess the performance of speaker verification systems. These systems
are used to determine the identity of a speaker and to grant or deny access to a computer
system or to confidential information. The decision whether to accept the speaker or not
is made on the basis of the similarity of the speaker utterance to the samples of various
speakers which were stored previously. It is obvious that the performance of such a system
depends on the choice of the decision threshold. Choosing a very low threshold, the system
will grant access not only to authorized persons, but also to the so-called imposters, i.e.,
people who are not authorized, but who try to gain access to the system. As a result,
the false acceptance rate will be very high. Choosing a very high threshold on the other
hand, the system will deny access to almost everyone and the resulting false rejection rate
will be unacceptable.
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Whichever operating constraint is chosen to tune the decision thresholds, it is only one
of the possible trade-offs between both types of errors. It is generally not possible to pre-
dict, from the false acceptance and false rejection rates obtained for a particular operating
point, what would be the error rates for another operating point. In order to assess the
performance of the system under any condition, it has to be characterized independently
from any threshold settings. In the case of a single decision threshold, the false acceptance
and false rejection rates can be written as a function of the decision threshold. This
interdependence can be illustrated as a detection-error-trade-off curve which contains a
plot of the false acceptance rate over the false rejection rate for different decision thresholds
[Weintraub 1995, Lleida and Rose 1996, Rivlin et al. 1996, Rueber 1997].
The advantage of detection-error-trade-off curves is that they contain information
about all possible operating points of a confidence annotation algorithm. It is very easy
to determine the false acceptance rate if, in a specific application, the false rejection rate
must not exceed a certain percentage.
Using terminology derived from communication theory, the error rates as a function
of the decision threshold are also referred to as receiver-operating-characteristic (ROC)
and the resulting plot as receiver-operating-characteristic curve. Sometimes, the term
receiver-operating-characteristic curve, in contrast to the term detection-error-trade-off
curve, is used to denote a slightly different type of curve which usually contains a plot
of the detection rate, i.e., the rate of incorrectly recognized words which are detected as
such, over the false rejections per word per hour [Weintraub 1995].
2.3.1.3 Equal Error Rate
One might argue that keeping an entire receiver-operating-characteristic curve lacks
conciseness. Hence, it is very often felt desirable to condense the system performance
into a single figure. Traditionally, the equal error rate (EER) is chosen to assess the
performance of speaker verification systems. The equal error rate can be computed
by adjusting the tagging threshold so that the false acceptance and the false rejection
rate are equal. The equal error rate is also used in the context of confidence measures
by several authors [Uhrik and Ward 1997, Jitsuhiro et al. 1998] due to the similarity to
speaker verification. The main drawback of the equal error rate is that it characterizes the
performance of the confidence annotation system only for a single operating point, just
like the confidence error rate. Since the operating point is chosen more or less arbitrarily
so that both types of tagging errors occur with the same relative frequency, the equal
error rate is not used in this thesis. The equal error rate only makes sense as long as
correctly and incorrectly recognized words occur equally often, as was the case in a large
number of the experimental evaluations of speaker verification systems where the equal
error rate was first used.
Alternatively, a so-called figure-of-merit (FOM) can be computed by averaging the
detection rate, introduced above, over different numbers of false rejections per word per
hour [Jeanrenaud et al. 1993, Weintraub 1995, Rueber 1997].
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2.3.1.4 Normalized Cross Entropy
It is obvious, that the classification error rate of a confidence annotation process depends
on the word error rate of the speech recognition system. The quality of a confidence
measure thus cannot be evaluated by only specifying is classification error rate. Instead,
it has to be assessed on the basis of the improvement of the classification error rate in
comparison with a baseline classification error rate which is determined by the error rate
of the speech recognizer.
This sensitivity to the operating point of the speech recognition system is the
motivation for another evaluation criterion for probabilistic confidence measures, the so-
called normalized cross-entropy which was originally suggested by the National Institute
of Standards and Technology (NIST) and which is discussed in [Kemp and Schaaf 1997].
Instead of measuring the reduction of the classification error rate, the normalized cross-
entropy aims at measuring the gain in information about the correctness of words
obtained with a confidence measure. The initial entropy H(Y ) can be computed as
H(Y ) = −p0 · log(p0) − (1 − p0) · log(1 − p0), where p0 denotes the word accuracy rate
of the speech recognition system which is given by the number of correctly recognized
words divided by the total number of recognized words. The initial entropy reflects the
case in which no additional information about the correctness of the decoded words is
available. As already discussed, in this case the best decision is to tag all words as
correct. If additional information about the correctness of the decoded words is available,
the conditional entropy H(Y |X) can be computed as follows:
H(Y |X) = − 1
N
N∑
n=1
[
cn · log(pn) + (1− cn) · log(1− pn)
]
(2.13)
where cn is the true class label for word wn, i.e., one if the word was recognized correctly
and zero otherwise, and pn is the probability of word wn being correct. The conditional
entropy is very often also denoted as cross-entropy. Obviously, an optimal confidence
tagger would haveH(Y |X) = 0 and a “guessing” confidence tagger would haveH(Y |X) =
H(Y ). With these quantities, the normalized cross-entropy S can easily be computed as:
S =
H(Y )−H(Y |X)
H(Y )
. (2.14)
In essence, the normalized cross-entropy S measures the change in uncertainty about the
correctness of words after the use of a confidence measure. If one had perfect knowledge
about which words are correct and which are not, one would have S = 1. If the confidence
measure provided no additional information, one would have S = 0.
The normalized cross-entropy is used by a number of authors to assess the performance
of confidence measures [Rueber 1997, Schaaf and Kemp 1997, Siu et al. 1997]. Other
authors omit the normalization and use the cross-entropy for evaluation purposes
[Chase 1997, Gillick et al. 1997, Weintraub et al. 1997].
In this thesis, the normalized cross-entropy is not used because it bears a conceptual
disadvantage which makes it impossible to use it for the evaluation of the confidence
measures suggested in this thesis without a modification of the confidence measures. As
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discussed later, the word posterior probabilities defined in Eq. (4.31) can directly be used
as a confidence measure. In this case, the normalized cross entropy approaches infinity as
soon as the posterior probability of a word equals one, despite the fact that this word was
not recognized correctly, as can easily be seen from Eq. (2.13), cf. page 21. Two different
ways used by other authors to solve this problem are to remove all words from the test
corpus whose posterior probabilities are one although they were recognized incorrectly or
to limit the posterior probability to a value below 1.0, since a posterior probability of 1.0
is highly over-optimistic anyway. On the other hand, posterior probabilities may well be
1.0 if word graphs or N -best lists are used as a limited representation of the huge set of
possible sentence alternatives. Instead of the normalized cross entropy, confidence error
rates and detection-error-trade-off curves are presented for all confidence measures and
testing corpora.
2.3.2 Computation of Confidence Measures
As already discussed, the probability of the sequence of acoustic observations is normally
omitted during the speech recognition process. The resulting scores provide only a relative
measure for the goodness of the different sentence alternatives. Without normalization,
these quantities cannot be used to assess the correctness of recognized words. It appears
to be straightforward to use word posterior probabilities as discussed previously in
Chapter 2.2 as a basis for the computation of confidence measures since both, the
normalization and the summation over all sentences which contain a specific word are
addressed in this context. Although this approach can easily be motivated in the
framework of statistical speech recognition, other approaches were also pursued with
success. In fact, a large number of different methods was studied. Many of these methods
originate from keyword spotting, i.e., the detection of relevant keywords in a spoken
utterance, and from utterance verification [Cox and Rose 1996, Weintraub et al. 1997].
In general, a confidence measure can be computed on the basis of a set of suitable
features which are characteristic for correct and incorrect words. In this case, a
classifier has to decide whether a word is most probably correct or not, given the set
of features. The different approaches to the estimation of confidence measures can
be distinguished by regarding whether all confidence features are derived directly from
the recognition process [Finke et al. 1996, Kemp and Schaaf 1997] or whether additional
models are used that are built solely for the purpose of computing confidence measures
[Young 1994, Setlur et al. 1996, Lleida and Rose 1996, Weintraub et al. 1997]. These
additional models are used in a separate decoding process which runs in parallel with
the actual speech recognition. In doing so, an additional score is obtained which is
independent of the speech recognition process and which can be used to normalize the
joint probability of the utterance.
Alternatively, confidence measures can be distinguished by regarding whether
they are probabilistic in the broader sense or not. The acoustic likelihood-
ratio criterion [Young 1994, Weintraub 1995, Cox and Rose 1996, Setlur et al. 1996,
Weintraub et al. 1997], the computation of word posterior probabilities on N -best lists
[Weintraub 1995, Rueber 1997], and the computation of word posterior probabilities
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on word graphs [Jeanrenaud et al. 1993, Kemp and Schaaf 1997] clearly belong to the
category of probabilistic confidence measures. Other authors use large sets of mainly
heuristic confidence features which are not based on probabilistic considerations but
on empirical observations concerning the decoding process as such [Cox and Rose 1996,
Finke et al. 1996, Gillick et al. 1997, Schaaf and Kemp 1997, Kemp and Schaaf 1997,
Weintraub et al. 1997]. These features are then combined using a variety of methods, e.g.,
generalized linear models [Gillick et al. 1997], neural networks [Weintraub et al. 1997],
and a linear discriminant analysis [Kemp and Schaaf 1997], to form a single confidence
measure which is then simply compared with a threshold.
In many of the publications though, a mixture of all of these different categories of
confidence measures is studied. In the following, the most promising approaches are
described in more detail. Some of these confidence measures will be used later for a
comparison with the confidence measures suggested in this work.
2.3.2.1 Acoustic Likelihood-Ratio Criteria
A frequently used method to compute a confidence measure for a word hypothesis is to
normalize the acoustic word score by subtracting an additional score for the segment in
time corresponding to the hypothesis which is obtained with so-called filler or garbage
models. These scores, computed with generic acoustic models, e.g., an unconstrained
all-phone recognition pass, can be interpreted as a very rough approximation of the
probability of the sequence of acoustic feature vectors. By subtracting the same generic
sentence score from all competing hypotheses, the effect of the missing normalization of
the joint acoustic and language model score can be compensated for at least in parts.
The ratio between the acoustic score and the generic score can also be regarded as the
distance between the current hypothesis and the generic hypothesis. The generic scores
can be computed on any level, e.g., phonemes, words, or sentences.
In [Young 1994], the word scores produced by the recognition system are normalized
by subtracting the score for an all-phone recognition and by normalizing for length. The
all-phone score is generated by running the speech recognizer on the utterance allowing
any triphone to follow any other triphone with a trigram probability for the triphone
sequence. The triphone trigram model is trained on a large collection of English language
text. The normalized word scores are then transformed into confidence measures which
are used to detect misrecognitions and out-of-vocabulary (OOV) words. [Young 1994]
reports a reduction of the false acceptance rate from 45% when using the unnormalized
acoustic scores as a confidence measure to 36% when using the normalized acoustic word
scores for a fixed false rejection rate of 5% on the American Air Travel Information
System (ATIS) corpus. In addition, the use of semantic, pragmatic, and discourse based
confidence measure is studied. Unfortunately, the quality of the confidence measures is
only assessed on the basis of the false acceptance rate for a fixed false rejection rate. This
operating point is only one of the many contained in a detection-error-trade-off curve. It
is thus very difficult to compare the suggested method with other publications.
A similar method is suggested in [Gillick et al. 1997]. Among several other confidence
features which are later on combined, cf. Chapter 2.3.2.6, the authors study the difference
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between the acoustic score of the word and the best score for the time segment of the
word. This best score is computed by determining for each time frame of the word the
score of the best scoring emission probability distribution in the acoustic model and by
then averaging those scores over the word. If the difference between these two scores is
close to zero, one could hope that the word is correct, since the best possible acoustic
match is close to the acoustic match of the word that was recognized.
[Lleida and Rose 1996] study a one-pass recognition and utterance verification ap-
proach. The authors modify the decoding criterion used in their speech recognition system
so that the recognized string is that which obtains the highest confidence score with respect
to all possible sentence hypotheses. The confidence scores for all sub-word units contained
in an utterance are computed as the likelihood-ratio between the likelihood for the acoustic
models belonging to the utterance and the likelihood computed with alternative acoustic
models. These alternative models are composed of a background model whose purpose is
to provide a broad representation of the feature space and one imposter model for each
sub-word Hidden Markov Model which is trained from the false alarms decoded during
training. The acoustic models, the background model, and the imposter models are
trained discriminatively so that the likelihood-ratio for correctly hypothesized keywords
is increased while minimizing the likelihood-ratio for false alarms. The authors study
five different ways of combining the sub-word unit based confidence scores into word level
confidence measures. [Lleida and Rose 1996] present experimental results for a testing set
containing spontaneous spoken utterances recorded over public telephone lines. In this
task, users were able to ask questions about the location and times of movies in a local
area. The best confidence error rate reported is 24.5%. The word error rate achieved
on the testing corpus and a baseline confidence error rate are not given. In addition,
[Lleida and Rose 1996] present detection-error-trade-off curves for their experiments.
In [Setlur et al. 1996], another likelihood-ratio criterion is discussed for utterance
rejection. The authors use alternative hypothesis Hidden Markov Models which consist
of models for non-keyword speech and models for keyword speech which is misrecognized
by the speech recognition system. These models are trained discriminatively and are used
to normalize the overall sentence score. [Setlur et al. 1996] present experimental results
for a digit recognition task. They achieve a false acceptance rate of 2.65% for a fixed false
rejection rate of 5% and a baseline string error rate of 4.85%.
In [Cox and Rose 1996], a confidence measure based on a normalization of the acoustic
word score with the likelihood of the total number of active states in the time segment
of the current word is computed. The authors also study a different likelihood-ratio
criterion. For normalization, an independent estimate of the likelihood of the time
segment corresponding to the word under consideration is estimated with additional
probability density functions. [Cox and Rose 1996] combine this confidence feature
with others, cf. Chapter 2.3.2.6. A similar likelihood-ratio criterion is studied in
[Schaaf and Kemp 1997] for a speech corpus recorded in the framework of the German
Verbmobil project [Bub and Schwinn 1996]. The authors compute a normalized word
score as the acoustic word score normalized with the prior probability of the acoustic
observations in the corresponding time segment. The performance of the likelihood-ratio
criterion alone is not evaluated. Instead, the authors combine a large number of different
confidence features, cf. Chapter 2.3.2.6.
2.3. CONFIDENCE MEASURES 25
In [Weintraub et al. 1997], a confidence measure is computed as the average of
normalized acoustic scores over all time frames of the word. The normalization is done
either with context-independent Hidden Markov Models or with a Gaussian mixture
model. The frame-level log-likelihood-ratios are combined at the word level, the phone
level, and at the state level. Unfortunately, no details about the structure and the training
of the Hidden Markov Models or Gaussian mixture model used for normalization is given.
On the 1995 evaluation subset of the Switchboard corpus [Godfrey et al. 1992] the authors
achieve a reduction of the confidence error rate from 48.9% to 35.3% with the acoustic
likelihood-ratio criterion on a word level, a relative reduction of the confidence error rate
of 27.8%. The likelihood-ratio criterion is also studied in combination with other features,
cf. Chapter 2.3.2.6.
In [Bansal and Ravishankar 1998] two confidence features are studied that are based
on likelihood-ratios. In order to determine the contribution of an individual word to the
total hypothesis likelihood, a next-best hypothesis is computed for the sentence hypothesis
under consideration as follows: each word in the original sentence hypothesis is prevented
from occurring anywhere around the original time segments in the next-best hypothesis
using a constrained recognition pass. The log likelihood difference between these two
sentence hypotheses is a measure of the relevance of the word to the original sentence
hypothesis. The larger this difference, the more likely that the word was recognized
correctly. This criterion is denoted as likelihood-dependence. The authors also study a
second confidence feature, the so-called neighborhood-dependence criterion. The authors
present detection-error-trade-off curves for a test set consisting of 6000 words from the
broadcast news domain.
2.3.2.2 Language Model Criteria
Language model features are used by several authors. In addition to the language model
score, the back-off behavior of the language model can also be considered. If a particular
trigram was not observed during the training of the language model, the corresponding
bigram is used for the estimation of the language model probability in the back-off
language models. The motivation for this back-off criterion is that a back-off indicates that
the corresponding trigram was only rarely observed during training and that something
might have gone wrong during recognition. It should be kept in mind that the language
model back-off behavior depends on the size and quality of the language model training
corpus. Also, a testing corpus which contains spontaneous speech effects such as false
starts and hesitations may produce a lot of back-offs in the language model, if the latter
was trained on transcriptions of planned, clean speech.
In [Uhrik and Ward 1997], only language model features are studied. The authors
assign a discrete confidence value to each recognized word relative to the back-off behavior
of the language model. The language model score is not considered. Based on these word
level confidence measures, the authors compute an utterance level confidence measure as
the average over all word level confidence values. The utterance level confidence measure
is used to reject out-of-domain utterances for a scenario of patient reports dictated by
physicians. The authors report an equal error rate of 7.5% for this test set with the
utterance level confidence measure and of 20.0% with the word level confidence measure.
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[Weintraub et al. 1997] study several language model features, the trigram language
model score, the order of the m-gram used in the language model, i.e., the back-off level
on which the language model score was computed, the reverse trigram language model
score, and the back-off level of the reverse trigram language model. The authors report
a reduction of the confidence error rate on the ’95 evaluation subset of the Switchboard
corpus [Godfrey et al. 1992] from 48.4% to 46.1%. The language model features are also
combined with other confidence features, cf. Chapter 2.3.2.6. In [Schaaf and Kemp 1997],
a similar confidence feature is studied. The number of times a back-off occurred in the
language model is used as one of many features to compute word confidence measures, cf.
Chapter 2.3.2.6.
In [Gillick et al. 1997], the language model score is used as a confidence feature. The
language model score is combined with other features using generalized linear models,
cf. Chapter 2.3.2.6. The quality of the language model feature alone is not evaluated.
[Chase 1997] also uses language model features to compute confidence measures. The
author studies two different criteria, the language model score itself and the language
model score in combination with the branch of its origin in the language model back-off
algorithm, i.e., the level on which the language model score was computed. [Chase 1997]
reports a relative reduction of the cross-entropy between 2.0% and 2.5% on the North
American business corpus [Pallett et al. 1995] with a word error rate of 16.0%. The
language model features are then combined with other features, cf. Chapter 2.3.2.6.
2.3.2.3 Acoustic Stability
The acoustic stability criterion was first suggested in [Finke et al. 1996, Qiu 1996]. For
this confidence feature, a number of alternative sentence hypotheses with different
weighting between the acoustic model scores and the language model scores is computed.
Each of these sentence hypotheses is then aligned against the first best sentence hypothesis
using a dynamic programming alignment. For each word in the first best sentence, the
number of occurrences at the same position, as determined by the alignment, in the
alternative sentence hypotheses, normalized with the total number of different sentence
hypotheses is taken as the feature value.
[Schaaf and Kemp 1997, Kemp and Schaaf 1997] study the same criterion. The
authors present experimental results for a speech corpus recorded in the framework of the
German Verbmobil project [Bub and Schwinn 1996]. With the acoustic stability criterion,
the confidence error rate is reduced from 14.7% to 12.6%, a relative reduction of 11.9%.
With a combination of the acoustic stability and the acoustic stability after vocal-tract
normalization, the confidence error rate is reduced from 14.3% to 11.7% which amounts
to a relative reduction of 18.2%.
2.3.2.4 Hypothesis Density
In order to constrain the space of potential hypotheses that have to be expanded during
search, unlikely hypotheses are usually pruned. If the probability of a partial sentence
hypothesis is significantly higher than all other competing hypotheses, a large number of
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the alternative hypotheses is eliminated with different pruning techniques. As a result,
the remaining number of hypotheses is very low if the difference between a particular
hypothesis and all others is very high. If, on the other hand, the differences between the
active hypotheses for a given time frame are rather low, a large number of hypotheses
survives the pruning process. A criterion motivated by the above considerations is studied
in [Cox and Rose 1996]. The authors use the number of different word hypotheses above
the pruning threshold at the end of the word considered as one of four confidence features
which are combined with a Bayesian Classifier. This combination is described in more
detail in Chapter 2.3.2.6.
In [Kemp and Schaaf 1997], a different variant of the hypothesis density criterion is
studied. The authors compute the hypothesis density on the basis of word graphs. Since
a word graph can be interpreted as a compact and of course very limited representation of
the search space, the number of word graph edges, i.e., word hypotheses, that span a time
segment should be rather low if the degree of uncertainty during the initial recognition
was also low. For each word, the authors compute three different values, the number
of competing word graph hypotheses at the beginning and at the end of the word, and
the average number of word graph hypotheses in the time segment of the word. To
capture effects of high or low confidence of neighboring words, the authors also compute
the hypothesis density at the last time frame of the preceding word and at the first time
frame of the succeeding word. The authors achieve a reduction of the confidence error
rate from 14.7% to 12.1%, a relative reduction of 15.4%.
2.3.2.5 Word Posterior Probabilities
As already mentioned, it is easy to motivate the use of word hypothesis posterior
probabilities as a confidence measure or at least to compute a confidence measure on
the basis of these probabilities. Apart from the fact that word posterior probabilities can
be seen as a natural outcome of Bayes’ Decision Rule, one of the main advantages is that
the acoustic models and the language model that were used during the initial recognition
phase are all incorporated in these quantities.
As already discussed, posterior probabilities are estimated on the basis of forward-
backward probabilities in [Jeanrenaud et al. 1993]. The forward and backward proba-
bilities are used to compute a state posterior probability for the last Hidden Markov
Model state of each hypothesized keyword. A putative hit, i.e., a possible keyword,
is declared whenever the state posterior probability reaches a local maximum within a
fixed-size window. In order to deal with the uncertainty of the word boundaries, the
posterior probability is integrated over a range of time frames. This quantity can be
interpreted as the probability of a keyword ending in the vicinity of a given time frame.
The authors report a figure-of-merit of 79% on the Switchboard Credit Card Conversations
corpus [Godfrey et al. 1992]. According to the authors, the performance of the keyword
spotting system is significantly better when using a speech recognition system with a
medium vocabulary which contains the keywords and all other possible words instead of
a system which contains specific acoustic models for the keywords and only one generic
model for the non-keywords. It remains unclear, whether the focus on the last state of
each keyword word degrades the performance of the keyword spotting system or not.
28 CHAPTER 2. STATE OF THE ART
[Weintraub 1995, Weintraub et al. 1997] suggest to compute posterior probabilities
for a keyword spotting task on the basis of N -best lists. The posterior probabilities are
computed for each keyword by summing up the joint probabilities of all sentences in the
N -best list which contain the keyword in a similar segment of time and by normalizing
this quantity with the sum of the joint probabilities of all sentences in the N -best list.
If the same keyword appears multiple times in a sentence, it is considered as separate
keyword hypothesis. Only if two keyword hypotheses from different sentences overlap in
time, they are considered to be the same keyword hypothesis. [Weintraub 1995] reports
a figure-of-merit of 81.0% for a word recognition error rate of 54.7% using a test set of
conversational speech from Switchboard Credit Card Conversations [Godfrey et al. 1992].
This development test set was used at the 1993 Robust Recognition Workshop in Rutgers,
New Jersey.
In [Jeanrenaud et al. 1995], the computation of posterior probabilities on N -best lists
is also studied. These posterior probabilities are then transformed into confidence scores.
The authors compare this approach with the method suggested in [Jeanrenaud et al. 1993]
and use both confidence measures to improve the recognition performance on the
Switchboard corpus [Godfrey et al. 1992]. To this end, the authors select the best possible
transcription of the spoken utterance based on the confidence scores of the words and the
time constraints as determined by the initial search phase. With the suggested method,
the word error rate is reduced from 53.0% to 52.0%, a relative reduction of 1.9%.
In [Setlur et al. 1996], posterior probabilities are computed for complete utterances
on the basis of very limited N -best lists which contain only the best and the second-
best sentence alternative. This method corresponds to the standard method of using
the likelihood-ratio between the best and the second-best hypothesis. These probabilities
are used as confidence measures on an utterance level to reject complete out-of-domain
utterances. The authors report experimental results for a digit recognition task. The
speech database was collected over the telephone network in the United States. On a
string level, the authors achieve a false acceptance rate of 2.16% for a fixed false rejection
rate of 5% and a baseline string error rate of 4.85%.
In [Rivlin et al. 1996], the authors compute phone-based confidence measures for the
purpose of utterance rejection. The phone-based confidence score is computed as the
duration-normalized sum of phone posterior probabilities for specific time frames over all
time frames of a given phone hypothesis. The phone posterior probabilities for a given
phone and time frame are approximated by the maximum of the likelihood scores of the
acoustic observation for the given time frame over all states of the context-independent
Hidden Markov Model for the given phone and by normalizing this quantity with a sum
of the same quantity over all phones in the recognizer phone set. For a phonetically tied
mixture system, i.e., only Hidden Markov Model states that belong to allophones of the
same phone share the same mixture, the normalization term is exactly the unconditional
likelihood of the acoustic observation for the given time frame. The authors conduct
experiments on a database of company names spoken over the telephone. The recognition
task is to find out which of 12000 company names was spoken. The suggested method
is not able to outperform a likelihood-ratio criterion based on phoneme filler models
but provided comparable performance and is, as the authors state, less expensive to
implement.
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In [Kemp and Schaaf 1997], word hypothesis posterior probabilities are computed on
the basis of word graphs with a forward-backward algorithm and are denoted as gamma-
values. No details about the implementation are presented. The quality of these gamma-
values alone is not evaluated. Instead, the gamma feature is used in combination with
other confidence features, cf. Chapter 2.3.2.6.
[Rueber 1997] computes confidence measures for attributes, i.e., semantic items like
names, in an automatic inquiry system on the basis of N -best lists. The joint acoustic
and language model probabilities of the sentences contained in the N -best list are
first normalized with the probability p(xT1 ) of the acoustic observations, which is also
approximated on the N -best list. In order to obtain confidence measures for the attributes
in the first best sentence, the normalized probabilities of all sentences containing the
specific attribute are added. The positions of the attributes in the sentences are not
considered, i.e., attributes appearing more than once in a sentence are not treated as
separate attributes. In doing so, [Rueber 1997] avoids a dynamic programming alignment
which would otherwise have been necessary in order to determine those sentences which
contain the same attribute. The author reports experimental results for the Philips
automatic telephone exchange board system which provides directory assistance. For a
testing corpus with a word error rate of 20%, [Rueber 1997] achieves a normalized cross-
entropy of 0.33 and a figure-of-merit of 65. In addition, a receiver-operating-characteristic
curve is presented.
[Gillick et al. 1997], also use word posterior probabilities as a confidence feature.
These posterior probabilities are defined as the fraction of the N -best list which contains
the given word at the same position. In contrast to [Rueber 1997] and others, the sentence
scores, i.e., the acoustic model scores and the language model scores are not taken into
consideration, only the relative frequency of the words is used to estimate the posterior
probabilities. Nevertheless, the N -best posterior probabilities, also referred to as N-best
homogeneity score, is one the most informative features. The same criterion is also studied
in [Chase 1997]. The author reports a reduction of the cross-entropy of 8.7% relative on
the North American business corpus [Pallett et al. 1995] with a word error rate of 16.0%.
The word posterior probabilities are used in combination with other confidence features,
see below.
2.3.2.6 Combination of Empirical Features
In [Finke et al. 1996, Qiu 1996], a large number of heuristic and probabilistic features are
used to compute the confidence measures, e.g., the acoustic stability, the number of times
a back-off in the language model occurs, the length of the word in time frames, and the
log of the number of phones in a word.
In [Cox and Rose 1996], an acoustic likelihood-ratio criterion is combined with several
other features, the number of alternative word hypotheses at the word end whose score is
above the pruning threshold, the number of phones in the current word, and the duration
of the word in time frames. The authors use a simple Bayesian Classifier to classify
correctly and incorrectly decoded words. They report a reduction of the confidence error
rate from 49.8% to 34.1% on the Switchboard corpus [Godfrey et al. 1992], a relative
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reduction of 31.5%. The authors also study the computation of confidence measures for
word classes, i.e., for classes containing all words with a similar number of phonemes.
In [Schaaf and Kemp 1997], a large number of heuristic features is used to compute
confidence measures. Among these are the acoustic stability before and after vocal-tract
normalization, the number of times a back-off occurs in the language model, the logarithm
of the number of active final word states during the search phase averaged over a three time
frame window at the end of the word and at the beginning of the word, the acoustic word
score divided by the score for the acoustic observation in the time segment corresponding
to the current word, the average number of active final word states during search in the
time segment of the word, the acoustic score of the word minus the score of the acoustic
observations, a flag indicating whether a recognized word is a pronunciation variant or not,
the non-normalized acoustic score for each time frame, the speaking rate and the reciprocal
speaking rate, the logarithm of the number of phones of the word, the signal-to-noise
ratio in the corresponding segment of time, the length of the current word measured in
time frames, the number of surrounding non-word entities like disfluencies and coughing,
the acoustic frame-wise entropy of the acoustic models averaged over the time segment
of the word, and the logarithm of the number of times the word was observed during
training. Based on a correlation analysis, the authors select the most promising confidence
features and combine them with a linear discriminant analysis and with artificial neural
networks. The resulting confidence value is then compared with a given threshold and
the word is tagged as either correct or false. [Schaaf and Kemp 1997] report a reduction
of the confidence error rate for the German Verbmobil system [Bub and Schwinn 1996]
from 14.7% to 10.7%, which is a relative reduction of 27.2%. The authors also report
a normalized cross-entropy of 0.37 and present a plot of the precision and recall over
different tagging thresholds. Unfortunately, the performance of the confidence measure
is not evaluated on any of the official Verbmobil testing corpora which have been defined
for the evaluation of the competing speech recognition systems in the project.
In [Siu et al. 1997], the authors investigate a large number of different features. The
authors consider two models for combining features and computing confidence measures,
the logit model which is a member of the family of generalized linear models and a
variant of the logit model in which the features are transformed before combination, the
latter being a member of the family of generalized additive models. [Siu et al. 1997]
use word posterior probabilities obtained from the likelihood measurements from the
decoder and from N -best lists as the main confidence features [Jeanrenaud et al. 1995].
Other factors that may as well affect the recognition performance are also taken into
consideration. Among these features are the acoustic model scores, language model scores
such as the trigram and bigram scores, the language model score of the complete sentence,
the amount of the language model training material, acoustic information such as the
estimated speaking rate, the amount of training material for particular words, triphones
and their duration, the signal-to-noise ratio, and context features such as the acoustic
likelihood and the confidence value of the preceding and succeeding words. The authors
use a greedy feature selection algorithm to determine the best confidence features. With
a combination of the best features using generalized additive models, [Siu et al. 1997]
achieve a normalized cross-entropy of 0.193 on the Switchboard conversational speech
corpus [Godfrey et al. 1992].
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In [Chase 1997], the combination of different confidence features is studied for a word
level and a phoneme level confidence annotation. Among these features are the percentage
of frames in the hypothesized word whose base-phones match the base-phones in a
hypothesis constructed with a phone decoder, the combined acoustic and language model
score together with the duration of words in time frames, the N -best-homogeneity score
discussed above, the language model score alone, the language model score in combination
with the level on which the language model score was computed, the number of times the
word was seen in the acoustic training data, the duration of the word in frames, and
confidence information about the preceding word. These features are then combined with
decision trees, generalized linear models, artificial neural networks or generalized additive
models. With the best combination of all features, the author achieves a relative reduction
of the cross-entropy of 17.5% on the North American business corpus [Pallett et al. 1995].
Additional features, e.g., the acoustic stability, are studied for the American Switchboard
corpus [Godfrey et al. 1992]. Here, the author reports a relative reduction of the cross-
entropy for the class of correctly decoded phonemes of 29.3%. Unfortunately, no details
are given for the class of incorrectly decoded phonemes.
In [Kemp and Schaaf 1997] several word-graph-based confidence features are combined
with different classifiers. Among the confidence features are the hypothesis density at
the beginning and at the end of the word, the hypothesis density averaged over the
time segment into which a particular word was aligned, the hypothesis density of the
preceding and succeeding word, the link probability for the different edges contained
in the word graph, the acoustic stability, and several features which are not based on
word graphs and which were already studied in [Schaaf and Kemp 1997]. The features
are combined with a linear discriminant analysis. Starting with a baseline confidence
error rate of 14.7% on a database containing parts of the German Verbmobil corpus
[Bub and Schwinn 1996], the authors achieve a reduction of the confidence error rate to
12.5% with a combination of the five hypothesis density values, a relative reduction of
15%. With the word graph link probability as an additional feature the authors report
a reduction to 11.7%, 20.4% relative. The word graph link probability is defined as the
posterior probability of a word graph edge and is computed with a modified forward-
backward algorithm. Adding the acoustic stability to the set of features, the confidence
error rate is reduced to 11.1%, a relative reduction of 24.5%. With the additional use
of the features presented in [Schaaf and Kemp 1997] the authors achieve a reduction of
the confidence error rate from 14.7% to 10.0%, 32.0% relative. The use of a three-layer
artificial neural network and a decision tree did not improve the experimental results.
In [Weintraub et al. 1997] confidence features are combined with a multi-layer artificial
neural network trained with the standard back-propagation algorithm, minimizing the
mean squared error between the desired output value of the neural net and the obtained
output value. Among the features used by the authors are a likelihood-ratio feature,
several language model features, a word posterior probability computed on N -best lists,
and the number of phones in the word. With this combination, the confidence error rate
is reduced from 48.9% to 27.7%, a relative reduction of 44.8%. It is very interesting to
note that a similar performance is obtained with only one confidence feature, namely the
word posterior probabilities computed on an N -best list. With this single feature, the
confidence error rate is reduced to 31.4%.
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[Gillick et al. 1997] use generalized linear models to relate several features directly to
the probability that a word is correct. Among these features are the word duration in time
frames, the language model score, the acoustic word score minus the best score for the
time segment which is computed by determining the score of the best scoring emission
probability distribution for each time frame of the word, the N -best score defined as
the fraction of the N -best list which contains the given word at the same position, and
the active-node count which is the average of the number of active states for the word.
The authors use none of the evaluation metrics suggested before. Instead, they assess
the quality of their confidence measure on the basis of the exponential function of the
negative unnormalized cross-entropy. With the numbers presented in the paper, the
normalized cross entropy can easily be computed. The normalized cross entropy is 0.164
for the Spanish CallHome corpus, 0.147 for the Mandarin CallHome corpus, 0.171 for the
Switchboard corpus [Godfrey et al. 1992], and 0.298 for the Wall Street Journal corpus
[Pallett et al. 1995].
2.4 Application of Confidence Measures
The additional assessment of the word sequence produced by the speech recognition
system which can be obtained with confidence measures was used for a variety of
applications. In spoken dialogue systems, e.g., train timetable information system,
confidence measures can be used to avoid unnecessary verification turns if the confidence
for the relevant keywords in the speaker utterance is high enough. If no verification is
needed, the dialogue duration can be shortened. Time and money can thus be saved and
the overall acceptance of the service can be increased.
Confidence measures can also be applied to unsupervised adaptation algorithms,
e.g., maximum-likelihood-linear-regression, and the training of acoustic models on
automatically generated transcriptions. In both cases, confidence measures can be used
to confine the algorithms to those speech segments whose transcription is most probably
correct. In the following, these two applications for confidence measures are discussed.
2.4.1 Maximum-Likelihood-Linear-Regression
The adaptation of the emission probability distribution parameters of speaker-
independent speech recognition systems to the characteristics of a specific speaker is
a commonly used technique. In unsupervised adaptation, like maximum-likelihood-
linear-regression [Legetter and Woodland 1995], a preliminary transcription is generated
during an initial recognition pass. Based on this initial transcription, the means and
variances of the Gaussian densities are usually transformed with an affine transformation.
This transformation matrix is estimated with the expectation-maximization algorithm
so that the likelihood of the acoustic observations given the initial transcription is
maximized. In order to reduce the number of parameters which have to be estimated,
a limited number of phonetic-based regression classes is normally used and class-specific
transformation matrices are computed. It is obvious that the initial transcription which
is used for adaptation usually contains recognition errors. Adaptation with this erroneous
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transcription degrades the performance of the adaptation algorithm. Confidence measures
can be used to restrict the adaptation to words with a very high confidence and which
are most probably correct.
In [Anastasakos and Balakrishnan 1998], the transformation matrix is constrained in
that the same transformation is applied to the means and variance. The authors study
two different confidence measures, the word graph hypothesis density and a posterior
probability that a particular word is uttered during a time segment, given the sequence
of acoustic observations for that segment. Both confidence measure are then combined
heuristically. The authors report experimental results for the North American Business
corpus [Pallett et al. 1995]. Using the suggested unsupervised fast adaptation method,
the word error rate is reduced from 12.5% to 11.0%. The additional use of the confidence
measure only yields an improvement to 10.8%, which is a relative reduction by only 1.8%.
[Anastasakos and Balakrishnan 1998] also conduct a control-experiment using only the
correctly recognized segments. In this case, the word error rate was reduced to 10.3%, an
indication that the performance of the confidence measure as such is suboptimal.
In [Nguyen et al. 1999], the likelihood-ratio between the n-th best and the first-best
sentence hypothesis in an N -best list is used to compute a confidence measure for the
sentences in the list. In contrast to standard MLLR, the authors do not only use the
first-best transcription obtained in an initial recognition phase for adaptation but the
N -best sentences in the N -best list. The sum of the likelihood over all sentences is used
as the adaptation criterion. The sentence-based confidence measure is used to weight
the likelihood of the individual sentences in order to increase the effect of very likely
sentences on the adaptation criterion. Experimental results are presented for a Panasonic
in-house database consisting of spontaneously spoken names recorded in an automotive
environment. When using the suggested method instead of an unsupervised first-best
MLLR adaptation, the word error rate is reduced from 26.8% to 26.1%, a relative reduction
of 2.6%.
Improvements using confidence measures for MLLR are also reported in
[Wallhoff et al. 2000]. The authors study the conventional MLLR approach and suggest
a new frame discriminative adaptation method. Starting with a baseline word error rate
of 13.1% on the Wall Street Journal 1993 S3C2 test set which contains native speech and
a word error rate of 42.9% on the Wall Street Journal S3P0 test set which is composed
of non-native speech, the word error rates are reduced to 12.3% and 31.4%, respectively.
The authors also consider the application of confidence measures in order to restrict the
adaptation process to highly confident words only. The confidence measure is computed
as the relative frequency of the same word with a similar time alignment in the sentences
of an N -best list. With the additional use of the word-based confidence measure, the word
error rates are reduced to 11.8% and 30.4%, respectively. In comparison to the standard
MLLR approach, this amounts to a relative reduction of 4.1% and 3.2%, respectively.
2.4.2 Unsupervised Training of Acoustic Models
The amount and quality of acoustic training material is highly important for the
performance of speech recognition systems. Assuming that a speech recognizer has to be
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ported quickly to a new language or scenario with no or only very little transcribed speech
data, the question arises if and how the process of transcribing these data, which has shown
to be very time-consuming and expensive, can be avoided. It is desirable to either use an
already existing speech recognizer trained previously on a different database to transcribe
new speech or to transcribe only a few hours of the acoustic material manually, to build a
speech recognizer with these data and to use this recognizer to recognize larger quantities
of the untranscribed training data. If the recognizer were able to identify those portions of
the new data where the automatic transcription is sufficiently accurate, these data could
be used to train the acoustic models.
In [Zavaliagkos and Colthurst 1998], the authors investigate this scenario for the
CallHome Spanish corpus which contains totally unconstrained conversational speech.
The authors use a recognizer trained on only three hours of manually annotated audio
data to recognize and thus automatically transcribe 25 hours of additional untranscribed
data. A combination of several confidence features, i.e., the N -best frequency, language
model counts, and acoustic and language model scores, all of which are discussed in
[Siu et al. 1997], is then used to tag the recognized words. Only those words whose
confidence exceeds a certain threshold are considered during the following training phase.
The tagging threshold is adjusted so that only 2.7 hours out of the 25 hours of speech
are retained. 80% of these word are correct. With this method, the word error rate is
reduced from 76.0% to 75.7%, a gain of 0.4% relative. In an additional experiment, the
authors show that if the 2.7 hours of speech which are added to the training material
were manually transcribed without any recognition errors, the word error rate could be
reduced to 75.4%.
In [Kemp and Waibel 1998, Kemp and Waibel 1999], a very similar scenario is stud-
ied. Here, German Broadcast News, the Tagesschau, which is broadcasted several times
each day, are recorded every day and are transcribed with a speech recognition system
trained previously with only 30 minutes of manually transcribed audio data. The authors
present numerous experimental results. Most interesting is the comparison between the
supervised and unsupervised training. With the initial recognizer trained with only 30
minutes of transcribed speech, the word error rate on the test set also containing 30
minutes of speech is 36.9% [Kemp and Waibel 1998]. This recognizer is then used to
transcribe an additional 90 minutes of speech which are confidence annotated. Using
all words whose confidence exceeds a threshold of 0.5 to augment the training set, new
acoustic models are then trained. The word error rate with the new models is 34.8%,
a gain of 5.7% relative. If all words in the additional data had been correct, the word
error rate could have been reduced to 30.6% as the authors show in a control experiment.
In [Kemp and Waibel 1999] further and more detailed experiments are presented.
In [Lamel et al. 2000], a slightly different scenario is investigated. Instead of
confidence measures, closed captions of the broadcasts are used to determine which
segments should be used for the unsupervised training of the acoustic models. In order
to train the speech recognizer, a language model is trained on newspaper articles and the
closed captions and the news shows are segmented into homogeneous partitions. Next,
acoustic models are estimated on a very small amount of manually transcribed speech
data. With these models, a larger amount of speech data is then transcribed automatically.
The recognized transcriptions and the closed captions are then aligned and only those
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segments are used for the new training of the acoustic models, where the two transcriptions
are in agreement. Experimental results are reported for the TDT-2 task [Cieri et al. 1999].
57 minutes of manually annotated speech are used to train the initial recognizer. With this
recognizer, 140 hours of broadcast news shows are transcribed automatically, including
commercials. Two different setups are then studied. In a first experiment, the recognized
transcriptions are aligned with the corresponding closed captions and only regions where
the automatic transcripts agree with the closed captions are kept for training purposes,
resulting in 57 hours of speech. In a second experiment, all transcripts are used for
training, 76 hours of speech after removing commercials. Both systems are then used to
transcribe a larger amount of acoustic training material, 108 hours after filtering with
the closed captions and 140 hours when using all transcriptions. Experimental results are
reported for the HUB4 1999 evaluation corpus for filtered and unfiltered transcriptions.
The best result is obtained with 108 hours of filtered transcriptions and is 19.9%. Using
all transcriptions without further processing, the word error rate is 21.0%. As the authors
state, the major part of the gain in performance was caused by the inclusion of the closed
captions into the language model training corpus and not by the additional filtering. It
is interesting to note that the word error rate on the same testing corpus is 18.0% with
a fully tuned recognizer trained on manual transcripts of 123 hours of Broadcast news
speech. The loss in performance when using automatically generated transcriptions is
thus only very small.
2.5 Improved Scoring Approaches
As discussed, Bayes’ Decision Rule is the fundamental paradigm in all state-of-the-art
speech recognition systems. By maximizing the sentence posterior probability over all
possible sentence hypotheses, the probability of a sentence error is minimized, assuming
that the acoustic models and the language model are accurate. Statistical decision theory
in general aims at minimizing the expected cost of making errors and not necessarily at
minimizing the sentence error rate (SER):
{wN1 }opt = argmin
wN1
{∑
vM1
C(wN1 , vM1 ) · p(vM1 |xT1 )
}
, (2.15)
where p(vM1 |xT1 ) is the posterior probability for sentence vM1 , given the acoustic observa-
tions xT1 = x1, . . . , xT . In this general framework, it is left open what cost C(wN1 , vM1 )
of choosing a sentence vM1 instead of the presumably correct sentence w
N
1 should be
used. For speech recognition, this cost is usually defined as the sentence error, i.e.,
C(wN1 , v
M
1 ) = 1 − δ(wN1 , vM1 ), where δ is the usual Kronecker function. If both sentences
are identical, the cost is zero whereas the cost is one if at least one word is different.
With this simple uniform cost function (which does not depend on the number of word
errors), Bayes’ Decision Rule, cf. Eq. (2.1), can easily be derived. The advantage of this
cost function is that the resulting decision rule can be evaluated quite easily, at least in
comparison with other decision rules discussed below.
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Several authors suggested to use word posterior probabilities and confidence measures
in this standard framework not only to detect errors in the speech recognition output but
also to improve the recognition accuracy. In the following section, these publications are
discussed. In addition, several recent publications are discussed which are concerned with
the question how improved cost functions, also denoted as loss functions, can be defined
and implemented.
2.5.1 Confidence-Based Scoring
In [Fetter et al. 1996], confidence measures are used to improve the recognition perfor-
mance. The confidence measure used is obtained as follows: for each word in a training set,
two acoustic score histograms are generated, one for all correct instances and one for all
false instances of that word. These histograms represent the probability of a word having
a particular acoustic score given that the word was correctly or incorrectly recognized.
For each word, a posterior probability is then computed using Bayes’ Rule. Words which
did not occur in the training corpus are assigned a prior confidence which is identical with
the word accuracy rate of the recognizer. The word confidence represents the probability
that a word is correct given its acoustic score. Based on this confidence measure, a word
graph rescoring algorithm is suggested which linearly combines the original acoustic score
of each word with the weighted confidence score. Experimental results are presented for
the official Verbmobil 1995 evaluation test set. The word error rate was reduced from
37.8% to 36.8%, a relative reduction of 2.6%.
In [Neti et al. 1997], the language model scaling factor which is used in more or less all
speech recognition systems is a function of the confidence for a given word and its language
model history. The motivation for this approach is that the correctness of words has a
significant impact on the correctness of the succeeding words. The authors use several
confidence features, i.e., the average likelihood of the word, the size of the fast-match
list based only on acoustic scores, and the size of a detailed-match list based on acoustic
and language model probabilities. These features are then combined with a decision tree.
With the suggested method the word error rate was reduced from 6.27% to 5.74% on the
ATIS task and from 55.0% to 54.6% on the Switchboard task, a relative reduction of 8.4%
and 0.7%, respectively.
In [Evermann and Woodland 2000], word hypothesis posterior probabilities are com-
puted with a forward-backward algorithm on word graphs. These probabilities are
combined with the normal acoustic and language model probabilities in order to increase
the likelihood of hypotheses which are supported by many high scoring alternative
word graph edges. [Evermann and Woodland 2000] present experimental results for the
Broadcast News HUB4 and HUB5 evaluation corpora. For the first corpus, the word error
rate was reduced from 17.4% to 17.0% (2.3% relative) and from 42.6% to 41.5% (2.6%
relative) on the latter. This approach is also compared with a different method, suggested
by [Mangu et al. 1999]. This work is discussed in the following section. According to the
authors, both methods yield comparable improvements of the word error rate.
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2.5.2 Word Error Rate Minimization
Although the sentence error is very frequently used as a cost, there is a conceptual
mismatch between the decision rule and the evaluation criterion for the performance
of speech recognizers, the word error rate (WER). The authors of [Stolcke et al. 1997]
present a very simple but convincing example which shows that optimizing the sentence
posterior probability and thus minimizing the expected sentence error rate does not
necessarily minimize the expected word error rate. The easiest way to overcome this
mismatch is to use the same cost function for optimization as for evaluation: the
Levenshtein-Distance between two sentences wN1 and v
M
1 . The Levenshtein-Distance is
computed using dynamic programming and determines the optimal alignment of the words
in both sentences in terms of the number of word deletions, insertions, and substitutions.
The main drawback of this approach is its computational complexity since it requires the
computation of the sentence posterior probabilities for all possible sentence hypotheses
and the pairwise alignment of all of these sentence hypotheses, as can easily be seen from
Eq. (2.15).
In [Stolcke et al. 1997], the pairwise alignment of all sentence hypotheses is therefore
restricted to the sentences contained in anN -best list. In doing so, the expected number of
word errors is approximated as the weighted average word error relative to all hypotheses
in the N -best list, cf. Eq. (2.15). The weights are the sentence posterior probabilities and
are also computed on the N -best list. This approximation of the posterior probabilities
was previously used in [Weintraub 1995, Weintraub et al. 1997] for keyword spotting and
for the estimation of confidence measures. The necessary scaling of the acoustic and
language model probabilities is discussed in [Stolcke et al. 1997] for the first time. Since
the rescoring of N sentence hypotheses requires N2 dynamic programming alignments,
the process can become very expensive for large N -best lists of 1000 or even more sentence
hypotheses. [Stolcke et al. 1997] therefore suggest to estimate the sentence posterior
probabilities on the full set of sentence hypotheses in the N -best list, but to restrict
the minimization in Eq. (2.15) to the top K hypotheses in the N -best list. The authors
found empirically that the full algorithm very rarely picks a hypothesis that is not within
the top ten hypotheses according to the posterior probability so that this assumption
can easily be justified. The practical version of the algorithm thus has a complexity of
O(KN). The authors report a reduction of the word error rate from 52.7% to 52.2% on
the Switchboard corpus [Godfrey et al. 1992] and from 68.4% to 67.8% on the CallHome
Spanish corpus collected by the Linguistic Data Consortium (LDC). In both cases the
reduction is about 1.0% relative. As expected, the sentence error rates rise slightly.
In [Goel et al. 1998], the choice of the cost or loss function is discussed in more general
terms. According to the authors, a variety of cost functions could be defined depending
on the intended application. For speech understanding applications for instance, a
loss function could penalize according to the semantic distance between to sentence
hypotheses. Experimental results are reported for cost functions based on the word
error rate. As in [Stolcke et al. 1997], N -best lists are used as a compact and limited
representation of all possible sentence hypotheses. The set of hypotheses considered
for minimization is also restricted to the most likely hypotheses whereas all sentence
hypotheses are used to compute the posterior probabilities. In order to optimize the
38 CHAPTER 2. STATE OF THE ART
decision rule which is based on the word error as a cost, two additional parameters
are introduced. The word error and the sentence posterior probabilities are each scaled
with an additional exponential parameter. Both parameters are optimized on a separate
training set. [Goel et al. 1998] present experimental results for the Switchboard corpus.
The word error rate is reduced from 38.5% to 38.0% on the testing corpus, 1.3% relative.
In [Goel and Byrne 1999, Goel and Byrne 2000], task-dependent loss functions are
discussed for the rescoring of word graphs, an extension of the work presented in
[Goel et al. 1998]. The set of sentence hypotheses which are considered for minimization
is denoted as hypothesis space and the set of hypotheses for the estimation of the sentence
posterior probabilities as evidence space. The authors suggest an A∗ search algorithm to
find the best sentence hypothesis in terms of the expected number of word errors. An
optimistic estimate of the remaining cost for a partial hypothesis is discussed which has to
be used in the algorithm. Experimental results are presented for the Switchboard corpus.
The word error rate is reduced from 38.5% to 37.5%, which amounts to 2.6% relative.
This result is also compared with the results obtained earlier in [Goel et al. 1998].
In [Mangu et al. 1999], word graphs are used instead of N -best lists. In contrast
to the A∗ search solution in [Goel and Byrne 1999, Goel and Byrne 2000], the non-local
Levenshtein-Alignment (in the sense that there is no straightforward factorization which
could be used to compute an alignment for all sentences at the same time) is replaced by a
multiple string alignment. This multiple alignment consists of an equivalence relation over
the word hypotheses in the word graph, together with a total ordering of the equivalence
classes, such that the ordering is consistent with the original lattice. Each equivalence
class corresponds to one position in the alignment and the members of a class are those
word hypotheses that are aligned to each other, i.e., that represent alternatives for the
same position in the sentence. The word hypotheses in the word graph are clustered in
three stages. Initially, each cluster contains all word hypotheses with the same starting
and ending times. Next, all clusters are merged which correspond to the same word
instance, i.e., all hypotheses for the same word which overlap in time. Finally, all clusters
are merged that are phonetically similar. After these stages, a confusion network is
obtained which defines a multiple alignment. Word posterior probabilities can easily be
computed on such a network and the decision rule which minimizes the expected number
of word errors simplifies to choosing the word with the highest posterior probability for
each position in the confusion network. The authors report a reduction of the word error
rate from 38.5% to 37.1% on the Switchboard corpus, 3.6% relative.
2.6 Summary
In this chapter, the state-of-the-art of speech recognition was discussed. The focus
of the discussion was on the computation of word posterior probabilities and possible
applications for these quantities. Among these are confidence measures which can be
used for the unsupervised adaptation and the unsupervised training of acoustic model
parameters, and several sentence hypothesis scoring methods which try to exploit the
additional information contained in the word posterior probabilities. In the next chapter,
the goals of this thesis are defined.
Chapter 3
Scientific Goals
As discussed in the previous chapter, confidence measures and word posterior probabilities
can be used for a number of applications of speech recognition technology. In this
chapter, conclusions are drawn from the state-of-the-art of confidence measures and
their applications. The goal of this thesis is to set up a probabilistic framework for
the computation of word posterior probabilities and confidence measures on the basis
of sentence posterior probabilities and to study its usefulness for several applications,
like unsupervised adaptation and training of acoustic models, and an improved scoring of
the sentence hypotheses. Word posterior probabilities computed on N -best lists and word
graphs are the basis for all algorithms and methods suggested in this thesis. In particular,
the following aspects are considered in detail:
Efficient Computation of Word Posterior Probabilities
Word posterior probabilities were computed on N -best lists and word graphs previously,
but so far no systematic comparison of the different methods was presented. In this
thesis, word posterior probabilities are discussed and evaluated in a unified theoretical and
experimental framework. In particular, the main problem for the computation of posterior
probabilities for individual words, i.e., the definition of a suitable alignment of the words,
is addressed and several solutions are presented. Various aspects of the computation of
word posterior probabilities on the basis of N -best lists and word graphs are studied.
In particular, these are the scaling of the probability density functions used in a speech
recognition system and, in the case of word graphs, the removal of redundant paths in the
word graph which have a significant non-local influence on the word posterior probabilities.
This problem has not been addressed previously. Finally, an efficient implementation of
the forward-backward algorithm on word graphs is presented.
Computation of Confidence Measures
In the past, numerous confidence measure were suggested. Many of these confidence
measures were based on heuristic and not on probabilistic considerations. Other
publications address the problem of computing the probability of the acoustic observations
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which is a prerequisite for the computation of posterior probability confidence measures
and suggest to use likelihood-ratio criteria for normalization. Only very few publications
are concerned with a more direct computation of posterior probabilities. In this thesis,
confidence measures are reduced to the posterior probability of a word being correct,
more precisely to the word posterior probability estimated on N -best lists or on word
graphs. For the computation on the basis of word graphs, the well-known forward-
backward algorithm is used in a modified version. Several important details are addressed
which have not been discussed previously. In particular, these include the accumulation
of word hypothesis posterior probabilities and the segmentation of the word graph. The
suggested posterior probability confidence measure on word graphs is compared with an
N -best list based approach and other confidence measures. It is shown that the word
posterior probabilities outperform all of these alternative confidence measures.
Evaluation of Confidence Measures
In literature, various criteria for the evaluation of confidence measures were suggested
and are currently used. Most of the different confidence measures are evaluated with
only one of these evaluation metrics. A systematic comparison of different confidence
measures is therefore very difficult. This situation is aggravated by the fact that the
testing corpora are different in most cases. In this thesis, the disadvantages of several
evaluation criteria are discussed. The confidence measures suggested in this thesis are
evaluated with two different evaluation criteria and are compared with other approaches
suggested previously by other authors. In doing so, the performance of these confidence
measures can be studied more systematically. In addition, all confidence measures in this
thesis are evaluated on five distinct testing corpora.
Unsupervised Adaptation
In the framework of maximum-likelihood-linear-regression, confidence measures were used
recently to restrict the adaptation process in a very straightforward manner to acoustic
segments with a high confidence. The relative reduction of the word error rates for
several different speech recognition systems and testing corpora reported in literature
range between 1.8% and 4.1% for these methods. In order to investigate the impact of the
confidence measure which is used to restrict the adaptation process, the best confidence
measure suggested in this thesis is used in a very similar way. The experimental results
are compared with other approaches presented in literature. Based on these experiments,
additional conclusions are drawn about the quality of the suggested confidence measure
and possible improvements of unsupervised adaptation algorithms.
Unsupervised Training
Currently, there are very few publications concerning the direct use of confidence
measures for improving the unsupervised training of acoustic models on automati-
cally generated transcriptions of the speech signal. The improvements reported in
[Zavaliagkos and Colthurst 1998] are very small. The word error rate is reduced by only
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0.4%. The results presented in [Kemp and Waibel 1999] are more promising. The relative
reduction of the word error rate is more than 5%. On the other hand, the acoustic
quality of the German “Tagesschau” broadcasts is comparably high and the question
remains whether a similar scenario can be applied successfully to acoustic data with lower
quality. In this thesis, confidence measures are used to train an American Broadcast News
recognition system on automatically generated transcriptions. In particular, the question
is addressed whether confidence measures can be used to improve the performance of
such a system. Another important aspect which is studied in detail, is the impact of the
initial speech recognition system on the quality of the recognized transcriptions and, as a
consequence, on the performance of the system trained with these transcriptions. Finally,
a training procedure is defined which is used to train a speech recognition system with a
very small amount of manually transcribed speech while only slightly increasing the word
error rate in comparison with a fully tuned speech recognizer.
Improved Scoring Approaches
Recently, several authors tried to improve the scoring process as such by either integrating
word posterior probabilities into the standard word graph or N -best list rescoring or
by explicitly trying to minimize the word error rate. For the first case, a theoretical
justification for the additional use of word posterior probabilities is not obvious and for
the second case a number of simplifications and assumptions have to be made whose
influence on the performance remains unclear. In this thesis, two alternative scoring
approaches are discussed. The first is based on an alternative factorization of Bayes’
decision rule and provides a theoretical justification for the use of word hypothesis
posterior probabilities. In the second approach, the word error rate is minimized
explicitly. To this end, a new type of error is introduced which is closely correlated
with the word errors. Using this concept, a new decision rule is derived which can be
implemented and evaluated very efficiently.
The organization of this thesis is as follows: in the next chapter, the computation
of word posterior probabilities is discussed. These quantities are the basis for all other
algorithms presented in this thesis. Chapter 5 focuses on confidence measures computed
on the basis of word posterior probabilities. It also contains a comparison with other
confidence measures suggested previously. In Chapter 6, two applications for the suggested
confidence measure are studied. These are the unsupervised adaptation of the acoustic
model parameters, i.e., maximum-likelihood-linear-regression, and the training of a speech
recognition system on the basis of automatically generated transcriptions for the acoustic
training corpus. In Chapter 7, two improved scoring approaches are presented. Chapter 8
summarizes the scientific contributions of this thesis which is finished by an outlook in
Chapter 9. For clarity, experiments are discussed in the corresponding chapters and not
separately. Details on the speech recognition system for the different testing corpora and
on the testing corpora themselves are summarized in Appendix A. Appendix B contains
the definitions of symbols and acronyms, Appendix C detailed calculations for some of the
methods suggested in this work, and Appendix D a detailed description of the forward-
backward algorithm on word graphs.
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Chapter 4
Word Posterior Probabilities
In this chapter, three approaches to the computation of word posterior probabilities are
presented. In order to motivate these methods, the two main problems which have to be
solved before word posterior probabilities can be computed are studied first. As already
discussed in Chapter 2, the fundamental rule in all statistical speech recognition systems
is Bayes’ Decision Rule which is based on the posterior probability p(wN1 |xT1 ) of a word
sequence wN1 = w1, . . . , wN , given a sequence of acoustic observations x
T
1 = x1, . . . , xT . If
these sentence posterior probabilities were known, the posterior or marginal probability
pn(w|xT1 ) for a specific word w at position n could be estimated by summing up the
posterior probabilities of all sentences wN1 containing this word at position n. The lower
index n is used to illustrate that the marginal probability refers to the n-th position.
In this context, the first problem occurs: the probability of the acoustic observations
p(xT1 ) which is needed to normalize the product p(x
T
1 |wN1 ) · p(wN1 ), cf. Eq. (4.1) below,
is usually not computed. The decisions during the decoding phase are based on
unnormalized scores which can be used for a comparison of competing word sequences, but
not as a probability, i.e., an absolute measure. In order to compute posterior probabilities
for individual words, the probability of the acoustic observations p(xT1 ) has thus to be
estimated so that the sentence posterior probabilities can be computed. An obvious
solution for this problem is to consider only a finite set of possible sentence hypotheses
and to compute the probability for the acoustic observations by summing up the joint
probabilities p(wN1 , x
T
1 ) of all sentences w
N
1 :
p(wN1 |xT1 ) =
p(xT1 |wN1 ) · p(wN1 )
p(xT1 )
(4.1)
=
p(xT1 |wN1 ) · p(wN1 )∑
vM1
p(xT1 |vM1 ) · p(vM1 )
(4.2)
A second problem which has to be addressed, is that the concept of a word position
in two different sentences is not properly defined. First, the two sentences may have
different lengths. Second, even if both lengths were identical, word positions could not be
compared directly due to possible deletion and insertion errors. As a consequence, two
different sentences cannot be compared directly by simply regarding the words at a specific
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position. Hence, a criterion has to be defined which determines whether two sentences
contain the same word or not. In this thesis, three possible solutions for this problem
are discussed. The first of these approaches is to use a more sophisticated definition
of a word position which is based on the Levenshtein-Alignment of two sentences and
which is discussed in the following section. The two alternative approaches which are
discussed later in this chapter use a different definition of an alignment which is based on
word boundaries or, more generally speaking, on points in time. Since the quality of the
different methods cannot be evaluated without using the word posterior probabilities in a
specific application, only the theoretical advantages and shortcomings of the approaches
are discussed in this chapter. The experimental evaluation is left to Chapter 5, where
word posterior probabilities are used as confidence measures for recognized words.
4.1 Definition on the Basis of Word Positions
In [Rueber 1997], Rueber suggests to compute posterior probabilities for semantic items
in a recognized sentence on N -best lists. The position of the attributes in the sentence
is not considered. The joint probabilities of all sentences containing the attribute are
simply added and normalized with a sum of the joint probabilities over all sentences
contained in the N -best list. Posterior probabilities for words are computed on N -best
lists in [Weintraub 1995]. The posterior probabilities of all sentences which contain the
same word in a similar segment of time are added. The two approaches presented in
these publications can easily be extended to the computation of posterior probabilities
for individual words on the basis of word positions.
4.1.1 Concept and Definition
As already noted, the concept of a word position is not properly defined, so that the word
posterior probabilities cannot be estimated by simply adding the posterior probabilities
of all sentences which contain the particular word at the same position. The reason
for this conceptual problem is that the recognized sentences do not necessarily have
the same number of words and that words may have been deleted or inserted. Hence,
the words in the different sentences have to be aligned. [Levenshtein 1965] suggests an
algorithm to compute that alignment which minimizes the sum of insertions, deletions,
and substitutions when comparing two different sentences. This algorithm is used in all
speech recognition systems to determine the number of recognition errors. The words in
the recognized sentence are simply aligned with the correct transcription and the number
of deletions, insertions, and substitutions is computed.
With this algorithm, that word v in any other sentence vM1 can be determined which
corresponds to word w at position n in the reference sentence wN1 . This is exactly what
is needed to determine the position of words when comparing different sentences. The
Levenshtein-Alignment of the words in the different sentences is from now on denoted
mathematically by v = Ln(wN1 , vM1 ). Less formally speaking, the Levenshtein-Alignment
returns that word v in sentence vM1 which is aligned with the n-th word w in sentence
wN1 . Using this definition, the word posterior probability for each word w in sentence w
N
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Figure 4.1: Illustration of the Levenshtein-Alignment for a vocabulary consisting of five
words. For simplicity, only four alternative sentences are considered in addition to the
reference sentence w41 = b, d, a, e. 2 symbolizes word deletions. On the right-hand side,
the sentence posterior probabilities are given.
can easily be computed by summing up the posterior probabilities of all sentences wN1
containing this word at position n as defined by the alignment.
pn(w|xT1 ) =
∑
vM1
δ(w,Ln(wN1 , vM1 )) · p(vM1 |xT1 ) (4.3)
=
∑
vM1
δ(w,Ln(wN1 , vM1 )) ·
p(xT1 |vM1 ) · p(vM1 )
p(xT1 )
(4.4)
=
∑
vM1
δ(w,Ln(wN1 , vM1 )) · p(xT1 |vM1 ) · p(vM1 )∑
vM1
p(xT1 |vM1 ) · p(vM1 )
(4.5)
where the Kronecker function δ returns 1 if both arguments are identical and 0 if they
are different. As Eq. (4.5) shows, the marginal probability of the acoustic observations is
computed by summing the joint probabilities of the acoustic model and the language
model over all sentence lengths and sentences. It should be noted that the formal
dependency of pn(w|xT1 ) on wN1 and the Levenshtein-Alignment is omitted for simplicity.
More precisely, the notation would be pn(w|xT1 , wN1 ,L). Obviously, the word posterior
probabilities are normalized for each position:∑
w
pn(w|xT1 ) = 1 ∀n ∈ {1, . . . , N} . (4.6)
In order to illustrate the Levenshtein-Alignment and in order to study the normalization
properties of the word posterior probabilities, the following example is considered: let
us assume that the vocabulary A of the speech recognition system contains only five
words, i.e., A = {a, b, c, d, e}. Also, let the reference sentence, i.e., the sentence for
which word posterior probabilities are computed, be wN1 = b, d, a, e. Fig. 4.1 shows the
resulting Levenshtein-Alignment for four alternative sentences. Without loss of generality,
deletions of words are symbolized using a generic symbol 2. Using this symbol, all errors
can be expressed as substitution errors. As the example clearly shows, word posterior
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probabilities can easily be computed on the basis of this alignment by summing the
posterior probabilities of all sentences which contain an instance of the same word at
the same position. If the generic symbol 2 is included formally in the vocabulary, i.e.,
A = {a, b, c, d, e,2}, a word posterior probability can also be computed for this symbol
and the sum of the posterior probabilities of all distinct words at a particular position
equals one. For the second position of the reference sentence, the posterior probabilities
are p2(a|xT1 ) = 0, p2(b|xT1 ) = 0, p2(c|xT1 ) = 0.3, p2(d|xT1 ) = 0.4, p2(e|xT1 ) = 0.0 and
p2(2|xT1 ) = 0.3. Obviously, the normalization constraint is satisfied.
4.1.2 Implementation Using N-best Lists
As already discussed in the context of multi-pass search, the two main strategies to repre-
sent and store the most likely word sequence hypotheses of a preliminary recognition pass
are N-best lists and word graphs. In N -best lists, the N word sequences with the highest
sentence posterior probabilities are stored together with the corresponding acoustic scores
of the words [Schwartz and Chow 1990, Schwartz and Austin 1991, Ney and Oerder 1993,
Woodland et al. 1995]. It appears to be straightforward to useN -best lists to compute the
word posterior probabilities defined in Eq. (4.5), i.e., to restrict the Levenshtein-Alignment
and the summation of the joint sentence probabilities to those sentences contained in the
N -best list. This approximation can easily be justified, since N -best lists contain the N
most likely sentence hypotheses by definition. The influence of all other sentences which
are too unlikely to be stored in the N -best list on the posterior probabilities should be
rather small if the N -best list contains enough sentences.
In the RWTH speech recognition system, N -best lists are constructed on the basis of
word graphs. The N -best algorithm is comparable to the normal word graph rescoring
algorithm [Ney et al. 1997b], the only difference being that instead of keeping only the
best out of several hypotheses for each language model history at a specific point in time,
the N best hypotheses for each language model history are kept. Very unlikely partial
sentence hypotheses are of course pruned in order to reduce the computing time and
the memory needed. It should be noted that the pruning thresholds are chosen very
conservatively to reduce possible search errors to a minimum. The construction of word
graphs which are the basis for the generation of the N -best lists is presented in detail in
Chapter 4.2.2.1. It should be noted that the variable N is used to denote the length of
sentence wN1 and to denote the number of sentences contained in the N -best list. The
naming conflict as such was not resolved by choosing another variable name in order to
keep the standard notation for both concepts. It should be clear from the context, which
N is used in all of the following discussions.
In the next section, different aspects of the implementation of word posterior
probabilities on the basis of N -best lists are discussed.
4.1.2.1 Computation of the Word Posterior Probabilities
Using Eq. (4.5), the word posterior probabilities on the basis of word positions can
easily be computed. The set of possible sentences used in the sums of Eq. (4.5) is
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simply restricted to those contained in an N -best list. As already motivated above,
this simplification can be justified as long as the N -best list contains enough sentences so
that only very unlikely sentences are omitted:
pn(w|xT1 ) =
∑
vM1 ∈N -best
δ(w,Ln(wN1 , vM1 )) · p(xT1 |vM1 ) · p(vM1 )∑
vM1 ∈N -best
p(xT1 |vM1 ) · p(vM1 )
. (4.7)
As Eq.(4.7) reflects, all of the sentences are successively aligned with the first-best sentence
hypothesis wN1 using the dynamic programming Levenshtein-Alignment. The posterior
probability for word wn is computed by summing the product of the acoustic model
probabilities and the language model probabilities for all sentences which contain wn
at the n-th position according to the computed alignment and by normalizing with the
sum of the same probabilities over all sentences. In the case of N -best lists, the exact
mathematical notation for the posterior probability would be pn(w|xT1 , wN1 ,L, N -best).
As before, these formal dependencies are omitted for better readability.
The concept of word posterior probabilities on the basis of word positions is very
simple and appealing from a theoretical point of view. On the other hand, two problems
arise: first, the Levenshtein-Alignment does not always lead to reasonable alignments of
the words. In the context of the experimental results which are discussed later, it turned
out that words are occasionally aligned which do not represent the same segment of time
and which are thus not necessarily instances of the same word in different sentences in
the N -best list. Second, the explicit alignment of all sentences in the N -best list with
the first-best sentence is very time-consuming, mainly due to the intrinsic computational
complexity of the dynamic programming algorithm.
Yet another problem for the computation of word posterior probabilities is that the
probabilities provided by the statistical models of the speech recognition system have to
be scaled appropriately, no matter whether N -best lists or word graphs are used. This
aspect is discussed in the following section.
4.1.2.2 Scaling of the Probabilities
Experimental results presented in [Brown 1987] show that a different weighting of the
language model probabilities and the acoustic model probabilities can improve the
word recognition accuracy. The acoustic models and the language model are only
approximations and the parameters of these models are estimated on different types of
training data so that a weighting is required to combine the acoustic models and the
language model. In most speech recognition systems, the language model probabilities
are thus weighted with an exponent β > 1.
Normally, the negative logarithm of the language model and the acoustic model
probabilities is used in speech recognition. In this logarithmic domain, the language
model scaling exponent becomes a scaling factor and is thus usually denoted as language
model scaling factor, i.e., the language model scores are multiplied with β. With this
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additional parameter, Bayes’ Decision Rule is given as:
{wN1 }opt = argmax
wN1
{
p(xT1 |wN1 ) · p(wN1 )β
}
. (4.8)
Several publications deal with this problem and suggest possible theoretical explanations
for the language model scaling factor. In [Rubio et al. 1997], the authors argue that the
language model scaling factor is needed because of the lack of synchronization during
the recognition process: the language model probabilities are incorporated only at the
word boundaries whereas the acoustic model probabilities are computed on a state level.
[Evermann and Woodland 2000] attribute the language model scaling factor mainly to
the structural independence assumptions of the acoustic models, which lead to very small
variances of the probability density funtions.
Instead of weighting the language model probabilities, the acoustic model probabilities
can also be weighted with an exponential weight β−1. The optimal word sequence remains
unchanged, since Bayes’ Decision Rule is invariant to the choice of the scaling method if
the parameter is chosen as described above:
{wN1 }opt = argmax
wN1
{
p(xT1 |wN1 )β
−1 · p(wN1 )
}
. (4.9)
On the other hand, the choice of the scaling method has a significant impact on the word
posterior probabilities. This fact can be illustrated with the following considerations: in
order to be able to deal with the extremely small probabilities in a speech recognition
system, the probabilities are usually stored as scores, i.e., the negative logarithm of the
probabilities. If the language model scores are scaled with a language model scaling factor,
the first-best sentence in terms of the joint score of the acoustic model and language
model dominates all other sentences in the N -best list. The large differences between
the joint scores of the best and of competing sentences result in very high ratios of the
corresponding probabilities. E.g., a score difference of 50 is equivalent to a probability
ratio of 1022. As a result, the probabilities of the competing sentences hardly contribute to
the summation in the denominator of Eq. (4.7) and the posterior probability of the first-
best sentence is very close to one, an over-optimistic estimate of the true sentence posterior
probability. If, on the other hand, the acoustic scores are scaled with a scaling factor β−1,
the language model scores are left unchanged and the dynamic range of the acoustic
scores is decreased. As a result, a larger number of competing sentences contributes
to the summation since the values of the resulting scores and the resulting probability
ratios likewise are significantly smaller [Wessel et al. 1998, Wessel et al. 2001a]. Similar
observations are made in [Kemp 1999, Evermann and Woodland 2000].
Instead of using only the reciprocal language model scaling factor to scale the acoustic
scores, two parameters are used in the current implementation. In addition to the language
model scaling factor β which is still used to scale the language scores, a parameter α is used
to scale the language model scores and the acoustic model scores. This approach can be
interpreted as follows: the language model scaling factor β is used to balance the language
model and the acoustic models as before and α is used to reduce the dynamic range of
the combined score so that alternative hypotheses can contribute to the summation over
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all sentence hypotheses:
pn(w|xT1 ) =
∑
vM1 ∈N -best
δ(w,Ln(wN1 , vM1 )) · p(xT1 |vM1 )α · p(vM1 )αβ∑
vM1 ∈N -best
p(xT1 |vM1 )α · p(vM1 )αβ
. (4.10)
In the experiments presented later, the language model scale β and the overall scale α
were estimated on a cross-validation corpus. The use of two scaling factors turned out
to yield slightly better results than the use of a single reciprocal language model scaling
factor, so that both parameters are used from now on instead of just one.
In the next section, an alternative approach to the computation of word posterior
probabilities is presented which is based on word boundaries instead of positions.
4.2 Definition on the Basis of Word Boundaries
The computation of word posterior probabilities on the basis of word boundaries was
inspired by several publications. [Jeanrenaud et al. 1993] approximate word posterior
probabilities with a forward-backward algorithm on a state level. The word posterior
probabilities are directly identified with the forward-backward probability of the word end
state which are then integrated over a range of time frames to deal with the uncertainty
of the word boundaries. It remains unclear, whether the final word state contains
enough information about the complete word hypothesis. If the most probable word
hypotheses are stored in a word graph, i.e., the starting and ending times of the word
hypotheses are known, word posterior probabilities can be computed for each distinct
word hypothesis with a modified forward-backward algorithm. This approach is presented
in [Valtchev et al. 1996, Valtchev et al. 1997] for the purpose of discriminative training.
In [Kemp and Schaaf 1997], link probabilities are used directly as a confidence measure
for the word graph hypotheses.
The following section focuses on the efficient computation of word posterior probabili-
ties on the basis of word boundary times. It is shown that the word posterior probabilities
can be interpreted in the framework of the Viterbi approximation as the forward-backward
probabilities which are normally computed with the forward-backward algorithm on a
state level. The relation between these two variants of the forward-backward algorithm
is studied in detail.
4.2.1 Concept and Definition
As already discussed, one of the main problems for the computation of word posterior
probabilities is that the different sentences have to be aligned in order to compute the
marginal distribution for individual words. Instead of aligning the sentences on the basis
of word positions, a different concept can also be used. Assuming that sequences of word
hypotheses, i.e., sequences of words with given starting and ending times, are considered
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from now on instead of word sequences without specified starting and ending times,
the posterior or marginal probability for a word hypothesis can easily be computed by
summing the posterior probabilities of all sequences of word hypotheses which contain
this particular word hypothesis. In this case, the alignment problem is solved using the
starting and ending times instead of word position. The starting and ending times are
from now on also referred to as word boundary times.
In the following, the computation of the posterior probability of a word hypothesis with
given word boundary times is studied. As will be shown, the application of the concept of
word hypotheses in the framework of the Viterbi approximation has several implications
which lead to a new interpretation of the word hypothesis posterior probabilities on a
Hidden Markov Model state level and which provide a theoretical justification for the
normalization properties of these probabilities.
As discussed on page 11, the Viterbi approximation is normally used, i.e., only the
best alignment sT1 between the sequence of Hidden Markov Model states which correspond
to word sequence wN1 and the feature vectors x
T
1 is considered instead of the sum over
all possible paths. The acoustic model probability p(xT1 |wN1 ) is normally factorized and
approximated as follows:
p(xT1 |wN1 ) =
∑
sT1
p(sT1 , x
T
1 |wN1 ) (4.11)
=
∑
sT1
T∏
t=1
p(xt|st, wN1 ) · p(st|st−1, wN1 ) (4.12)
≈ max
sT1
{ T∏
t=1
p(xt|st, wN1 ) · p(st|st−1, wN1 )
}
(4.13)
= max
tN1
{ N∏
n=1
max
stntn−1+1(wn)
{ tn∏
t=tn−1+1
p(xt|st, wN1 ) · p(st|st−1, wN1 )
}}
(4.14)
where tN1 = t1, . . . , tN denote possible ending times of the words in word sequence w
N
1 .
The state sequence stntn−1+1(wn) = stn−1+1(wn), . . . , stn(wn) consists of a sequence of valid
Hidden Markov Model states for the hypothesized word wn, valid in the sense that the
alignment path defined by this sequence of states is a possible path through the Hidden
Markov Model for word wn. By definition, stn−1+1(wn) is the starting state of the Hidden
Markov Model for word wn and stn(wn) the ending state. For simplification, the fact is
neglected that valid paths can also start in the second state and end in the second-last
state of the Hidden Markov Model due to the possibility to skip one state, cf. Fig. 2.2
on page 10. The starting time of word wn is given implicitly as tn−1 + 1. As Eq. (4.14)
reflects, the Viterbi approximation contains a twofold maximization: over the possible
word boundary times and over the possible sequences of Hidden Markov Model states
which pass through the starting and ending states of each word.
For the following considerations let [w; τ, t] denote a hypothesis for word w with
starting time τ and ending time t and [w; t]N1 = [w1; t0 + 1; t1], . . . , [wN ; tN−1 + 1, tN ]
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a sequence of word hypotheses, where t0 = 0 and tN = T by definition. Eq. (4.14) shows
how the acoustic model probability for such a sequence of word hypotheses [w; t]N1 can be
computed. In this case, there is no maximization over all possible word boundary times,
since the word boundary times tN1 are fixed:
p(xT1 |[w; t]N1 ) =
N∏
n=1
max
stntn−1+1(wn)
{ tn∏
t=tn−1+1
p(xt|st, wN1 ) · p(st|st−1, wN1 )
}
. (4.15)
With the above equation, it should be obvious how the probability for a single word
hypothesis as part of Eq. (4.15) can be computed:
p(xtntn−1+1|wn) = max
stntn−1+1(wn)
{ tn∏
t=tn−1+1
p(xt|st, wN1 ) · p(st|st−1, wN1 )
}
. (4.16)
Although not needed for the following considerations, it should be noted for
completeness that the maximization over the possible sequences of Hidden Markov Model
states stntn−1+1(wn) for each word wn is not necessarily required. The acoustic model
probability for a sequence of word hypotheses [w; t]N1 with fixed word boundary times
tN1 could also be computed by maintaining the sum over all state sequences which pass
through the starting and ending states of the words:
p(xT1 |[w; t]N1 ) =
N∏
n=1
∑
stntn−1+1(wn)
tn∏
t=tn−1+1
p(xt|st, wN1 ) · p(st|st−1, wN1 ) . (4.17)
As discussed in [Schlu¨ter et al. 2000], the performance of Eqs. (4.14) and (4.17) in terms
of the word error rate is comparable. No significant difference was found for a variety of
speech corpora. The main reason for this result is that the probability of the Viterbi path,
i.e., the alignment path with the highest probability, usually dominates the probability
of all other possible paths so that a summation over these alternative paths has almost
no influence on the total probability. There is practically no difference between the word
scores obtained with the Viterbi approximation and a summation over all possible paths
between the starting and the ending state of a word. The Viterbi approximation is thus
used for all of the following considerations and experiments.
If the acoustic model probability p(xT1 |[w; t]N1 ) for a sequence of word hypotheses [w; t]N1
is known, the posterior probability for this sequence can easily be computed:
p([w; t]N1 |xT1 ) =
p(xT1 |[w; t]N1 ) · p(wN1 )∑
[v;τ ]M1
p(xT1 |[v; τ ]M1 ) · p(vM1 )
(4.18)
where it is assumed that the language model probability does not depend on the word
boundary times tN1 . It should be noted that the summation above is over all possible word
sequences and all possible word boundaries.
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As already outlined in the motivating remarks at the beginning of this section, the
use of word hypotheses in the Viterbi framework for the computation of word posterior
probabilities has several implications. If Eq. (4.15) is used to compute the acoustic model
probability for a sequence of word hypotheses, the sequence of Hidden Markov Model
states for word wn is by definition the sequence of states {stntn−1+1(wn)}opt on the best
path between the starting and ending state of the corresponding Hidden Markov Model.
For each of theses states, the posterior probability γtˆ(s, [wn; tn−1 + 1, tn]) to be in state
s of hypothesis [wn; tn−1 + 1, tn] at time frame tˆ could be computed by summing over all
paths for all possible sequences of word hypotheses which pass through the same state s
of the same word hypothesis [wn; tn−1 + 1, tn] at time frame tˆ. These probabilities could
be computed with the standard forward-backward algorithm [Baum and Petrie 1966]:
γtˆ(s, [w; τ, t]) = p(stˆ = s, [w; τ, t]|xT1 ) =
=
∑
[w;t]N1
N∑
n=1
δ([wn; tn−1 + 1, tn], [w; τ, t]) · γtˆ(s|[w; t]N1 ) · p([w; t]N1 |xT1 ) (4.19)
where γtˆ(s|[w; t]N1 ) gives the posterior probability to be in state s of the alignment path
at time frame tˆ. The computation of these posterior state probabilities can be simplified
because of the Viterbi approximation and the resulting structure of the space of alternative
sequences of word hypotheses. Fig. 4.2 illustrates these simplifications. As the illustration
shows, the optimal sequence of Hidden Markov Model states shown in part A) is equivalent
to the sequence of word hypotheses shown in part B) of the illustration. A word hypothesis
can thus be interpreted as a representation for the optimal sequence of Hidden Markov
Model states for word w starting at time frame τ and ending at time frame t: [w; τ, t] ≡
{stτ (w)}opt.
By definition, γtˆ(s|[w; t]N1 ) = 1 for all states on the optimal path for the sequence of
word hypotheses [w; t]N1 and zero for all other states. The posterior probabilities defined
in Eq. (4.19) are thus zero for all states which are not on the optimal path between time
frame τ and t. If the posterior probability is always interpreted as the probability to
be in the optimal state s at time frame tˆ, the dependence on s can simply be dropped:
p(stˆ = s, [w; τ, t]|xT1 ) ≡ ptˆ([w; τ, t]|xT1 ). In this case the posterior probability has to be
interpreted as the probability to be in hypothesis [w; τ, t] at time frame tˆ and Eq. (4.19)
can be simplified as follows:
ptˆ([w; τ, t]|xT1 ) =
∑
[w;t]N1
N∑
n=1:
tn−1<tˆ≤tn
δ([wn; tn−1 + 1, tn], [w; τ, t]) · p([w; t]N1 |xT1 ) . (4.20)
The sum in Eq. (4.20) above is over all sequences of word hypotheses which contain
the same word hypothesis [w; τ, t]. With the above considerations on a Hidden Markov
Model state level it should be obvious that the posterior probability ptˆ([w; τ, t]|xT1 ) for
word hypothesis [w; τ, t] is equal for all tˆ ∈ {τ, . . . , t}, since the summation is over the
same set of sentence hypotheses which contain [w; τ, t]. In particular, ptˆ([w; τ, t]|xT1 ) = 0
for tˆ < τ and for tˆ > t. It should also be obvious that the posterior probabilities of all
word hypotheses at a specific point in time tˆ sum up to one. Such a point in time can
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Figure 4.2: Illustration of the Viterbi alignment for a sequence of three words and two
silences. The dotted lines indicate the word ending states and times. $ denotes the silence
model.
be interpreted as a cut through all sentence hypotheses and it is evident that the total
probability to intersect this cut must equal one:∑
[w;τ,t]
ptˆ
(
[w; τ, t]|xT1
)
= 1 ∀tˆ ∈ {1, . . . , T} . (4.21)
It should be noted that the above normalization constraint is fulfilled for all time frames
and not only for tˆ ∈ {τ, . . . , t}, due to the fact that ptˆ([w; τ, t]|xT1 ) = 0 for tˆ < τ and
for tˆ > t. Fig. 4.4 illustrates the normalization property of the word hypothesis posterior
probabilities for a very small set of word hypotheses which are stored in a very simple,
directed, acyclic graph, cf. page 60. In this example, it is assumed that the language
model probabilities and the acoustic model probabilities are uniform, without loss of
generality. As the illustration shows, the sum of these posterior probabilities for a given
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time frame tˆ over all word hypotheses is obviously one.
With the above considerations it should also be obvious that the conditional posterior
probability to be in the optimal state s of word hypothesis [w; τ, t] at time frame tˆ given
that the optimal predecessor state in word hypothesis [w; τ, t] at time frame tˆ− 1 was σ,
equals one:
p(stˆ = s, [w; τ, t]|stˆ−1 = σ, [w; τ, t], xT1 ) = 1 ∀tˆ ∈ {τ + 1, . . . , t} . (4.22)
Due to the structure of the word hypotheses which are equated with the optimal sequence
of Hidden Markov Model states for the corresponding word and its boundary times, the
above conditional posterior probabilities have to be one.
4.2.2 Implementation Using Word Graphs
As the last example may already have shown, word graphs can be used to store alternative
word hypotheses in a very compact form and to compute the posterior probabilities for
individual word hypotheses. Since word graphs can be interpreted as a limited representa-
tion of the very large space of possible solutions for the maximization problem defined in
Bayes’ Decision Rule, it appears to be straightforward to use this limited representation
of the search space to approximate the probability of the acoustic observations and to
compute posterior probabilities for individual word hypotheses contained in the word
graph. In the following section, the construction of word graphs in the RWTH speech
recognition system is discussed in detail since the structure and the special properties of
the word graph have to be considered during the computation of the word hypothesis
posterior probabilities. A special focus of the description of the implementation is
again on the scaling of the probabilities [Valtchev et al. 1997, Wessel et al. 1998] and on
redundant paths through the word graph and their influence on the calculations during
the estimation of the posterior probabilities [Wessel et al. 1998, Wessel et al. 2001a].
4.2.2.1 Definition and Construction of Word Graphs
All of the following considerations are based on the assumption that within-word phone
models are used during the initial speech recognition phase. It should be noted that these
considerations could easily be extended to the case of across-word models. In this thesis,
a word graph is a directed, acyclic, weighted graph. Its nodes t ∈ {1, . . . , T} represent
discrete points in time, its edges word hypotheses [w; τ, t] for word w from node τ to node t
and its weights the acoustic probabilities of the hypotheses. As before, let tN1 = t1, . . . , tN
denote the ending times of the words in a word sequence wN1 . The starting time for word
wn is thus given as tn−1+1, where t0 = 0 and tN = T . Any path through the word graph,
i.e., any sequence of word hypotheses from the node corresponding to the first time frame
of the utterance to the node corresponding to the last time frame, forms an alternative
sentence hypothesis and can be written as [w; t]N1 = [w1; t0 + 1, t1], . . . , [wN ; tN−1 + 1, tN ].
In the RWTH large vocabulary continuous speech recognition system [Ney et al. 1998],
the word graphs are generated time-synchronously in one pass using the word-conditioned
lexical tree search method [Ortmanns et al. 1996c]. When using a prefix tree organization
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Figure 4.3: Word graph optimization. In this example, the acoustic probabilities p(xtτ |w)
are omitted for readability. From part A) to part B) of the illustration, all word graph
edges with the same word index, the same starting time, and the same ending time were
simply merged. The language model histories were subsumed in a list.
of the lexicon, the identity of the hypothesized word is only known when a leaf of the
lexical tree has been reached. The language model probabilities can thus be incorporated
only after reaching the final state of a word. In order to keep track of the language
model history for bigram and trigram language models, a separate copy of the lexical
tree is introduced for every distinct language model history. In the case of a bigram
language model, an array-based representation of the tree copies is used to access the
tree copies, whereas a hashing table is used for trigram language models. In order to
be able to store the final word hypotheses [w; τ, t] of the most likely search paths for
each time frame t in the word graph, i.e., those hypotheses that survived the pruning
process, the boundary between the current and the previous word has to be determined.
Unfortunately, the starting time of a word may depend on all its predecessor words. In
the current system, this dependence is limited to the language model history, which in
the case of a trigram language model contains the two immediate predecessor words. This
method is an extension of the so-called word pair approximation which was suggested by
[Schwartz and Austin 1991] for the construction of N -best lists and is exact as long as the
predecessor words are sufficiently long so that all time alignment paths were recombined
before the final state of the immediate predecessor word is reached. As a consequence of
this word triple approximation, only one hypothesis [w; τ, t] is stored for word w, ending
time t, and each particular language model history, where τ is the optimal boundary
between w and its language model predecessor words.
During the initial search, the final word hypotheses [w; τ, t] of the most likely
partial time alignment paths are stored with their acoustic probability p(xtτ |w) and
their language model history, the latter determined by the label of the lexical tree copy.
This strategy results in a so-called word-conditioned word graph [Woodland et al. 1995,
Ortmanns et al. 1997a]. In a subsequent optimization step, illustrated in Fig. 4.3, the
final word graph is constructed by merging all nodes with identical associated times into
a single node and by deleting all edges with the same starting and ending time and with the
same word label. The left side of the illustration shows a list of six word hypotheses [w; τ, t]
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for a small vocabulary A = {a, b, c, d, e, f}. In this example, the acoustic probabilities
p(xtτ |w) are omitted for readability. The lower index corresponds to the language model
history, which is only a single word in this case. On the right side of the illustration,
the resulting word graph is shown after hypotheses with the same word index, the same
starting time, and the same ending time were merged. If there are parallel edges with
the same word identity, only one of them is retained in the word graph. The immediate
language model predecessor words which were stored for each word hypothesis before are
now subsumed in a list of language model histories for each edge. The list of histories
can be used to speed up the word boundary optimization and the pruning process using a
sentence hypothesis tree [Ney et al. 1997b] during the rescoring of the word graph. During
the computation of the word hypothesis posterior probabilities, the additional information
about the language model history of a word graph edge is not used. In other words, all
possible transitions between edges ending in a node t and edges starting in node t + 1
are considered. This strategy can easily be justified since the reduced number of possible
transitions which is stored in the list was only caused by the different pruning methods
used during the search process and the word boundary optimization. In principle, all of
these transitions are possible and should be considered. By omitting the list of language
model histories, the number of alternative sentence hypotheses contained in the word
graph can thus be increased.
If the word graph is constructed as described above, it contains the most likely
sentence hypotheses and can be used to compute posterior probabilities for individual word
hypotheses, i.e., word graph edges, with a modified version of the well-known forward-
backward algorithm. This algorithm is studied in detail in the next section. A special
focus is on the elimination of redundant silence edges and on the scaling of the probabilities
which are needed during the forward-backward computations.
4.2.2.2 Computation of Word Hypothesis Posterior Probabilities
Instead of explicitly summing the posterior probabilities of all sentence hypotheses that
contain a particular word hypothesis, a recursive and much more efficient method is
used. In the style of the forward-backward algorithm [Rabiner and Juang 1993], the
forward probability and the backward probability for a word hypothesis are computed
and combined into the posterior probability of this hypothesis. In contrast to the
forward-backward algorithm on a Hidden Markov Model state level, the forward-backward
algorithm is now based on a word hypothesis level. Similar approaches are studied in
[Valtchev et al. 1996, Valtchev et al. 1997] and in [Kemp and Schaaf 1997].
For the following, it is assumed that a word graph is given and that a stochastic m-
gram language model is used. Let hm−11 = h1, . . . , hm−1 be the m − 1 predecessor words
of word w, from now on referred to as the history of word w, where word hm−1 is the
immediate predecessor. In order to simplify the notation for sequences of words, a lower
index i which is smaller than one is from now on equated with one. Also, if the upper
index j is smaller than the lower index i, the sequence of words is equated with an empty
sequence, e.g., p(w|h01) = p(w).
With these definitions, a forward probability Φtˆ(h
m−1
2 ; [w; τ, t]) can now be computed
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that the last hypothesis of a sequence of word hypotheses at time frame tˆ is [w; τ, t] and
that its m− 2 predecessor words are hm−12 :
Φtˆ(h
m−1
2 ; [w; τ, t]) =
∑
n, [w;t]n1∈WG:
tn−1<tˆ≤tn
{
δ([wn; tn−1 + 1, tn], [w; τ, t]) · δ(wn−1n−m+2, hm−12 ) ·
·
n∏
i=1
p(xtiti−1+1|wi) · p(wi|wi−1i−m+1)
}
.
(4.23)
The sum in Eq. (4.23) is over all partial paths [w; t]n1 through the word graph which start
at time frame one, i.e., τ1 = 1, and end in hypothesis [w; τ, t] and whose last m − 2
language model predecessor words are hm−12 . It should be obvious that, in analogy to the
hypothesis posterior probabilities, Φtˆ(h
m−1
2 ; [w; τ, t]) is constant for all tˆ ∈ {τ, . . . , t}. In
particular, Φtˆ(h
m−1
2 ; [w; τ, t]) = 0 for tˆ < τ and for tˆ > t.
Eq. (4.23) can now be evaluated very efficiently in a recursive manner if the word
hypotheses can be accessed directly using their starting and ending times. Details about
the implementation, the data structures, and in particular about the efficient access to the
word graph hypotheses are given in Appendix D. The forward probabilities are computed
chronologically in an ascending order:
Φtˆ(h
m−1
2 ; [w; τ, t]) = p(x
t
τ |w) ·
∑
h1
∑
τ ′
Φτ−1(hm−21 ; [hm−1; τ
′, τ − 1]) · p(w|hm−11 ) (4.24)
for all tˆ ∈ {τ, . . . , t}. The forward probabilities are equal for all of these time frames and
are thus computed only once for a hypothesis in the word graph. Since τ in Eq. (4.24) is
the starting time of word w, τ − 1 denotes the ending time of the preceding word hm−1.
The word boundaries are only considered for the last hypothesis so that the summation
above is not only over all distinct words h1 but also over all distinct starting times of all
hypotheses for word hm−1. It should be noted that the sums in Eq. (4.24) are not over all
possible h1 and τ
′ but only over those which are contained in the word graph. The same
applies of course for all following equations.
Edges which represent segments of silence in the speech signal require special
treatment. In order to keep track of the language model history, the forward probabilities
for silence edges have to be computed separately for each preceding word. For this purpose,
a copy of the silence edge is introduced for each distinct language model predecessor and
the forward probabilities are computed separately for each silence copy. Later on, the
word hypothesis probabilities are also computed separately for each silence copy before
summing them up in order to compute a posterior probability for each silence edge which
does not depend on the immediate language model predecessor anymore. The insertion
of silence copies into the data structures is also discussed in Appendix D.
The backward probabilities can now be computed in a very similar way. In analogy
to the definitions above, let fm−11 denote the m− 1 successor words of word w, from now
on referred to as the future of word w. With this definition, the backward probability
Ψtˆ([w; τ, t]; f
m−2
1 ) can be computed that the first hypothesis of a sequence of word
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hypotheses at time frame tˆ is [w; τ, t] and that its future is fm−21 :
Ψtˆ([w; τ, t]; f
m−2
1 ) =
∑
N, [w;t]Nn ∈WG:
tn−1≤tˆ<tn
{
δ([wn; tn−1 + 1, tn], [w; τ, t]) · δ(wn+m−2n+1 , fm−21 ) ·
·
N∏
i=n
p(xtiτi|wi) ·
N∏
j=n+max{1,m−1}
p(wj|wj−1j−m+1)
}
.
(4.25)
The sum is over all partial sentence hypotheses which start with hypothesis [w; τ, t] and
which end at time frame T , i.e., tN = T . The language model probability for word wn
is already contained in the forward probabilities and need not be considered again. All
other language model probabilities which are missing in Eq. (4.25) are computed later in
Eq. (4.27), because at this stage in the algorithm, the language model history for these
words is not known. In analogy to the forward probabilities, Ψtˆ([w; τ, t]; f
m−2
1 ) is constant
for all tˆ ∈ {τ, . . . , t}. In particular, Ψtˆ([w; τ, t]; fm−21 ) = 0 for all tˆ < τ and for all tˆ > t.
Silence edges are treated as described above for the case of the forward probabilities:
the backward probabilities are computed separately for each distinct language model
predecessor word. For this purpose, the silence copies which were already introduced
during the forward calculations are used again. Eq. (4.25) can be evaluated recursively
as well. The backward probabilities are computed in a descending order:
Ψtˆ([w; τ, t]; f
m−2
1 ) = p(x
t
τ |w) ·
∑
fm−1
∑
t′
Ψt+1([f1; t+ 1, t
′ ]; fm−12 ) · p(fm−1|w, fm−21 ) ,
(4.26)
for all tˆ ∈ {τ, . . . , t}. If a unigram or zerogram language model is used, the language
model probability in the equation above is of course not conditioned by word w, i.e.,
p(fm−1|w, fm−21 ) = p(fm−1). As in the case of the forward probabilities, the backward
probabilities are computed only for those hypotheses which are contained in the word
graph. The backward probabilities of all other hypotheses are implicitly set to zero.
With the definitions in Eqs. (4.20), (4.24) and (4.26) the hypothesis posterior probability
can now be computed by summing over all histories and futures of the word hypothesis
[w; τ, t] and by incorporating the language model probabilities which were not computed
in Eq. (4.25) because of the incomplete language model history:
ptˆ([w; τ, t]|xT1 ) =
∑
hm−12
∑
fm−21
{ Φtˆ(hm−12 ; [w; τ, t]) ·Ψtˆ([w; τ, t]; fm−21 )
p(xT1 ) · p(xtτ |w)
·
·
m−2∏
n=1
p(fn|hm−1n+1 , w, fn−11 )
}
.
(4.27)
The last term in Equation (4.27) represents the language model probabilities which are
missing in Eq. (4.25), as mentioned above. If m ≤ 2, this term is completely omitted.
The fraction above has to be divided by the acoustic probability for algorithmic reasons,
because it was included twice, in Eqs. (4.24) and (4.26). Since a separate copy of each
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silence edge is introduced for each language model predecessor word during the forward
and the backward computations, the hypothesis posterior probabilities of a silence edge
in different language model contexts are summed over all predecessor words in order to
compute the hypothesis probabilities for the silence edge without any language model
context.
p(xT1 ) in the denominator of Eq. (4.27) can be evaluated as follows:
p(xT1 ) =
∑
hm−12
∑
w
∑
τ
ΦT (h
m−1
2 ; [w; τ, T ]) (4.28)
=
∑
w
∑
t
∑
fm−21
Ψ1([w; 1, t]; f
m−2
1 ) ·
{m−2∏
n=1
p(fn|w, fn−11 )
}
· p(w) , (4.29)
As Eqs. (4.28) and (4.29) reflect, the probability of the acoustic observations can be
computed in two different ways. In the current implementation of the forward-backward
algorithm this redundancy is used to assert that the forward and backward probabilities
are computed correctly. It should be noted that the formal dependency of the forward,
the backward, and the hypothesis posterior probability on the word graph is omitted for
better readability. A more exact notation would be ptˆ([w; τ, t]|xT1 ,WG).
It is also interesting to note that the total number of distinct paths through a specific
word graph edge and through the word graph in general can easily be computed with the
forward-backward algorithm. By setting all language model probabilities and all acoustic
probabilities to one, the product of the forward and the backward probabilities for each
edge, i.e., Eq. (4.27) without normalizing with p(xT1 ), corresponds directly to the number
of paths through this edge and p(xT1 ) directly to the total number of paths through the
word graph.
4.2.2.3 Redundant Silence Edges
As described, the word graphs are optimized by merging all nodes with identical associated
times into a single node and by retaining only one of parallel edges with the same word
identity. In doing so, the dependency of a word edge on its language model history is lost
and a directed, acyclic graph is obtained. In an earlier version of the forward-backward
algorithm, the word graph optimization was not carried out as a preprocessing step, i.e.,
the dependency of each word graph hypothesis on its language model history was not
resolved and the list of histories was used to constrain the possible transitions between
the word graph edges. In this version of the algorithm, the forward, the backward,
and the word hypothesis posterior probabilities were computed separately for each word
graph hypothesis and its language model context. The posterior probability for a word
graph hypothesis without language model context was then obtained by summing up
the context-dependent word hypothesis posterior probabilities over all distinct language
model histories.
As already discussed, the motivation to omit the list of language model histories
and to consider all possible transitions was to increase the number of paths through the
word graph and thus the number of sentences hypotheses. In addition, this approach
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Figure 4.4: A simple word graph. The solid edges represent word hypotheses, whereas the
dashed edges represent silence hypotheses. The word hypothesis posterior probabilities
are shown next to the edges and are normalized for each time frame.
yields an algorithmic advantage: the forward-backward algorithm can be implemented
in a more straightforward way since all transitions between word graph edges can be
treated equally. Unfortunately, the new version of the forward-backward algorithm which
does not constrain the possible transitions between the word graph edges turned out to
perform worse than the old one. Using the hypothesis posterior probability directly as a
confidence measure, cf. Chapter 5 for details, the confidence error rate increased slightly
by 0.1% to 0.2% absolute instead of going down as one could have hoped. Also, the new
scoring approaches presented in Chapter 7 yielded only very small improvements over the
standard word graph rescoring algorithm.
The explanation for these experimental results is as follows: in the old version of the
forward-backward algorithm, each silence edge has one or several distinct language model
predecessors and transitions from one silence edge into another are explicitly forbidden.
Omitting the dependency on the language model predecessor words, sequences of silence
edges can occur since a transition between these edges is no longer forbidden. As Fig. 4.4
shows, there are three different paths consisting of silence edges (dashed lines) from node
A to node B in the word graph. In this example, it is assumed that the language
model probabilities and the acoustic model probabilities are uniform without loss of
generality. For each edge [w; τ, t] the hypothesis posterior probability ptˆ([w; τ, t]|xT1 ) where
t ∈ {τ, . . . , t} is given.
Without sequences of silence, there would be only one path from node A to node B.
From an algorithmic point of view, the two additional paths do not cause any problems.
On the other hand, they do not contain any additional information. All three parallel
paths represent silence in exactly the same part of the speech signal. Since the posterior
probabilities of all edges intersecting a given time frame sum up to unity, these parallel
paths have a great influence on the posterior probabilities of all these edges. Therefore, two
of the paths have to be removed from the word graph. To maintain all other possible paths
through the word graph, all silence edges are removed from the word graph which can be
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Figure 4.5: The same word graph as in Fig. 4.4 after redundant silence edges were removed.
Note the different posterior probabilities in comparison with Fig. 4.4.
bridged by a sequence of shorter silence edges [Wessel et al. 2000, Wessel et al. 2001a].
Fig. 4.5 shows the impact of this additional step during the preprocessing of the word
graphs on the posterior probabilities. The performance of the word hypothesis posterior
probability as a confidence measure improved slightly and consistently in comparison
with the old version of the algorithm which used information about the language model
history to constrain the possible transitions in the word graph. The word error rates for
the new scoring methods presented in Chapter 7 were also produced with this additional
preprocessing step. Apart from the fact that the redundant silence edges should be
removed from a theoretical point of view and in order to obtain good results, there is
also an algorithmic advantage of this processing step. The computational effort can be
reduced significantly if the word graphs contain a lot of silence edges and if a lot of these
can be removed from the graph. The computing time and the memory needed for the
estimation of the forward and backward probabilities can thus be reduced.
It should be noted that there are still redundant paths in the word graph even if
all redundant silence edges were removed, in that there are paths which represent the
same word sequence with different boundary times. This observation, referred to as the
segmentation of the word graph, is in fact a problem for the computation of confidence
measures since word boundary times are not relevant in this context, cf. Chapter 5.
Unfortunately, this problem cannot be resolved as easily as the elimination of redundant
silence hypotheses. A possible solution is discussed in Chapter 4.3. For the improved
hypothesis scoring methods presented in Chapter 7 on the other hand, this special
property of the word graph is even required, i.e., the word boundary times are explicitly
needed.
4.2.2.4 Scaling of the Probabilities
As for the computation of word posterior probabilities on N -best lists, the acoustic model
and language model probabilities have to be scaled appropriately if word graphs are used.
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Figure 4.6: Confidence error rate for the Verbmobil corpus for different acoustic scaling
factors α using the word hypothesis posterior probabilities ptˆ([w; τ, t]|xT1 ) as a confidence
measure.
During the forward-backward computations, the acoustic model probabilities are scaled
with an exponent α and the language model probabilities are scaled with an exponent
αβ. Both parameter were optimized on a cross-validation corpus. The optimal language
model scaling factor turned out to be very close to the one used during the generation of
the word graphs.
To specify how exactly the scaling factors are used, Eq. (4.24) is taken as an example.
All other equations are modified accordingly. Each language model probability is weighted
with αβ and each acoustic probability is weighted with α:
Φtˆ(h
m−1
2 ; [w; τ, t]) = p(x
t
τ |w)α ·
∑
h1
∑
τ ′
Φτ−1(hm−21 ; [hm−1; τ
′, τ − 1]) · p(w|hm−11 )αβ .
(4.30)
In order to illustrate the effect of the additional parameter α, a very simple experiment
was performed on the Verbmobil corpus, cf. Appendix A for details. For each word
hypothesis in the word graph the hypothesis probability defined in Eq. (4.27) was
computed and each word in the recognized sentence was tagged as either correct or false
depending on whether the corresponding probability exceeded a certain threshold or not.
Then this tagging threshold was optimized so as to minimize the confidence error rate
and this error rate was plotted over the different acoustic scaling factors. Fig. 4.6 shows
a plot of the confidence error rate over different values of α. As the illustration clearly
shows, the performance of the hypothesis posterior probability as a confidence measure
strongly depends on the choice of the parameter α. As before, the product αβ, when
optimizing α and β on a cross-validation corpus, is close to 1.0.
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4.2.3 Implementation Using N-best Lists
Posterior probabilities for words are computed on N -best lists in [Weintraub 1995]. The
posterior probabilities of all sentences which contain the same word in a similar segment of
time are simply added. In principle, the word hypothesis posterior probabilities suggested
in the previous section could also be computed on N -best lists instead of word graphs
using a similar method as suggested by [Weintraub 1995].
In this case, an N -best list would have to be defined as the list of the N best sentence
hypotheses, i.e., the N best sequences of word hypotheses. With this definition, several
of the hypotheses in the list can of course be identical on a word level. In this case,
only the starting and ending times of one or several words are different. It is obvious
that using such an N -best list, the posterior probability defined in Eq. (4.20) can easily
be computed by summing over all sentence hypotheses containing the specified word
hypothesis [w; τ, t]. If the N -best list contains exactly the same sentence hypotheses as the
word graph, the posterior probabilities computed on the word graph and the N -best list
are identical. On the other hand, the advantage of the word graph becomes very obvious.
Using the word graph, the posterior probabilities can be computed very efficiently with the
forward-backward algorithm. When using the N -best list, all of the sentence hypothesis
probabilities have to be added explicitly. In other words, there is no need to use this type
of N -best lists since a word graph is a more compact and efficient representation of the set
of different sentence hypotheses. In order to illustrate this property, the average number
of sentence hypotheses contained in the word graphs for the sentences of the Verbmobil
testing corpus was computed explicitly with the forward-backward algorithm as described
on page 59. With an average word graph density (defined as the total number of word
graph edges divided by the number of spoken words) of 209.2 and an average sentence
length of about 18 words, the average number of paths was in the range of 1039.
4.3 Definition on the Basis of Points in Time
The final approach to the computation of word posterior probabilities studied in this
thesis is the estimation on the basis of points in time. This method is closely related to
the computation using word boundary times and the implementation is in fact based on
these quantities. The alignment problem of the words in the different sentences is solved
as before: instead of using the concept of a position, points in time are used to determine
which words have to be regarded as alternatives. On the other hand, the word boundaries
are no longer explicitly considered. They are only used to determine whether a particular
word is present at a specific point in time.
4.3.1 Concept and Definition
Assuming that the word boundaries are known, posterior probabilities for words on the
basis of points in time can be computed by summing the sentence posterior probabilities
of all sentences which contain a word hypothesis for this particular word at a specific point
in time tˆ. This posterior probability abstracts from starting and ending times of word
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hypotheses and even from the states on the optimal path between the starting and the
ending state of the corresponding Hidden Markov Model. It simply gives the probability to
have word w at time frame tˆ given the acoustic observations xT1 . The starting and ending
times of a word hypothesis are only needed to determine the set of sentence hypotheses
which are used for summation:
ptˆ(w|xT1 ) =
∑
[w;t]N1
N∑
n=1:
tn−1<tˆ≤tn
δ(w,wn) · p([w; t]N1 |xT1 ) . (4.31)
Since the starting and ending times of the word hypotheses are no longer considered,
ptˆ(w|xT1 ) may be different for every point in time tˆ ∈ {1, . . . T}. It should be obvious that
these posterior probabilities satisfy the following normalization constraint:∑
w
ptˆ(w|xT1 ) = 1 ∀tˆ ∈ {1, . . . , T} . (4.32)
The segmentation problem discussed previously can be solved at least in parts using these
word posterior probabilities.
4.3.2 Computation Using Word Hypothesis Probabilities
Instead of explicitly adding the sentence posterior probabilities of all sentences which
contain a hypothesis for word w at time frame tˆ, the word hypothesis posterior
probabilities defined in Chapter 4.2 can be used to simplify the computation. By
rearranging the sums in Eq. (4.31) it becomes obvious how the word hypothesis posterior
probabilities can be used:
ptˆ(w|xT1 ) =
∑
[w;t]N1
N∑
n=1:
tn−1<tˆ≤tn
δ(w,wn) · p([w; t]N1 |xT1 ) (4.33)
=
∑
[w;t]N1
N∑
n=1:
tn−1<tˆ≤tn
∑
[v;τ,t]
δ(w, v) · δ([wn; tn−1 + 1, tn], [v; τ, t]) · p([w; t]N1 |xT1 ) (4.34)
=
∑
[v;τ,t]
δ(w, v) ·
∑
[w;t]N1
N∑
n=1:
tn−1<tˆ≤tn
δ([wn; tn−1 + 1, tn], [v; τ, t]) · p([w; t]N1 |xT1 ) (4.35)
=
∑
[v;τ,t]
δ(w, v) · ptˆ([v; τ, t]|xT1 ) (4.36)
Assuming that ptˆ([v; τ, t]|xT1 ) is known, the posterior probability for word w at time frame
tˆ can easily be computed by adding the word hypothesis posterior probabilities of all word
hypotheses [v; τ, t] which intersect time frame tˆ.
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4.3.3 Implementation Using Word Graphs
The word posterior probabilities can be computed very efficiently on the basis of
word graphs as before. Assuming that the word hypothesis posterior probabilities
were computed with the forward-backward algorithm as described in Chapter 4.2, the
summation in Eq. (4.36) is simply restricted to those word hypotheses contained in the
word graph:
ptˆ(w|xT1 ) =
∑
[v;τ,t]∈WG
δ(w, v) · ptˆ([v; τ, t]|xT1 ) (4.37)
In order to further simplify the computation, a list of all word graph hypotheses which
intersect time frame tˆ is created for each time frame. Using the entries in this list,
the word identity of each word hypothesis is compared with word w and the hypothesis
posterior probability is added to the word posterior probability if both word labels are
identical. As before, the formal dependency of the posterior probability on the word
graph is omitted. Figs. 4.7 - 4.9 illustrate the word posterior probabilities based on
points in time for different words. For all points in time which are not contained in
the illustrations, the posterior probabilities for the words under consideration were zero,
i.e., there were no hypotheses for these words at these points in time. The examples
were taken from the word graphs generated for the Broadcast News ’96 testing corpus,
cf. Appendix A. As the illustrations show, the word posterior probabilities increase due
to the fact that the posterior probabilities of several hypotheses for the same word are
added and reach a maximum in the vicinity of the word center before decreasing again.
A comparison of Figs. 4.7 and 4.9 also shows that the maximum of the accumulated word
posterior probability is flatter for the longer of the two words, i.e., word publications. This
observation was made for virtually all words with more than two phonemes. An obvious
explanation is that the degree of uncertainty during search is significantly smaller than
for short words and that only very few distinct hypotheses for the same long word survive
the pruning process. Fig. 4.10 shows the occurrence of several hypotheses for word that
in different time segments of a complete sentence.
4.4 Summary
In this chapter, the computation of word posterior probabilities was discussed. Three
different approaches were studied which are based on different alignment concepts, on
word positions, on word boundary times, and on points in time. Using these concepts,
word posterior probabilities were computed using N -best lists and word graphs. The focus
of this chapter was on the generation of word graphs in the RWTH speech recognition
system and on an efficient solution for the computation of word hypothesis posterior
probabilities based on forward and backward probabilities. In particular, the scaling of
the acoustic model probabilities and the language model probabilities was discussed. A
special focus was also on redundant silence edges which occur in the word graph and which
cause a global distortion of the hypothesis posterior probabilities if they are not removed
from the set of word graph hypotheses. Based on these word hypothesis probabilities,
word posterior probabilities were computed which abstract from word boundary times.
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Figure 4.7: Plot of the word posterior probabilities over time. The word “you” which was
recognized correctly was taken from the sentence “[...] I want to go to you. First we have
been reporting [...]”.
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Figure 4.8: Plot of the word posterior probabilities over time. The word “our” which
was recognized correctly was taken from the sentence “Much more ahead on our CNN
morning news on Friday [...]”.
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Figure 4.9: Plot of the word posterior probabilities over time. The word “publications”
which was recognized incorrectly (“Republicans” would have been correct) was taken from
the sentence “[...] they’re dead. The Republicans have tapped into [...]”.
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Figure 4.10: Plot of the word posterior probabilities for several occurrences of word “that”
in the sentence “[...] it’s very important that we have a consultation and that we be able
to have input uh that is in the constitution. Congress must be a part of that kind of [...]”.
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The differences of the suggested methods will become more obvious in the following
chapter. In the focus of this chapter is the computation of confidence measures for the
correctness of recognized words. In this context, the word posterior probabilities will turn
out to be among the best possible confidence measures.
Chapter 5
Confidence Measures
The motivation for the computation of confidence measures is to be able to detect possible
errors in the output of a speech recognition system. Using confidence measures, individual
words can be labeled as either correct or false. This additional information about the
recognition output can be used for many applications and will be used in the framework
of maximum-likelihood-linear regression and unsupervised training of acoustic models in
this thesis, cf. Chapter 6. As already discussed, two problems have to be solved in order to
compute confidence measures. First, suitable confidences features have to be computed.
Second, a binary classifier has to be defined which decides whether a word is correct or
not. With the considerations of Chapter 4 in mind, it appears to be straightforward to
use word posterior probabilities as confidence measures since these quantities can directly
be interpreted as the probability of a word being correct. Nevertheless, other approaches
were also pursued with success.
In this chapter, the different types of word posterior probabilities studied in the
previous chapter are used as confidence measures and their performance is compared.
In addition, two alternative confidence measures suggested by other authors are studied.
Their performance is also compared with that of the word posterior probabilities. Before
presenting experimental results, a general evaluation framework for confidence measures
will be derived which will be used for all experiments.
5.1 General Experimental Setup
In order to assess the performance of the confidence measures discussed in this
chapter, experiments were carried out on five different speech corpora. The En-
glish NAB’94 20k dev corpus [Pallett et al. 1995] consists of read newspaper articles,
recorded under high-quality conditions. The NAB’94 64k dev task uses the same
evaluation corpus with a larger vocabulary. The Broadcast News ’96 evaluation
corpus [Garofolo et al. 1997] consists of broadcast television and radio news. The
German Verbmobil ’98 evaluation corpus [Bub and Schwinn 1996] consists of spontaneous
human-to-human dialogues, also recorded under high-quality conditions. The Dutch
ARISE corpus [Mariani and Lamel 1998] is composed of human-to-machine dialogues,
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Table 5.1: Summary of the experimental setup and specification of the word graphs used
in the experiments. WGD denotes the word graph density, NGD the node graph density,
BGD the boundary graph density and GER the word graph error rate.
size of GER trigram del - ins - WER
corpus voc. WGD NGD BGD [%] perpl. [%]
ARISE 985 218.8 86.0 24.4 7.4 12.6 2.1 - 3.2 - 15.8
Verbmobil 7128 209.2 73.1 18.3 8.7 56.1 6.1 - 6.9 - 33.6
NAB 20k 19987 98.4 47.5 10.9 4.1 124.5 1.9 - 2.1 - 13.2
NAB 64k 64736 87.1 43.9 10.0 1.8 145.9 2.0 - 1.5 - 11.1
Broadcast News 65491 105.5 39.1 10.1 10.6 213.7 6.0 - 4.3 - 33.3
recorded over the telephone with an automatic train timetable information system in
the Netherlands. For these testing sets, word graphs were generated with the RWTH
large vocabulary speech recognition system using gender-independent within-word phone
models and a trigram language model. In addition, word graphs were generated for
disjunct development test sets for each recognition tasks. These development test sets
were used for cross-validation to adjust all of the parameters for the computation of the
confidence measures.
Table 5.1 summarizes the main statistics for the different testing corpora. The word
graph density is defined as total number of word graph edges divided by the number of
spoken words, the node graph density as the total number of different words ending at
each time frame divided by the number of spoken words, and the boundary graph density
as the number of different word boundaries, i.e., different starting and ending times, per
spoken word. The graph error rate is computed by determining that sequence of word
hypotheses through the word graph which best matches the spoken sentence in terms of
the number of word errors. This measure provides a lower bound for the word error rate
which can be achieved with a given word graph. For details on these quantities the reader
is referred to [Ortmanns et al. 1997a]. A more detailed description of the different speech
corpora is provided in Annex A.
For all experiments the same methodology was used. The parameters of the different
confidence measures, e.g., the acoustic model scaling factor and the language model
scaling factor, and the tagging thresholds were optimized on the development test sets
for the different recognition tasks. The performance of the different methods using these
parameters was then evaluated on the evaluation test sets which are defined so as to be
clearly distinct from the development test sets. In doing so, any over-adaptation of the
parameters was avoided. In all of the following experiments, the confidence of each word
is compared with the confidence tagging threshold. Words whose confidence exceeds this
threshold are tagged as correct and all others as false. Based on this annotation of the
words, the confidence error rate and the detection-error-trade-off curves are computed.
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Table 5.2: Confidence error rates for the word posterior probabilities on the basis of word
positions for different numbers of sentences contained in the N -best list. All confidence
error rates are given in %.
N -best
corpus baseline 100 200 300 1000
ARISE 13.6 8.9 8.6 9.0 9.1
Verbmobil 27.3 21.7 21.2 21.1 21.6
NAB 20k 11.3 9.4 9.2 9.1 9.2
NAB 64k 9.2 7.5 7.5 7.6 7.6
Broadcast News 27.7 25.3 25.3 25.2 25.4
5.2 Word Posterior Probabilities
It appears very straightforward to use either kind of the word posterior prob-
abilities defined and discussed in Chapter 4 as a confidence measure for the
correctness of individual words since these quantities can directly be interpreted
as the probability of a word or a word hypothesis being correct. This in-
terpretation is studied in more detail in this chapter. Related approaches
were suggested in [Jeanrenaud et al. 1993, Jeanrenaud et al. 1995, Weintraub 1995,
Rivlin et al. 1996, Chase 1997, Gillick et al. 1997, Weintraub et al. 1997, Rueber 1997,
Kemp and Schaaf 1997, Kemp 1999]. So far, no systematic discussion and evaluation of
these methods was presented. Many of the authors used word posterior probabilities as
only one of many confidence features and relied on a combination of these features to
obtain reasonable results. As will be shown, the word posterior probabilities suggested in
this thesis are the best single confidence features among those investigated in this thesis
and can hardly be improved using a combination with other confidence features.
5.2.1 Word Posterior Probabilities Based on Positions
The following experiments are used to investigate the performance of the posterior word
probabilities defined on the basis of word positions, cf. Chapter 4.1. As discussed
before, these probabilities are computed using N -best lists and an explicit alignment of
all sentences vM1 ∈ N -best with the first best sentence wN1 . These posterior probabilities
can be used to estimate the confidence C(w, n) of a particular word w at position n:
C(w, n) = pn(w|xT1 ) . (5.1)
Table 5.2 summarizes the experimental results for different numbers of sentences in the N -
best lists. As the experiments show, the confidence error rates were reduced by between
8.3% and 33.8% relative. The reduction of the confidence error rate on the Broadcast
News testing corpus is the smallest of all corpora used in the experiments. For the other
testing corpora the reduction of the confidence error rate is promising. For the ARISE
corpus, the particularly good performance is attributed to the very short average length
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of the utterances which is 3.4 words per sentence. In this case, the N -best list contains a
large number of different sentences and the word posterior probabilities can be estimated
very reliably. It is more difficult to explain the good performance of the N -best list
criterion on the NAB tasks especially when comparing the results with the performance
on the Broadcast News evaluation corpus. The NAB 64k and the Broadcast News tasks
are both defined for a vocabulary with more than 64k words and both corpora contain
very long sentences. The size of the N -best list alone, which might in fact be too small,
can thus not be the only explanation. The main difference between both corpora is that
the first was recorded under high-quality conditions and that it contains read speech.
Due to the higher quality of the acoustic models and the language model, the probability
distributions discriminate better between different hypotheses. As a result, fewer sentence
hypotheses contribute to the posterior probabilities and a smaller size of the N -best list
is thus sufficient. One could now argue that by simply increasing the size of the N -best
lists this disadvantage could easily be compensated for. Unfortunately, an increase of
the confidence error rate was already observed for N = 1000. A detailed analysis of
the N -best lists showed that words are occasionally aligned which do not represent the
same segment in time. Obviously, the Levenshtein-Alignment does not always lead to
reasonable alignments and causes additional problems. In fact, the combination of the
size of the N -best lists and the quality of the acoustic models and the language model
seems to be the explanation for the rather poor performance on the Broadcast News tasks.
As discussed, the sometimes suboptimal Levenshtein-Alignment seems to be one of the
reasons why the performance of the N -best-list-based word posterior probabilities cannot
be improved using larger N -best lists. In the next section, word hypothesis posterior
probabilities are used as a confidence measure. Since the alignment of the words is based
on points in time, misalignments as in the case of the Levenshtein-Alignment cannot
occur.
5.2.2 Word Posterior Probabilities Based on Word Boundaries
Just as the word posterior probabilities on the basis of positions, the word hypothesis
posterior probabilities on the basis of word boundaries defined in Eq. (4.27) can directly
be used as a confidence measure for individual word hypotheses. As discussed, these
posterior probabilities are computed with a forward-backward algorithm on word graphs.
C([w; τ, t]) is from now on used to denote the confidence of a particular word hypothesis
[w; τ, t] and is in this case defined as:
C([w; τ, t]) = pτ ([w; τ, t]|xT1 ) . (5.2)
It was already discussed in Chapter 4 that the word hypothesis posterior probabilities
are constant for all time frames of a particular hypothesis, because of the fact that the
word hypothesis can be interpreted as the sequence of optimal states on the Viterbi path
between the starting and the ending state of the word. The lower time index τ in Eq. (5.2)
was thus chosen more or less arbitrarily. It could also be argued that the confidence for
a particular word hypothesis should be computed as the product of the conditional state
posterior probabilities, cf. Eq. (4.22) on page 54, but since all of these conditional state
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Table 5.3: Confidence error rates for the word hypothesis posterior probabilities on the
basis of word boundaries on the five different testing corpora. All confidence error rates
are given in %.
word
corpus baseline boundaries
ARISE 13.6 11.5
Verbmobil 27.3 23.3
NAB 20k 11.3 10.3
NAB 64k 9.2 8.4
Broadcast News 27.7 23.7
posterior probabilities equal one, the confidence measure obtained would be the same as
in Eq. (5.2):
C([w; τ, t]) = p(sτ = s, [w; τ, t]|xT1 ) ·
·
t∏
tˆ=τ+1
p(stˆ = s, [w; τ, t]|stˆ−1 = σ, [w; τ, t], xT1 ) (5.3)
= p(sτ = s, [w; τ, t]|xT1 ) (5.4)
= pτ ([w; τ, t|xT1 ]) . (5.5)
In the experiments presented in Table 5.3, the word hypothesis posterior probability
turned out to perform significantly worse than the word posterior probabilities on the basis
of word positions [Wessel et al. 1998, Wessel et al. 2001a], cf. Table 5.2. The relative
reduction of the confidence error rate ranges only between 8.7% and 15.4% and is rather
disappointing. On the other hand, this observation is not surprising since the fixed starting
and ending time of a word hypothesis determine which paths in the word graph are
considered during the computation of the forward-backward probabilities. Usually, several
hypotheses with slightly different starting and ending times represent the same word and
the probability mass of the word is split among them. The unsatisfactory performance
of the confidence measure defined in Eq. (5.2) is indeed a strong indication that the
segmentation of the word graph really poses a problem.
An obvious solution is to accumulate the word hypothesis posterior probabilities of
all word hypotheses which represent instances of the same word. Unfortunately, it is
unclear which hypotheses represent instances of a particular word. As in the case of word
posterior probabilities on the basis of word positions, the words or to be more precise the
word hypotheses have to be aligned in order to decide which word hypotheses belong to
the same word, i.e., which word posterior probabilities have to be added.
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Table 5.4: Confidence error rates for the word posterior probabilities on the basis of points
in time for five different testing corpora using either the middle time frame for summation
or the maximum posterior probability over all time frames of the hypothesis.
time frame
corpus baseline mid. max.
ARISE 13.6 8.8 8.8
Verbmobil 27.3 20.0 18.9
NAB 20k 11.3 9.2 9.2
NAB 64k 9.2 7.2 7.2
Broadcast News 27.7 20.4 20.4
5.2.3 Word Posterior Probabilities Based on Points in Time
A very easy and at the same time very elegant way of aligning the word hypotheses is
to use points in time. Word posterior probabilities on the basis of points in time were
already introduced in Chapter 4.3 and are defined as the sum of all hypotheses for the
same word which intersect a common time frame tˆ. Again, it is straightforward to use
these probabilities as a confidence measure. Only one minor problem has to be addressed
in this context. Since the confidence measure has to be computed for each word hypothesis
in the word graph and since word hypotheses usually span more than one time frame, it
is unclear what point in time tˆ should be used for the computation of the word posterior
probability. As discussed, the word posterior probabilities on the basis of points in time
are not constant for all time frames of the hypotheses as was the case for the word
hypothesis posterior probabilities on the basis of word boundary times.
In a first attempt, the word posterior probability for the middle time frame of the word
hypothesis under consideration was used [Wessel et al. 1998]. As already discussed, this
amounts to accumulating the posterior probabilities of all those hypotheses for the current
word which intersect the middle time frame of the current hypothesis. It is important
to note that the accumulation for this and all following criteria is carried out over all
different pronunciation variants of the current word:
C([w; τ, t]) = pd(τ+t)/2e(w|xT1 ) . (5.6)
As the third column of Table 5.4 shows, the performance of this confidence measures is
significantly better than the performance of the word hypothesis posterior probabilities
on the basis of word boundaries. The relative reduction of the confidence error rate
ranges between 18.6% and 35.3% is even higher than the reduction achieved with the
word posterior probabilities on the basis of word positions for all of the five testing
corpora. Obviously, the segmentation problem can be solved by accumulating the
posterior probabilities of all hypotheses for the same word. An additional experiment was
used to assure that the performance gain in comparison with the posterior probabilities
on the basis of word boundaries is in fact due to the relaxation of the word graph
segmentation and not to the accumulation over pronunciation variants. To this end,
word hypotheses for different pronunciation variants were considered as separate words
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and their word hypothesis posterior probabilities were not added. The results achieved
with this confidence measure were only slightly worse than the ones presented in Table 5.4.
The relaxation of the word graph segmentation can thus be regarded as the main reason
for the good performance of the word posterior probabilities on the basis of points in time.
The following experiment was used to investigate whether the choice of the time frame
which was purely heuristic in the above attempt, has an effect on the performance of
the confidence measure. The summation of the word hypothesis posterior probabilities
was carried out not only for the middle time frame of the current hypothesis [w; τ, t]
but for all of its time frames and the maximum of these values was then chosen as a
measure of confidence [Wessel et al. 1998]. The idea here is to determine a kind of best-
case probability for a given word occurring in a certain period of time:
C([w; τ, t]) = max
tˆ∈{τ,...,t}
{
ptˆ(w|xT1 )
}
. (5.7)
As the experiments presented in column four of Table 5.4 show, this measure performs
only slightly better than the one defined in Eq. (5.6). Although the differences are not
significant, the confidence measure defined in Eq. (5.7) is from now on used as the standard
word posterior probability if not specified otherwise.
It was claimed several times in this thesis that the problem of computing confidence
measures can and should be reduced to the problem of computing the probability of a word
being correct. In order to further illustrate that the word posterior probabilities can really
be used as an estimate for this probability, an additional experiment was carried out. In
order to obtain statistically significant results, a 72 hour subset of the Broadcast News ’97
acoustic training corpus was recognized and word graphs were stored for each sentence.
This training corpus contains 788782 words. The word posterior probabilities defined in
Eq. (5.7) were then computed for all words contained in the recognized transcriptions
and were stored together with the true class label, i.e., correct or false. These pairs of
word posterior probabilities and class labels were then sorted into bins according to their
word posterior probability and the relative frequency of the correct words in each bin
was computed. Fig. 5.1 shows a plot of the word posterior probability over the relative
frequency of correct words in each bin. If the word posterior probability were not just
an estimate but the true probability of a word being correct, there would be a straight
line instead of the curve shown. Nevertheless, the plot shows that the word posterior
probabilities computed with the forward-backward algorithm on word graphs are a fairly
good estimate for the desired probability.
It should also be noted that there is almost no degradation in performance for the
confidence measure defined in Eq. (5.7) when using less dense word graphs. In order
to study this effect, the word graphs for the five testing corpora were pruned using a
forward-backward pruning algorithm [Sixtus and Ortmanns 1999] with varying pruning
thresholds and the experiments were repeated with the pruned word graphs. Fig. 5.2
shows a plot of the confidence error rate over the word graph density for the five testing
corpora. As the illustration clearly shows, there is almost no loss in performance as
long as the word graph density remains above 5.0 for the ARISE, the NAB 20k, and
the NAB 64k corpus, above 10.0 for the Broadcast News corpus, and above 25.0 for the
Verbmobil corpus. The word-graph-based word posterior probabilities can thus also be
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Figure 5.1: Histogram plot of the word posterior probabilities over the relative frequency
of correct words in each bin for recognized transcriptions of a 72 hour subset of the
Broadcast News ’97 acoustic training corpus.
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Figure 5.2: Confidence error rates for the five testing corpora for different word graph
densities.
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Table 5.5: Confidence error rates for the word posterior probabilities on the basis of
overlapping time intervals for the five different testing corpora. All confidence error rates
are given in %.
time
corpus baseline intervals
ARISE 13.6 8.9
Verbmobil 27.3 19.0
NAB 20k 11.3 9.2
NAB 64k 9.2 7.2
Broadcast News 27.7 20.6
used for relatively sparse word graphs. Even for these word graphs, the word posterior
probabilities on the basis of points in time outperform the word posterior probabilities
computed on the basis of positions. Obviously, the larger number of different sentence
hypotheses in comparison with the N -best list is not the only advantage of word graphs.
The additional information about the word boundary times seems to result in a better
alignment of the word hypotheses and in a more reliable estimation of the word posterior
probabilities.
In the following section, an alternative approach to the alignment of word hypotheses
is presented which is not based on the concept of points in time. Instead, the alignment
is defined using overlapping time intervals.
5.2.4 Word Posterior Probabilities Based on Time Intervals
Another very straightforward way of aligning word hypotheses is to regard whether two
different hypotheses overlap in time. Instead of summing up the posterior probabilities of
all hypotheses for the same word which intersect a common point in time, the posterior
probabilities of all hypotheses for the same word which overlap in time are now added in
order to compute a word posterior probability which does not depend on specific word
boundaries:
C([w; τ, t]) =
∑
[w;τ ′,t′ ]∈WG:
{τ,...,t}∩{τ ′,...,t′}6=∅
ptˆ
(
[w; τ ′, t′ ] |xT1
)
. (5.8)
As the results in Table 5.5 show, the performance of Eq. (5.8) is comparable with the
performance of the word posterior probabilities on the basis of points in time which were
defined in Eqs. (5.6) and (5.7). In an additional experiment, the word hypothesis posterior
probabilities were only added, if the overlap in time was at least a certain percentage of
the hypothesis length. Although it was expected that a minimum overlap would improve
the performance, there was no significant difference in comparison with the confidence
measure defined in Eq. (5.8) for different percentages.
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The main conclusion which can be drawn from all of these experiments is that the
specific choice of the summation method only has a small impact on the performance
of the word posterior probabilities as a confidence measure. On the other hand, it is of
crucial importance that either kind of summation is carried out as the comparison with
the experimental results achieved with the plain word hypothesis posterior probabilities
show, cf. Table 5.3 for results. The word graph segmentation problem really seems to be
the main problem for a reliable estimation of word posterior probabilities with a forward-
backward algorithm on the basis of word graphs and can be solved successfully with one
of the presented summation methods.
Although the differences between these three methods are hardly significant, the
confidence measure defined in Eq. (5.7) was chosen as the standard word graph
confidence measure for the experimental comparison of the different confidence measures
in Chapter 5.4 since it can most easily be interpreted as the probability to observe a
particular word at a specific point in time. This confidence measure is from now on
referred to as the standard word-graph-based word posterior confidence measure.
5.3 Other Confidence Measures
As discussed previously, the word posterior probabilities can be derived very easily from
the sentence posterior probabilities needed in Bayes’ Decision Rule and can be interpreted
directly as the probability of a word being correct. It is thus straightforward to use word
posterior probabilities as confidence measures. Nevertheless, a lot of effort was spent
by other authors in order to compute other reliable confidence measures. In order to
assess the performance of the word hypothesis posterior probabilities suggested in this
thesis, two alternative non-probabilistic confidence measures were implemented and are
compared with the word posterior probabilities.
5.3.1 Acoustic Stability
The acoustic stability was introduced by [Finke et al. 1996, Qiu 1996]. The motivation for
this criterion is that a word is most probably correct if it is contained at the same position
in the majority of sentences generated with different weighting between the acoustic and
the language model scores. The word position is again defined by a dynamic programming
Levenshtein-Alignment. In this thesis, the acoustic stability criterion was implemented
as follows. In a first step, the word graph is rescored with the standard language model
scaling factor β in order to obtain the first-best sentence wN1 . Second, the word graph is
rescored with different language model scaling factors. For each scaling factor a different
first-best sentence vM1 is obtained and added to the set of sentences S which is used
for the computation of the acoustic stability. The different language model scales are
equidistant values taken from the interval [(1 − γ) · β, (1 + γ) · β] where γ ∈ (0, 1).
All of the sentences are then aligned with the reference sentence using the Levenshtein-
Alignment again. Pronunciation variants of words are again treated as equal, since they
only represent different hypotheses for the same word. The acoustic stability is defined
as the relative frequency of any word taken from the reference sentence occurring at the
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Table 5.6: Confidence error rates for the acoustic stability criterion on the five different
testing corpora. All confidence error rates are again given in %.
acoustic
corpus baseline stability
ARISE 13.6 8.2
Verbmobil 27.3 22.1
NAB 20k 11.3 9.9
NAB 64k 9.2 8.0
Broadcast News 27.7 25.8
same position in all of the sentences vM1 ∈ S:
C(w, n) = 1|S| ·
∑
vM1 ∈ S
δ(wn,Ln(wM1 , vM1 )) .
For the experimental evaluation of the acoustic stability criterion, 100 different language
model scaling factors and γ = 0.9 were used, i.e., the language model scaling factor
were taken from the interval [0.1 · β, 0.9 · β]. There was only a negligible change in
performance for different numbers of scaling factors and different values of γ. As the
experiments presented in Table 5.6 show, the acoustic stability criterion performs well on
all evaluation test sets, except for the Broadcast News task. Nevertheless, the acoustic
stability is clearly not able to outperform the posterior probability on word graphs. Only
on the ARISE corpus it performs extraordinarily well. As in the context of word posterior
probabilities on the basis of word positions which were computed using N -best lists, this
effect is attributed to the very short average length of the utterances.
5.3.2 Hypothesis Density
Another criterion suggested previously is the hypothesis density in the word
graph [Kemp and Schaaf 1997]. This confidence feature was used in combination with
many other features all of which were derived from the word graph. The motivation
to study this feature was that unlikely hypotheses are usually pruned with a number of
different pruning techniques during the initial recognition process. If a large number of
hypotheses have similar scores at the same point in time during the search process, no
effective pruning will take place and the number of hypotheses which is stored in the
word graph will be above average as a result. A large number of alternative or competing
hypotheses for a particular word hypothesis contained in the word graph thus reflects
uncertainty during the search process and could be an indication that the word was
incorrectly recognized.
In this thesis, the hypothesis density criterion was implemented as described in the
following. As in [Kemp and Schaaf 1997], the number of competing words in the word
graph was simply counted for each time frame tˆ. Since a word is usually hypothesized
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Table 5.7: Confidence error rates for the hypothesis density criterion on the five different
testing corpora. All error rates are in %.
hypothesis
corpus baseline density
ARISE 13.6 11.7
Verbmobil 27.3 26.0
NAB 20k 11.3 11.3
NAB 64k 9.2 9.1
Broadcast News 27.7 27.7
several times with different starting and ending times, only the word identities and not
the word boundary times were considered:
D
(
tˆ
)
=
∣∣{w : [w; τ, t] ∈ WG ∧ τ ≤ tˆ ≤ t}∣∣ .
The hypothesis density defined above was not used directly as a confidence measure by
choosing a particular time frame from the interval [τ, . . . , t] for a specific word hypothesis.
In order to capture the time dependence of the hypothesis density, the average hypothesis
density in the time interval of the word hypothesis was used instead as a confidence
measure:
C([w; τ, t]) =
t∑
tˆ=τ
D
(
tˆ
)
t− τ + 1 .
As Table 5.7 clearly shows, the performance of this criterion is very disappointing on most
of the evaluation sets in comparison with the confidence measures based on either kind of
word posterior probability. In fact, these results are not surprising since the hypothesis
density only considers the number of competing word hypotheses and no other information
contained in the word graph. In particular, no acoustic and language model scores are
used.
5.4 Comparison of the Experimental Results
In this section, the confidence error rates achieved with some of the methods presented in
the previous sections are compared in detail. These are the hypothesis density, the acoustic
stability, the N -best-list-based word posterior probabilities, and the standard word-graph-
based word posterior probabilities, defined in Eq. (5.7). Based on the comparison of
the experimental results, the advantages and shortcomings of the different confidence
measures are discussed. In addition to the confidence error rates, detection-error-trade-
off curves are presented which reflect the performance of the confidence measures for
different operating points.
5.4. COMPARISON OF THE EXPERIMENTAL RESULTS 81
Table 5.8: Experimental comparison of the different confidence measures presented in this
thesis. All error rates are given in %.
hypothesis acoustic word
corpus baseline density stability N -best graph
ARISE 13.6 11.7 8.2 9.1 8.9
Verbmobil 27.3 26.0 22.1 21.6 18.9
NAB 20k 11.3 11.3 9.9 9.2 9.2
NAB 64k 9.2 9.1 8.0 7.6 7.2
Broadcast News 27.7 27.7 25.8 25.4 20.6
5.4.1 Confidence Error Rates
Table 5.8 comprises the baseline confidence error rates and the confidence error rates
achieved with the suggested methods. The hypothesis density criterion performs worst
of all methods. As already discussed, the main reason is that in contrast to all other
methods, no additional statistical information which is available in the word graph is
used. Only the number of alternative word hypotheses is considered. All other methods
use the language model and the acoustic model scores explicitly as in the case of all
word posterior probabilities, or at least implicitly as in the case of the acoustic stability
criterion.
The performance of the acoustic stability criterion and the word posterior probabilities
on the basis of N -best lists is very good. Obviously, the stability of the recognized words
for varying language models scaling factors alone without language model and acoustic
model scores is a very reliable feature for the correctness of the words. Common to both
methods is the dynamic programming alignment which is needed to compare words on the
basis of positions. The experimental results also show that the word posterior probabilities
computed on N -best lists outperform the acoustic stability criterion for most of the testing
corpora. The additional stochastic information about the word sequences which is not
used in the case of the acoustic stability can be regarded as the main reason for the
improved performance of the N -best list bases word posterior probabilities.
The comparison of the last two columns of Table 5.8 shows that there is no significant
difference between the computation of posterior probabilities on word graphs and the
computation on N -best lists for the ARISE, the NAB 20k, and the NAB 64k evaluation
test set. On the Verbmobil and the Broadcast News task on the other hand, the word
graph posterior probabilities perform significantly better than those computed on N -best
lists. As already discussed, an increased size of the N -best lists alone would not help to
improve the results. The combination of the drastically larger number of different sentence
hypotheses in the word graph in comparison with the N -best list and the additional
information about the word boundary times which results in a better alignment of the word
hypotheses is the main advantage of the word-graph-based word posterior probabilities
over the N -best-list-based approach. In addition, the forward-backward calculations are
far more efficient and faster.
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Figure 5.3: Detection-error-trade-off curves for the ARISE corpus.
In the next section detection-error-trade-off curves are presented in order to illustrate
the performance of the different confidence measures for different operating points, i.e.,
for different combinations of false-rejection and false-acceptance rates.
5.4.2 Detection-Error-Trade-Off Curves
The detection-error-trade-off curves in Figs. 5.3 - 5.7 support the analysis presented
above. In these figures, the N -best list word posterior probabilities for N = 300, the
word-graph-based word posterior probabilities, the hypothesis density criterion, and the
acoustic stability criterion are compared. For all of the five testing corpora and for all
possible operating points, the standard word-graph-based confidence measure defined in
Eq. (5.7) yields the best results.
Unfortunately, it was not possible to plot the detection-error-trade-off curves for the
acoustic stability criterion for all possible operating points. Here, the problem is that a
rather large number of incorrect words occur at the same position in all of the different
sentences. As soon as the tagging threshold is smaller than 1.0, all of these incorrectly
recognized words are automatically tagged as correct. There is no way to compute the
DET curve between the 0.0% false acceptance rate / 100.0% false rejection rate point in
the plot and the point where the detection-error-trade-off curves for the acoustic stability
start. Therefore, a connecting line between these two operating points was not drawn.
The same problem occurred for the N -best-list-based word posterior probabilities. Even
for N = 1000 it was impossible to plot the curves for all operating points. The explanation
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Figure 5.4: Detection-error-trade-off curves for the Verbmobil corpus.
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Figure 5.5: Detection-error-trade-off curves for the NAB 20k corpus.
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Figure 5.6: Detection-error-trade-off curves for the NAB 64k corpus.
0
20
40
60
80
100
0 10 20 30 40 50 60 70 80 90 100
FA
LS
E 
RE
JE
CT
IO
N
 R
A
TE
 [%
]
FALSE ACCEPTANCE RATE [%]
Broadcast News
WORD GRAPH POSTERIOR
N-BEST POSTERIOR
ACOUSTIC STABILITY
HYPOTHESIS DENSITY
Figure 5.7: Detection-error-trade-off curves for the Broadcast News 96 corpus.
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is the same as for the acoustic stability criterion. If all of the N different sentences contain
the same word at a specific position, the N -best posterior probability is 1.0, no matter
whether the word is correct or not. Values of N > 1000 would not help to solve this
problem since a deterioration of the performance of the N -best list posterior probabilities
was already observed for N = 1000. As already discussed, this effect is attributed to the
Levenshtein-Alignment which sometimes leads to inappropriate alignments of the words.
In conclusion, the standard word-graph-based confidence measure is the best stand-
alone confidence measure discussed in this thesis from a theoretical point of view since it
is defined in a very straightforward way in the statistical framework of speech recognition
and also in terms of the performance. Nevertheless, a combination of some of the different
confidence measures might decrease the confidence error rates even further. The next
section thus briefly discusses experiments with a combination of confidence measures.
5.5 Combination of the Suggested Methods
The combination of numerous confidence features was suggested by many
authors [Finke et al. 1996, Qiu 1996, Cox and Rose 1996, Schaaf and Kemp 1997,
Siu et al. 1997, Chase 1997, Kemp and Schaaf 1997, Weintraub et al. 1997,
Gillick et al. 1997]. Among the methods used for combination are multi-layer artificial
neural networks, generalized linear models, and a linear discriminant analysis. Usually,
a large number of mainly heuristic confidence measures have to be combined in order to
achieve a reasonable performance of the confidence tagging system.
In order to test the confidence measures discussed in this thesis, all of the different
confidence measures were combined with several other confidence features suggested by
other authors which can easily be extracted from the word graph, i.e., the acoustic word
score, the language model score, and the number of phonemes. For combination, a
linear discriminant analysis matrix was estimated with a vector containing the different
confidence features in order to maximize the between-class distance between the two
classes correct and false [Kemp and Schaaf 1997]. During the experimental evaluation of
this approach, the feature vector for each recognized word was multiplied with the linear
discriminant analysis matrix and the first, most significant component of the resulting
transformed feature vector was then compared with a given threshold. With this approach,
the confidence error rates were reduced slightly on the ARISE corpus but not at all on
any of the other testing corpora.
In a second attempt, the confidence feature vector was used as an input for a three
layer artificial neural network which was trained with the standard back-propagation
algorithm. Although the set of experiments which was carried out with this non-linear
combination of the confidence features was not exhaustive, the observations were similar
as in the above case. A more thorough study of how confidence measures can be
combined can found in [Souvignier and Wendemuth 1999, Wendemuth et al. 1999]. In
both papers, the authors study a sophisticated combination of the standard word-graph-
based word posterior probability suggested in this thesis with several other confidence
measures. The confidence error rates are in fact reduced in comparison with the word
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posterior probabilities, but the authors come to the conclusion that “[...] the best single
large vocabulary word graph confidence measure is already very efficient since it uses the
word history, a further improvement is therefore more difficult” [Wendemuth et al. 1999,
page 4]. Another interpretation of these results is that the most straightforward approach
to the computation of confidence measure is in fact the estimation of either kind of
posterior probability for individual words which takes into account most of the statistical
information which is available in the speech recognition system. It can thus be expected
that an improvement of such a confidence measure is, although not impossible, a difficult
task.
5.6 Summary
In this chapter, several confidence measures based on word graphs and N -best lists
were presented and compared. Experimental evidence clearly shows that word posterior
probabilities outperform the two alternative confidence measures which were studied for
comparison, i.e., the acoustic stability and the hypothesis density. Additional experiments
prove that the estimation of word posterior probabilities on word graphs yields better
results than their estimation on N -best lists. The relative reduction of the confidence error
rate ranges between 19% and 35% relative on different corpora using a trigram language
model and the best word-posterior-probability-based confidence measure, defined in
Eq. (5.7). The relative reduction was highest for recognition tasks which can be regarded
as rather difficult, since the corresponding testing corpora consists of mainly spontaneous
speech. For these corpora, the advantage of the confidence measures based on word graph
posterior probabilities was also highest in comparison with the other confidence measures.
It is interesting to note that this improvement is achieved with a single confidence measure
and not with a vector of numerous features which can be extracted from a word graph.
A combination of the different confidence measures presented in this paper using a linear
discriminant analysis hardly improved the results.
Chapter 6
Application of Confidence Measures
With the constantly rising number of application areas for speech recognition, the number
of possible applications for confidence measures also rises. Confidence measures can
be used in spoken dialogue systems to avoid verification turns in the dialogue if the
relevant keywords have a high confidence. Apart from the fact that verification turns
are sometimes confusing for inexperienced users of the system, the duration of the
dialogue increases with the number of verification turns. Another application area for
confidence measures are adaptive methods, e.g., maximum-likelihood-linear-regression
or vocal-tract-normalization, and the unsupervised training of the acoustic models of
a speech recognition system. In all of these cases, confidence measures can be used to
filter the recognized transcriptions which are used for adaptation or training, i.e., to spot
possible errors in the transcription, and to restrict the algorithms to those words which
are most probably correct. In the following, an unsupervised training method for the
acoustic models and a maximum-likelihood-linear-regression method, both in combination
with confidence measures, are studied.
6.1 Unsupervised Training
For most of today’s speech recognition systems, the amount of acoustic training material
is of crucial importance for their performance. The building of a recognizer for a new
language, a new domain or different acoustic conditions usually requires the recording and
transcription of large amounts of speech data which are then used to train the acoustic
models of the speech recognizer. In contrast to the early days of speech recognition,
large collections of speech data are available in various forms these days. Radio and
television broadcasts can easily be recorded from different sources including the Internet.
The collection of acoustic training material is in fact no longer the main bottleneck.
Unfortunately, most of the acoustic material comes without a detailed transcription of
what was said. The personnel expenditure of transcribing new audio data is very high and
it is thus desirable to train a new speech recognizer with as little hand-transcribed acoustic
training material as possible. One possible way to reduce the manual effort is to use an
already existing speech recognizer which was trained previously on a different database
to transcribe new data automatically (which could then be used to augment the already
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existing manually transcribed acoustic training corpus) or to transcribe only a few hours of
the new acoustic material manually, to build a recognizer with these data, and to use this
recognizer to recognize larger quantities of untranscribed training data. If the recognizer
was able to identify those portions of the new data where the automatic transcription is
sufficiently accurate, these data could be used to train the acoustic models despite possible
recognition errors in the transcriptions. Another advantage of this approach is that the
recognizer lexicon need not be extended to cover all words or pronunciation variants of
words occurring in the acoustic training corpus.
In [Zavaliagkos and Colthurst 1998], the authors investigate exactly this scenario for
the CallHome corpus. They use a recognizer trained on only three hours of audio
data to transcribe 25 hours of untranscribed data. A combination of several confidence
features, cf. [Siu et al. 1997] for a description, is used to tag the recognized words and
only those words whose confidence exceeds a certain threshold are used to train the
acoustic models. The authors report only a very small reduction of the word error
rate. [Kemp and Waibel 1999] use a speech recognition system trained with only 30
minutes of manually transcribed German broadcast news audio data to recognize larger
amounts of untranscribed speech data and report experimental results for a system
trained with these automatically generated transcriptions in combination with confidence
measures. In comparison with the initial system, the word error rates are reduced
substantially. The authors report a deterioration of the performance on clean speech
conditions. In comparison with a system trained on the correct transcriptions of the
complete training corpus, the word error rate increases by 13.7% relative, from 30.6%
to 34.8%. Unfortunately, this method is not applied to a publicly available corpus.
In [Lamel et al. 2000, Lamel et al. 2001], closed captions are used instead of confidence
measures to filter the recognized transcriptions. Only those parts of the speech data base
are used for training where the closed captions and the recognized transcription are in
agreement. All other parts of the corpus are omitted from the training. For training,
the TDT-2 corpus is used. Recognition results are reported for the Broadcast News ’99
evaluation test set. In comparison with a speech recognition system trained on correct,
manually generated transcriptions, the word error rate increases by 9.5% relative from
18.0% to 19.8%. The filtering with closed captions imposes a very strong constraint on
the recognition process since the transcription is already very close to what was really
said.
In the following sections, a systematic study of the effect of different amounts
of acoustic training material in combination with confidence measures is presented.
Based on the experimental results, a general procedure for the unsupervised training
of acoustic models is derived which can be used in different scenarios to prototype
speech recognition system for new languages or domains with only very little manual
expenditure [Wessel and Ney 2001]. This procedure does not rely on closed captions and
can be used for speech corpora with no additional information about the data contained
in the acoustic training corpus.
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6.1.1 Description of the Training Procedure
The main building block of the unsupervised training procedure is the RWTH standard
training procedure of the acoustic models:
• Assuming that an initial time alignment between the feature vectors and the Hidden
Markov Model states is available, a first phonetic classification and regression tree
(CART) is computed on the basis of the untransformed acoustic feature vectors.
• With the resulting CART classes, a first linear discriminant analysis (LDA) matrix
is estimated also on the basis of the untransformed acoustic feature vectors.
• In order to reduce the effect of the CART and the LDA matrix which were used
to compute the initial alignment, a second CART is estimated on the basis of the
acoustic feature vectors which were transformed with the first LDA matrix.
• With the resulting CART classes, a second LDA matrix is then computed on the
basis of the untransformed acoustic feature vectors.
• With the second CART and the second LDA matrix, the parameters of the acoustic
models are estimated (the Gaussian densities are always split eight times in all of
the following experiments).
• The time alignment computed during the estimation of acoustic model parameters
is then used to repeat all of the above steps in order to reduce the effect of the initial
time alignment. As before, the CART and the LDA matrix are estimated twice and
the training of the acoustic models is repeated.
The sequence of these training steps is from now on referred to as the standard training
procedure. As in [Kemp and Waibel 1999], this standard training procedure is applied to
all experiments without any changes. In particular, no training parameters are tuned so
that the experimental results remain comparable. The unsupervised training procedure
itself consists of several steps which include the above standard training procedure:
• In a first step, the acoustic models are trained with the standard training procedure
on a small manually transcribed subset of the new speech data base or on an already
existing training corpus which was transcribed manually.
• These models are then used to recognize a large untranscribed training corpus and
to generate word graphs. On the basis of these word graphs, the word posterior
probabilities are then computed in order to obtain the confidence of the recognized
words.
• The previously untranscribed training corpus is then used together with the
recognized transcriptions to augment the small, manually transcribed part of the
corpus or the already existing training corpus which was also transcribed manually.
• The standard training procedure is then used to train new acoustic models on the
complete corpus in combination with the confidence measure.
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Figure 6.1: Illustration of the unsupervised training. The red color indicates words whose
confidence is below a specified threshold and whose corresponding feature vectors are not
considered during the estimation of the regression tree, of the linear discriminant analysis
matrix, and of the parameters of the acoustic models. $ denotes the pause model.
The application of confidence measures during the last step of the unsupervised
training procedure is rather straightforward and is illustrated in Fig. 6.1. Each word
of the recognized sentences in the training corpus is annotated with the standard word-
graph-based word posterior probability, cf. Chapter 5 for details. All of the feature vectors
corresponding to a particular word whose confidence is below a specified threshold are
simply omitted for the estimation of the CART, of the LDA matrix, and of the parameters
of the acoustic models. In other words, the feature vectors of all presumably incorrect
words are ignored. It is important to note that the feature vectors which are omitted for
the estimation of the model parameters cannot be determined in a preprocessing step. In
order to determine these vectors, a particular time alignment between the Hidden Markov
Model states and the acoustic feature vectors has to be used. Since this alignment changes
during the training process, the word boundaries of the words in the transcription also
change. The set of vectors which is used to train the acoustic models is thus dynamic.
In the context of these training procedures, two questions arise. First, the effect
of recognition errors in the automatically generated transcriptions is unclear. In order
to study this effect, the recognition of the untranscribed training corpus is repeated with
initial acoustic models of different quality, so that different word error rates on the training
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corpus are obtained. Second, the effect of the confidence measures which are used to
reduce the number of incorrectly recognized words on the final recognition accuracy has
to be studied. For this purpose, the training of the final acoustic models is performed
with different confidence tagging thresholds, i.e., different amounts of training material
which are presumably correct are retained in the training corpus.
During all of the following experiments, the language model was left unchanged since
the main concern of the following experiments was to study the training of a speech
recognizer on recognized transcriptions. In addition, this experimental setup can easily
be motivated since language model training material can be collected from the internet
at almost no cost even for new languages and domains. The language model perplexity
was 221.2 on a 72 hour subset of the Broadcast News ’97 training corpus which was used
as the untranscribed training corpus, 218.1 on the Broadcast News ’96 eval test set and
213.7 on the Broadcast News ’98 eval test set.
6.1.2 Bootstrapping with an Optimal System
In a first set of experiments, an optimized speech recognizer which was trained beforehand
on a 96 hour subset of the Broadcast News ’96 training corpus with manual transcriptions
was used to recognize the untranscribed Broadcast News ’97 training corpus (music and
commercials were filtered in both cases). The automatically transcribed Broadcast News
’97 training corpus was then used for training in order to study the effect of recognition
errors and of the application of the confidence measures. In addition, a combination of
the manually transcribed Broadcast News ’96 corpus and the automatically (or for the
purpose of comparison also manually) transcribed Broadcast News ’97 training corpus was
used in order to study whether an automatically recognized training corpus can be used
to increase the amount of already existing training data. For all experiments, gender-
independent within-word phone models were used. The testing corpus is the official
Broadcast News ’96 evaluation corpus. It should be noted that all error rates in the
following sections were computed directly on the recognition output. No post-processing
in the style of the official NIST scoring was applied in order to remain comparable with
the other word error rates presented in this thesis.
As already discussed, the Broadcast News ’97 training corpus was recognized with a
system trained previously on the 96 hour subset of the Broadcast News ’96 training corpus.
The word error rate of the recognized transcriptions was 32.5%. Using these erroneous
transcriptions, the standard training procedure was used with different confidence tagging
thresholds to estimate a new CART, a new LDA matrix and new acoustic models. In total,
four different tagging thresholds were investigated. Table 6.1 summarizes the experimental
results. The first line gives the baseline word error rates for the different conditions of
the Broadcast News ’96 testing corpus for the speech recognition system trained with the
manual transcriptions of the 72 hour subset of the Broadcast News ’97 training corpus.
As the second line of Table 6.1 shows, the word error rate increases by only 2.3% relative
using the recognized transcriptions instead of the correct transcriptions. This result is
in fact very surprising, bearing in mind that the word error rate of the transcriptions of
the training corpus is 32.5%. On the F0 and F1 condition there is no degradation at all,
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Table 6.1: Word error rates on the Broadcast News ’96 evaluation corpus for different
acoustic models trained on the Broadcast News ’97 training corpus with different types of
transcription. The word error rate of the recognized transcriptions of the training corpus
was 32.5% and the phoneme error rate 17.3%. With the system used for the recognition
of the untranscribed training corpus, a word error rate of 34.6% was obtained on the
evaluation corpus.
corp. WER [%] on eval ’96
transcr. thresh. [h] #dns F0 F1 F2 F3 F4 F5 FX total
manual 72 273k 25.3 33.2 43.7 38.1 38.9 27.7 54.8 34.9
recognized 72 345k 24.4 33.3 46.1 36.8 40.2 39.1 60.2 35.7
0.3 66 333k 24.6 32.8 48.3 36.3 41.2 37.0 60.4 35.8
+ 0.5 62 335k 24.1 33.1 46.5 36.0 41.0 38.8 61.3 35.8
conf. 0.7 56 318k 24.6 32.7 47.0 36.1 40.1 37.0 61.7 35.7
meas. 0.9 47 294k 24.8 32.8 48.1 34.9 41.4 38.8 59.3 35.7
the word error rate even decreases for the F0 condition. As the experiments also show,
the word error rate cannot be reduced with confidence measures in this experimental
framework. Only the amount of training data and thus the number of Gaussian densities
can be reduced with confidence measures without any loss in performance.
These results can be attributed to two opposed effects: if the recognizer used to
transcribe the data is trained on large amounts of material as in the experiments above,
most of the incorrectly recognized words in the transcriptions will be acoustically very
similar to the words originally spoken. The negative impact of these errors is thus only
small since the acoustic models are defined on a phonetic level. Confidence measures
cannot improve the performance since they do not only exclude words from the training
which might be erroneous but since they also reduce the amount of training material for
the acoustic models. The trade-off between these two effects is an obvious explanation
for the above results.
In order to accumulate further evidence for these assumptions, the phoneme error
rate on the training corpus was computed. It should be noted that this phoneme
error rate was of course not computed on the basis of a phoneme recognition but on
the basis of the within-word recognition used for all experiments. Both spoken and
recognized words were simply decomposed into the corresponding phonemes and then
aligned in order to determine the number of errors on a phoneme level. Since the
manually constructed reference transcriptions come without pronunciation variants, a
phoneme graph of all possible pronunciation variants of the manual transcription was
aligned with the phonetic transcription of the recognized sentence which may contain
pronunciation variants. For the computation of the Levenshtein-Alignment, an algorithm
was used which was originally implemented to compute the word graph error rate, a
lower bound for the word error rate which can be achieved with a given word graph, cf.
[Ortmanns et al. 1997a] for details. While the word error rate on the 72 hour subset of
the Broadcast News ’97 training corpus is 32.5% (5.5% deletions, 4.7% insertions, and
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Table 6.2: Word error rates on the Broadcast News ’96 testing corpus when omitting
silence frames adjacent to words of the Broadcast News ’97 training corpus that were
tagged as incorrect. The tagging threshold was 0.5 in this experiment.
corp. WER [%] on eval ’96
silence omitted [h] #dns F0 F1 F2 F3 F4 F5 FX total
none 62 335k 24.1 33.1 46.5 36.0 41.0 38.8 61.3 35.8
between 60 310k 24.3 32.4 47.1 36.8 41.1 37.4 61.6 35.7
adjacent 56 328k 24.3 32.9 47.0 34.8 40.8 34.9 61.4 35.6
22.3% substitutions), the phoneme error rate is roughly half as high with only 17.3%, of
which 4.7% are deletions, 3.4% insertions, and 9.2% substitutions. This outcome supports
the hypothesis that the recognition result is phonetically rather similar to the originally
spoken words despite the high word error rate.
Another open question is how silence frames, i.e., feature vectors which are aligned to
the pause model, should be treated if they occur before or after words which are tagged as
incorrect. In principle, it is unclear whether these feature vectors should be used to train
the silence model or not. In [Zavaliagkos and Colthurst 1998], silence frames are excluded
from the training of the silence model if they are adjacent to words which are tagged as
incorrect. In order to study the effect of silence frames, all silence frames between two
words tagged as incorrect were excluded from the training in a first step. In a second
step, all silence frames adjacent to words which were tagged as incorrect were omitted.
Table 6.2 summarizes the experimental results. As can be seen, there is only a small gain
in recognition accuracy if omitting all feature vectors which were aligned to the silence
model. Although the improvements are statistically not significant, this approach was
defined as the standard method and was used for all of the following experiments.
In summary, the experimental results show that the word error rates hardly increase in
comparison with the correct transcriptions if the speech recognition system is trained on
transcriptions which were recognized with an optimized system. The effect of recognition
errors in the transcriptions seems to be comparably small.
Since the negative effect of recognition errors was smaller than expected, the Broadcast
News ’97 training corpus was used with the automatically recognized transcriptions to
augment the manually transcribed Broadcast News ’97 training corpus and to train
new acoustic models. For comparison, the Broadcast News ’96 training corpus was
also augmented with the Broadcast News ’97 training corpus and the original, manually
generated transcriptions. Table 6.3 shows the experimental results. The first line contains
the word error rates achieved on the Broadcast News ’96 evaluation test set with a system
trained on the manual transcriptions of the Broadcast News ’96 training corpus. For the
second line, this training corpus was augmented with the Broadcast News ’97 training
corpus and the corresponding manual transcriptions. For the third line, the Broadcast
News ’97 training corpus was used with the automatically recognized transcriptions to
augment the Broadcast News ’96 training corpus. In this case, the confidence measures
were not used since there was almost no effect as shown in Table 6.1. As the experiments
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Table 6.3: Word error rates on the Broadcast News ’96 testing corpus using the Broadcast
’97 training corpus with either manually or automatically generated transcriptions to
augment the Broadcast News ’96 training corpus with manually generated transcriptions.
WER [%] on eval ’96
corpus transcr. [h] #dns F0 F1 F2 F3 F4 F5 FX total
train ’96 manual 96 318k 24.6 33.1 42.6 34.0 39.3 29.4 56.8 34.6
+ train 97 manual 168 367k 23.6 32.0 40.5 33.6 38.8 32.2 52.6 33.3
+ train 97 recog. 168 398k 23.8 32.4 40.5 33.8 38.7 32.5 53.8 33.6
show, the total word error rate is reduced from 34.6% in the first line to 33.3% in the
second line, a relative reduction of 3.8%. Using recognized transcriptions instead of the
correct ones for the Broadcast News ’97 training corpus, the total word error rate is
reduced to 33.6%, a relative reduction of 2.9% in comparison with the first line. The
loss in performance from 33.3% to 33.6% which can be attributed to the recognition
errors in the transcriptions is thus only 0.9%. As the experiment clearly shows, the
automatically transcribed training corpus can be used successfully to augment an already
existing training corpus and to reduce the word error rates on the testing corpus.
Nevertheless, the question remains how a speech recognition system which was trained
initially with only a few hours of speech would perform. In the following section, a more
realistic scenario is thus presented.
6.1.3 Bootstrapping with a Low-Cost System
The scenario for the following experiments is as follows: it is assumed that the 72 hours
of the Broadcast News ’97 training corpus are not transcribed, but chopped into suitable
audio segments. It is also assumed that no initial acoustic models, no initial phonetic
CART, and no initial LDA matrix are available which might be used to recognize the
training corpus as in the previous section.
In such a scenario, it appears to be straightforward to transcribe a small amount of
the training corpus manually, to train a speech recognition system on this small corpus
and to generate transcriptions for the rest of the training corpus automatically. In this
experimental framework, it is left open what part of the data should be transcribed
manually. For the following experiments, the subset of the training corpus which has to
be transcribed manually is defined as the set of training utterances with a duration of
less than a specified maximum. The motivation for this particular definition was that
a linear time alignment of the feature vectors and the Hidden Markov Model states has
to be used initially if no better acoustic models are available. Experiments have shown,
that the linear alignment path is a too crude approximation to the optimal alignment
between the acoustic feature vectors and the Hidden Markov Model states if the acoustic
segments are very long. Also, the effect of possible transcription errors which may occur
even in manually generated transcriptions and which might jeopardize the alignment, can
be aggravated. Only rather short audio segments should thus be used to estimate simple
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Table 6.4: Sizes of the different subsets of the Broadcast News ’97 training corpus for
different maximum segment lengths and error rates achieved with the acoustic models
trained on these subsets for the complete 72 hours of the Broadcast News ’97 training
corpus and the Broadcast News ’96 evaluation corpus.
errors [%]
dur. corp. on train ’97 WER [%] on eval ’96
[s] [h] #dns WER PER F0 F1 F2 F3 F4 F5 FX total
2 1.2 9k 67.5 44.0 68.3 68.9 83.4 78.8 71.9 75.4 81.4 72.4
3 2.1 16k 57.1 35.1 55.0 57.9 76.4 65.6 61.9 60.6 75.0 61.5
4 3.1 23k 51.1 30.3 49.5 51.2 73.2 59.0 56.0 62.3 73.7 56.2
6 5.6 40k 43.6 24.7 40.2 45.0 65.3 50.9 49.7 52.2 68.1 48.9
acoustic models which can then be used to compute a better initial alignment.
Assuming that such a subset of the training corpus was transcribed manually, the
acoustic feature vectors and the Hidden Markov Model states are aligned linearly in order
to estimate the parameters of single-density monophone Hidden Markov Models. These
models are then used to compute a better initial time alignment for the first training phase
and to start the unsupervised training procedure, which consists of the steps described
previously. In the following, experimental results are presented for different maximum
durations of the audio segments, i.e., for different sizes of the resulting initial hand-
transcribed subset of the training corpus, and for different confidence tagging thresholds
during the second phase of the unsupervised training procedure.
The second column of Table 6.4 gives the size of the training corpus subsets for
the different maximum segment lengths, given in the first column. These subsets
of the training corpus were used with manually generated transcriptions (the official
transcriptions of the Broadcast News ’97 training corpus) to train acoustic models with
the standard training procedure. Table 6.4 also contains the word and phoneme error rates
on the Broadcast News ’97 training corpus which were achieved with the different initial
acoustic models. As the experiments show, the word error rates on the training corpus are
34% to 108% higher (relative in comparison with a word error rate of 32.5% achieved with
an optimized speech recognition system). The word error rates on the different conditions
of the Broadcast News ’96 evaluation corpus are also very high. Despite the high word
error rates, the remaining parts of the training corpus which were not transcribed manually
were used with the recognized transcriptions to augment the small portion of manually
transcribed training material. The complete training corpus was then used to train new
acoustic models.
Table 6.5 contains the experimental results for the unsupervised training procedure
initialized with the system trained on only 1.2 hours of speech. As the experiments
show, the word error rate can be reduced by 30% relative from 72.4% to 50.6% using the
recognized transcriptions for the previously untranscribed parts of the training corpus in
combination with the manually generated transcriptions for the 1.2 hours of training data.
The word error rate of 50.6% is still very high in comparison with 34.9% achieved with the
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Table 6.5: Experimental results for the unsupervised training procedure using initial
acoustic models trained with 1.2 hours of manually transcribed audio material. The
word error rate of the recognized transcriptions of the training corpus was 67.5% and the
phoneme error rate 44.0%.
type of corp. WER [%] on eval ’96
transcr. thresh. [h] #dns F0 F1 F2 F3 F4 F5 FX total
none 1.2 9k 68.3 68.9 83.4 78.8 71.9 75.4 81.4 72.4
recognized 72 440k 40.1 46.0 69.6 52.1 52.9 55.4 74.1 50.6
recog. 0.30 43 393k 37.7 43.4 67.7 48.8 51.4 49.8 74.2 48.5
+ 0.50 32 360k 36.8 42.6 64.7 47.8 51.0 48.8 74.0 47.5
conf. 0.70 23 320k 36.2 41.5 66.9 47.0 49.8 47.7 72.6 46.8
0.90 14 251k 35.0 40.8 62.0 44.5 47.7 48.4 72.7 45.5
0.95 11 218k 37.3 42.6 63.2 45.0 49.9 47.8 72.0 47.0
corr. recognized 28 346k 30.5 37.7 57.3 39.8 44.9 48.1 67.6 41.6
manual 72 273k 25.3 33.2 43.7 38.1 38.9 27.7 54.8 34.9
manual transcriptions of the 72 hours of training data. On the other hand, only 1.2 hours
of the training corpus had to be transcribed manually. The manual effort of transcribing
could thus have been reduced drastically in a real-world application where no manual
transcriptions would have been available. Table 6.5 also shows that the additional use of
confidence measures reduces the word error rate to 45.5%, a further relative reduction of
10.1%. The total relative reduction in comparison with the system trained on 1.2 hours
of data is thus 37.2%. Although the word error rates on the testing corpus are very high,
the experiments show the potential of the unsupervised training method. The maximum
possible reduction of the word error rate which could be achieved ideally with confidence
measures is presented in the second-last line of Table 6.5. In this experiment, the feature
vectors of all correctly recognized words were used to train the acoustic models whereas
all others were omitted. This amounts to an ideal confidence measure which is able to
detect recognition errors with 0% false acceptance and false rejection.
Table 6.6 contains the experimental results for the unsupervised training procedure
initialized with 2.1 hours of manually transcribed speech. The conclusions which can
drawn from these results are essentially the same as for the previous set of experiments.
The main difference is the reduced word error rate on the testing corpus. The additional
hour of hand-transcribed training material results in a reduction of the word error rate
from 61.5% with the initial acoustic models to 42.5% with the acoustic models trained
on the complete training corpus. This amounts to a relative reduction of 30.9%. In
comparison with the experiments presented in Table 6.5, the use of the confidence measure
reduced the word error rate only by an additional 6.0% relative to 42.5% absolute. The
maximum possible reduction of the word error rate as presented in the second-last line is
also smaller. Obviously, the gain which can be achieved with confidence measures is higher
for higher initial word error rates, i.e., for systems trained with less hand-transcribed
training material and with more recognition errors.
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Table 6.6: Experimental results for the unsupervised training procedure using initial
acoustic models trained with 2.1 hours of manually transcribed audio material. The
word error rate of the recognized transcriptions of the training corpus was 57.1% and the
phoneme error rate 35.1%.
type of corp. WER [%] on eval ’96
transcr. thresh. [h] #dns F0 F1 F2 F3 F4 F5 FX total
none 2.1 16k 55.0 57.9 76.4 65.6 61.9 60.6 75.0 61.5
recognized 72 450k 33.3 40.8 65.2 46.1 48.3 49.8 71.0 45.2
recog. 0.30 50 421k 33.3 39.3 63.5 42.8 46.8 43.9 70.6 44.1
+ 0.50 40 400k 32.2 39.0 61.0 40.3 45.7 44.6 71.6 43.4
conf. 0.70 31 372k 31.7 38.8 60.2 41.0 47.4 48.8 68.9 43.0
0.90 21 320k 32.0 37.6 58.3 41.4 46.1 46.0 69.6 42.5
0.95 17 291k 31.5 39.3 58.3 39.7 45.6 46.4 68.6 42.7
corr. recognized 36 386k 28.3 35.7 53.0 39.0 42.3 44.6 63.3 39.1
manual 72 273k 25.3 33.2 43.7 38.1 38.9 27.7 54.8 34.9
Table 6.7: Experimental results for the unsupervised training procedure using initial
acoustic models trained with 3.1 hours of manually transcribed audio material. The
word error rate of the recognized transcriptions of the training corpus was 51.1% and the
phoneme error rate 30.3%.
type of corp. WER [%] on eval ’96
transcr. thresh. [h] #dns F0 F1 F2 F3 F4 F5 FX total
none 3.1 23k 49.5 51.2 73.2 59.0 56.0 62.3 73.7 56.2
recognized 72 454k 31.0 39.7 60.1 42.4 46.9 45.3 68.5 43.0
recog. 0.30 54 435k 29.8 38.1 61.8 39.5 45.5 46.0 68.5 42.0
+ 0.50 45 417k 29.1 37.6 60.0 40.2 44.1 44.3 67.0 41.2
conf. 0.70 35 393k 29.3 37.1 57.8 39.6 45.3 44.3 66.4 40.9
0.90 25 351k 30.0 37.0 56.9 37.5 43.6 40.5 66.7 40.7
0.95 21 327k 29.7 37.9 57.6 40.1 45.2 42.2 67.6 41.4
corr. recognized 40 402k 26.9 35.2 50.6 36.6 40.5 45.0 61.6 37.8
manual 72 273k 25.3 33.2 43.7 38.1 38.9 27.7 54.8 34.9
Table 6.7 contains the experimental results for the unsupervised training procedure
initialized with 3.1 hours of manually annotated speech. As the results show, the word
error rate on the testing corpus was reduced from 56.2% to 43.0% with the acoustic
models trained on the automatically generated transcriptions of the complete training
corpus. This amounts to 23.5% relative. Using the confidence measure to detect
possible recognition errors, the word error rate decreased to 40.7% for the optimal tagging
threshold.
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Table 6.8: Experimental results for the unsupervised training procedure using initial
acoustic models trained with 5.6 hours of manually transcribed audio material. The
word error rate of the recognized transcriptions of the training corpus was 43.6% and the
phoneme error rate 24.7%.
type of corp. WER [%] on eval ’96
transcr. thresh. [h] #dns F0 F1 F2 F3 F4 F5 FX total
none 5.6 40k 40.2 45.0 65.3 50.9 49.7 52.2 68.1 48.9
recognized 72 460k 28.1 36.5 58.0 39.5 43.6 40.5 66.6 40.1
recog. 0.3 59 445k 27.8 36.6 56.6 39.0 43.2 42.9 66.0 39.8
+ 0.5 51 430k 27.4 35.4 55.9 37.7 42.2 41.5 66.2 39.1
conf. 0.7 42 416k 27.2 34.4 55.7 36.6 42.6 39.1 65.7 38.6
0.9 32 388k 27.5 35.6 57.6 36.9 42.9 39.8 62.5 38.9
corr. recognized 46 421k 26.4 33.7 49.5 35.6 41.2 39.4 61.0 36.8
manual 72 273k 25.3 33.2 43.7 38.1 38.9 27.7 54.8 34.9
The last set of experiments with 5.6 hours of manually transcribed training data is
summarized in Table 6.8. In this experimental setup, the word error rate was reduced
from 48.9% to 40.1% using all of the 72 hours of training data. The error rate was thus
reduced by 18% relative. The use of the confidence measure further reduced the word
error rate to 38.6%. As the four tables clearly show, the relative reduction of the word
error rate becomes the smaller, the larger the amount of initial hand-transcribed training
material is. The additional relative reduction which can be achieved with the confidence
measure also decreases for increasing sizes of the training corpus.
In summary, it can be noted that the speech recognition system trained in the setup
described in Table 6.8 performs quite well in comparison with a word error rate of 34.9%
achieved with the complete manually transcribed training corpus. The word error rate
on the Broadcast News ’96 evaluation corpus is increased by only 10.6% relative. On
the other hand, it would be desirable to further reduce the manual effort which has to
be invested in order to transcribe the initial subset of the training corpus. Since the
quality of the best system in Table 6.5 which was trained on recognized transcriptions is
comparable with the system initially trained with only 5.6 hours of manually transcribed
training material, it is straightforward to repeat the process of unsupervised training with
the best system in Table 6.5, i.e., to use these acoustic models to recognize the training
corpus again and to train new acoustic models on these new automatically generated
transcriptions. Ideally, the performance of such a system should be comparable to the
system initially trained on 5.6 hours, the only difference being that 1.2 hours of manually
transcribed training data would be sufficient to bootstrap the system. This approach is
discussed in the following section.
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generate manual transcriptions for a small speech corpus
train an initial speech recognizer with the standard training procedure on
the manually generated transcriptions without confidence measures
recognize a large untranscribed training corpus with the best speech
recognizer up to now
compute confidence measures for all recognized words
train an improved speech recognizer with the standard training
procedure on all recognized words whose confidence lies above a
specified threshold
repeat until the performance of the speech recognizer converges or is
considered to be satisfactory
Figure 6.2: Iterative training for the estimation of the CART, the LDA matrix, and the
acoustic models. For the following experiments, the above loop is repeated six times.
6.1.4 Iterative Application of the Unsupervised Training
As the experimental results presented in the previous section show, a speech recognition
system can be trained with very little manually transcribed training material if the system
is used to recognize a larger, previously untranscribed training corpus which can then be
used to train improved acoustic models. In order to keep the manual effort as low as
possible, the process of unsupervised training should be repeated iteratively in order to
increase the quality of the recognized transcriptions of the training corpus and to decrease
the word error rate on the testing corpus in a (hopefully) converging process.
In order to achieve these goals, the manually transcribed 1.2 hours of the training
corpus were used to recognize the remaining 70.8 hours. Using these transcriptions, new
acoustic models were trained with the unsupervised training procedure in combination
with the confidence measure. These acoustic models were then used to generate new
transcriptions. This process was repeated several times. At each step, the word error
rate of the transcriptions was reduced and the quality of the resulting acoustic models
was increased, which were then used to recognize the untranscribed part of the training
corpus again. The unsupervised training procedure is illustrated in Fig. 6.2 and was
repeated six times on the 72 hour subset of the Broadcast New ’97 training corpus.
The recognized transcriptions were used each time to train a new system which was
then used to recognize the training corpus again. In order to reduce the computational
effort, the iterative recognition of the training corpus was not repeated with different
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Table 6.9: Experimental results for the Broadcast News ’97 training corpus and the
repeated application of the unsupervised training procedure. The confidence tagging
threshold was 0.7 during all iterations.
errors [%]
corp. on train ’97
iteration [h] #dns WER PER
0 1.2 9k 67.5 44.0
1 23 320k 49.2 27.2
2 49 428k 44.6 24.1
3 55 441k 43.0 23.0
4 57 446k 41.9 22.3
5 58 447k 41.2 21.8
6 59 448k - -
confidence tagging thresholds. Based on the experimental results presented in the previous
section, the confidence tagging threshold was set to 0.7 during all iterations and was not
changed at any time. As Table 6.9 shows, the word error and the phoneme error rates
were reduced in every iteration. The amount of training material, i.e., the number of
words with a confidence above 0.7, and resultingly the number of Gaussian densities also
increased. Tables 6.10 and 6.11 summarize the recognition results for the Broadcast News
eval ’96 test set and the Broadcast News eval ’98 test set, respectively. In each table, the
first line gives the word error rates for the initial references trained on the manually
transcribed 1.2 hour subset of the training corpus. The baseline word error rate with the
fully tuned speech recognition system is 34.9% for the eval ’96 test set and 28.3% for the
eval ’98 test set. As both tables show, the word error rates can be reduced significantly in
each step. The performance of the final system obtained after iteration six is comparable
to the performance of the system trained initially with 5.6 hours of manually transcribed
speech data.
The computational effort which was spent for the recognition of the training corpus
and the training of the speech recognizer was extraordinarily high. The parameters of
the speech recognizer used for the recognition of the training corpus were adjusted so as
to run the recognition in about ten times real-time. Using 25 computers in parallel for
the recognition, the complete recognition process took about 1.5 days including manual
work, i.e., starting and controlling the jobs. The standard training procedure took about
15 days per iteration so that the total time spent for the iterative application of the
unsupervised training algorithm was about 20 weeks. It should be mentioned that the
standard training procedure was sped-up algorithmically while the experiments were in
progress. If all of these algorithmic improvements had been integrated into the software
used for these experiments, the total time needed for the iterative application of the
unsupervised training would have been about 12 weeks. Using only one Pentium III
600MHz CPU the iterative training would have taken about five months.
In comparison with the speech recognition system trained on the manual transcriptions
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Table 6.10: Experimental results for the eval ’96 test set and the repeated application of
the unsupervised training procedure using initial acoustic models trained with 1.2 hours
of manually transcribed audio material. The confidence tagging threshold was 0.7 for all
iterations.
WER [%] on eval ’96
iteration F0 F1 F2 F3 F4 F5 FX total
0 68.3 68.9 83.4 78.8 71.9 75.4 81.4 72.4
1 36.2 41.5 66.9 47.0 49.8 47.7 72.6 46.8
2 30.5 38.1 61.2 40.3 46.0 46.0 71.1 42.5
3 29.2 37.3 60.0 39.4 43.6 45.0 67.2 41.1
4 27.7 36.2 58.9 40.8 45.0 44.3 70.4 40.7
5 27.0 36.3 59.0 39.2 43.6 43.6 68.7 40.1
6 27.3 36.2 57.8 37.9 44.2 42.6 68.1 40.0
manual 25.3 33.2 43.7 38.1 38.9 27.7 54.8 34.9
Table 6.11: Experimental results for the eval ’98 test set and the repeated application of
the unsupervised training procedure using initial acoustic models trained with 1.2 hours
of manually transcribed audio material. The confidence tagging threshold was again 0.7
for all iterations.
WER [%] on eval ’98
iteration F0 F1 F2 F3 F4 F5 FX total
0 62.2 68.4 77.7 69.6 68.5 73.6 74.6 67.8
1 28.9 40.3 62.0 43.3 40.9 57.9 54.5 39.9
2 24.3 36.7 55.7 38.1 35.5 53.2 49.3 35.0
3 22.8 36.5 54.4 38.4 33.7 47.7 49.3 34.0
4 22.2 35.9 53.6 35.9 33.2 46.0 48.9 33.4
5 21.3 35.3 53.7 36.8 32.8 47.7 49.1 33.0
6 21.5 34.9 54.5 37.6 32.1 42.6 49.2 33.0
manual 18.4 32.3 42.2 31.8 28.3 36.2 40.2 28.3
of the complete training corpus, the word error rates increased by 14.6% relative on the
eval ’96 test set and by 16.6% relative on the eval ’98 test set. Despite the computational
effort of about 12 weeks, the unsupervised iterative training of the speech recognizer is
an interesting alternative to having to transcribe 72 hours of speech manually. It should
also be noted that six iterations are not really needed to obtain reasonable results. If two
hours of speech are transcribed manually in order to bootstrap the unsupervised iterative
training procedure, three iterations should be sufficient so that the total computing time
with the algorithmic improvements would be in the range of five weeks.
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6.1.5 Unsupervised Training of an Across-Word System
In order to investigate the usefulness of the iterative unsupervised training procedure
for the training of an across-word speech recognition system, the following approach was
chosen. With the computing time of at least 12 weeks in the case of a within-word system
in mind, the decision was made against a new recognition of the training corpus with an
across-word system in each iteration. In fact, the recognition of the untranscribed parts
of the training corpus would have taken even longer than 12 weeks since a real-time factor
of ten as in the case of within-in systems could hardly have been achieved without loosing
too much of the desired recognition performance. Instead, the transcriptions generated
with the within-word systems during the six iterations are used. The confidence measures
which are used to detect possible recognition errors are also the same as during the
experiments with the within-word systems.
In a first step, the final alignment between the feature vectors and the Hidden Markov
Model states computed during the within-word training is used to initialize the across-
word training procedure. To this end, the within-word phone model mixture labels, i.e.,
the labels of the within-word phone Hidden Markov Model states, are substituted with the
across-word phone model mixture labels, but the alignment itself is not changed. For the
training of the CART, the LDA matrix, and the across-word phone models, the sequence
of standard training steps is then used in combination with the confidence measures. For
a discussion of different aspects of the across-word model training in the RWTH speech
recognition system the reader is referred to [Sixtus and Ney 2001]. It should be kept in
mind that the standard training procedure is explicitly aimed at reducing the possibly
negative effect of the initial alignment so that the substitution of the Hidden Markov
Model states can in fact be used to bootstrap the across-word model training.
Tables 6.12 and 6.13 show the experimental results for the Broadcast News ’96 and the
Broadcast News ’98 eval test set, respectively. The baseline word error rates with a fully
tuned across-word system trained on the manual transcriptions of the 72 hour subset of
the Broadcast News ’97 training corpus are 31.6% for the eval ’96 test set and 24.8% for
the eval ’98 test set. For the small manually transcribed 1.2 hour subset of the training
corpus, an across-word system was not trained because of the very limited amount of
acoustic training material which would not have been sufficient to reliably estimate the
CART, the LDA matrix, and the parameters of the acoustic across-word models.
As both tables show, the word error rates can be reduced significantly in each iteration
as in the case of within-word systems. Comparing the above results with the word error
rates achieved with the within-word systems, cf. Tables 6.10 and 6.11, it becomes obvious
that the relative reduction in word error rate from within-word to across-word systems
gets the smaller, the worse the quality of the recognized transcriptions is. An obvious
explanation for this effect is that, although some of the recognition errors can be detected
with the confidence measures, these errors still have an effect on the neighboring words.
The left context of the starting phone or the right context of the ending phone of a word
might thus be wrong although the word itself was recognized correctly.
In conclusion it can be noted that the word error rates increased by 16.7% relative
on the eval ’96 test set and by 19.3% relative on the eval ’98 test set in comparison with
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Table 6.12: Recognition results achieved with an across-word speech recognition system
for the eval ’96 test set and the iterative unsupervised across-word training procedure using
initial acoustic models trained with 1.2 hours of manually transcribed audio material.
WER [%] on eval ’98
iteration F0 F1 F2 F3 F4 F5 FX total
1 33.8 40.0 65.6 45.2 48.6 52.2 68.5 44.8
2 27.3 35.9 58.2 39.6 42.4 39.1 64.8 39.4
3 26.3 34.8 55.7 38.7 41.6 39.8 62.4 38.1
4 25.1 33.7 53.8 37.4 41.1 36.7 64.1 37.4
5 24.9 33.7 53.3 36.9 41.0 36.7 62.7 36.9
6 25.2 33.5 53.2 36.7 40.7 37.1 62.4 36.9
manual 22.0 29.3 40.8 34.4 37.5 29.1 50.6 31.6
Table 6.13: Recognition results achieved with an across-word speech recognition system
for the eval ’98 test set and the iterative unsupervised across-word training procedure using
initial acoustic models trained with 1.2 hours of manually transcribed audio material.
WER [%] on eval ’98
iteration F0 F1 F2 F3 F4 F5 FX total
1 27.0 38.9 59.3 39.6 38.9 50.9 52.8 37.9
2 20.3 33.5 52.3 32.5 30.8 42.3 48.1 31.2
3 19.8 33.1 52.7 33.2 30.0 42.3 47.6 30.8
4 18.6 32.7 51.0 31.3 29.5 40.2 45.5 29.8
5 18.5 32.5 50.6 34.1 28.8 38.9 46.4 29.7
6 18.2 31.9 49.5 32.3 29.6 41.0 46.6 29.6
manual 16.0 27.6 38.4 24.4 25.3 27.8 36.5 24.8
the across-word system trained on the manual transcriptions of the complete 72 hour
subset of the training corpus. The deterioration of the word error rates is slightly higher
than in the within-word case, cf. Tables 6.10 and 6.11. Again, the explanation is that
recognition errors may have a negative effect on the across-word contexts, even if the
error is detected as such by the confidence measure. The overall reduction of the word
error rates in comparison with the within-word systems is in the expected range of 4.3%
to 9.5%. As the experiments clearly show, the iterative unsupervised training procedure
can not only be be used to automatically train within-word speech recognition systems
but also across-word systems.
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6.2 Maximum-Likelihood-Linear-Regression
The adaptation of emission probability distribution parameters of speaker-independent
speech recognition systems is a commonly used technique to improve the recognition
performance. In unsupervised adaptation like maximum-likelihood-linear-regression
[Legetter and Woodland 1995], preliminary transcriptions of the spoken utterance are
generated in an initial recognition pass. Based on these initial transcriptions, the means
and variances of the Gaussian densities are transformed with an affine transformation.
This transformation matrix is usually estimated with the expectation-maximization
algorithm so that the likelihood of the acoustic observations given the initial transcription
is maximized.
6.2.1 Standard Maximum-Likelihood-Linear-Regression
As in the case of unsupervised training, the transcriptions which are used to adapt
the parameters of the acoustic models are usually erroneous. Adaptation with these
transcriptions degrades the performance of the adaptation algorithm in comparison
with supervised adaptation where the correct transcription is known. Using confidence
measures, the adaptation process can be restricted to those words which are most
likely correct, just as confidence measures can be used to restrict the training of the
acoustic models to the presumable correct segments of the training corpus. The ability
to spot incorrect words is of particular significance in the context of conversational
speech recognition with comparably high word error rates. For the following application
of confidence measures, a maximum-likelihood-linear-regression method was used which
was originally suggested by [Pitz et al. 2000]. All of the following investigations and
experiments were made in close collaboration with Michael Pitz, who implemented the
maximum-likelihood-linear-regression algorithm. In the next section, only those aspects
of the maximum-likelihood-linear-regression method are presented which are relevant in
the context of confidence measures, since the focus of the discussion is on the application
of confidence measures and not on adaptation as such. For details on the adaptation
algorithm, the reader is referred to [Pitz et al. 2000].
Within the maximum-likelihood-linear-regression adaptation framework, an affine
transformation is used to adapt the parameters of the acoustic models of the speech
recognition system so that the acoustic likelihood of the feature vectors given the initial
and possibly erroneous transcription which was generated with unadapted acoustic models
is maximized. In order to reduce the number of parameters of the affine transformation
which have to be estimated, a limited number of phonetic-based classes is normally used
since the amount of adaptation data is usually not sufficient to adapt the parameters
of all emission probability density functions individually. In the following, the case of
unconstrained adaptation of continuous density Hidden Markov Models with Gaussian
emission probability density functions is considered, i.e., only the n-dimensional means
µd of all Gaussian probability density functions d are transformed:
µˆd = WA(d) · µd + bA(d)
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where W denotes the n × n adaptation matrix and b the n-dimensional bias vector.
The subscript A(d) denotes the adaptation class for density d and µˆd the adapted mean
vector which is then used for recognition. The transformation matrices and the bias
vectors are estimated using a maximum-likelihood approach. For Gaussian emission
probability distributions and the Viterbi approximation, i.e., only the state with the
highest probability is taken into account at each time frame, a closed-form solution for
the adaptation matrices and bias vectors can easily be computed.
In the conventional approach [Legetter and Woodland 1995], an equal number of
matrices and bias vectors is used for adaptation, as reflected by the above equation.
More recently, [Digalakis et al. 1999] showed that a more structured modeling approach
leads to significantly reduced word error rates. The question remaining is, whether a
different level of granularity for the adaptation matrices and for the bias vectors can
help to improve the adaptation performance. The maximum-likelihood-linear-regression
method used during the following experiments is thus based on different numbers of classes
for the matrices and the bias vectors. The final adaptation class for the adaptation matrix
is a function of the more detailed original phonetic-based class A(d) which is used for the
bias vector, cf. [Pitz et al. 2000]. In order to investigate the effect of different numbers of
adaptation classes for the matrices and bias vectors, experiments were carried out on the
German Verbmobil ’99 development corpus. Several combinations of numbers of matrices
and bias vectors were tested. The best combination turned out to be only one adaptation
matrix for all phonemes and an individual bias vector for each distinct phoneme, i.e.,
49 bias vectors. One additional matrix and one bias vector were used for silence and
noise. In total, two adaptation matrices and 50 bias vectors were thus used. With this
particular adaptation approach, the word error rate was reduced from 24.6% without any
adaptation to 22.6%. The latter word error rate serves as a baseline for the experiments
in combination with confidence measures which are discussed in the next section.
As the initial experiments without any confidence measure show, the word error
rate can be reduced by 8.1% relative using the erroneous transcriptions from the first
recognition pass. The question arises whether confidence measures could be used to detect
possible errors in this framework just as in the framework of unsupervised training and to
restrict the adaptation process to those words which are most likely correct. This question
was addressed previously by several authors. In [Anastasakos and Balakrishnan 1998],
[Nguyen et al. 1999], and [Wallhoff et al. 2000] the relative reduction of the word error
rate between the baseline maximum-likelihood-linear-regression method without confi-
dence measures and adaptation with confidence measures ranges between 1.8% and 4.1%
on various recognition tasks.
6.2.2 Application of Confidence Measures
In order to study the performance of the confidence measures suggested in this thesis, the
same approach is used as for unsupervised training. Each word of the recognized sentence
is annotated with the standard word-graph-based word posterior probability and all of
the feature vectors corresponding to presumably incorrect words are simply omitted for
the estimation of the adaption matrices and the bias vectors.
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Table 6.14: Improvements for the German Verbmobil ’99 development corpus obtained
by using confidence measures in the framework of maximum-likelihood-linear-regression
adaptation. For the application of the confidence measure, a tagging threshold of 0.6 was
used.
adaptation method WER [%]
none 24.6
without confidence measures 22.6
with confidence measures 21.5
correctly recognized words 21.0
correct transcriptions 18.3
Table 6.14 summarizes the experimental results for the application of confidence
measures in the framework of maximum-likelihood-linear-regression. Using the confidence
measure as illustrated in Fig. 6.1 on page 90 with a tagging threshold of 0.6, the word
error rate was reduced by an additional 4.8% relative, starting with a baseline word error
rate of 22.6%. There was no significant difference for other tagging thresholds in the
range of 0.4 to 0.7. This result is slightly better than the experimental results reported by
[Wallhoff et al. 2000]. In order to further investigate the effect of confidence measures, the
adaptation algorithm was restricted to the correctly recognized words only. The feature
vectors of all incorrectly recognized words were omitted from the adaptation algorithm.
This experiment shows the maximum possible improvement using confidence measures.
As already discussed in the context of unsupervised training, this amounts to a perfect
confidence measure with 0% false acceptance and false rejection. As Table 6.14 reflects,
the results obtained with the word-graph-based confidence measure is already very close
to the result which could have been obtained with the ideal confidence measures.
In another experiment, the correct transcription of the test data were used for a
supervised adaptation. Evidently, this approach cannot be used for real applications
but it gives more insight into the performance of maximum-likelihood-linear-regression
since it provides a lower bound for the possible improvement. Comparing the results for
this supervised maximum-likelihood-linear-regression algorithm with the ideal confidence
measure approach, there is still a major difference in recognition performance. This
result can be interpreted twofold: first, in the case of supervised adaptation, 20% more
adaptation data are available since all words and not only those that were recognized
correctly in the first pass can be used to adapt the means. Second, the supervised
algorithm is able to adapt to those words which were incorrectly recognized in the first
recognition pass of the unsupervised adaptation algorithm. This second effect seems to be
of particular significance for the performance of the adaptation algorithm. Nevertheless,
the suggested confidence measure can be used to reduce the word error rates in the
framework of maximum-likelihood-linear-regression significantly by detecting possible
errors in the transcription which is used for adaptation.
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6.3 Summary
In this chapter, the application of the best word-graph-based confidence measure
suggested in this work was studied for speaker adaptation in the framework of maximum-
likelihood-linear-regression and for the unsupervised training of acoustic models. The
experiments for the maximum-likelihood-linear-regression method show a reduction of
the word error rate by 4.8% relative, from 22.6% for adaptation without confidence
measures to 21.5% for adaptation with confidence measures on the German Verbmobil
’99 development set.
For the training of the acoustic models of a speech recognition system, an unsupervised
automatic training procedure was developed. Experimental results were presented for the
Broadcast News ’96 evaluation corpus using a 72 hour subset of the Broadcast News ’97
training corpus for training. Using the suggested method iteratively, the training of the
acoustic models of the speech recognition system was initialized with a very small amount
of manually transcribed acoustic training data (1.2 hours) while increasing the final word
error rate on the two testing sets by only 14.6% and 16.6% relative in comparison with a
system trained on 72 hours of manually transcribed training data. Using the suggested
training procedure for acoustic across-word models, the word error rates increased by
16.7% relative on the eval ’96 test set and by 19.3% relative on the eval ’98 test set. In
conclusion, the manual expenditure of transcribing speech data can be reduced drastically
for new application scenarios. In principle, this method could be applied to virtually
unlimited amounts of untranscribed, application-specific acoustic training material.
In summary, the experiments clearly show that the suggested word posterior probabili-
ties can be used successfully to restrict adaptation or training algorithms to those portions
of the erroneous transcriptions where the words are most probably correct. The negative
impact of recognition errors in the transcriptions on the performance of the algorithms
can thus be reduced.
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Chapter 7
Improved Scoring Approaches
Statistical decision theory in general aims at minimizing the expected cost of making
errors in the face of uncertainty. For speech recognition, this cost is defined as the cost of
deciding for a sentence vM1 instead of the presumably correct sentence w
N
1 . In this general
framework, the cost function C(wN1 , vM1 ) is not yet defined:
{wN1 }opt = argmin
wN1
{∑
vM1
C(wN1 , vM1 ) · p(vM1 |xT1 )
}
(7.1)
where p(vN1 |xT1 ) is the posterior probability for sentence vM1 , given the acoustic observa-
tions xT1 . For statistical speech recognition, the sentence error is normally used as the
cost, i.e., C(wN1 , vM1 ) = 1 − δ(wN1 , vM1 ) where δ is the usual Kronecker function. Based
on this very simply cost, the optimal decision is to choose the word sequence with the
maximum sentence posterior probability. This decision rule is the de-facto standard in all
statistical speech recognition systems.
In the following, a new approach is presented [Wessel et al. 2000, Schlu¨ter et al. 2000]
which uses an alternative factorization of the sentence posterior probability into word
hypothesis posterior probabilities (or confidence scores). This approach leads to consistent
reductions of the word error rates on all testing corpora despite the fact that the cost
which is minimized is still the sentence error. This aspect will be discussed in detail
below. It is interesting to note, that other approaches which used confidence measures
as an additional score for the rescoring of N -best lists or word graphs were studied with
success in the past [Fetter et al. 1996, Neti et al. 1997, Evermann and Woodland 2000],
but that so far no theoretical and systematic explanation for these methods was presented.
In particular, the confidence scores were used as an additional knowledge source and not
as a replacement for the other scores which are normally used.
7.1 Confidence Scoring
The advantage of the sentence error as a simple cost is that the resulting decision rule,
cf. Eq. (2.1) on page 7, can be evaluated quite easily. During the experiments with
word posterior probabilities in the various contexts considered so far, it became obvious
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that these probabilities can also be used to reduce the word error rate directly. Despite
the fact that the cost used for these experiments is still the sentence error, the word
error rates can be reduced substantially with this alternative decomposition on different
recognition tasks. The following experiments were performed in close collaboration with
Ralf Schlu¨ter.
7.1.1 Standard Decomposition of the Joint Probabilities
As already discussed, the optimal sequence of words which best matches the acoustic
observation vectors is determined by maximizing the joint probability of the sequence of
words and vectors. The probability of the acoustic vectors in the denominator in Bayes’
Decision Rule is omitted since it is invariant to the sequence of words. As discussed on
page 50, the Viterbi approximation is normally used for the estimation of the acoustic
model probability, i.e., instead of summing over all possible alignment paths between the
sequence of Hidden Markov Model states and the sequence of acoustic feature vectors, only
the best path is used (this missing summation will turn out to be a very good explanation
for the improved performance of the new decomposition suggested below).
Consequently, only the best word boundaries and the best partial paths between
the Hidden Markov Model states at the word boundaries are considered. With these
assumptions, the following decomposition of the joint probability is thus normally used:
p([w; t]N1 , x
T
1 ) = p(x
T
1 |[w; t]N1 ) · p(wN1 ) (7.2)
=
N∏
n=1
p(xtntn−1+1|xtn−11 , [w; t]N1 ) · p(wn|wn−11 ) (7.3)
=
N∏
n=1
p(xtntn−1+1|wn) · p(wn|wn−1n−m+1) . (7.4)
As Eq. (7.4) shows, it is usually assumed that the acoustic probability of a word with
specific starting and ending times only depends on the current word wn and the acoustic
observations within the word boundaries. More precisely, the emission probabilities of
the Hidden Markov Model states and the transition probabilities between these states
are only conditioned by the predecessor state and not by the preceding acoustic feature
vectors, cf. Eqs. (2.5) and (2.6) on page 11. Thus, the surrounding acoustic context is
not considered.
7.1.2 Decomposition of the Sentence Posterior Probability
Instead of factorizing the joint probability of the sequence of words and the sequence
of acoustic feature vectors into language model and acoustic model probabilities, a de-
composition of the sentence posterior probability into context-dependent word hypothesis
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posterior probabilities is considered in the following:
p([w; t]N1 |xT1 ) =
N∏
n=1
ptn−1+1([wn; tn−1 + 1, tn]|[w; t]n−11 , xT1 ) (7.5)
≈
N∏
n=1
ptn−1+1([wn; tn−1 + 1, tn]|[w; t]n−1n−c+1, xT1 ) (7.6)
≈
N∏
n=1
ptn−1+1([wn; tn−1 + 1, tn]|xT1 ) . (7.7)
Actually, the sentence posterior probability above should be factorized into a product of
conditional state posterior probabilities, cf. Eq. (4.22) on page 54 and Eq. (5.5) on page 73,
but since all of the conditional state posterior probabilities are equal to one, as already
discussed, it is sufficient to consider only the word hypothesis posterior probabilities for
the starting times tn−1 + 1 of the word hypotheses [w; t]N1 .
The above equations reflect different levels of approximation. As Eq. (7.6) shows,
the range of the context-dependency is limited to a reasonable number of c − 1 word
hypotheses in a first step. It should be noted that the length of this context-dependency
is not necessarily identical to the length of the language model history. The subscript c was
thus used to denote the length of the context-dependency, whereas m is used as before
to denote the length of the language model history. Finally, the context-dependency
is completely omitted in Eq. (7.7) and context-independent word hypothesis posterior
probabilities are obtained. This last approximation seems to be very crude but will in
fact turn out to be the best choice.
7.1.2.1 Context-Dependent Word Posterior Probabilities
The context-dependent word hypothesis posterior probabilities defined in Eq. (7.6) can
be composed of forward and backward probabilities like the context-independent word
hypothesis probabilities, cf. Chapter 4. Without loss of generality, only a single-word
context is considered from now on for simplification. All of the following statements
also hold for arbitrary context lengths. If a longer context had to be considered, the
forward and backward probabilities would have to be re-defined. The single-word-context-
dependent word hypothesis posterior probabilities can be computed as follows:
pτ ([w; τ, t]|[w′; τ ′, τ − 1], xT1 ) =
pτ ([w
′; τ ′, τ − 1], [w; τ, t]|xT1 )
pτ−1([w′; τ ′, τ − 1]|xT1 )
. (7.8)
For the following, it is again assumed that a word graph is given and that a stochastic m-
gram language model is used. Let hm−11 = h1, . . . , hm−1 be the m−1 word identities of the
immediate predecessor words of word hypothesis [w′; τ ′, τ−1] and let fm−11 = f1, . . . , fm−1
denote the m−1 the word identities of the immediate successor words of word hypothesis
[w; τ, t]. With these definitions, the joint probability for the sequence of two hypotheses
p([w′; τ ′, τ−1], [w; τ, t]|xT1 ) in the numerator of Eq. (7.8) can be computed by combining the
forward and backward probabilities. It should be noted that, in contrast to Eq. (4.27) on
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page 58, the forward and backward probabilities of two different hypotheses are combined
so that a division by the acoustic probability is not necessary. Instead, one language
model probability is missing which has to be included explicitly now:
pτ ([w
′; τ ′, τ − 1], [w; τ, t]|xT1 ) =
=
∑
hm−12
∑
fm−21
{Φτ−1(hm−12 ; [w′; τ ′, τ − 1]) ·Ψτ ([w; τ, t]; fm−21 )
p(xT1 )
·
·
m−2∏
n=1
p(fn|hm−1n+1 , fn−11 ) · p(w|hm−12 , w′)
}
.
(7.9)
It should be obvious that the context-dependent word hypothesis posterior probabilities
defined in Eq. (7.9) are normalized on the basis of time frames just as the context-
independent word hypothesis posterior probabilities discussed in Chapter 4. For an
illustration of this property, the reader is referred to Fig. 4.4, cf. page 60.
The question now arises why this factorization into context-dependent word hypothesis
posterior probabilities should perform better than the standard decomposition. In fact,
the new decomposition is identical to the standard decomposition of p(xT1 |[w; t]N1 ) ·
p([w; t]N1 ), cf. Eq. (7.4), if the length of the language model history is smaller than or
equal to the length of the context-dependency, i.e., m ≤ c. In this case, there is no need
to compute forward and backward probabilities in order to be able to estimate context-
dependent word hypothesis posterior probabilities. The optimal sequence of words would
be the same as in Eq. (7.4), since the decision is invariant to the probability of the acoustic
observations p(xT1 ):
p([w; t]N1 |xT1 ) ≈
N∏
n=1
ptn−1+1([wn; tn−1 + 1, tn]|[wn−1; tn−2 + 1, tn−1], xT1 ) (7.10)
=
N∏
n=1
p(xtntn−1+1|wn) · p(wn|wn−1)
p(xT1 )
(7.11)
A detailed proof is given in Appendix C, cf. page 143. The above identity of both
approaches was also verified experimentally. Using a bigram language model and a single-
word context for the word hypothesis posterior probabilities, identical word error rates
were obtained for the standard decomposition into acoustic model and language model
probabilities and the new decomposition into word hypothesis posterior probabilities.
The question now remains, whether a context-length shorter than the language model
history length or even no context-dependency could improve the recognition results.
Improved results would be surprising at first. Nevertheless, the word error rates can
be reduced with the context-independent word hypothesis posterior probabilities. As will
be discussed, the negative effect of the Viterbi approximation, cf. page 50, which can be
alleviated with this method might be an explanation for the reduced word error rates.
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7.1.2.2 Context-Independent Word Posterior Probabilities
If the context-dependency is completely omitted, cf. Eq. (7.7), the factorization of the
sentence posterior probability simplifies to multiplying the word hypothesis posterior
probabilities, cf. Chapter 4, of all words wN1 . Although there is no formal dependency
on the preceding word hypothesis, it should be kept in mind that a standard m-gram
language model is of course used during the computation of the forward and backward
probabilities so that language model information is implicitly considered:
p([w; t]N1 |xT1 ) ≈
N∏
n=1
ptn−1+1([wn; tn−1 + 1, tn]|xT1 ) (7.12)
The advantage of the context-independent word hypothesis posterior probabilities is that
an explicit summation over all word boundaries and all possible language model and
acoustic contexts is carried out. In doing so, statistical evidence for the word hypothesis
under consideration is gathered. In fact, the summation over all word boundaries can be
regarded as an approximation to the summation over all possible alignment paths between
the concatenated Hidden Markov Model states and the feature vectors which has to be
carried out if the Viterbi approximation is not used. The main difference is that there
is no summation over different alignment paths within in the word boundaries. On the
other hand, the summation is over all possible language model contexts, more than in the
case of an explicit state summation.
Although it was not possible to prove formally that the summation over all word
boundaries and language model contexts really alleviates the negative effect of the Viterbi
approximation, it seems to be a reasonable explanation for the improved word error
rates presented below. The context-dependent word posterior probabilities discussed
in [Schlu¨ter et al. 2000] can be interpreted as a step in this direction. In this case,
the context-dependency is limited to the word identity of the predecessor hypothesis.
Its starting time is not considered so that the resulting posterior probabilities contain a
summation over the different starting times. A direct comparison of these probabilities
with the context-independent word hypothesis posterior probabilities is difficult, because
several approximations had to be made to solve normalization problems which resulted
from the assumption that the word hypothesis posterior probabilities are conditioned only
by the predecessor word identity and not by the word boundaries. For details, the reader
is referred to [Schlu¨ter et al. 2000].
7.1.3 Experimental Results
The search for the best path through the word graph is carried out in two steps: first, the
forward-backward algorithm is used with a trigram language model to compute the word
hypothesis posterior probabilities. In the current implementation, the algorithm is invoked
every time a new word graph is loaded, but the posterior probabilities could of course also
be computed off-line in a preprocessing step. Second, the word graph rescoring algorithm
is invoked. In the normal dynamic-programming word graph rescoring algorithm, the
acoustic model scores and m-gram language model scores, i.e., the negative logarithm of
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the corresponding probabilities, are added in order to compute the accumulated score for
each sequence of word hypotheses. Instead of determining the minimum of these sentence
scores over all word sequences contained in the word graph, the minimum is computed
recursively with the following equation:
H(vm2 , t) =min
v1
{
− log p(vm|vm−11 ) +
min
τ
{
H(vm−11 , τ − 1)− log p(xtτ |vm)
}} (7.13)
where H(vm2 , t) is the score of the partial word sequence w
n
1 whose last word ends at time
frame t and where wnn−m+2 = v
m
2 . The dependence on the m − 1 predecessor words is
needed to keep track of the language model history. If the context-independent word
hypothesis posterior probabilities are used, cf. Eq. (7.7), the word posterior probabilities
pτ ([w; τ, t]|xT1 ) are simply used instead of the acoustic probabilities p(xtτ |w) which were
stored during the generation of the word graph. This leads to the following decision rule:
{[w; t]N1 }opt = argmax
[w;t]N1
{ N∏
n=1
ptn−1+1([wn; tn−1 + 1, tn]|xT1 )
}
(7.14)
= argmin
[w;t]N1
{ N∑
n=1
− log ptn−1+1([wn; tn−1 + 1, tn]|xT1 )
}
. (7.15)
As Eq. (7.15) reflects, the negative logarithm of the word hypothesis posterior probabilities
along a path through the word graph are simply added. The rescoring algorithm returns
that path with the minimum accumulated score. It should be noted again, that the
language model is not needed in this case since it was already included during the
computation of the word hypothesis posterior probabilities. Eq. (7.13) can thus be
simplified:
H(t) = min
τ
{
H(τ − 1) + min
v
{
− log pτ ([v; τ, t]|xT1 )
}}
(7.16)
where the second minimum is over all words v starting at time frame τ and ending at time
frame t. As Eq. (7.16) shows, a very efficient recombination of all paths ending at a given
point in time can be carried out. If the posterior probabilities are computed off-line, the
rescoring algorithm itself runs extraordinarily fast. Subsequent modules like statistical
translation or information retrieval which interface with the recognition system using word
graphs, could thus process these word graphs very efficiently without knowledge of any
language model.
It should be noted that during the rescoring process the dependence of a word edge on
its language model predecessor is lost and that a larger number of possible paths through
the word graph is considered, cf. page 55. This method was of course also used to generate
the baseline results using the acoustic and the language model scores in the standard
rescoring scheme. For this standard rescoring algorithm, identical word error rates were
obtained with and without this dependence. As Table 7.1 shows, the use of context-
independent word hypothesis posterior probabilities gives consistent improvements over
the standard rescoring approach on all five testing corpora. The relative improvements
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Table 7.1: Experimental results for the five testing corpora. All word error rates and
sentence error rates are given in %.
corpus standard rescoring word posterior prb.
del - ins - WER SER del - ins - WER SER
ARISE 2.1 - 3.2 - 15.8 24.3 2.8 - 2.2 - 15.0 23.2
Verbmobil 6.1 - 6.9 - 33.6 70.2 7.8 - 5.1 - 32.9 70.1
NAB 20k 1.9 - 2.1 - 13.2 79.4 2.1 - 1.9 - 13.0 79.3
NAB 64k 2.0 - 1.5 - 11.1 74.8 2.3 - 1.2 - 10.8 74.7
BN 6.0 - 4.3 - 33.3 91.4 6.7 - 3.5 - 32.3 90.9
in word error rate range between 1.5% and 5.1%. The highest improvements in word
error rate were obtained for the more difficult testing sets, the Broadcast News ’96, the
Verbmobil, and the ARISE corpus, which all include spontaneous speech.
It should be kept in mind that, despite the improved word error rates, the decision
rule is still based on the sentence error as a cost. As Table 7.1 shows, the sentence error
rates are in fact also reduced. In the following section, a new approach is suggested which
is based on an explicit minimization of the expected number of word errors instead of the
sentence error.
7.2 Word Error Rate Minimization
Although the sentence error is commonly used as a cost for speech recognition, there
is a conceptual mismatch between the decision rule and the evaluation criterion for the
performance of speech recognizers, the word error rate. From a theoretical point of view,
this mismatch could be overcome by using the same cost for optimization as for evaluation,
i.e., the number of word errors which is determined using the Levenshtein-Alignment of
the two sentences wN1 and v
M
1 . The main drawback of this approach is its computational
complexity, since it requires the pairwise alignment of all possible sentence hypotheses.
There is no obvious factorization of the Levenshtein-Alignment which could be used
to compute the error locally for individual word positions without having to consider
the full context of the complete sentences wN1 and v
M
1 . Several publications were thus
concerned with the question how this problem can be solved or how the resulting decision
rule can at least be approximated if an exact solution is infeasible [Stolcke et al. 1997,
Goel et al. 1998, Goel and Byrne 1999, Goel and Byrne 2000, Mangu et al. 1999]. In the
following, a new approach is suggested which uses a different alignment of the words.
This alignment can easily be factorized and a new type of error can be estimated locally
which is closely correlated with the word errors. This new definition of the alignment is a
straightforward outcome of the considerations which led to the definition of the confidence
measures presented in this thesis. With this new alignment, a very efficient decision rule
can be derived [Wessel et al. 2001b].
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7.2.1 Definition of Time Frame Errors
As indicated, the main problem of an explicit alignment of all sentences in a word graph
is that all sentence hypotheses have to be aligned in pairs because of the non-locality
of the dynamic programming Levenshtein-Alignment which is caused by deletions and
insertions. If substitutions were the only type of error, i.e., deletions and insertions did
not exist, all sentences would have the same length and the positions of the words in
the sentences would already define a multiple alignment for all sentences in parallel. A
dynamic programming alignment would thus not be necessary.
With these considerations in mind and with the fact that a word graph as defined in
this thesis contains the starting and ending times of the word hypotheses, a new type
of cost can be defined which is denoted as time frame errors in the following. In a first
step, Eq. (7.1) is rewritten so that the minimization and the summation are also over the
unknown starting and ending times of the words:
{[w; t]N1 }opt = argmin
[w;t]N1
{ ∑
[v;τ ]M1
C([w; t]N1 , [v; τ ]M1 ) · p([v; τ ]M1 |xT1 )
}
(7.17)
where the assumption is made that the cost function now also depends on the word
boundaries. The new concept of time frame errors will now be introduced informally.
Consider two sequences of word hypotheses, [w; t]N1 and [v; τ ]
M
1 . For each point in time tˆ
one can easily evaluate whether the word identities of the hypotheses in both sequences
for time frame tˆ are identical or not. Fig. 7.1 illustrates this concept. The red boxes
illustrate where time frame errors occur. These time frame errors are caused either by
word deletions, insertions, and substitutions or by differing word boundaries. The time
frame error (TFER) criterion is thus even more restrictive than the word error criterion
which does not consider the word boundary times. As Fig. 7.1 also shows, a confusion
of words which is usually not counted as a word error, i.e., a substitution of hesitations,
noise, and silence, is also not counted as a time frame error. The same applies, of course,
for a substitution of a word with one of its pronunciation variants. This substitution is
also not counted as an error. An interesting application of this generalization of the word
identities is the recognition of content words. In such a scenario, the generalized word
identities or word classes can be used to map all words to the same class which are not
relevant in the context of the application so that they are not counted as errors. A similar
approach is presented in [Goel and Byrne 2000].
The new cost will now be defined more formally. As before, [w; t]N1 and [v; τ ]
M
1 denote
two sequences of word hypotheses. For all of the following considerations and experiments,
a word w is considered to be a set containing the word itself and all of its pronunciation
variants. One additional set or word class is used for all lexical entries which are not
counted as errors when being substituted with one another, i.e., silence, hesitations, and
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Figure 7.1: Illustration of the time frame error rate concept. $ denotes a silence and
{lipsmack} a noise hypothesis. The red boxes illustrate where time frame errors occur.
noise. With these definitions, the new cost function can now be defined formally as follows:
C([w; t]N1 , [v; τ ]M1 ]) =
N∑
n=1
tn∑
tˆ=tn−1+1
[
1−
M∑
m=1:
τm−1<tˆ≤τm
δ(wn, vm)
]
1 + λ · (tn − tn−1 − 1) . (7.18)
The second sum in the numerator in Eq. (7.18) over all M words in sentence vM1 is
used to determine that word hypothesis [vm; τm−1 + 1, τm] which intersects time frame
tˆ. As discussed above, the quantities which are compared using the Kronecker function
are the generalized word labels or word classes. The denominator in Eq. (7.18) is used
to normalize the time frame errors smoothly. For λ = 0, no normalization takes place,
whereas for λ = 1, the time frame errors are fully normalized with the length of the
current hypothesis. A possible explanation for the usefulness of the normalization is that
it increases the effect of time frame errors for short word hypotheses on the total cost
of the sentence. Fig. 7.1 illustrates this effect: for λ = 0, the number of unnormalized
time frame errors is 16, no matter which of the two sentences is considered to be the
spoken sentence. For λ = 1 on the other hand, the number of normalized time frame
errors is 2.0 if the upper sentence is considered to be the spoken sentence and 2.74 if
the lower sentence is considered to be the spoken sentence. The ratio of the number
of time frame errors between the lower and the upper sentence was thus increased from
1.0 in the unnormalized case to 1.37 in the normalized case. In fact, the lower sequence
of word hypotheses contains two rather short word hypotheses which were incorrectly
recognized, i.e., all time frames are marked as incorrect. It is reasonable to argue that time
frame errors are more significant if the current word hypothesis is very short, since short
hypotheses tend to cause more word errors than longer word hypotheses. By choosing an
appropriate λ, the effect of time frame errors in short hypotheses on the total cost can
thus be adjusted.
The main advantage of new error concept is its simplicity. Unfortunately, there is a
conceptual drawback which is also illustrated in Fig. 7.1. Since only the word identities are
compared on a time frame level, it is impossible to detect the insertion of the additional
well in the upper sentence or the deletion of one well in the lower sentence, respectively.
The scoring algorithm which will be defined later is not able to decide between one or
two occurrences since the number of time frame errors is zero in both cases. In order to
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Figure 7.2: Plot of the mean and the standard deviation of the number of time frame
errors for λ = 0.05 over the number of word errors for the Broadcast News ’96 test set.
solve this problem, a very small, positive word penalty was added for each word during
the rescoring process so that as few repetitions of the same word as possible are always
chosen in case of doubt. For all following experiments this word penalty was 10−5. As
the experiments presented later will show, this approach is very effective.
7.2.2 Correlation Analysis
The main advantage of the new time frame error concept is that there are only
substitutions on a time frame level. The words are either identical or not and no time
consuming alignment of the hypotheses is necessary which is inevitable if the sentences are
compared on the basis of word positions. On the other hand, it is not clear, whether the
time frame errors and the word errors are sufficiently correlated, so that when minimizing
the number of time frame errors, the number of word errors is also minimized or at least
reduced.
It is obvious that for zero time frame errors the number of word errors will also be zero.
For numbers of time frame errors larger than zero, the word errors will also rise. In order
to study the correlation of both types of errors, large N -best lists were computed for all
five testing corpora in this thesis. In contrast to N -best lists as they are normally used,
these N -best lists also included the starting and ending times of the word hypotheses.
This type of N -best lists may contain sentences which are not different on a word level
but which have different word boundary times, cf. page 63 for a more detailed discussion
of this concept. Fig. 7.2 shows a plot of the mean and the standard deviation of the
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number of normalized time frame errors over the number of word errors per sentence
on the Broadcast News testing corpus for λ = 0.05. In order to compute this plot, the
Levenshtein-Alignment, the resulting number of word errors, and the normalized number
of time frame errors were computed for each pair of sentences contained in the N -best list.
As the figure shows, there is an almost linear correlation between both types of errors.
The plots for the other four testing corpora and for other values of λ look very similar
and are thus omitted.
In addition to the plot, the correlation coefficients for the number of word errors and
the number of time frame errors were computed for all testing corpora, see Table 7.2.
As the experiments clearly show, there is a significant correlation between both types of
errors. By reducing the time frame error rate, it should thus be possible to reduce the
word error rate. In the following, a new decision rule will be derived on the basis of the
new cost function which can be evaluated very efficiently without having to align each
pair of sentence hypotheses separately.
7.2.3 Derivation of a new Decision Rule
A new decision rule which is based on the concept of time frame errors can easily be derived
by inserting the new cost function Eq. (7.18) into the general decision rule Eq. (7.19). After
some simple mathematical manipulations, the new decision rule Eq. (7.20) is obtained:
{[w; t]N1 }opt = argmin
[w;t]N1
{ ∑
[v;τ ]M1
C([w; t]N1 , [v; τ ]M1 ) · p([v; τ ]M1 |xT1 )
}
(7.19)
= argmin
[w;t]N1
{
N∑
n=1
tn∑
tˆ=tn−1+1
[
1− ptˆ(wn|xT1 )
]
1 + λ · (tn − tn−1 − 1)
}
. (7.20)
The complete derivation is presented in detail in Appendix C, cf. page 145 for details.
The probability density function ptˆ(wn|xT1 ) was already introduced in Chapter 4 and
can be interpreted as the probability to observe word wn at time frame tˆ, given the
acoustic observations. As discussed in Chapter 4, these probabilities can be computed
very efficiently on the basis of word graphs by adding the posterior probabilities of all
word hypotheses [v; τ, t] which intersect time frame tˆ and where v = wn.
It is interesting to note that the sum over all time frames of a particular word
hypothesis and the normalization with the length of the hypothesis can be computed
off-line before the rescoring process and be subsumed in a local hypothesis score
S([wn; tn−1 + 1, tn]):
{[w; t]N1 }opt = argmin
[w;t]N1
{
N∑
n=1
S([wn; tn−1 + 1, tn])
}
. (7.21)
Regarding the posterior probabilities ptˆ(wn|xT1 ) as the probability of word wn being correct
at time frame tˆ as in the context of confidence measures, the new hypothesis score
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Table 7.2: Correlation coefficients for λ = 0.05 between word errors and time frame errors
on a sentence level and results for the rescoring experiments with sentence error (SER)
and time frame error (TFER) criterion. All word and sentence error rates are given in %.
correlation SER criterion [%] TFER criterion [%]
corpus coefficient del - ins - WER SER del - ins - WER SER
ARISE 0.84 2.1 - 3.2 - 15.8 24.3 3.7 - 2.2 - 15.0 23.6
Verbmobil 0.93 6.1 - 6.9 - 33.6 70.2 9.3 - 4.6 - 32.3 71.2
NAB 20k 0.95 1.9 - 2.1 - 13.2 79.4 2.0 - 2.0 - 12.9 79.7
NAB 64k 0.95 2.0 - 1.5 - 11.1 74.8 1.7 - 1.6 - 10.7 75.8
BN 0.94 6.0 - 4.3 - 33.3 91.4 7.9 - 3.3 - 32.3 91.6
S([wn; tn−1 + 1, tn]) can be interpreted as the normalized probability of word wn being
incorrect in the specified segment of time. The decision rule simply picks that sequence
of word hypotheses with the minimum expected number of normalized time frame errors.
If the local hypothesis scores are computed off-line, the rescoring algorithm itself runs
again extraordinarily fast, just as in the case of context-independent word hypothesis
posterior probabilities, cf. Chapter 7.1.2.2. Subsequent modules like statistical translation
or information retrieval which interface with the recognition system using word graphs,
could again process these word graphs very efficiently.
7.2.4 Experimental Results
As in most of the experiments in this thesis, the five testing corpora described in
Appendix A were used to study the performance of the new scoring criterion. In order to
simplify the search for the best path with regard to the new criterion, the word hypothesis
posterior probabilities and the new hypothesis score were computed for each hypothesis
in the word graph in a first step. For the rescoring of the word graphs, the standard word
graph rescoring algorithm is used in a second step [Ortmanns et al. 1997a] as discussed
in the context of context-independent word hypothesis posterior probabilities. Instead of
the acoustic scores stored during the generation of the word graph, the new hypothesis
scores are simply used. In this case, Eq. (7.13) can be simplified as follows:
H(t) = min
τ
{
H(τ − 1) + min
v
{
S([v; τ, t])
}}
. (7.22)
Table 7.1 presents the results for the five testing corpora. As the table clearly shows, the
word error rates were reduced significantly for all testing corpora. The relative reduction
of the word error rates ranges between 2.3% and 5.1% and is again highest for those
corpora consisting mainly of spontaneous speech. In order to obtain these results, the
number of time frame errors had to be normalized for all corpora with an λ in the range
of 0.01 < λ < 0.1. The effect of the specific choice of the normalization parameter in this
range was negligible. For other values outside this range, the word error rates increased
slightly by between 2% to 3% relative in comparison with the optimal values.
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Table 7.3: Word and sentence error rates for the time frame error criterion with no
length normalization, i.e., λ = 0, but an additive word penalty. The word penalties were
optimized on the testing corpora to obtain the best results possible. All word and sentence
error rates are given in %.
corpus del - ins - WER SER
ARISE 2.1 - 3.6 - 16.4 24.6
Verbmobil 7.7 - 5.7 - 32.8 71.4
NAB 20k 1.6 - 2.3 - 13.0 79.7
NAB 64k 1.6 - 1.7 - 10.9 75.9
BN 6.8 - 4.2 - 32.8 91.1
It is interesting to observe that the sentence error rates rose for the new criterion as
one might have expected since the minimized cost is no longer the number of expected
sentence errors but the number of expected normalized time frame errors. The ARISE
corpus is the only exception. Although the increase of the sentence error rates is only
small, it can be regarded as an indication that the new time frame error criterion performs
as expected. In contrast to [Stolcke et al. 1997], a reduction of the word error rate was
also observed for recognition tasks with rather low word error rates.
In order to rule out that the smoothed normalization with the length of the hypothesis
has the same effect a word penalty would have, the experiments were repeated with no
normalization, i.e., λ = 0, and an additive word penalty for each recognized word (adding
more than just 10−5 which was added before in order to penalize only repetitions of
the same word). The word error rates obtained with the optimal word penalties are
presented in Table 7.3. As the table clearly shows, the use of a word penalty instead
of the normalization with the length of the hypothesis leads to reduced word error rates
in comparison with the sentence error criterion for most testing corpora but is not able
to reach the performance of the normalization method. Obviously, the length of the
individual hypothesis and the structure of the word graph contain important information
which has to be considered in order to obtain reasonable results.
7.2.5 Abstraction from Word Boundaries
One of the main objections against time frame error minimization which might be raised
is that information about the starting and the ending times of the word hypotheses is
used. Due to the fact that words are usually uttered continuously, i.e., that there are
no dedicated pauses between words, the estimation of word boundaries is very difficult.
Since the acoustic models are not designed for an explicit detection of word boundaries,
one might argue that word boundary times are not reliable enough for an alignment of
sentence hypotheses on the basis of points in time.
In spite of the good performance of the time frame error criterion and the high degree
of correlation between time frame errors and word errors, both concepts are different from
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a conceptual point of view. In order to approximate the original concept of word errors
and the resulting decision rule more closely, it seems reasonable to abstract from word
boundary times. On the other hand, it is essential to have information about the time
segment a word occurs in in order to define an alignment of sentence hypotheses on the
basis of time frames.
One possible compromise between both demands could be to retain the concept of a
time frame based alignment of the sentence hypotheses, e.g., those sentences contained in
the word graph, while abstracting from word boundary times for the reference sentence
wN1 (i.e., the presumably correct sentence during minimization, cf. Eq. (7.1)). Assuming
that the word boundaries of the reference sentence are not known, but that one has a
rough idea where the centers of the word hypotheses are, a new cost function can be
defined. The idea here is that the comparison of word identities (or more precisely the
comparison of the generalized word labels) should be carried out for all time frames from
the center of the preceding word to the center of the succeding word if the word boundary
times cannot be estimated reliably.
For the following considerations, let cN1 denote the sequence of unknown center times
for word sequence wN1 . In the new cost function defined below, all time frames from the
center time frame of the preceding word to the center time frame of the succeeding word
are considered. Due to the fact that the word boundaries of word wn are assumed to be
more or less unknown, there is no obvious normalization scheme as in the case of time
frame error minimization. The new cost function on the basis of center-based time frame
errors is thus given as:
C([w; c]N1 , [v; τ ]M1 ]) =
N∑
n=1
cn+1∑
tˆ=cn−1+1
[
1−
M∑
m=1:
τm−1<tˆ≤τm
δ(wn, vm)
]
(7.23)
where c0 = 0 and cN+1 = T for simplification. With this cost function, the resulting
decision rule can easily be derived in analogy to the derivation presented in Appendix C,
cf. page 143:
{[w; c]N1 }opt = argmin
[w;c]N1
{
N∑
n=1
cn+1∑
tˆ=cn−1+1
[
1− ptˆ(wn|xT1 )
]}
(7.24)
= argmin
[w;c]N1
{
N∑
n=1
cn∑
tˆ=cn−1+1
[
1− ptˆ(wn|xT1 )
]
+ (7.25)
N∑
n=1
cn+1∑
tˆ=cn+1
[
1− ptˆ(wn|xT1 )
]}
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= argmin
[w;c]N1
{
N∑
n=1
cn∑
tˆ=cn−1+1
[
1− ptˆ(wn|xT1 )
]
+ (7.26)
N+1∑
n=2
cn+1∑
tˆ=cn+1
[
1− ptˆ(wn−1|xT1 )
]}
= argmin
[w;c]N1
{
N+1∑
n=1
cn∑
tˆ=cn−1+1
[
1− ptˆ(wn−1|xT1 ) + 1− ptˆ(wn|xT1 )
]}
(7.27)
where special care has to be taken about n = 0 and n = N + 1. In these two cases
ptˆ(wn|xT1 ) = 1 by definition. The decision rule is very similar to the one defined in
Eq. (7.20) the only difference being that the sum is over all time frames from the unknown
center time frame of the preceding word to the unknown center time frame of the current
word and that each word is considered twice. As all of the other methods discussed above,
Eq. (7.27) can be evaluated recursively:
H(v, c) = min
v′,c′
{
H(v′, c′) +
c∑
tˆ=c′
[
1− ptˆ(v′|xT1 ) + 1− ptˆ(v|xT1 )
]}
. (7.28)
The recursive evaluation was implemented in a very straight-forward way. Since there is
no structure as in the case of word graph rescoring, a full dynamic programming search
was performed over all possible words and center times. Unfortunately, it was not possible
to obtain reasonable word error rates for either of the five testing corpora with the center-
based time frame error criterion. For the ARISE corpus, the word error rate was above
125% absolute. The explanation for this effect is rather simple. Due to the fact that
the word posterior probabilities abstract from Hidden Markov Model states and that
there are no dedicated starting and ending times of the words anymore, the new cost
function is not able to distinguish between for example twenty occurrences of the same
word with a length of one time frame each and the occurrence of a single hypothesis with
a length of twenty time frames. As a consequence, the recognized sentences contained
numerous repetitions of identical words. A simple word penalty hardly reduced the word
error rates. The missing normalization also cannot serve as an explanation since the
word error rates are drastically higher than those obtained with the standard time frame
error criterion without normalization. The structure of the word graph which encodes
information about reasonable lengths of all word hypotheses is in fact very important and
has to be considered.
A possible solution for the problem discussed above is to restrict the possible center
times to those contained in the word graph. In this case, the possible center times are
simply defined as the center time frames of all word hypotheses stored in the word graph.
All other potential word center times are simply neglected. The cost function on the basis
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Table 7.4: Word and sentence error rates for the center-based time frame error (CBTFER)
criterion with/without an additional word penalty. All word and sentence error rates are
given in %.
without word penalty with word penalty
corpus del - ins - WER SER del - ins - WER SER
ARISE 1.3 - 42.6 - 55.4 77.4 8.8 - 3.1 - 21.4 35.0
Verbmobil 5.0 - 21.9 - 48.4 88.7 11.5 - 7.4 - 38.2 84.9
NAB 20k 1.4 - 9.2 - 20.0 92.3 3.8 - 9.1 - 16.7 90.7
NAB 64k 1.6 - 7.8 - 17.2 91.3 3.7 - 3.0 - 14.2 88.7
BN 5.2 - 11.3 - 39.6 95.3 9.2 - 4.3 - 35.0 93.1
of this new type of center-based time frame errors is thus given as:
C([w; t]N1 , [v; τ ]M1 ]) =
N∑
n=1
(tn+tn+1+1)/2∑
tˆ=(tn−2+tn−1+1)/2
[
1−
M∑
m=1:
τm−1<tˆ≤τm
δ(wn, vm)
]
(7.29)
where t−1 = −t1, t0 = t1 + 1, and tN+1 = tN − 1 for simplification. Rational points in
time which may occur in the limits of the sum are of course rounded to integers. With
this cost function, the new decision rule is given as:
{[w; t]N1 }opt = argmin
[w;t]N1
{
N+1∑
n=1
(tn−1+tn+1)/2∑
tˆ=(tn−2+tn−1+1)/2
[
1− ptˆ(wn−1|xT1 ) + 1− ptˆ(wn|xT1 )
]}
.
(7.30)
Again, special care has to be taken about n = 0 and n = N +1. As before, ptˆ(wn|xT1 ) = 1
by definition in these two cases. Eq. (7.30) can be evaluated recursively with the standard
word graph rescoring algorithm:
H([v; τ, t]) = min
v′,τ ′
{
H([v′; τ ′, τ − 1]) +
(t+τ+1)/2∑
tˆ=(τ+τ ′)/2
[
1− ptˆ(v′|xT1 ) + 1− ptˆ(v|xT1 )
]}
.
(7.31)
Although the experimental results obtained with this recursion are significantly better
than those obtained with the first dynamic programming approach presented above, the
word error rates are still very high. The left part of Table 7.4 shows the word and sentence
error rates obtained with this criterion. For all of the testing corpora, the word error rates
are significantly higher than those obtained with the standard sentence error criterion.
Although the experimental results may be rather surprising at first, there is a very
convincing explanation for the bad performance of this second center-based time frame
error criterion. As discussed in Chapter 4.3.3, cf. page 65, the maximum of the word
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posterior probability over time is the flatter the longer the word hypothesis is. Relatively
long words are usually recognized more reliably than short words and only very few
hypotheses or even only one survive the pruning process. Assume that for a particular
word w in a given segment of time only one hypothesis [w; τ, t] exists. As a consequence,
the word posterior probability ptˆ(w|xT1 ) will equal zero for all points in time outside of
[w; τ, t], i.e., for all points in time tˆ < τ and tˆ > t. For an illustration the reader is referred
to Fig. 4.9 on page 67. As discussed above, more than only those time frames belonging
to a word hypothesis are considered in the center-based time frame error criterion. The
probability of word w being incorrect will thus be very large or even equal one for all time
frames tˆ < τ and tˆ > t despite the fact that the word was recognized very reliably.
If, on the other hand, the word hypothesis is rather short, a lot of hypotheses will
typically survive the pruning process. The word posterior probability will thus have a
large variance, cf. Figs. 4.7 and 4.8 on page 66 and the range in time with a word posterior
probability larger than zero will span significantly more time frames. The probability of
a short word being incorrect will thus be smaller than one might have expected from the
word posterior probability. The scoring algorithm will always choose sentences with short
word hypotheses and large variances of the corresponding word posterior probabilities.
As a result, the number of word insertions is increased dramatically, as Table 7.4 clearly
shows. With an additional word penalty which was applied to reduce the number of
insertions, the word error rates can be reduced successfully, cf. Table 7.4. On the other
hand, this method is still not able to outperform the standard sentence error rate and
time frame error criteria.
In conclusion, the missing information about reasonable word center times and word
lengths on the one hand and the contradiction between the usually high word posterior
probability for long words and the resulting high probability of the word being incorrect
on the other hand are the two main reasons for the bad performance of the center-based
time frame error criteria. The fact that information about the starting and ending times
of the word hypotheses is used for the definition of the standard time frame error criterion
seems to be not the drawback as one might have thought but the strength of the time
frame error criterion.
7.3 Summary
In this chapter, two different scoring approaches were presented. The first makes use
of context-dependent and context-independent word hypothesis posterior probabilities.
These probabilities can be used directly to rescore a word graph. A theoretical justification
for this approach was presented and discussed in detail. The word error rates on the five
testing corpora were reduced by 1.5% to 5.1% relative. Experimental evidence supports
the hypothesis that the improved recognition performance is mainly due to the summation
over all possible language model and acoustical contexts. The second criterion studied in
this chapter was aimed at reducing the word error rate explicitly with a new cost function.
This cost function was based on so-called time frame errors. It was shown that these errors
are correlated with the word errors, so that when minimizing the expected number of time
frame errors, the expected number of word errors is also reduced. With the new decision
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rule on the basis of time frames, the word error rates were reduced significantly on the
five testing corpora. The relative reduction ranges between 2.3% and 5.1%. It should be
noted that the stochastic models of the speech recognition system were left unchanged.
The reduction of the word error rates is only due to a more sophisticated exploitation of
these models and a modified cost function on the basis of time frame errors.
Chapter 8
Scientific Contributions
The aim of this thesis was to set up a unified theoretical framework for the computation of
word posterior probabilities on the basis of Bayes’ Decision Rule. Within this framework,
the computation of word posterior probabilities was studied in detail and its usefulness
for several applications was proven. In particular, the following aspects were studied:
Efficient Computation of Word Posterior Probabilities
The two main problems for the computation of word posterior probabilities, i.e., the
normalization of the acoustic model and language model scores or in other words the
computation of the probability of the sequence of acoustic feature vectors, and the
definition of an appropriate alignment concept for words in different sentences were
solved theoretically and practically for N -best lists and word graphs. Several aspects
of the computation of word posterior probabilities on the basis of N -best lists and word
graphs were studied. In particular, the relation between the standard forward-backward
algorithm on a Hidden Markov Model state level and the modified forward-backward
algorithm on the level of word graph hypotheses was studied. Several algorithmic details
were also discussed. These were the scaling of the probability density functions used in
a speech recognition system and in the case of word graphs, the removal of redundant
paths in the word graph which have a significant non-local influence on the word posterior
probabilities. Finally, an efficient implementation of the forward-backward algorithm on
word graphs was presented.
Computation of Confidence Measures
Instead of combining numerous features for the correctness of words which were often
based on heuristic and not on probabilistic considerations, confidence measures were
reduced to the posterior probability of a word being correct. Apart from the fact that this
approach is very interesting from a statistical and theoretical point of view, since word
posterior probabilities can be derived from the sentence posterior probabilities used in
Bayes’ Decision Rule in a very straightforward manner, the word posterior probabilities
turned out to be the best confidence measure among those studied in this work. The
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relative reduction of the confidence error rates using the word posterior probabilities
ranges between 18.6% and 35.4%. Using a combination of the different confidence
measures, the performance was not improved. Other authors who used the word
posterior probabilities suggested in this thesis achieved only a modest improvement of
the performance with a very sophisticated combination of the word posterior probabilities
with various other confidence features which had been suggested previously by others.
Evaluation of Confidence Measures
The performance of the confidence measures studied in this thesis was investigated on five
distinct testing corpora using a simple and unified evaluation framework. The motivation
for this experimental approach was that most of the different confidence measure suggested
in literature are evaluated using only one out of several different evaluation metrics and
that a systematic comparison of these confidence measures is therefore very difficult. In
this thesis, the disadvantages of several evaluation metrics were discussed. Based on this
discussion, only two of these metrics were chosen for the experimental evaluation of all of
the confidence measures presented in this thesis.
Unsupervised Adaptation
The word-graph-based word posterior probabilities were successfully applied in the
framework of maximum-likelihood-linear-regression. The confidence measure was used to
restrict the adaptation process to those acoustic segments with a high confidence. In doing
so, the effect of adaptation of the acoustic model parameters on incorrectly recognized
words was reduced. With this adaptation method, the word error rate decreased by
4.8% relative on the Verbmobil ’99 development test set in comparison with standard
maximum-likelihood-linear-regression adaptation without confidence measures.
Unsupervised Training
In a very similar manner, the word posterior probabilities were used to train an American
Broadcast News recognition system on automatically generated transcriptions without
supervision. As in the case of adaptation, the confidence measure was used to detect
possible recognition errors. The acoustic segments aligned to words which were tagged as
incorrect were simply omitted for the estimation of the model parameters during training.
In order to be able to recognize large quantities of untranscribed speech data for training
purposes, initial acoustic models were trained on a small portion of manually transcribed
speech. In the experiments, the effect of the quality of these initial acoustic models was
studied in detail. In this context, the confidence measure was applied successfully to
reduce the initial word error rate by up to 10.1% relative.
Based on these experimental observations, an unsupervised training procedure was
studied which can be used to train a speech recognition system for a new language or
domain which very little manual effort. This procedure uses the unsupervised training
of the acoustic models iteratively to improve the quality of the recognized transcriptions
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and as a result the quality of the acoustic models. This iterative training procedure
was bootstrapped with only one hour of transcribed speech. The final speech recognition
system was trained fully automatically on a 72 hour subset of the untranscribed Broadcast
News ’97 training corpus. The word error error rates on the Broadcast News ’96 evaluation
test set rose by only 14.6% and by 16.6% on the Broadcast News ’98 evaluation test set in
comparison with a fully tuned speech recognition system trained on 72 hours of manually
transcribed acoustic training data. The iterative unsupervised training procedure was
also applied successfully for the training of an across-word speech recognition system.
Improved Scoring Approaches
Two different improved sentence hypothesis scoring approaches were presented and
discussed in this thesis. Both of these scoring approaches are based on the word posterior
probabilities computed on the basis of word graphs. In the framework of Bayes’ Decision
Rule which aims at minimizing the expected number of sentence errors, word posterior
probabilities were used by several authors in addition to the normal acoustic model and
language model probabilities. Using an alternative factorization of Bayes’ Decision Rule,
a theoretical justification for these approaches was presented. The context-independent
word hypothesis word posterior probabilities were used a as replacement for the acoustic
model and language model scores during the word graph rescoring process. With the
suggested method, the word error rates were reduced by between 1.5% and 5.1% relative on
five different testing corpora. In addition, it was shown an additional context-dependency
of the word posterior probabilities does not help to improve the experimental results. The
positive effect of the word hypothesis posterior probabilities is attributed to the explicit
summation over language model and acoustic contexts which is carried out during the
forward-backward algorithm.
In the second approach, the word error rate was minimized explicitly. To this end,
a new cost function was defined which is based on a new type of error. This new type
of error is closely correlated with the word errors and uses word alignments on the basis
of points in time, which were already used in the context of confidence measures. With
this new error type, a very efficient decision rule was derived which can be evaluated very
elegantly in an approach very similar to the new scoring method discussed above. The
word error rates on the different testing corpora were reduced consistently with this new
decision rule by 2.3% to 5.1% relative. Although both new scoring methods perform very
similar in terms of the reduction of the word error rates, there are conceptual differences
which were also studied in detail.
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Chapter 9
Outlook
In this thesis, several ways of defining word posterior probabilities were presented and
compared. The most useful word posterior probability was computed on word graphs
with a forward-backward algorithm and is based on the concept of an alignment on the
basis of points in time. Although performing extraordinarily well in various contexts,
there are several aspects related with their computation which could be studied in more
detail.
As discussed in Chapter 5, words which were recognized incorrectly can still have a
word posterior probability of one. The obvious explanation is that the word posterior
probability is one by definition if no alternative word hypotheses exist in the current
segment of time. In this case, all alternative word hypotheses were pruned during
the generation of the word graph. Theoretically, this problem could be solved by less
pruning and by increasing the density of the word graphs. It should be noted though
that the probability of the word which was one before would still be very high in this
case so that the word would most probably still be tagged as correct, although it was
recognized incorrectly. Also, the generation of these word graphs and the forward-
backward computations which are needed to estimate the word posterior probabilities
would take significantly more time, so that another more efficient solution for this problem
remains an interesting aspect.
Investigations during the experiments with the confidence measures showed that
the detection rate for out-of-vocabulary words is similar to that for other incorrectly
recognized words. In the case of an unknown word which is not contained in the lexicon,
the recognizer decides for the next-best matching word. The true transcription of the
unknown word which is of course not known cannot be hypothesized during the initial
recognition. If the phonetic sequence of the next-best matching word is very similar, the
recognized word hypothesis will have a very high acoustic probability and the resulting
word posterior probability may also be rather high, although the word was incorrectly
recognized.
A possible solution for both of the discussed problems might be to introduce alternative
word hypotheses explicitly if they are missing in the word graph or if the word under
consideration is a might-be unknown word. In order to do so, a phoneme recognizer
might be run for the time segment defined by a word hypothesis. The concatenation of
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the sequence of recognized phonemes can be interpreted as an alternative word hypothesis
(although the word identity is of course not known) if it is distinct from the phonetic
transcription of the word under consideration and might in fact be a better match in the
case of an out-of-vocabulary word. With these alternative edges, the forward-backward
algorithm could be used again to compute word posterior probabilities on the basis of the
word graph. Ideally, less word posterior probabilities would be one and unknown words
could be detected more reliably with this method. Also, if a word posterior probability
was one before, it could now be significantly smaller (the word might in fact be tagged as
incorrect now), because of the fact that the unconstrained phoneme recognition introduces
new possibilities of explaining the acoustic signal. Alternatively, phonemes graphs could
be used instead of word graphs in order to compute a confidence measure for individual
phonemes contained in the words.
In the context of training, the unsupervised training procedure could be used to train
a speech recognition system incrementally in regular time intervals with newly recorded
untranscribed acoustic training data while “forgetting” old data. These new training data
could be recorded on a daily or weekly basis and the unsupervised training procedure could
be used to keep track of changing domains or channels. An important feature of such a
system would be to detect previously unknown words and to insert phonetic transcriptions
of these words into the recognition lexicon. For this purpose, the approach suggested above
could be studied. Yet another problem in this context is that the confidence measure is
applied on a word level. The feature vectors corresponding to a particular word hypothesis
are either completely omitted or used for the parameter estimation. Since individual
phonemes of incorrectly recognized words may well be correct, it could be interesting to
compute a confidence measure for the phonemes and not the words. A modified variant
of the forward-backward algorithm on the level of phoneme hypotheses could be used for
their computation.
Finally, the explicit word error minimization problem which was solved implicitly
using a word alignment on the basis of points in time could be addressed more explicitly.
Although performing very well and although there is a high correlation between the
normalized time frame errors and the word errors, both types of errors are still different.
The direct use of the number of word errors in the cost function is thus still an interesting
but also difficult alternative.
Appendix A
Corpora and Recognition Systems
This annex summarizes information about the different speech corpora, about the different
systems for medium and large vocabulary speech recognition, and about the word
graphs which were used to compute the word posterior probabilities and to perform the
word graph rescoring experiments. The five distinct recognition tasks and the speech
recognition systems used for the experiments are presented first. For all experiments, a
within-word Viterbi speech recognition system was used. The chapter is concluded by a
comparison of the different recognition scenarios.
A.1 ARISE Corpus
The Dutch ARISE corpus [Mariani and Lamel 1998] is composed of human-to-machine
dialogues, recorded over the telephone with an automatic train timetable information
system in the Netherlands. These dialogues were recorded in the framework of the ARISE
project (Automatic Railway Information System for Europe) which was funded by the
European Commission. The following speech recognition system was used:
• vocabulary with 985 words,
• trigram language model,
• 1000 decision-tree-based triphone states plus one silence state,
• mixtures with a total of 63000 Gaussian densities,
• one pooled diagonal covariance,
• 12 mel-cepstral coefficients plus first derivatives plus second derivative of the energy,
• linear discriminant analysis on three adjacent input frames (including derivatives
3× 25 = 75 input features) which are reduced to 25 output features.
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A.2 Verbmobil Corpus
Verbmobil was a project for automatic speech-to-speech translation of spontaneous speech
in the domain of appointment negotiation during phase I of the project and in the
domain of travel planning and hotel reservation during phase II of the project for the
languages German, English, and Japanese. The Verbmobil project was a joint initiative
of information technology companies, universities, and research centers, and was funded by
the German Federal Ministry of Education, Science, Research, and Technology (BMBF).
For details, the reader is referred to [Bub and Schwinn 1996]. The following system was
used for the experiments presented in this thesis:
• vocabulary with 7128 words plus 35 pronunciation variants plus 29 spellings, four
hesitations, and 14 noises,
• trigram language model,
• three-state Hidden Markov Model,
• 2500 decision-tree-based triphone states plus one silence state,
• mixtures with a total of 146000 Gaussian densities,
• one pooled diagonal covariance,
• 16 mel-cepstral coefficients plus first derivatives plus second derivative of the energy,
• linear discriminant analysis on three adjacent input frames (including derivatives
3× 33 = 99 input features) which are reduced to 33 output features.
A.3 North American Business Corpus
The American English NAB ’94 corpus [Garofolo et al. 1997] consists of read newspaper
articles, recorded under high-quality conditions. Recognition systems are available for two
different vocabularies. The specification of the speech recognition systems is as follows:
• vocabularies with 19978 words plus 2434 pronunciation variants and with 64736
words plus 5234 pronunciation variants respectively,
• trigram language model,
• 3000 decision-tree-based triphone states plus one silence state,
• mixtures with a total of 269000 Gaussian densities,
• one pooled diagonal covariance,
• 16 mel-cepstral coefficients plus first derivatives plus second derivative of the energy,
• linear discriminant analysis on three adjacent input frames (including derivatives
3× 33 = 99 input features) which are reduced to 33 output features.
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A.4 Broadcast News Corpus
The Broadcast News ’96 corpus consists of American English transcribed television and
radio broadcasts. The recordings cover a range of six different conditions from clean to
heavily degraded speech [Garofolo et al. 1997, Pitz et al. 1999]. The following system
was used for recognition:
• vocabulary with 65491 words plus 9603 pronunciation variants, including 900
phrases,
• phrase-trigram language model,
• 2000 decision-tree-based triphone states plus one silence state,
• mixtures with a total of 318000 Gaussian densities,
• one pooled diagonal covariance,
• 16 mel-cepstral coefficients plus first derivatives plus second derivative of the energy,
• linear discriminant analysis on nine adjacent input frames (without derivatives 9×
16 = 144 input features) which are reduced to 45 output features.
A.5 Overview
The following tables summarize the corpus statistics for the training and the testing
corpora. Table A.1 shows the statistics for the five training corpora and Table A.2
the statistics for the five testing corpora. As the tables show, the speech recognition
experiments and the computation of word posterior probabilities was performed for very
distinct recognition tasks, from medium to large vocabularies and from clean speech
recorded under high-quality conditions to spontaneous speech recorded with an on-line
automatic dialogue system and American Broadcast News. Table A.3 describes the word
graphs for the five testing corpora which are used for all rescoring experiments and the
computation of the word posterior probabilities. The word graph density is defined as
the total number of word graph edges divided by the number of spoken words, the node
graph density as the total number of different words ending at each time frame divided by
the number of spoken words, and the boundary graph density as the number of different
word boundaries, i.e., different starting and ending times, per spoken word. The graph
error rate is computed by determining that sequence of word hypotheses through the
word graph which best matches the spoken sentence in terms of the number of word
errors. This measure provides a lower bound for the word error rate which can be
achieved with a given word graph. For details on these quantities the reader is referred
to [Ortmanns et al. 1997a].
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Table A.1: Statistics for the training corpora of the five different recognition tasks. For
the ARISE, the Verbmobil, and the Broadcast News training corpora the numbers of
speakers are only rough estimates, since detailed speaker information is not available.
NAB 20k Broadcast
ARISE Verbmobil and 64k News
amount of data [h] 16.4 44.0 81.4 96.5
silence [%] 49 19 26 14
# speakers ∼ 2364 ∼ 864 284 ∼ 4315
# sentences 22786 24066 37571 26167
# running words 91144 504348 649624 1053052
# running phonemes 272020 1846357 2691352 3927338
Table A.2: Statistics for the testing corpora of the five different recognition tasks. The
number of running phonemes is not given, as for the training corpora, because of unknown
words in the testing sets.
Broadcast
ARISE Verbmobil NAB 20k NAB 64k News
amount of data [h] 1.6 1.0 0.8 0.8 1.6
silence [%] 49 12 18 18 13
# speakers ∼ 214 ∼ 28 20 20 ∼ 55
# sentences 2136 763 310 310 405
# running words 6889 8863 7387 7387 20284
# words in lexicon 985 7128 19978 64736 65491
# lexicon entries 985 7210 22412 69970 75094
trigram perplexity 12.6 56.1 124.5 145.9 213.7
Table A.3: Summary of the experimental setup and specification of the word graphs used
in the experiments. WGD denotes the word graph density, NGD the node graph density,
BGD the boundary graph density and GER the word graph error rate.
corpora WGD NGD BGD GER [%] del - ins - WER [%]
ARISE 218.8 86.0 24.4 7.4 2.1 - 3.2 - 15.8
Verbmobil 209.2 73.1 18.3 8.7 6.1 - 6.9 - 33.6
NAB 20k 98.4 47.5 10.9 4.1 1.9 - 2.1 - 13.2
NAB 64k 87.1 43.9 10.0 1.8 2.0 - 1.5 - 11.1
Broadcast News 105.5 39.1 10.1 10.6 6.0 - 4.3 - 33.3
Appendix B
Symbols and Acronyms
In this appendix, all relevant mathematical symbols and acronyms which are used in this
thesis are defined for convenience. Detailed explanations are given in the corresponding
chapters.
B.1 Mathematical Symbols
α, β weighting exponents
c center time frame of a word
δ(i, j) Kronecker delta, equals one for i = j, and zero otherwise
fm−11 future of a word: a sequence of m − 1 words f1, . . . , fm−1 succeeding
a given word
γtˆ(s|[w; t]N1 ) probability to be in Hidden Markov Model state s at time frame tˆ
given a sequence of word hypotheses [w; t]N1
γtˆ(s, [w; τ, t]) probability to be in state s of word hypotheses [w; τ, t] at time frame tˆ
hm−11 history of a word: a sequence of m − 1 words h1, . . . , hm−1 preceding
a given word
p(wN1 |xT1 ) posterior probability for the spoken word sequence wN1 given the
acoustic observations xT1
p(wN1 ) language model probability for sentence w
N
1
p([w; t]N1 |xT1 ) posterior probability for spoken word sequence wN1 and ending times
tN1 given the acoustic observations x
T
1
ptˆ([w; τ, t]|xT1 ) posterior probability for word hypothesis [w; τ, t] at time frame tˆ given
the acoustic observations xT1
137
138 APPENDIX B. SYMBOLS AND ACRONYMS
ptˆ(w|xT1 ) posterior probability for word w at time frame tˆ given the acoustic
observations xT1
pn(w|xT1 ) posterior probability for word w at position n given the acoustic
observations xT1
p(xT1 ) probability for the acoustic observations x
T
1
p(xT1 |wN1 ) acoustic emission probability for the acoustic observations xT1 given
the word sequence wN1
p(xT1 |[w; t]N1 ) acoustic emission probability for the acoustic observations xT1 given
the word sequence wN1 and the ending times t
N
1
σ, s states of a Hidden Markov Model
sT1 temporal sequence of Hidden Markov Model states, also denoted as
path
stntn−1+1(wn) temporal sequence of Hidden Markov Model states for word wn
with starting time tn−1 + 1 and ending time tn where stn−1+1 is the
starting state and stn the ending state of the Hidden Markov Model
corresponding to word wn by definition
τ, t, τ ′, t′, tˆ points in time or time frame indices
w, v word indices
wN1 , v
M
1 two sequences of spoken words w1, . . . , wN and v1, . . . , vM
[w; τ, t] hypothesis for word w starting at time frame τ and ending at time
frame t
[w; t]N1 , [v; τ ]
M
1 two sequences of spoken words w
N
1 and v
M
1 with ending times of the
words tN1 = t1, . . . , tN and τ
M
1 = τ1, . . . , τM respectively
xT1 sequence of acoustic observation vectors x1, . . . , xT
A vocabulary of the recognition system
M, N number of spoken words of two different utterances
Φtˆ(h
m−1
2 , [w; τ, t]) forward probability to observe word w with word boundaries τ and t
and predecessor words hm−12 with the acoustic observations up to time
frame t at time frame tˆ
Ψtˆ([w; τ, t], f
m−2
1 ) forward probability to observe word w with word boundaries τ and t
and successor words fm−21 with the acoustic observations from time
frame τ up to the end of the utterance at time frame tˆ posterior
probability for word w at position n given the acoustic observations
xT1
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T number of time frames of an utterance
A mapping function from the set of Gaussian densities to the MLLR
adaptation class
C(wN1 , vM1 ) cost of deciding for sentence vM1 instead of sentence wN1
Ln(wN1 , vM1 ) Levenshtein-Alignment which gives that word v in sentence vM1 which
is aligned with the n-th word in sentence wN1
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B.2 Acronyms
del deletion errors
dev development test corpus
evl evaluation test corpus
ins insertion errors
sub substitution errors
ATIS Air Travel Information System
BGD Boundary Graph Density
BN Broadcast News
CBTFER Center-Based Time Frame Error Rate
CER Confidence Error Rate
DET Detection-Error-Trade-Off
EER Equal Error Rate
EM Expectation-Maximization
FA False Acceptance
FB Forward-Backward
FOM Figure-Of-Merit
GER Graph Error Rate
HMM Hidden Markov Model
LDA Linear Discriminant Analysis
LM Language Model
MFCC Mel-Frequency-Cepstral-Coefficients
ML Maximum-Likelihood
MLLR Maximum-Likelihood-Linear-Regression
NGD Node Graph Density
PER Phoneme Error Rate
PLP Perceptual Linear Prediction
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PP Language Model Perplexity
ROC Receiver-Operating-Characteristic
RWTH Rheinisch Westfa¨lische Technische Hochschule
SER Sentence Error Rate
TFER Time Frame Error Rate
WER Word Error Rate
WG Word Graph
WGD Word Graph Density
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Appendix C
Detailed Calculations
C.1 Conditional Word Posterior Probabilities
As already discussed, the joint probability of the sequence of acoustic feature vectors and
the sequence of words is normally decomposed into acoustic model and language model
probability, cf. Chapter 7. The alternative decomposition of the posterior probability of
the sequence of acoustic feature vectors given the sequence of words into conditional word
hypothesis posterior probabilities was also studied in Chapter 7.
Both approaches are equivalent if the history length of the language model is less than
or equal to the context-length of the conditional word hypothesis posterior probabilities,
i.e., m ≤ c. In this case, the conditional word hypothesis posterior probabilities yield no
advantage over the standard decomposition.
In the following, this equivalence will be shown. As before, only the case of a single-
word context is considered without loss of generality in order to simplify the prove.
Unfortunately, a close look at the implementation of the forward-backward algorithm
is inevitable. Let t−1 = −1, t0 = 0, tN = T , and tN+1 = T + 1 for simplification. In
order to be able to treat hypotheses which start at time frame one or end at time frame
T like any other hypothesis in the word graph and in order to incorporate all relevant
language model probabilities, two virtual word hypotheses are inserted into the word
graph, one hypothesis [w0; 0, 0] at the beginning and one hypothesis [wN+1;T + 1, T + 1]
at the end. The acoustic model probability of both word hypotheses is one by definition,
i.e., p(x0|w0) = 1 and p(xT+1|wN+1) = 1. The word label of both hypotheses is the so-
called sentence end marker, i.e., w0 =</s> and wN+1 =</s>. The sentence end marker
is used to condition the language model probability of all word hypotheses starting at time
frame one, i.e., the first language model probability is p(w1|</s>). A possible alternative
would have been to start with the unigram probability p(w1). At the sentence end, the
so-called sentence end probability is computed, i.e., the last language model probability
is p(</s> |wN). These probabilities are of course also used during the integrated search
and the standard word graph rescoring. Their use was not discussed so far only for
simplification.
Using Eqs. (7.6) and (7.9), cf. page 112, and Eq. (4.27), cf. page 58, the equivalence
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of both decompositions can now be shown. Since m ≤ c, there is no summation over
language model histories and futures and the equations can be simplified:
p([w; t]N1 |xT1 ) ≈
N+1∏
n=1
ptn−1+1([wn; tn−1 + 1, tn]|[wn−1; tn−2 + 1, tn−1], xT1 )
=
N+1∏
n=1
Φtn−1([wn−1; tn−2 + 1, tn−1]) ·Ψtn−1+1([wn; tn−1 + 1, tn]) · p(wn|wn−1)
Φtn−1([wn−1; tn−2 + 1, tn−1]) ·Ψtn−1([wn−1; tn−2 + 1, tn−1])
·
· p(x
T
1 ) · p(wn|wn−1) · p(xtn−1tn−2+1|wn−1)
p(xT1 )
=
N+1∏
n=1
Ψtn−1+1([wn; tn−1 + 1, tn]) · p(wn|wn−1) · p(xtn−1tn−2+1|wn−1)
Ψtn−1([wn−1; tn−2 + 1, tn−1])
=
N+1∏
n=1
p(wn|wn−1) ·
N∏
n=0
p(xtntn−1+1|wn) ·
N+1∏
n=1
Ψtn−1+1([wn; tn−1 + 1, tn])
N∏
n=0
Ψtn([wn; tn−1 + 1, tn])
=
N+1∏
n=1
p(wn|wn−1) ·
N∏
n=0
p(xtntn−1+1|wn) ·
ΨT+1([wN+1;T + 1, T + 1])
Ψ0([w0; 0, 0])
.
Since ΨT+1([wN+1;T+1, T+1]) = 1 by definition and Ψ0([w0; 0, 0]) = p(x
T
1 ) , cf. Eq. (4.29)
on page 59, the equation can be further simplified. Also the identities p(x0|w0) = 1 and
p(xT+1|wN+1) = 1 are used:
p([w; t]N1 |xT1 ) ≈
N+1∏
n=1
p(wn|wn−1) ·
N+1∏
n=1
p(xtntn−1+1|wn) ·
1
p(xT1 )
=
N+1∏
n=1
p(wn|wn−1) · p(xtntn−1+1|wn)
p(xT1 )
.
In summary, the decomposition into acoustic model and language model probabilities
and the decomposition into context-dependent word hypothesis posterior probabilities
are equivalent if the history length of the language model is smaller than or equal to the
context-length of the conditional word hypothesis posterior probabilities. In this case,
there is obviously no need to run the forward-backward algorithm.
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C.2 Time Frame Error Minimization
As before, words are considered as sets of words containing the word itself and all of its
pronunciation variants. One additional word class is used for all lexical entries which
are not counted as errors when being substituted with one another. Inserting the cost
function Eq. (7.18) into the general decision rule Eq. (7.19), cf. page 119, the new decision
rule is obtained after some simple mathematical manipulations:
{wN1 }opt = argmin
[w;t]N1
{ ∑
[v;τ ]M1
C([w; t]N1 , [v; τ ]M1 ) · p([v; τ ]M1 |xT1 )
}
= argmin
[w;t]N1
{ ∑
[v;τ ]M1
N∑
n=1
tn∑
tˆ=tn−1+1
[
1−
M∑
m=1:
τm−1<tˆ≤τm
δ(wn, vm)
]
1 + λ · (tn − tn−1 − 1) · p([v; τ ]
M
1 |xT1 )
}
= argmin
[w;t]N1
{ ∑
[v;τ ]M1
N∑
n=1
tn − tn−1 −
tn∑
tˆ=tn−1+1
M∑
m=1:
τm−1<tˆ≤τm
δ(wn, vm)
1 + λ · (tn − tn−1 − 1) · p([v; τ ]
M
1 |xT1 )
}
= argmin
[w;t]N1
{ ∑
[v;τ ]M1
N∑
n=1
tn − tn−1
1 + λ · (tn − tn−1 − 1) · p([v; τ ]
M
1 |xT1 )−
∑
[v;τ ]M1
N∑
n=1
tn∑
tˆ=tn−1+1
M∑
m=1:
τm−1<tˆ≤τm
δ(wn, vm)
1 + λ · (tn − tn−1 − 1) · p([v; τ ]
M
1 |xT1 )
}
= argmin
[w;t]N1
{
N∑
n=1
tn − tn−1
1 + λ · (tn − tn−1 − 1) ·
∑
[v;τ ]M1
p([v; τ ]M1 |xT1 )−
N∑
n=1
tn∑
tˆ=tn−1+1
∑
[v;τ ]M1
M∑
m=1:
τm−1<tˆ≤τm
δ(wn, vm) · p([v; τ ]M1 |xT1 )
1 + λ · (tn − tn−1 − 1)
}
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= argmin
[w;t]N1
{
N∑
n=1
tn − tn−1 −
tn∑
tˆ=tn−1+1
∑
[v;τ ]M1
M∑
m=1:
τm−1<tˆ≤τm
δ(wn, vm) · p([v; τ ]M1 |xT1 )
1 + λ · (tn − tn−1 − 1)
}
= argmin
[w;t]N1
{
N∑
n=1
tn∑
tˆ=tn−1+1
[
1−
∑
[v;τ ]M1
M∑
m=1:
τm−1<tˆ≤τm
δ(wn, vm) · p([v; τ ]M1 |xT1 )
]
1 + λ · (tn − tn−1 − 1)
}
= argmin
[w;t]N1
{
N∑
n=1
tn∑
tˆ=tn−1+1
[
1− ptˆ(wn|xT1 )
]
1 + λ · (tn − tn−1 − 1)
}
.
Regarding the posterior probabilities ptˆ(wn|xT1 ) as the probability of word wn being correct
at time frame tˆ, the above term can be interpreted as the normalized probability of word
wn being incorrect in the specified segment of time. The decision rule simply picks that
sequence of word hypotheses with the minimum expected number of normalized time
frame errors.
Appendix D
Implementation
D.1 Data Structures
The data structures used for the implementation of the forward-backward algorithm on
word graphs are illustrated in Fig. D.1. The chosen implementation turned out to be very
efficient and might thus be a guideline for a re-implementation of the algorithm.
The word hypotheses are sorted on their ending times and are stored in the CnfLat
structure. The additional pointers which are contained in the CnfLst structure are used to
find all word hypotheses ending at a specific time frame. To this end, CnfLst[t].HypStrt
points to the first and CnfLst[t].HypEnd to the last word hypothesis ending at time
frame t. This contiguous range of word hypotheses is colored in light green in Fig. D.1. It
is crucial for an efficient implementation of the forward-backward algorithm that the word
graph hypotheses can be addressed using both, their ending and their starting times, as
discussed in Chapter 4. In analogy to the above considerations, CnfLst[t].BegHypStrt
and CnfLst[t].BegHypEnd are used to point to those hypotheses which start at time
frame t. Since the word hypotheses in the word graph are sorted on their ending times
and since word hypotheses which end at a common time frame do not necessarily start
at a common time frame, the additional components of the CnfLst structure cannot be
used to directly mark a contiguous range of word hypotheses, as in the case of ending
word hypotheses above. In order to solve this problem, an additional component fwrd
is used in the CnfLat structure. The principle of these so-called forward pointers is also
illustrated in Fig. D.1. CnfLst[t].BegHypStrt and CnfLst[t].BegHypEnd are used to
mark a contiguous range of forward pointers which are then used to address the correct
positions of all hypotheses starting at time frame t. These hypotheses are colored red in
Fig. D.1. The construction of the forward pointers is discussed in Chapter D.2.
The forward and backward probabilities can now be computed very efficiently for each
hypothesis. The forward probabilities are computed in an ascending order with respect to
their ending times and the backward probabilities in a descending order with respect to
their starting times. Finally, the forward and the backward probability are combined into
the word hypothesis posterior probability which is then stored for each word hypothesis
contained in the word graph.
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Figure D.1: Elementary data structures used during the forward-backward algorithm.
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Figure D.2: Illustration of the construction of the forward pointers which are needed to
address word hypotheses using their starting time.
D.2 Forward Pointers
The construction of the forward pointers is illustrated in Fig. D.2. In order to compute
these pointers, the word graph has to be sorted on the starting times of the word
hypotheses. Since the CnfLst structure can no longer be used to determine the ending
times of the word hypotheses after the sorting operation, the ending times of the word
hypotheses are stored explicitly in the CnfLat structure in a first step. In a second step,
the starting and ending times are multiplied with −1 in order to be able to use the
components to mark which hypotheses are already sorted, cf. Fig. D.2 (a).
Using the bucket sorting algorithm, the correct positions of all hypotheses starting at
the same time can now easily be determined and the word graph can be sorted on the
starting times. The sorting process itself consists of pairwise swaps of word hypotheses.
Starting with the first hypothesis in the word graph, each word hypothesis is moved
to its correct position and the starting time is multiplied with −1 again to mark that
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the hypothesis is now sorted. The hypothesis which was originally at this position is
sorted next. These successive swapping operations define a partition of the word graph
hypothesis. The start of the next partition of hypotheses which will be swapped until all
of them are sorted correctly, is given by the next word hypothesis with a negative starting
time. As a consequence of the exchange operations, each position in the CnfLat structure
has to be addressed twice before the word graph is sorted, cf. Fig. D.2 (b).
In order to compute the desired forward pointers, the position of each word hypothesis
is stored in the fwrd component of the CnfLat structure, i.e., the forward pointers initially
point to their own position in the word graph. The forward pointers are then multiplied
with −1 to mark that they contain only preliminary values and not yet the correct
positions of all starting hypotheses, cf. Fig. D.2 (c). The word graph is now sorted
on the ending times of the word hypotheses in order to restore the old sorting of the word
hypotheses.
The forward pointers still point to the position of each hypothesis in the word graph
which was before sorted on the starting times, cf. Fig. D.2 (d). In most cases, different
hypotheses are now stored at these positions. In order to compute the final forward
pointers, successive swapping operations are needed again: if the forward pointer of word
hypothesis c points to word hypothesis h before the pointers are swapped, then the forward
pointer of word hypothesis h points to word hypothesis c after the swapping operation.
The cyclic swapping operations do again define a partition of the word hypotheses. The
ending times of the word hypotheses are multiplied with −1 again as soon as the correct
forward pointers are stored, cf. Fig. D.2 (e.)
D.3 Forward and Backward Probabilities
The forward probabilities are computed chronologically in an ascending order. For each
word graph hypothesis [w; τ, t], a list of distinct language model predecessors is first
determined by testing the word identities of all word hypotheses ending at time frame
τ − 1. If the word identity of the hypothesis is not silence, the components PhiStrt and
PhiEnd of the word graph structure CnfLat point to a contiguous range of entries in the
Phi structure. The list of distinct language model histories is stored in this structure in the
h component. For m ≤ 2, the forward probabilities do not depend on the language model
history and the h component is not needed. In this case, only one forward probability
is computed for each word hypothesis. In a second step, the forward probabilities are
computed, as described in Chapter 4.
Silence hypotheses have to be treated differently. In order to keep track of the language
model history, a list of distinct language model predecessors has to be constructed first
by regarding the word indices of all predecessor hypotheses. This list is stored in the
CnfSil structure. PhiStrt and PhiEnd in the CnfLat structure are used to point to the
contiguous range of distinct language model predecessor words in CnfSil for a particular
silence hypothesis. Each of the entries in CnfSil which are also denoted as silence copies is
treated like a separate word hypothesis. It should be noted, that the word indices of silence
copies of any silence edge which precedes the current silence edge are simply inserted into
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the list of silence copies for the current silence edge. In doing so, it is asserted that all
possible language model contexts are considered. If all silence copies are constructed,
the forward probabilities can be computed. The word identity of the language model
predecessor and the forward probability are also stored in the Phi structure.
The backward probabilities are also computed chronologically in a descending order.
The algorithm is very similar to the one used during the forward pass. The PsiStrt and
PsiEnd components of the CnfLat structure are used to point the first and last backward
probability of a hypothesis, respectively. As in the forward pass, PhiStrt and PhiEnd
are used to address the silence copies if the current word hypothesis is silence. In this
case, the PsiStrt and PsiEnd component of the CnfSil structure are used to address all
backward entries of the silence edge. As discussed before, the forward pointers which are
stored in the CnfLat structure are used to address all starting hypotheses for a specific
time frame during the backward pass.
With the forward and backward probabilities in the Phi and Psi structures, the
posterior probabilities can be computed very easily for each word hypothesis. For all
non-silence hypotheses, the posterior probabilities are directly computed as described in
Chapter 4. The resulting posterior probability is stored in the PstrPrb component of the
CnfLat structure. For silence edges, the posterior probabilities are computed separately
for each silence copy and are stored in the PstrPrb component of the CnfSil structure.
In a further pass, the posterior probabilities of all silence copies for a particular silence
hypothesis are accumulated and the resulting posterior probability for the silence edge is
then stored in the PstrPrb component of the CnfLat structure.
D.4 Numerical Details
As long as probabilities are only multiplied, numerical problems can be avoided very easily.
The probabilities are simply stored as their negative logarithms and these so-called scores
are added instead of multiplying the corresponding probabilities. This approach is a
standard in speech recognition systems.
During the forward and the backward computations, cf. Eqs. (4.24) and (4.26), a sum
of probabilities has to be computed so that the scores have to be transformed back into
their corresponding probabilities. In order to compute the sum of probabilities as exactly
as possible, despite the fact that some of the probabilities are very small, the maximum
pmax of all probabilities to be added is determined in a first step and all probabilities are
divided by this value before they are accumulated:∑
i
pi = pmax ·
∑
i
pi
pmax
where pmax = max
i
{
pi
}
.
The numerical advantage of the second term in the above equation is that the arguments in
the sum can be computed by subtracting the corresponding logarithms of the probabilities.
The values which have to be added are thus in the range of one or smaller. In particular,
pmax is substituted with one so that its contribution to the sum of probabilities is
maximum. It can be argued that scores which are still too large and which cannot be
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converted back into the corresponding probability since the latter cannot be represented
with standard data types do not cause problems since they would hardly contribute to
the sum of probabilities even if no numerical problems existed. For the following, let
si = − log pi denote the corresponding score for probability pi and let smin = − log pmax.
With these definitions, the sum of probabilities can now be computed in the logarithmic
domain as follows:
− log
∑
i
e−si = − log
∑
i
pi
= − log
(
pmax ·
∑
i
pi
pmax
)
= smin − log
∑
i
e log pi − log pmax
= smin − log
∑
i
e smin − si .
The above equivalence is systematically used for all summations of probabilities during
the forward-backward algorithm.
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