We make an attempt to compare the speed of eeme primality testing algorithms for certifying loo-digit prime numbers.
For this algorithm, the work needed to check the results is far less than that of establishing proofs.
The purpose of this paper, after a brief description of Atkin's test, is to attempt to compare these algorithms with respect to the following questions:
1. How long does it take to test a loo-digit number for primality? 3. What kind of proof do we get? How long does it take to verify it?
It should be noted that we only describe the implementation of the algorithm that is needed t o test 10Gdigit numbers. Many other strategies are used when dealing with larger numbers (see [24] or the forthcoming papers [23, 261).
Notations. In the sequel, N will denote an odd integer to be tested for primality, MR Miller-Rabin's algorithm, CL2 Cohen-Lenstra's, and ATK Atkin's. We write E(K) for the set of points with coordinates (2 : y : z ) which satisfy (1) with z = 1, together with the point at infinity: OE = (0 : 1 : 0). We will use the well-known tangent-and-chord addition law on a cubic [18] over a finite field Z / N Z (see [16] for a justification). We can compute kP using the binary method (see also [ll] ) or addition-subtraction chains [28]. In order to use the preceding theorem, we need to compute the number of points m. This process is far from trivial in general (see [32] ). From a practical point of view, it is desirable t o use deep properties of elliptic curves over finite fields. This involves the theory of complex multiplication and class fields and requires a lot of theory [24] . We can summarize the principal properties:
A brief description of
Theorem 3 Every elliptic curve E mod p has complex multiplication by the ring of integers of an
From a very down-to-earth point of view, this comes down to saying:
The computation of the polynomials HD is dealt with in [24] and [25]: it requires some 1000 lines of MAPLE code. As a result, I have a list of 575 discriminants (those with h 5 10 and some with h = 12), thus providing about 1158 potential number of points. and go to step 2 else go to step 3. 5 . end.
In
Step 2, we use lattice reduction (see [24] ). In Step 3, we use a sieve to find a l l factors less than 215, which is enough for our purpose (that is testing the primality of 100-digit integers). The sieving process is done as follows (this generakes a trick described in 17, Section 7, Rem. 
If one of the steps of procedure SEARCHN cannot be achieved, this means that either one of O m
The second phase consists in proving that the numbers Xi are indeed primes. This is done as Xi is indeed composite or that this is a difficult number (see [26] ).
follows:
Procedure PROOF for i = k . 0 
verify the condition of theorem ( 2 ) .
The same remarks can be made if we cannot complete our task. It has been observed that as soon as we can complete Phase 1, Phase 2 is no problem (apart from the execution time). We can attempt t o compare the speeds of these two arithmetics by measuring the time needed on a SUN t o do the same operations on numbers having equal numbers of bits: a multiple consists of 12 words of 32 bits and a double of 24 words of 32 bits. We list below these times in milliseconds.
We can satisfy ourselves with the crude statement that our arithmetic is 15 times slower than that of Cohen and Lenstra. Following the same line, we can compare the time needed to test 100-digit numbers for primality. We now describe the protocol we used (it is the protocole of [ll] without the testing for small factors). We now see that our MR is about 8 times slower, but ATK algorithm is less than 14 times slower than CL2. These arguments are not very strong, but gives some hints on the relative behaviors of CL2 compared t o ATK.
For the sake of completeness, I list in the following Table I : Time needed to test a d-word number for primality being). My arithmetic is able to deal with arbitrary large numbers and I was able to certify numbers from 250 t o 700 digits. (For these sizes, I use special algorithms, including Karatsuba's multiplication algorithm as implemented by P. Zimmermann at INFUA.) On the contrary, the size of integers used on the CDC must be fixed at compile time [20] . where R, is the number to be tested, type giving the type of theorem used to show the primality of n;. This is an integer, chosen as follows: It is also possible to give a very short label to a certificate, which I call a primaIity path. It consists in some brief informations on the discriminants used and the actual value of m choosen (see [26] ). For example, for the above mentioned prime, the path is: 4dl -1 + 1 + 3 f l + l+.
An independant verifier can check the proof by simply coding the necessary basic operations on elliptic curves.
The size of the whole program is about 230 kbytes (about 6500 lines of Le-Lisp) using 370 kbytes of data (the polynomials HD and the primes below ZI5). The code needed for verifying a certificate is about 74 kbytes. Moreover, the time needed to verify a certificate for a 100-digit prime is about one fifth the time needed t o build it.
Further directions of research.
In the future, I intend to optimize my code a little further, namely using special techniques for gcd's, . . . It d also be interesting to use the hardware multiplier built by J. Vuillemin and his team at INRIA and DEC-PRL [5] to speed up the modular operations.
A p d from this technological research, it is possible to give some hints concerning the analysis of the algorithm and also what a bad number is for ATK.
7.
Conclusions-If we try to answer our original questions in brief, we see that CL2 gives a succinct proof in a short time on a huge computer, taking 90 times more time than four executions of MR; on the other hand, ATK gives a lengthy proof that can be v e d e d in a small fraction of the time needed to establish it, and it works well on a small computer, achieving a ratio of 150 with ~x M R , which is not too bad compared to CL2, since the arithmetic is approximately fifteen times slower.
