Data cleaning is one of the important step of KDD (Knowledge discovery in database) process. One critical problem in data cleaning is the presence of missing values. Various approaches have proposed to find & replace such missing data including use of mean value, use of global constant, replace by more probable value etc. Imputation is one of the important procedures in statistics that is used to replace the missing values in a data set. One advantage of this approach is that the missing data treatment is independent of the learning algorithms that are used. This allows the user to select the most suitable and appropriate imputation method for each situation. This paper analyze the six different imputation methods proposed in the field of statistics and implement them in Data mining environment. An artificial data set of 1000 records is used to analyze the performance of these methods. For testing the significance of these methods Z-test approach were used. Exhaustive experiments show the effectiveness of the proposed methods. It is assumed that all the attributes of input data are of numeric data type.
INTRODUCTION
Missing value treatment is another critical issue in data mining. If the information repository on which data mining methods are applied to extract patterns, contains some missing values, then obviously the quality of the pattern extracted may be degraded or poor. Imputation is a promising method used to find & replace the missing values where data set attributes are highly associated to each other. Thus, through the identification of dependency among attributes, missing values can be determined. The objective of this paper is to propose the different imputation methods to improve the quality of KDD process and to compare & analyze the performance of these methods using Z-test in a large database, so that the best possible methods could be proposed in data mining.
IMPUTATION METHODS FOR MISSING DATA TREATMENT USING AUXILIARY INFORMATION
Several imputation techniques are described by different researchers, some of them are better over others. Rubin (1976) addressed three concepts: MAR (missing at random), OAR (observed at random) and PD (parametric distribution). In what follows MCAR (missing completely at random) is used. Under this mentioned setup, some of the well known imputation methods, that can be used in data mining are given below : 
Let

Mean Method of Imputation
Ratio Method of Imputation
For sampled values i y and i x define i y
Using above, the imputation-based estimator of data set mean Singh and Horn (2000) proposed compromised imputation procedure
Compromised Method of Imputation
where  is a suitably chosen constant, such that the resultant variance of the estimator is minimum. The imputation-based estimator, for this case, is 
For optimum
, the minimum m. s.
e. of COMP y is given by the expression
Ahmed Methods of Imputation
For the case where 
Lemma : (i)
The bias of 1 t is :
The m.s.e. of 1 t is :
The minimum m.s.e. of 1 t is : 
The M.S.E. of 2 t is :
The minimum m.s.e. of 2 t is :
for the optimum value of 2  which is given by This is natural analogue of the ratio estimator called the product estimator used when an auxiliary variate x has negative correlation with y.
Lemma (vii)
The bias of 3 t is :
The m.s.e. of 3
The minimum m.s.e. of 3 t is :
for the optimum value of 3  which is given by
Factor-Type Methods of Imputation :
For the case where ji y denotes the ith available observation for the jth imputation method. Shukla and Thakur (2008) suggested the following :
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in terms of ,  and  up to first order of approximation is :
The mean squared error of 3 FT T is :
TESTING THE SIGNIFICANCE OF THE DIFFERENCE BETWEEN THE MEANS OF TWO LARGE SAMPLES:
Suppose two random samples of n1 and n2 members respectively have been drawn from the same data set of standard deviation . since the difference of their means ( 2 1~x x ) is due to fluctuations of sampling due to the assumption that the samples are independent and drawn from the same data set. The standard error e of the difference of their means is given by 
If n1 and n2 be sufficiently large than x exceeds 3e the difference can hardly be accounted for by the fluctuations of sampling and our assumption unlikely to be correct while if difference exceeds 2e, it is regarded as significant at the 5% level of probability.
If two independent samples of n1 and n2 members respectively be drawn from different data sets with variances Assuming that n1 and n2 are large and the two data sets have the same means, the difference of the means of the samples will be normally distributed with mean zero and s.d. e given by If the difference of the means of the samples exceeds 3e, it can hardly be accounted for on the basis of fluctuations of sampling and our assumption that the two data sets have the same mean is almost certainly wrong.
In the above discussion the following assumption have been considered:
1. It is assumed that the data set variance (i) The parent data sets may not be normal, though we are assuming that they do not depart strikingly from it. In particular, we assume that the data sets of finite variances. For data sets like Cauchy's where the variance is not finite, the tests would break down completely even for infinitely large samples.
(ii) The data set variances are not known and have to be replaced by their estimates.
3. For normal data sets with known variances, the above tests are valid for all sample sizes.
4.
If the hypothesis to be tested is that the data set means are 
EXPERIMENTAL ANALYSIS
CONCLUSION
This work analyses the behavior of five imputation methods that can be used for missing data treatment. These methods are analyzed on different percentages of missing data into a common attribute of large data sets. The Ratio method of imputation and Factor type compromised method of imputation provides very good results, even for training sets having a large amount of missing data. In case of mean method of imputation, only at 24% level of missing data, critical value of z score i.e. 0.0051 is less than 5 % level of significance which shows that the results are almost same in case of mean of attribute domain (without missing) and mean attribute domain(with missing) at this percent. In case of ratio method of imputation and , only at 34% level of missing data, critical value of z score i.e. 0.0031 is less than 5 % level of significance which shows that the results are almost same in case of mean of attribute domain (without missing) and mean attribute domain(with missing) at this percent.
In case of Ahmed method of imputation, only at 34% level of missing data, critical value of z score i.e. 0.0427 is less than 5 % level of significance which shows that the results are almost same in case of mean of attribute domain (without missing) and mean attribute domain(with missing) at this percent. In case of Factor type compromised method of imputation, at 34% level of missing data, critical value of z score's are 0.0427, 0.04276 & 0.0427 respectively that is less than 5 % level of significance which shows that the results are almost same in case of mean of attribute domain (without missing) and mean attribute domain(with missing) at this percent.
Although, all the methods are showing approximately correct results at different percentages of missing data but when we compare results of all the methods on same data set, outcome given by ratio method of imputation and Factor type compromised method are more accurate among all. Hence, it may be recommended for imputing the missing values to preprocess the database prior to analysis, so that the quality of the results extracted can be improved.
In future works, the missing data treatment methods will be analyzed in other data sets. Furthermore, in this work missing values were inserted completely at random (MCAR). In a future work, one canl analyze the behavior of these methods when missing values are not randomly distributed. In this case, there is a possibility of creating invalid knowledge. For an effective analysis, it is recommended to inspect not only the error rate, but also the quality of the knowledge induced by the learning system.
