Abstract. This paper applies theory and methods of random walks and gambling systems to a probabilistic model in which Syracuse sequences are shown to converge almost surely.
Introduction
The Syracuse conjecture, also known as the 3x+1 problem, has been extensively studied since it's formulation in the 1950's and is considered to date as still open (Delahaye 1998) .
Basically, the problem states that starting from 0 S , a positive integer greater than one, a deterministic but essentially unpredictable finite or infinite sequence of integers 0 1 2 , , ,..., ,... shown to be true for numbers up to 2.7× 10 16 (Oliveira 1999) by direct calculations and certain classes of integers have also been shown to comply to it (Delahaye 1998) . Most methods used to date in trying to prove this conjecture are based on number theory and seem to lead to roadblocks due to the complexity of that model (Lagarias 1996) . However, probabilistic models have also been used, some with significant results. For an overview, see (Chamberland 2003 ).
Our approach is entirely probabilistic. It allows us to show that, within the constraints of a formally defined probabilistic model, the conjecture is true almost surely (a.s.), that is with probability one. Gambler S is considered ruined and must stop playing if his fortune drops to one unit, otherwise he must bet at every play, hoping for an unbounded increase in wealth.
Probabilistic model
Considering the long run unpredictability of the sequence of fortunes and the fact that a randomly chosen integer has equal probability of being odd or even, our main assumption here is that, at each play, the Syracuse gambler has equal chances of winning or losing a bet, disregarding any information provided by the known present position. Given that bets must be placed at every play, this information is considered as null, save for short term prediction. In this model, gambler S is in a favorable game situation since a win brings in an extra 1 2 unit, giving a positive expected win of 1 4 units at each play. It can be thought that this advantage, however small, could possibly lead gambler S to riches almost surely or at least with a positive probability, but this is not the case. We show here that the random sequence { n S } leads almost surely to one, and does so in a finite number of steps.
In order to prove this, we rely on the help of a second gambler (T), playing a similar game, synchronized with gambler S as for winning or losing a bet, but with some game parameters set differently. These will allow for gambler T, starting from the same point 
Theorem 1
Let X and all other symbols be as previously defined. 
Main result
We will now show that in this model it is possible to set γ such that both this condition and i i T S ≥ for all i, can be met. This will imply the ruin of gambler T and, by consequence, that of gambler S as well. We propose:
Theorem 2
Syracuse sequences converge almost surely
Proof
Let the sequence { n T } be as previously defined. Let 1 B > be an integer lower bound such that any integer value smaller or equal to B is known to validate the conjecture. B will be considered as a sufficient lower bound for proof and can be set as small as 2 or as high as 2.7× 10 16 , or up to whatever the present upper bound of proven values is. Gambler T is considered ruined and stops betting if his fortune at any time reaches or falls below B. Thus we have i T B ≥ , for any i, until the game stops.
• To achieve i i T S ≥ for all i, we need to set γ such that: • To have 0 a.s. σ → as n → ∞ , the successive bets will, for some n, reach or fall below that bound. At that point, the Syracuse gambler will also have been ruined if we consider B as a valid lower bound for that player also. It follows that, in this probabilistic model of the Syracuse problem, convergence to one in a finite number of steps is almost sure.
Discussion
Our main result is in line with those of Terras 1978 , Crandall 1978 , Everett 1977 Lagarias 1996 although our approach to the problem is notably different. Moreover, our result clearly validates almost sure convergence of Syracuse sequences, while those of Terras 1978 and Everett 1977 show the existence of a limiting density of one for the set of integers which eventually lead to a value lower than the starting point. Crandall does present a heuristic argument that lends credibility to the main conjecture, using a smoothed stopping time function but in his own words it lacks precision. Another notable difference is that we consider sequences to converge when they reach a predetermined proven lower bound B, while other probabilistic arguments consider as convergent a sequence reaching a value smaller than the starting point.
The speed at which typical { n T } sequences converge depends on the value of ξ , more specifically its distance from the constant σ . Increasing the value of the lower bound B decreases ξ and accelerates the downward movement. In our model, setting B = 2 gives 
Conclusion
We have considered here a probabilistic analog of the Syracuse problem and showed that, in the proposed model, the conjecture is true, almost surely that is. Our proof is based on existing results of probability theory, more specifically that of random walks and gambling theory. This allowed us to use a model where the long term unpredictable sequence of values generated in the Syracuse problem was first considered as a random walk on the positive integers with a specific set of parameters and rules. Our main assumption was to suppose that, from any position, the next move could be in either direction with equal probability. This approach disregards locally available information that could possibly be applied to short term prediction of the behavior of the sequence. But, by keeping our model relatively simple, important insight is gained on the asymptotic behavior of Syracuse sequences. Although this result does not prove the non existence of exceptional sequences increasing without bounds, it shows how Syracuse sequences behave en masse, pulled in a downward trend.
The small advantage given to the Syracuse gambler, that extra half a unit per win, is not enough to allow for an unbounded increase in wealth. The problem is that too large a percentage of the available capital is placed on each bet, a losing strategy in this context. With the help of a second gambler, introduced as a technique to allow the use of existing results, we showed that the Syracuse gambler will eventually be ruined, that is back to square one with probability one.
The question of whether there exists a winning strategy for the Syracuse gambler has not been looked into as it leads to a random walk on rational or real numbers, away from the integer context of the original problem. However, we have shown that the technique used here can be easily adapted and applied to similar types of problems, or generalizations of the same. The gambling language used, being picturesque, facilitates the communication and understanding of otherwise complex concepts. 
