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Abstract
The Tonelli existence theorem in the calculus of variations and its subsequent modifications were estab-
lished for integrands f which satisfy convexity and growth conditions. In this paper we consider a large
class of optimal control problems which is identified with a complete metric space of integrands without
convexity assumptions and show that for a generic integrand the corresponding optimal control problem
possesses a unique solution and this solution is Lipschitzian.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Banach space; Integrand; Generic result; Optimal control problem
1. Introduction
The Tonelli existence theorem in the calculus of variations [18] and its subsequent generaliza-
tions and extensions (e.g., [6,7,10,14,17]) are based on two fundamental hypotheses concerning
the behavior of the integrand as a function of the last argument (derivative): one that the inte-
grand should grow superlinearly at infinity and the other that it should be convex (or exhibit a
more special convexity property in case of a multiple integral with vector-valued functions) with
respect to the last variable. Moreover, certain convexity assumptions are also necessary for prop-
erties of lower semicontinuity of integral functionals which are crucial in most of the existence
proofs, although there are some interesting theorems without convexity (see [6, Chapter 16] and
[3,5,8,12,13,16]).
E-mail address: ajzasl@tx.technion.ac.il.0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.01.108
A.J. Zaslavski / J. Math. Anal. Appl. 335 (2007) 962–973 963In [19–21] it was shown that the convexity condition is not needed generically, and not only
for the existence but also for the uniqueness of a solution and even for well-posedness of the
problem (with respect to some natural topology in the space of integrands). Instead of consider-
ing the existence of a solution for a single integrand f , we investigated it for a space of integrands
and showed that a unique solution exists for most of the integrands in the space. Such approach is
often used in many situations when a certain property is studied for the whole space rather than
for a single element of the space. See, for example, [1,9,15,22] and the references mentioned
there. Interesting generic existence results were obtained for particular cases of variational prob-
lems [4,11]. It should be mentioned that for Mayer type optimal control problems important
and interesting results concerning the regularity of value functions and uniqueness of optimal
solutions were established in [2].
In [20] this approach allowed us to establish the generic existence of solutions for a large
class of optimal control problems without convexity assumptions. More precisely, in [20] we
considered a class of optimal control problems (with the same system of differential equations,
the same functional constraints and the same boundary conditions) which is identified with the
corresponding complete metric space of cost functions (integrands), say F . We did not impose
any convexity assumptions. These integrands are only assumed to satisfy the Cesari growth con-
dition. The main result in [20] establishes the existence of an everywhere dense Gδ-set F ′ ⊂ F
such that for each integrand in F ′ the corresponding optimal control problem has a unique solu-
tion.
In the present paper we consider the complete metric space of integrandsM introduced in [23]
and show that for most integrands in the spaceM (in the sense of Baire category) the correspond-
ing optimal control problem has a unique solution and this solution is Lipschitzian. In [23] we
studied the space M and showed that for most integrands in the space M (in the sense of Baire
category) the infimum of the corresponding integral functional on the full admissible class of
trajectory-control pairs is equal to the infimum on a subclass of trajectory-control pairs whose
controls are bounded by a certain constant.
We can ask if it is possible to combine the result of [23] mentioned above and the results
of [19–21] and obtain that for most integrands in the spaceM the corresponding optimal control
problems have a unique solution and this solution is Lipschitzian.
It turns out that the situation is not so simple as it looks at the first sight and the generic
existence of a Lipschitzian solution cannot be obtained immediately. The problem is that in [19–
21] the space M was not considered. Moreover, the convergence in the topological space M is
convergence on bounded subsets of a certain domain while the convergence in the spaces studied
in [19–21] is convergence on the whole domain. So we need to adapt the ideas and methods
of [19–21] to the topological spaceM.
2. The main result
We say that a property of elements of a complete metric space Z is generic (typical) in Z if
the set of all elements of Z which possess this property contains an everywhere dense Gδ subset
of Z. In this case we also say that the property holds for a generic (typical) element of Z or that
a generic (typical) element of Z possesses the property [1,15,22].
In this paper we use the following definitions and notation. For each function h :Z →
R1 ∪ {∞}, where Z is nonempty, and each nonempty subset Y ⊂ Z set
inf(h) = inf{h(z): z ∈ Z}, inf(h;Y) = inf{h(z): z ∈ Y}. (2.1)
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a normed space, then for each z ∈ Z and each r > 0 set
BZ(z, r) =
{
y ∈ Z: ‖y − z‖ r}, BZ(r) = BZ(0, r).
Assume that (E,‖ · ‖), (F,‖ · ‖) are Banach spaces. For each M > 0 denote by DM(E) the
collection of all nonempty subsets D ⊂ E such that D ⊂ BE(M).
Let −∞ < τ1 < τ2 < ∞. Denote by W 1,1(τ1, τ2;E) the set of all functions x : [τ1, τ2] → E




u(s) ds, t ∈ (τ1, τ2].
It is known that if x ∈ W 1,1(τ1, τ2;E), then the equation above defines a unique Bochner inte-
grable function u which is called the derivative of x and is denoted by x′.
We also use the notation W 1,1(Ω;E) = W 1,1(τ1, τ2;E) where Ω = [τ1, τ2].
Let 0 T1 < T2 < ∞ and let U : [T1, T2] → 2F \ {∅} be a set-valued mapping such that U(t)
is closed for all t ∈ [T1, T2].
Let G : [T1, T2]×E×F → E be a continuous mapping, φ : [0,∞) → [0,∞) be an increasing
function and let c0 be a positive number such that
lim
t→∞φ(t)/t = ∞, (2.2)∥∥G(t, y1, v)−G(t, y2, v)∥∥ c0‖y1 − y2‖φ(‖v‖) (2.3)
for each t ∈ [T1, T2], each y1, y2 ∈ E and each v ∈ F and that∥∥G(t, y, v1)−G(t, y, v2)∥∥ c0‖v1 − v2‖φ(‖y‖) (2.4)
for each t ∈ [T1, T2], each y ∈ E and each v1, v2 ∈ F.
It is clear that the mapping G is bounded in the norm topology on any bounded subset
of [T1, T2] ×E × F .
We assume that there exist a Bochner integrable function u∗(t), t ∈ [T1, T2] and N∗ > 0 such
that
u∗(t) ∈ U(t), t ∈ [T1, T2] a.e. and
∥∥u∗(t)∥∥N∗, t ∈ [T1, T2] a.e. (2.5)
For each nonempty bounded set D ⊂ E denote by X(G,D) the set of all pairs (x,u) where
x ∈ W 1,1(T1, T2;E) and u : [T1, T2] → F is a strongly measurable function which satisfies
u(t) ∈ U(t), t ∈ [T1, T2] almost everywhere (a.e.),




, t ∈ [T1, T2] a.e., (2.6)
and denote by XL(G,D) the set of all (x,u) ∈ X(G,D) such that u is essentially bounded. To
be more precise, we have to define elements of X(G,D) as classes of pairs equivalent in the
sense that (x1, u1) and (x2, u2) are equivalent if and only if x2(t) = x1(t) for all t ∈ [T1, T2] and
u1(t) = u2(t) for almost every (a.e.) t ∈ [T1, T2].







dt → min, (x,u) ∈ X(G,D)T1
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integrandsM which will be described below.
Let λ0(t), t ∈ [T1, T2] be an integrable scalar nonnegative function, let c1, c2 be posi-
tive constants and let c3 be a nonnegative constant. Denote by M the set of all functions
f : [T1, T2] ×E × F → R1 which satisfy the following assumptions:
(B1) f is measurable with respect to the σ -algebra generated by products of Lebesgue measur-
able subsets of [T2, T2] and Borel subsets of E × F ;
(B2) For each M > 0 there is M0 > 0 such that for almost every t ∈ [T1, T2] the inequality
|f (t, x,u)|M0 holds for each x ∈ BE(M) and each u ∈ BF (M);
(B3) For each M > 0 there exists L > 0 such that for almost every t ∈ [T1, T2] the inequal-
ity |f (t, x1, u) − f (t, x2, u)|  L‖x1 − x2‖ holds for each x1, x2 ∈ BE(M) and each
u ∈ BF (M);
(B4)
f (t, y, v) c1
∥∥G(t, y, v)∥∥− λ0(t) for all (t, y, v) ∈ [T1, T2] ×E × F, (2.7)
f (t, y, v) c2φ
(‖v‖)− c3 for all (t, y, v) ∈ [T1, T2] ×E × F. (2.8)
We equip the set M with the uniformity determined by the base
Es(N, ) =
{
(f, g) ∈M×M: ∣∣g(t, x,u)− f (t, x,u)∣∣ 
for all (t, x,u) ∈ [T1, T2] ×BE(N)×BF (N)
}
∩ {(f, g) ∈M×M: ∣∣(f − g)(t, x1, u1)− (f − g)(t, x2, u2)∣∣
 
(‖x1 − x2‖ + ‖u1 − u2‖)
for each t ∈ [T1, T2], each x1, x2 ∈ BE(N) and each u1, u2 ∈ BF (N)
}
, (2.9)
where N, > 0. Clearly, the space M with this uniformity is metrizable (by a metric d) and
complete. We equip the space M with the topology induced by this uniformity. This topology
will be called the strong topology ofM.
We also equip the set M with the uniformity determined by the base
Ew(N, ) =
{
(f, g) ∈M×M: for almost every t ∈ [T1, T2]
the inequality
∣∣g(t, x,u)− f (t, x,u)∣∣ 
holds for each x ∈ BE(N) and each u ∈ BF (N)
}
∩ {(f, g) ∈M×M: for almost every t ∈ [T1, T2] the inequality∣∣(f − g)(t, x1, u)− (f − g)(t, x2, u)∣∣ ‖x1 − x2‖
holds for each x1, x2 ∈ BE(N) and each u ∈ BF (N)
}
, (2.10)
where N, > 0.
We also equip the space M with the topology induced by this uniformity. This topology will
be called the weak topology of M. Denote by Ma the set of all functions f ∈M such that for
almost every t ∈ [T1, T2] the function f (t, ·,·) :E × F → R1 is lower semicontinuous. Denote
byMl (respectivelyMc) the set of all lower semicontinuous (respectively continuous) functions
f ∈M. Clearly,Ma ,Ml and Mc are closed subsets ofM with the strong topology.
We equip the topological subspaces Ma , Ml ,Mc ⊂M with the relative weak and strong
topologies.
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integrands in the space M the corresponding optimal problems have a unique solution and this
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(x1, u1), (x2, u2)
) = inf{ > 0: mes({t ∈ [T1, T2]:∥∥x1(t)− x2(t)∥∥+ ∥∥u1(t)− u2(t)∥∥ }) },
(x1, u1), (x2, u2) ∈ X(G,D). (2.11)









The following theorem is our main result.
Theorem 2.1. Let A ⊂M be either Ma or Ml or Mc equipped with the relative weak and
strong topologies. Then there exists an everywhere dense (in the strong topology) subset F ⊂A
which is a countable intersection of open (in the weak topology) subsets of A such that for each
f ∈F the following assertions hold:
(1) inf(If ;X(G,D)) is finite and attained at a unique function (x¯, u¯);
(2) the function u¯ is essentially bounded;
(3) for each  > 0 there are a neighborhood V of f in A with the weak topology and δ > 0
such that for each g ∈ V if (y, v) ∈ X(G,D) satisfies Ig(y, v) inf(I g;X(G,D))+ δ, then
ρ((x¯, u¯), (y, v))  and |Ig(y, v)− If (x¯, u¯)| .
3. Auxiliary results
The following two properties were introduced in [23].
Definition 3.1. Let f ∈M and M be a positive number. We say that the integrand f possesses the
(M)-strong Lipschitz regularity property, or briefly (M)-(SLR) property, if there exists K > 0
such that for each g ∈M satisfying (f, g) ∈ Ew(K,M), each D ∈ DM(E) and each (x,u) ∈
X(G,D) satisfying mes({t ∈ [T1, T2]: ‖u(t)‖ >K}) > 0 there exists (y, v) ∈ X(G,D) such that
Ig(y, v) < Ig(x,u) and ‖v(t)‖K for almost every t ∈ [T1, T2].
Definition 3.2. Let f ∈M. We say that the integrand f possesses the strong Lipschitz regularity
property, or briefly (SLR) property, if for any positive number M the integrand f possesses the
(M)-strong Lipschitz regularity property.
It is clear that if an integrand f ∈M possesses the (SLR) property, D is a nonempty bounded
subset of E and (x,u) ∈ X(G,D) is a minimizer of the problem (P), then there is a positive
number K > 0 such that ‖u(t)‖  K for almost every t ∈ [T1, T2]. It is also clear that if an
integrand f ∈M possesses the (SLR) property and D is a nonempty bounded subset of E, then
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problem (P) such that ‖un(t)‖K for each natural number n and almost every t ∈ [T1, T2].
The following theorem is one of the main results of [23, Theorem 1.6]
Theorem 3.1. There exists a subset F ⊂M which is a countable intersection of open (in the
weak topology) everywhere dense (in the strong topology) subsets of M such that each f ∈ F
possesses the strong Lipschitz regularity property.
Moreover, F ∩Ma (respectively F ∩Ml , F ∩Mc) contains a countable intersection of open
(in the weak topology) everywhere dense (in the strong topology) subsets of Ma (respectively
Ml ,Mc).
Let M > 0. Denote by LM the set of all functions f ∈M which satisfy the following as-
sumption:
(B5) There exist positive numbers M0,M1,M2,L, δ and an integrable scalar nonnegative func-
tion ψ(t), t ∈ [T1, T2], which depend only on f and M such that:
(i) for each D ∈ DM(E) and each (x,u) ∈ X(G,D) which satisfies ‖u(t)‖ M + N∗
for almost every t ∈ [T1, T2] the inequality ‖x(t)‖M0 holds for all t ∈ [T1, T2];
(ii) for almost every t ∈ [T1, T2] the inequality f (t, x,u)  M1 holds for each x ∈
BE(M +M0 +N∗) and each u ∈ BF (M +M0 +N∗);
(iii) for each g ∈M, each D ∈DM(E) and each (x,u) ∈ X(G,D) satisfying Ig(x,u)
(M +M1)(T2 − T1)+ 1 the inequality ‖x(t)‖M2 holds for all t ∈ [T1, T2];
(iv) for almost every t ∈ [T1, T2] the inequality∣∣f (t, x1, u)− f (t, x2, u)∣∣ L‖x1 − x2‖(f (t, x1, u)+ψ(t))
holds for each x1, x2 ∈ BE(M2 + 1) satisfying ‖x1 − x2‖ δ and each u ∈ F .
Remark 3.1. The existence of M0 in (B5)(i) follows from Lemma 2.5 of [23]. The existence
of M1 in (B5)(ii) follows from (B2) and the existence of M2 in (B5)(iii) follows from Lemma 2.7
of [23].
The following useful result was obtained in [23, Proposition 5.1].
Proposition 3.1. Let f ∈M and let ,N,M be positive numbers. Then there exists g ∈ LM such
that:
(f, g) ∈ Es(N, );
if f ∈Ma (respectively f ∈Ml , f ∈Mc), then g ∈ LM ∩Ma (respectively g ∈ LM ∩Ml ,
g ∈ LM ∩Mc);
there are constants M0 > 0,M1 > 2,M2 > 0,L > 0 such that (B5)(i) and (B5)(iii) hold
for g and for almost every t ∈ [T1, T2],
g(t, x,u)M1 − 2
for each x ∈ BE(M +M0 +N∗) and each u ∈ BF (M +M0 +N∗),∣∣g(t, x1, u)− g(t, x2, u)∣∣ L‖x1 − x2‖
for each x1, x2 ∈ BE(M2 + 1) and each u ∈ F.
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Proposition 3.2. Assume that y0 ∈ E and that u : [T1, T2] → F is a strongly measurable essen-
tially bounded function. Then there exists y ∈ W 1,1(T1, T2;E) such that




, t ∈ [T1, T2] a.e.
The next theorem established in [23, Theorem 3.1] plays an important role in the proof of
Theorem 2.1.
Theorem 3.2. Let M be a positive number and let f ∈ LM . Then there exist K > N∗, Δ1 > 0
such that for each g ∈M satisfying (f, g) ∈ Ew(K,M), each D ∈ DM(E) and each (x,u) ∈
X(G,D) which satisfies Ig(x,u) inf(I g;X(G,D))+ 1, the following assertion holds:
If the set Ω := {t ∈ [T1, T2]: ‖u(t)‖ >K} has a positive Lebesgue measure, then there exists
(y, v) ∈ X(G,D) such that







∥∥u(t)∥∥dt, t ∈ [T1, T2],
v(t) = u(t), t ∈ [T1, T2] \Ω, v(t) = u∗(t), t ∈ Ω.
4. Proof of Theorem 2.1
It is not difficult to verify that for each f ∈ A the functional If :X(G,D) → R1 ∪ {∞} is
lower semicontinuous. (For the proof see [19, Proposition 4.1].) By Theorem 3.1 in order to
prove Theorem 2.1 it is sufficient to show the existence of the set F0 ⊂A which is a countable
intersection of open (in the weak topology) everywhere dense (in the strong topology) subsets
of A such that for each f ∈F0 the assertions (1) and (3) hold.
By Theorem 2.1 of [19] in order to meet this goal it is sufficient to show that the following
conditions are satisfied:
(H1) For any f ∈A, any  > 0 and any γ > 0 there exist a nonempty open setW in A with the
weak topology, (x,u) ∈ X(G,D), α ∈ R1, and η > 0 such that
W ∩ {g ∈A: d(f,g) < } = ∅ (4.1)
and for any g ∈W if (y, v) ∈ X(G,D) is such that Ig(y, v) inf(I g;X(G,D))+ η, then
ρ((x,u), (y, v)) γ and |Ig(y, v)− α| γ ;
(H2) If f ∈A and {(xn,un)}∞n=1 is a Cauchy sequence in (X(G,D),ρ) such that the sequence
{If (xn,un)}∞n=1 is bounded, then the sequence {(xn,un)}∞n=1 converges in (X(G,D),ρ).
The validity of the condition (H2) is proved analogously to the proof of Proposition 4.2
of [19].
Let us prove that (H1) holds. Choose a positive constant M such that
D ⊂ BE(M). (4.2)
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ing on f such that (B5)(i) and (B5)(iii) hold, for almost every t ∈ [T1, T2],
f (t, x,u)M1 − 2, ∀x ∈ BE(M +M0 +N∗), ∀u ∈ BF (M +M0 +N∗), (4.3)
and that for almost every t ∈ [T1, T2],∣∣f (t, x1, u)− f (t, x2, u)∣∣L‖x1 − x2‖ (4.4)
for each x1, x2 ∈ BE(M2 + 1) and each u ∈ F .
By Proposition 3.1 L0 is an everywhere dense subset of A with the strong topology. In order
to prove (H1) we need the following auxiliary result which is proved analogously to Lemma 5.1
in [21].
Proposition 4.1. For each γ ∈ (0,1) there exists δ(γ ) ∈ (0,1) such that for each f ∈A and each
r ∈ (0,1] there exist a continuous function h : [T1, T2]×E×F → R1 and (x¯, u¯) ∈ X(G,D) such
that:
0 h(t, x,u) r/2 for each (t, x,u) ∈ [T1, T2] ×E × F ;∣∣h(t, x1, u1)− h(t, x2, u2)∣∣ 2−1r(‖x1 − x2‖ + ‖u1 − u2‖)
for each x1, x2 ∈ E, each u1, u2 ∈ F and each t ∈ [T1, T2];
the function
f¯ (t, x, u) := f (t, x,u)+ h(t, x,u), (t, x,u) ∈ [T1, T2] ×E × F, (4.5)
belongs to A;
for each (y, v) ∈ X(G,D) satisfying I f¯ (y, v) inf(I f¯ ;X(G,D)) + 2δ(γ )r the inequality
ρ((x¯, u¯), (y, v)) γ is valid.
In the sequel for any γ ∈ (0,1) let δ(γ ) ∈ (0,1) be as guaranteed by Proposition 4.1. We will
verify (H1). Let f ∈ A and let , γ > 0. We have already mentioned that L0 is an everywhere
dense subset of A with the strong topology. Therefore there is f0 ∈ L0 such that
d(f,f0) < /4. (4.6)
Choose numbers r ∈ (0,4−1), N > 1 and γ0 > 0 such that
Es(N,2r) ⊂
{
(g1, g2) ∈A×A: d(g1, g2) /4
}
, (4.7)
γ0 ∈ (0, γ /4). (4.8)
By the choice of δ(γ0) and Proposition 4.1 there exists a continuous function h : [T1, T2] ×
E × F → R1 which satisfies
0 h(t, x,u) r/2 for all (t, x,u) ∈ [T1, T2] ×E × F, (4.9)∣∣h(t, x1, u1)− h(t, x2, u2)∣∣ 2−1r(‖x1 − x2‖ + ‖u1 − u2‖) (4.10)
for each x1, x2 ∈ E, each u1, u2 ∈ F and each t ∈ [T1, T2], and there exists
(x¯, u¯) ∈ X(G,D) (4.11)
such that the function
f¯ (t, x, u) := f0(t, x,u)+ h(t, x,u), (t, x,u) ∈ [T1, T2] ×E × F, (4.12)
belongs to A and has the following property:
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ity ρ((x¯, u¯), (y, v)) γ0 is valid.
We show that f¯ ∈ LM . Since f0 ∈ L0 it follows from the definition of L0 (see (4.3), (4.4))
that there exist constants M0 > 0, M1 > 2, M2 > 0, L > 0 such that (B5)(i) and (B5)(iii) hold,
for a.e. t ∈ [T1, T2],
f0(t, x,u)M1 − 2, ∀x ∈ BE(M +M0 +N∗), ∀u ∈ BF (M +M0 +N∗), (4.13)
and that for a.e. t ∈ [T1, T2],∣∣f0(t, x1, u)− f0(t, x2, u)∣∣L‖x1 − x2‖ (4.14)
for each x1, x2 ∈ BE(M2 + 1) and each u ∈ F.
Relations (4.12), (4.13) and (4.9) imply that for almost every t ∈ [T1, T2],
f¯ (t, x, u)M1 − 1, ∀x ∈ BE(M +M0 +N∗), ∀u ∈ BF (M +M0 +N∗). (4.15)
In view of (4.14), (4.12) and (4.10) for almost every t ∈ [T1, T2] we have∣∣f¯ (t, x1, u)− f¯ (t, x2, u)∣∣ (L+ 1)‖x1 − x2‖
for each x1, x2 ∈ BE(M2 + 1) and each u ∈ F. (4.16)
Therefore
f¯ ∈ LM. (4.17)
Relations (4.9), (4.10), (4.12) and (4.7) imply that d(f0, f¯ )  /4. Together with (4.6) this in-
equality implies that
d(f, f¯ ) < /2. (4.18)
By (B5)(i), Proposition 3.2, (2.5) (4.15) and (2.10) there is an open neighborhoodW1 of f¯ in A
with the weak topology such that
inf
(
Ig;X(G,D)) (M1 − 1/2)(T2 − T1) for each g ∈W1. (4.19)
It follows from (4.17) and Theorem 3.2 that there exist Δ > 0, K > N∗ and an open neighbor-
hoodW2 of f¯ in A with the weak topology such that the following property holds:
(C2) If




Ω := {t ∈ [T1, T2]: ∥∥u(t)∥∥>K}
has a positive Lebesgue measure, then there exists (y, v) ∈ X(G,D) such that







∥∥u(t)∥∥dt for all t ∈ [T1, T2],
v(t) = u(t), t ∈ [T1, T2] \Ω, v(t) = u∗(t), t ∈ Ω. (4.21)
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η < min
{
1, δ(γ0)r, γ /2, (4Δ+K)−1Mγ/2, (2ΔK + 1)−1KM(γ/2)
}
. (4.22)
LetW3 be an open neighborhood of f¯ in A with the weak topology such that
W3 ⊂
{
g ∈A: (f¯ , g) ∈ EB
(




W =W1 ∩W2 ∩W3. (4.24)
SinceW is a neighborhood of f¯ in A with the weak topology relation (4.18) implies (4.1). First
we show that∣∣inf(Ig;X(G,D))− inf(I f¯ ; (G,D))∣∣ η/8 for all g ∈W . (4.25)
Assume that
(y, v) ∈ X(G,D), g1, g2 ∈W and Ig1(y, v) inf
(
Ig1;X(G,D))+ 1. (4.26)
By (4.26), (4.24) and the property (C2) there is (y˜, v˜) ∈ X(G,D) such that
Ig1(y˜, v˜) Ig1(y, v) and
∥∥v˜(t)∥∥K for almost every t ∈ [T1, T2]. (4.27)
Relations (4.27), (4.26) and (4.24) imply that
Ig1(y˜, v˜) (M1 − 1/2)(T2 − T1)+ 1.
Combined with (B5)(iii) this inequality implies that∥∥y˜(t)∥∥M2 for all t ∈ [T1, T2]. (4.28)
It follows from (4.26)–(4.28), (4.23), (4.24) and (2.10) that for almost every t ∈ [T1, T2],∣∣g1(t, y˜(t), v˜(t))− g2(t, y˜(t), v˜(t))∣∣ (8(T2 − T1 + 1))−1η.
Combined with (4.27) this inequality implies that
inf
(




Ig2;X(G,D)) Ig1(y, v)+ η/8.
Since this inequality holds for each g1, g2 ∈W , each (y, v) satisfying (4.26) we conclude that
(4.25) is true.
Assume that
g ∈W, (y, v) ∈ X(G,D), Ig(y, v) inf(Ig;X(G,D))+ η. (4.29)
Set
Ω = {t ∈ [T1, T2]: ∥∥v(t)∥∥>K}. (4.30)
There are two cases: (1) mes(Ω) = 0; (2) mes(Ω) > 0. In the first case set y˜ = y, v˜ = v. In
the second case it follows from (4.29), (4.30), (4.24), (4.22), the inequality K > N∗ and the
property (C2) that there is (y˜, v˜) ∈ X(G,D) such that
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∥∥v(t)∥∥dt for all t ∈ [T1, T2], (4.33)
v˜(t) = v(t), t ∈ [T1, T2] \Ω, v˜(t) = u∗(t), t ∈ Ω. (4.34)




∥∥v(t)∥∥dt  η (4.35)





In the second case it follows from (4.33)–(4.36) that
ρ
(
(y, v), (y˜, v˜)
)
 2ΔM−1η + ηM−1K−1 (4.37)
and by the definition of (y˜, v˜), (4.32) and (4.29)
inf
(
Ig;X(G,D)) Ig(y˜, v˜) Ig(y, v) inf(Ig;X(G,D))+ η (4.38)
and ∣∣Ig(y˜, v˜)− inf(Ig;X(G,D))∣∣ η. (4.39)
In view of the choice of M2, (B5)(iii), (4.39), (4.22), (4.19), (4.26) and (4.24)∥∥y˜(t)∥∥M2, t ∈ [T1, T2]. (4.40)
By (4.40), (4.31) (which hold in both cases), (4.29), (4.24) and (4.23)
∣∣f¯ (t, y˜(t), v˜(t))− g(t, y˜(t), v˜(t))∣∣ (16(T2 − T1 + 1))−1η (4.41)
for almost every t ∈ [T1, T2]. This inequality implies that∣∣I f¯ (y˜, v˜)− Ig(y˜, v˜)∣∣ 16−1η. (4.42)
By (4.42), (4.39), (4.25), (4.29) and (4.22)
I f¯ (y˜, v˜) Ig(y˜, v˜)+ η/16 inf(Ig;X(G,D))+ η + η/16
 inf
(
I f¯ ;X(G,D))+ η/8 + η + η/16 inf(I f¯ ;X(G,D))+ 2δ(γ0)r.
It follows from this relation and the property (C1) that ρ((x¯, u¯), (y˜, v˜)) γ0. Together with the
choice of (y˜, v˜), (4.37), (4.8) and (4.22) this inequality implies that
ρ
(




(x¯, u¯), (y˜, v˜)
)+ ρ((y˜, v˜), (y, v))
 γ0 +
(
2ΔM−1 + (KM)−1)η < γ/4 + η(KM)−1(2ΔK + 1)
< γ/4 + γ /2 = (3/4)γ. (4.43)
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∣∣Ig(y, v)− inf(I f¯ ;X(G,D))∣∣

∣∣Ig(y, v)− inf(Ig;X(G,D))∣∣+ ∣∣inf(Ig;X(G,D))− inf(I f¯ ,X(G,D))∣∣
 η + η/8 < γ.
Thus we have shown that (H1) holds. Theorem 2.1 is proved.
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