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R~sum~ • Ce texte a pour but de d~crire l s contextes math@matiques qui permirent l'@mergence d'un 
des groupes dits classiques, ~ savoir le groupe symplectique, par lequel le terme m@me de "symplectique', 
fit son apparition en math@matiques sous la plume d'Hermann Weyl. Nous montrerons plus pr~cis~ment, 
que ce groupe poss~de une double origine, l'une dans le cadre de la g@om~trie projective avec l'etude des 
complexes de droites, et l'autre dans des questions relatives aux transformations des int@grales ab~liennes. 
Abstract : The goal of this paper is the description of the mathematical contexts which allowed 
the emergence of one of the so called classical groups, namely the symplectic group, by which the word 
"symplectic" appeared inmathematics. We show that it has a double origin, one in the line complexes of
the projective geometry and the other one, in some questions about ransformations of abelian integrals. 
Mots cl@s : histoire du groupe symplectique, complexes de droites, int~grales ab@liennes. 
Introduct ion 
Le terme "symplectique" fit son apparition, dans le champ math@matique, A l'initiative 
d'Hermann Weyl, pour qualifier Fun des sous-groupes du groupe lin@aire. Pr@cis~ment, 
dans son ouvrage consacr@ aux groupes classiques [We], dont la premi@re @dition date de 
1938, Hermann Weyl @crit dans une note de bas de page du chapitre consacr6 au groupe 
symplectique (cf. p 165 de l'~dition de 1946) : 
<< The name "complex group" formerly advocated by me in allusion to line complexes, as 
these are defined by the vanishing of antisymmetric bilinear forms, has become more and more 
embarrassing through collision with the word "complex" in the connotation ofcomplex number. 
I therefore propose to replace it by the corresponding Greek adjective "symplectic." Dickson calls 
the group the "Abelian linear group" in homage to Abel who first studied it. ~> 
C'est ainsi que le terme symplectique fait son entr@e n math~matiques. Cette "crea- 
tion" de l'adjectif ne coincide cependant pas avec celle de l'objet qu'il qualifie puisque, 
comme le laisse entendre cette note m~me, celui-ci semble @tudi6 depuis Abel. 
Le but de ce travail est d'essayer de remonter aux sources du groupe symplectique, qui 
est, rappelons le, constitu6 des automorphismes lin@aires de ]K 2~ qui pr~servent la forme 
bilin~aire antisym@trique 
w := dpi A dqi, 
i=1 
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et ce grace aux indications contenues dans cette note de bas de page laiss6e par Weyl. 
Pr6cis6ment, nous nous proposons d'exposer, dans une perspective historique, les ~16ments 
de math~matiques qui sont ~voqu~s par Weyl dans sa note et qui ont jou~ un rSle central 
dans l'~mergence et la d~signation de ce groupe. 
I1 appert ~ la lecture de cette note qui est notre point de d~part, que pour suivre la 
g~n~se de ce groupe classique depuis sa premiere apparition, jusqu'~ sa d6signation par 
H. Weyl, nous allons devoir suivre deux pistes distinctes, celle d'abord de la g~omdtrie 
des complexes de droites, qui sugg6ra ~ Weyl le terme de "symplectique" par hell~nisation 
du latin "complexus" puis une autre, issue d'Abel et passant par Dickson. Comme nous 
allons le voir, si Weyl choisit de nommer ce groupe relativement ~t la premiere d'entre lles, 
c'est pourtant la seconde qui semble vraiment ~tre celle qui a initi~ et d~velopp~ le futur 
groupe symplectique; n outre Abel et Dickson n'y jouent pas les r61es que leur assigne 
Weyl, En effet, si on lit Dickson ([Dicl], [Dic4]), on se rend compte qu'il renvoie lui-m~me 
A Jordan [Jo] pour l'appellation "groupe ab~lien" et en consultant alors le Trait6 des sub- 
stitutions [Jo], on constate qu'effectivement, c'est Jordan qui introduit cette terminologie 
relative h Abel et ce parce qu'il voit la premiere apparition de ce groupe dans les travaux 
d'Hermite relatifs ~ la th~orie des transformations des int~grales ab~liennes ! Ce groupe 
aurait donc pu tout aussi bien s'appeler initialement le "groupe hermitien". En fait, ce qui 
se d~gage de l'examen de cette double origine du groupe symplectique, c'est que dans les 
ann~es 1830, d'abord dans le cadre de transformations de la g~om~trie projective, puis 
vingt ans plus tard, de mani~re compl~tement i d~pendante, ~ propos de transformations 
d'int6grales ab~liennes, apparaissent des quadruplets de nombres complexes l, orthogo- 
naux relativement ~une/brine symplectique sur C 4. Dans le premier cas, seule la forme 
bilin~aire antisym6trique associde au complexe lin6aire apparait, mais il ne semble pas que 
les g6om~tres de l'~poque aient ~tudi~ les transformations qui la laisseraient invariante 2.
En revanche, dans le second cas, Hermite s'int~resse au groupe des automorphismes de
cette forme et en ce sens, il est le premier ~. faire apparaitre t ~ utiliser ce qui "ca devenir 
le futur groupe symplectique. I1est ~ noter que dans les deux cas, comme nous le verrons, 
les transformations qui apparurent naturellement furent, non pas celles qui laissaient la 
forme symplectique invariante mais plut6t celles qui conservaient l'orthogonalit~ de ces 
quadruplets et donc consistaient en des transformations multipliant la forme symplectique 
par un facteur conforme. I1 y a dans cette double origine, la confluence de deux traditions, 
de deux ~coles math~matiques, l'une fran~aise issue des travaux de Galois et se d~velop- 
pant dans leTrait~ des substitutions de Jordan [Jo] et axle essentiellement sur l'~tude des 
groupes finis et l'autre, allemande qui par les travaux de MSbius, Plficker, Clebsch, Klein 
et Lie (que l'on associera busivement a l'~cole math~matique allemande) sur la g~om~trie 
projective t les complexes de droites en particulier, conduira ux groupes continus. Ainsi, 
le choix terminologique de Weyl, qui s'est impos~ depuis lors ~ l'ensemble des math~mati- 
1On a ici un bel exemple de l'ambigu~t~ du terme complexe, soulev~e par Weyl, puisque les nombres 
complexes apparaissent aussi bien dans le cadre des complexes de droites que dans celui des int~grales 
ab61iennes. 
2Comme nous le pr~ciserons unpeu plus taM, il faudra attendre S. Lie vers 1870 pour que ce groupe 
fasse son apparition dans le contexte des complexes lin~aires. 
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ciens, ~ la place de celui plus ancien de "groupe ab~lien", se comprend ais~ment par la 
tradition et la culture dont h~rite Hermann Weyl. I1 est toutefois amusant de noter que 
les deux plus grands math~maticiens orv~giens connus, N. Abel et S. Lie interviennent 
chacun ~ des titres divers dans cette histoire du groupe symplectique. 
Darts une premiere petite partie nous allons tout d'abord faire un peu d'~tymologie 
du mot "symplectique" car en fait le terme existe bien ~avant son introduction dans le 
champ math6matique et il est int~ressant et amusant de savoir ce qu'il d6signe. Dans 
une deuxi~me partie, nous ~tudierons l'origine "complexe" de ce groupe, en liaison avec la 
g~om~trie des complexes de droites, c'est-h-dire que nous t~cherons d'expliquer pourquoi 
Weyl associa ce groupe au mot "complexe". Dans une troisi~me partie, nous d~gagerons 
l'origine "ab~lienne" du groupe symplectique, c'est-h-dire nous verrons comment ce groupe 
a pu voir le jour ~ partir d'une probl6matique r lative ~ des int~grales ab~liennes. Dans une 
quatri~me t derni~re partie, nous donnerons quelques r~sultats importants de structure, 
obtenus ur ce groupe par Jordan et ses successeurs. 
1 Un peu d'~tymologie 
Par exemple, le dictionnaire ~tymologique et historique du franqais [La], indique que 
le mot "symplectique" apparait dans le dictionnaire de l'Acad~mie fran~aise n 1842, dans 
la rubrique histoire naturelle et qu'il vient du g£ec sumplectikos, de sun, avec et plekein, 
plier et signifie "qui est enlac~ avec un autre corps". C'est donc comme l'indique Weyl le 
correspondant grec du latin complexus. A noter que de mani~re quelque peu 6tonnante, 
alors que ce mot figure dans ~ peu pros n'importe quel dictionnaire raisonnable actuel, il ne 
figure plus dans les ~ditions r6centes du dictionnaire de l'Acad~mie ! L'ouvrage "Tr6sor de 
la langue fran~aise"[Tr] est plus d~taill~ sur le sujet en nous pr6cisant que le mot apparait 
en 1842 comme adjectif en histoire naturelle (qui est entrelac~ avec un autre corps) et en 
1872 comme substantif masculin, en ichtyologie, d~signant une des pi~ces osseuses de la t~te 
des poissons ; on parle du "symplectique" comme du "temporal", c'est un os. Le grand Larousse 
Universel [Glu] precise, que c'est un os enchondral de l'arc hyo~de des poissons osteichtyens 
(i.e. poissons osseux), prolongeant l'hyomandibulaire et ins~r6 dans une goutti~re du carrY. Que 
le symplectique apparaisse ainsi dans une vari~t~ de poisson ne manque pas de sel ! Pour 
redevenir s~rieux, l'emploi comme adjectif en 1842, se fait dans le cadre de la g~ologie (de 
la min~ralogie pr~cis~ment). Dans [Ba-Ja], on peut trouver comme d~finition : se dit d'une 
texture de roche produite par l'intercroissance intime de deux min~raux diff~rents. I1 donne alors 
par ailleurs naissance au terme "symplectite" ou 'symplectikte" d~signant une roche qui 
a cette texture symplectique, cet entrelacement de min~raux diff6rents. Qu'est-ce qui est 
entrelac~ dans le contexte math~matique ? P. Iglesias [Ig] propose la position et la vitesse ; 
pr6cis~ment, il 6crit : 
<< L'id~e de complexe, comme symplectique sous-entend l'existence de plusieurs types d'objets 
(ici deux) maintenus ensemble dans une m~me structure [...] dans le premier cas la complexitd 
repr~sente la dualit~ rdel-imaginaire, t dans le second la symplecticit6 repr~sente la dualit~ 
position-vitesse. >> 
Cette interpretation nous semble bonne a posteriori et du reste il se trouve, comme 
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nous allons le voir darts la suite, que derriere ce "complexe" qui devint "symplectique", il y 
a ~. l'origine une dualitY. Cependant, il ne nous semble pas que cette id6e soit pr6sente chez 
Weyl, qui n'utilise, comme il l'indique lui-m~me, le terme symplectique, que par simple 
transposition grecque du terme "complexe" des complexes de droites; les objets qui sont 
donc ainsi contenus, maintenus ensemble dans une m~me structure, ne sont autres que les 
droites du dit complexe. 
2 L'or ig ine "complexe"  du groupe symplect ique  
La terminologie finalement choisie par Weyl pour d~signer le groupe symplectique, 
prend ses racines dans les complexes de droites, objets introduits par Monge dans la 
branche de la g~om~trie nomm6e Statique t beaucoup ~tudi6s par les gdom~tres allemands 
MSbius, Pliicker, Clebsch, Klein et le g~om~tre norv~gien Sophus Lie. Pour voir en quoi ce 
groupe peut ~tre li6 ~ ces dits complexes et parvenir A comprendre l choix terminologique 
de Weyl, il nous para~t n~cessaire de donner un minimum d'~16ments sur cette notion, 
qui n'est pas tr~s courante dans les ouvrages actuels de g6om~trie, m~me si elle reste 
bien connue en g~om6trie alg6brique (cf. [Gr-Ha]). On peut voir apparaitre ce lien entre 
symplectique t complexes de droites, dans des travaux de MSbius [Mo] relatifs ~ un 
nouveau type de dualit6, de type antisymOtrique, ntre points et plans de l'espace. 
2.1 Dualitd projective t polaritd par rapport it une quadrique 
Nous allons dans ce qui suit, rappeler bri~vement la classique dualit~ projective r~- 
sultant de la polarit6 par rapport ~ une quadrique non-d~g~n~r~e (cf. par exemple [Au], 
[Die-Gue]). 
A un point de l'espace projectif P3(C), de coordonn6es homog~nes (x, y, z, t), on peut 
faire correspondre l plan dont une 6quation est xX + yY  + zZ  + tT = O. On obtient ainsi 
une correspondance bi-univoque, soit ¢, entre points et plans de l'espace projectif. On peut 
faire de m~me dans le plan projectif entre points et droites. Notons que cette correspon- 
dance conserve les propri~t~s d'incidence, en ce sens qu'elle envoie des points coplanaires 
sur des plans qui passent ous par le m~me point et r~ciproquement. Pr~cis~ment, si II est 
un plan et si A est le point tel que ¢(A) = H, alors tousles plans ¢(M), pour M d~crivant 
II, passent par A. En effet, si II a pour ~quation uX + vY  + wZ + sT = O, le point A est 
le point de coordonn6es homog~nes (u, v, w, s) ; or ce point A appartient bien ~ tous les 
plans ¢(M), M c 17 puisque si M C 17 a pour coordonn~es homog~nes (x, y, z, t), alors 
ux+vy+wz+st  = 0 et donc le plan ¢(M), qui a pour ~quation xX+yY+zZ+tT  = O, 
contient bien A, compte tenu que xu + yv + zw + ts = ux + vy + wz + st = O. Notons bien, 
car nous y reviendrons, que c'est cette propri~t~ de sym~trie ntre les lettres x, y, z, t et 
u, v, w, s qui, dans ce cas, nous donne cette propri6t~ de conservation des incidences. 
Une telle transformation, qui 6change points et plans bi-univoquement en respectant 
l'incidence st appel~e par les anciens, transformation dualistique r¢ciproque t le point 
et le plan qui se correspondent sont dits corr61atifs l'un de l'autre [Oc]. 
En fair, la dualit~ que nous venons de d~crire correspond ~ la transformation par 
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polaires r¢ciproques par rapport ~ une quadrique non-d4g4n4r4e F (dans notre cas x 2 + 
ye + z 2 + t 2 = 0), d~velopp~e par Monge ~ la fin du XVIII-i~me si~cle, puis par Poncelet, 
partir de l'analogue plan de polarit~ par rapport ~ une conique, initi~ par Apollonius. 
Pr6cis~ment, si Q(x, y, z, t) = 0 est l'~quation homog~ne d'une quadrique non-d~g~n~r~e 
F de ~3 (C), la transformation par polaires r~ciproques par rapport ~ F associe ~ tout point 
de eoordonn~es homog~nes (x, y, z, t), le plan d'6quation uX + vY + wZ + sT = 0 off 
OQ OQ OQ aQ u=~,v=~,~=~,s=~ 
sont appel6es les coordonn4es tangentielles ou pliick¢riennes du plan. 
Deux points M(x,y, z,t) et M'(x',y',z',t') sont dits conjugu4s, par rapport ~ la 
quadrique F, s'ils v~rifient la relation B(M, M') = 0 off B est la forme bilin~aire 
B(M,M') = X,~x + Y ~y'OQ +Z-~z'OQ +t,~t . 
A noter que cette forme bilin~aire st sym¢trique, comme nous l'avions not~ dans l'exemple 
ci-dessus, ce qui assure la propri~t~ de conservation des incidences signal~e. Le plan polaire 
de M est l'ensemble des points M'  qui sont conjugu~s ~ M. Pour un expos~ g~n~ral et 
moderne sur dualit~ et polarit6 par rapport ~ une quadrique nous renvoyons le lecteur 
aux r~f~rences [Au] et [Si] par exemple. 
2.2 La dualitd de Mb'biu8 
Dans un article de 1833 au Journal de Crelle, intituld Ueber eine besondere Art dualer 
Verh~ltnisse zwisehen Figuren im Raume, A.F. MSbius ~tudie un nouveau type de dualitY, 
une correspondance entre points et plans de l'espace, pour laquelle le plan polaire d'un 
point, a la particularit~ de contenir ce point lui-m~me. Ce nouveau contexte lui est sugg~r~ 
par la statique a. Son point de d~part est celui d'une relation g~n~rale 
V(P, P') = 0 
entre points de l'espace, qui d~finit, pour P (resp. P') fixd, une surface p' (resp. p), con- 
stitu~e des points P '  (resp. P) v~rifiant la relation. I1 se limite au cas off ces surfaces 
sont des plans, c'est-~-dire au cas off Vest  une forme bilin~aire 4 et obtient ainsi une 
aLa premiere phrase de son article st la suivante : ~ Zu den vorliegenden geometrischen U tersuchun- 
gen bin ich zun~chst dutch einige, bei BeschMtigung mit der Statik erhaltene, an sich sehr einfache 
Resultate veranlasst wordea. 
4MSbius ~crit precis~ment : << Seien x, y, z und x', y', z' die recht- oder schiefwinkelingen Coordinaten 
zweier Puncte P und P', und diese sechs GrSssen durch eine einzige Gleichnung, 
V=0,  
mit einander verbunden. Giebt man alsdann den Coordinaten x, y, z oder x', y', z' bestimmte Werthe, so 
wird V = 0 eine Gleichung zwischen ur noch drei Unbestimmten x', y', z' oder x, y, z. Die beide Puncte 
werden daher durch die Gleichung in eine solche Abh~ngigkeit von einander gebracht, dass, wenn der Oft 
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correspondance entre points et plans de l'espace ~. MSbius se place alors dans le cas parti- 
culier consistant ~ imposer que chaque point P appartienne h son plan p' correspondant, 
c'est-~-dire, qu'on ait pour tout point P ,  V (P ,  P)  = 0, ce qui force bien stir V ~ ~tre 
antisym~trique ~. 
En fait ce cas particulier de dualitY, qui fait intervenir une forme bilin~aire anti- 
sym~trique, est un cas particulier de dualit~, dont Pliicker 7 semble avoir fait l '~tude 
g6n~rale n 1846. 
2.3 Qu'est-ce qu'une dualitd en gdomdtrie ?
De mani~re g6n~rale, si E est un K-espace vectoriel de dimension finie n, une forme 
bilineaire non-d~g~n~r~e B : E x E ~ K, d~finit un isomorphisme de E sur son dual E* 
par 
B b : E ~ E*, v ~ B(v, ,) 
En termes projectifs, un tel couplage B met en correspondance bi-univoque points et 
hyperplans de F(E) .  Pour que les relations d'incidence soient conserv6es, il faut que si un 
hyperplan H est d~fini par l '~quation B(A ,  .) = O, off A est un certain point de F(E) ,  alors 
pour tout point M de H i.e. v~rifiant B(A ,  M)  = O, on nit A qui appartienne ~l'hyperplan 
des einen P oder pr bestimmt ist, der andere P~ oder P in einer damit gegebenen Fl~che liegt. 
Werde nun verlangt, dass die Fl~iche, in welcher P~ ffir einen bestimmten Ort yon P liegt, stets eine 
Ebene sei, wo auch P angenommen werde. Zu diesem Ende muss V vonder Form sein 
Lx ~ + My ~ + Nz ~ + O, 
wo L, M, N, O beliebige Functionen vom x, y, z sind ; und nach der Beschaffenheit dieser Functionen richter 
sich die Natur der Fl~che, in welcher ffir einen willkfirlich gegebenen Oft yon pt der Punct P begriffen 
ist. Soll daher auch letztere Fl~che stets eine Ebene sein, so miissen L, M, N, O line,re Functionen yon 
x,y,z ,  und daher die Gleichung V = 0 yon der Form sein : 
A) (ax + by + cz + d)x t + (a~x + b~y + dz + d~)y ~ + (a" x + b"y + c" z + d')z ~ + a"~ x + bray + c"~ z + d "t = 0. 
SMSbius ~crit pr~cis~ment : ~ Hiernach hat man also zwei Systeme yon Puncten und Ebenen, das 
eine, dessen Coordinaten mit x, y, z bezeichnet worden, und welches S heisse, das andere S ~ mit den 
Coordinaten x', y', z t, und diese zwei Systeme stehen in einer solchen gegenseitigen Beziehung, dass jedem 
Puncte P und jeder Ebene p des einen eine Ebene p~ und ein Punct P~ des anderen entspricht. 
SM5bius ~crit pr~cis~ment : ~ Ohne uns mit weiterer Entwickelung dieser zudem schon mehrfach 
behandelten reciproken Verh~iltnisse aufzuhalten, wollen wir jetzt zwischen den beiden Systemen die 
specielle Beziehung annehmen, dass jeder Punct P' des Systems St in seiner dem System S angehSrigen 
Gegenebene p selbst enthalten ist, dass also die Gleichung A), da sie als Gleichuntg der Ebene p angesehen 
werden kann, auch dann noch besteht, wenn mann x = x t, y = y', z = z r setzt. ~> 
7Pliicker ecrit dans une note de bas de page de la r~ference [P1] : ~ Ich verweise, was die allgemeine 
Theorie der Reciprocit~t betrifft, auf mein "System der analytischen Geometrie des Raumes, 1846" p.10- 
14. Die besondere Art von Reciprocit~t ist zuerst yon Herrn MSbius im 10. Bande des Crelle'schen Journals 
hervorgehoben a d sp~iter yon L.J. Magnus in seiner "Sammlung yon Aufgaben aus der analytischen 
Geometrie des Raumes, 1837" p.139-145 behandelt worden. >~ 
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d'~quation B(M,  .) = 0. Autrement dit, la condition s de dualit~ est que pour tous points 
A et M, on ait B(A ,M)  = 0 si, et seulement si, B(M,A)  = O. Cette condition est 
@videmment satisfaite dans le cas Oil Best  sym@trique ou antisym~trique. En fait, elle ne 
l'est que dans ces cas 1A. En effet, si on note encore par B la matrice de la forme bilin@aire 
B dans une base quelconque de E, la condition pr@c~dente s'exprime par le fair que pour 
tous vecteurs colonnes X et Y de K n, on ait tXBY  = 0 si, et seulement si, tYBX = 0 
ou encore tXBY  = 0 si, et seulement si, tX tBY  = O. En choisissant successivement pour 
X les vecteurs de la base canonique de [4 ~, on obtient que les formes lin@aires L1 , . . ' ,  L~ 
constitutes par les lignes de B doivent avoir le m@me noyau que leurs correspondantes 
fournies par les lignes de tB c'est-~-dire l s colonnes C1 , ' . . ,  C~ de B. Mais alors pour 
tout i = 1 , . . . ,  n, L~ doit ~tre proportionnelle ~ Ci (A noter que toutes ces formes lin~aires 
sont non nulles puisque B est non-d@g~n@r@e) i. . pour tout i = 1 , . . . ,  n, il existe A~ tel 
que Li = )~iCi. Mais en appliquant maintenant la condition au vecteur colonne X 6gal 
la somme des i-i@me et j-i~me vecteurs de la base canonique (avec i ~ j),  on obtient 
de m@me que la forme lin~aire Li + Lj est proportionnelle ~ la forme lin~aire Ci + Cj. 
Ainsi Li + Lj = )~(C~ + Cj) = .~iCi + AjCj donc par ind~pendance lin@aire de C ie t  Cj (B 
non-d@g~n@r@e), A~ = Aj = A. Ainsi B = AtB; par suite, on a tB = )~2 t B d'ofl A2 --- 1 
i.e. A = 4-1, et donc Best  sym@trique ou antisym@trique. Le cas sym@trique correspond 
celui de la polarit~ relativement A une quadrique non-d~g~n~r@e, que nous avons rappel@ 
pr@c~demment. Le cas antisym@trique, d@gag~ par MSbius, est lui aussi attach~  un objet 
g@om@trique, ~savoir un cornplexe lin~aire de droites. 
2.4 Complexes de droites 
Pour des expos@s anciens sur les complexes de droites, nous renvoyons le lecteur aux 
r~f@rences [Je],[P1]et loci, pour des @tudes historiques de ce concept et particuli~rement 
du r61e qu'y joua S. Lie, aux r~f@rences [Hawl], [Haw2] et [Zie] et enfin pour une vision 
moderne de cette notion en g~om6trie alg~brique, ~ [Gr-Ha]). La presentation qui suit 
s'inspire largement de ces diverses ources. 
2.4.1 L'espace des droites 
Dans l'espace ~3, une droite (affine) D peut @tre d@crite en proc~dant comme suit. Si 
g = (l, m, n) est un vecteur directeur de cette droite, alors clairement le vecteur ~ A g 
est ind@pendant du point M E D ; notons o~ = (p, q, r) ce vecteur. On obtient alors pour 
D les  @quations 
ny-mz =p 
Iz - nx = q 
mx-  ly = r 
8Dans [Die-Gue], on peut lire que c'est MSbius qui examina, en 1833, quelles @taient les formes bil- 
in@aires satisfaisant ~cette condition et donna l'exemple d'une forme antisym@trique. C pendant, comme 
nous l'avons d@j~ signa/~, il a seulement envisag~ le cas particulier antisym@trique, sans mener d'~tude 
g~n@rale de ces formes bilin@aires. 
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avec la condition (~lg) = 0 i.e. lp + mq + nr  = 0 reliant les six parametres l, m, n ,p ,  q, r. 
Ces equations restent encore valables pour une droite de C a. 
Ainsi, une droite de l'espace st definie grace ~ six parametres l, m, n, p, q, r qui ne sont 
definis qu' i  un facteur multiplicatif pres et qui verifie la relation lp + mq + nr  = O, ce qui 
fait finalement qu'une telle droite est reperee par quatre parametres independants. Ainsi, 
il faudra quatre conditions pour determiner une telle droite. Les hombres l, m, n ,p ,  q, r 
sont appelees des coordonn~es homogdnes  de la droite D (car definies seulement modulo 
un facteur multiplicatif). Les nombres l, m, n (modulo facteur multiplicatif) sont les pro- 
jections sur les axes d'un vecteur quelconque porte par la droite et p, q, r les moments 
d'un tel vecteur elativement i ces  axes. 
Si on connait deux points M0 et Mi de la droite D, de coordonnees respectives 
(Xo, Y0, z0) et (xl, Yi, zi), des coordonnees homog~nes de la droite D seront fournies par 
xi - x0, Yl - Yo, zi  - Zo, ziYo - YiZo, x lzo  - zix0, yixo - xiYo 
Autrement dit, si on se place dans l'espace projectif P3((]), une droite D passant par deux 
points de coordonnees homog~nes respectives (x0, Y0, Zo, to) et (xi, yl, Zl, ti), sera reperee 
par les six coordonnees homog~nes 
toxl  - t lxo,  toy~ - t lyo, toz~ - hZo, z~yo - y~zo, X~Zo - ZlXo, y lxo - -  xlyo 
qui ne sont autres que les six determinants 2 × 2 extraits de la matrice 
( to  Xo yo zo ) 
t i  Xl Yi Zl 
et lies par la condition correspondant ~ lp + mq + nr  = O. Autrement dit, les droites de 
l'espace projectif P3(C) apparaissent comme une sorte de quadriqUe dans Ps((]). Cette 
fa~on de representer les droites est due a Cayley et Pliicker ([Diel], [Oc], [P1]) et les 
coordonnees l, m, n, p, q, r sont appelees coordonnCes de Pl i icker de la droite passant par 
Moet Mi. 
De mani~re plus synthetique t actuelle, on peut reprendre ce qui precede de la maniere 
suivante [Gr-Ha]. Dans l'espace projectif P3 (C), les droites correspondent a des 2-plans de 
(24. Une droite D passant par les points M0 et Mi de coordonnees homog~nes respectives 
(Xo, Yo, Zo, to) et (zi, Yi, zi, ti) correspond au plan Vect(v0, vi) off v0 = (Zo, Yo, Zo, to) et 
vi = (xi, Yi, zi, tl) sont des vecteurs de C 4. Un vecteur v E C 4 est dans le plan Vect(v0, vi) 
si, et seulement si, v0 A vl A v = 0. Ce plan est compl~tement determine par la donnee 
de v0Av i  car si voAv i  = v~Av~ alors v0Av iAv~ = 0 et v0Av lAv~ = 0 donc 
Vect(vo, vi) =Vect(v~, v~). Si on note G(2, 4) la Grasmann ienne  des 2-plans de (24, celle- 
ci se plonge alors dans la puissance xterieure deuxi~me de C ~ par : 
2 
a(2, 4) (c 4) c °, Vect( 0, := A vl 
qui n'est bien definie qu'en passant au projectif et donne une application 
p: v(2,4) 
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appel6e plongement  de P1iicker. L'ensemble des droites de P3(C) s'identifie donc avec l'im- 
age p(G(2, 4)) qui est caract~ris~e par la condition quadratique w A w = 0, qui correspond 
avec les notations pr~c~dentes ~ la condition l p+mq+nr  = 0. Ainsi l'ensemble des droites 
de F3(C) peut se voir comme une hypersurface alg~brique de degr~ 2 de F~(C) ; c'est donc 
une sous-vari~t~ lisse de dimension 4 de ~5 (C). On l'appelle la Grassmannienne des droites 
de Ps(C) et on la note G. 
2.4.2 Complexes 
Puisque la position d'une droite de l'espace comporte quatre degr~s d'ind~termination, 
une famille de droites d6finie par une seule condition homog~ne portant sur les coordonn~es 
homog~nes des droites de la famille, d~finira un syst~me tr ip lement intini (i.e. d~pendant 
de trois param~tres), appel~ complexe de droites. Si un tel complexe st d~fini par une 
~quation 
F( l ,m,n ,p ,q , r )  = 0 
off F est un polynSme (homogdne) de degr~ #, on dira que le complexe est alg~brique 
d'ordre #. Dans le cas particulier off # = 1, c'est-~-dire off /7 est lin~aire, on dit que le 
complexe st lin~aire. 
Deux exemples de complexes ont fournis par l'ensemble des droites tangentes ~une 
surface donn~e ou bien des droites rencontrant une courbe donn~e. Un troisidme xemple, 
tir~ de la statique, et particuli~rement important pour ce qui nous concerne, puisque c'est 
celui sur lequel s'appuie MSbius 9 dans son article de 1833, est l'ensemble des axes vis 
vis desquels le moment d'un syst~me de forces donn~ est nul. 
Si C est un complexe alg~brique d'ordre # d~fini par F = 0, l'ensemble des droites 
de ce complexe passant par un m~me point M0 de coordonn~es homog~nes (Xo, Y0, z0, to), 
vu comme sous-ensemble d  P3(C), est un c6ne d'ordre #. En effet, si D est une droite 
quelconque du complexe et M un point quelconque de D, de coordonn~es homog~nes 
(x, y ,z , t )  alors, compte tenu de ce qui a ~t~ dit dans le paragraphe pr~c6dent sur les 
coordonn~es homog~nes d'une droite exprim~es en fonctions de celles de deux de ses 
points, on a 
/7(tox - xot, toy - tyo, toz - tzo, zyo - yzo, xzo - ZXo, yxo - xyo) = 0 
qui est bien l'~quation d'un cSne d'ordre #. En particulier, si le complexe est lin~aire, 
cette ~quation s'6crit sous la forme 
a(tox - xot) + b(toy - tyo) + c(toz - tzo) + d(zyo - yzo) 
+e(zzo  - zxo) + f(yxo - xvo) = o (1) 
9MSbius ~crit dans l'introduction : ~< Ich babe nun diese Verh~ltnisse, abgesehen von ihrem statischen 
Ursprunge, rein geometrisch zu behandeln gesucht, und theile was ich gefunden jetzt mit, in der Hoff- 
nung, dass mehrere aus jener speciellen Voraussetzung hervorgehende B ziehungen nicht ohne Interesse 
sein werden. Insbesondere diirfte die hier gegebene Construction von Polyedern, die zugleich in und um 
einander beshcrieben sind, so wie das System von Linien, deren jede sich selbst zur entsprechen hat, und 
welche bei einem System yon KrMten die Axen sind, ffir welche die Momentensumme der Kr~fte Null ist, 
einige Aufmerksamkeit verdienen. Zum Schlusse habe ich noch den Zusammenhang erSrtert, der zwischen 
diesen Dualitiitsverh~iltnissen und statischen S~tzen obwaltet. 
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off a, b, c, d, e, f sont des @l@ments de C. Cette @quation d@finit un plan, du moins sous 
une condition de non-d@g@n@rescence sans laquelle on pourrait avoir l'espace tout entier. 
Pr@cis@ment, l'@quation pr@c@dente peut s'@crire sous la forme B(Mo, M) = 0, oh cette 
fois-ci B est une forme bilin@aire antisyrn¢trique. La condition de non-d@g@n@rescence 
demand@e st que B soit non-d@g@n@r@e (comme dans le cas des quadriques) ; on dira 
dans ce cas que le complexe lin@aire est non-d@g@n@r@. 
Ainsi, si C est un complexe lin6aire non-d@g@n@r@, routes les droites de C passant par 
un m~me point, sont situ@es dans un m@me plan, dit plan polaire (ou plan focal) de ce 
point. Inversement, outes les droites de C situ@es dans un m~me plan, passent par un 
m@me point dit p61e (ou foyer) de ce plan. D'autre part, il est clair que par tout point de 
l'espace, passent une infinit@ de droites du complexe. On a ainsi une dualit~ (assur~e cette 
fois par l'antisym@trie de B), entre points et plans de l'espace, par rapport au complexe 
lin@aire C. Par exemple pour le complexe lin@aire d@fini par la condition n - r -- 0, on 
obtient la correspondance point-plan donn~e par 
(x, V, z, t) ~ {xY  - yX  + zT  - tZ  = 0} 
A noter qu'ici, en raison de l'antisym@trie et contrairement au cas de la polarit@ par 
rapport ~ une quadrique, tout point appartient ~ son plan polaire. 
I1 est clair que route dualit@ associ@e ~ une forme bilin@aire B antisym@trique est bien 
de ce type, la correspondance entre le complexe t B se lisant sur l'@quation (1). 
A nouveau, dit de mani@re synth@tique et actuelle, un complexe alg~brique de degr~ # 
n'est autre qu'une hypersurface alg@brique de degr@ # de la Grassmannienne d s droites 
de P3(C). Dans le cas d'un complexe lin@aire C, il s'agit alors de l'intersection de G avec 
un hyperplan H de Ps(C) i.e. C = H F} G. Or l'application 
, x c ,  A 
est un couplage non-d@g@n@r6 et donc toute forme lin@aire sur A2C 4 est de la forme 
w ~4 w0 A w pour un certain w0. Ainsi, l'hyperplan H est de la forme 
:= { .  e A2c  .0 A = 0} 
Comme G est form@ des bivecteurs d¢composables w = v A v', v, v' E C ~, on a donc 
C = H~o n G = {v, v', w0 A v A v' = 0} 
off v, v' d@signe la droite de 73(C) d~finie par vet  v' i.e. p(Vect(v, v')). Si on pose alors 
B~o(V, v') := ~0 A v A v', 
B~ o est une forme bilin@aire antisym@trique et
C = {v, v', B~ o (v, v') = 0}, 
est bien d~fini par l'annulation d'une forme bilin@aire antisym@trique. 
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2 .5  Le groupe symplectique dans le cadre des complexes de droites 
Dans ce qui precede, nous avons vu comment le "symplectique" est apparu dans le 
contexte des complexes de droites, sous l'aspect d'une forme bilin@aire antisym~trique 
non-d~g@n~r@e dont le lieu d'annulation d@finit le dit complexe. Pour que le "groupe sym- 
plectique", c'est-~-dire l groupe des automorphismes laissant ces formes invariantes, ap- 
paraisse lui-m~me, dans ce cadre, il faudra attendre 1870 et les travaux de S. Lie sur sa 
fameuse transformation [Lie1], [Lie2]. Nous n'allons pas nous apesantir l~-dessus car cette 
question a d6j~ ~t~ largement @tudi@e par T. Hawkins et nous renvoyons le lecteur soucieux 
de d@tails h son tr~s complet ouvrage [Haw2], consacr@ h l'~mergence de la th~orie des 
groupes de Lie. Dans ce qui suit, nous allons seulement donner quelques 616ments ur ce 
sujet en nous appuyant sur cette source. 
La transformation de Lie mettant en correspondance droites et spheres, proc@de de 
la notion de transformation r@ciproque en g@om6trie projective, dont nous avons rap- 
pel@ quelques aspects dans ce qui pr@c~de t consiste ~ mettre en correspondance r~- 
ciproque deux types d'objets g@om@triques. Elle est bas@e sur le syst~me de deux @quations 
lin@aires :
{ (X+~Y) -zZ-x  = 0 z (X - ~Y) + Z - y 0 
A l'aide de ces deux @quations, on peut @tablir diverses correspondances ntre des objets 
g6om@triques situ@s dans un premier espace ~ et d'autres objets g6om~triques situ@s dans 
un deuxi@me space 91. Par exemple, pour P = (X, ]I, Z) point fix~ de 91, les points 
p - (x, y, z) correspondant, c'est-A-dire solutions du syst@me form~ par ces deux ~quations 
lin@aires, forment une droite ~ contenue dans v. On a ainsi une correspondance ~ : P ~ 
entre points de 91 et certaines droites de t. L'image C de cette application est un complexe 
lin@aire et l'application ~ : 91 ----4 g une bijection de ~R sur ce complexe de droites. 
I~tant donn@e maintenant ~une droite contenue dans ~, soit g(~) l'ensemble des droites 
du complexe g qui rencontrent la droite donn@e ~. Alors l'ensemble de points correspon- 
dant dans 9t est une sphere (de centre et rayon ~ventuellement complexes). De cette 
mani@re, S. Lie @tablit une correspondance entre droites dans t et spheres dans 9~. Grhce 
cette correspondance, il explora les relations entre la g~om@trie des droites de l'espace ~ et 
des propri6t~s g~om~triques, denature m@trique, de l'espace 9% I1 mit ainsi en correspon- 
dance le groupe conforme de l'espace 91 avec le groupe des transformations projectives 
qui laissent le complexe lin@aire g invariant. Or de telles transformations T sont celles 
qui transforment la forme symplectique B de mani~re homoth@tique i.e. de sorte qu'il 
existe une constante non nulle ,~ telle que pour tous u, v on nit, B(Tu, Tv) = AB(u, v), 
le sous-groupe pour lequel A -- 1 constituant alors exactement le groupe symplectique. 
C'est par cette voie que S. Lie introduisit les groupes ymplectiques Sp(2n, C), comme 
g~n@ralisations de ce groupe particulier associ@ ~ l'invariance d'un complexe lin@aire. 
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3 L 'o r ig ine  "ab~l ienne"  du  groupe  symplect ique  
Pour comprendre la mention faite par Weyl au groupe ab~1ien de Dickson, et ~ Abel, 
nous allons dans cette section, partir des oeuvres de Dickson et "remonter le temps", au 
gr@ des r@f@rences bibliographiques des auteurs rencontr@s. Cela nous conduira ~ "l'origine 
ab~lienne" du groupe symplectique, qui se situe dans les travaux d'Hermite relatifs ~ la 
transformation des int@grales ab@liennes. Nous exposerons alors la partie de ses travaux 
qui mettent en jeu le futur groupe symplectique, apr@s avoir essay@ de montrer pourquoi 
Hermite a pu s'int@resser h ce probl~me. Pour ce dernier point, nous aurons besoin de 
faire un petit survol de la th@orie des int@grales elliptiques et ab@liennes. 
3.1 La "piste abdlienne" 
Dans un article de 1897, intitul@ A triply infinite system of simple groups [Dicl], L.E 
Dickson 6crit en introduction : 
<< This paper generalizes to the Galois Field, the work of Jordan, Tralt~ des substitutions, 
pp.171-179, on the decomposition f the Abelian group studied earlier by Hermite in connection 
with the transformation f Abelian functions. >> 
Dickson nous pr@cise donc en une seule phrase, la g@n@alogie de l 'objet dont nous souhaitons 
fake l'historique. C'est sur cela que nous allons nous baser pour remonter aux sources de 
ce groupe. 
Voici maintenant la reproduction la plus fid@le possible de ce qu'il @crit quelques ann@es 
plus tard, au d~but du chapitre II de son livre Linear groups ([Dic4] pour l'@dition Dover 
de 1958), avec les notes de bas de page 1° qui sont ici fondamentales : 
THE ABELIAN LINEAR GROUPf 
A linear homogeneous substitution on 2m indices with coefficients belonging to the GF~ n] is 
called Abelian if, when operating simultaneously upon two sets of 2m indices, 
~il, ~?il; (i2, ~?i2 (i = 1,2, . . . ,m),  
it leaves formally invariant up to a factor (belonging to the field) the bilinear function 
¢ = (/2 Vi2 " 
i=1 
The totality of such substitution constitutes a group called the general A belian group SGA(2m, pn). 
These of its substitutions which leave ¢ absolutely invariant form the special Abelian linear group 
SA(2m, pn). 
l°Les notes de bas de page de Dickson, que nous avons rep~r~es par les signes t et :~ darts le texte 
original, sont les suivantes : 
tInvestigated byJordan, TraitS, pp. 171-186, for the case n = 1 ; by the author, Quar. Jour. o/ 
Math, 1897, pp. 169-178, ibid, 1899, pp. 383-4, .for general n. 
~:To distinguish t ese groups from the ordinary Abelian, i.e. commutative, groups, we prefix the 
adjective linear. The Abelian linear group is not commutative in general. 
La double origine du groupe symplectique 67 
Notons que 1A aussi le renvoi ~ Jordan est clair, que le futur groupe symplectique 
Sp(2m, K) est en fait le groupe special lin4aire Ab41ien et non le groupe Ab41ien g4n4ral 
et que la th~orie st faite sur le corps fini K = Fq off q = p~. 
Puisque Dickson nous renvoie h Jordan dans les r~f~rences ci-dessus, examinons les 
oeuvres de ce dernier. 
Voici ce qu'~crit r~s exactement Jordan dans son Trait6 des substitutions en 1870 (cf. 
[Jo] §VIII. 217. p171, pour l'~dition de 1957) : 
<< Dans ses importantes recherches sur la transformation des fonctions ab41iennes, M. Hermite 
a dfl r4soudre le probleme suivant :
Soient Xl, Yl,' • •, xn, Yn; ~1, ?~1,""', ~u, ?~n deux suites de 2n indices, rdpartis en n couples dans 
chacune d'elles ; et soit donnde la fonction 
¢ = xl~?l - ~1Yl +""  + xnz]n - ~nYn. 
Trouver, parmi les substitutions du groupe Iindaire du degrd p2n celles qui, 4tant opdrdes h la lois 
sur chacune des deux suites d'indices qui entrent dans la fonction ¢, multiplieront cette fonction 
par un simple facteur constant (abstraction faite des multiples de p). 
11 est clair que si deux substitutions S, S' multiplient respectivement ¢ par des entiers con- 
stants m, m', SS' multipliera ¢ par l'entier constant ram'. Donc les substitutions cherch4es 
forment un groupe. Nous 1'appellerons le groupe abNien, et ses substitutions seront dites ab~li- 
ennes. >> 
Comme l'~crivait Dickson, Jordan se place donc effectivement dans le cadre des trans- 
formations de ~n qui iMssent invariante 4. Le renvoi A Hermite est clair IA aussi et il nous 
reste donc mMntenant A aller ~tudier cette source premiere du groupe sympleetique chez 
Hermite lui-m~me. Mais auparavant, apr~s ~tre remont~s dans ]e temps de Wey] jusqu'~ 
Hermite, nous allons faire un rapide survol des id&es cl~s de la th~orie des int~grales ab~li- 
ennes, avant Hermite~ afin de pouvoir comprendre pourquoi il s'attaqua A ce probl~me 
pr&cis d'ofi ~mergea notre actuel groupe sympleetique. 
3.2  Les intdgrales abdliennes 
La th~orie des int~grales elliptiques, et plus g~n~ralement ab61iennes, est certainement 
l'origine d'une grande partie de nos math6matiques contemporaines, enparticulier dans 
les domaines de la g~om6trie alg~brique t de la th~orie des nombres. Dans tous les  
ouvrages d'analyse du XIX ~me si~cle, elle est omnipr~sente et devait ~tre incontournable 
toute personne voulant 6tudier les math~matiques ~ cette ~poque l~. De nos jours, 
en revanche lle a compl~tement disparu de nos enseignements, du moins en tant que 
th6orie ~16mentaire. Elle subsiste seulement comme motivation historique dans des cours 
sp~cialis6s de gdom6trie alg~brique ou de th~orie des nombres. Le petit survol des int6grates 
ab~liennes que nous nous proposons de faire dans cette section n'a pas d'autre pr~tention 
que d'aider le lecteur peu familier avec ces "vieilles" math~matiques, ~ mieux situer le 
travail d'Hermite que nous exposerons dans la section suivante. Pour un v~ritable cours 
sur ces questions, nous renvoyons le lecteur soucieux d'approfondissement, auxr~f~rences 
[Be] et [Her3] et, pour une ~tude historique d~taill6e, au tr~s completet  excellent exte 
de C. Houzel [Hou], que nons avons en partie suivi (voir aussi [Die1] et [Hel D. 
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3.2.1 Origine des int@grales elliptiques 
L'origine des int@grales elliptiques e situe essentiellement dans des probl~mes de rec- 
tification de courbes auxquels e sont heurt@s les math@maticiens au XVII-i@me si@cle. 
La premiere tentative du calcul de la longueur d'un arc d'ellipse est due ~ Wallis en 
1655 ; elle conduit ~ savoir calculer, pour une ellipse de demi-grand axe a, de demi-petit 
axe bet  d'excentricit@ e = 1 - b2/a 2, la primitive 
y a~--x 
Le fait que les m@ridiens de la Terre sont des ellipses et les orbites des plan~tes ~galement, 
suffit ~ expliquer la volont@ de faire un tel calcul. 
En multipliant haut et bas la fonction pr@c@dente par le num@rateur, on obtient 
f a2 -- ex2 dx 
~/(a  2 - ex2)(a 2- x 2) 
c'est-t-dire que l'on doit calculer une primitive du type 
f R(x)dz 
off R est une fraction rationnelle et Pun  polyn6me. Dans le cas pr6sent, le degr6 du 
polyn6me P est 4. 
Si Pes t  de degr6 2, on apprend a calculer en premier cycle de telles primitives 
l'aide de changements de variables utilisant les fonctions trigonom6triques circulaires ou 
hyperboliques. Lorsque Pest  de degr~ 3 ou 4, ces int~grales (ind~finies) ou primitives 
sont appel6es int6gra/es elliptiques, en raison de l'exemple prototypique donn@ ci-dessus. 
Ce n'est qu'en 1833 que Liouville a montr6 qu'elles ne pouvaient s'exprimer ~ l'aide de 
"fonctions 616mentaires", mfime si ce r@sultat ne faisait aucun doute depuis longtemps 
pour les math6maticiens. Si P est de degr6 sup6rieur ou @gal ~ 5, on les appelle des int@- 
grales hyperelliptiques ou ultraelliptiques. Plus g6n6ralement encore, on appelle int6grales 
ab~liennes toute int@grale du type 
U R(x, y)dx 
off x et y sont li@s par une @quation alg@brique f(x, y) = O. 
Une autre int@grale elliptique c~l~bre st celle obtenue lors du calcul de la longueur 
d'arc de la lemniscate de Bernoulli (Fagnano 1716), d'@quation polaire p = x/c-~-~, qui 
conduit ~ f dp _ f dt 
Pour faire comprendre le type de probl~mes qui s'est pos6 aux math@maticiens des 
XVIII-i~me et XIX-i~me si~cles concernant les int@grales elliptiques et plus g@n@ralement 
ab~liennes, il peut ~tre utile de r@fl@chir ~ un exemple d'int@grale, que l'on pourrait qualifier 
pour des raisons @videntes d'int@grale "hypoelliptique" ; c'est ce que nous allons faire dans 
le paragraphe suivant. 
La double origine du groupe symplectique 69 
3.2.2 Un exemple p6dagogique 
Nous voudrions illustrer sur l'exemple suivant, quelques id@es et m&hodes cl@s rela- 
tives aux int@grates elliptiques, essentiellement i version et p6riodicit~, afin de mieux faire 
comprendre l s probl@mes qui jalonnent cette histoire des int6grales ab61iennes, dont nous 
donnons ici un bref aperqu destine & motiver le travail d'Hermite. 
L'enseignement classique de l'analyse consiste & presenter d'abord les fonctions inus 
et cosinus et leurs analogues hyperboliques, directement issues de la fonction exponentielle 
puis, leurs ffonctions inverses" arcsin, arccos etc. qui fournissent de nouvelles primitives 
et font les delices des cours d'analyse de premier cycle! 
Prenons ici, artificiellement, le point de vue contraire t supposons connues eulement 
les fonctions rationnelles et racine carree mais pas les fonctions trigonom&riques. 
Partons A nouveau d'un probl~me de rectification, celui du cercle. La longueur d'arc 
pour le cercle d'equation x 2 + y2 = 1 est donnee par 
dx 
d8-  - -  
x /1  - x 2 
donc le probl@me st de calculer une primitive 
f dx dt f 
Precisement, posons 
I(x) = f0 dt 14i-2_~_ t2, x e [-1,1] 
A noter que cette fonction est bien definie en ±1 comme une integrale impropre conver- 
gente. 
On a alors le th~or#me d'addition des arcs de cercle 
I(x) + Z(y) = Z(z) o4 z = x~/i  - y~ + y f f  - x~ 
Notons que si x,y e [-1,1], on a bien xv 'T -y2  +yx/1 -x  2 • [-1,1] en vertu de 
l'inegalite triangulaire pour la valeur absolue t de l'in@galite de la moyenne arithmetico- 
geometrique. 
D'autre part, la fonction Iest  continue, strictement croissante donc bijective de [-1, 1] 
sur [-K, K] o4 
fo I dt  
K = ~/1 - t 2 
Notons alors u ~ x = sin usa  fonction reeiproque definie (pour l'instant) sur [ -K,  K]. 
Le theor~me d'addition permet de prolonger cette fonction inverse & R tout entier; pour 
cela posons 
eosu = ~l -s in2u ,  u • [ -K ,K]  
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Le th6or~me d'addit ion pr~c6dent s'~crit alors si u, v, u + v C [ -K ,  K], 
sin(u + v) = s inu cos v + cosus inv  
On en d~duit, toujours pour u, v, u + v E I -K ,  K], une relation analogue pour le cosinus, 
cos(u + v) = cos u cos v - sin u sin v 
Ces deux formules permettent clairement, d'~tendre l s fonctions inus et cosinus, d~finies 
init ialement seulement sur I -K ,  K], en des fonctions d~finies ur R tout entier, que nous 
noterons encore u ~ s inu et u ~-+ cosu, A valeurs dans [ -1,  1] et v~rifiant encore les 
formules d'addit ion pr~c~dentes. 
La fonction u ~ sin u est alors p&iodique, de p~riode 4K. En effet, par d6finition de 
K, on a sin K = 1 et cos K = 0 ; par suite, d'apr~s la formule d'addition, on a sin 2K  = 
2 sin K cos K = 0 et cos 2K = cos: K -  s in2K = -1  &off s in4K  = 2 sin 2K cos 2K  = 0 
et cos 4K  = cos 2 2K - sin 2 2K = 1. Mais alors, pour tout r~el u, on a 
sin(u + 4K) = sin u cos 4K  + cos u sin 4K  = sin u 
dx devient ~ax Remarquons que si on change z en zx alors ~ - - 2 .  Cela invite ~ proc~der 
de m~me avec l'int~grale u = f dx ~ ,  que l'on peut pareil lement inverser en une fonction 
que l'on notera u ~ sinh u et A poser 
sin(w) = z sinh v 
On peut alors d~finir sin(u + iv) par la formule d'addition, d'ofl une fonction sinus d~finie 
sur tout le plan complexe. Cette fonction est alors holomorphe t donc n'admet pas de 
p~riode N-lin~airement ind6pendante de 4K  d'apr~s le th~or~me de Liouville. 
3.2.3 Les fonctions elliptiques 
Lagrange fut le premier ~ consid~rer les int6grales elliptiques les plus g~n~rales 
f R(x, 4-f- )ax 
off Rest  une fraction rationnelle t P un polyn6me de degr~ 3 ou 4, sans facteurs mul- 
tiples. Parmi elles, l 'une des premieres 6tudi~es (Fagnano, Euler, Gauss), fut l'int~grale 
lemniscatique ~ laquelle conduit la rectification de la lemniscate de Bernoulli, 
f dx dt f 
Par des changements de variables, ces int~grales elliptiques g~n~rales se ram~nent ~ la 
somme de primitives de fractions rationnelles et d'une int~grale du type 
M(x)dx 
f4(1 ± + 
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avec M fraction rationnelle paire, qui se ram~ne lle-m~me ~Fun des trois types suivants 
(Legendre) 
/ dx f /1 -k2x  2 
( i i )  : 
(I) : V/(1 _ x2)( 1 _ k2x2), 
f dx ( i i±)  : (1 + nx2)vq l  -  2)(1 - 
qualifi~es respeetivement d'int~grales lliptiques de premiere, deuxi~me et troisi~me esp~ce 
et not6es respectivement F, E, II. Si l'on pose x = sin ¢, ¢ est appel~e l'amplitude, k le 
module t n le  paramdtre. 
Pour ces trois types d'int~grales lliptiques, on a un thdordme d'addition, dfi ~ Euler, 
qui par exemple pour l'int~grale de premiere sp~ce st donn~ par la formule 
F(¢)  + F (¢)  = F(#),  off cos ¢ cos ¢ - ~/1 - k 2 sin 2 It sin ¢ sin ¢ = cos # 
Notons, que dans le cas d~g~n~r6 k = 0, qualifi~ de cas "hypoelliptique" dans le paragraphe 
precedent, cette formule redonne la formule d'addition pour les fonctions circulaires. 
D~s 1797, Gauss inversa l'int6grale lemniscatique f dx et d~finit les sinus et cosinus 
lemniscatiques. Pr~cis~ment, u ~4 sl u est d~finie comme la fonction inverse de x ~ u = 
fl x dt et cl u est d~fini comme ~tant 0¢ i :Y  
fo ~ dt E lu  : s l ( ( ;2- -  tt) O1"1 (.0 = ~/1 - - t  4 
De m~me que les fonctions sinus et cosinus ordinaires ont li~es par la relation fonda- 
mentale de la trigonom~trie, l s fonctions inus et cosinus lemniscatiques sont li~es par la 
relation de Fagnano 
sl 2u + cl 2u + sl 2ucl 2u = 1 
Le th~or~me d'addition d'Euler permet alors d'exprimer de manidre rationnelle sl (u + v) 
et cl (u + v) en fonction de sl u, cl u, sl vet  cl v ; cela permet de prolonger ces fonctions 
sinus et cosinus lemniscatiques en des fonctions d~finies ur R tout entier et qui sont 
en outre w-p~riodiques. Comme pour l'exemple du sinus circulaire trait~ pr~c~demment, 
,dz 1orsqu'on remplace x par zx, on peut poser avec puisque ~ se transforme n 
Gauss, sl (zu) = zslu, pour tout r~el u et obtenir ainsi une fonction m~romorphe sur C, 
admettant comme p~riodes, wet  zw, et donc tout un r~seau de p~riodes qui n'est autre 
que les kw, of] k d6crit l'ensemble des entiers de Gauss. 
Cette idle d'inverser les int~grales elliptiques rut retrouv6e par Abel en 1823 puis 
Jacobi en 1827; ils d~finirent ainsi l'inverse de l'int~grale de premiere spdce, de module 
k e]0, 1[ 
~ dt = ~o ¢ dO 
u = X/ (1  - t 2) (1  - k~t ~) V/1 - k 2 sin 2 0 
qui fut notre sin amu off ainu = ¢ est appel~e l'amplitude de u. De m~me, on a les  
fonctions cos ainu = x/1 - sin 2 ainu et Aamu = V/1 - k ~ sin ~ ainu, que Gudermann ota 
72 R. Brouzet 
plus simplement sn u, cn u et dn u respectivement. L~t encore, par la m~me procedure que 
dans les exemples pr~c6dents, ces fonctions se prolongent en des fonctions m~romorphes 
sur C grace aux formules d'addition qu'elles satisfont et sont doublement p~riodiques. 
Pr~cis~ment, par exemple la fonction u ~ sn u admet une p~riode r~elle 4K et une 
p+riode imaginaire pure 2~K' off 
f l dx fo 1 dt , (t = x ~) g = v / (1  _  2)(1 _ = 2 /t(1 - t ) (1  - k t) 
et 
If' = dx = dt , (t = x 2) 
2 - 1)(1 - k2x ) 2 /t(t- 1)(1 - k2t) 
Remarquons, que ces p6riodes ont produites par les coupures de l'axe r~el provoqu~es par 
l'annulation et le changement de signe du polynSme figurant sous le radical. Ici, il y a trois 
tels points 0, 1, 1/k 2, qui d~coupent trois intervalles ur ]0, +co[, ~ savoir ]0, 1[, ]1, 1/k2[ et 
]l/k 2, +co[ donc fournissent trois int~grales, qui convergent, mais dont les deux extremes 
out la m~me valeur K. Ainsi la premiere (ou la troisi~me) fournit une p~riode r+elle et la 
deuxi~me une p~riode imaginaire pure (intuitivement, le polynSme initial sous le radical 
est n~gatif). 
Si l'on en revient au cas de la fonction sinus que nous avons ~tudi~e n pr~ambule, les 
points de coupure 6taient 0 et 1 d'ofi deux int~grales 
fo ldXfo  1dr  ( t=x  2) 
K = ~/1 - x 2 = 2 ~ '  
et 
fl +°° dx f +oo dt 
v/~ -I= 2 ~ '  ( t=x  2) 
On avait vu que la premiare fournissait la pariode (r6elle) du sinus, A savoir 4K(= 27r) ; 
quant A la seconde, c'est une intagrale divergente qui correspondrait moralement A une 
p#riode imaginaire pure "infinie" pour le sinus. 
On appela alors fonctions e11iptiques, toute fonction m~romorphe sur C, doublement 
p6riodique; l'~tude gan#rale de ce type de fonctions rut effectu#e par Liouville (1844) et 
Eisenstein (1847). Pour faire le lien avee les int~grales elliptiques, mentionnons un r6sultat 
de Liouville qui affirme que route fonction m~romorphe doublement p~riodique d'ordre 2 
est la fonction raeiproque d'une intagrale lliptique de premiere space. 
3.2.4 Quelques mots de g~om~trie alg~brique 
On peut se demander quels liens existent entre ces int~grales e11iptiques t les courbes 
e11iptiques de la g~om~trie alg~brique moderne. La presentation que nous avons faite ci- 
dessus des int~grales elliptiques ne les a consid~r6es que comme de simples primitives 
de fonctions continues d'une variable r~elle. Nous n'avons introduit la variable complexe 
que pour leurs fonctions inverses, via une procedure de d~finition locale de l'inverse sur 
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un intervalle born~ de R suivie d'un prolongement a R tout entier puis ~, C. Ainsi, nous 
n'avons pas consid~r~ au d6part ces int~grales comme des fonctions multiformes d'une 
variable complexe, et d'ailleurs, un tel point de vue n'aurait pas vraiment eu de sens avant 
l'introduction de l'int~grale le long d'un chemin et des surfaces de Riemann, encore que 
souvent les math~maticiens 'attendent pas que le formalisme ad~quat soit parfaitement 
pos~ pour l'utiliser de mani~re intuitive. En tout cas, d'un point de rue moderne, on peut 
consid~rer une int6grale elliptique comme une int~grale le long de la courbe complexe 
y2 = P(x), off P est un polyn6me de degr6 3 ou 4. 
Reprenons l'exemple de l'int6grale lliptique apparaissant dans le calcul de la longueur 
d'arc de la lemniscate de Bernoulli 
dp / dt J1-p = (t=P2) 
Le changement de variable t = p2 permet ainsi de passer d'un polyn6me du quatridme 
degr~ hun polyn6me du troisi~me degr~. Notons que, de mani~re g~n~rale, Euler (1760) 
savait transformer dx Off Pes t  un polyn6me de degr~ 4 en ~ off Q est encore un 
polynSme de degr~ 4 mais sans puissances impaires; le changement de variables y = t 2 
permet alors de se ramener 1~ aussi au cas off Q est de degr~ 3. Si nous en revenons ~ notre 
exemple, ce changement de variable permet de se placer soit sur la courbe y2 = 1 -x  4, soit 
sur la courbe y2 = x - x 3 ou de mani~re projective, soit sur t2y 2 = t 4 - x 4, soit sur ty 2 = 
t2x -x  3. La deuxi~me de ces courbes est une cubique plane lisse, son genre gdomdtrique est 
donc 6gal ~ son genre arithmdtique c'est-~-dire 1 ; c'est une courbe elliptique. La premiere 
est une quartique plane, son genre arithmdtique st 3 ; mais elle a un point singulier en 
(0, 1, 0). En faisant y = 1, on obtient la courbe affine t 2 = t 4 - x a, avec cette fois le point 
singulier (point double) en (0, 0). On fait alors l'~clatement t = sx et on obtient la courbe 
plane s 2 = s4x 2 - x 2, qui poss~de comme seul point singulier, le point (0, 0), qui est cette 
fois un point double ordinaire. On salt alors qu'un ~clatement suppl~mentaire donnera une 
courbe lisse. On a ainsi, la suite d'~clatements C2 --+ C1 ) C de la courbe initiale C, 
avec C2 lisse et deux points doubles infiniment voisins, P = (0, O) E C, P1 -- (0, 0) E C1. 
Le genre g~om~trique d notre quartique st donc encore 1 (= 3 - 1 - 1), c'est une courbe 
elliptique (cf. par exemple [Pe] pour ces notions). 
De mani~re g~n~rale, ces changements de variables (souvent compliqu~s) de la forme 
y = ¢(x), avec ¢ fonction alg~brique, qui permettent d'obtenir une identit~ du type 
dx dy 
- 
~taient appel~s transformations des int~grales elliptiques. L'une des plus connues parmi 
elles, est la transformation de Landen. En termes de g~om~trie alg~brique moderne, ces 
transformations correspondent ~ ce que l'on appelle aujourd'hui les isogdnies de courbes 
elliptiques. 
74 R. Brouzet 
3.2.5 Les integrales hyperelliptiques 
On a vu dans les paragraphes precedents comment le theoreme d'addition d'Euler 
permet, ~ partir de l'inverse d'une integrale lliptique de premiere sp~ce definie sur un 
segment de R, de la prolonger ~ R tout entier, puis ~ C, en une fonction meromorphe 
doublement periodique. 
Jacobi essaya donc, en 1832, de calquer la methode d'inversion des int~grales ellip- 
tiques, afin d'inverser les integrales hyperelliptiques, 
f0 ~ dt u= 
off Pes t  un polyn6me de degre 5 ou 6. 
Mais le probl~me st que par exemple, pour P de degre 5 du type 
P(x) = x(1 - x)(1 - k2x)(1 - A2x)(1 - #2x) 
avec 0 < # < )~ < k < 1, on obtient 4 periodes pour la fonction inverse, produites par 
les int6grales prises entre les zeros de P, de la m~me mani~re que dans le cas elliptique 
sur lequel nous avons insist6. Cela mena Jacobi A la conclusion que x ne pouvait ~tre une 
fonction m~romorphe de u, puisqu'une telle fonction meromorphe ne pourrait avoir plus 
de deux periodes Q-independantes. I1 eut alors l'id6e de considerer un syst~me de deux 
~quations, precisement : 
Jo + o 
et de tirer, en utilisant le th~or~me d'Abel, qui generalise ]e theor~me d'addition d'Euler, 
x et y comme des fonctions meromorphes de deux variables u et u, soient x = A(u, u) 
et y = Al(u, u) quadruplement p~riodiques en chacune des variables. Afin d'~tudier ces 
deux fonctions A et A1, Jacobi avait besoin de les representer analytiquement. De m~me 
que les fonctions circulaires (correspondant au cas "hypoelliptique") sont representees par 
une s~rie enti~re, Jacobi avait repr~sente l s fonctions elliptiques, qui sont meromorphes, 
eomme quotients de s~ries sp~ciales, appelees fonctions th6ta. Les math6maticiens GSpel 
et Rosenhain developp~rent ind~pendamment en 1847, une th6orie des fonctions th~ta 
de deux variables, prenant module sur celle que Jacobi avait 61abor~e ~. une variable. An 
lieu des quatre fonctions th~ta ~. une variable, ils obtinrent seize fonctions th~ta ~ deux 
variables. 
3 .3 Les travaux d'Hermite sur les intdgraIes abdliennes 
Nous allons partiellement etudier dans ce qui suit, la note de C. Hermite publiee 
aux comptes rendus de l'Academie des Sciences en 1855 et intitulee "Sur la th6or/e de la 
transformation des int~grales ab~lienneg' [Her2] (cf aussi p 444 ~ 478 de [Her1] T1). 
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3.3.1 Le probl@me de la transformation des int@grales ab@liennes 
Dans le d~but de cette note, Hermite pose le probl@me de la transformation des in- 
t@grales ab@liennes (en fait hyperelliptiques avec un polyn6me de degr@ 5 ou 6) en ces 
termes :
<< En repr~sentant par Cx un polyn6me du cinqui@me ou du sixi@me degr@ en x, et posant 
~ r x dx 
(2) 
I f ,  xdx ._}_ Y ~ y~ 
on salt, par les travaux de GSpel et de M. Rosenhain, que x-by et xy s'expriment par des fractions 
dont le num@rateur etle d@nominateur sont des fonctions des arguments u et u, qui ont une valeur 
unique et finie pour toutes les valeurs finies rdelles ou imaginaires de ces arguments. Ces illustres 
g~om~tres ont en m~me temps donn@, sous une forme analogue, l'expression analytique de treize 
autres fonctions de u et de u qui d@pendent alg~briquement, mais d'une mani~re irrationnelle, des 
deux premi@res [...] Je d6signerai ces quinze fonctions par fl(u, u),.. . ,  fls(u,u), et par f(u, u) 
l'une quelconque d'entre Ues. Semblablement, je nommerai Fl(u, u), - . . ,  F15(u, u) les fonctions 
de m~me nature auxquelles on parviendrait en prenant pour point de d~part les @quations 
{ f~ (~+~)d~ + ry (~+zy)@ o 4~ dyo J -~ = u 
f:o ~ .'a- JYo ['y ("/+~y)dy~ ~- P 
oil a, fl, 7, 5 sont des constantes et Cx un polyn6me du cinqui~me ou du sixieme degr@ en x. 
Maintenant, je poserai, comme il suit, le probl@me de la transformation des fonctions ab~liennes 
du premier ordre : 
Le polynbme Cx etant donn~, d~terminer les coefficients de Cx et les constantes a,/3, 3', (~ de 
teI1e sorte que les quinze fonctions F(u, u) puissent s'exprimer rationnellement par les quinze 
fonctions f(u, u). ~> 
Pr@eisons pour faire le lien avec ce que nous avons mentionn@ en 3.2.5, que lea quinze 
fonctions en question sont les quotients des seize fonctions th~ta, par l 'une queleonque 
d'entre elles. 
3.3.2 Relation entre les p@riodes 
Hermite poursuit dans le deuxi~me paragraphe de la mani~re suivante : 
<< On sait que les fonctions ym6triques rationnelles de x et y, d~finies comme fonctions de u 
et u par les ~quations (2), poss~dent quatre paires de p6riodes imultan@es, et que ces p6riodes, 
ou au moins leur doubles, appartiennent aux quinze fonctions f(u, u). Ainsi, en d@signant par 
les lettres w et v les indices simultan@s de p@riodicit@, on aura quatre relations de cette forme 
{ f(~+~o,~+vo) = f(~,,.), 
f(~ + ~, .  + ~,~) = f(~, ~,), 
f(~ + ~2, ~' + ~) = f(~, ~'), 
f(u + wa, u ÷ v3) =f(u,u). 
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Mais il existe entre ces p~riodes, telles qu'on les tire du calcul integral, une liaison exprim~e par 
l'~quation suivante : 
0J0V3 -- 0J3V0 -b WlV2 -- ~d2Vl : 0. (3) 
Et si l'on nomme Oi et Ti les quantit~s analogues h wi et vi, darts les fonctions F(u,v), on aura 
de m~me 
~oT3 - Q3To + ~IT2 - ~2TI = 0. (4) 
[...] t> 
Nous voyons 1A poindre le symplectique avec l 'apparit ion d'une forme bilin~aire anti- 
sym~trique non-d6g~n~r~e sur C 4 vis A vis de laquelle les quadruplets de p~riodes co et v 
d'une part, f~ et T d'autre part, sont orthogonaux. 
3.3.3 Transformation des p~riodes 
Et de poursuivre ncore, 
<< Cela pos~, si l'on demande que les fonctions F(u, v) s'expriment rationnellement par les 
fonctions f(u, v), il faudra 6videmment que les p6riodes imultan6es wi et vi appartiennent ~,F, 
et soient, par suite, des sommes de multiples entiers des p6riodes Oi et Ti. On devra donc avoir 
ces relations lin6aires h coefficients entiers, savoir : 
wo = ao~o -k a l~ l  + a2~2 q- a3~3, vo = aoTo + alT1 + a2T2 -b a3T3, 
Wl = bof~o + b1~1 + b2f22 + b3~3, vl = boTo + biT1 + b2T2 -b b3T3 ,
W2 = C0~r'~0 + Cl['~l + C2~'-~2 + C3~'~3, V2 = c0T0 + ClTI  + c2T2 + c3T3, 
0)3 = d0~0 + d l~ l  + d2~2 q- d3~3, V3 = d0To + dlT1 + d2T2 -~- d3T3, 
[...] >> 
En termes modernes, Hermite 6crit donc 
w = M~,  v = MT 
avec M E M4(7/,). I1 conclut son deuxi~me paragraphe, apr~s avoir mentionn6 que ces 
matrices ne peuvent ~tre arbitraires puisqu'elles conservent l 'orthogonalit~ des quadruplets 
de p6riodes, en ~crivant : 
<< L '~tude arithm4tique des propri4tCs de ces syst~mes particuliers de seize lettres it, qui vient 
ainsi s'offrir, a 4t4 le point de d4part de mes recherches et m'a donn4 les r4sultats uivants. >> 
Hermite aborde alors son troisieme paragraphe n ~crivant :
<< En premier lieu, et pour satisfaire ~, la relation 
sous la condition 
11~ savoir la matrice M 
WoV3 -- 033'00 • C01'02 -- 032V 1 : O~ 
~oT3 - ~3To + ~IT2 - ~2TI = 0, 
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il faut poser les ~quations 
I aodl+bocl-cobl-doal =0 
aod2÷boc2 - cob2 - doa2 =0 
aod3+boc3 - cob3 - doa3 - -a id2  -{- blC2 - Clb2 - dla2 
ald3+blC3 - Clb3 - dla3 =0 
a2d3~-b2c3 - c2b3 - d2a3 - -0  
[...] >> 
Ces ~galit~s ignifient en termes modernes, que la matrice M v6rifie la relation 
tM JM = k J  (5) 
off k d~signe la valeur commune 
aod3 + boc2 - cob3 - doa3 = aid2 + bic2 - clb2 - dla2 
et J la matrice (, 001) 
0 1 0 
-1  0 0 
1 0 0 0 
Si on note Ek l'ensemble des matrices M E M4(Z) v~rifiant l'~galit~ (5), on volt que E1 
n'est autre que le groupe symplectique Sp(4, Z). 
Hermite d~duit des relations correspondant ~ (5), que le d~terminant du syst~me lin6aire 
(i.e. de la matrice) 
a! al a2 a3 ) 
bl b2 b3 
Cl C2 C3 
\do  dl d2 d3 
est un carr6 parfait, ~ savoir k 2 et que si deux tels syst~mes, v~rifient ces relations, en 
les composant on obtiendra un troisi~me syst~me lin6aire pour lesquelles ces relations 
auront encore lieu: Plus pr~cis~ment, notons par a, b, c, d et a,/~, 7, ~ les lettres de deux 
tels syt~mes et par A, B, C, D celles du r~sultat de leur composition ; notons aussi respec- 
tivement k, ~ et K les valeurs correspondant ~.chacun d'eux. On aura alors 
K = kt~ 
Si ~ = 1, on a K = k et Hermite d~finit alors comme ~quivalents les syst~mes a, b, c, d et 
A, B, C, D ; pr~cis~ment, cela sign:fie, que parmi les syst~mes associ~s ~ la m~me valeur 
k, deux d'entre eux sont dits ~quivalents, i on peut passer de l'un ~ l'autre par com- 
position h droite par un syst~me associ~ ~ la valeur 1. En termes actuels, Hermite fait 
agir par multiplication A droite le groupe symplectique Sp(4, Z) sur Ek et regarde comme 
~quivalentes deux matrices dans la m~me orbite. 
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Cela 6rant, lorsque k est premier, Hermite trouve que le nombre total de syst~mes non 
~quivalents est 1 + k + k 2 + k a, autrement dit, il y a 1 + k + k 2 + k 3 orbites pour l'action 
envisag~e. I1donne pr6cis6ment une transversale aces orbites, a savoir 
I I I  
1 
0 
I 
0 
0 0 
1 
0 
0 
0 0 
1 0 
0 k 
0 
0 
0 
k 
0 
0 
0 
, I I  
0 
k 
0 IV  
_{ 
1 
o o i 
0 1 ' 
0 0 
0 i ' 
k i" 
0 1 
0 0 
o~ les indices i, i', i" varient entre 0 et k - 1. I1 y a bien ainsi 1 orbite du type I, k orbites 
du type I I ,  k 2 orbites du type I I I  et k 3 orbites du type IV .  Remarquons que le fait que 
les indices i, i', i" soient cantonn~s entre 0 et k - 1, vient du fait que la multiplication a 
droite d'une de ces matrices, par une matrice de transvection symplectique, augmente ces 
indices d'un multiple de k. 
La suite de Particle d'Hermite sort de notre propos mais signalons tout de m~me 
qu'il obtient, grace aces considerations d'~quivalence a droite sur les matrices de Ek, le 
th~or~me suivant :
le nombre de transformations distinctes des fonctions ab41iennes qui correspondent hun 
nombre premier k est 720(1 + k + k 2 + k3). 
A noter que dans [Hou], ce travail d~Hermite st d~crit de mani~re assez d~taill~e. 
4 Quelques r~sultats sur le groupe symplect ique 
4.1  Les premiers thdor~mes de Jordan 
Comme nous l'avons vu, Jordan est le premier a faire une ~tude syst~matique du 
groupe symplectique dans son Trait~ des substitutions, a travers le groupe ab41ien sur les 
corps Fp (cf. 3.1). 
Jordan note G le groupe ab~lien. Soit r un ~16ment de Fp tel que r p-1 = 1. La substi- 
tution U qui envoie (x, y) sur (rx, y) (en notant simplement x et y pour (x l , . . . ,  x~) et 
(Y l , ' " ,  Yn)), appartient a G et multiplie, avec les notations d~ja employees dans le para- 
graphe 3.1.2, la forme bilin~aire ¢ par r. Si S est une autre substitution de ~ qui multiplie 
¢ par m = rP, 0 < p _ p - 2, alors S s'~crira S = UPT, T ~tant une substitution de G qui 
laisse ¢ invariante. Ainsi, l'ordre de ~ est ~gal a p - 1 lois l'ordre ~n du groupe H form6 
par les substitutions qui laissent ¢ invariante. Autrement dit, le calcul de l'ordre de ~ est 
ramen~ a celui du groupe H, qui n'est autre pr~cis~ment que le groupe sp4cial lin~aire 
ab41ien de Dickson ou encore notre groupe symplectique. Jordan ajoute que si a , /~, . . .  
sont les facteurs premiers dont le produit donne p - 1, et si G, G~, ~aZ, • "' ,  Gp-1 = H sont 
les groupes form,s respectivement par la combinaison de H avec U, U ~, U~,  . . ., U p-1 = 1, 
alors ces groupes auront pour ordre (p -  1 )~,  P -~n,  ~m""  ,~  et que chacun d'eux 
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sera permutable aux substitutions de ~. Ainsi ~ aura pour facteurs de composition a , /3 , . . .  
et les facteurs de composition de H. Jordan cherche alors l 'ordre de H ainsi que ses fac- 
teurs de composition. Pour ce faire, il introduit des substitutions particulidres de H, 
savoir 
M~ : ( . . . , x~,yu , . . - )  ~ ( . . . , yu , -xu , . . ' )  
L u : ( . . . ,xu,yu, . . . )  ~ ( . . . , x  u + yu, yu,...) 
: 
I1 6tablit alors les trois th~or~mes 12 suivants :
Th~or~me 1 Le groupe H est d~rivd des seu/es substitutions Lu, Mu, N~,~ et son ordre 
est dgal h 
(p~" - 1)p ~"-~ (p~"-~ - 1)p ~"-~. • • (p~ - 1)p. 
1 Th~or~me 2 Si pest  impair, les facteurs de composition de H sont ~ et 2. 
Th~or~me 3 Sip = 2 et n > 2, le groupe H est simple. 
I1 6crit ensuite :
<< I1 reste 13 ~ considerer le cas oh l'on a p = 2, avec n = 2. Dans ce cas, H a pour facteurs de 
composition 2 et ½~n. Mais il est inutile d'6tablir ici ce r~sultat, qui se pr6sentera de lui-m~me 
plus loin. >> 
4.2 L'apport de Dickson 
L.E. Dickson, comme il l'~crit 14 lui-m~me au d6but de son article de 1897 [Dicl], 
g~n~ralise l s travaux de Jordan au "corps de Galois" d'ordre g6n6ral GF~pm], c'est-~-dire, 
en termes modernes, il ~tudie le groupe symplectique sur tous les  corps finis Fq, q = pro. 
Pr~cis6ment, il montre, avec les m~mes notations que celles de Jordan, que l 'ordre de H 
i.e. de Sp2~(Fq) 15 est 
f2(n, m, p) = pro. (pZr~. _ 1)(p2m. _ p2m)(pZm~ _ p4m).. .  (p2m~ _ p2r.,~-2r~) 
et que 
Th~or~me 1 Sip > 2, les facteurs de composition de H sont ½~(m,n,p) et 2. 
I1 montre ensuite le 
Th~or~me 2 Sip  = 2 et n > 2, ]e groupe H est simple. 
12Manifestement, Jordan suppose implicitement dans cette ~tude que n > 2, ce qui ~tait d6j~ visible 
dans la d6finition de Nu.~ 
13Ce qui confirme que Jordan suppose n _> 2. 
1411 precise d'embl~e dans une note de bas de page qu'il suppose dans son ~tude n > 1, le cas n = 1 
r6duisant le groupe ab~lien au groupe des substitutions sur deux indices de d~terminant unit~ pour 
lesquels il rappelle les facteurs de composition. 
15Nous ~changeons ici les r6tes de met  n par rapport aux notations de Dickson, afin de les rendre 
identiques ~celles de Jordan. 
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Il conclut son article en pr~cisant qu'i] ne traite pas le cas p = 2, n = 2 et que Jordan 
a ~tudi~ cette situation dans le cas particulier off m = 1, pour lequel il a prouv~ que H 
est d'ordre 720 e ta  les facteurs de composition 2 et 360. Dickson complete cette lacune 
dans sa note [Dic2], en prouvant que dans le cas p = 2, n = 2, H est simple d'ordre 
24n(24n - -  1)(2 ~ - 1). 
4.3 Rdsultat ddfinitif sur la structure du groupe symplectique 
Dans son ouvrage consacr~ aux groupes classiques [Die2], Dieudonn6 montre le r~sultat 
complet suivant relatif ~ la structure du groupe symplectique sur un corps quelconque, 
Th~or~me 1 A l'exception des groupes Sp2(F~), Sp2(F3) et Sp4(F2), tout groupe 
symplectique Spn(K) ne contient aucun sous-groupe distingu~ distinct de lui-m~me t 
non contenu dans son centre. 
En introduisant le groupe projectifsymplectique PSpn(K), quotient du groupe sym- 
plectique par son centre {:t:I}, on peut reformuler ce th~or~me de la mani~re suivante, 
Th~or~me 1 bis A 1'exception des groupes PSp2 (F2), PSp2 (Fa) et PSp4 (F2), les groupes 
PSp~(K) sont simples. 
I1 precise, h propos du th6or~me 1, dans une note de bas de page, 
<< Le theor~me n'est nouveau que pour le cas oh K est un corps imparfait 18 de caracteristique 2;
pour les autres cas, il est dfi a Dickson (D-II, p. 368) 17. >> 
Dans l ' introduction de cet ouvrage (cf. loc. cit.), Dieudonn~ crit : 
<< Historiquement, ceux de ces groupes i qui se sont introduits d'abord sont relatifs au cas o0. 
le "corps de base" (c'est-h-dire l corps darts lequel es variables et les coefficients prennent leurs 
valeurs) est le corps des nombres r~els ou celui des nombres complexes, ce qui explique le r61e 
jou~ par les methodes infinit~simales dans les nombreuses recherches sur ce sujet ; nous n'avons 
pas ~ rappeler ici les resultats auxquels elles ont conduit, et qui, ~ beaucoup d'egards, epuisent 
les probl~mes poses. Mais l'Algebre moderne ntend aborder la question de plus haut, en ne 
faisant aucune hypoth~se particuliere sur le corps de base, ce qui impose l'obligation de n'utiliser 
que des methodes algebriques, degag~es de tout recours h l'idee de continuitY. Le premier qui air 
imagine de telles methodes est sans doute C. Jordan, qui, d6veloppant des idees de Galois, etudia 
de fa~on approfondie l s groupes classiques sur les corps premiers de caxacteristique p ¢ 0[...] >> 
Cette remarque est quelque peu ~tonnante puisque l'6tude des groupes commence 
essentiellement au milieu du XIX ~me si~cle, et qu'on s'int~resse, ~ la suite des travaux 
de Galois, aux groupes finis et tout particuli~rement, eu ~gard ~ leur importance dans 
la th~orie de Galois, ~ la d~termination de leurs sous-groupes invariants, et par voie 
de consequence ~ la recherche des groupes imples, grand probl~me qui va mobiliser les 
alg~bristes. I1 est donc naturel que le futur groupe symplectique soit apparu, sous la plume 
de Jordan, d'abord dans le cadre des corps finis. 
16Rappelons qu'un corps imparfait de caracteristique pest un corps pour lequel 'application x ~ x p 
n'est pas surjective ; par exemple, le corps des fractions rationnelles ~ coefficients dans Fp est ainsi. 
17Cette r~fSrence orrespond ~[Dic3] dans notre bibliographie. 
lSA savoir, les groupes classiques 
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En revanche, H. Weyl ne s'inscrit pas lui dans cette mouvance alg~brique comme nous 
l'avons d~j~ soulign~ dans l'introduction de ce texte. Son groupe complexe l'est dans tous 
lessens du terme! I1 est dans la droite ligne de S. Lie, sa motivation et sa culture sont 
g~om~triques t ses m6thodes "infinit~simales" et cela explique ais~ment que, dans la note 
de bas de page qui nous a servi de point de d6part pour cette ~tude de la g~n~se du groupe 
symplectique, il semble "n~gliger" l'origine "ab~lienne", en faveur de l'origine "complexe". 
Conclusion 
Nous avons ainsi montr~ que deux voies tr~s diff~rentes ont h l'origine du groupe 
symplectique, l'une plut6t alg6brique t l'autre g~om~trique. La premiere est issue de 
probl~mes relatifs h la transformation des int~grales ab~liennes 6tudi6s par C. Hermite en 
1855 et s'inscrit dans le cadre des groupes finis, faisant apparaitre le groupe symplectique 
comme sous-groupe du groupe lin6aire sur un corps fini, dans la ligne directe des travaux 
de Galois ; la seconde st issue de la g6om~trie projective sur le corps des complexes h partir 
de travaux de MSbius effectu~s en 1830 et fait apparattre l  groupe symplectique dans le 
cadre des groupes continus de transformations de S. Lie une quarantaine d'ann6es plus 
tard. Ces deux routes ind~pendantes confluent vers 1870 puisque le Tra/t6 des substitutions 
de Jordan [Jo] parait en 1870 tandis que S. Lie publiera ses travaux sur ses transformations 
partir de cette ann6e lb. En fait, au printemps de l'ann6e 1870, F. Klein et S. Lie firent 
un s~jour h Paris et rencontr~rent C. Jordan. Quelle fut l'influence de ce dernier et des 
groupes finis sur Lie et ses groupes continus ? T. Hawkins [Haw2] indique que rien ne 
permet de penser qu'une telle influence ait eu lieu, ce que nous croyons aussi volontiers, 
du moins concernant le sujet qui nous int~resse ici, tant semblait inevitable l'apparition 
de ce groupe symplectique dans le monde des complexes de droites, que Lie manipulait 
depuis d~j~ longtemps. 
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