Abstract. Given an interval [a, b] the associated X Y model is the space Ω = [a, b] N with an a priori probability ν on the state space [a, b]. In most of the cases the normalized Lebesgue probability is the a priori probability. One can consider some natural metrics on Ω in such way that Ω is compact.
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Introduction
Let Ω = [0, 1] N be the symbolic space X Y and the a priori probability d a (Lebesgue).
We consider the metric in Ω = [0, 1] N given by:
|x n − y n | 2 n where x = (x 1 , x 2 , ...) and y = (y 1 , y 2 , ...) are on Ω. Note that Ω is compact by Tychonoff's theorem. We denote by C the space of continuous functions from Ω → R.
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Given a continuous function f : Ω → R let L f : C → C be the Ruelle operator that sends ϕ → L f (ϕ), which is defined for each x ∈ Ω by the following expression (1) L f (ϕ)(x) = 1 0 e f (a,x1,x2,...) ϕ(a, x 1 , x 2 , ...) d a.
As usual, we define the dual of the Ruelle operator, denoted by L * f , on the space of Borel measures on Ω as the operator that send a measure µ to the measure L * f (µ) defined, for each ϕ ∈ C, by
The general case, where Ω = M N , M is a compact set and the a priori probability is not necessarily Lebesgue is studied in [6] and is called one-dimensional lattice system theory. If we suppose M = [0, 1] and the a priori probability is Lebesgue, this is so-called X Y one-dimensional model. It is a classical problem in Physics to analyze the Statistical Mechanics of lattices when the spin are on S 1 (see [5] ). It is shown in [6] and [2] that if f is Lipschitz then there exists a strictly positive Lipschitz eingenfunction h f for L f associated to a positive eigenvalue λ f and also the existence of an eigenprobability for L * f . Moreover, the eigenvalue λ f is simple (which means the eigenfunction is unique up to a multiplicative constant).
We denote by M σ the set of invariant measures for the shift map, σ : Ω → Ω, defined by σ(x 1 , x 2 , x 3 , ...) = (x 2 , x 3 , x 4 , ...). In [6] was defined the entropy h(µ) of µ ∈ M σ and was proved a variational principle: given a Lipschitz potential f and λ f is the maximal eigenvalue of L f then
Moreover the supremum is attained on the eigenprobability of the dual of the Ruelle operator.
These are theoretical questions on the Thermodynamic Formalism for the X Y model which were already addressed on some recent papers. However, there is lack of interesting examples where the theory can be applied. Here we will present several results and explicit examples on the Thermodynamic Formalism of the X Y model in order to fill this gap.
We consider a continuous potential f : Ω → R of the form
where f j : [0, 1] → R are fixed functions. We say that the function f is of the product type. We will also suppose that ∞ j=1 f j (x j ) is absolutely convergent, for all x ∈ Ω.
We will assume in some examples that each function f j , j ∈ N, is a Lipschitz functions with Lipschitz constant smaller than 1 2 j . In this case one can show that f : Ω → R is Lipschitz.
Functions of the product type are studied in [4] in the case Ω = M N where M is a finite or countable alphabet. In [4] was shown, among other things, explicit formulae for the leading eigenvalue, the eigenfunction and eigenmeasure of the Ruelle operator.
In section 2 we will exhibit the explicit expression of the maximal eigenvalue, of the positive eigenfunction of the Ruelle operator and of the eigenprobability of the dual of the Ruelle operator, when M = [0, 1]. If f is Lipschitz we know, by [6] , that the eigenprobability satisfies a variational principle, and hence this measure is the equilibrium probability for f .
Let β = 1/T be the inverse of the temperature T , if we consider the potential βf and we denote byμ β the eigenprobability of L * βf , its well known that the limits (in the weak* topology) ofμ β , when β → ∞, are related with the following problem: given f : Ω → R Lipschitz continuous, we want to find probabilities that maximize
any measure that attains the maximal value is called a maximizing measure for f . See [6] for general results in ergodic optimization theory, when
It is shown in [6] : if for some subsequence we haveμ βn ⇀ µ ∞ , when n → ∞, then µ ∞ is a maximizing measure.
One interesting question is:μ β converges to a maximizing measure, when β → ∞? In the afirmative case we say we have selection of this maximizing measure. The problem of selection and non selection of a maximizing measure was studied in several works, see [10] and [3] for examples of non selection in the case M is the unitary circle.
We will show in section 3 that we have selection of a maximizing measure in the case f is of the product type and f (a, a, a, ...) has one or two maximum points in [0, 1], also a large deviation principle is true for this convergence.
In [7] was shown a large deviation principle in the case M = [0, 1] and the maximizing probability is unique for a potential that depends only in two coordinates. In the present work we do not suppose the maximizing probability is unique and the potential can depends on all coordinates.
Explicit expressions for eigenfunction and eigenprobability of functions of product type
Let us consider a continuous potential of the product type f : Ω → R defined by
where f j : [0, 1] → R are fixed functions and such that
Sometimes is more convenient use the following notation:
In this way, we can write
In this section we will show the explicit expressions for the maximal eigenvalue and for positive eigenfunction of L f and for the eigenprobability of L * f .
Proposition 1.
Suppose f is continuous of the product type and that a)
, as f is continuous and
To see that h f is well defined, note that a classical result claims that for a sequence of positive number a j , the product ∞ j=1 a j is well defined, if and only if, j log(a j ) < ∞. As f satisfies b) we have that
Proposition 2. Assume that the functions f j , j ∈ N are Lipschitz with Lipschitz constant smaller than 1 2 j and that for somex we know that
Then, the hypothesis of Proposition 1 are true.
Proof:
We say that a potentialf is normalized if Lf (1) = 1 or 1 0 ef (a,x1,x2,...) d a = 1. Given a potential f , h f and λ f the eigenfunction and the eigenvalue of the operator L f , we define the normalized potential associated to f , as usual byf = f + log h f − log h f • σ − log λ f .
In the exponential scale ef becamẽ
now using equation (2) and the definition of g we get
This impliesg (andf ) depends only on the first coordinate of x.
It is known from [6] that if f is Lipschitz continuous then there exists a unique eigenprobabilityμ f for L * f , and that the measure µ f = 1 h fμ f is an eingenmeasure for L * f , where h f is the unique eigenfunction of L f associated to the maximal eigenvalue λ f . The next proposition exhibits the explicit form of these measures. 
and this implies that L *
and this implies that L * f
Finally, let us show that
From [6] we get that, iff is normalized andμ f is such that L * f (μ f ) =μ f , then the entropy ofμ f is given by,
This is an explicit expression for the entropy of this example.
Also we compute
And this implies that
This shows thatμ f satisfies a variational principle, as in [6] , i.e., let f be a Lipschitz continuous potential and λ f be the maximal eigenvalue of L f , then
where M σ denote the set of σ invariant Borel probability measures over B. And the supremum is attained on the measureμ f .
Zero temperature, selection of the maximizing measure and large deviation principle
Now we will analyze the question of zero temperature, when β → ∞, for this example. General results on Ergodic Optimization and selection when temperature goes to zero, for the case Ω = {1, ..., d} N , can be found in [1] . For each β > 0 we consider the potential βf (x) = ∞ j=1 βf j (x j ), so the eigenfunction of L βf is given by h β (x) = e ∞ j=1 i>j βfi(xj) = e β ∞ j=1 i>j fi(xj) . And, the equilibrium probability is given byμ β = ⊗ ∞ n=1μ 0,β wherẽ
As usual, we would like to investigate the limits ofμ β and 1 β log h β (x), when β → ∞.
The limits ofμ β are related with the following problem: given f : B → R Lipschitz, we want to find probabilities that maximize the value
We define
Any of the probability measures which attains the maximal value will be called a maximizing probability measure, which will be denoted generically by µ ∞ .
We say that u is a calibrated subaction if
We know that by [6] that, if the potential f is Lipschitz continuous, then i)
where λ β = e β ∞ j=1 fj (a) da. ii) Any limit, in the uniform topology,
is a calibrated subaction for f .
Note that 1
does not depends on β, hence by the previous result we have that u(x) = ∞ j=1 i>j f i (x j ) is a calibrated subaction.
Remark: We can also show directly that u is a calibrated subaction by the following argument:
This shows that u(x) = ∞ j=1 i>j f i (x j ) is a calibrated subaction. For the proof of this Lemma see [8] .
We use this lemma to obtain
Lemma 5. Suppose l(β) = δ α e βF (t)dt , where β is real and positive, F (t), F ′ (t) and F ′′ (t) are real and continuous in α ≤ t ≤ δ. Let t = a be the only point of maximum of F (t) in [α, δ], with α < a < δ, thus the asymptotic approximation as
For the proof of this Lemma see [8] .
We will use Lemma 5 to show that we have selection of the maximizing measure in the following cases: 
Proof: a) If F has only one maximum in a 1 ∈ (0, 1) then
We conclude that the above expression goes to 0 if a = a 1 and goes to ∞ if a = a 1 , when β → ∞. Hence, lim β→∞μ0,β (a) = δ a1 and lim β→∞μβ = ⊗ ∞ n=1 δ a1 and we have selection of the maximizing measure.
b) Now we consider the case where F has two maximum points in (0, 1), say 0 < a 1 < a 2 < 1 we can divide [0, 1] in two intervals, each one containing only one maximum point and apply the lemma to obtain
and e βF (a)
1 0
Therefore, if a = a 1 and a = a 2 the density ofμ 0,β goes to 0.
This implies thatμ 0,β ⇀μ 0,∞ = p 1 δ a1 + p 2 δ a2 , where p 1 + p 2 = 1 and
F ′′ (a1) . And therefore we have selection of the maximizing measure. We can also prove a large deviation principle and exhibit the deviation function:
i>j f i (x j ) the calibrated subaction, where x = (x 1 , x 2 , , ..., x j , ...). Consider the function Proof: i)
Note that as m(f ) = max
F (a), we have
This implies that I(x) ≥ 0, and I(x 1 , x 2 , ..., x j , ...) = 0, if and only if, x j ∈ argmax F , for all j ∈ N.
Note that I(x 1 , ..., x n , x 1 , ..., x n , x 1 , ..., x n , ...) = ∞, if there exists
Note also that to have I(x) < ∞ is necessary that F (x j ) → m(f ). df i (a) da = 2 i2 −2 i+1 = i2 −2 i+2 , hence c i < 2 −i for each i ≥ 5.
Note also that c i ≤ 4 · 2 −i for i = 1, 2, 3 and 4.
Therefore, we get that the Lipschitz constant of f i is smaller than 4 · 2 −i , for all i.
Then, |f (x) − f (y)| ≤ 
This is the polylogarithm function.
Each f i is a Lipschitz function: in the same way as before we consider In this example we have
This function is not Lipschitz but satisfies the hypothesis of Proposition 1, when γ > 2. Indeed, 
