A new optimization principle is presented. Solutions of problems are partly, but significantly, ruined and rebuilt or recreated afterwards. Performing this type of change frequently, one can obtain astounding results for classical optimization problems. The new method is particularly suited for more complex optimization problems ("discontinuous" ones, problems with hard-to-find admissible solutions, problems with complex objectives or many constraints). The method is an all-purpose-heuristic. Numerical results are given for the Traveling Salesman Problem, for the Vehicle Routing Problem with time windows, and for network optimization. Numerical evidence for the quality of the proposed principle is given. For most of the instances of a research library of problems, the ruin and recreate (R&R) implementation achieved the best published results. For many instances, better or much better solutions could be found.
Before we give a more systematic introduction, we want to give the reader a quick feeling for this new class of algorithms we introduce here. The basic element of our idea is to obtain new optimization solutions by a considerable obstruction of an existing solution and a following rebuilding procedure. Let's look at a famous Traveling Salesman Problem which was often considered in the literature (PCB442 problem of Grötschel [1] [2] [3] [4] [5] [6] [7] [8] ). Suppose we have found some roundtrip through all of the 442 cities like in Fig. 1 .
That's our initial or current solution of the problem. We "ruin" now a significant part of the solution. That's the easy part of it. When ruining the solution, think of a major disintegration or devastation. Mathematically speaking, we take some cities in the shaded area out of the current tour and connect the remaining (or surviving) cities to a shorter round trip. We say, "the cities which are disintegrated by the ruin move are not any longer served by the traveling salesman." In the final step, we recreate this partial solution after its ruin to a full TSP solution again. That's the harder part of the algorithm. There are many ways to recreate the ruined part of the solution, such that this is obviously an important point to be discussed in this paper. Now we have a first imagination of how the ruin and recreate principle works. If we had to write a R&R based optimization routine we have to think about the kind and size of the disintegration steps and to argue about how to recreate ruined parts of the solution. We can overlay a decision rule whether we should accept the rebuilt structure or rather keep the original one. We could only accept better solutions ("Greedy Acceptance") or proceed according to Simulated Annealing [9] [10] [11] , Threshold Accepting [3] , or Great Deluge [4] methods.
In the next section, we discuss R&R in more detail, however, in general. We present tables which show results of R&R kind optimization for vehicle routing giving overwhelming evidence for the power of the R&R principle. After that, we proceed with a very short overview of possible solution change acceptance rules to be used in connection to R&R changes. Then we turn to the discussion of the vehicle routing problem, the network optimization problem, and the detailed TSP studies.
II. RUIN AND RECREATE

A. Strategy
The ruin and recreate method proposes using the well-known concepts of Simulated Annealing [9, 10] or Threshold Accepting [3] with bold, large moves instead of smaller ones. For "simple structured" problems like the Traveling Salesman Problem there is no real need to use large moves, because algorithms usually deliver near-to-optimum solutions with very small moves already. Dealing with complex problems, however, we encountered in our research team severe difficulties using these classical algorithms. If we considered wide area networks, or very complex vehicle routing tasks, we faced troubles.
• Complex problems often can be seen as "discontinuous": If we walk one step from a solution to a neighbor solution, the heights or qualities of these solutions can be dramatically different, i.e., the landscapes in these problem areas can be very "uneven."
• Solutions of complex problems often have to meet many constraints, and it is often even hard to get just admissible solutions. Neighbor solutions of complex schedules, for instance, are usually inadmissible solutions, and it may be very hard to walk in such a complex landscape from one admissible solution to another neighbored admissible solution. Many forms of the classical algorithms try to avoid the "admissibility problem" by modeling artificial penalty functions, but they typically can get stuck in "slightly inadmissible" solutions which might not be allowed at all.
Throughout this paper, we will "think" in a new paradigm: ruin and recreate. We ruin a quite large fraction of the solution and try to restore the solution as best as we can. Hopefully, the new solution is better than the previous one.
The R&R approach will show an important advantage in this paper: If we have disintegrated a large part of the previous solution we have a lot of freedom to create a new one.
We can reasonably hope that, in this large space of solutions, it is possible to find again an admissible solution. Hopefully we get "discontinuous" problems (problems with very complex objective functions, problems where the solutions have to meet many side conditions) which are more tractable using special large moves.
We demonstrate the power of the new paradigm by numerical results for the vehicle routing problem with time windows. We chose this problem area because we felt that this problem is the "easiest of the complex" problems. It is hard enough to recognize that the classical algorithms may be not really suited here anymore. It is "easy" enough to find some published problem instances which are already extensively studied in the literature. We took more than 50 problem instances from the library of Solomon [12] and tested our R&R implementation on them.
Tables II to V present our complete numerical results on the Solomon library. In most cases, our R&R implementation gave solutions at least as good as the currently published record. In many cases, we could achieve better and much better results. We highlight here four rather complex examples out of the Solomon library. Figure 2 shows our best R&R solutions for the problems R107, R202, RC105, and RC206. Here, we could achieve significant improvements: instance R107, 1119.93 (down from 1159.86); instance R202, 1195.30 (down from 1530.49); instance RC105, 1633.72 (down from 1733.56); instance RC206, 1152.03 (down from 1212.64). Now, the final results are clear. Before we can come to the main part of the paper, where we explain "how it really works," we add a remark from the practical point of view.
B. Remarks for Applications
Throughout this paper we will study R&R algorithms which build one admissible solution after each other. We don't use artificial constructions like penalty terms in the objective function at all. This property of the R&R principle has quite significant implications for, say, commercial vehicle routing systems. At every time during running a R&R optimization you have a fully admissible solution available. This is in contrary to many vehicle routing implementations where you often achieve only solutions with small violations of the given restrictions which you have to resolve in practice by neglect, by tolerance, by wiping them out by hand, by brute force-take a full additional truck for a small packet-or by calling a customer for a more suitable time window.
III. CLASSICAL IMPROVEMENT HEURISTICS
A. Simulated Annealing and Its Relatives
Simulated Annealing [9] [10] [11] , Threshold Accepting [3] , the Great Deluge Algorithm [4, 5] , and related Monte Carlo-type optimization algorithms apply ideas of statistical physics and applied mathematics to find near-to-optimum solutions for combinatorial optimization problems. These are all iterative improvement algorithms. They start with an initial configuration and proceed by small exchanges in the actual or current solution to get a tentative new solution. The tentative new solution is evaluated, i.e., its objective function, e.g., its total cost, is computed. The algorithmic decision rule is applied. It is decided if the tentative new solution is kept as the current solution; in case of acceptance the new solution is taken as the new current solution. Of course, we can use all these acceptance strategies within a R&R optimization. Usually, optimization algorithms work with very small or very 144 SCHRIMPF ET AL.
FIG. 5.
Left, 1-hop NOP optimum with total length 82; right, 3-hop NOP optimum with total length 55.
FIG. 6.
Topologies of solutions for systems N15 (left) and N45 (right). Computing centers C are colored in grey. Circles denote locations with switching facility; squares denote locations without switching facility. Trunk bandwidths are 64 Kbps (cyan), 128 Kbps (gold), and 2 Mbps (magenta). Total costs are 11,437 units for system N15 and 25,304 units for system N45, corresponding to a synergy of 26.3%.
local changes in a current solution. In this paper we'll also use these type of acceptance rules, however, with considerable changes "made by meteorites."
1. Decision rules. The different algorithms work with this same structure, but they use different decision rules for acceptance/rejection. In a Random Walk (RW) every new solution is accepted. The Greedy Acceptance (GRE) accepts every solution which is better than the current solution. Simulated Annealing (SA) procedures accept every better solution and, with a certain probability, also solutions being worse than the current solution. Threshold Accepting (TA) [3] accepts every solution which is not much worse than the current solution, where "not much" is defined by a threshold. The Great Deluge Algorithm (GDA) [4, 5] rejects every solution below a required quality level (the "waterline"). This principle is related to a Darwinian approach. Instead of "only the fittest will survive" the deluge principal works with "only the worst will die."
Mutations.
Of course, the definition of an exchange in a current solution depends on the optimization problem. Let us look, for instance, at the Traveling Salesman Problem. In order to modify the current solution to get a new tentative chosen solution, different types of local search mutations are commonly applied. An exchange exchanges two nodes in the tour. The Lin-2-opt cuts two connections in the tour and reconstructs a new tour by insertion of two new connections, which can be shown to provide better results [13] . A node insertion move (NIM, or Lin-2.5-opt [14] ) removes a node from the tour and reinserts it at another position. Moreover, Lin-3-opt, [15, 16] are sometimes applied, cutting three, four, and five connections and choosing one of 4, 25, and 208 possibilities to recreate the new tour, respectively.
B. Set Based Algorithms
Simulated annealing and related techniques have in common that a new configuration is generated based on the actual one. No information about former configurations is used. Genetic algorithms and evolution strategies both use a large set of configurations as individua of a population. Tabu Search saves information about former configurations in its Tabu List and therefore also depends on a set of configurations. Searching for Backbones reduces the complexity of a problem by eliminating parts which are supposed to be already optimally solved.
Genetic algorithms and evolution strategies.
Genetic algorithms mostly use different kinds of crossover operators generating children from parent configurations, while evolution strategies concentrate on mutations altering a member of the population [17] . With both techniques new configurations are produced; various implementations of these algorithms only differ in the type of the used mutations and in the choice which configurations are allowed to reproduce or to mix with each other or forced to commit suicide. [18] is a memory based search strategy to guide the system being optimized away from parts of the solution space which were already explored. This can be achieved either by forbidding solutions already visited or structures some former solutions had in common, which are stored in a Tabu List. This list is updated after each mutation according to some proposed rules, which have to guarantee that the optimization run never reaches a solution again which was already visited before, that the Tabu List size does not diverge, and that a good solution can be achieved.
Tabu Search. Tabu Search
3. Searching for Backbones. Searching for Backbones [6] compares results of independent optimization runs for equal parts. These parts are supposed to be optimal, i.e., to be parts of the optimum solution. This information is considered in the next series of optimization runs in which these parts remain unchanged. The new solutions are supposed to be better than the previous ones because the optimization could concentrate on parts which are more difficult to solve optimally. This algorithm is repeated iteratively until all optimization runs produce the same solution.
IV. R&R FOR VEHICLE ROUTING
A. Introduction
We turn to the optimization of vehicle routing. We only consider problems where a fleet of vehicles starts from a central depot. All the vehicles have a given maximum capacity. They serve a set of customers with known demands. The solution of the VRP (vehicle routing problem) consists of a minimum cost set of routes of the vehicles satisfying the following conditions: Each vehicle starts and ends its route at the central depot. Each customer is served exactly once. The sum of the demands of all customers served by a single vehicle does not exceed its capacity. The cost of a set of routes for the VRP is the sum of the length of all routes. Each customer may add a time window or time interval restriction to the problem, that is, for every customer there is an earliest and a latest time where the vehicle is allowed to serve the customer. If such restrictions are imposed, we speak of the VRPTW (vehicle routing problem with time windows).
In the literature there is a well known collection of 56 VRPTW instances from Solomon [12] which is used by many researchers for evaluation of their VRPTW solving systems. These problems can be classified into 3 groups, with distinct characteristics of the distribution of the customer locations: random (R), clustered (C), and a mixture of both (RC). Furthermore, each of these groups can be split into problems with low vehicle capacity (type 1) or high vehicle capacity (type 2). One therefore generally speaks of six problem sets, namely R1, C1, RC1, R2, C2, and RC2. Members of a single set vary both in the distribution of the time windows and in the demands of the single customers (see Table I ).
All problems consist of 100 customer locations and one depot. Both the distances and the travel times between the customers are given by the corresponding euclidean distances. Therefore, this library incorporates many distinguishing features of vehicle routing with Note. The a-d and A-C are 101/100-dimensional vectors representing the coordinates (a-d) and demands (A-C) of the customers. RUIN AND RECREATE PRINCIPLE 147 time windows: fleet size, vehicle capacity, spatial and temporal customer distribution, time window density, time window width, and customer service times. The objective of the problem is to service all customers while first minimizing the number of vehicles and second minimizing the travel distance.
Results in the literature are not completely comparable. While some authors used euclidean distances, others truncated the distances to one decimal place. The reason for the truncation is that some exact algorithms for solving VRPTW are integer based, like dynamic programming. As in the recent publications [19, 20] we used real, double-precision distances. Desrochers et al. [21] used a LP relaxation of the set partitioning formulation of the problem and solved it by column generation. The LP solutions obtained are excellent lower bounds. With a branch-and-bound algorithm they solved 7 out of the 56 problems exactly. Potvin et al. [22] used Genetic Search to solve the VRPTW. The basic principle they used is the creation of a methodology for merging two vehicle routing solutions into a single solution that is likely to be feasible with respect to the time window constraints. Thangiah et al. [19] applied a technique where customers are moved between routes defining neighborhood solutions. This neighborhood is searched with Simulated Annealing and Tabu Search. The initial solution is obtained using a push-forward insertion heuristic and a genetic algorithm based sectioning heuristic. They solved 56 + 4 problems from the literature (Subsection IV.A, 4 other problems), and for 40 of these they obtained new optimum solutions. For 11 out of the 20 remaining problems they obtained solutions equal to those best known. Later, Rochat et al. [20] adopted their probabilistic technique to diversify, intensify, and parallelize the local search to the VRP and VRPTW. They used a simple first-level tabu search as the basic optimization technique and were able to significantly improve its results by their method. In using a post-optimization procedure they improved nearly 40 of the 56 instances. This shows that their method has in most cases significant advantages over the previous methods.
B. Ruin
In the first section, we introduced the concept of "ruin" with a discussion of the Traveling Salesman Problem: We removed all those cities from a round trip that were located in the radial deletion area. Let's use a different wording for "a city being deleted from the tour." We would like to say, "a city is not served anymore by the traveling salesman." After the ruin the salesman is serving only all the cities that remain after the ruin step. If we deal with vehicle routing, we shall disintegrate a solution by removing destinations or customers or packets to be delivered. We say that these customer destinations are not serviced anymore after a ruin. When we discuss the recreation step, we say that these customers are trying to be serviced again, this time by the most appropriate vehicle. There are many ways to ruin a solution. Below we give some exact definitions of particular ruin strategies used in our implementation. Of course, you may feel free to invent new ones. Let's browse briefly through some obvious ideas.
For the TSP, you could ruin according to the first section. We call this procedure radial ruin. We can remove cities from the service by flipping coins: every city is removed with a certain probability. We can remove a shorter or longer string of cities within a round trip. For the vehicle routing problems, there are many more promising fashions to disintegrate solutions. Since every vehicle rides along a round trip, any TSP destruction method can be used. But we have a broader spectrum of possibilities. Of course, we can remove all customers inside a disk in a plane. This is a type of "space deletion" or "space ruin." We could also remove every customer which is serviced in the current solution inside a certain time interval: this is a "time deletion." Furthermore, we could apply "volume deletions" or "weight deletions" that remove customers receiving packets whose weights or volumes are in a certain range. All these ruins remove customers who are adjacent in some sense. For example, many years ago we studied knapsack problems [23] and found already at that time that packet exchanges are most useful if they are restricted to packets of similar size. Within the new framework we present here we would say that we have used volume ruins of small size.
Let's start here to define some kinds of ruins: some packets to be delivered or customers to be served or cities to be visited are removed from the system T . They are not served any longer, or we say, they are put into a bag B of unserved items. Radial ruin: This is the classical ruin from which the imaginative picture is derived. Select randomly a node c from the set T of all N nodes (packets, customers, cities). Select a random number A with A ≤ [F · N ], F being a fraction, a number between 0 and 1. Remove c and its A − 1 nearest neighbors from T and put them into the bag B. The "nearest neighbors" are defined according to a certain metric. For our vehicle routing instances we use the euclidean distance.
Remove A randomly selected nodes from T and put them into B. Note that random ruin is a global strategy whereas radial ruin is a more local one. Sequential ruin: Remove A ≤ [F · N ] succeeding nodes from a single, randomly selected round trip.
C. Recreate
Suppose we have ruined a solution. This means that we have a set of customers which are no longer serviced (by a salesman or by a vehicle). The recreation of the solution means the reinsertion of these customers into the system. Ideally, we could try to invent an algorithm such that the solution is recreated exactly optimally. On the other hand, we could try to take every customer, one after another, and insert them into the system in a more or less clever way. It can be seen that there is a whole universe of methods to recreate the system. In this paper, we want to present the principle of R&R, the pure idea. We have restricted ourselves to studying the most obvious recreation of all: best insertion. Best insertion means that we add all customers out of service successively in the best possible way to the system. Do not violate any restriction (e.g., time window constraints), such that every recreation ends up in a fully admissible solution. Let us emphasize another point: We used only this rule of best insertion, and we could achieve record results by exclusively using this raw principle. Of course, it is possible to study more elaborate, more sophisticated hybrid algorithms to achieve better results. However, this is not the intention of the present paper. We just want to state the power of the most simple form of R&R, which is the following: In a partially disintegrated routing solution we have a certain number of customers (or cities) put into the bag. Now, we take these customers in a random order out of the bag and perform best insertion: The customer asks every vehicle if and at which position it is possible to serve him on its tour and what the additional costs would be. The minimum cost insertion is chosen. It may not be possible at all to insert a customer into the solution due to the capacity or time window constraints. In this case, an additional vehicle is inserted into the system.
D. Overall Optimization Procedure
Throughout this paper, we exclusively use radial R&R (R&R rad ), random R&R (R&R ran ), and sequential R&R (R&R seq ), which connect the chosen ruin mode with the best insertion technique. The scheme should now be clear: 
After removal of a customer (due to an R&R ruin) resulting in the route C 1 , C 2 , . . . , C k the early part of the update is done by
The late part of the update is done similarly.
For problems where it is not easy to achieve the desired number n T of tours in a solution as known optimum/best from the literature we used the following modification of the normal approach: For each vehicle used in a configuration exceeding n T we charged a constant amount of 50 units and scaled its costs by a factor of 5. For the configurations with at most n T vehicles used this does not change anything, and for others this will lead the search into the right direction.
All runs were performed using Threshhold Accepting as the decision rule. The initial threshold T 0 was set to be half of the standard deviation of the objective function during a random walk. We used an exponential cooling schedule for the threshold T of the form
where the half-life α was set to 0.1. The schedule variable x was increased from 0 to 1 during the optimization run. We applied a 1 : 1 mixture of R&R rad and R&R random, using F = 0.3 and F = 0.5, respectively. The single computations were performed with 40,000 mutations, consuming approximately 30 minutes of CPU time on a RS 6000 workstation, model 43P, 233 MHz. The neglect of time windows increased the computation speed approximately by a factor of three. An important point to mention is the applicability of the R&R approach to very large vehicle routing problems. This is due to its inherent parallelizability and its ability to achieve comparable results even after localizing some computations. Most time consuming is the calculation of the cost of acceptance for a customer by a vehicle, especially for the recreate steps. The recreate step consumes about 90% of the whole computing time. These calculations can easily be parallelized on the vehicle basis, since the single vehicle calculations are independent. This is even valid for the single tests on different potential positions inside a vehicle tour.
F. Results
The work on VRPTW can be split into two groups: work on exact algorithms or heuristics and work on meta heuristics. The results prior to Rochat et al. [20] fall into the first category; the work of Rochat et al. itself falls into the second one. R&R is a strategy to solve complex combinatorial problems. The application of R&R to VRPTW is a heuristic and therefore falls into the first category.
We compare our results to the work prior to Rochat et al. [20] in Tables IV (left) and V (left) and to the work of Rochat et al. [20] in Tables IV (right) The problems from groups C1 and C2 are solved by most authors and us with nearly the same quality, and for 5 out of the 9 problems from C1 optimally. Thus we consider these problem sets as "easy." For each of the other groups we present the best improvement for a problem we found in Table II. The main aim of an optimization algorithm can either be to achieve a new best solution or to be used in practice. In the latter case a small variance in the (good) results is even more important than the average quality or the best solution that can be found by an algorithm. Table III shows the statistics over 50 runs of the 4 problems mentioned above. The value of ρ is the probability of the event, that a solution consists of the best known number of tours. It differs widely for these problems. For the first 3 problems even the worst solutions found are better than the previous optimum solution. For problem RC206 all runs resulted in solutions with the best known number of tours used. Here, the worst solution is worse than the best known, but even here the mean value of these solutions is better than the actual best known.
V. R&R FOR NETWORK OPTIMIZATION
A. Problem Definition
In this section we introduce the hard problem of network optimization (NOP). Attempting to get reasonably good solutions for customers, we realized that the simple annealing Note. For the single vehicle tours the number of customers, n C , its length l, and the total loading due to the serviced customers l tot are given.
and threshold accepting methods were not satisfactory or failed, if you prefer this harder formulation. The landscape of this harder problem seems to be extremely "discontinuous." At this point, frustrated with the results of classical algorithms, we had the final ruin and recreate idea. We state the problem. In a wide area network (WAN) you have the task of transmitting certain amounts of information over an undirected graph, the network. Note. ρ is the probability of a R&R solution to consist of n T tours, l is the best known length of the problem instance, and l min , l , l max , and σ l are the minimum, mean, maximum final length, and the standard deviation of our runs consisting of n T tours. from point a to point b in a network, you can subscribe to a trunk with a sufficient bandwidth. Your ISDN channel, for instance, is such a trunk and has 64 Kbps. Your provider may offer trunks with different bandwidths. In Germany, for instance, you can get 9.6, 19.2, 64, 128 Kbps trunks, or even 2 and 34 Mbps trunks. Depending on the length of the trunk and of its bandwidth you have to pay a fee per time unit, typically per month. The prices are non-linear in length and bandwidth. Usually, there is a basic fee for any communication; shorter trunks are much more expensive per mile than longer ones where you get a discount in length, etc. Since there are many recently founded new telecommunication providers, there is no hope any longer for simple price structures.
Suppose you have an enterprise with six offices in a country as shown in Fig. 3 . demand graph to build your communication network. That solves your task immediately. However, it's easy to argue that there might be cheaper ways to link your offices. See the right-hand picture in Fig. 3 . If we order these trunks from the telecom, the total trunk length is reduced from 885 units in the straightforward solution to 562 units. If we communicate from c to b in this new network, we will say our messages will be routed over f . We say, from c to b over f , our message is routed with two hop counts. Location f has to be provided with switching technology.
Network optimization is the mathematical problem to find the cheapest possible communication network for your demand graph. In the following we state the problem a bit more precisely and state some necessary conditions on solutions. It is convenient to state the demands as a matrix rather than to visualize them in a graph. For instance, the example problem in Fig. 3 has the demand matrix
The maximum hop counts may be restricted for every single demand, because, for example, telephone paths are routed better over less or equal than two hop counts because of possible echo effects. This is due to the delay caused by intermediate nodes. In such a case the hop count matrix H may look like
For every site of the network, we know if it may possess switching functionality or not. The vector S = (1, 1, 1, 1, 1, 1) indicates for our small example that every site has a switching functionality (no switching functionality is denoted by 0).
For a network optimization problem we have to know further the vector P of coordinates of the geographical locations of the sites and the set of possible trunk bandwidths. In our example, the positions are given by P = ((160, 60), (0, 50), (220, 210), (70, 0), (10, 180), (80, 80)), and only trunks with a bandwidth of 34 Mbps may be used. The price or cost of a single 34-Mbps trunk is equal to its length, e.g., the euclidean distance between a pair of sites. In practice, the price for a trunk with a specified bandwidth depends on the distance in a more complex form. 
with denoting the empty path. By looking at a simple example we have defined the network optimization problem. In summary, its parameters are:
The Network Optimization Problem (NOP).
Input:
• a number of sites and their geographical coordinates • switching facilities at the sites • demand matrix with demand entries from site to site • hop count matrix with hop count restrictions for each demand • a set of trunk types (bandwidths) that can be ordered • pricing table depending on bandwidth and distance Output:
• graph of links consisting of certain trunks that meets all demands and restrictions • routing matrix with route entries for every demand
Objective function: minimum price for an admissible network That's the mathematical problem. In practice, our customers don't like very "abstract looking" or "mathematical looking" solutions which don't look "intuitive." So we have to rearrange the solutions a little bit. In addition, many alternatives are compared with different switching facilities to save network equipment. Another serious property which is very often requested in practice is redundancy. Treating redundancy in network optimization is the consideration of possible failures of network components (trunks and machines). One would like to be able to run networks even in case of such failures. Therefore, many networks are built with one of the two following properties:
• for every demand there are defined two alternative routings which do not have any link in common
• for every demand there are defined two alternative routings which do not have any knot in common.
Networks with these features are called link redundant or knot redundant, respectively, if the following conditions are satisfied: If a link or knot fails and if in this case all affected routings of demands are changed to their alternative routing, then this new routing is an admissible solution for the original network problem. Note that knot redundancy implies link redundancy, so that knot redundancy is the harder restriction. In normal networks we have a trunk availability of more than 99%. Failure is therefore a rare case in terms of time (not in subjective anger, of course). In these few intermediate failure times it is certainly tolerable to use alternative routings with larger hop counts. For redundancy optimized networks the problem has, for this reason, a hop count matrix H ord and H alt for the ordinary case and for the case of single failure, respectively. In our mini-example we use
Current network optimization tools approach the problem in two steps. First, a good basic network is designed. Then all the links necessary to achieve redundancy are added in a clever way. Figure 4 (left) shows the best solution we obtained for this kind of approach.
To the "star-like" solution for the basic network we added redundancy ending with a total length of 1048. When we optimize the network just all-in-one, in a one-step approach we can achieve a much better solution of total length 861 for this small example, which means a 21.7% improvement. The routing of Fig. 4 (right) is given by the matrices
with denoting an empty path. Dotted lines indicate the redundant routes of the demands. The numbers at the links give the actual bandwidth used. Note that every demand in our example is 10 Mbps and look at Fig. 4 (right) . From d to a, there are now five different routings, each with a demand of 10 Mbps, over a single 34-Mbps line. This doesn't seem admissible at first sight. Let us give a clarifying argument. For example, the yellow routing and the green routing don't have a link or an intermediate node in common. Thus, if there is a single network failure, the dotted yellow and the dotted green line will never be used simultaneously. If you go carefully through these arguments you see that the solution is in fact feasible. In addition, you see that the simple mini-network we present here for an introduction already is an intriguing and intricate network optimization problem if redundancy is considered.
The Network Optimization Problem with Redundancy (NOPR).
Additional Input:
• kind of redundancy (knot or link)
• hop count constraints for alternative routings 2. Ruin. Ruin means that certain demands are removed from the system. This involves downsizing the bandwidth of those links that are used by the active and redundant path of each demand having been removed.
Recreate-Collective recreate.
Normal best insertion should be clear. A demand to be inserted in chosen. Its active path is inserted in the cheapest possible way, then its redundant path is added in a cost-optimal manner. However, for network optimization we observed a rather frequent difficulty which we have to overcome by a somewhat more intelligent recreate technique: collective best insert. , 4)). If you ruin this starting solution by deleting one or both demands you will always return to the starting solution. Obviously, however, the right-hand network of Fig. 5 is a much better solution. In order to overcome the deficiency of the single best insertion strategy it is necessary to do further research on more sophisticated recreate techniques.
At present we are quite successfully experimenting with strategies which could be called "collaborative insertions." We don't yet have a simple or clean technique, which could be nicely communicated here. Let us just give a rough idea how we work for our current customers in practice. We try to group disintegrate demands which have to connect along "similar directions" in the plane. In the trivial example of Fig. 5 we would feel that the demands from e to c and from a to b are, viewed geographically, "in a similar direction." We insert such demands again in a better, collaborative way by lowering artifically the cost of trunks in these directions. This means in the example that we assume that trunks in the direction from a to b, or, for instance, trunks from f to d, are offered for a lower price or even for free. A lower price in a promising direction encourages the algorithms to choose solutions which look like they are collaborative even though they are computed independently.
C. Details of the Implementation
How to reinsert the active and redundant path of a demand into the design is being decided by length-restricted cheapest path algorithms. We obtain the length restriction by the active and redundant hop count restriction of a demand. The edge costs for the cheapest path graph algorithm are defined to be the additional costs of transport of the demand's bandwidth. Therefore the edge cost determination incorporates the following two problems.
Bandwidth calculation.
For the NOP, the determination of the bandwidth for a given link, sufficient for dealing with its actual design bandwidth and the bandwidth of the demand to be reinserted, is an easy task: just add both values.
The problem becomes more difficult in case of the NOPR as already seen in the discussion of the bandwidth of link a-d in the previous example. Here a conflict graph is determined with vertices for each demand's redundant path and edges between two vertices, if the corresponding redundant paths may be needed at the same time due to some network failure, i.e., the corresponding active paths share a link (or an internal location in case of knot redundancy).
The task now is to determine groups of isolated vertices, such that the sum of the group's maximum demands is minimal. The maximum bandwidth of such a group is sufficient for the whole group, since by the group's definition at most one of its bandwidths is needed due to network failure at the same time. Since in the non-failure case all active demands use their bandwidth, the sum of a link's active demands needs to be allocated. Since there is no interaction of the active paths and the redundant paths over the same link, the bandwidth B necessary for a link L with a set of active demands L act and redundant demands L red is given by
The problem of determining the partition of the demands above is NP-complete by itself: if all redundant demands are the same it is the minimum-clique-cover problem on the complementary graph of the conflict graph. We therefore use a first fit decreasing like heuristic to deal with bandwidth calculation efficiently. Exact algorithms are out of scope since there are cases with often more than 30 redundant paths over a certain network link and the calculation must be done very fast.
Trunk set cost determination.
Typical telecommunication providers have tariffs depending on a mixture of link distance, tariff zones, and bandwidths to be transported. We used a memory-based tariff database to deal with the efficient answering of questions of the following type: For a given bandwidth B, a distance between two locations dist and a tariff zone Z , what is the cheapest arrangement of trunks satisfying the needs and how much does it cost? Since these calculations should take only a very small part of computing time (we want to optimize), we use a hashing approach to guarantee that each call to the database is calculated the first time only. The actual calculation consists of answering the following (NP-complete) problem:
Problem. Minimum Weighted Cover
Instance. A set of trunks T = { (v 1 , c 1 Normally the number of different trunks is not small since each different CIR (commited information rate) of a trunk with a certain bandwidth (for links with service included) gives different pairs to the above problem.
The actual calculation is done with an efficient branch and bound algorithm, making it possible to answer, e.g., all 650,000,000 calls to the database during a 12-h optimization run with a total of 1 minute of CPU time.
D. Real Life Example
In this section we would like to publish a network example for further research. We are particularly interested in how your algorithms perform on this problem. The example N 15 we propose consists of 15 nodes, one of them acting as a "center." There is no "any-to-any" communication in this network but only an "any-to-center" communication. This is a very typical case in reality. Branch offices of insurances or banks communicate with the center and usually not among each other. Example N 15 describes such a real life case. In our optimization service for our customers we are frequently asked what the synergy effects might be if networks are managed jointly. For example, three banks with centers nearby (in a large city) are connected to their branch offices in the surrounding region. If they manage their three networks separately it will cost them some amount x for the sum of the cost of their networks. Suppose they decide to operate a joint network. Then, of course, the resulting network can be designed cheaper than the sum of their original costs. If the joint network is y% cheaper than the original sum, we say the synergy is y%. We present here such a synergy problem. From N 15 we constructed two equivalent networks by translating the original network by a vector in a plane. This way we have two equivalent copies of the original N 15. Consider now the new network of 45 nodes which is generated by three N 15 copies. This new "synergy problem" we call N 45 (Fig. 6 ). The task is to optimize N 15 alone, and then try to compute the best synergy network N 45. What is the resulting synergy?
Below we provide the problem description (see Tables VI-IX) .
System N15.
• 15 locations, 11 locations with switching facilities • one demand (32-96 Kbps) from each location to the "computing center" (a single destination)
• knot redundancy for all demands
• maximum hop count of 3 for active and redundant path • trunk bandwidths of 64 Kbps, 128 Kbps, and 2 Mbps can be ordered • costs are 1, 2, and 3 units per length unit, respectively Note. Listed are the coordinates x and y of the single nodes, the switch facility S, its bandwidth need (in Kbps) to the computing center C, and the optimized routings r ord and r alt for the normal case and for the failure case, respectively. Note. Listed for each link is the accumulated bandwidth b ord due to the normal routings r ord , the accumulated bandwidth b alt due to the routings in case of failure r alt , the bandwidth b t of the trunk needed, and its cost. All bandwidths are given in Kbps.
• distance between two nodes is euclidean (rounded up to integer) • specification in Table VI Output:
• graph of links consisting of certain trunks (Table VII) • routing matrix with route entries for every demand (Table VI) Best solution: minimum sum of trunk costs found is 11437 units System N45. Input:
• 45 locations, 33 locations with switching facilities • consisting of three N15 subsystems with translation vectors of (0, 0), (0, 200), and (−200, 0). Details in Table VIII Output:
• graph of links consisting of certain trunks (Table IX) • routing matrix with route entries for every demand (Table VIII) Best solution:
• minimum sum of trunk costs found is 25304 units • synergy, compared to three isolated N15 systems, is 26.3% Note. Listed are the coordinates x and y of the single nodes, the switch facility S, its bandwidth need D (in Kbps) to the computing center C, and the optimized routing r ord and r alt for the normal case and for the failure case, respectively. 
VI. SYSTEMATIC STUDIES ON THE TSP
In this section we present R&R for the Traveling Salesman Problem PCB442, based on single configurations, such that decision rules as SA, TA, GRE (and even Random Walk) are applicable to guide the search in the configuration space. We will provide results for all important parts of an optimization run using the R&R method. We will then compare these results to well-known results for local search optimization using Lin-2-opt as mutation.
A. Initial Solution
Usually, a random configuration serves as a starting point for an optimization run with local search using "non-intelligent" mutations of small order. This choice corresponds to a typical solution produced by non-intelligent mutations in a Random Walk. In contrast, the R&R optimization run starts with a configuration resulting from a creation of the whole system (R&R all ). Figure 7 compares the distribution of randomly created configurations to the distribution of the R&R starting configurations. The mean length of a random configuration is approximately 770,000. This compares to the mean length of a R&R all configuration of 58,140, which is only 15% above the optimum solution (50,783.5). This is a first advantage of the R&R method: the optimization starts much closer to the optimum. We therefore save the calculation time that an optimization run with small mutations needs to descend from these high values of a random solution and can concentrate on reducing this "15%."
B. Optimization Run
A typical Monte Carlo optimization run using the meta-heuristics SA, TA, or GDA starts with a Random Walk, and ends with Greedy Acceptance. Here, we want to discuss the particular behavior of the R&R mutations for these marginal decision rules. Finally, we present results with TA.
FIG. 7.
Distribution of the lengths received both for 100,000 randomly created solutions and for 100,000 solutions generated with the best-insertion heuristics for the PCB442 problem. Left border, minimum at 50,783.5; right border, maximum tour length is approximately 1,130,000. Both distributions are obviously log-gaussian; the distribution generated by the best-insertion heuristics is much smaller and has therefore a higher peak, furthermore, its peak is close to the optimum.
1. Random Walk. It can be easily shown that a Random Walk using mutations of small order without "intelligence" like Lin-2-opt produces the same distribution of configurations as a random generation of configurations (Fig. 7) . However, one might ask whether R&R mutations with A < N change the distribution of the lengths of the solutions generated by R&R all . Figure 8 displays the distributions resulting from a R&R all followed by 100   FIG. 8 . Distributions of the lengths received for 100,000 solutions generated with the best-insertion heuristics and altered with 100 mutations in a Random Walk. In each figure, results for different ratios F are provided. We realize that for not too large F the peaks of the gaussian distributions are always displaced to better values. Using R&R rad or R&R ran one gets better results; however, the quality of the solutions is getting worse with R&R seq using a large F.
RUIN AND RECREATE PRINCIPLE 165 mutations in a Random Walk for different values of F. We find that the distributions differ significantly. For small F the solutions are improved, which is quite clear. Due to the best-insertion strategy the system shows a Greedy Acceptance-like behavior. For a large F we find different results for the 3 mutation types: R&R ran provides the best results for larger F, R&R rad hardly changes the distribution, and R&R seq worsens the solutions. This can also be seen in Table X , which shows statistics corresponding to Fig. 8 .
These results can easily be explained by the fact that R&R ran can make best use of the remaining tour, since the removed nodes are uniformly distributed over the system, such that a good framework remains for their reinsertion. R&R rad completly reconstructs the system within a disc having only a few clues into the surrounding of the limiting circle. The ruin part of R&R seq produces a long edge in the system. Here, nodes are often inserted into other edges, such that this mutation frequently results in a long edge. Therefore, this mutation provides an example for a bad combination of a ruin and a recreate. Note that we do not speak of a bad sequential ruin; only the combination does not provide good results. For example, the combination of a sequential ruin and a recreate reinserting the nodes only between the two limiting nodes of the long edge may provide good results.
2. Greedy Acceptance. For comparison, we now discuss analogous results with Greedy Acceptance. They are shown in Fig. 9 and Table X . First, we find that nearly all GRE results are better than the RW results. The largest differences are obtained for radial and sequential ruin, whereas the improvement is only small for random ruin. The results do not differ much for small F because here Greedy Acceptance and Random Walk coincide: A ruin of a single node followed by best-insert always results in the same or a better configuration, and for a few nodes only very small deteriorations can happen. Second, the GRE distributions show a sharper peak for larger F, and the peak is shifted towards smaller lengths. However, using F = 0.5 produces results worse than F = 0.2 when working with sequential or radial ruins. The optimum fraction F depends on the kind of the ruin and is close to 0.2 for radial ruin.
Comparison: Random Walk/Greedy
Acceptance. Until now, we have only seen a trend for the single mutations. But the journey to other values of the objective function has not yet ended after 100 mutations, both for RW and for GRE. Figure 10 displays the total length, averaged over 10 independent runs, as a function of the number of mutations applied. It can be clearly seen that R&R rad and R&R seq cannot improve the R&R all solutions in a Random Walk with a large F; the corresponding runs with a small F show nearly the same behavior as their GRE counterparts. Using the random ruin we get a completely different behavior. As shown in Fig. 8 the mean length monotonously decreases for all values of F. For Greedy Acceptance all curves decrease sigmoidally. The best results are achieved by using a large F, because these mutations are able to reorder the system on a larger scale, and therefore to find better improvements. Again, radial and sequential ruin are more similar to each other than to random ruin. We have to mention that in spite of the huge amount of calculation time we invested for the results shown in Fig. 10 , most graphs indicate that the single systems are still not equilibrated for a certain F. Especially when using random ruin, further improvements could be found.
4. Threshold Accepting. Although R&R achieves quite good solutions even with Greedy Acceptance, we now want to provide results for combining R&R with TA. Figure 11 (left) displays the deviation δ of the length l from the optimum length l opt ,
as a function of the CPU time for 6 different cooling schedules, for Lin-2-opt mutations, and for R&R mutations, respectively. The average is taken over 20 runs. One second of CPU time corresponds to 100 R&R mutations with (F = 0.2) and to 300,000 Lin-2-opt mutations. The following cooling schedules are used:
FIG. 9.
Distributions of the lengths received for 100,000 solutions generated with the best-insertion heuristics and altered with 100 mutations using Greedy Acceptance. In each figure results for different ratios F are provided.
• Linear decay, • Greedy,
T is the instantaneous threshold, and x denotes the continuous schedule variable, increased from 0 to 1, which is equal to the ratio of the number of the current step to the total number of cooling steps. Each optimization run is terminated by an x-range [1.0 : 1.1] using Greedy Acceptance to assure reaching a local optimum. The initial threshold T 0 for the cooling schedules is determined by the standard deviation of an initial Random Walk of 1000 mutations. Using R&R mutations with a 1 : 1 mixture of random ruin and radial ruin with the best found fraction F = 0.2 we obtained T 0 = 230. For Lin-2-opt mutations one thus gets about T 0 = 980. However, as proposed by Dueck et al. [3] we took T 0 = 130 for the Lin-2-opt mutations, which gives better results. Figure 11 (left) shows that the results for R&R are highly independent of the schedule applied. However, TA can improve the optimization result. On the other hand, the quality of the results is more sensitive to the schedule when working with the Lin-2-opt. Here, linear cooling and exponential cooling with a decay of FIG. 11 . Left, time development of the deviation, averaged over 50 runs, using R&R and Lin-2-opt with different cooling schedules (see text). Total CPU time for each run is 16 s. Right, optimization results, averaged over 50 runs, as a function of the total simulation time. The errorbars denote the standard deviations. Dashed, for R&R with linear cooling; solid, for Lin-2-opt with exponential cooling (α = 0.4). Additionally, the average results for R&R with Greedy Acceptance are marked by + . Several times the optium value of 50,783.5 was reached using R&R with TA. α = 0.4 provide rather good results, close to those achieved with the cooling schedule proposed in an earlier paper [3] . Figure 11 (right) shows the results using the "optimum" value of α = 0.4, comparing it with GRE results. In all cases the R&R is superior to Lin-2-opt.
VII. COMPUTATIONAL DETAILS
All optimization runs were performed on a RS 6000, model 43P, 233 MHz with 512MB memory. An important point to mention is the applicability of our approach to very large vehicle routing problems. This is due to the fact that inherently R&R is suitable for parallel execution. Most time consuming is the calculation of the cost of acceptance for a customer by a vehicle, especially for the recreate steps. The recreate steps consume about 90% of the whole computing time. These calculations can easily be parallelized on the vehicle basis, since the single vehicle calculations do not interdepend. This is even valid for the single tests on different potential positions inside a single vehicle tour.
VIII. CONCLUSION AND OUTLOOK
We have given computational evidence of the validity of the R&R principle. From the pure view of a mathematician, one might say, "OK, but this new method does work with larger exchange moves only, and everything is known and classical." Yes, the observation that larger moves are essential for more difficult problems where a critical part of the task is to generate fully admissible solutions is new.
For these harder optimization problems our current approach or view seems to be really essential, scientifically and, above all, for our practical work. In our optimization services work for industrial customers we had a hard time giving solutions for flight scheduling, car sequencing, or steel mill optimization just by applying the classical simulated annealing or threshold accepting methods. When we worked with pure threshold accepting in the past years, we had the philosophy that the simplest moves are the best. Advice: use your CPU time for millions of simple and fast exchange moves! Do not try to make hybrid or "intelligent" exchange moves which consume much more CPU time. Thousands of simple moves should be better than a single complex move! This was our message that time. Time goes by, of course.
From a mathematician's point of view, as said, R&R is a generalization of SA or TA. For our thinking, however, R&R gives a different way to view difficult problems. Currently, we are scanning our optimization logbook for problems where we didn't really succeed. We'll try again, for instance, chip placement and scheduling. At present, we are successfully applying R&R to car sequencing: produce them in a smooth order, such that their individual features do not cause too much variance of the production time in each phase.
