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Kurzfassung
Unter dem Terminus der MDA (Model Driven Architecture) versteht man eine Methode,
Anwendungen im Rahmen der UML zu spezifizieren und ablauffähigen Programm-Code
durch automatische Generierung zu erzeugen. Am Lehrstuhl für Datenbanken existiert
in diesem Zusammenhang das GignoMDA-Projekt, daß sich mit der modellgetriebenen
Entwicklung von Datenbankenanwendungen beschäftigt. Als wesentlicher Bestandteil der
jeweiligen Anwendung sind Datenmodelle jedoch, genau wie die Anwendungsarchitektur
selbst, Anpassungen an sich veränderte Zielstellungen und Umgebungsbedingungen un-
terworfen. Es stellt sich also die Notwendigkeit der Überführung von Datenbeständen in
neu generierte Zielsysteme, als Bestandteil eines vollständig modellgetriebenen Ansatzes
dar.
Diese Arbeit stellt ein Konzept zur Schema- und Datenmigration bei der Weiterentwick-
lung der Anwendungs-Datenbankmodelle vor. Dabei werden Datenmigrationen, gemäß
dem MDA-Ansatz, als Modell in UML ausgedrückt und anschließend zur automatischen
Erzeugung von plattformabhängigen Migrationsmodellen genutzt. Aus diesen Migrations-
modellen können so, Datenbanktechnik basierte Programme (ETL, Stored Procedures)
zur effizienten Ausführung von Migrationen generiert werden.
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Die Erstellung von Softwaresystemen hat durch die Verwendung einer Vielzahl von Tech-
nologien eine, für den Einzelnen, kaum noch beherrschbare Komplexität erreicht. Dabei
ist es nicht nur die schiere Fülle an geforderten Anwendungsfunktionen, welche die Anzahl
an Systembestandteilen und Schnittstellen in die Höhe treibt. Überwiegend komplexitäts-
fördernd sind Projektziele wie die Unterstützung von Altsystemen, die Verwendung auf-
wendiger Standardtechnologien, welche meist umfangreiche Standards implementieren,
sowie die Notwendigkeit von stetiger Weiterentwicklung und Neudefinition von Teilzielen
noch in der Entwicklung einer Anwendung. Es muss somit notwendigerweise auf eine
größere Anzahl von Komponenten, Schnittstellen und Richtlinien Rücksicht genommen
werden, ohne die Flexibilität durch massive Planungsmaßnahmen allzusehr einzuschrän-
ken.
Um in diesem Spannungsfeld die Übersicht über Parameter und Anforderungen nicht
durch zu starke Fixierung auf elementare Teile der zu entwickelnden Komponenten zu ver-
lieren, wird immer stärker von Abstraktion und Automatisierung Gebrauch gemacht. Bei-
spielsweise werden anstatt der aufwendigen Ausprogrammierung von EJB-Komponenten,
massiv Code-Erzeuger und Framworks für Dreischicht-Anwendungen eingesetzt. Mit dem
Konzept der modellgetriebenen Entwicklung steigen so die Systemmodelle von puren Mit-
teln der Planungsunterstützung zu grundlegegenden Systemartefakten auf. Können aus
diesen Modellen vollständige Programme generiert werden, so wird der Quellcode selbst
zum Zwischenergebnis auf dem Weg zum vollständig übersetzten System degradiert. In
den meisten Fällen gilt der erzeugte Code jedoch nur als Ausgangspunkt für die weitere
Entwicklung und von den Entwicklern müssen weitere Änderungen eingebracht werden.
Durch den Paradigmenwechsel von der Programmierung hin zur Generierung verlagert
sich allerdings ein wesentlicher Teil der Aufgabe in die sogenannten Modelltransforma-
tionen. Sie enthalten die nötigen Informationen, um Schritt für Schritt vom abstrakten
Anwendungsmodell zur Systemspezifikation zu gelangen. Hierbei ist die vollständig au-
tomatisierte Herstellung von Systemen zwar nur in einzelnen speziellen Anwendungsbe-
reichen möglich, aber ein sehr großer Teil des, durch die Menge an verwendeten Techno-
logien sowie ihrer Komplexität geschuldeten, notwenigen Quellcodes, kann automatisiert
erzeugt und gewartet1 werden.
1.1 Schemaentwicklung und Datenmigration
Bestandteil einer jeden Anwendung ist das Speichern und Verarbeiten von Daten. Dies
geschieht freilich in unterschiedlichen Größenordnungen je nach Typ der Anwendung.
Setzt man jedoch einen gewissen Satz von permanenten Stammdaten voraus, der wo-
1Wartung bedeutet letztendlich auch, neben der Anpassung von Funktionalität die komplexe Aufga-
be der Konfiguration zu übernehmen, die bei einzelnen Komponenten sehr spezifisches Fachwissen
notwendig machen kann.
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möglich von unterschiedlichen Systemen und Personen genutzt werden soll, so wird mit
größter Wahrscheinlichkeit ein Datenbanksystem eingesetzt werden.
Die Anbindung von – zumeist relationalen – Datenbanksystemen war und ist eine der
wesentlichen Antriebskräfte für den Einsatz von modellgetriebenen Code-Erzeugern. Die
Methoden der Objekt-Relationalen Abbildung und Transaktionsverwaltung, in Verbin-
dung mit den weit verbreiteten Mechanismen zum Zugriff auf relationale Datenbanken,
führen zu geringen Unterschieden in den Methoden der Persistenzschichten, welche sich
damit für semi-automatische Generierung anbieten. Des weiteren werden in der objekt-
orientierten Betrachtungsweise einzelne Gegenstände einer Anwendungsdomäne als soge-
nannte Geschäftsobjekte repräsentiert. Neben Geschäftsobjekt-Klassen entstehen somit
üblicherweise eine Reihe weiterer Klassen für Verarbeitung, Speicherung, Filterung und
Selektion sowie Klassen zur Anbindung an die Präsentationschicht und zum schichten-
übergreifenden Datentransport.
Da im Laufe der Entwicklungs- und Wartungsphasen einer Software die Zielstellungen
bzw. Umgebungsbedingungen laufenden Änderungen unterliegen, müssen auch die dem
System zugrundeliegenden Modelle immer wieder angepasst werden. Während hier die
Neugenerierung von Programmcode zumeist ohne Rücksicht auf die Vorgängerversion
geschehen kann, müssen vorhandene Datenbestände durch Migration in einen konsisten-
ten, der neuen Softwareversion entsprechenden Zustand versetzt werden. Ein Alternative
zur Anpassung des Datenbestandes wäre eine Datenintegrationslogik einzusetzen, welche
ständig zwischen altem Datenbestand und neuer Systemversion vermittelt. Dies hätte den
Vorteil, daß andere, auf die vorhandene Datenorganisation ausgerichtete Systemkompo-
nenten nicht in Mitleidenschaft gezogen würden. Diese enge Kopplung spricht allerdings
ohnehin für ein schlechtes Systemdesign, da auf längere Sicht jede Komponente eine ei-
gene Datenintegrationslogik implementieren müsste. Der Zugriff auf die Daten über eine
einheitliche, nicht an die physische Organisation gekoppelte Schnittstelle stellt sich so
unter Systemdesign-Gesichtspunkten als die bessere Variante dar.
Im Rahmen dieser Arbeit wird die Anbindung verschiedener Systemteile eine unterge-
ordnete Rolle spielen. Stattdessen wird die Modellierung von Datenmigrationen und die
damit mögliche automatische Erzeugung einer Datenbankanwendung zur Migration im
Vordergrund stehen.
1.2 Motivierende Beispiele
Im folgenden sollen an beispielhaften Problemstellungen die Motivation für modellge-
triebene Datenmigration herausgestellt werden, ohne zu sehr auf konkrete Implementie-
rungsdetails einzugehen. Es werden die Modellierung einer Anwendungsdomäne durch
Klassenmodelle, sowie ein Anwendungsfall zur Anpassung des jeweiligen Modells vorge-
stellt. Unter Annahme einer bestimmten Art objektrelationaler-Abbildung werden die
notwendigen Änderungen am relationalen Datenbankschema genannt.
1.2.1 Unveränderndes Kopieren
Bei der einfachsten Form einer Migration werden Datenbestände unverändert von einer
Datenbank zur einer anderen übertragen. Dies könnte beispielsweise bei einen notwendig
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gewordenen Wechsel des Datenbanksystems oder einer initialen Replikation der Anwen-
dung eingesetzt werden.
Solcherlei Migrationen werden üblicherweise sehr effektiv von Datenbankspezifischen
Backup-Anwendungen durchgeführt und sind nicht idealerweise eine Anwendung für mo-
dellgetriebene Migrationsverfahren. Zumal bei dieser Art von Systemwechsel zumeist
auch Rollen-Berechtigungen, gespeicherte Prozeduren und Index-Strukturen betroffen
sind; Elemente, die üblicherweise nicht in einem auf Entitäten fokussierten Datenmodell
abgebildet werden.
Eine modellgetriebene Migration ist an dieser Stelle allerdings nicht eingeschränkt, da
man mit ihrer Hilfe und durch die Wahl entsprechende Zielmodelle, Steuerprogramme
für beliebige Datenbankprogramme erzeugen kann. Sie bietet vielmehr einen plattformu-
nabhängigen Zugang zur Migration, wodurch auch zwischen Datenbanksystemen unter-
schiedlicher Hersteller migriert werden kann2.
1.2.2 Weiterentwicklung eines Schemas
Eine wahrscheinlicherer Anwendungsfall für Schema-Migration ergibt sich aus dem Um-
stand, daß sich das Datenmodell einer Anwendung im Laufe der Entwicklungszeit, bzw.
durch die Berücksichtigung neuer Anforderungen, verändern wird. Dies kann, auch bei
einem im Kern sehr stabilen Datenmodell, nicht zuletzt dadurch erforderlich werden,
daß ein System in neuen Anwendungsbereichen Einsatz findet und durch Anpassungen,
speziell für diesen Bereich, tangiert wird.
Während letzteres mehr die Auslieferung und Anpassung (Customizing) von Standar-
danwendungen beschreibt, rückt die schlichte Weiterentwicklung, hin zu einer neuen
Systemversion, eine Reihe von Maßnahmen ins Blickfeld, die im Bereich der Anwen-
dungsentwicklung als Refactoring bekannt sind. Diese Überarbeitungsmaßnahmen zur
Konsolidierung eines Modells ermöglichen meißt erst die effektive Weiterentwicklung von
Systembestandteilen.
Als ein erstes Beispiel sei das folgende Datenmodell gegeben, bei dem eine Anwendung zur
Speicherung von Kontaktdaten spezialisiert werden soll. Es ist eine Klasse Person gege-
ben, die Attribute firstName, lastName und email enthält (Abbildung 1.1(a)). In dieser
Version des Datenmodells ist es nicht möglich, einer Person mehrere Email-Adressen
zuzuordnen. Um das zu ermöglichen wurde eine neue Klasse EMailContact zur Beschrei-
bung einer Email-Adresse eingeführt und über eine gerichtete, mehrwertige Assoziation
angebunden (Abbildung 1.1(b)). Tatsächlich kann aus diesen Angaben später, bei der
Herstellung einer relationalen Implementation, eine Fremdschlüsselbeziehung zwischen
den Entitäten Person und EMailContact hergestellt werden.
Für die Migration ergibt sich die Aufgabe, sämtliche Instanzen der Entität Person zu
bearbeiten und aus eventuell vorhandenen email Attributen neue Entitäten der Klasse
EMailContact herzustellen. Dabei ist zum einen das ursprüngliche Attribut email zu
entfernen, da es im Modell der neuen Klasse Person nicht mehr vorhanden ist und zum
anderen eine, dem Modell entsprechende, Fremdschlüsselbeziehung einzurichten.


















(b) Neue Schemaversion mit zwei Klas-
sen.
Die notwendigen Migrationsaufgaben lassen sich bereits bei diesem trivialen Beispiel
nicht automatisch ableiten. So kann unter anderem aus dem bloßen Verschwinden eines
Attributes, ohne weitere Informationen, auf nichts weiter geschlossen werden, als auf ein
Löschen der entsprechenden Information.
1.2.3 Denormalisierung eines Datenbankschemas
Eine etwas unübliche, weil auf relationale Datenbankschemata beschränke Anwendung
stellt das Modellieren von objektrelationalen Abbildungen dar. Die Verwendung von klas-
senbasierten Modellen ermöglicht ja gerade erst, mehr auf die inhaltlichen Aspekte fokus-
sierte Datenmodelle. Wobei konkrete Implementationsaspekte durch eine Komponente
zur Abbildung zwischen Objektmodell und relationalem Modell behandelt werden. So-
mit lassen sich Entitäten und ihre Abhängigkeiten auf formalerer Ebene als relationales
Datenbankschema beschreiben und liegen doch durch die Abbildung näher an der Sicht-
weise moderner objektorientierter Programmiersprachen. Um dieses Beispiel anführen zu
können, muss man sich etwas weiter von der objektorientierten Modellierung entfernen
und die Erzeugung von relationalen Datenbankschemata direkt betrachten.
Die weit verbreiteten Abbildungsmechanismen verursachen üblicherweise eine starke Nor-
malisierung des Datenbankschemas. Diese ist aus Performanzgründen nicht immer er-
wünscht. So beschreibt [Hen07] eine Optimierung durch Denormalisierung, bei der durch
Entfernen einer Zwischenrelation bei m:n-Beziehungen ein verbessertes Laufzeitverhalten
bei Leseoperationen erreicht werden kann.
Da die Leistung einer Abbildung von Objekt- zu Relationalwelt ja gerade in der trans-
parenten Umsetzung von Beziehungen mit mehrwertigen Kardinalitäten in 1:n Fremd-
schlüsselbeziehungen besteht, muss man sich auf einwertige und gerichtete Beziehungen
beschränken, will man also das Datenbankschema direkt in UML modellieren (vgl. Ab-
bildung 1.1). Eine entsprechende Transformation kann dann sehr direkt ein Datenbank-
schema herstellen, in dem Klassen auf Tabellen und Assoziationen auf Fremdschlüssel-
beziehungen abgebildet werden. Hat man die Erzeugung des Datenbankschemas durch
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Abbildung 1.1: Modellierung eines relationalen Schemas. Die beiden Klassen A und B
repräsentieren jeweils Tabellen. Die n:m Verbindungstabelle wird durch
die Klasse A_B dargestellt. Die jeweiligen Fremdschlüsselbeziehungen









Abbildung 1.2: Die Entitäten (Tabellen) A und B werden durch AB zusammengefasst.
Es werden nun keine Verbundoperationen für Lesezugriffe nötig.
Um nun die Zwischentabelle aufzulösen und die Information in einer gemeinsamen Tabel-
le zusammenzufassen, ist auf Datenbankseite eine neue Tabelle AB einzurichten. Deren
Zeilen ergeben sich aus allen Datensätzen von A sowie allen von B und zusätzlich sämtli-
cher, über A_B beschriebene, Kombinationen zwischen den Datensätzen. Dies lässt sich
in folgendem vereinfachten relationalen Ausdruck darstellen:
AB = A ∪ B ∪ (A ⊲⊳ B ⊲⊳ A_B) (1.1)
In Gleichung 1.1 nicht enthalten, sind extra Verbund-Operationen mit konstanten Rela-
tionen, die Nullwerte für die jeweils unbelegten Attribute enthalten. So lässt ein Tupel
aus A die Attribute B1, B2 und B3, sowie das Schlüsselfeld B_ID unbelegt3.
Auch wenn dieses Beispiel etwas aus der Welt der objektorientirten Datenmodellierung
herausfällt wird deutlich, daß sich die nötigen Migrationsanweisungen nicht aus einer
einfachen Differenzbildung ableiten lassen. Vielmehr muss auch hier bestimmt werden,
aus welchem Verbund sich die neue Tabelle AB zusammensetzt.
3Ein entsprechendes Datenbankschema vorausgesetzt, würden unbelegte Attribute in Datenbanken oh-
nehin mit Null-Werten versorgt.
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1.3 Zielstellung
Die vorangegangenen Beispiele haben gezeigt, daß die heutzutage geforderte Agilität der
Softwareentwicklung, mit der auf neue Anforderungen reagiert werden soll, das rechner-
gestützte Erstellen von Migrationsprogrammen erforderlich macht. Da modellgetriebene
Entwicklung im Grunde genommen ein ähnliches Problem auf der Seite der Systemar-
chitektur und -implementation zu lösen versucht, ist eine Ausdehnung des Konzeptes hin
zur modellgetriebenen Datenmigration sehr naheliegend.
Diese Arbeit versucht Modellierungsmittel aufzuzeigen und sie mit Migrationssemantik
auszustatten, so daß besagte Migrationen, gemäß des MDA-Konzeptes, plattformunab-
hängig spezifiziert und in angeschlossenen Transformationsschritten in plattformspezifi-
sche Migrationsmodelle überführt werden können. Hierbei wird auf die Integration der
Modellierung in gängige UML-basierte Verfahren, sowie auf die Trennung von Migrations-
modellen und den zugrundeliegenden Datenmodellen geachtet. Es soll also ebenfalls er-
mittelt werden, inwieweit UML-Sprachmittel geeignet und übersichtlich einsetzbar sind.
Das konsequente Durchsetzen der Modellierung in der UML bedeutet insbesondere eine
Verfeinerung des in [Cla07] gewählten Ansatzes der semiautomatisch gesteuerten Migra-
tion durch textuelle Modellannotation. Diese Arbeit ist bestrebt, den texttuellen Anteil,
durch die Verwendung von speziellen Abhängigkeitsbeziehungen, vollständig in Modell-
elementen aufgehen zu lassen. Das implizite Metamodell der textuellen Migrationssprache
wird somit explizit sichtbar – es handelt sich schlichtweg um das UML-Metamodell – und
durch UML-Profile erweiterbar. Die so auf konzeptioneller Ebene definierten Migrationen
werden damit in Modelltransformationsansätzen behandelbar.
2. MODELLGETRIEBENE ENTWICKLUNG VON
DATENBANKANWENDUNGEN 9
2 Modellgetriebene Entwicklung von
Datenbankanwendungen
Die Systemspezifikation und informelle Definition von Anwendungsaspekten hat mit den
Elementen der Unified Modeling Language (UML[OMG07b]) eine anerkannte Form ge-
funden. Sie gestattet die Beschreibung eines beliebigen Systems aus unterschiedlichen
Blickwinkeln und in unterschiedlichen Detaillierungsgraden, wohingegen die Spezifika-
tion eines Systems durch Kodieren seiner Bestandteile eine auf das Zielsystem einge-
schränkte und optimierte Sicht bietet. Ein wesentlicher Vorteil der UML Darstellung ist
die Möglichkeit, das System weitgehend unabhängig von der Spezifik der Zielplattform
zu beschreiben.
Abbildung 2.1: Veränderung des Abstraktionsniveaus bei der modellgetriebenen Ent-
wicklung.
In jedem Fall bilden Modelle die Architekturrichtlinen bei der Softwareerstellung. Meißt
sind sie jedoch lediglich die initiale Grundlage für den Kern eines Systems und nur mit
Aufwand in die Weiterentwicklung einzubeziehen. So kann es zu einem „Auseinanderdrif-
ten“ der informellen Spezifikationen (Modell) und der plattformbezogenen Spezifikation
(Code-Basis) kommen. Die Modelle sind also vom generellen Problem der Pflege von
Systemdokumentationen betroffen.
Der Ansatz der modellgetriebene Architektur (MDA [Ren03]) verleiht den Modellen eine
höhere Bedeutung als Ausgangspunkt für die initiale Spezifikation und für sämtliche fol-
gende Entwicklungszyklen. Dabei muss nicht auf die Vorteile der verschiedenen System-
sichten verzichtet werden. Vielmehr wird effektiv Gebrauch von der Möglichkeit gemacht,
plattformunabhängige Modelle schrittweise mit Spezifika anzureichern, bis schließlich ein
konkretes Modell des Gesamtsystems entstanden ist. Die Code-Erzeugung erfolgt hierbei
hauptsächlich durch die Ausführung von Modelltransformationen. Der Progammcode an
sich stellt also nur noch ein weiteres Zwischenprodukt der Anwendungsentwicklung dar.
Neben der Erzeugung von Quellcode, erfährt auch die Behandlung von Systemkonfigura-
tionen1 bzw. die Generierung von projektbeschreibenden Meta-Daten für Auslieferungen
(Deployment-Deskriptoren) eine Unterstützung durch den MDA-Prozess.
1Hierzu zählen beispielsweise die Einbindung von Datenbanksystemen oder auch das Propagieren von
Sicherheitsrichtlininen.
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Abbildung 2.2: Ablauf der Anwendungsentwicklung ohne MDD.
2.1 GignoMDA und AndroMDA
Die überwiegende Anzahl der Entwicklungsplattformen mit Unterstützung der Model-
lierung und Generierung von Anwendungen beschränken sich in der Anzahl der Detail-
lierungsgrade und Transformationsschritte, sowie auf besondere Anwendungstypen und
bilden damit nur einen kleinen Teil des MDA-Konzeptes ab. Im Bereich der Enterprise
Java- und Web-Technologien haben diese Systeme allerdings, aufgrund der Vielzahl an
zu erstellenden und zu wartenden Systemelemente, besonders große Verbreitung gefun-
den. Im Folgenen sollen die Konzepte des Projektes AndroMDA aus dem Bereich der
Drei-Schicht-Anwendungen vorgestellt werden, welches durch seinen modularen Aufbau
generell für die Generierung einer breiteren Anwendungspalette geeignet ist. Zur Nut-
zung des AndroMDA-Ansatzes bei der Erstellung von Datenbankanwendungen werden
beispielsweise spezielle Erweiterungen durch das, im Rahmen einer Diplomarbeit ent-
standene, GignoMDA-Projekt[Ric06] implementiert.
Der generative Ansatz des GignoMDA Projektes führt die Definition von verschiedenen
Anwendungsschichten und des Datenmodells in annotierten UML-Diagrammen zusam-
men. Das auf dem OpenSource Projekt AndroMDA aufsetzende GignoMDA erlaubt
die Spezifikation und Erzeugung einer vollständigen Datenverwaltungsanwendung durch
Verwendung bestimmter UML-Erweiterungen. Da die Modelle im XMI-Format basierend
auf dem UML 1.4 Metamodell zur Verfügung gestellt werden müssen, ist eine wesent-
liche Anforderung an ein Modellierungs-System die Möglichkeit der Speicherung oder
der Exports der Modelle in ebendiesem Format. Die AndroMDA Entwickler empfeh-
len hier MagicDraw2 oder Poseidon3. Die Forderung aus dem GignoMDA Ansatz
nach der Möglichkeit der komfortablen Verwendung mehrerer Stereotype und Stereotyp-
Eigenschaftswerte, macht MagicDraw als Modellierungsystem zur ersten Wahl.
Ohne im Detail auf den Vorgang der Code-Erzeugung einzugehen sei jedoch angemerkt,
daß im AndroMDA-Konzept dafür sogenannten Cartriges zum Einsatz kommen. Die-
se Komponenten implementieren Code-Erzeuger für unterschiedliche Plattformen. Um
beispielsweise die Persistenzschicht in einer Drei-Schicht Anwendung zu erzeugen, wird
häufig von Persistenz-Bibliotheken wie Hibernate4 Gebrauch gemacht Für dessen Ver-
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In dieser Weise stehen für jede Systemschicht, unterschiedlichste Cartriges zur Verfügung.
So unterstützt das System die Spezifikation von Präsentations- und Logikschichten. Die
BMP4STRUTS Cartrigde unterstützt beispielsweise die vollständige Generierung einer
Webanwendung auf Basis des Struts-Frameworks5. Im Rahmen dieser Arbeit, liegt die
Fokus jedoch auf der Behandlung und Modellierung von Datenbeständen, so daß Aspekte
wie Sichten, Editoren und Sicherheit an dieser Stelle nur kurz genannt werden sollen.
2.1.1 Präsentationslogik und Benutzerführung
Um von einer plattformunabhängigen Beschreibung zu einer konkreten Nutzeroberfläche
und Nutzerführung zu gelangen, werden von den entsprechenden Cartriges Stereotype
bereitgestellt, mit denen der Anwendungsentwickler dem UI-Konzept (User Interface)
entsprechende Klassen und andere UML-Elemente ausstatten kann. Auf diese Weise kann
beispielsweise die komplette Nutzerführung einer Anwendung, mit allen die Entitäten
betreffenden Operationen, beschrieben werden (Abb. 2.3). Tabelle 2.1 gibt einen kurzen
Überblick über die verwendeten Elemente und ihre Rollen:
UML Aktivierungskontext Umsetzung
Klasse (Class) Aktivitätsdiagram Controller -Klassen implementie-
ren Geschäftslogik









«FrontEndView» Nutzerführung, Navigation zwi-










Tabelle 2.1: UML Elemente und ihre Bedeutung für die BPM4STRUTS Cartrige.
Auf diese Weise kann jeder beliebige Typ von Benutzeroberfläche, sei es eine Rich-Client
Anwendung oder eine Webseite mit AJAX Komponenten [Gar05], durch eine „Naviga-
tionsmodell“ beschrieben werden. Da jede Zielplattform ihre speziellen Eigenheiten auf-
weist, können weitere Stereotype genauere Beschreibungen liefern, ohne die generelle
plattformunabhängigkeit einzuschränken.
2.1.2 Datenmodell
Zur Erstellung des Datenmodells einer Anwendung geht der AndroMDA-Ansatz zunächst
auf die Definition der Entitäten der Anwendungsdomäne ein. Naheliegenderweise werden
hierbei Klassen definiert, deren Attribute Eigenschaften der Entitäten repräsentieren. Da
Entitäts-Klassen in der Systemschicht der Geschäftslogik angesiedelt sind, können sie dar-
überhinaus auch spezielle Schnittstellen-Methoden zur Manipulation und zum Auffinden
entsprechender Instanzen definieren.
5http://struts.apache.org
























Abbildung 2.4: Darstellung einer Entitätsklasse mit zugehöriger ValueObject-Klasse. Die
Angewendeten Stereotype sind in speziellen AndroMDA UML-Profilen
definiert und steuern die Code-Erzeugung der Cartriges.
Um die Präsentationsschicht vollkommen von Geschäftslogik und Datenhaltung zu ent-
koppeln, werden einzelne Entitäten nicht direkt in Form einer Klasseninstanz der Enti-
tätsklasse übertragen. Stattdessen werden zusätzlich generierte ValueObject-Klassen
verwendet, um Instanzen zum Datenransport zwischen Präsentations- und Geschäfts-
logik verfügbar zu machen. Dieses Vorgehen erlaubt die konsequente Abschirmung der
Geschäftslogik und ermöglicht eine sichere, effiziente und einflussfreihe Kommunikation
zwischen den Anwendungsschichten.
2.1.3 Angaben zur Datenbeschaffenheit
Neben der Beschreibung der Struktur von Daten können zur Herstellung optimierter Im-
plementationen auch Hinweise über die zu erwartende Beschaffenheit bzw. Verwendung
der Daten an die Generierung gegeben werden. Diese Informationen sind zur Model-
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lierung eines funktionierenden Datenmodells nicht zwingend notwendig und stellen ei-
ne zusätzliche Modellierungsebene dar, auf die bei einer Modelltransformation geachtet
werden muss6. Diese sogenannten Hints versetzen den Modellentwickler in die Lage,
mit plattformunabhängigen Mitteln quasi direkten Einfluss auf die Implementation zu
nehmen. Dabei ist beispielsweise denkbar, daß Angaben über zu erwartende Änderungs-
häufigkeiten oder Kardinalitäten, in unterschiedlicher Weise in alle Anwendungschichten
betreffende plattformspezifische Optimierungen umgesetzt werden können.
Richley [Ric06] unterscheidet in seiner Arbeit hierbei zwei Typen: direkte und indirekte
Hints. Bei ersteren handelt es sich um explizit gegebene Hinweise durch Modellerwei-
terungen wie Stereotype oder TaggedValues, die in UML-Profilen definiert und den
entsprechenden Generator umgesetz werden müssen. Indirekte Hinweise werden dagegen
nicht als konkretes Element durch den Modellentwickler eingebracht, sondern ergeben
sich vielmehr aus der mehrfachen Nutzung von Modellinformationen. So lassen sich bei-
spielsweise aus verschiedenen Beschreibungen von Elementen der Präsentationsschicht
Informationen über die zu erwartende Kardinalität oder günstige Ziele für eine Indexer-
stellung ableiten.
2.2 Einordnung der Migration in den MDA-Prozess
Durch die plattformunabhängigkeit der konzeptionellen Systemspezifikation kann auf
veränderte Projektbedingungen, wie ein Technologiewechsel durch Wahl einer anderen
Programmiersprache oder Betriebsumgebung, relativ leicht durch den Einsatz anderer
Modelltransformationen reagiert werden. Als problematisch stellt sich jedoch eine Verän-
derung der Spezifikation im Bezug auf den Funktionsumfang dar. Dies gilt in besonderer
Weise bei Veränderung der Anwendungsdomäne oder von Sichten auf diese. Eine Ver-
änderung des zugrundeliegenden Datenmodells zieht mitunter massive Anpassungen der
Persistenzschicht, von Zugriffslogik über Konsistenzbedingungen bis hin zu physischen
Datenschemata, nach sich. Während das Veröffentlichen von neuen Programmversionen
vergleichsweise problemlos von statten gehen kann, stellt hier die Migration der aktuellen
Datenbestände und ihre Anpassung an das neue Datenmodell die wesentliche Herausfor-
derung dar.
Leider eignen sich die Verfügbaren MDA-Ansätze, sowie auch AndroMDA und GignoM-
DA, nur zur initialen Erzeugung einer Basisanwendung. Dies ist allerdings auch der an
diese Systeme gestellte Anspruch. Im Fall einer Datenmodell-Anpassung werden bei so
erzeugten Anwendungen zumeist umfangreiche Migrationsprojekte durchgeführt, welche
die Migration der betroffene Datenbestände manuell behandeln7. Da die Notwendigkeit
der Migration nicht neu ist und sich teilweise mit Anforderungen des Data Warehou-
sing und der Datenkonsolidierung überdecken, stehen für die meisten kommerziellen
Datenbanksysteme entsprechende Hilfsmittel zur Verfügung.
Die Weiterentwicklung von Anwendungen und ihrer Datenmodelle bildet, gerade durch
die Propagierung agiler Methoden, einen integralen Bestandteil des Lebenszyklus einer
6Im Rahmen dieser Arbeit werden Hints nicht weiter berücksichtigt.
7Manuell soll in diesem Sinn die Erstellung von Programmen zur Datenmigration durch einen Program-
mierer bzw. der Einsatz von Migrationssystemen (ETL-Programme) bedeuten.
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Abbildung 2.5: Generierung von Datenintegrationslogik.
Software. Die vorliegende Arbeit stellt daher die Frage nach einer möglichen Behandlung
von Migrationen als Systembestandteile.
Die Migration steht bei der Weiterenwicklung von Anwendungen gewissermaßen als neue
Anforderung an und ergibt neben den eigentlichen Softwarekomponenten einen einiger-
maßen eigenständigen Teilaspekt des gesamten Systems. Für die aus der modellgetriebene
Entwicklung resultierende zentrale Stellung des Systemmodells bedeutet dies insbeson-
dere, daß nach einer Möglichkeit gesucht werden muß um Datenmigrationen ebenfalls
mit Modellen zu beschreiben und durch Transformationen schrittweise zu spezialisieren.
Durch einen solchen Ansatz fügt sich die Migration, als Systemartefakt, in natürlicher
Weise in den MDA-Ansatz ein.
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3 Plattformunabhängiges Migrationsmodell
Im nun folgenden Kapitel soll geklärt werden, wie das in Abschnitt 2.2 angedeutete Mi-
grationsmodell ausgedrückt werden kann. Es erscheint im Hinblick auf eine notwendige
Werkzeugunterstützung sinnvoll, dabei die zur Verfügung stehenden Modellierungsele-
mente der UML zu verwenden. Als weiterer Punkt ist zu prüfen, inwieweit die gewählten
Elemente für die Beschreibung einer Migration ausreichen, oder ob semantische Über-
schneidungen mit anderen Elementen zu beachten sind.
Aufgabe eines plattformunabhängigen Modells ist die funktional vollständige Beschrei-
bung eines zu erstellenden Systems, ohne dabei Abhängigkeiten zu einem bestimmten
Zielsystem bzw. einer Dienstimplementierung vorzugeben. Die verschiedenen Diagram-
marten der UML ermöglichen hierbei nicht nur eine Beschreibung der statischen Struk-
tur des Systems (Architektur), vielmehr sind die Entwickler durch die Verwendung von
Sequenz- und Zustandsdiagrammen mit der Möglichkeit ausgerüstet dynamisches Sy-
stemverhalten auf einem hohen Abstraktionsniveau zu beschreiben. Einen maßgeblichen
Aspekt der MDA stellt die Verfeinerung von plattformunabhängigen zu plattformspezifi-
schen Modellen dar. Dies sollte ohne Unterschied auch für die Migrationsmodelle gelten.
Als Zielplattform für die Migration wurden für diese Arbeit die relationalen Datenbanksy-
steme festgelegt. Das hat unter anderem zur Folge, daß objektrelationale Abbildungen für
die Datenstrukturelemente und auch für die Migrationsbeschreibung durchgeführt wer-
den müssen. In Kapitel 4 werden daher ein plattformspezisches Migrationsmodell in Form
einer erweiterten relationalen Anfragealgebra vorgestellt und Transformationsregeln zur
Abbildung von Migrationsmodell-Elementen auf relationale Operatoren angegeben.
3.1 Korrespondenzen zwischen Metamodellen
Betrachtet man die Datenbestände als Ausprägungen ihrer jeweiligen Datenschemata
(Metamodelle), so fällt auf, daß eine plattformspezifische Migrationsbeschreibung für Da-
tensätze ebenfalls die Ausprägung eines Metamodells (des Migrationsmodells) ist. Dem-
nach verbinden die Elemente des Migrationsmodells die Elemente der Datenmodelle auf
der Metamodellebene miteinander. Diese Verbindungen werden auch als Modellkorre-
spondenzen bezeichnet. Der explizite Ausdruck solcher Zusammenhänge findet sich in
einem speziellen Modell, daß Korrespondenzmodell genannt werden kann.
3.1.1 Ausführbare Modellabbildungen
Die Elemente eines solchen Modells verbinden also Modellelemente so miteinander, daß
Aussagen über die Verbindung der Elemente ihrer Modellinstanzen gemacht werden kön-
nen. Eine theoretische Grundlage zu Korrespondenzmodellen wurde bereits 1994 von
Andy Schürr vorgestellt. In [Sch94] beschreibt Schürr sogenannte Triple Graph Gram-
mars (TGG) zur formalen, deklarativen und ausführbaren Beschreibung von Abbildun-
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gen zwischen Modellelementen. Diese Abbildungen sind ungerichtet und man ist somit
in der Lage eine ausführbare Synchronisation zwischen Modellen zu erzeugen1.
Es stellt sich heraus, daß sich auf Abbildungselementen basierende Korrespondenzmo-
delle auf TGGs zurückführen lassen. Sie stellen also eine theoretische Basis für Modell-
transformationen im Allgemeinen auf. Beispielsweise führt Kindler in [KW07] an, daß
die Konzepte der Query/View/Transformations-Spezifikation [OMG07a] der OMG2 sehr
nahe an denen der TGGs liegen und sich entsprechend leicht in ihnen abbilden lassen. Für
die konkrete Anwendung in der Softwaretechnik ist die exakte, formale, in Kategorien-
und Graphentheorie verankerte Sichtweise, allerdings aufgrund der Komplexität ihrer
Beschreibung, nicht besonders geeignet. Schließlich nimmt eine vollständige Spezifikati-
on von Korrespondenzen rasant an Umfang zu, je mehr sich die zu verbindenden Modell in
ihren Problemdomänen unterscheiden. An dieser Stelle sollte der Design-Aufwand gegen
eine mögliche Einschränkung der Generalität abgewogen werden.
Einschränkung auf gemeinsames Metamodell
Auf Tripple Graph Grammars basierte Transformationsansätze, wie beispielsweise in Fu-
jaba3 implementiert, definieren für eine jeweilige Transformationsaufgabe ein Korrespon-
denzmetamodell, dessen Instanzen die konkrete Verknüpfung der Quell- und Zielelemente
bestimmen. Das Korrespondenzmodell gibt dann eine umfassende Abbildung zwischen
Quell- und Zielmodell an. Entsprechend der Mächtigkeit des Ansatzes erhöht sich auch
der Notationsaufwand.
Wie bereits weiter oben angemerkt, kann eine Einschränkung der Fähigkeiten der Trans-
formationsmodelle eine erhebliche Vereinfachung der Modellierung zur Folge haben. Der
in diesem Kapitel vorzustellende Migrationsmodell-Ansatz, schränkt beispielsweise stark
auf den Bereich der Datenbankanwendungen ein und basiert darüberhinaus auf der UML,
so daß kein spezielles Metamodell für diesen Anwendungsbereich gepflegt werden muss.
Die Beschränkung auf eine unidirektionale Abbildung zwischen gleichartigen (klassen-
basierten) Modellen erlaubt zudem die Verwendung von UML-Elementen, die sonst für
eine generische Korrespondenzbeschreibung nicht mächtig genug wären bzw. zu einer sehr
komplexen Art der Modellbeschreibung führen würden.
3.1.2 Profilanwendung
Da das plattformunabhängige Modell innerhalb eines durch Transformationen gestütz-
ten MDA-Prozesses den Ausgangspunkt der Erzeugung des plattformspezifischen Modells
darstellt, müssen die sehr generischen UML-Sprachelemente in der Regel mit spezifische-
ren Informationen zur Anwendungsdomäne angereichert werden. Zur Erweiterung von
UML-Modellen in dieser Weise wurde das Profil-Konzept eingeführt. Hierbei können
sogenannte Stereotype festgelegt und mit Attributbelegungen versehen werden. Die so
definierten Stereotype werden sinnvollerweise, ihrer Anwendungsdomäne nach, in UML-
Profilen gruppiert, die wiederum auf ein beliebiges Modell angewendet werden können.
In nachfolgenden Transformationsschritten werden diese Stereotypen durch die Transfor-
1Als populäres Beispiel sei hier die Synchronisation zwischen Quellcode und Klassendiagrammen auf
Basis einer gemeinsamen abstrakten Syntax genannt.
2www.omg.org
3http://wwwcs.uni-paderborn.de/cs/fujaba/index.html
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mationslogik interpretiert um die Spezialisierung des Modells zu steuern4. Die durch den
MDA-Prozess geforderte Formalität der Modelle, sowie die Zielstellung der automati-
schen Quellcodegenerierung geben hier Richtlinien für den Modellierungsprozess vor. So
legen beispielsweise die, durch den Codegenerator implementierten Transformationen,
bestimmte UML-Profilelemente und Attributbelegungen zu Grunde.
3.1.3 Separierte Modellkorrespondenzen
In der Sichtweise des hier vorgestellten Ansatzes soll diese Art der semantischen Anreiche-
rung letztendlich zur Überführung eines Datenmodells in ein Migrationsmodell dienen,
wobei hier zusätzlich beachtet werden soll, daß möglichst wenige Profilelemente verwen-
det werden müssen. Es wird sich zeigen, daß die notwendigen Erweiterungen sogar ein
vollständig eigenes Modell bilden, in welchem Ziel- und Quellelemente des Datenmodells





















Abbildung 3.1: Paketimport des Migrationsmodells.
Die Datenmodelle bleiben auf diese Weise unangetastet und stehen weiterhin für eventuell
etablierte Transformationsvorgänge im Rahmen der MDA zur Verfügung. Es sind auch
Erweiterungen oder Alternativen zu bestehenden Migrationsmodellen denkbar. Somit
können verschiedenen Migrationsvarianten, beispielsweise eine Rücktransformation im
Rahmen einer Rollback-Strategie, erstellt werden.
Eingeschränkte Umkehrbarkeit
Da das angestrebte Modell eine vereinfachte unidirektionale Korrespondenz zwischen
den Elementen herstellt, ist eine automatisierte Erzeugung von inversen Abbildungen
nicht ohne Schwierigkeiten zu bewerkstelligen. Beispielsweise wären Kriterienausdrücke
(in OCL oder einer ähnlichen Sprache) in entsprechende inverse Ausdrücke umzuformu-
lieren. Ebenso wäre mit Funktionsanwendungen zu verfahren. Der vereinfachte Abbil-
4Da Stereotyp-Elemente in beliebiger Zahl an Modell-Elemente gebunden werden können ohne die
eigentliche Struktur anzutasten, sind die Transformationen in der Lage, die für sie sinnvollen Ste-
reotypen auszuwählen und zu verarbeiten. Die Plattformneutralität des Modells bleibt somit durch
diese Art der Annotation erhalten.
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dungsansatz weist für diese Art von Anwendungen eine zu geringe Formalität auf. Im
Rahmen der Evolution von Datenmodellen ist eine „vorwärtsgerichtete“ Migration aber
ohnehin der wesentlichere Anwendungsfall.
Einheitliche Annahmen zur Struktur
Gemäß des MDA-Ansatzes werden die in Abschnitt 2.1.2 beschriebenen Datenmodelle
durch Transformation auf eine konkrete Datenbankplattform abgebildet. Da sich die zu
implementierende Datenmigration auf die so erzeugten Datenstrukturen bezieht, müs-
sen bei der Umsetzung der Migrationsmodelle die wesentlichen Grundannahmen der
Datenmodell-zu-Datenstruktur Transformation nachvollzogen werden. Hier ist der Be-
reich der systematischen Abbildung von Modell-Klassen auf Datenbank-Tabellen ge-
meint, für welchen eine gängige und allgemeinhin akzeptierte Methodik angewandt wird.
In einer komplexen MDA-Umgebung müssen alle mit dem Datenmodell befaßten Trans-
formationen auf einheitliche Abbildungsregeln synchronisiert sein. Durch den informellen
Charakter dieser Abstimmung können hier erhebliche Probleme bei der Modellableitung
entstehen, da aufeinanderfolgende Transformationen unter Umständen von anderen Ab-
bildungsstrategien ausgehen. Eine solche Dissonanz in der Modellierung sprengt das Prin-
zip der schrittweisen Spezialisierung und führt mit großer Sicherheit zu falschen Ergeb-
nissen. Die korrekte Anwendung von Modelltransformationen ist in stark heterogenen
Umgebungen, in denen viele verschiedene Zielplattformen existieren, am besten durch
eine Konfigurationsverwaltung abzusichern. Diese muss in der Lage sein Art und Reihen-
folge der Transformationen korrekt festzulegen, sowie die zur jeweiligen Konfiguration
passenden Plattformbeschreibungen einzusteuern.
3.2 Informationsflüsse
Das Kernelement zur Beschreibung einer Datenmigration soll der Informationsfluß sein.
Mit dem UML-Element Informationsfluß (InformationFlow ([OMG07b], S. 603))
kann der Austausch von Daten zwischen Attributen, Klassen und Paketen dargestellt
werden. Die Informationen werden von Quell- zu Zielelementen, über einen abstrakten
Datenkanal übertragen, ohne Aussagen bezüglich der Art der Daten bzw. zur techni-
schen Realisierung des Datentransports zu machen. Hierbei sollen die Informationsfluß-
Beziehungen die für eine Migration notwendigen Fakten klären:
• Welche Entitäten sind betroffen?
• Welche neuen Entitäten müssen durch die Migration instanziert werden?
• Welchen Wert soll die Migrationsprozedur den Attributen der instanzierten Ele-
mente zuweisen und wie soll sie diesen Wert bilden?
• Welche Datenobjekte müssen bei einer Neuetablierung oder Veränderung einer As-
soziation in Beziehung gesetzt werden?
Für eine Reihe von Entitäten lassen sich diese Fragen in einfacher Weise klären, da große
Teile eines Modells bei Weiterentwicklungen üblicherweise unverändert bleiben und sich
ein Migrationsvorgang somit auf einen Kopiervorgang reduziert. Für einen Großteil der
Modellelemente müssen keinerlei Informationen gegeben sein, wenn sich implizit ablei-
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ten lässt, wie die Instanzen zu behandeln sind. Es stellt sich jedoch die Frage, wie die
Migrationsprozedur den anderen Fällen die obenstehenden Fragen beantworten soll.
3.2.1 Abbildungsbeschreibung
Der Informationsfluß ist eine spezielle Form der Abhängigkeit (Dependency) und reprä-
sentiert die Übertragung von Informationen zwischen den Instanzen seiner Quell- und
Zielelemente. Die Art des Datenflusses ist abhängig von der Art der beteiligten Elemen-
te und Art der Information selbst. So könnte beispielsweise ein Informationsaustausch
zwischen zwei Objekten über eine Assoziationsbeziehung, auf einem abstrakteren Niveau
durch ein Informationsfluß-Element dargestellt werden. In der Weise wie Klassen und
ihre Assoziationen im Modell Entitäten und ihre Beziehungen wiederspiegeln, stellen In-
formationsflüsse Datenübertragungswege auf der konkreten Implementierungsebene des
Datenbestandes zwischen verschiedenen Versionen der Datenmodelle dar.
Etwas abstrakter betrachtet definiert eine Informationsfluß-Beziehung im Kontext des
Migrationsmodells und der Transformationsinfrastruktur eine Abbildung zwischen Mo-
dellelementen. Wie weitreichend diese Abbildung konkrete Elemente und Assoziationen
erfaßt ist maßgeblich vom gewählten Abstraktionsniveau abhängig. So bedeutet ein In-
formationsfluß zwischen Paketen unter anderem Informationsflüsse zwischen Klassen mit
gleicher Signatur (3.3.4), bzw. ein Klassen-Informationsfluß nach einer objektrelationalen
Abbildung der Herstellung einer Sicht auf eine Quelltabelle so, daß sie einer Zieltabelle
entspricht.
3.2.2 Migrationssemantik
Generell soll gelten, daß ein Informationsfluß zwischen den Paketen, Klassen und At-
tributen der verschiedenen Modelle definiert werden kann. Er bezeichnet dabei jeweils
den Datentransfer zwischen Klassen- bzw. Attributinstanzen der verschiedenen Model-
lelemente. Damit ist jeder Informationsfluß unabhängig von anderen und repräsentiert
einen Modell-zu-Modell Transfer, auch wenn er Quell- oder Zielelemente mit anderen In-
formationsflüssen teilt. Abhängigkeiten zwischen den zu übertragenden Instanzen werden
hierbei explizit modelliert (3.3.7). So kann beispielsweise die Bildung einer bestimmten
Instanz auf dem durch den Informationsfluß modellierten Weg auf die Bildung einer an-
deren Instanz verweisen. Ein Informationsfluß soll dabei immer nur den Übertragungsweg
zwischen genau einem Quellelement und genau einem Zielelement beschreiben5.
In den nun folgenden Abschnitten werden die einzelnen Varianten der Anwendung von
Informationsflüssen vorgestellt und bezüglich ihrer Bedeutung für die Datenmigration
untersucht. Da bei der Abbildung von Klassensystemen auf relationale Schemata die ein-
zelne Klassen-Instanz durch Serialisierung als Datensatz einer Tabelle realisiert wird soll
der Übersichtlichkeit halber auf eine Unterscheidung von Klassen-Instanz – im allgemei-
nen ein Objekt im Speicher einer objektorientierten Laufzeitumgebung – und Tabellen-
5Zwar lässt die UML-Spezifikation jeweils mehrere Quell- bzw. Zielelemente zu, aus Gründen der Ein-
fachheit soll jedoch auf diese Möglichkeit verzichtet werden. Generell stellt die Beseitigung dieser
Einschränkung keine fundamentalen neuen Ansprüche an den Ansatz dieser Arbeit, allerdings wür-
den sich die theoretischen Betrachtungen, sowie die prototypische Implementation, allein durch die
Überprüfung von Quell- und Zieltypen und die Definition der Semantik spezieller Quell- und Ziel-
mengen, unnötig verkomplizieren.
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datensatz verzichtet werden. Sämtliche, durch Informationsfluß-Elemente spezifizierte,
Übertragungen werden im folgenden als Übertragungen von Klassen-Instanzen beschrie-
ben.
3.3 Informationsfluß-Beziehungen zwischen UML-Elementen
Die zu betrachtenden Elemente zur Modellierung der Datenstruktur einer Anwendung
sollen hier Klassen mit jeweiligen Attributen sowie Pakete sein, in denen die Klassen
modular organisiert sind. Dabei steht die Bedeutung einer Informationsfluß-Beziehung in
Abhängigkeit zum Quell-/Zielelement-Paar. Für jede der drei Elementklassen, ergeben
sich im Migrationskontext unterschiedliche Bedeutungen und Einflußmöglichkeiten. So
wird beispielsweise durch die Hierarchiebeziehung von Klassen zu Paketen eine effektive
Selektion von Entitäten möglich.
3.3.1 Informationsfluß zwischen Paketen und Klassen
Man kann davon ausgehen, daß Systeme und Modelle zur besseren Handhabarkeit Ge-
brauch von der Methode des Aufteilens in Teilmodelle machen. Die meisten dieser Teil-
systeme werden im Laufe der Zeit einen Zustand gewisser Stabilität erreichen, wärend
sich andere weiter den Anforderungen anpassen oder vollkommen neue Teilmodelle hin-
zukommen.
Um nicht für jedes Modellelement, daß sich unverändert im Zielmodell wiederfinden läßt
eine Migrationsbeziehung festlegen zu müssen, kann auch ein Informationsfluß zwischen
ganzen Paketen zweier Modelle definiert werden. Damit sind alle Klassen-Elemente eines
Target PackageSource Package
<<flow>>
Abbildung 3.2: Informationsfluß zwischen Paketen.
Quell-Pakets einer Modellversion, zu den jeweiligen Klassen mit gleicher Klassen-Signatur
(gleicher Name und Attribute) eines Ziel-Pakets in Verbindung gesetzt. Sind neue Ele-
mente hinzugekommen bzw. haben sich ihre Signaturen geändert, so müssen explizite
Klassen-Informationsflüsse für sie spezifiziert werden.
Klasseninformationsflüsse
Ein Informationsfluß zwischen zwei Klassen markiert die Übertragung von Instanzen
der Quell-Klasse mit genau den Attributen, für die äquivalente Attribute auch in der
Ziel-Klasse definiert sind. Für Attribute mit gleicher Signatur wird also auf diese Weise
eine implizite Migrationsbeziehung festgelegt ([Cla07], S. 21), ähnlich wie das durch den
Informationsfluß zwischen Pakteten für Klassen geschieht.












Abbildung 3.3: Informationsfluß zwischen Klassen.
Da Klassen eines Datenmodells üblicherweise durch Assoziationen miteinander in Be-
ziehung stehen, müssen auch die assozierten Klassen bei einer Übertragung betrachtet
werden. Dies wird allerdings nur notwendig, wenn eine jeweils assoziierte Klasse selbst
eine Quellklasse in einer Migrationsbeziehung ist. Eine Klasse wird implizit Quellklasse
einer Migration, wenn Informationsflüsse explizit angegeben oder eine implizite Einbezie-
hung, durch die Mitgliedschaft in einem an einer Migrationsbeziehung beteiligten Paket,
festgestellt werden kann.
Der Informationsfluß zwischen zwei Datenmodellklassen bekommt durch die Anwendung
eines «Filter»-Stereotyps (3.3.6) noch eine zusätzliche Funktion bei der Selektion der
durch eine Migration erfassten Instanzen. Darüber hinaus können zwischen einzelnen
Attributen direkte Beziehungen geschlossen werden. Hierbei werden wiederum nur At-
tribute mit gleicher Signatur (gleiche Namen, Typen und Multiplizität) miteinander in
Beziehung gesetzt. Finden sich Attributpaare – also Paare aus einem Attribut der Quell-
Klasse und einem der Ziel-Klasse – mit unterschiedlichen Signaturen, so müssen für diese
Paare spezielle Attribut-Informationsflüsse festgelegt werden.
3.3.2 Informationsfluß zwischen Attributen
Während Informationsflüsse zwischen Klassen Abbildungen und Instanzübertragungen
repräsentieren, können Attribut-Informationsflüsse zur genaueren Einflußnahme auf die
Attributwerte von Instanzübertragungen verwendet werden. Wie im vorrangegangenen
Abschnitt bereits angesprochen, werden Attributpaare durch einen Klasseninformations-
fluß in Beziehung gesetzt, insofern sie eine identische Signatur besitzen. Weicht die Si-
gnatur des Zielattributes von der Signatur des Quellattributes ab, so müssen diese beiden










Abbildung 3.4: Informationsfluß zwischen Attributen.
Sind auf diese Weise Abbildungen zwischen Attributen definiert, können beispielswei-
se spezielle auf die Attributwerte bezogene Werttransformationen durchgeführt werden
(siehe hierzu 3.3.11).
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Umbenennungssemantik
Sind keine weiteren Angaben zur Behandlung der Daten bei dieser Informationsübertra-
gung gegeben6 und besitzen die Attribute darüberhinaus den selben Datentyp, kann ein
so definierter Informationsfluß als einfache Umbenennung eines Attributes interpretiert
werden.
Bezug auf eine Instanzübertragung
Ein Attribut-Informationsfluß muss in jedem Fall mit korrespondierenden Klasseninfor-
mationsflüssen in Beziehung gesetzt werden. Dies geschieht durch die Festlegung einer
Abhängigkeit, wobei der Attribut-Informationsfluß Ausgangspunkt (Client) und der Klas-
seninformationsfluss Zielpunkt (Supplier) der Abhängigkeit ist. Um die Intuition bei der
Modellierung zu unterstützen kann gesagt werden: Ein Attributfluss „bezieht sich auf“
einen Klassenfluss. Bei der Herstellung der entsprechenden Abbildung zwischen Quell-
und Zielklassen können dann alle so assozierten speziellen Attributabbildungen einbezo-
gen werden.
3.3.3 Herstellen von Assoziationen
Die bisher betrachteten Möglichkeiten für Informationsflüsse, beschäftigten sich aus-
schließlich mit Attributen von primitiven Datentypen. Üblicherweise sind aber in Da-
tenmodellen die Entitäts-Klassen durch Assoziationen miteinander verknüpft. Im Fall
einer Migration muss es natürlich ebenfalls möglich sein solche Assoziationen herzustel-























Abbildung 3.5: Informationsfluß zwischen Klassen mit Assoziationen.
Abbildung 3.5 veranschaulicht die Modellierung einer Assozierung. Durch die mit comp
benannte Assoziation wird zwischen Source und CompositeS eine Beziehung spezifiziert.
Die Abhängigkeits-Beziehung von f1 zu f2 verbindet die zu assozierenden Instanzen, wel-
che durch f1 erfasst werden. Um die jeweiligen Instanzen der Assoziation auswählen zu
können, müssen durch den «Associate»-Stereotyp entsprechende Kriterien zur Selektion
angegeben werden. Zusätzlich könnte auch die Join-Semantik einer Abhängigkeit von f2
6Mögliche Angaben wären hier die Anwendung einer Abbildungsfunktion über einen Stereotyp (siehe
Abschnitt 3.3.11).
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zu f1 genutzt werden. In einem solchen Fall ist ein «Filter»-Stereotyp für die Einschrän-
kung der Menge an CompositeS-Instanzen verantwortlich. Es können sich auch implizite
Beziehungen durch einen übergeordneten Klassen- oder Paket-Informationsfluß ergeben.
Eine ausführlichere Beschreibung von Abhängigkeiten erfolgt in Abschnitt 3.3.7.
Die plattformspezifische Bedeutung einer Assoziations-Abhängigkeit ist durch die platt-
formspezifische Implementierung der Assoziation im Zieldatenmodell bestimmt. Hier
spielen Faktoren wie Multiplizität, Navigierbarkeit und letztendlich auch Art der Modell-
Abbildung eine Rolle. So werden beispielsweise für den Fall einer n:m-Beziehung bei
Abbildung auf ein relationales Modell, Fremdschlüsselbeziehungen über eine Zwischenta-
belle hergestellt7, wohingegen die Sichtbarkeit von Attributen (public bzw. private) keine
Relevanz hat8.
3.3.4 Signaturen
Um die Bedeutungen angegebener Informationsflüsse für die Instanzübertragung zu be-
stimmen werden Attribut- und Klassensignaturen verglichen. Abhängig davon, wie sich
Quell- und Zielsignaturen zueinander verhalten, kann eine Bedeutung für die jeweili-
ge Beziehung abgeleitet werden. Zur einfachereren und kompakteren Darstellung dieser
Verhältnisse seien folgende Vereinbarungen vorrangestellt:
Sei IID die Menge aller Bezeichner und T die Menge der unterstützten Typen. Die
Signatur eines Attributes σ(a) bezeichnet ein Tupel < ida ∈ IID, typea ∈ T > be-
stehend aus dem Bezeichner und Datentyp eines Attributes. Weiterhin soll die Funktion
name :< ida ∈ IID, typea ∈ T >7→ IID den Bezeichner ida eines Attributes liefern. Ana-
log dazu ergibt die Funktion type :< ida ∈ IID, typea ∈ T >7→ T den Typ typea des
Attributes.
Die Signatur einer Klasse C heißt ΣC und bezeichnet ein Tupel < idC ∈ IID, AC >
aus dem Bezeichner idC der Klasse und der Menge von Attributesignaturen AC =
{a1, . . . , an} aller Attribute von C. Eine alternative Schreibweise für den Bezeichner einer
Klasse soll name(C) sein: name :< idC ∈ IID, AC > 7→ IID. Die Menge der Attributsi-
gnaturen kann auch mit attr(C) benannt werden: attr :< idC ∈ IID, AC >7→ AC .
3.3.5 Copy-Semantik
Sind, wie in Abbildung 3.6 zu sehen, unabhängige Informationsflüsse gegeben, so wer-
den auch die Instanzbildungsvorgänge unabhängig voneinander sein. Am Beispiel dieser
Abbildung lässt sich der einfachste Fall einer Migration erläutern, der hier mit Copy-
Semantik bezeichnet werden soll.
Sei nun ΣA die Signatur der Klasse A und ΣA′ die Signatur der Klasse A′, so bedeutet
der Informationsfluß f1 : A 7→ A′ von A nach A′ bei ΣA = ΣA′ eine 1-zu-1 Übertragung
der Instanzen von A nach A′. Gilt zusätzlich ΣA = ΣA′′ so würde die Information der
Klasse A im Zielschema redundant abgelegt.
7Dies ist zumindest eine gängige Lösung. Die wirkliche Ausprägung ist aber zusätzlich Abhängig von
der gewählten Abbildungsstrategie.
8Üblicherweise werden nur öffentliche Attribute, bzw. Attribute mit entsprechenden öffentlichen Zu-
griffsmethoden auf Datenbankfelder abgebildet.













(b) Instanzsicht ohne Abhängigkeit
Abbildung 3.6: Unabhängige Informationsflüsse.
Da die explizite Angabe einer solchen Redundanz sicherlich nicht zu den hauptsächlichen
Anwendungsfällen für Migration gehört, werden die Informationsflüsse f1 und f2 durch
Filterstereotypen (3.3.6) eingeschränkt. Auf diese Weise könnte eine horizontale Parti-
tionierung der Daten hergestellt werden, wobei das aus Sicht des plattformunabhängigen
Modells wenig Sinn macht, da es sich hierbei um eine absolut plattformspezifische Eigen-
schaft handelt. Möglicherweise kann eine solche Reflektion der Datenpartitionierung im
Datenmodell aus Systemarchitektursicht notwendig oder nützlich sein.
3.3.6 Filterausdrücke
Durch die Angabe einer Klasse als Quellelement eines Informationsflusses wird der Typ
der übertragenen Instanz bereits festgelegt. Um aus der gesamten Menge der Instanzen
nach bestimmten Kriterien einschränken zu können, wird ein weiterer Stereotyp ange-
führt. Bei der Anwendung auf einen Informationsfluß können durch einen «Filter»-
Stereotyp einschränkende Kriterien formuliert werden. Hierbei ist darauf zu achten, daß
der plattformunabhängige Charakter des Modells durch die Kriterien-Syntax nicht zu
sehr abgeschwächt wird, wenn beispielsweise SQL-Syntax verwendet und explizit Bezug
auf Tabellen auf Datenbankebene genommen würde. Wie auch beim Stereotyp für Abbil-
dungsfunktionen (3.3.11), muss die Übertragung der plattformunabhängig formulierten
Kriterien auf plattformspezifische Kriterien durch die anschließend angewendete Modell-
transformation geleistet werden.
Übersetzung im Transformationsprozess
Im Rahmen der UML bietet sich an dieser Stelle auf einen ersten Blick der Einsatz
von OCL-Ausdrücken an, da diese im Kontext der UML definiert sind. Für eine, auf
das Metamodell bezogene, Transformationsmethode besteht allerdings keine Möglich-
keit sich innerhalb der Transformation mit dem Metamodell der textuell formulierten
OCL-Bedingungen zu befassen. Dies entspräche der Behandlung einer Modell-im-Modell
Situation; ein interessanter Anwendungsfall für zukünftige Transformationsansätze. Die
Wahl der sprachlichen Mittel für Filter-Kriterien richtet sich nach den Fähigkeiten des
Transformationssystems, mit denen sich solche Ausdrücke behandeln lassen. Somit hat
die Implementierung starken Einfluss auf die Möglichkeiten der Kriterien-Sprache.
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Es soll nicht weiter davon ausgegangen werden, daß das Modelltransformationssystem
eine entsprechende Unterstützung des oben genannten Konzeptes zur Transformation
von textuellen Formulierungen besitzt. Wahrscheinlicher ist, daß stattdessen mit einge-
schränkten Methoden zur Zeichenkettenverarbeitung gearbeitet werden muss. Die Form
der Bedingungen muss daher so einfach wie möglich gehalten werden, um die Überset-
zungsarbeit innerhalb der Modelltransformation zum plattformspezifischen Modell leisten
zu können.
Bool’sche Konstrukte
Ganz wesentlich für Filter-Kriterien sind auch Bool’sche-Operationen, also das Verknüp-
fen von Bedingungen zu komplexeren Ausdrücken. Eine Alternative zur Formulierung
von konjunktiven und disjunktiven Ausdrücken durch textuelle Notationen, die etwa
Operatoren wie „AND“ bzw. „OR“ enthalten, besteht in der mehrfachen Verwendung des
Filter-Stereotyps sowie dem Einsatz von Sterotyp-Attributen mit Multiplizität.
Eine Konjunktion ließe sich auf diese Weise durch die Angabe mehrerer Kriterientex-
te als Parameter eines «Filter»-Stereotyps darstellen. Für die Disjunktion kann von
der Eigenschaft der Unabhängigkeit der Informationsflüsse gebrauch gemacht werden, in















{criteria = "age  > 18"}
f1
<<Filter>>
{criteria = "age  > 18", "has_driving_licence = true"}
f2
Abbildung 3.7: Filterausdrücke zur Instanz-Selektion.
Abbildung 3.7 zeigt die eben vorgeschlagene Vorgehensweise zur Instanz-Selektion. In
diesem schematisch dargestellten Migrationsmodell sollen verschiedene Instanzen der En-
tität Person auf die jeweiligen Klassen-Instanzen von Adult und AdultDriver abgebildet
werden. Durch die mehrfache Spezifikation eines, von Person ausgehenden Informations-
flusses, ergibt sich die disjunkte Verknüpfung der in den «Filter»-Stereotypen definierten
Kriterien. Eine Konjunktion ist im Informationsfluß f2 durch das mehrfache Vorkommen
von Kriterien angegeben.
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3.3.7 Abhängigkeiten zwischen Informationsflüssen
Informationsflüsse sind in ihrer Rolle als Abbildung im Kontext einer Migration auf die
Verbindung von Elementen des Quellschemas mit Elementen des Zielschemas beschränkt.
Es besteht allerdings zusätzlich die Notwendigkeit Elemente innerhalb einer Schemami-
gration in Beziehung zu setzen. Beispiele hierfür sind das Trennen bzw. Zusammenführen
von Instanzen.
Im plattformunabhängigen Modell beschreibt ein Informationsfluß zwischen Klassen die
Übertragung einer bestimmten Auswahl von Instanzen in Instanzen einer jeweils anderen
Klasse. Ohne die in Abschnitt 4 beschriebene plattformspezifische Sichtweise vorwegzu-
nehmen, kann die Übertragung auch als eine Instanzkonstruktion verstanden werden, bei
der die zu erzeugende Zielklasse die Art der Instanz spezifiziert9. Dabei muss es möglich
sein die Ziel-Instanzdaten aus verschiedenen Quellinstanzen zu gewinnen bzw. Quellin-
stanzdaten auf mehrere Ziel-Instanzen zu verteilen. Ein weiterer Gesichtspunkt ist die
Auswahl von Instanzen zur Herstellung von Assoziationen, die ebenfalls über Abhängig-
keitsbeziehungen gesteuert werden kann.
Zuordnungen zu anderen Informationsflüssen
Eine weitere Notwendigkeit zur Verwendung von Abhängigkeiten ergibt sich in der Zuord-
nung von Attribut-Informationsflüssen zu jeweils korrespondierenden Informationsflüssen
zwischen den Besitzer-Klassen der Attribute. Ein Informationsfluß zwischen Attributen
stellt die Behandlung eines Attributpaares (Quell- und Zielattribut) innerhalb einer In-
stanzübertragung dar und muss demnach auch an eine solche gebunden werden. Diese
Bedingung hat allerdings eine komplexitätsfördernde Auswirkung auf die Handhabarkeit
des Migrationsmodells, da ihre Durchsetzung die vielfache Anwendung von Abhängig-
keiten notwendig macht und somit die graphische Darstellung in UML schnell unüber-
sichtlich werden lässt. Hier kann im Fall einer eindeutig ableitbaren Abhängigkeit auch
die entsprechende Abhängigkeitsbeziehung automatisiert hergestellt werden. Ähnlich wie
die Bedeutung von Paket-Informationsflüssen für implizite Klassen-Informationsflüsse,
könnten Abhängigkeiten für eindeutig zuordbare Attribut-Informationsflüsse generiert
werden.
Die folgenden Abschnitte beleuchten die Verwendung der eben beschriebenen Abhängig-
keitsbeziehungen, sowie die Bedeutung für die Migration in ihrem jeweiligen Kontext.
3.3.8 Join-Semantik
In weiteren Fällen müssen Informationsflüsse miteinander in Beziehung gesetzt werden.
Wenn beispielsweise die Erzeugung einer Instanz durch die Selektion eines anderen Infor-
mationsflusses erweitert werden soll. Abbildung 3.6(a) zeigt schematisch, die Darstellung
einer Abhängigkeit von f2 zu f1. Hierbei werden zusätzlich alle durch f1 ausgewählten
Instanzen zur Bildung von f2 herangezogen.
Die Belegung dieser Abhängigkeit mit dem Begriff Join-Semantik ergibt sich aus der
natürlichen Abbildbarkeit auf eine Verbundoperation. Den Hintergrund dafür bildet die
Betrachtung der Informationsflüsse unter Berücksichtigung der funktionalen Abhängig-
9Kurzgefasst wird eine Sicht auf die Quellelemente so konstruiert, daß sie dem Schema der Zielelemente
entspricht.
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keiten ihrer Quellklassen. Bei der Betrachtung von Migrationsmodellen mit Merge-










Abbildung 3.8: Abhängigkeit bei unterschiedlichen Klassen.
Eine einfache Abhängigkeitsbeziehung führt zu einer Zusammenlegung der Instanzen der
Quellklassen, welche gleiche Attributepaare gleichen Typs besitzen. Ohne die Festlegung
eines «Filter»-Stereotyps, gilt die Bedingung für alle Attribute der jeweiligen Instanzen.
Haben f1 und f2 die selbe Ausgangsklasse, so ergeben sich in einem solchen Fall für
Instanzen von f2 keine zusätzlichen Attributausprägungen.
Auswirkung von Abhängigkeiten auf die Instanzbildung
Einen Spezialfall der Join-Semantik stellt die Verwendung des «Include»-Stereotyps auf
Abhängigkeiten dar. Eine solche „einbindende“ Abhängigkeit besitzt, für den Informati-
onsfluß der den Ausgangspunkt (Client) der Beziehung darstellt, die oben beschriebene
Join-Semantik. Für den Endpunkt der Beziehung (Supplier) hat sie jedoch zur Folge, daß



































Abbildung 3.9: Abhängigkeitsbeziehung mit «Include»-Stereotyp.
Ein solcher Fall ist in Abbildung 3.9(a) beispielhaft dargestellt. Die Informationsflüsse f1
und f2 definieren zunächst unabhängige Abbildungen bzw. Instanzübertragungen zwi-
schen A und A′, sowie zwischen B und B′. Durch die Abhängigkeitsbeziehung dep ergibt
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sich zunächst eine Join-Semantik für f2, jedoch muss die Anwendung des «Include»-
Stereotyps berücksichtigt werden. Wie in nebenstehender Abbildung 3.9(b) abzulesen,
werden keine Elemente des Typs A′ erzeugt. Stattdessen wurde f1 durch f2 zur eige-
nen Instanzbildung vereinnahmt. Der zusätzliche «Filter»-Stereotyp demonstriert hier
die weiter oben bereits angesprochene Auswahl der Join-Instanzen durch Angabe eines
entsprechenden Kriteriums.
3.3.9 Split-Semantik
Wahrscheinlicher als bloßes Kopieren ist die Aufteilung von Attributen zwischen den
Klassen A′ und A′′. Die Aufteilung der Attribute entspräche, bei direkter Abbildung einer
Klasse auf eine Tabelle, einer vertikalen Partitionierung. Diese Bedeutung würde durch
ΣA = ΣA′ ∪ ΣA′′ erreicht, wenn ΣA′ ∩ ΣA′′ = ∅ gilt und keine Abhängigkeitsbeziehung
zwischen den Informationsflüssen besteht.
Soll die Aufteilung bestimmte Attribute duplizieren, so muss, durch die Angabe eine
Abhängigkeit, der Informationsfluß eingebunden werden (siehe 3.3.8), der die jeweiligen
Attribute enthält. Abbildung 3.10(a) zeigt schematisch eine solche Aufteilung, bei der











(b) Instanzsicht bei Abhängigkeit.
Abbildung 3.10: Verteilen von Instanzen mit Assoziationen.
Assoziationen zwischen den Split-Instanzen
Ein Aufteilung in unabhängige Klassen (wie in Abschnitt 3.3.5) kann sinnvoll sein. In den
meisten Fällen wird man allerdings eine Assoziation zwischen den Entitäten herstellen
wollen. Hierbei ist die Frage nach der zur Assoziationsbildung heranzuziehenden Instanz
zu stellen. Da Instanzbildung durch Informationsflüsse beschrieben wird, muss also ein
entsprechender Informationsfluß in Beziehung gesetzt werden.
Abbildung 3.11(a) zeigt die Spezifikation einer Beziehung zum Informationsfluß des As-
soziationszieles. Die Informationsflüsse f1 und f2 teilen die Entität Composite in CompA
und CompB auf. Die Assoziation zwischen den beiden Zielentitäten wird durch die Bezie-
hung assoc auf die durch f2 erfassten Instanzen ermöglicht. Die Abhängigkeitsbeziehung
zwischen f1 und f2 ist zum Zweck der Herstellung der Assoziation nun mit dem Stereotyp
«Associate» annotiert.
Wie in Abschnitt 3.3.3 bereits angedeutet, werden Assoziationen durch entsprechende
Assoziationsattribute der Klassen dargestellt. Diese Attribute haben einen komplexen













(b) Instanzesicht mit Assoziation.
Abbildung 3.11: Mit Assoziation zwischen den Zielentitäten.
Datenttyp: Den Typ der Klasse, welche sie referenzieren. Durch eine objektrelationale
Abbildung werden diese Attribute zwar in primitive Datentypen nach Art von Fremd-
schlüsselbeziehungen umgesetzt, jedoch muss beachtet werden, daß zur Herstellung von
Assoziationen alle beteiligten Instanzen bestimmt werden müssen. Da von einer Quell-
klasse im Migrationsmodell mehrere Informationsflüsse ausgehen, und damit zur Migra-
tionszeit mehrere Instanz-Übertragungswege existieren können, wird durch eine Abhän-
gigkeitsbeziehung festgelegt, an welchem Informationsfluß sich eine Assoziationsbildung
ausrichtet.
3.3.10 Merge-Semantik
Als entgegengesetzten Anwendungsfall zur Aufteilung einer Klasse anhand ihrer Attri-
bute kann ebenso das Zusammenführen von Informationsflüssen auf eine einzelne Klasse
auftreten. Genau wie für die zuvor genannten Bedeutungsarten gilt auch hier, daß Infor-
mationsflüsse, die ohne Abhängigkeiten modelliert, sind auch unabhängig voneinander
eine Erzeugung von Instanzen der Zielklasse bedeuten. Für eine Zusammenführung die-











a4 : A'' at2 : A
at1 : A
(b) Instanzsicht.
Abbildung 3.12: Logisches Zusammenführen von Instanzen.
In dem, in Abbildung 3.12(a) schematisch dargestellten, Beispiel werden die zwei Klassen
A′ und A′′ durch die jeweiligen Informationsfluß-Beziehungen f1 und f2 auf Instanzen der
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Klasse A abgebildet. Die dargestellte Abhängigkeit von f1 zu f2 bindet die Übertragung
von A′′-Instanzen an die Instanzen, welche durch f2 ausgewählt werden.
Bei der Zusammenführung von Instanzen kommt dem bereits in 3.3.8 vorgestellten Ste-
reotyp «Include» eine wichtige Rolle zu. Wie bereits beschrieben bindet die dargestellte
Abhängigkeit f2-Instanzen an f1. Die Anwendung von «Include» verhindert nun die
Bildung zusätzlicher Instanzen durch f2.
3.3.11 Map-Funktion
Setzt man bei einer durchzuführenden Migration voraus, daß die Zielversion des Daten-
bankschemas alle Entitätstypen unangetastet läßt bzw. nur neue Aspekte hinzukommen,
so wären die bisher beschriebenen Verfahren zur Übertragungswegbeschreibung durch
Abbildungen ausreichend. Änderungen am Anwendungsdatenmodell führen allerdings
häufig auch zur Notwendigkeit der Veränderung bestehender Datensätze, um beispiels-
weise den Gültigkeitsbereich oder Datentyp eines Datums neu festlegen zu können. Ein
rein auf die Herstellung von Sichten fokussierter Ansatz greift hier zu kurz.
Eine Ursache liegt in der relationalen Natur der Abfragesprachen selbst, wie beispiels-
weise in [CGLP05] angesprochen wird. Der Anwendungsbereich von Anfragesprachen für
Datenbanken liegt in der Erzeugung von Ergebnismengen, die herkömmlicherweise als Zu-
sammenfassungen und Ausschnitte aus einem umfangreicheren Datenbestand verstanden
werden. Neben dem auswählenden Zusammenfassen von Datensätzen durch Formulie-
rung einschränkender Bedingungen können durch die Verwendung von z.B. Aggregations-
Funktionen auch auswertende Zusammenfassungen erzeugt werden.
Transformation von Attributausprägungen
Um eine Migration vollständig beschreiben zu können, müssen neben den strukturellen
Aspekten der Datenmodelle auch die inhaltlichen Aspekte der Modellinstanzen berück-
sichtigt werden. Mit der Festlegung von Informationsfluß-Beziehungen kann man die sche-
matische Heterogenität zweier Modelle überbrücken. Liegen zwischen den so verbundenen
Entitäten allerdings starke Unterschiede bei der Repräsentation der Attributwerte vor,
so müssen Transformationen auf Ebene der Attributausprägungen durchgeführt werden.
Die Modellierung einer Attributwert-Transformation kann durch eine Form von Funkti-
onsanwendung geschehen.
Im Bereich des plattformunabhängigen Modells ist es ausreichend die Form der Model-
lierung und die Semantik einer solchen Funktion anzugeben. Eine Bedeutungsbindung
zwischen der genannten Abbildungsfunktion, und beispielsweise einer Datenbankfunk-
tion, muss bei der Transformation eines plattformunabhängigen Migrationsmodells auf
eine konkrete Systemplattform von Grund auf hergestellt werden. Die eigentliche Im-
plementationsleistung liegt also beim Zielsystem, während das Profil des plattformun-
abhängigen Modells lediglich eine Möglichkeit der Deklaration solcher Funktionsaufrufe
vorsehen muss. Bei der Modellierung mit UML bieten sich Stereotype als vorgesehener
Erweiterungsmechanismus an. So werden auch hier spezielle Stereotype zur Anwendung
auf Informationsflüsse verwendet.
Ein entsprechender Stereotyp zur Deklaration einer Abbildungsfunktion sollte sich auf In-
formationsflüsse zwischen Attributen anwenden lassen, um sich somit auf Quell- und Ziel-








{name = "integer-to-string" }
<<flow>>
Abbildung 3.13: Anwendung einer Abbildungsfunktion für Attributinstanzen.
element der Abbildung beziehen zu können. Die Anwendung von Stereotyp-Attributen
(TaggedValues) ermöglicht die Spezifikation der anzuwendenden Funktion. Die ent-
sprechende Bindung an eine konkreten Implementierung wird dann, wie weiter oben
besprochen, von der Modelltransformation vorgenommen.
3.4 Beispiel
In diesem Abschnitt soll ein kleines Beispiel die Schritte vom Migrationsmodell zum Ab-
fragemodell anschaulich darstellen. Zu diesem Zweck wird das Beispiel aus Abschnitt
1.2.2 in leicht veränderter Form wieder aufgegriffen. Wie die Transformationen des Mo-
dellübergangs konkret konstruiert sind, soll im Kapitel 5 besprochen werden.
Um die notwendigen Modellelemente zu betonen und eine allgemeine Übersichtlichkeit
zu erhalten wird keine vollständige geschlossene Darstellung des Migrationsmodells ge-
zeigt. Bereits dieses kleine Beispiel zeigt eine gewisse Komplexität, welche eine graphische
Darstellung unübersichtlich werden läßt.
3.4.1 Datenmodell
Zunächst erfolgt die Modellierung der Anwendungsdomäne eines Adreßbuches mit UML.
Um den Hintergrund für eine sinnvolle Weiterentwicklung des Datenmodells zu erzeugen,
wurden in einer ersten Version alle notwendigen Informationen in einer einzelnen Entität
zusammengefaßt (Abb. 3.14(a)).
Eine offenbare Einschränkung dieser Modellversion scheint der Sachverhalt zu sein, daß
nur jeweils zwei Emailadressen und Anschriften für einen Kontakt möglich sind. Des
weiteren sind alle, die Anschrift betreffenden Informationen, in einer einzelnen Zeichen-
kette abgelegt, so daß durch eine Abfrage nur schwierig auf bestimmte Bestandteile einer
Adresse zugegriffen werden kann.
Unter der Vorraussetzung, daß Klassen durch den die Datenbank erzeugenden Transfor-
mationsmechanismus direkt auf Relationen abgebildet worden sind, könnte ein möglicher
Datenbestand folgende Form haben:
In einer überarbeiteten Version (Abb. 3.14(b)) wurden die email- und adressbezogenen
Daten durch separate Entitäten modelliert. Die jeweiligen Assoziationen gestatten nun
die Speicherung einer beliebigen Anzahl solcher Elemente. Auch können die einzelnen
Bestandteile der Elemente direkt über ihre Attribute ausgewertet werden.




























Abbildung 3.14: Die Schemaentwicklung des Contacts-Beispiels.
contactId firstName lastName email1 email2 address1
4711 Ralf C. . . ralf.clauss. . . rc672736. . . . . .
4712 Michael M. . . mustermicha. . . mustermi. . . . . .
4713 Ronja R. . . rr@raeuberh. . . rr@raeub. . . . . .
..
.
Tabelle 3.1: Auszug aus der Tabelle Contact.
3.4.2 Migrationsmodell
Als Nächstes muss nun durch das Migrationsmodell bestimmt werden, in welcher Weise
sich die neuen Entitäten Address, Person und EmailAddress aus Contact ableiten lassen.
Dazu werden zunächst die Informationsflüsse spezifiziert, die zur Instanzerzeugung führen
(Abb. 3.15).
Abbildung der Klasse Person
Für die Klasse Person ist die Datenübertragung bereits vollständig beschrieben, da sich
ihre Attributsignaturen auch in Contact finden lassen (3.3.5). Die Werte von Address
und EmailAddress werden ihrerseits durch spezielle Informationsflüsse für die Attribut
definiert (s. Abs. 3.2).
Abbildung der Klasse EmailAddress
Hier besteht eine spezielle Anforderung: Für die Attribute email1 und email2 müssen je-
weils separate Instanzen erzeugt werden. Dazu muss für jede Instanz (für jedes der beiden
Attribute) ein eigener Informationsfluß von Contact zu EmailAddress definiert werden.
Die Informationsflüsse für die Zielattribute name und host werden durch Definition einer
Abhängigkeitsbeziehung an die Erzeugung einer Instanz gebunden (Abb. 3.16).
Um der Anforderung des Zielmodells gerecht zu werden, eine Emailadresse in Nutzername
und Hostname aufzuteilen, kommt die schon besprochene Abbildungsfunktion zwischen
Attributen zum Einsatz (Abs. 4.1.7 und 3.3.11). Durch die Anwendung des Stereotyps





+emailAddress : EmailAddress [0..*]
























Abbildung 3.15: Gegenüberstellung des Quell- und Zielmodells. Auf der linken Seite ist
das ursprüngliche, einfache Datenmodell zu sehen. Das weiter ausdefi-
nierte Modell befindet sich rechts.
«Function» soll in diesem Fall eine Funktion zur Auswahl eines bestimmten Teils der
Emailadresse aufgerufen werden10.
Abbildung der Address-Klasse
Der selbe Sachverhalt findet sich auch bei den Attributen address1 und address2. Wie-
derummuss für jedes Zielattribut ein eigener, mit einer Funktionsanwendung beaufschlag-
ter Informationsfluß angegeben werden. Auch die Abhängigkeit zum instanzbildenden
Informationsfluß f3 ist anzugeben. Für das zweite Adreßattribut address2 ist genauso
zu verfahren.
Herstellen von Assoziationen
Nachdem alle Attribute betrachtet sind, müssen auch die Assoziationsbeziehungen ein-
gerichtet werden. Da im Ausgangsmodell keine Assoziationen vorliegen, kann ihre Erzeu-
gung im Zielmodell nur im Rahmen einer Instanzerzeugung stattfinden. Die Einrichtung
einer Assoziation geschieht, wie in 3.3 und 3.3.8 beschrieben, durch die Angabe einer
Abhängigkeit zwischen den, von Contact ausgehenden Informationsflüssen.
Abbildung 3.18 demonstriert die Modellierung der Assoziationsbildung. Die Informations-
flüsse f1, f2 und f3 definieren wie gehabt die Bildung der entsprechenden Zielinstanzen.
Um die Assoziationen herzustellen werden die Informationsfüsse zur Bildung der Assozia-
10Name der Funktion, sowie die genauen Parameter sind zum Verständnis des Prinzips nicht unbedingt
notwendig und aus Gründen der Übersichtlichkeit in der Abbildung nicht dargestellt.





























Abbildung 3.17: Aufteilung des Attributes address1.
tionsziele EmailAddress (f1) und Address (f3) jeweils durch eine, mit dem «Associate»
















+emailAddress : EmailAddress [0..*]










Abbildung 3.18: Verknüpfung von Address und EmailAddress mit Person.
Mit der Abbildung aller Entitäten und Assoziationen ist das Migrationsmodell nun voll-
ständig beschrieben. In einem nächsten Schritt kann es zur Ableitung eines plattforms-
pezifischen Modells genutzt werden.
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4 Plattformspezifisches Migrationsmodell
Das plattformspezifische Modell (PSM) bezeichnet in der modellgetriebenen Anwen-
dungsentwicklung eine Zielsystem bezogene Sicht auf das Anwendungsmodell. Es ist
zumeist angereichter mit Informationen zur optimalen Ausnutzung der Zielplattform.
Das PSM ist sowohl Ergebnis als auch Ausgangspunkt von Transformationen auf dem
Weg zur Systemimplementierung. Dabei spezifiziert es das Zielsystem nicht zwangsläu-
fig vollständig, so daß weitere Transformationen nötig sein können. Erst wenn sämtliche
notwendigen und optionalen Details hinzugefügt wurden, wird der Prozess der Quellco-
deerzeugung bzw. der weiteren Spezialisierung gestartet. Quellcodeerzeugung ist dann
relativ trivial, wenn das Ziel-Metamodell der Programmiersprache durch vorhergehende
Transformationen bereits erreicht ist1.
Fokussierung auf relationale Systeme
Die in dieser Arbeit favorisierten Zielsysteme zur Ausführung der Migration sind relatio-
nale Datenbanken bzw. Programme zur effektiven Migration von relationalen Datenbe-
ständen. Daraus ergibt sich eine starke Anlehnung des PSM an relationale Abfragemo-
delle mit Unterstützung der üblichen Operatoren (Selektion, Projektion, etc.). Durch die
in den Abschnitten 3.2 und 3.3.11 beschriebene Anforderung an die Migration, einzelne
Attributausprägungen während einer Migration manipulieren zu können, muss zusätzlich
zu den bekannten Operatoren ein neuer – der sog. Map-Operator – eingeführt werden.
Eine genauere Beschreibung dieses Konzeptes erfolgt in Abschnitt 4.1.7.
Mit den Elementen des Migrationsmodells sind zunächst alle informellen Bestandteile
der modellbasierten Migration beschrieben. Die bisherige Sichtweise auf Datenmodelle
setzt keine Bedingungen für eine Implementierung fest. Erst durch die Wahl einer rela-
tionalen Repräsentation der Daten müssen konkrete Elemente der relationalen Plattform
und die Abbildung zwischen dem Migrationsmodell und dem zur Ausführung gewählten
Systemmodell hergestellt werden.
4.1 Metamodell für relationale Ausdrücke
Um diese Abbildungen beschreiben zu können, werden zunächst alle relevanten Modellele-
mente des Zielsystemmodells in einem Plattform-Metamodell2 festgehalten. Dabei erfolgt
die Formulierung des Modells relativ unabhängig von den Anforderungen des Migrati-
onsmodells. Vielmehr werden alle Aspekte des Systems direkt in Metamodellelementen
reflektiert, ohne Elemente einzuführen, welche eine Querbeziehung zum Migrationsmodell
aufweisen.
Im Metamodell für relationale Ausdrücke sind also nur solche Elemente vertreten, welche
die relationalen Operatoren, ihre Anwendung und den Begriff Relationen selbst defi-
1In einigen Systemen werden letztendlich nur noch Platzhalter in Code-Schablonen (Templates) belegt.
2Das PSM stellt eine Instanz des Plattform-Metamodells dar.
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nieren. Klarerweise sind relationale Ausdrücke ausreichend, um Sichten auf relationale
Datenbestände herzustellen. Die Herstellung von Sichten wiederum ist ausreichend für
den hier vorliegenden Anwendungsfall, wenn man eine Migration selbst als Abbildung
zwischen Entitäten betrachtet3.
Aus den Instanzen dieses Metamodells können ohne große Übersetzungsarbeit alle, auf
Relationen bzw. Tabellen operierenden Programme erzeugt werden. Im Besonderen na-
türlich SQL-Programme. Die eigentliche Zielanwendung in dieser Arbeit ist zwar eine
spezielle ETL-Anwendung, die Erzeugung von SQL-Code aus dem relationalen Abfrage-
modell demonstriert jedoch sehr gut, wie sich die Nähe von Metamodell der Anwendung
zum Metamodell des PSM auswirkt.
Als Grundmotiv der Migrationsmodellierung lässt sich also das Prinzip der Sichtbildung
festhalten: Zwei Entitäts-Klassen A und B werden durch eine objektrelationale Trans-
formation auf ein relationales Schema mit den Relationen aR und bR so abgebildet, daß
A 7→ aR und B 7→ bR. Die Definition einer Abbildung zwischen den zwei Entitäts-Klassen
A und B durch das Migrationsmodell entspricht dann der Herstellung einer relationalen
Sicht auf aR im Relationenmodell, so daß aR = bR.
4.1.1 Operator als Relation
Das relationale Abfragemodell orientiert sich an der relationalen Algebra und stellt den
Begriff der Relation in das Zentrum des Modells. Alle definierten relationalen Operatoren
sind somit selbst Relationen. Dies hat zur Folge, daß die Anwendung eines relationalen
Operators auf eine Relation selbst wieder eine Relation hervorbringt, auf die wiederum





Abbildung 4.1: Die abstrakten Klassen Relation und Operator.
Eine vom klassischen Begriff der Relation abweichende Eigenschaft ist die Möglichkeit
der Vergabe eines Alias-Namens für ein Relationengebilde. Dies liegt in der Interpreta-
tion der Migration als Abbildung zwische Tabellen begründet. Mittels der, später noch
erklärten Tabellenreferenz (4.1.5), kann eine konkrete Tabelle in einem Quellschema zum
Ausgangspunkt einer Abbildung gemacht werden. Auf ähnliche Weise wird mittels des
Alias-Namens der Relation eine Tabelle im Zielschema zum Endpunkt der Abbildung
bestimmt.
4.1.2 Operatoren ohne Kriterien
Die relationale Algebra sieht mehrere Operatoren zur Einschränkung und Auswahl von
Attributen einer Relation vor. Dies sind insbesondere der Projektions- und der Umbe-
3Eine Einschränkung dieser Idee stellt die Behandlung von künstlichen Schlüsselwerten dar (Abs. 4.2).
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nennungsoperator. Da diese Operatoren keine Kriterien definieren um die Tupelmenge zu














Abbildung 4.2: Operatoren ohne Kriterien.
Der Projektionsoperator (4.2(a)) definiert eine Untermenge von Attributen einer Relation
durch die Spezifikation von Feldnamen. Alle Attribute deren Attributnamen durch die
Feldnamen erfasst werden, bilden eine neue Relation basierend auf allen so ausgewählten
Attributen.
Die Funktionsweise des Umbenennungsoperators (4.2(b)) ist ähnlich: Hierbei werden Paa-
re von Feldnamen und ihrer Umbenennung angegeben. Jedes Attribut der zugrundelie-
genden Relation, welches durch einen gegebenen Feldnamen angesprochen ist, wird unter
der neuen Bezeichnung in die Ergebnisrelation übernommen.
4.1.3 Operatoren mit Kriterien
Im Gegensatz zu den vorher genannten Operatoren schränken Operatoren mit Kriterien
die Tupelmenge entsprechend ihrer Kriterien ein. So beschreibt der Selektionsoperator








Der Verbundoperator ThetaJoin gehört ebenso in diese Kategorie, da er mittels Attri-
butkriterien definiert, welche Attributausprägungen in den Tupeln der Verbundrelation
vorkommen sollen. In der relationalen Algebra gibt es verschiedene Arten von Verbun-
doperatoren. Zur Auflösung von Fremdschlüsselbeziehungen zwischen Entitäten genügt
üblicherweise eine einfache Verbundoperation ohne weitere Kriterien. Eine Voraussetzung
dafür ist allerdings die Einhaltung eines Bennungsschemas für Schlüsselattribute. So muss
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ein Fremdschlüsselattribut den selben Namen haben, wie das assoziierte Primärschlüs-
selattribut. Mit einer expliziten Angabe von Attributnamen stellt die Nichteinhaltung
dieses Schemas kein Problem bei Verbundoperationen dar.
4.1.4 Deklaration von Kriterien
Ein Kriterium setzt sich im Wesentlichen aus einem binären Vergleichsoperator und zwei
Argumenten zusammen, die sowohl Attributname, als auch einen konkreten Wert (Lite-
ral) annehmen können. Die Überprüfung eines Kriteriums ist also ein Vergleich einer At-
































Abbildung 4.4: Abstrakte Syntax für Kriterien.
Ein Operator kann mehrere Kriterien besitzen, wobei ein Kriterium sowohl ein Bool’scher
Ausdruck, als auch ein Vergleichsausdruck sein kann. Bool’sche Ausdrücke können hier-
bei dazu benutzt werden, mehrere Kriterien miteinander zu verbinden und damit selbst
wieder einen Kriterienausdruck zu erzeugen.
4.1.5 Deklaration von konstanten Relationen
Unter Umständen lassen sich nicht alle zur Vervollständigung der Abbildung nötigen Sich-
ten auf Basis bestehender Relationen herstellen. Kommen neue Attribute zur Zielentität
hinzu und sind diese nicht aus einer Quellentität ableitbar, so müssen sie gewissermaßen
künstlich erzeugt werden.
Verantworlich für diese Form der Attributerzeugung, sind sogenannte konstante Relatio-
nen. Mit ihnen kann die Deklaration einer beliebigen Attributausprägung erfolgen um
Ergebnisrelationen um Attribute zu erweitern bzw. Attribute mit Standardwerten zu
belegen. Konstante Relationen enthalten genau ein Tupel, in dem jedes Zusatzattribut
mit einer Belegung versehen werden kann. Eine zu erweiternde Relation wird mit der
konstanten Relation über Bildung des Kreuzproduktes verbunden4.
4Der Kreuzprodukt-Operator ist nicht im Metamodell definiert. Er wird stattdessen durch einen krite-
rienfreihen ThetaJoin dargestellt.












Abbildung 4.5: Konstante Relation und Tabellenreferenz.
4.1.6 Tabellenreferenzen
Um Anschluss an einen konkreten Datenschema-Kontext zu finden, müssen letztendlich
die Relationen benannt werden, welche die Endpunkte der Abbildung darstellen. Für den
Zielpunkt einer Abbildung wird dies durch den bereits beschriebenen Alias-Namen einer
Relation erreicht (4.1).
Die Quellrelation als Ausgangspunkt der Abbildung wird durch die spezielle Relation
TableReference deklariert (Abb. 4.5). Sie schafft sozusagen einen Platzhalter für eine
konkrete Relation eines Datenbankschemas mit Hilfe eines Schema- und eines Tabellen-
namens.
4.1.7 Funktionsanwendung durch den Map-Operator
Im Bereich der Funktionsanwendung wird mit der Vorgehensweise gebrochen, sich beim
Entwurf des plattformspezifischen Modells allein nach den Gegebenheiten des Zielsystems
zu richten. Die in Abschnitt 3.3.11 erklärte Notwendigkeit für einen generischen Operator
zur Funktionsanwendung führt hier zu einer Erweiterung der relationalen Algebra.
Die Implementation relationaler Operatoren variiert je nach Zielsystem. So unterstützen
die meißten Datenbanksysteme gespeicherte Prozeduren in SQL, PL/SQL oder sogar
Java5. Da das hier besprochene relationale Abfragemodell die Position eines Metamodells
für alle relational basierten Systeme einnehmen möchte, muss die Spezifikation des Map-









Strukturell betrachtet ähnelt der Map- dem Rename-Operator. Er ist ebenfalls ein unärer
Operator, welcher auf eine Relation angewendet wird und einzelne Attribute der Rela-
tion behandelt. In Abbildung 4.6 ist die Klasse MapFunction zu erkennen, mit der
5Oracle unterstützt seit Version 8i die Möglichkeit Stored Procedures in Java zu formulieren.
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ein Tupel aus Feldname und Funktionsname definiert wird. Hierbei werden durch den
Map-Operator beliebig viele solcher Funktionsreferenzen unterstützt, so daß – ähnlich
der Umbenennung – durch die einfache Anwendung von Map sämtliche Attribute einer
Relation als Parameter von Funktionen verwendet werden können.
4.2 Behandlung von Primärschlüsselsurrogaten
Während bei der Fokussierung auf objektorientierte Datenmodelle keine Aussagen über
die Identifikation konkreter Instanzen gemacht werden, sind im relationalen Datenmo-
dell Primärschlüsselattribute für die Identifikation verantwortlich. Bei der Abbildung des
Datenmodells auf das physische Datenmodell einer relationalen Datenbank müssen ent-
sprechende Schlüsselkandidaten identifiziert bzw. künstliche Schlüsselattribute erzeugt
werden. Ob sich ein Attribut als Schlüsselattribut eignet ist wesentlich von den zu erwar-
tenden Attributausprägungen abhängig. Die Anforderungen an einen identifizierenden
Schlüssel sind dabei recht hoch:
1. Der Schlüssel muss unter allen Instanzen einer Klasse eindeutig sein.
2. Das Schlüsselattribut muss immer eine Ausprägung besitzen. Null-Werte sind nicht
zugelassen.
3. Der Wert des Schlüssels darf sich nach Vergabe nicht mehr verändern.
4. Der Wert sollte so kompakt wie möglich sein. Ein Primärschlüssel der aus mehreren
Attributen besteht, sollte also nur die wirklich nötigen Attribute enthalten.
Anforderung 3 bezieht ihre Berechtigung aus der Tatsache, daß Primärschlüsselattribute
redundant in allen Tabellen vorkommen, welche Fremdschlüsselbeziehungen zur jewei-
ligen Tabelle des Primärschlüssels aufbauen. Selbiges Argument bezieht sich auch auf
Punkt 4.
Kann man keine Schlüsselkandidaten mit diesen Eigenschaften finden, oder wäre die Kan-
didatenmenge zu groß, so besteht die Möglichkeit künstliche Schlüssel zu verwenden. Im
Bereich des Date Warehousing ist beispielsweise ein effizientes Verwalten von Daten
im Stern-Schema ohne künstliche Schlüssel praktisch nicht durchführbar. Gleiches gilt
auch für das Zusammenführen und Konsolidieren großer Datenmengen aus unterschiedli-
chen Schemata. Es kann darüberhinaus die Forderung bestehen, daß ein Primärschlüssel
nicht nur innerhalb einer Tabelle, sondern innerhalb des gesamten Datenbestandes ein-
malig sein muss.
Betrachtet man objektorientierte Systeme, so erkennt man eine strikte Verwendung soge-
nannter Objektidentifizierer (OIDs). Innerhalb der Laufzeitumgebung eines Programmsy-
stems ist dies üblicherweise die Instanzadresse im Speicherbereich. Diese ermöglicht eine
genaue Identifizierung eines Objektes über seine gesamte Lebenszeit hinweg, bei völliger
Unabhängigkeit gegenüber der Belegung seiner Attribute. Bildet man ein solches System
auf ein relationales Datenschema ab, ergibt sich die Verwendung des OID als künstlicher
Primärschlüssel sofort.
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4.2.1 Ableitbarkeit von Surrogaten
Beim Einsatz solcher Ersatzschlüssel treten allerdings Schwierigkeiten zu Tage, die auch
im speziellen Bereich der Migration einwirken. So ist der Schlüssel trotz eventueller Ne-
benläufigkeiten systemweit eindeutig zu erzeugen, bevor ein Datensatz gespeichert wird.
Dies wird im Allgemeinen durch die Bereitstellung entsprechender Schlüsselwerte durch
das Datenbanksystem gewährleistet6. Weiterhin müssen Datensätze, welche sich auf einen
solchen Schlüsselwert beziehen, diesen ebenfalls kennen bevor sie gespeichert werden kön-
nen.
Für die in dieser Arbeit vorgestellte Datenmigration auf der Basis von relationalen Sich-
ten, entsteht aus dieser Bereitstellungs-Abhängigkeit ein ganz wesentliches Problem, da
ein Primärschlüssel für eine Zielentität unter den obengenannten Umständen nicht durch
die Sicht auf die Quellentität bestimmt werden kann. Dieses Problem basiert letztendlich
auf der Tatsache, daß in der relationalen Algebra kein Operator existiert um einen künst-
lichen Schlüssel für ein Tupel abzuleiten. Gäbe es einen solchen Operator, so würde dieser
zwar einen Tupel identifizierenden Schlüssel erzeugen, dieser wäre jedoch funktional ab-
hängig von allen Attributausprägungen des Tupels und würde damit das Kriterium der
Unveränderbarkeit verletzen7. Daraus folgt, daß Surrogat-Schlüssel nur auf Ebene der
Datenbankimplementation umsetzbar sind.
4.2.2 Resultierende Einschränkung für die Migration
Die oben gennannten Probleme schränken die Verwendung von künstlichen Schlüsseln
im objektorientierten Modell ein. Eine funktionale Abhängigkeit, die nicht auf den At-
tributausprägungen der Entitäten begründet ist, kann durch das statische Modell nicht
dargestellt werden. Die Schlüsselbehandlung muss also über Modellerweiterung – die
Anwendung von Stereotypen – explizit an die Ausführungsschicht übergeben werden.
Für die Migrationsmodelle bedeutet dies die Notwendigkeit zur Auszeichnung einer Sur-
rogatfunktion, um die Ableitung von künstlichen Primärschlüsseln zu simulieren. Eine
solche Funktion kann mit Hilfe des in 3.3.11 und 4.1.7 ausgeführten Erweiterungskonzepts
durch die Anwendung einer Abbildungsfunktion implementiert werden.
4.3 Anforderungen an ein Zielsystem
Das in diesem Kapitel entworfene relationale Abfragemodell stellt im wesentlichen einen
Zwischenschritt auf dem Weg zur Erzeugung eines konkreten Migrationsprogrammes dar.
Zwar basiert das Modell auf dem Prinzip der Herstellung von relationalen Sichten durch
die Anwendung von relationalen Operatoren, jedoch ist auch die Erweiterung um den
Map-Operator nötig. Dieser Abschnitt fasst kurz die wesentlichen Anforderungen zu-
sammen.
Unterstützung der relationalen Sicht Ein mögliches Zielsystem muss in der Lage sein,
eine relationale Sichtweise auf Datenbestände und Ergebnismengen bereitzustel-
6Die meisten Datenbanken bieten hierfür AutoIncrement-Felder (z.B. MySQL, MS Access) oder
Zahlen-Reihen an (z.B. Oracle Sequenzen).
7Er würde auch Punkt 4 der obengenannten Eigenschaften wiedersprechen.
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len. Weiterhin müssen die wesentlichen Operatoren Projektion, Selektion und
Umbenennung, sowie die Angabe von Kriterien zur Tupelauswahl implementiert
bzw. nutzbar sein. Die Sicht auf den Quelldatenbestand muss vom Zieldatenbe-
stand trennbar sein, um Benennungskonflikte zu vermeiden. Die Implementationen
der Operatoren müssen wiederum relationale Sichten erzeugen können und in Kom-
binationen anwendbar sein.
Realisierung des Map-Operators Neben den aus der relationalen Algebra bekann-
ten Operationen muss das Zielsystem die Möglichkeit zur Definition von eigenen
Funktionen bereitstellen. Diese Funktionen müssen über einen eindeutigen Namen
ansprechbar sein und sich auf einzelne Attributwerte anwenden lassen.
Bereitstellung von Surrogaten Es müssen Funktionen zur Erzeugung von schema- bzw.
relationenweiten künstlichen Schlüsselwerten vorhanden sein. Um der in Abschnitt
4.2 genannten Problematik zu begegnen, muss die Implementation eines Schlüssel-
Zwischenspeichers möglich sein, um erzeugte künstliche Schlüssel nach ihrer Ver-
gabe verfügbar zu halten ohne ihre Eindeutigkeit zu gefährden. Diese Anforderun-
gen werden bereits von den gängigen relationalen Datenbanken erfüllt. Relationale
Sichten können hier durch SQL-Anweisungen bereitgestellt werden. Die Funktions-
anwendung wird durch Funktionsbibliotheken und die Möglichkeit der Erstellung
eigener Prozeduren ausreichend unterstützt.
Im folgenden Kapitel sollen die notwendigen Grundlagen der Modelltransformation von
Migrationsmodell zu relationalem Abfragemodell erläutert und Systeme zur Umsetzung
der Transformation vorgestellt werden.
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5 Realisierung der Transformationen
Die in den vorrangegangenen Kapiteln erarbeiteten Konzepte stellten Möglichkeiten der
Formulierung von Migrationen mit Mitteln der UML-Modellierungssprache vor. Ziel die-
ses Kapitels soll es sein, die Modellübergänge von UML-basiertem Migrationsmodell zu
relationalem Abfragemodell zu beschreiben. Des Weiteren werden die Transformations-
und Zielsysteme beschrieben, mit denen die Implementation der Modelltransformationen
bzw. die Ausführung von Migrationen schlussendlich durchgeführt werden kann. In den
kommenden Abschnitten wird der Schwerpunkt insbesondere auf die Implementation der
Migration mit Hilfe der Datenmigrationsanwendung Kettle liegen.
5.1 Migrationsmodell zu relationalem Abfragemodell
Wie in 3.1 bereits angedeutet, entspricht das Migrationsmodell einer Domänen spezi-
fischen Sprache zur Abbildung der Elemente von klassenbasierten Metamodellen. Die
Fokussierung auf Datenmodelle drückt sich hierbei auch dadurch aus, daß keine Be-
rücksichtigung von Klassenmethoden stattfindet. Eine weitere Einschränkung gegenüber
einem generischen Prinzip zur Modell-zu-Modell Abbildung findet in der Tatsache Aus-
druck, daß die zur Abbildungsbeschreibung verwendeten Informationsfluß-Elemente auß-
schließlich von Quell- auf Zielelemente gerichtet sind. Zwar basiert das Konzept auf der
Annahme einer Migration eines „alten“ Modells hin zu einem „neuen“, dies ließe sich
allerdings durch eine geeignete Modelltransformation umkehren.
Wie in Abschnitt 3.1 besprochen stellt die Verwendung von Informationsflüssen als Abbil-
dungsbeschreibung kein generisches Verfahren zum Aufbau von Korrespondenzmodellen
dar. Demnach ist eine semi-automatische Generierung solcher Abbildungen zwar nicht auf
ganzer Breite vorgesehen, jedoch können vereinzelte Abbildungsgenerierungen die Mo-
dellierung unterstützen. Die Erkennung identischer Elememte kann beispielsweise bei der
Ableitung von Klassen-Informationsflüssen aus Paket-Informationsflüssen (s. Abs. 3.3.1)
Anwendung finden. So können aus der Angabe von Paketabbildungen alle die Klassenab-
bildungen generiert werden, die einer Korrespondenz zwischen Klassen mit äquivalenten
Signaturen entsprechen.
Systeme, die sich hauptsächlich mit der Erkennung entsprechender Korrespondenzen be-
schäftigen, sind beispielsweise in [ER02], [Rod94] oder [MRB03] beschrieben. Aber auch
die AMMA-Plattform bietet hierzu im Kontext des Model-Weaving einen Satz von Stan-
dardalgorithmen an [MJF+05]. In [PB03] beschreiben Pottinger und Bernstein die Ein-
führung eines Merge-Operators für die Zusammenführung zweier Modelle, basierend auf
angegebenen Korrespondenzen.
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5.1.1 Objektrelationale Abbildung
Zur Erzeugung der Migrationsprogramme für relationale Datenmodelle muss zunächst
auf die Eigenschaften der Implementation eines objektorientierten Modells in einem re-
lationalen Schema eingegangen werden. Der schon häufig erwähnte Vorgang der objek-
trelationalen Abbildung überträgt hierbei Datentypen und Strukturen der Modellklassen
auf Tabellendefinitionen. Aus Sicht der MDA findet an dieser Stelle eine Spezialisierung








Abbildung 5.1: Vereinfachter Transformationsprozess.
Abbildung 5.1 zeigt einen vereinfachten Ablauf der Übertragung von Klassen-Semantik
auf Tabellen-Semantik. Eine detailiertere Darstellung findet sich in Anhang B. Der er-
ste Schritt zeigt an, daß zunächst alle für ein Klassenmodell spezifischen Elemente in
relationale Entsprechungen umgesetzt werden müssen. Dies betrifft die Umsetzung von
objektorientierten Strukturen auf die Tabellen- und Attributorientierte Sicht. Für eine
vollständige Abbildung wären folgende Modellelemente zu beachten:
• Primitive Attributtypen
• OCL-Bedingungen
• Klassenstrukturen und Vererbungsbeziehungen
• Assoziationen und ihre Multiplizitäten
Das Übertragen von primitiven UML-Datentypen auf ein relationales Typsystem ist re-
lativ Problemlos zu bewerkstelligen, da sich für jeden Datentyp ein Datenbankäquivalent
finden lässt. Unter Umständen müssen beispielsweise Zeichenketten durch eine Längen-
angabe begrenzt oder andere Einschränkungen der Domäne eines Attributes aus dem
Modell abgeleitet werden [DH99, MRS99]. Bei der Abbildung von Klassenstrukturen auf
Tabellen müssen dahingegen mehrere Varianten in Betracht gezogen werden. So zum
Beispiel die Übertragung einer kompletten Klassenhierarchie in eine einzige Tabelle oder
das Erzeugen einer Tabelle je Klasse. Eine ganze Reihe von US-Patenten beschäftigt sich
mit dieser Thematik, beispielsweise [HODC00, Wet99] und [BLRZ99].
Für die einfachen Modelle der bisher betrachteten Beispiele müssen keine Vererbungs-
beziehungen in Betracht gezogen werden. Lediglich das Feld der Assoziationen zwischen
Klassen spielt hier für die korrekte Konstruktion von Sichten eine Rolle.





























In Abbildung 5.2 sind alle möglichen Arten von Klassenbeziehungen dargestellt. Anhand
dieses Beispiels soll nun kurz erläutert werden, von welcher Abbildungsstrategie der vor-
liegende Ansatz ausgeht. Zunächst wird jede Klasse auf eine eigene Tabelle abgebildet
wobei dafür Sorge getragen werden muß, daß jede Tabelle einen Primärschlüssel besitzt.
Unabhängig von eventuellen Stereotypanwendungen zur Festlegung von Primärschlüsse-
lattributen im Modell, soll zur Veranschaulichung das vereinfachte Bildungsprinzip gel-
ten, wobei jede Tabelle einen Primärschlüssel erhält der sich aus dem Klassennamen
und der Ereiterung „_Id“ zusammensetzt. Als Datentyp empfielt sich sinnvollerweise
die Verwendung einer Ganzzahl, also beispielsweise eines Integer Datentyps. Assozia-
tionen zwischen den Klassen werden nun, unter Berücksichtigung ihre Multiplizität, in




























Abbildung 5.3: Tabellensemantik der Assoziationsarten.
Es ist zu erkennen, daß unidirektionale Assoziationen, unabhängig von ihrer Multiplizität,
in die Angabe eines Fremdschlüssels in der Zieltabelle der Assoziation abgebildet werden.
So ergibt sich aus der Assoziation zwischen den Klassen A und B die Einführung eines
Schlüsselattributes a_Id in der Tabelle B. Für die Verbindung von B und C gilt das
Prinzip in gleicher Weise.
Bei bidirektionalen Assoziationen verändert sich die Abbildung in Abhängigkeit von der
Multiplizität. Eine bidirektionale und einwertige Assoziation (1:1), wie zwischen C und
D, führt zur Erzeugung eines jeweiligen Fremdschlüssels für beide Zieltabellen. Die As-
soziationssemantik ist also auf Tabellenebene äquivalent mit der Modellierung zweier
unidirektionaler Assoziationen. Demnach enthält C ein Attribut d_Id und D ein entspre-
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chendes Attribut c_Id. Zur Darstellung der bidirektionalen Assoziation mit beliebiger
Multiplizität, erfolgt die Einführung einer sogenannten Assoziationstabelle, mit unidirek-
tionaler Beziehung zu den Assoziationspartnern. In Abbildung 5.3 ist dies am Beispiel
von A_D für die n:m-Beziehung zwischen A und D zu erkennen.
Assoziierende Informationsflüsse
Nach der grundlegenden Aufschlüsselung der Assoziationen in Attribute eines primiti-
ven Frendschlüsseldatentyps, erfolgt nach Abbildung 5.1 in einem nächsten Schritt die
Auflösung von impliziten Informationsflüssen. Dies meint die Belegung der Primärschlüs-
selattribute der Zielentitäten durch einen Informationsfluß. Dabei spielt die in Abschnitt
4.2.2 erwähnte Abbildungsfunktion zwischen Primärschlüssel der Quellentität und dem
Zielprimärschlüssel eine entscheidende Rolle. Diese Surrogat-Funktion leistet eine ein-
deutige und wiederholdbare Versorgung der Zielentitäten mit einem Primärschlüssel.
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{argument = "composite_Id" , "compa_Id",  
name = "MapFromKey" } <<Function>>
Abbildung 5.5: Klassenaufteilung mit Tabellensemantik.
Abbildung 5.4 zeigt exemplarisch, die Herstellung einer Assoziation zwischen Zielentitä-
ten. Nach der Auflösung der Assoziationsbeziehungen in primitive Attribute muss das so
enstandene Modell mit zusätzlichen Informationsflüssen zur Abbildung des Quellelement-
Primarschlüssels (Schlüssel von Composite) auf die Zielelement-Primärschlüssel (Schlüs-
sel von CompA bzw. CompB) ausgestattet werden. Zur Herstellung der Assoziationsbe-
ziehung, welche durch die mit dem «Associate»-Stereotyp annotierte Informationsfluß-
Abhängigkeit beschrieben wird, muss darüber hinaus der Wert des betroffenen Fremd-
schlüsselattributes aus dem Quellelement-Primarschlüssel abgeleitet werden.
Die Einrichtung von Attribut-Informationsflüssen zwischen den genannten Fremd- und
Primärschlüsselattributen stellt die korrekten Beziehungen sicher. Um diese Attribut-
Informationsflüsse an die ursprünglichen Instanzerzeugenden Klassen-Informationsflüsse
(f1 und f2) zu binden, werden entsprechende Abhängigkeiten definiert. Das Ergebnis
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der soeben beschriebenen Transformation in ein klassenbasiertes Tabellenmodell ist in
Abbildung 5.5 dargestellt.
Im nächsten Transformationsschritt werden die Klassen-Informationsflüsse und ihre Ab-
hängigkeiten zur Generierung eines Abfragemodells genutzt, mit dem sich die Sichten auf
die Tabellen des Quellschemas so bilden, daß sie dem Zielschema entsprechende Daten
liefern können.
5.1.2 Metamodellübergang zur relationalen Sichtweise
Als letzte Transformation in der Prozesskette muss das klassenbasierte Migrationsmo-
dell in eine konkrete Migration auf relationaler Ebene umgesetzt werden. Bevor jedoch
ein konkretes System das Ziel einer Transformation bildet, wird das Migrationsmodell
in das in Kapitel 4 vorgestellte relationale Abfragemodell transformiert. Dieses Modell
funktioniert nach dem Prinzip der relationalen Algebra. Sichten auf konkrete Tupel von
Relationen werden durch sukzessive Anwendung von relationalen Operatoren auf Aus-
gangsrelationen erzeugt. Die Aufgabe der Modelltransformation vom plattformunabhän-
gigen Modell in das plattformabhängige ist also die Ableitung von Sichten durch kor-
rekte Instanzierung von Operatoren. Zu diesem Zweck werden die Informationsflüsse des
Migrationsmodells, sowie verschiedene Konstellationen von Abhängigkeiten und Stereo-
typanwendungen, durch Transformationsregeln auf eine Operatorstruktur abgebildet.
Zur Darstellung der einzelnen Abbildungen soll folgende Notation für eine objektrelatio-
nale Abbildung vereinbart werden: Eine Klasse A(a1, . . . , an) mit den Attributen a1, ..., an
wird durch einen objektrelationalen Abbildungsoerator 7→orm auf eine Relation a mit den
Attributen {A1, ..., An} ∩ {AId} abgebildet, wobei AId den Primärschlüssel der Relation
bezeichnet.
Die Menge an möglichen Attributausprägungen wird durch D bezeichnet, A bezeichnet
die Menge aller Attribute. Die Funktion dom : A → D ordnet jedem Attribut eine
Domäne zu. Der Wertbereich eines Attributes A wird durch dom(A) ∈ D bezeichnet.
Die Funktion def : A 7→ e ∈ dom(A) ∪ {Null} bildet ein Attribut auf seinen Stan-
dardwert ab, welcher in der Domäne des Attributes liegt. Ist kein solcher Wert für
ein Attribut definiert bildet die Funktion auf Null ab. Mit 〈e ∈ dom(A) : A〉 wird
eine Attributausprägung aus Wert e und Attribut A bezeichnet. Attributausprägun-
gen w1, . . . , wn bilden durch (w1, . . . , wn) =
⋃n
i=1 wi ein Relationentupel. Weiterhin gilt
(〈e1 ∈ dom(A1) : A1〉, . . . , 〈en ∈ dom(An) : An〉) = (〈ei ∈ dom(Ai) : Ai〉) für i = 1 . . . n.
• Informationsfluß zwischen Klassen A und B (s. Abs. 3.3.1)
A 7→orm a(A1, . . . , An) ∧ B 7→orm b(B1, . . . , Bn) ⇒ (5.1)
b ← ΠAi(a) ×
⋃
〈def(Bj) : Bj〉 mit ∀Ai, Bj . Ai ∈ a ∪ b ∧ Bj ∈ b − a
• Attribut-Informationsfluß zwischen Attributen gleichen Typs a1 und b1 (s. Abs.
3.3.2).
Die Projektion ΠAi(a) in 5.1 wird ersetzt durch
ρb1←a1(ΠAi(a)) (5.2)
5. REALISIERUNG DER TRANSFORMATIONEN 48
Bei der Umsetzung von Abhängigkeiten zwischen Klassen-Informationsflüssen wird der
Join-Operator eingesetzt, um die Instanzen des Informationsflusses am Endpunkt der
Abhängigkeit einzubinden.
• Für die Informationsflüsse f1(A,A′) zwischen Klassen A und A′ und f2(B, B′) zwi-
schen B und B′ Die Abhängigkeitsbeziehungvon f2 zu f1 fd(f2, f1) ergibt sich nach
Abschnitt 3.3.8 ein Join-Operator. Die Anwendung von 7→orm auf die Klassen führt
zu Relationen a, b, a′, b′ entsprechend der oben erläuterten 7→orm Operation.


















′ ∪ b′ ∧ B′j ∈ b
′ − a′
Ist die Abhängigkeit fd mit dem «Include» Sterotyp versehen, so fällt die Darstellung
von a′ in (5.3) weg.
Im Fall einer Funktionsanwendung auf Attribut-Informationsflüsse, wendet ein spezi-
eller map Operator die Funktionen auf die jeweiligen Attribute an und erzeugt neue
Wertausprägungen für diese. Die Werte müssen nicht in der Domäne des Attributes
selbst liegen, sondern können aus einer beliebigen Domäne D ∈ D stammen.
Für ein Tupel (〈e1 ∈ dom(A1) : A1〉, . . . , 〈en ∈ dom(An) : An〉) einer Relation a und eine
Menge an Abbildungsfunktionen
F = {fi : 〈ei ∈ dom(Ai) : Ai〉 → 〈e
′
i ∈ dom(A) : A〉|Ai ∈ a ∧ A ∈ A}
ist




eine Relation mit allen Ergebnissen der Funktionsanwendung.
• Anwendung einer Abbildungsfunktion func auf a1 zur Abbildung auf b1 (s. Abs.
3.3.11).
Für func : dom(a1) → dom(b1) wird die Projektion ΠAi(a) in 5.1 ersetzt durch
ρb1←a1(mapfunc(a1)(ΠAi(a))) (5.6)
Durch den «Filter» Stereotyp definierte Filterkriterien beinflussen die Auswahl von In-
stanzen durch die Anwendung von Selektion bzw. Join-Kriterien.
• Anwendung von Filterkriterien auf instanzbildende Informationsflüsse (Abs. 3.3.6).
Für ein Prädikat φ wird die Projektion ΠAi(a) in 5.1 ersetzt durch
σφ(ΠAi(a)) (5.7)
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• Filterkriterien bei Abhängigkeiten (s. Abs. 3.3.8) schränken die Auswahl der Tupel
bei Verwendung des Join-Operators ein.
Für ein Prädikat φ wird die Projektion ΠBi∪Ai(b ⊲⊳ a) in 5.4 ersetzt durch
ΠBi∪Ai(b ⊲⊳φ a) (5.8)
Das relationale Abfragemodell ermöglicht durch die Verwendung der Operatoren die Kon-
struktion von Relationen so, daß sie den Zielrelationen schematisch entsprechen. Die wei-
teren Transformationsschritte besitzen somit die Grundlage, relationale Programme für
die Migration zu erzeugen.
5.2 Atlas Transformation Language (ATL)
Zur prototypischen Realisierung der in den vorangegangenen Abschnitten beschriebenen
Konzepte wurde für den Bereich der Modelltransformation das System ATL der ATLAS
Group ausgewählt. Dies ist zum einen mit der Nähe der in ATL verwendeten deklarativen
Beschreibung zur formalen Definition der Transformationen begründet, zum anderen wird
die Transformationssprache ATL in der kommenden Version 4 des AndroMDA-Systems
unterstützt. Ein Einsatz von ATL, in Zusammenhang mit der Migrationsmodellierung
in konzeptioneller Nähe zur AndroMDA Anwendungsmodellierung, kann in zukünftigen
Arbeiten mit diesem MDA-System zu in konkretem Umfeld einsetzbaren Datenmigrati-
onsprogrammen führen.
Grundsätzlich machen ATL bzw. AndroMDA keinerlei Vorgaben über die zu verwendeten
Modellierungswerkzeuge. Beide Systeme verwenden sogenannte Metamodel Repositorys
zur Verwaltung und Erzeugung von Modellen auf Basis des Netbeans MDR. Mit der Po-
sitionierung des ATL Transformationssystems im Kontext des Eclipse Modelling Project
besteht auch die Möglichkeit der Verwendung von Eclipse Ecore basierten Modellen.
Die Transformationssprache ATL [FAB+06] wurde von der ATLAS Forschungsgruppe
der Universitäten Nantes und des Institut National de Recherche en Informatique et en
Automatique (INRIA) im Juli 2006 als Vorschlag für den OMG MOF/QVT Request for
Proposal vorgestellt. Sie ist ein Bestandteil der ATLAS Model Management Architec-
ture (AMMA) [DR05] und basiert auf einem Eclipse-Plugin und dem Eclipse Modelling
Framework. Da die ATL auf dem QVT-Standard basiert, ist sie ein Hybrid mit impe-
rativen und deklarativen Bestandteilen. Ein ATL-Transformationsprogramm definiert in
welcher Weise Elemente des Ausgangsmodells selektiert und navigiert und Elemente des
Zielmodells erzeugt werden. Während die deklarativen Möglichkeiten zur Beschreibung
von Abbildungen zwischen Quell- und Zielmodell genutzt werden, können mit imperati-
ven Ausdrücken Abbildungen formuliert werden, die sich deklarativ nur sehr aufwendig
ausdrücken lassen.
Modellmanagement mit virtueller Maschine
Ein interessanter Aspekt der AMMA Architektur ist die Verwendung einer virtuellen
Maschine [JK05] zur Ausführung der Modelltransformation, wobei der Befehlssatz völlig
unabhängig von ATL selbst ist. Da Ausdrücke der Object Constaint Language [OMG06]
einen wesentlichen Teil von ATL Programmen ausmachen unterstützt die Maschine eine
Reihe von OCL-Primitiven wie z.B. Set, Boolean oder Integer und mit ihnen assozier-
te Operationen. Des weiteren werden Instruktionen zur Modellmanipulation, wie das
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Instanziieren oder Selektieren von Modellelementen, bereitgestellt. Die Representation
der Modelle bleibt der Maschine allerdings durch den Model Handler Abstraction Layer
verborgen. Diese Abstraktionsschicht erlaubt die transparente Verwendung der virtuellen
Maschine mit verschiedenen Modellmanagement-Systemen. Momentan werden EMF und
Netbeans MDR [Mat05] unterstützt. Theoretisch ist es also möglich, beliebige Modellre-
präsentationen anzubinden.
Model-Weaving und Plattformkonfigurationen
Die Projekte der ATLAS Gruppe gehen in diesem Bereich auf Basis der Modelltrans-
formationen auf weitere Aspekte des generischen Modellmanagements ein. So werden
beispielsweise durch das Konzept desModel Weaving Korrespondenzen zwischen plattfor-
munabhängigen Modellen und Modellen zur Plattformbeschreibung definiert und durch
den Weaving-Prozess zu einem weiter spezialisierten Modell zusammengeführt. Ein Pro-
blem im MDA-Vorgehen besteht darin, daß für den Übergang vom plattformunabhän-
gigen Modell zum plattformspezifischen Modell praktisch sämtliche Informationen zur
Zielplattform in der jeweiligen Transformation kodiert sind. Dies schränkt die Wieder-
verwendung der oft sehr komplexen Transformationen ein. Weiterhin ist die implizite
Ausdrucksweise von spezifischem Plattformwissen aus Sicht der Wartung und Weiterent-
wicklung dadurch problematisch, daß sich eine Plattformbeschreibung unter Umständen
auf mehrere Transformationen verteilt. In [WJ05] wird eine Methode zur expliziten und
externen Modellierung von Plattformbeschreibungen vorgestellt. Das Prinzip basiert auf
der Verwendung des automatischen Ableitens von Transformationskonfigurationen und
dem genannten Prinzip des Model-Weaving.
5.2.1 Sprachelemente der ATL
Die wesentlichen Sprachelemente sind Module, Regeln und Hilfsregeln. Darüberhinaus
definiert die ATL noch primitive Datentypen wie zum Beispiel String, Integer, Boo-
lean und komplexe Mengentypen wie Set, Bag oder Sequence. Im folgenden sollen die
wichtigsten Zusammenhänge anhand von Beispielen erläutert werden. Die beschriebenen
Eigenschaften finden sich bis auf wenige Ausnahmen in der ATL Version 2004 wieder.
Implementation und Erläuterungen beziehen sich jedoch auf Version 2006.
Module und Regeln
Eine ATL Transformation besteht aus einer Menge von Regeln, welche zum einen die
Art der Eingabeelemente aus dem Quellmodell identifizieren und zum anderen die zu er-
zeugenden Zielmodellelemente mit ihren Eigenschaften und Abhängigkeiten zu anderen
Elementen beschreiben. Darüberhinaus definiert die ATL ein Abfragemodell für Eingabe-
modelle, mit denen Eigenschaften und Elemente des Quellmodells ermittelt werden kön-
nen. Komplexe Transformationen können auf mehrere Module aufgeteilt werden. Auch
die Definition von Transformations-Bibliotheken ist möglich.
1 module uml2rqm;
2 create OUT : RQM from IN : UML2;
3
4 rule MigrationModel {
5 from s : UML2!Model ( s.isActiveMigrationModel () )
6 to t : RQM!RelationalQuery (
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7 operator <- RQM!Operator ->allInstances ()
8 )
9 }
ATL Quellcode 5.1: Eintrittsregel der Transformation.
Im Quellcode-Ausschnitt 5.1 ist als Beispiel die Transformationsregel für die Modell-
Wurzelelemente angegeben. Zu Beginn einer ATL-Datei wird ein Modulname vergeben,
darauf folgt unmittelbar die Spezifikation der Eingabe- und Ausgabemetamodelle. Für
das Beispiel wird ein Migrationsmodell in UML-Syntax (UML2) als Eingabemodell fest-
gelegt. Die zu erzeugenden Zielelemente entsprechen dem Metamodell des relationalen
Abfragemodells (RQM). Innerhalb einer Regel können die Elemente dieser Metamodelle
referenziert werden.
Über die Schlüsselwörter from und to wird festgelegt, welche Metamodellelemente Quelle
bzw. Ziel der Transformationsregel sind. Die Beschreibung einen Zielelements enthält ne-
ben seinem Metamodell-Typ auch noch die Spezifikation der Attributbelegungen. Hierbei
wird über den Operator <- eine Zuweisung ausgedrückt. Für primitive Datentypen wie
Zeichenketten ist die Belegung unter Umständen klar durch ein entsprechendes Literal
ausgedrückt. Der Zuweisungsausdruck kann jedoch auch komplexe Auswertungen enthal-
ten. Besonders interessant ist die ebenfalls auf diese Weise durchgeführte Herstellung von
Assoziationen zwischen erzeugten Zielelementen (s. Abs. 5.2.3).
Hilfregeln
Die Definition sogenannter Hilfsregeln (Helper) unterstützt die effektive Beschreibung
komplexer Sachverhalte und Elementmengen innerhalb einer Transformationsregel. Die-
se Hilfsausdrücke können ein Kontextelement besitzen und erweitern somit die Men-
ge der Eigenschaften eines Modellelements. Hilfsregeln können Parameter definieren,
die ein Aufrufer anzugeben hat. Beispielsweise wird durch die Angabe der Hilfsregel
isActiveMigrationModel das aktive Migrationsmodell aus den vorhandenen UML Mo-
dellen der Eingabe ausgewählt.
1 helper context UML2!Package def : isActiveMigrationModel () :
Boolean =
2 self.name ->startsWith(’Migration ’);
ATL Quellcode 5.2: Ein UML Paket wird als Migrationsmodel betrachtet, wenn sein
Name mit Migration beginnt.
Drei Arten von Regeln
Es gibt drei verschiedene Arten von Regeln. Die deklarativen Regeln (matched rules)
gehören zun deklarativen Teil der Sprache und identifizieren über das Schlüsselwort from
mittels eines Filterausdrucks die Elemente des Quellmodells für die Zielmodellelemente
instanziiert werden sollen. Innerhalb der Regel bestimmten sogenannte Bindungen Va-
riablennamen für die Ein- und Ausgabeelemente.
Für den imperativen Bereich gibt es Regeln, die explizit aufgerufen werden müssen und
deshalb als Aufrufregeln (called rules) bezeichnet sind. Ähnlich den Hilfsregeln können
bei einem Aufruf Parameter angegeben werden, allerdings sind called rules im Gegensatz
zu Hilfsregeln dazu in der Lage Ausgabeelemente zu erzeugen. So könnten also beispiels-
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weise in imperativen Abschnitten einer Transformation, Elemente für jedes Element einer
Sequenz erzeugt werden.
Als dritter Regeltyp sind die verzögerten Regeln (lazy rules) zwischen den beiden erst-
genannten einzuordnen. Sie sind deklarativ und ähnlich den matched rules konstruiert,
werden aber durch andere Regeln innherhalb eines Ausdrucks explizit auf Elemente des
Eingabemodells angewendet. Der Unterschied einer lazy rule zu anderen deklarativen
Regeln besteht also in ihrer verzögernden Aufrufsemantik.
1 lazy rule Class2TableReference {
2 from clazz : UML2!Class
3 to tableref: RQM!TableReference (
4 name <- clazz.mapName ()
5 )
6 }
ATL Quellcode 5.3: Definition einer lazy rule.
Während deklarative Regeln durch die Ausführungsschicht automatisch auf Eingabeele-
mente, die ihrem Filterausdruck entsprechen angewendet werden, können mit diesem
Hybrid aus deklarativen und imperativen Regeln Elemente explizit transformiert wer-
den. Da verschiedene Regeln den selben Namen tragen können, wird so etwas wie Regel-
Polymorphie erreicht: Das System findet automatisch die passende Regel zum Typ des
Eingabeelements.
Die Entwickler der ATL empfehlen, deklarative Regeln so zu konstruieren, daß nur jeweils
ein Typ von Eingabeelement durch ihr jeweiliges Filterschema abgedeckt wird. Es ist
so also unmöglich, aus einem Element mehrere Zielelemente zu erzeugen. Hier können
die verzögerten Regeln Abhilfe schaffen. Ein weiterer Vorteil liegt darin, daß Elemente
auch mehrfach transformiert werden können, indem die Regel schlicht mehrere Male
angewendet wird.
5.2.2 Abstrakte Regeln und Generalisierung
Mit der Compiler-Version 2006 unterstützt der ATL Compiler die Verwendung von ab-
strakten Klassen und Vererbung von Regelbestandteilen. Mit dem Schlüsselwort extends
kann eine beliebige Regel Bestandteile einer anderen Regel einbinden. Dabei werden alle
Zielelementbeschreibungen der Elternklasse übernommen und können so auch überschrie-
ben bzw. kann die Regel um weitere Ausgabedeklarationen erweitert werden. Beim Auf-
bau einer Regelhierarchie ist es allerdings hinderlich, wenn jede Elternregel auch durch
die Ausführung auf entsprechende Eingabeelemente angewendet wird. Mit dem Schlüs-
selwort abstract kann deshalb eine deklarative Regel als nicht-instanziierbar markiert
werden.
1 abstract rule MapClass2Project {
2 from clazz : UML2!Class
3 to project : RQM!Project (
4 relation <- thisModule.Class2TableReference(clazz),
5 alias <- clazz.mappingTarget ().mapName ()
6 )
7 }
ATL Quellcode 5.4: Abstrakte Regel mit Aufruf der verzögerten Regel in 5.3.
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Weiterhin gelten einige Einschränkungen für die Kindregeln. So muss die Menge der er-
laubten Eingabeelemente der Kindregel eine Teilmenge der Eingabeelemente der Eltern-
regel sein. Erweiterungen sind nicht erlaubt. Ebenso müssen die Namen der Bindungen
von der Elternregel übernommen werden.
5.2.3 Ausgabe von Assoziationen
Zu den herausragenden Eigenschaften der ATL gehört die Implementation von Assozia-
tionen. Ist eine Attribut einer Klasse im Metamodell mit einem komplexen Datentyp
spezifiziert, so können entsprechende Instanzen bei der Modellkonstruktion zugeweisen
werden. Im Fall von Multiplizitäten wird die Zuweisung ganzer Kollektionen unterstützt1.
Bei der Bestimmung der entsprechenden Instanzen kommt das deklarative Prinzip der
ATL voll zum tragen. Wird beispielsweise ein Eingabeelement in einer Zuweisung an ein
Attribut verwendet und hat dieses Attribut den Typ eines Ausgabeelements, so prüft
das Transformationssystem, ob eine entsprechende Regel zur Abbildung des Eingabe-
auf das Ausgabeelement zur Verfügung steht. Die Reihenfolge der Transformationen wird
entsprechend dieser Abhängigkeiten gebildet.
Unter Umständen können nicht alle Instanz-Abhängigkeiten zum Aufrufzeitpunkt pro-
blemlos aufgelöst werden, da das Programmiermodell der ATL „eigentlich“ keinen Zugriff
auf das Ausgabemodell gestattet. Dadurch ensteht das Problem, daß nicht auf die Ziel-
elemente bereits abgebildeter (oder noch abzubildender) Eingabeelemente zugegriffen
werden kann. Listing 5.5 veranschaulicht das am Beispiele einer abstrakten Regel:
1 abstract rule Operator extends Relation {
2 from op : RQM!Operator
3 to st : KETTLE!StepType ,
4 hop : KETTLE!HopType (
5 "from" <- thisModule.resolveTemp( op.relation , ’st ’ ).
name ,
6 "to" <- st.name ,
7 enabled <- ’Y’
8 )
9 }
ATL Quellcode 5.5: Verwendung von resolveTemp()
Durch die Verwendung der resolveTemp Funktion wird an dieser Stelle auf das Zielelement
des deklarierten (und von der Regel Relation geerbten) Eingabeelements op verwiesen.
Damit ist der Zugriff auf das Attribute name gestattet. Die Verwendung dieser Funktion
ist allerdings mit der Einschränkung behaftet, daß ein so ermitteltes Zielelement bereits
erzeugt worden sein muss.
5.2.4 Einschränkungen
Die Transformationssprache ermöglicht bereits ein breites Spektrum an Modelltransfor-
mationen und ihr deklarativer Kern erlaubt eine effektive Formulierung von Abbildungs-
regeln. Im Laufe der Arbeit mit ATL haben sich jedoch einige Schwachpunkte herauskri-
1Ähnlich: Die Behandlung von Assoziationsattributen in der IDML ([Cla07], S. 31).
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stallisiert. Beispielsweise wird das Polymorphiekonzept für verzögerte Regeln nicht von
der aktuellen ATL-Compilerversion unterstützt. Statt dessen gilt hier diejenige Regel, die
als letzte angegeben wurde. Vorangegangene Definitionen werden somit überschrieben.
Der ATL-Compiler unterscheidet zwischen zwei Varianten der Transformationsausfüh-
rung ([ATL06], S. 9). Üblicherweise gilt der normale Modus, bei dem Eingabelemente
durch deklarative Regeln erfaßt und abgebildet werden. Des weiteren wird eine Ausfüh-
rungsemantik namens refining Mode angeboten, welche sämtliche Elemente des Eingabe-
modells kopiert, welche nicht durch spezifizierte Abbildungsregeln erfasst werden. Dieser
Ausführungsmodus vereinfacht das spezialisieren von Modellen, da keine explizite Ko-
pierlogik angegeben werden muß. In der Praxis funktionierte diese Funktion leider nicht.
Eine weitere Einschränkung besteht auch darin, daß Hilfsregeln nicht im Kontext von
Kollektionsdatentypen definiert werden können.
Durch die Definition von Hilfregeln kann aufwendiger und oft verwendeter deklarativer
Code zentral definiert werden. Die Aufteilung dieser Hilfregeln auf einzelne Funktionsbi-
bliotheken ist allerdings mit der Einschränkung verbunden, daß nur Hilfsregeln mit einem
spezifischen Kontext auf diese Weise ausgelagert werden können. Da den Funktionsbiblio-
theken kein Initialisierungsprozess vorausgeht, können auch sogenannte Attribute Helper
(Hilfsvariablen) nicht deklariert werden.
5.3 Verwandte Transformationssysteme
Mit dem Aufkommen komplexer Systemumgebungen und Frameworks entwickelten und
verbesserten sich auch die Hilfsmittel wie Code-Generatoren und Modellierungsumgebun-
gen. Die einfache und direkte Erzeugung von Quellcode-Artefakten aus speziellen Mo-
dellen bzw. aus annotiertem Quelltext gewann bereits durch die Verbreitung von Parser-
und Compilersystemen eine große Popularität [Acu07]. Allerdings kann die Analyse von
Modellen und die daran angeschlossene Erzeugung von Programmcode nur entfernt als
Modelltransformation im Sinne der MDA aufgefasst werden, da die Ausgangsmodelle im
Allgemeinen kein speziell hohes Abstraktionsniveau annehmen. Des weiteren sehen die
genannten Generierungsansätze keine Schrittweise Verfeinerung von Modellen innerhalb
der gleichen abstrakten Syntax vor. Mit der Modelltransformation als Kernelement des
gesamten MDA-Ansatzes, erweitert sich dieses Prinzip des Generativen Programmierens
[CE00] hin zu einem generischen Transformationsansatz.
Die Umsetzung solcher Modelltransformationen läßt sich auf verschiedenste Weise er-
reichen. Zum einen programmatisch durch Ausformulierung in einer beliebigen impera-
tiven Programmiersprache wie Java oder mit Ausnutzung deklarativer Beschreibungs-
möglichkeiten, wie beispielsweise in Logikprogammiersprachen [CH03]. Alternativ zur
Beschreibung von Modelltransformationen und den zugehörigen Abbildungen ([RP06],
S. 109) zwischen Quell- und Zielelementen in einer programmiersprachlichen Notation,
bzw. mit Mitteln eines entsprechenden Frameworks, steht die Verwendung einer domä-
nenspezifischen Sprache für Modelltransformationen. Die Transformationssprache ATL
bildet hierbei eine sehr umfassende Methodik zur Abfrage und zum Management von
Modellen auf Basis eines hybriden (sowohl imperative als auch deklarative Bestandteile)
Ansatzes. Sie wurde im Zusammenhang dieser Arbeit jedoch auch aus dem relativ tak-
tischen Grund der Unterstützung durch das AndroMDA-Rahmenwerk gewählt. Neben
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ihr existieren natürlich noch eine Reihe weiterer Ansätze, die sich zum Teil an dem in
[OMG07a] spezifizierten Ansatz orientieren.
ATL Model Weaver (AMW)
In den Bereich der bereits in Abschnitt 5.2 vorgestellten AMMA-Architektur gehört das
AMW-Projekt der ATLAS-Gruppe. Der in [MJF+05] beschriebene Ansatz erweitert das
Konzept der Transformationsbeschreibung durch die explizite Modellierung von Modell-
korrespondenzen bzw. Abbildungen zwischen Modellen in einem Weaving-Modell. Dieses
Modell wird dann zur Erzeugung einer konkreten Modelltransformation verwendet.
Die Motivation für die Anwendung des Weaving-Prinzips für Metamodelle, liegt in der
Verwendung der Metamodelle als Beschreibungsapparat für unterschiedliche Abstrak-
tionen eines Systems. Während der Modellierung werden verschiedenen Aspekte durch
jeweilige Metamodelle abgedeckt und entsprechende Modelle zur Systembeschreibung
erzeugt. Dieses Vorgehen ist als Separation of concerns [LH95, KR03] bekannt.
In einem Entwicklungsprozeß könnten so beispielsweise Modelle für Datenstrukturen,
Systemkomposition oder Verhaltens- sowie Plattformbeschreibungen entstehen. Für das
Gesamtsystem spielen alle diese Aspekte eine Rolle und die einzelnen Modelle müssen
wieder zu einem Gesamtmodell zusammengeführt werden. Die für diese Zusammenfüh-
rung entscheidenden Modellkorrespondenzen werden durch das Weaving-Modell explizit
definiert. Die Parallelen zum Konzept der Aspektorientierten Programmierung [KLM+97]
sind offenbar. In [IRI00, HJPP02] wird hierzu beispielsweise das komplexe Transforma-
tionssystem UMLAUT vorgestellt, mit dem auf Ebene von UML-Modellen aspektorien-
tiert gearbeitet werden kann.
Im Gegensatz zur „einfachen“ Modelltransformation kann für eine Korrespondenzbe-
schreibung kein einheitliches Metamodell existieren, da die zu Beschreibenden Zusam-
menhänge sowohl von den beteiligten Metamodellen als auch von der Anwendungsdo-
mäne abhängig sind. In [MJF+05] wird deßhalb die Erzeugung von speziellen Weaving-
Metamodellen durch den Nutzer vorgeschlagen. Diese Metamodelle erweitern ein abstrak-
tes Kern-Metamodell (WMM) um die für eine jeweilige Anwendung wichtigen Elemente.
Das Kern-Modell beschränkt sich dabei auf eine minimale Anzahl abstrakter Elemen-
te, zur Beschreibung von Modellkorrespondenzen zwischen beliebigen Modellen. Durch
die Korrespondenz der nutzerdefinierten Metamodelle zum abstrakten Weaving-Model
ist die Vorraussetzung für Modelltransformationen bzw. Transformationserzeugung ge-
geben. Dieser Erweiterungsmechanismus beschränkt sich dabei nicht auf die einmalige
Erstellung von Problemspezifischen Weaving-Modellen. Die Modelle können selbst auch
wieder als Basis für Erweiterungen dienen.
Ein entsprechender Prototype zur Ausführung und Erstellung von weaving-Modellen ist
im Rahmen der AMMA-Architektur für die Eclipse Plattform auf Basis des Eclipse Mo-
deling Framework implementiert.
MOMENT Framework
Das in [BCR05] vorgestellte MOMENT-Framework geht ebenfalls auf die Problematik
des Modellmanagement ein. Es wurde von Professoren und Doktoranden der Univer-
sidad Politecnica de Valencia2 entwickelt und bildet die Grundlage für das Moment-
2http://www.upv.es
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Project3. Seine Motivation bezieht das Projekt auch aus praktischen Erfahrungen mit
Modellmanagement und Datenmigration. Basierend auf Eclipse und EMF, bietet es einen
generischen Zugang zur Beschreibung und Transformation von Modellen in Anlehnung
an die Operatordefinitionen von Bernstein [Ber03]. Entsprechende Eclipse-Plugins und
Editoren stehen zur Verfügung. Im Gegensatz zu anderen Ansätzen, bilden formale Spe-
zifikationsmethoden und Term-Rewriting auf Basis der algebraischen Sprache Maude
[RRDV07, CDE+02] den Kern der Modell- und Operatordefinitionen. In diesem Sinne
sind Transformationen mathematische Spezifikationen des in [Ber03] beschriebenen Mo-
delGen-Operators, welche durch Ableitungsmechanismen ausgeführt werden und auf
diese Weise ein neues Modell bilden.
Unterhalb des MOMENT-Projektes existieren Teilprojekte, welche eine vollständige Mo-
dellierungsanwendung mit Unterstüzung für OCL, QVT und dem genannten algebrai-
schen Transformationsansatz ausmachen. Speziell die Modelltransformationen werden
durch eine MOF-QVT [OMG07a] Implementierung auf Maude-Basis durchgeführt. Da
die Beschreibung von Modellen und Transformationen (QVT-Relationen) in EMF statt-
findet, werden diese zur Ausführung in eine Maude-Umgebung überführt. Dazu werden in
[BCR06] sogenannte Bridgings spezifiziert. Auf diese Weise kann der komplizierte forma-
le Apperat durch nutzerfreundliche und leicht zu erlernende Sprachelmente angewendet
sowie die verbreiteten graphischen Modellierungsmöglichkeiten genutzt werden.
IBM Model Transformation Framework
Das Model Transformation Framework4 von IBM implementiert ebenfalls einen
Teil der QVT-Spezifikation basierend auf EMF. Die aktuelle Version 1.0.2 vom 21. Febru-
ar 2007 unterstützt Eclipse 3.2 und die Rational Software Development Platform 7.0. Zum
Funktionsumfang des MTF gehören das Vergleichen und Validieren von Modellen sowie
die Definition und Ausführung von Transformationen zwischen EMF basierten Model-
len. Weiterhin ist eine Komponente zur Texterzeugung anhand von Quellcodeschablonen
vorhanden.
Kern des MTF ist eine einfache, an die QVT Spezifikation angelehnte, deklarative Spra-
che zur Definition von bidirektionalen Abbildungen zwischen Modellelementen zweier
EMF Modelle. Die Richtung der Transformation wird bei ihrer Anwendung festgelegt.
Im Vergleich zu den anderen Transformationssystemen weist dieser Prototyp die meißten
Schwachstellen auf [FH08]. So sind bidirektionale Abbildungen zwar möglich, schränken
aber die möglichen Modelltransformationen ein. So können beispielsweise keine Transfor-
mationen gestaltet werden, bei den Informationen verloren gehen. [BCR06].
GME/GReAT
Ein weiterer Ansatz zur Modelltransformation basiert auf Generic Modeling Envi-
ronment (GME). Die in [LMB+01] vorgestellte GME bietet Werkzeuge zur Beschrei-
bung von domänenspezifischen Modellen und zur Erzeugung von Quellcode. Sie er-
laubt die graphische Darstellung von Anwendungen und ihren Bezügen zur Systemum-
gebung. Der GME-Prozess zur Modelltransformation bzw. Quellcodeerzeugung wird mo-
del interpretation genannt. Die Formulierung spezifischer Sprachkonstrukte erfolgt in
GME-Konfigurationen, wobei der GME-Kern selbst nur generische Konzepte (Meta-
3http://moment.dsic.upv.es
4http://www.alphaworks.ibm.com/tech/mtf
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Metamodell) implementiert. Ursprünglich auf die Modellierung von Systemen zur Si-
gnalverarbeitung ausgerichtet, läßt sich die GME auf diese Weise auch in anderen An-
wendungsdomänen einsetzen.
Eine solche Erweiterung ist die Graph Rewriting and Transformation language
(GREaT). Der in [AKS03] beschriebene Ansatz zur Transformation verwendet Algorith-
men zur Graphumformung und wendet sie auf Systemmodelle an. Die Sprache ist in drei
unabhängige Teile gegliedert:
• Definition von Graph-Mustern zur Erkennung von Strukturen (Pattern Specification
Language)
• Transformationssprache (Graph Transformation Language) zum Erzeugen, Umfor-
men oder Entfernen der erkannten Strukturen
• Steuersprache zur Sequenzierung von Transformationen (Control Flow Language)
Derart formale Ansätze zur Transformation eröffnen die Möglichkeit automatische Ter-
mumformungen und Beweise einzusetzen. Darüber hinaus können Annahmen zu Struk-
tur und Eigenschaften von Transformationen auf ihre Korrektheit hin untersucht werden.
Ein Ziel der GReAT-Umgebung ist beispielsweise, die Korrektheit einer Transformation
in jedem Modellierungsschritt überprüfbar zu machen [KASS03]. Der Fokus dieses An-
satzes liegt allerdings auf der Erzeugung von ausführbaren Modellen und weniger auf der
Herstellung von beliebigen Modellen und deren Abbildung auf Quellcode-Artefakte.
5.4 Die ETL Anwendung Kettle/Spoon
In den vorangegangenen Code-Beispielen werden bereits einige Konzepte des Zielsystems
erkennbar. So ist von StepTypes und HopTypes als Zielelemente die Rede. Es handelt
sich um die quelloffene Data Warehouse-Anwendung Kettle. Im nun folgenden Abschnitt
soll die Software vorgestellt und der Weg zur Erzeugung von „Kettle-Programmen“ über
die Formulierung des notwendigen Metamodells aufgezeigt werden.
Data Warehouse Anwendungen erfordern einen umfangreichen und konsolidierten Da-
tenbestand, der sich üblicherweise aus vielen heterogenen Datenquellen ergibt. Um ent-
sprechende Datenbestände erzeugen und den qualitativen und quantitativen Maßstäben
des Data Warehousing entsprechend zu gestalten, werden spezielle ETL-Programme zur








• Validierung und Qualitätsprüfung
• Metadatenanalyse
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Die Eignung von ETL-Programmen für die Migration liegt in der teilweisen Überdeckung
der Aufgabenstellungen begründet. Auch im Falle einer Migration von Datenbeständen
muß ein Extraktionsschritt die betroffenen Datensätze identifizieren und zugreifbar ma-
chen. Verschiedenste Qualitätsprüfungen und Bereinigungen können auch der Migration
vorgelagert sein, um eine reibungslose Transformation der Entitäten abzusichern. Vor
allem aber die Transformation und das Laden der transformierten Daten in ein neues
Datenbankschema stellen die wichtigsten Schnittpunkte zum ETL-Prozess dar.
Pentaho Data Integration Suite
Kettle ist ein Paket von Datenbankanwendung der Pentaho Cooperation [Pen07] zum Auf-
bau von Data-Warehouse Datenbanken und wurde unter der LGPL Lizenz veröffentlicht.
Mittlerweile als Pentaho Data Integration bezeichnet, stellt es Methoden zum Extrahie-
ren, Transformieren und Laden (Integration in andere Datenbanken) von umfangreichen
Datenbeständen zur Verfügung. Hieraus – und sicher auch aus den OpenSource-Wurzeln
– leitet sich auch das rekursive Akronym K.E.T.T.L.E. (Kettle Extraction, Transfor-
mation, Transportation and Loading Environment) ab. Die einzelnen Funktionen von
Kettle können zu Transformationen und diese wiederum zu Jobs zusammengefasst wer-
den, die komplexe ETL-Programme bilden können. Dabei steuern Jobs die Anwendung
verschiedener Transformationen. So kann im Falle einer fehlgeschlagenen Transformation
eine Alternative ausgeführt und beispielsweise eine verantwortliche Person benachrich-
tigt oder Log-Dateien per FTP übertragen werden. Alle diese ETL-Programme können
in zenralen Kettle Repositories zur Wiederverwendung abgelegt und verwaltet werden.
Wie häufig im OpenSource-Bereich, werden neben den traditionellen rekursiven Akro-
nymen auch lebensnahe Metaphern zur Namensgebung herangezogen. Bei Kettle (engl.
Kessel) ist dies die „Küchen“-Metapher. So gehören zum Kontext von Kettle auch die
Programme Pan (engl. Topf), Chef und Kittchen (engl. Küche) um Transformationen
bzw. ganze Jobs im Batchbetrieb auszuführen. Neben der Möglichkeit beliebige tabellen-
basierte Datenquellen anzubinden, unterstützt Kettle auch den integrierten Einsatz von
JavaScript zur Beschreibung komplizierterer Transformationsaufgaben.
Mit Spoon (engl. Löffel) liefert Pentaho eine graphische Oberfläche, um effektiv Trans-
formationen und Jobs zu formulieren, sowie die Ergebnisse einzelner Schritte mit einge-
schränktem Datenvolumen in Testläufen zu überprüfen, was bei der Ausarbeiten einer
Transformation sehr hilfreich ist. Diese umfangreiche Infrastruktur ermöglicht eine effek-
tive Lösung von Daten-Integrationsaufgaben.
5.4.1 Funktionsprinzip
In der Terminologie von Kettle existieren zur Beschreibung von Transformationen zwei
wesentliche Begriffe zur Beschreibung der ETL-Vorgänge:
• Step
Beschreibt eine Transformationsaufgabe wie z.B. das Schreiben von Daten in eine
Datei oder das Selektieren von Datensätzen aus dem Eingabestrom.
• Hop
Repräsentiert Datenströme zwischen genau zwei Step-Elementen. Ein Datenstrom
hat eine Richtung und stellt je nach Sichtweise einen Eingabe-/ bzw. Ausgabe-
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datenstrom dar. Eine weitere interessante Eigenschaft solcher Datenströme ist die
Möglichkeit der Unterscheidung zwischen kopierendem und verteilendem Verhalten
bei der Anbindung mehrerer gleichartiger Zielpunkte.
Abbildung 5.6: Einfache Kettle Transformation.
Abbildung 5.4.1 zeigt ein einfaches Beispiel für die Anwendung der Step- und Hop-
Elemente. Der Schritt contacts_10_contact ist ein TableInput und stellt Datensätze
aus einer Tabelle (hier constact) zur Ausgabe bereit. Diese Datensätze werden durch
einen Hop (Pfeil) zum Selektions-Schritt select_name geleitet, in welchem einige Felder
der Datensätze zur Weiterleitung ausgewählt werden. Der letzte Schritt in der Kette ist
ein TableOutput. Über diesen Schritt werden die selektierten Felder der Datensätze in
eine Zieltabelle ausgegeben.
Zur Beschreibung einer Transformation werden mittels Step-Elementen definierte Da-
tenbestände, wie Eingabetabellen, Dateien oder Filterergebnisse, durch Hop-Elemente
miteinander verbunden. Auf diese Weise entsteht ein Datenflussgraph anhand dessen die
Kettle-Ausführungsschicht die einzelnen Schritte ableitet, synchronisiert und ausführt.
Kettle stellt eine Anzahl spezialisierter Step-Typen zur Verfügung. Die Bandbreite reicht
von Dummy-Elementen über Selektion bis hin zur Anwendung von Verbund- und Nor-
malisierungsoperationen. Die Step-Typen lassen sich in drei Kategorien einteilen:
• Input
Sie repräsentieren eine tabellenorientierte Dateneingabe. Hauptsächlich wird es sich
bei Transformationen um Datenbanktabellen handeln, aber es gibt unter anderem
auch Input-Typen für Text- und Exceldateien.
• Transformation
Diese Step-Typen verarbeiten eingehende Datensätze, beispielsweise durch das Hin-
zufügen von Feldern oder das kriterienbasierte Ausblenden bestimmter Datensätze.
Nach einer Kette von Transformationen wird das Ergebnis typischer Weise einem
Output-Typ zugeführt.
• Output
Diese Typen stellen das Gegenstück zu Input-Typen dar. Sie nehmen Datensätze
aus einem Datenstrom an und speichern sie in an externen Stellen wie Tabellen
oder auch Dateien.
Die mittels Spoon erstellten Transformationen können als deklarative Beschreibungen
eines ETL-Modells angesehen werden, bei dem die Zieldatensätze durch Anwendung und
Verknüpfung unterschiedlicher Operatoren (Steps) beschrieben werden. Zwar stellt ein
solches Modell ein auf die Kettle-Plattform zugeschnittenes ETL-Verfahren dar, jedoch
lassen sich Operatoren und Übergänge (Hops) durchaus in ein äquivalentes Modell trans-
formieren, um beispielsweise bessere Laufzeiteigenschaften zu erhalten oder die Integrati-
on mit Funktionen eines Datenbanksystems zu intensivieren. Eine Kettle-Transformation
kann somit als modellgetrieben bezeichnet werden.
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5.4.2 Anforderungen aus Migrationsmodell
Um zu überprüfen ob sich Kettle als Zielsystem zur Generierung von Datenbankmigra-
tionen eignet, muß die Anwendung den Anforderungen aus Abschnitt 4.3 genügen. Im
einzelnen:
• Die Unterstützung der relationalen Sichten auf Tabellen und Transformationser-
gebnisse.
• Realisierung des Map-Operators und die daraus folgende Forderung nach Bereit-
stellung von Attributwertfunktionen.
• Möglichkeit zur Bereitstellung von Surrogaten, sowie zur Abbildung der erzeugten
Schlüsselwerte auf Instanzen des Quellmodells zur wiederholbaren Bereitstellung
eines Surrogats.
Die relationale Sichtweise ist klarerweise durch die Behandlung von tabellenartigen Struk-
turen und durch die starke Fixierung auf relationale Datenbanken gegeben. Dies spiegelt
sich allein in den Typen TableInput (entspricht einer SQL-Klausel), Select Values (im-
plementiert eine relationale Projektion) sichtbar. Alle weiteren Typen bauen ebenfalls
auf diesem Konzept auf.
Durch den Step-Typ Call DB Procedure zum Aufruf von gespeicherten Prozeduren auf
Datenbankseite sowie durch einen Typ zur Ausführung von JavaScript-Code während der
Transformation sind ausreichend Möglichkeiten für eine Abbildung von Map-Operatoren
durch die Modelltransformation gegeben. Speziell die Verwendung von JavaScript stellt
eine sehr umfassende Menge an Methoden zur Attributwertmanipulation zur Verfügung.
Die umfangreichen Möglichkeiten zur Implementierung und Verwendung von gespeicher-
ten Prozeduren, JavaScript-Funktionen und SQL-Aufrufen wirken sich ebenfalls positiv
auf die Surrogat-Problematik (Abs. 4.2) aus. Neben der Bereitstellung von Schlüsseler-
zeugern auf Ebene der Datenbank, stellt Kettle einen speziellen Step-Typ zur Erzeugung
von Zahlenfolgen (Sequenzen) zur Verfügung. Letztgenannter Typ erlaubt speziell auch
die Anbindung an den Oracle Sequenzmechanismus.
Nachdem für die Erzeugung von Schlüsselwerten ausreichend viele Varianten diskutiert
sind, ist noch das Problem der wiederholbaren Ableitbarkeit der Schlüsselwerte zur Ver-
wendung in Fremdschlüsselattributen zu klären. Prinzipiell muss bei der Erstellung eines
Zieldatensatzes mit Fremdschlüsselbeziehung immer der korrekte Primärschlüssel einer
assozierten Zielentität ableitbar sein. Um also eine eindeutige Zuordnung von Quell-
datensatz und Primärschlüsselsurrogaten zu gewährleisten, kann die Speicherung von
entsprechenden Schlüsselwerten in Form einer speziellen Tabelle erfolgen. Vor jeder Ab-
leitung eines Ziel- aus einem Quelldatensatz wird demnach ein Primärschlüssel für den
Zieldatensatz mit dem Primärschlüssel des Quelldatensatzes in Beziehung gebracht.
Für das Beispiel aus Abschnitt 3.4.2 könnte eine solche Tabelle folgende Form haben:
Die Verwendung einer zusätzlichen Surrogat-Tabelle ermöglicht die wiederholbare Schlüs-
selwertermittlung innerhalb von SQL-Ausdrücken. Im Transformationsmodell der Kettle-
Umgebung läßt sich diese Funktionalität allerdings kompakter abbilden. Durch die Ver-
wendung von Sequenzen können die Quelldatensätze direkt mit den benötigten Sequenz-
Attributen erweitert werden.
5. REALISIERUNG DER TRANSFORMATIONEN 61
contactId personId addressId emailaddressId
4711 1000 4001 70
4712 1010 4002 80
4713 1020 4003 90
..
.
Tabelle 5.1: Surrogat-Tabelle mit künstlichen Schlüsseln für alle ableitbaren Datensätze
der Tabelle Contact.
Hilfsstrukturen wie diese setzen klarerweise eine, der Migrationsausführung vorgelagerte,
initiale Erzeugung voraus. Dieser Umstand muß ebenfalls durch eine PSM Modelltrans-
formation berücksichtigt werden. Letztenendes ist festzuhalten, daß alle modelltheoreti-
schen Anforderungen durch das ETL-System Kettle erfüllt werden. Darüberhinaus wer-
den die Forderungen auch von modernen SQL-Anfragedialekten erfüllt, insofern sie die
Kombination von SQL-Operatoren (sprich Unterabfragen) erlauben (vgl. Forderung nach
relationalen Sichten in Abs. 4.3).
5.4.3 Abbildung von Relationalen Operatoren auf Kettle-Elemente
Um nun die Kettle-Modelle aus den in Kapitel 4 beschriebenen relationalen Abfragemo-
dellen ableiten zu können, müssen einige Vorüberlegungen zur Abbildung zwischen den
Modellelementen getroffen werden. Dabei sollen die Möglichkeiten der Kettle-Modelle,
Transformationen effektiv und zusammengefaßt darzustellen, berücksichtigt werden. Das
bedeutet also nicht nur die direkte Abbildung der relationalen Operatoren auf Kettle
Step-Elemente sondern umfaßt auch eine Abbildung kompletter relationaler Ausdrücke
oder Teile von diesen auf Kettle Modellteile.
Tabelle 5.4.3 stellt zunächst die Abbildung der relationalen Operatoren (s. Abs. 4) auf
Kettle Modellelemente und ihre speziellen Attributwerte vor. Die Attributwerte der Ele-
mente spezifizieren die genaue Bedeutung des Elements in einer Transformation. So wer-
den beispielsweise bei einer Selektion die gewünschten Attributnamen angegeben.
Relationaler
Operator
Kettle Element Attributwerte des Elements
Project Select values Namen der ausgewählten Felder.
Rename Select values Namen der ausgewählten Felder, sowie
Umbenennungsangabe für jedes einzelne
Feld.
Select Filter Filterkriterium je Feld.
ThetaJoin MergeJoin Kriterium je Datensatzpaar.
ConstantRelation Generate Rows Name und Ausprägung von Attributen.
TableRef Table input Schema- und Tabellennamen der Eingabe-
tabelle.
RelationAlias Output table Schema- und Tabellennamen der Ausgabe-
tabelle.
Tabelle 5.2: Abbildung von relationalen Operatoren auf Kettle-Elemente.
Die kriterienbasierten Schritte Select (Filter) und ThetaJoin (MergeJoin) werden durch
die Angabe von Kriterien für die einzelnen Datensätze vervollständigt. Die Form der
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Kriterien in Kettle entspricht einer Boolschen Verknüpfung. Kettle unterstützt die einfa-
chen Boolschen Operatoren AND, OR, NOT sowie den XOR Operator mit den bekannten
Vorrangsregeln.
Der RelationalAlias ist im relationales Abfragemodell nicht direkt als Operator spezi-
fiziert. Vielmehr handelt es sich um ein Hilfselement zur Bennennung einer konkreten
Zieltabelle. Zwar kann generell jeder Operator und jede Relation einen Alias besitzen,
aber eine Abbildung auf ein Kettle „Output table“-Element macht bei einem Datentrans-
port nur für den jeweils äußersten Operator Sinn. Hierzu ein einfaches Beispiel:
Personen=
ID Name GebJahr Geschlecht
1 Peter 1974 M
2 John 1965 M
3 Mary 1983 W




Tabelle 5.4: Tabelle mit Namen weiblicher Personen die nach 1980 geboren wurden.
Zur Herstellung der Tabelle Maedchennamen aus Personen kann der relationale Ausdruck
Maedchennamen = ΠID,Name(σGebJahr>1980∧Geschlecht=W (Personen)) verwendet wer-
den. Der äußerste Operator dieses Ausdrucks ist hier eine Projektion. Um die Verbindung
zur Zieltabelle Maedchennamen herzustellen, bekommt dieser Operator im relationalen
Abfragemodell einen entsprechenden Aliasnamen.
Komplexe relationale Ausdrücke, welche schließlich die Migrationssicht herstellen, set-
zen sich aus Kombinationen von relationalen Operatoren zusammen und müssen in einer
entsprechenden Weise in das Datenfluss-Modell einer Kettle Anwendung überführt wer-
den. Weiter oben wurde die prinzipielle Abbildungsvorschrift bereits kurz vorgestellt. Um
eine Datenfluss Darstellung aus einem relationalen Abfrageausdruck zu erhalten, muss
dieser Schrittweise vom innersten zum äußersten Operator aufgelöst werden. Diese Rei-
henfolge ergibt sich durch die Modelltransformation automatisch, wenn der relationale
Ausdruck syntaktisch korrekt aufgebaut ist. In diesem Fall liegt immer eine Referenz auf
eine konkrete Relation vor, die durch Schrittweise Operatoranwendung bearbeitet wird.
Der äußerste Operator trägt schließlich einen entsprechenden Alias-Namen, welcher eine
Zielrelation identifiziert.
5.5 Bewertung
Durch die sparsame Verwendung von UML-Elementen und Stereotypen, die Einschrän-
kungen bezüglich Bidirektionalität und die Verwendung von textuellen Elementen bei der
Formulierung von Kriterien lassen sich Migrationen zwischen UML-Datenmodellen rela-
tiv intuitiv beschreiben. Diese Art der Transformationsmodellierung nimmt allerdings
– wie jegliche Abbildungsbeschreibung zwischen Modellen – stark an Komplexität zu,
wenn die jeweiligen abzubildenden Modellstrukturen sich stark unterscheiden. So ergibt
sich für die Migrationsmodellierung mit Informationsflüssen eine starke Überfrachtung
5. REALISIERUNG DER TRANSFORMATIONEN 63
der UML Darstellung, wenn viele Attriutwertabbildungen eingesetzt werden müssen. Ein
großes Problem aus Sicht der Benutzbarkeit ist hier die zwingende Angabe von Abhängig-
keiten. Neben den Handhabungsproblemen durch Komplexität, welche durch Aufteilung
der Darstellung des Migrationsmodells auf verschiedene Diagramme vermindert werden
kann, entstehen Schwierigkeiten bei der Überprüfung der Modelle. Eine zu komplexe oder
zu stark verteilte Darstellung kann schlecht nachvollzogen werden. Im Laufe der Bearbei-
tung können somit sehr schnell Fehler entstehen. Eine automatische Modellvalidierung
ist unzweifelhaft erforderlich. In wieweit dies durch OCL-Kriterien erreicht werden kann,
wäre zu untersuchen.
Textuelle Notation der Kriterien
Ein weiteres Problem ergibt sich im Kontext der textuellen Notation für Filterkriterien.
Es ist leicht einzusehen, daß eine weniger informelle graphische Notation aufgrund ihrer
Komplexität die Handhabarkeit der Modelle noch weiter einschränken würde. Jedoch ist
es für eine effektive Verwendung der textuellen Notation notwendig, eine entsprechende
Unterstützung in die Modellierungssoftware zu integrieren5. Darüber hinaus stellt die
Einbettung von textueller Syntax eine über die bloße Transformation hinausgehende An-
forderung an die verwendeten Transformationssysteme. Diese müssen in einem solchen
Fall das Metamodell für die abstrakte Syntax der Kriteriensprache unterstützen. Um die
Kriterien als Modellelemente behandeln zu können, müssen sie erst in eine, für die Trans-
formation passende, Repräsentation überführt werden6. Geschieht das nicht, so ist man
auf die Fähigkeiten des Transformationssystems zur Analyse von Zeichenketten angewie-
sen und damit möglicherweise auf sehr einfache Ausdrücke eingeschränkt, die zudem nur
schwer auf syntaktische wie semantische Korrektheit überprüft werden können.
Schwachpunkt des relationalen Modells
Mit der Wahl des relationalen Modells als Zielmodell für die Migrationen erhält man
eine einfache Abbildbarkeit von Migrationsbeschreibungen auf beliebige, die relationa-
le Sicht unterstützende, Migrations- bzw. Datenbankprogramme. Jedoch ergeben sich
bei der Analyse der Quellmodelle die Probleme der relationalen Algebra im Bezug auf
Elementhierarchien und die Ermittlung von transitiven Hüllen ([Mai83], S. 527). Dieser
Schwachpunkt setzt sich, bei der Abbildung von Klassen als geschlossene Entitäten, bis
in das eigentlich plattformunabhängige und objektorientierte Migrationsmodell durch. So
kann beispielsweise nur schwierig – eine entsprechende Mächtigkeit der Kriteriensprache
vorausgesetzt – nach Entitäten gefragt werden die eine bestimmte Art von Beziehung
zu anderen Entitäten haben. Die Konstruktion von abhängigen Informationsflüssen und
«Filter»-Sterotype erreicht nur bedingt die Generalität von graphbasierten Ansätzen.
5.5.1 Schwierigkeiten der ATL Implementation
Konzeptionell ist die ATL Sprache relativ nah am MOF-QVT Standard. So können ne-
ben deklarativen Abschnitten auch imperative Anweisungssequenzen angegeben werden.
Dies vereinfacht, neben der Deklaration von Helper -Funktionen und Variablen, das Aus-
drücken von komplexen Transformationen. Das Transformationssystem ist zwar richtung-
5Dies gilt auch für OCL Ausdrücke.
6Dies entspricht dem Parser-Lauf eines Compilers oder Interpreters.
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weisend aber noch mit einigen Fehlern sowie Design-Schwächen behaftet, die eine effektive
Entwicklung komplizierter Transformationen erschweren.
Syntax
Die Syntax der Sprache wurde in Anlehnung an den MOF-QVT und OMG-OCL Stan-
dards entwickelt, enthält aber auch eine Anzahl eigener Konstrukte. Teilweise übernimmt
die ATL jedoch Probleme der OCL Syntax, wenn beispielsweise zwei unterschiedliche Na-
vigationsoperatoren . und -> für Elemente bzw. Typ-Funktionen verwendet werden. Des
weiteren verwendet ATL eine Form der bedingten Auswertung durch if-Konstrukte, die
sich in ihrer Syntax unnötigerweise in deklarativer und imperativer Form unterschei-
det, wobei in der deklarativen Schreibweise nicht auf einen else-Zweig verzichtet werden
kann.





ATL Quellcode 5.6: Deklarativer if-Ausdruck.
1 if (flow.isClass2Class ()) {
2 if (flow.isStereotypeApplied(’Filter ’)) {
3 thisModule.Flow2Selection(flow);




ATL Quellcode 5.7: Imperativer if-Ausdruck.
Sprachdesign
Neben den syntaktischen Unregelmäßigkeiten bestehen noch Probleme in der Sprach-
konstruktion, welche sich negativ auf die Handhabarkeit auswirken. So können komplexe
Transformationen nur unzureichend Modularisiert werden. Die für diesen Fall vorgesehe-
nen Konstrukte wie Helper -Bibliotheken und Model Superimposition7 sind mit starken
Einschränkungen behaftet oder leiden an einer fehlerhaften Implementation. So können
Helper -Regeln nur innerhalb eines ATL-Moduls an einen globalen Kontext (thisModule
genannt) gebunden werden. Generell sind sie nur auf benannte Metamodellelemente an-
wendbar, was die Wiederverwendbarkeit einschränkt. Auch existiert noch keine Möglich-
keit Helper-Regeln für ATL-Datentypen oder Mengen anzugeben. Verwirrend ist neben
dem undokumentierten und sinnfreihen Operator mapsto8 auch die zwingende Angabe
des nodefault Schlüsselwortes, in den Fällen in denen mehrere Regeln auf ein Element
zutreffen können. Zudem verlangt die Sprache eine strenge Typisierung, allerdings wer-
den die Datentypen erst zur Laufzeit überprüft, was zu schwierig wartbaren Programmen
und undurchschaubaren Fehlern führt. Die Fehlerbehandlung ist durch nicht vorhande-
ne Fehlerbehandlungsmöglichkeiten generell ein Problem. So treten häufig, durch falsche
7http://wiki.eclipse.org/ATL_Superimposition
8http://dev.eclipse.org/newslists/news.eclipse.modeling.m2m/msg00419.html
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Eingabetypen verursachte, Laufzeitfehler auf, diese können jedoch nicht oder nur unüber-
sichtlich behandelt werden.
Eine weitere Einschränkung des Pattern matching Ansatzes der Regeldeklartion besteht
darin, daß sich die From und To Deklarationen nicht mit Mengendatentypen kombinieren
lassen. Ein Regel der Form „finde n Elemente vom Typ T mit den Eigenschaften a,b und c
und bilde sie auf m Elemente vom Typ V ab“ sind nur über kompliziert zusammengefügte
Helper- und Lazyrule-Strukturen herstellbar.
Während sich die eben genannten Sachverhalte mit einer unübersichtlichen Struktur der
Transformation erkaufen lassen, stellt die Bildung von Zusammenhängen zwischen un-
abhängig formulierten Regeln den Entwickler vor ein nahezu unlösbares Problem. So
werden zwar Elemente des Eingabemodells automatisch durch die angegebenen Regeln
in Ausgabelemente umgesetzt, der Zugriff auf die erzeugten Elemente ist allerdings nur
mit einem speziellen Mechanismus möglich.
1 abstract rule Relation {
2 from op : RQM!Relation
3 to st : KETTLE!StepType (
4 distribute <- ’N’
5 )
6 }
7 abstract rule Operator extends Relation {
8 from op : RQM!Operator
9 to st : KETTLE!StepType ,
10 hop : KETTLE!HopType (
11 "from" <- thisModule.resolveTemp( op.relation , ’st ’ )
.name ,
12 "to" <- st.name ,
13 enabled <- ’Y’
14 )
15 }
16 rule TableReference extends Relation {
17 from op : RQM!TableReference
18 to st : KETTLE!StepType (
19 name <- thisModule.sequence.toString () + ’
_TABLEREFERENCE_ ’ + op.name ,
20 type <- ’TableInput ’,
21 distribute <- ’N’,
22 sql <- ’SELECT * FROM ’ + op.name
23 )
24 }
ATL Quellcode 5.8: Verwendung von resolveTemp()
Im Quellcode-Ausschnitt 5.8 wird die Funktion resolveTemp() (Zeile 11) aufgerufen
um auf das Attribut name eines, durch eine andere Regel-Deklaration wie zum beispiel
TableReference, erstellten Ausgabeelements zuzugreifen. Der Nachteil dieser Methode
besteht darin, daß die Reihenfolge, in der Eingabelemente von Regeln erfasst werden, an
dieser Stelle entscheidend ist. Ist also das Element op.relation noch nicht transformiert,
so kann der Zugriff auf das Attribut auch nicht erfolgreich sein.
Weitere Ärgernisse entstehen durch das Verhalten von lazy rules. Hier können, wie auch
bei allen anderen Regeln (s. Abs. 5.2.1), mehrere Zielelemente zur Erzeugung dekla-
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riert werden, dabei jedoch wird immer das erste Element in der Auflistung als Ergebnis
zurückgeliefert. Für called rules gibt es hier die Möglichkeit eine explizite Rückgabe-
anweisung auszuführen. Eine weiter Reihe von Problemen resultiert aus fehlerhaften
Umsetzungen von Compiler-Funktionen und die Anbindung von UML an den Ecore-
basierten Sprachkern. So ist die Implementierung der Vererbung9 noch unausgereift. Die
Verwendung des extends Mechanismus produziert oft NullPointerException im Com-
piler, da gewisse Anforderungen einer Eltern-Regel an die Kind-Regel existieren. Dabei
scheinen komplexe Eingangbedingungen den Mechanismus zu „verwirren“. Die Behand-
lung von UML-Stereotypen greift direkt auf Ecore-Modelmanagement zu. Daraus können
sich Probleme beim Aufruf der internen Java-Methoden ergeben, da ATL andere eigene
Typen verwendet und keine expliziten Typumwandlungen kennt. Generell können zwar
Bedingungen für lazy rules formuliert werden, diese werden aber nicht überprüft. So wird
eine solche Regel mit der Eingangsbedingung false ausgeführt. Die bereits weiter oben
angesprochene Verfeinerung und Modularisierung wird durch fehlerhafte refining und
superimposition Funktionen vereitelt. Für die Arbeit mit Stereotypen und Enumerati-
onstypen im Zusammenhang mit UML sind zu erwartende Schwierigkeiten beim Einsatz
von UML2 Profilen10 bzw. der Serialisieung von Ecore Modellen zu beachten. Letzteres
leitet sich aus der Verwendung von ExtendedMetaData Annotationen für Serialisierungs-
anweisungen bei Multiplizitäten von Attributen ab. So werden mehrwertige Attribute als
XML-Elemente serialisiert, wobei einwertige Attribute üblicherweise auf XML-Attribute
abgebildet werden. Durch die Verwendung von ExtendedMetaData kann dieses Verhal-
ten beeinflusst werden. Allerdings ist der ATL Transformationsmechanismus nicht in der
Lage, solche Ecore Annotationen herzustellen.
Trotz all dieser Probleme kann festgehalten werden, daß sich die AMMA Plattform mit
ATL zu einer festen Größe im Bereich des Modellmanagement und der Modelltransfor-
mation entwickelt haben11. Ihre Konzepte erlauben die Erstellung von sehr gut am MDA-
Prinzip orientierten Ansätzen. Diese Einschätzung wird auch durch die Positionierung
im Eclipse M2M-Projekt12, sowie durch die Verwendung in der kommenden AndroMDA
Version 413, unterstützt. Einige der oben genannten Probleme sind bereits als Fehler-
meldung im ATL Bugtracking gemeldet. Weiterhin erfahren ATL Compiler und die ent-
sprechenden Eclipse Plugins eine ständige Weiterentwicklung und Betreuung durch die
Entwickler.
5.5.2 Sprachen für Modellmanagement
Die Prinzipien der modellgetriebenen Architektur erfordern, bedingt durch das Prin-
zip der schrittweisen Transformation, eine komplexe und vollständige Infrastruktur zur
Verarbeitung von Modellen und Metamodellen. Die in [OMG07a] definierten Methoden
stellen eine standardisierte Menge an Funktionalitäten zur Behandlung von Modellen
innerhalb der MOF-Spezifikation dar. Sie umfassen Operationen zum Erzeugen, Entfer-
nen, Ändern und Abfragen von Modellen und Metamodellen. Bedingt durch die Kom-
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ans-Projektes [Mat05], sowie eine reduzierte, auf EMOF ([OMG03], S. 45) basierende,
Variante im Rahmen des Eclipse EMF [EF07].
Sogenannte Meta Data Repositories, wie Netbeans MDR oder EMF, bilden die grund-
legenden Datenstrukturen zur Speicherung, Bearbeitung und Übertragung von Model-
len. Dabei stellen sie die Schnittstellen zur Ausführung der oben genannten Operatio-
nen im Rahmen ihrer jeweiligen Implementationssprache (meist Java) zur Verfügung.
Um den Zugriff und die Behandlung von Modellen zu vereinfachen, bieten spezielle
Transformations- und Abfragesprachen (ATL, MTF, QVT, XSLT[WWWC07], Kermeta
[JB06]) eine deklarative Sicht an. Diese domänenspezifischen Sprachen für Modellma-
nagement haben gegenüber imperativen Programmiersprachen – zumindest prinzipiell
– den Vorteil, daß man mit ihnen, auf plattformunabhängige und effektive Weise, Mo-
dellanfragen formulieren kann. Die Effektivität und Handhabarkeit wird dabei zumeist
vom zugrundeliegenden Transformationsalgorithmus bestimmt. So benötigt bereits die
Funktion der Modellabfrage einen optimierten Abfrageplan, ähnlich einer Datenbankab-
frage, um auch bei sehr großen und fein strukturierten Modellen anwendbar zu bleiben.
In [CDE+02] macht man sich beispielsweise die Funktionsweise eines Term-Rewriting
Systems zu Nutze, um einen auf Graph-Transformation basierenden Algorithmus zu im-
plementieren. Hierbei erhält man zusätzlich die Möglichkeit des automatischen Beweisens
von Eigenschaften der Transformationen.
In [KPP06] identifizieren Kolovos, Paige und Polack eine gemeinsame Infrastruktur für
Modellmanagement. Nach ihrer Ansicht gliedert sich das Anforderungsprofil nach Spra-
chelementen für Transformation, Kriterien und Bedingungen(Constraints), Vereinigung
(Merging) und Model-zu-Text Transformationen basierend auf einem Kernpaket aus Na-
vigation und Modifikation. Sie führen weiterhin aus, daß die Object Constraint Language
den oben genannten Anforderungen, aufgrund etlicher Design-Schwächen, nicht vollstän-
dig genügt und definieren die Epsilon Object Language als Erweiterung.
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6 Zusammenfassung und Ausblick
Die Unified Modeling Language erlaubt eine Beschreibung aller Arten von Informations-
ystemen auf unterschiedlichen Abstraktionsniveaus und schließt damit auch die Entwick-
lung von Datenbankanwendungen mit ein. Sie bildet als effektive und teilweise erweiter-
bare Modellierungsprache eine wesentliche Grundlage zur Umsetzung der Prinzipien der
modellgetriebenen Architektur und Entwicklung. Der zu Beginn dieser Arbeit vorgestell-
te GignoMDA-Ansatz wendet die Prozesse und Techniken der MDA konsequent auf die
Erstellung von kompletten Datenbankverwaltungsanwendungen an. Von der Erstellung
der nötigen Datenmodelle bis hin zur Beschreibung der Nutzerführung in graphischen
Oberflächen werden von UML-Elementen und speziellen Erweiterungen durch Profile
Gebrauch gemacht. Mit Systemmodellen im Zentrum der Anwendungsentwicklung sind
unbestreitbar die Verbesserungen im Bereich Entwicklung und Weiterentwicklung von
Anwendungen verbunden. Durch Nutzung von Abstraktion und Verfeinerung konnte
eine Abschwächung der Plattformfixierung erreicht werden, von der vor allem Anwen-
dungsentwickler durch vereinfachte Wartbarkeit und bessere Kommunizierbarkeit von
Systemarchitekturen profitieren.
Die UML Systemmodelle, welche als Basis für die Erstellung dienen, stellen gleichzei-
tig Korrespondenzen zu den Metamodellen der konkreten Implementierungen auf. Dieser
Sachverhalt wird im Hinblick auf die Implementation von Datenbankschemata besonders
deutlich, da Datenmodelle in den meisten Fällen, relativ transparent, auf relationale Da-
tenbankschemata abgebildet werden. Anders als bei der Erzeugung von Programmcode-
Modellen ergibt sich bei den Modellinstanzen von Datenmodellen das Problem der Wie-
derverwendbarkeit. Während alte Programmversionen relativ gefahrlos durch neue er-
setzt werden können, ist die Weiterverwendung von Datenbeständen (Modellinstanzen)
mit Schwierigkeiten behaftet sobald sich das Datenmodell verändert. In der Folge müssen
mitunter komplizierte Konvertierungsprogramme zur Anpassung erstellt werden.
Diese Arbeit stellt eine Verwendung von UML-Elementen zur Beschreibung von Daten-
bankmigrationen im Kontext der modellgetriebenen Anwendungsentwicklung vor. Ziel
war es, die oben genannten Migrationsprogramme auf Basis von entsprechenden Migra-
tionsmodellen automatisiert zu erzeugen. Im Fall der Neugenerierung eines Programm-
systems nach einer Modelländerung können die Kosten für manuelle Anpassung von
Datenbeständen auf ein Minimum reduziert und Entwickler zur Refaktorisierung von
Datenmodellen ermutigt werden.
Dazu wurden die Anforderungen an eine solche Modellierung der Migration zusammenge-
tragen und Mechanismen zur Beschreibung von Datenflüssen und Abbildungen zwischen
den Elementen von UML-Modellen entworfen. In einem gesonderten Migrationsmodell
zusammengefasst, stellen diese Datenflüsse und ihre gegenseitigen Beziehungen ein ei-
genständiges und plattformunabhängiges Modell der Korrespondenz zwischen den Da-
tenmodellen dar. Dieses Korrespondenzmodell ist allerdings weder völlig generisch noch
beschreiben die Abbildungen Homomorphismen ausreichend formal um eine automati-
sche Umkehrung der Migrationsrichtung erzeugen zu können. Vielmehr orientiert sich das
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Konzept an einer Vorwärtsentwicklung der Datenmodelle und an der Handhabbarkeit im
Entwicklungsprozess. So können zwar strukturelle Eigenschaften der Modelle auch mit
strukturellen Migrationselementen (Informationsflüsse und Abhängigkeiten) abgedeckt
werden, jedoch werden informelle Eingenschaften eines Datenflusses, wie Filterkriterien
oder Funktionsanwendung, anhand textueller Notationen innerhalb der Möglichkeiten
von Stereotyp-Attributen beschrieben. Die vollständige plattformabhängige Bedeutung
der Korrespondenzen ergibt sich somit nicht aus dem Migrationsmodell allein, sondern
aus dem Zusammenwirken von Transformationsprogrammen und plattformspezifischen
Funktionen.
An den im vorangegengenen Abschnitt genannten Einschränkungen richten sich auch die
Vorschläge für weitere Untersuchungen des Migrationsansatzes aus. Ein Erster Punkt
soll die Handhabbarkeit in der Modellierung betreffen. Wie im Beispiel in Abschnitt 3.4
gezeigt, lassen sich die Abbildungen und Korrespondenzen bei strukturellen Änderun-
gen mit Mitteln der UML relativ übersichtlich ausdrücken. Gehen aber die strukturel-
len Änderungen zunehmend in informelle Änderungen über, so zeigt sich eine gewisse
Komplexität der graphischen Darstellung, verursacht durch die vielfache Verwendung
von Attribut-Informationsflüssen und die nötigen Abhängigkeitsangaben bezüglich ihrer
instanzbildenden Klassen-Informationsflüsse. Hier ist zu überprüfen, inwieweit eine gra-
phische Notation der Übersichtlichkeit abträglich ist bzw. ob die graphische Darstellung
der Behandlung von primitiven Datentypen nicht einen zu großen Aufwand erfordert.
So ist der Einsatz von textuellen Ausdrücken schon bei der Formulierung von informel-
len Einschränkungen (Constraints) notwendig. Dabei steht außer Frage, daß die UML
zwar eine ausreichende Mächtigkeit besitzt, um die abstrakte Syntax einer Sprache dar-
zustellen, allein ist die textuelle Repräsentation kürzer, prägnanter, besser lesbar und im
Allgemeinen vom Menschen besser durchschaubar [Pet95, OMG04].
Zur Formulierung von informellen Kriterien stellt die Object Management Group die
Object Contstraint Language in den Zusammenhang mit UML Modellen. In Abschnitt
3.3.6 wird darauf verwiesen, beispielsweise Filterkriterien in dieser UML-nahen Sprache
auszuformulieren. Dabei liegt allerdings wiederum das Problem vor, daß eine textuel-
le Syntax zwar informelle Gegebenheiten geschlossen und kompakt beschreiben kann,
die Methoden der Verfeinerung und Abbildung auf Modelle anderer Abstraktionsebe-
nen allerdings durch eine Modelltransformation zu leisten ist. Zwar ist die OCL selbst
sehr implementationsorientiert und besitzt eine relativ komplexe Syntax [VJ99], da die
Modellierung aber üblicherweise von Personen mit Programmierkenntnissen ausgeführt
wird, stellt dieser Sachverhalt einen geringen Nachteil dar.
Eine größere Schwierigkeit besteht in der Überprüfung der Daten- und Migrationsmodel-
le. So wie sich nicht alle Konstruktionen auf jedes beliebige plattformspezifische Modell
übertragen lassen, ergeben sich auch ähnliche Einschränkungen für die Migrationsmo-
delle. An dieser Stelle sollte in geeigneter Weise überprüft werden, ob die Anwendungen
der Informationsflüsse korrekt im Sinne der Migration sind bzw. ob alle notwendigen
Abhängigkeiten vorhanden sind und keine fehlerhafte Ausrichtung aufweisen. Auch die
Überprüfung der textuellen Kriterienformulierung tritt als Prüfungspunkt auf. In [BJ06]
werden beispielsweise ATL Transformationen zur Überprüfung genutzt. Aber auch OCL
bietet sich bis zu einem bestimmten Grad zur Formulierung von Prüfkriterien bei Mo-
delltransformationen an [CMSD04].
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Schließlich spielt die konkrete Abbildung objektorientierter Modelle auf relationale Mo-
delle eine Rolle für die in dieser Arbeit behandelte Methode. Da sich die Migration mit
den Datenstrukturen beschäftigt, die aus vorangegangenen Systemgenerierungschritten
entstanden sind und sie darüber hinaus Datenstrukturen bedient, die von erzeugten Syste-
martefakten benutzt werden, müssen die objektrelationalen Abbildungsmethoden (ORM-
Verfahren) der unterschiedlichen Transformationen synchronisiert werden. Um dies zu er-
reichen, könnte die Beschreibung des ORM-Verfahrens in einer speziellen Transformation
explizit gemacht werden. Eine solche Transformation müsste dann Regeln enthalten, um
UML-Modellelemente auf entsprechende relationale Elemente abzubilden. Dabei kann
man sich das Konzept des Model-Weaving (s. Abs. 5.3) zunutze machen, indem konkrete
Plattformbeschreibungen die objektrelationale Abbildung unterstützen und entsprechend
steuern.
Die Modellierung von Migrationen mit Mitteln der UML hat den Vorteil, daß unter Aus-
nutzung gängiger UML2-Werkzeuge die Migrationsmodelle in konzeptioneller Nähe zu
den behandelten Datenmodellen liegen. Mit einem System zur Überprüfung von Modell-
bedingungen, können sogar entsprechende Validierungen der Modelle durchgeführt wer-
den. Die Behandlung der Migrationen als Modell findet zwar eine sehr gute Einordnung
in den MDA-Prozess, jedoch muss im Fall von UML mit einer aufwendigen grafischen
Notation umgegangen werden. So gilt für die Migrationsmodellierung, was auch für al-
le sonstigen Modelle und Transformationen in der modellgetriebenen Entwicklung gilt:
Leistungsfähige und funktional vollständige Modellierungswerkzeuge sowie Transforma-
tionssysteme sind notwendig um die Vorteile des Ansatzes effektiv ausnutzen zu können.
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A Metamodelle































































Abbildung A.1: Metamodell für relationale Ausdrücke.
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A.2 Kettle Metamodell
Der in A.2 dargestellte Modellauschnitt repräsentiert die für die Transformation von rela-
tionalem Abfragemodell zu Kettle-Modell verwendeten Elemente. Das Metamodell wurde
durch die Anwendung zweier Extraktionsschritte aus einer Kettle-Datei gewonnen. Zu-
nächst wurde durch eine Schemaextraktion1 ein XML-Schema erzeugt, welches dann mit
Hilfe eines XSL-Import der Eclipse Plattform zur Erzeugung eines Ecore Metamodells
eingesetzt werden konnte. Der Vorteil eines solchen Vorgehens gegenüber dem mühsamen
erstellen von Hand besteht darin, daß die einzelnen Import-Algorithmen entsprechende
Abbildungen und Ecore-Annotation zur Speicherung eines Kettle-Modells in der korrek-
ten XML-Ausgangssyntax erzeugen. Leider gilt das durch die Verwendung von ATL zur
Erzeugung der Modelle nur in eingeschränktem Maße, da die nötigen Ecore-Annotationen
nicht von ATL unterstützt werden. Es wird somit noch eine nachträgliche Bearbeitung

































Abbildung A.2: Auszug der verwendeten Elemente des Kettle Metamodells.
Die untypische Modellierung von Containment-Beziehungen über eine zusätzliche Type-
Metaklasse ist ein Nebeneffekt der in A.2 genannten Transformationskette von XML-
Datei zu Ecore-Metamodell über XML-Schema.
1http://msdn2.microsoft.com/en-us/library/x6c1kb0s(VS.71).aspx



































Abbildung B.1: Transformationsprozess für relationales Migrationsziel.
