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Controllability of a Linear System with
Nonnegative Sparse Controls
Geethu Joseph
Abstract—This paper studies controllability of a discrete-time
linear dynamical system using nonnegative and sparse inputs.
These constraints on the control input arise naturally in many
real-life systems where the external influence on the system is
unidirectional, and activating each input node adds to the cost
of control. We derive algebraic necessary and sufficient conditions
to determine controllability of the system. Unlike the well-
known Kalman rank based controllability criteria, the conditions
presented in this paper can be verified in polynomial time, and
the verification complexity is independent of the sparsity level.
The proof of the result is based on the analytical tools concerning
the properties of a convex cone. Our results also provide a closed-
form expression for the minimum number of control nodes to
be activated at every time instant to ensure controllability of the
system using positive controls.
Index Terms—Controllability, linear dynamical systems, spar-
sity, positive control
I. INTRODUCTION
Controllability is one of the most fundamental concepts in
control theory, which is related to the ability of a system
to maneuver its states. Originally, controllability of a linear
system was studied without any constraints on the inputs.
These studies lead to the complete characterization of con-
trollability through the classical Kalman rank test and Popov-
Belovich-Hautus (PBH) test [1], [2]. Traditional controllability
has also been extended to the case where the admissible input
set is constrained due to practical limitations. The different
types of constraint sets that have been considered in the past
are compact, convex, or quasi-convex sets [3]–[6]. In this
paper, we deal with nonconvex and noncompact constraints on
the input, namely, sparsity and nonnegativity. More precisely,
we consider a linear dynamical system whose control input
at every time instant has a few number of nonzero entries
compared to its dimension, and all nonzero entries are positive.
For such a system, we investigate whether it is possible to steer
the system from an arbitrary initial state to an arbitrary final
state within a finite time duration.
A. Motivation
The sparsity constraint is desired in many real-world ap-
plications due to communication bandwidth, cost, or energy
constraints [7]. Also, the nonnegativity constraint is frequently
encountered in medical, ecological, chemical, and economical
applications where the controls have a unidirectional influ-
ence [8], [9]. To motivate our setting with both sparsity and
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nonnegativity constraints, consider the problem of control-
ling the temperature of a large room with multiple heating
elements [10]. The heaters can radiate heat energy into the
room, but they cannot extract heat. So the control is in one-
way stream, and thus, the inputs are nonnegative. Also, it
is desirable to maintain the temperature by operating as few
heaters as possible to reduce the overall cost of operation.
Hence, the control input at every time instant is sparse.
B. Related work
The two constraints that we consider here, sparsity and
nonnegativity, have been studied separately in literature for
several decades. We provide a short review of these works
below:
1) Sparsity constraint: The study of a linear dynamical
system under sparsity constraints dates back to 1972 [11].
Some recent works have addressed the problem of finding
the sequence of sparse control inputs, both for the fixed and
the time-varying set of control nodes, and other related prob-
lems [12]–[14]. However, controllability under sparse inputs
was not well-understood, until recently. The widely known
condition for sparse-controllability is the extended version
of the Kalman rank test. This test is based on the rank of
the Gramian matrix, and it is known to have combinatorial
complexity. Hence, different quantitative measures of control-
lability based on the Gramian matrix have been considered:
smallest eigenvalue, the trace of the inverse, the inverse of
the trace, the determinant, maximum entry in the diagonal,
etc [15]–[18]. These strategies make the analysis cumbersome.
Recently, a set of algebraically verifiable necessary and suf-
ficient conditions for sparse controllability that are similar to
the classical PBH test [2] were presented in [7]. Our work
analyzes a more constrained system where the inputs are not
only sparse but also nonnegative.
2) Nonnegativity constraint: Controllability of linear sys-
tems with nonnegative control inputs was first studied in
[3] for continuous-time linear systems. These results were
extended to discrete-time systems in [19] for a single input
system, and were further extended to multi-input systems in
[5]. These papers have triggered a large number of studies
dealing with other related problems on controllability like
approximate controllability, null controllability, the geometry
of the reachability set, etc. [20]–[22]. Other extensions of the
controllability result to nonstationary systems and third-order
systems have also been investigated [23], [24]. To the best of
our knowledge, none of the existing works in the literature has
addressed the important problem of controllability of a linear
system under both sparsity and nonnegativity constraints.
2C. Our contributions
We derive a set of necessary and sufficient conditions for
controllability of a linear system under nonnegative sparse in-
puts. We show that any system is controllable with nonnegative
sparse control inputs if and only if it is controllable using
nonnegative control inputs and the sparsity level is greater than
the dimension of the null space of the state-transition matrix.
Using this result, we show that the conditions for verifying
controllability are non-combinatorial. Our approach is based
on fundamental tools from analysis concerning the properties
of positive spanning sets.
Notation: Boldface lowercase letters denote vectors, bold-
face uppercase letters denote matrices, and calligraphic letters
denote sets. The symbols R and C denote the set of real
numbers and complex numbers, respectively. The notationAA
denotes the submatrix of A formed by the columns indexed
by the set A. The operator ‖ · ‖0 represents the ℓ0 norm
of a vector, and |·| represents the cardinality of a set. The
notation ≥ denotes the element-wise inequality, i.e., a ≥ b
implies ai ≥ bi, for all values of i. For any positive integer a,
[a] denotes the set {1, 2, . . . , a}, and Span+{A} denotes the
positive span of the columns of A. If A ∈ RN×m:
Span+{A} =
{
a ∈ RN : a =
m∑
i=1
αiAi, αi ≥ 0
}
. (1)
The symbol I represents the identity matrix and 0 represents
the all zero matrix (or vector).
II. NONNEGATIVE SPARSE CONTROLLABILITY
We consider the discrete-time linear dynamical system
(A,B) whose state evolution model is as follows:
xk = Axk−1 +Buk, (2)
where xk ∈ RN and uk ∈ Ω ⊆ Rm denote the state vector
and the control vector at time k, respectively. The set Ω is the
set of all admissible controls of the system. Also, A ∈ RN×N
is the state-transition matrix, and B ∈ RN×m is the input
matrix of the system. We assume that the control vectors are
s-sparse and its nonzero entries are positive:
Ω = Ωs+ , {z ∈ R
m : ‖z‖0 ≤ s and z ≥ 0} ⊂ R
m. (3)
Our goal is to examine controllability of the system, i.e., for
any given pair (xinitial ∈ RN ,xfinal ∈ RN ), we test if it is
possible to find inputs from Ω such that xK = xfinal when
x0 = xintial, for some finite positive integer K . This notion of
controllability is henceforth referred to as nonnegative sparse
controllability. From (2), we know that the state vector at time
K is given by
xK −A
Kx0 =
K∑
k=1
AK−kBuk. (4)
Therefore, the system is controllable if and only if there exists
a positive integer K <∞ such that⋃
{Sk⊂[m]:
|Sk|≤s}
K
k=1
Span+
{[
AK−1BS1 A
K−2BS2 . . . BSK
]}
= RN ,
(5)
where Span+ is defined in (1). We see that a brute force
verification of the above condition is combinatorial, and hence,
it is computationally heavy. In the sequel, we present a non-
combinatorial verification procedure for testing controllability
using nonnegative sparse controls.
III. PRELIMINARIES
We observe that our system imposes two types of con-
straints on the set of admissible inputs (as given in (3)):
one, nonnegativity and two, sparsity. These two constraints
have been separately dealt in the literature and we present the
corresponding results below:
Theorem A ( [5, Theorem 1]). Suppose that the set of
admissible vectors Ω is a convex cone in Rm with nonempty
interior. Then, the system (A,B) defined in (2) is controllable
if and only if the following conditions hold:
(i) ∄z 6= 0 such that zTA = λzT and zTB = 0, for any
λ ∈ C.
(ii) ∄z 6= 0 such that zTA = λzT and zTBu ≤ 0, for any
λ ≥ 0 and all u ∈ Ω.
For the special case of nonnegative (non-sparse) vectors, we
have the following corollary:
Corollary A. Suppose that the set of admissible vectors Ω is
the set of all nonnegative vectors:
Ω = Rm+ , {z ∈ R
m : z ≥ 0} ⊂ Rm. (6)
Then, the system (A,B) defined in (2) is controllable if and
only if the following conditions hold:
(i) ∄z 6= 0 such that zTA = λzT and zTB = 0, for any
λ ∈ C.
(ii) ∄z 6= 0 such that zTA = λzT and zTB ≤ 0, for any
λ ≥ 0.
Next, we present the results for controllability using sparse
vectors:
Theorem B ( [7, Theorem 1]). Suppose that the set of
admissible vectors Ω is the set of all s−sparse vectors:
Ω = Ωs , {z ∈ R
m : ‖z‖0 ≤ s} ⊂ R
m. (7)
Then, the system (A,B) defined in (2) is controllable if and
only if the following conditions hold:
(i) ∄z 6= 0 such that zTA = λzT and zTB = 0, for any
λ ∈ C.
(ii) The sparsity s ≥ N − Rank {A}.
In the next section, we present the main result of the paper
and the insights that it yields.
IV. NECESSARY AND SUFFIECIENT CONDITIONS
The section presents the necessary and sufficient conditions
for controllability of the system in (2) under the constraint
Ω = Ωs+. From (3), (6), and (7) we have
Ωs+ = R
m
+ ∩ Ωs. (8)
So the constraint Ω = Ωs+ is more restrictive than both
the constraints Ω = Rm+ and Ω = Ωs. Thus, the conditions
3of Corollary A (corresponds to the set Rm+ ) and Theorem B
(corresponds to the set Ωs) are necessary for the case when
Ω = Ωs+. The next result shows that those conditions are not
only necessary but also sufficient for controllability under the
constraint Ω = Ωs+.
Theorem 1. Consider the system (A,B) defined in (2)
such that Rank {A} = Rank
{
A2
}
. Suppose that the set of
admissible vectors Ω is given by (3) with s > 0. is controllable
if and only if the following conditions hold:
(i) ∄z 6= 0 such that zTA = λzT and zTB = 0, for any
λ ∈ C.
(ii) ∄z 6= 0 such that zTA = λzT and zTB ≤ 0, for any
λ ≥ 0.
(iii) s ≥ N − Rank {A}.
Proof. See Appendix A.
The immediate observations from the above result are as
follows:
• Theorem 1 implies that any s−sparse controllable system
is nonnegative s−sparse controllable if and only if it
satisfies Condition (ii) of Theorem 1. This is evident
from Theorem B. Similarly, from Corollary A, if a linear
system is controllable using nonnegative control inputs,
it is nonnegative s−sparse controllable if and only if
s ≥ N − Rank {A}. Therefore, the extra condition for
ensuring the sparsity of the control inputs is independent
of the input matrix B.
• For the special case when s = m, Theorem 1 reduces to
Corollary A, as expected. Also, when m = 1, the notion
of sparse controllability and controllability are same, and
hence, Theorem 1 reduces to the well-known result of
Evans and Murthy [19, Theorem 1].
• If the linear system in (2) is nonnegative s−sparse
controllable, it is also nonpositive s−sparse controllable.
This is because if the system given by (A,B) satisfies the
conditions of Theorem 1, the system given by (A,−B)
also satisfies those conditions. In particular, ∄z 6= 0 such
that zTA = λzT and zTB ≥ 0, for some λ ≥ 0. This
follows since for every z such that zTA = λzT, we have
(−z)TA = λ(−z)T.
• For the linear system in (2), controllability using nonneg-
ative and sparse inputs with a common support (i.e., the
positive entries of all control inputs coincide) holds only
if s ≥ N − Rank {A}. This follows from Condition (iii)
of Theorem 1 because here, the control signals are more
restricted than the setting in Theorem 1.
We obtain the following interesting corollary from Theo-
rem 1.
Corollary 1. If any system as given in (2) is controllable under
the constraint Ω = Rm+ as given in (6), then it is nonnegative
s-sparse controllable if s ≥ m− 1.
Proof. See Appendix B.
A. Computational complexity
In this subsection, we discuss the computational complexity
of the controllability test given in Theorem 1:
• To check Condition (i) of Theorem 1, we solve for all
eigenvalues of A and check if Rank
{[
λI −A B
]}
=
N , for each eigenvalue λ. So the complexity of this step
is polynomial in N and m.
• To check Condition (ii) of Theorem 1, for every eigen-
value λ ≥ 0 of A, we find a set of linearly independent
eigenvectors
{
z
(λ)
i
}gλ
i=1
corresponding to λ, where gλ
denotes its geometric multiplicity. Now, Condition (ii) of
Theorem 1 can be verified by checking if there exists
ρ ∈ Rgλ such that ρTZTB ≤ 0. Here, Z ∈ RN×gλ is a
matrix formed by the vectors
{
z
(λ)
i
}gλ
i=1
. The feasibility
of the set of linear inequalitiesBTZρ ≤ 0 can be verified
by solving the following (dummy) linear programming
problem:
max
ρ∈Rgλ
0 subject to BTZρ ≤ 0. (9)
Thus, the complexity of verification of Condition (ii) of
Theorem 1 is also polynomial in N and m.
• The complexity to verify Condition (iii) of Theorem 1 is
independent of the system dimension: O(1).
Therefore, the overall complexity of our controllability test
is non-combinatorial unlike the verification of condition (5).
Moreover, the complexity is independent of the sparsity level
s whereas the complexity of the verification of condition (5)
is a function of
(
N
s
)
.
B. Comparison with sparse-controllability
From Theorem B and Theorem 1, we see some similarities
between sparse-controllability and nonnegative sparse control-
lability.
• Reversible systems: If the system is reversible, i.e.,
state-transition matrix A is invertible, it is s−sparse-
controllable for any 0 < s ≤ m if and only if it
is controllable (Ω = Rm). Similarly, it is nonnegative
s−sparse-controllable for any 0 < s ≤ m if and only if
it is controllable using nonnegative controls (Ω = Rm+ ).
• Minimal control: Suppose that the system defined by the
matrix pair (A,BS) is controllable under the constraint
Ω = Rm+ as given in (6), for some index set S ⊆ [m].
Then, the system is nonnegative s−sparse-controllable.
In particular, if Rank {B} ≤ s, controllability under
the constraint Ω = RN+ implies nonnegative s−sparse
controllability. Sparse-controllability also posses a similar
property.
• Change of basis: If a system as given in (2) is controllable
using inputs that are s−sparse under the canonical basis,
it is controllable using inputs that are s−sparse under
any basis Φ ∈ Rm×m. However, this property does not
hold for nonnegative sparse controllability. For example,
4consider the following system:
A =

−1 0 00 −1 0
0 0 0

 ,B =

1 0 0 00 1 0 0
0 0 1 −1

 (10)
Φ =


1 0 0 0
0 1 1 0
0 −1 −1 0
0 0 0 1

 . (11)
The system (A,B) is nonnegative 1−sparse controllable,
but the system (A,BΦ) is not nonnegative 1−sparse
controllable. This is because the eigenvector
[
0 0 1
]T
corresponding the eigenvalue 0 of A does not satisfy
Condition (ii) of Theorem 1.
V. CONCLUSIONS
This paper characterized controllability of discrete-time
linear systems subject to sparsity and nonnegativity constraints
on the inputs. The characterizations are in terms of algebraic
conditions that are similar to the classical results for un-
constrained and nonnegative input-constrained linear systems.
We showed that the complexity of the controllability test
is polynomial in the dimensions of the system. Extending
our results to the other notions of controllability like output
controllability, approximate controllability, etc., is a related
direction of research. Also, this paper dealt with the theoretical
question of the existence of a sequence of nonnegative sparse
vectors that ensure controllability. Developing computationally
efficient algorithms to find the energy-optimal sequence of
such nonnegative sparse vectors can be an interesting direction
for future work.
APPENDIX A
PROOF OF THEOREM 1
The proof of Theorem 1 relies on the following result on
positive spanning sets.
Lemma 1. Let Z ⊆ RN be a subspace of dimension 1 ≤
d ≤ N . Also, let Z ∈ RN×m where m > d is such that
Z = Span+{Z}. Then, the following relation holds:
Z =
⋃
S⊆[m],|S|=d
Span+{ZS}. (12)
Proof. We first note that Z = Span+{Z} implies that the
columns of Z belong to Z . Therefore, we get Rank {Z} ≤ d.
Also, since Z = Span+{Z}, the columns of Z linearly span
Z and this leads to Rank {Z} ≥ d. Consequently, we deduce
that
Rank {Z} = d. (13)
Further, for any z ∈ Z , we define
Vz , {α ∈ R
m : Zα = z and α ≥ 0} . (14)
Since Z = Span+{Z}, the set Vz is non-empty. Let Z¯α = z¯
be the reduced-row echelon form of the matrix equationZα =
z, after removing the zero rows. Consequently, we obtain
Vz =
{
α ∈ Rm : Z¯α = z¯ and α ≥ 0
}
. (15)
By the fundamental theorem in linear programming, the sys-
tem Z¯α = z¯ has a basic feasible solution α ≥ 0 with at most
Rank
{
Z¯
}
nonzero elements. However, from (13),
Rank
{
Z¯
}
= Rank {Z} = d. (16)
Thus, there exists a d−sparse vectorα ≥ 0 such that z = Zα.
So we conclude that
z ∈
⋃
S⊆[m],|S|=d
Span+{ZS}. (17)
Since the above result holds for any z ∈ Z , we deduce that
Z ⊆
⋃
S⊆[m],|S|=d
Span+{ZS} ⊆ Span+{Z} = Z. (18)
Hence, the proof is complete.
Proof of Theorem 1
The necessity of the three conditions is straightforward from
Corollary A and Theorem B. Therefore, we need to show that
the conditions of Theorem 1 are sufficient for nonnegative
sparse controllability.
We need the following definitions for the proof. Let N be
the null space of AT and C be the column space of A. We
note thatN and C are orthogonal to each other. The orthogonal
projection operator corresponding toN and C are I−AA† and
AA†, respectively, where A† ∈ RN×N is the Moore-Penrose
pseudo-inverse of A.
From (4), we see that it is sufficient to show that, for any
(x0 ∈ RN ,xf ∈ RN ), there exists a positive integer K <∞
and s−sparse vectors {uk ≥ 0}
K
k=1 such that the following
holds:(
I −AA†
)
xf =
(
I −AA†
)
BuK (19)
AA†xf −A
Kx0 =
K−1∑
k=1
AK−kBuk +AA
†BuK . (20)
This is because adding (19) and (20) gives (4). We note that
the left-hand side term in (19),
(
I −AA†
)
xK ∈ N , and the
term in (20), AA†xK−A
Kx0−AA
†BuK ∈ C. As a result,
it suffices to prove the following:
(a) For any z ∈ N , there exists an s−sparse vector u ≥ 0
such that z =
(
I −AA†
)
Bu.
(b) For any z ∈ C, there exists a positive integer K < ∞
and {uk ∈ Ωs+}
K−1
k=1 such that z =
∑K−1
k=1 A
K−kBuk.
We prove this in two steps:
Step A We first show that when the conditions of Theorem 1
hold, Statement (a) also holds.
Step B Next, we prove that when Statement (a) is true and
Statement (b) is false, at least one of the conditions of
Theorem 1 does not hold. This claim combined with
Step A show that when the conditions of Theorem 1
are satisfied, both Statements (a) and (b) hold.
5A. Proof of Statement (a)
Using Corollary A, we know that Conditions (i) and (ii)
of Theorem 1 ensure that the system is controllable using
nonnegative controls. So there exists a positive integerK <∞
such that
Span+
{[
AK−1B AK−2B . . . B
]}
= RN ⊇ N . (21)
So for every z ∈ N , there exists {uk ≥ 0}
K
k=1 such that
z =
K∑
k=1
AK−kBuk. (22)
Multiplying both sides with I −AA†, we have
z =
(
I −AA†
)
z =
(
I −AA†
)
BuK . (23)
As a consequence, we have
N ⊆ Span+
{(
I −AA†
)
B
}
. (24)
Further, since columns of
(
I −AA†
)
B belong to N , we
deduce that
N = Span+
{(
I −AA†
)
B
}
(25)
=
⋃
S⊆[m],
|S|=N−Rank{A}
Span+
{(
I −AA†
)
BS
}
(26)
⊆
⋃
S⊆[m],|S|=s
Span+
{(
I −AA†
)
BS
}
, (27)
where (26) follows from Lemma 1 and the fact that the
dimension of N is N − Rank {A}. Also, (27) is because
s ≥ N − Rank {A} which is due to Condition (iii) of the
theorem. Hence, Step A is completed.
B. Proof of Statement (b)
Let r , Rank {A} and the Jordan canonical form [25] of
A be
A = P−1J˜P , (28)
where P =
[
P (1)
P (2)
]
∈ RN is an invertible matrix, and J˜ ∈ RN
is an upper triangular matrix. Since Rank {A} = Rank
{
A2
}
,
the dimensions of null spaces of A and A2 are equal. Thus,
all the Jordan blocks corresponding the eigenvalue 0 have size
1.
A = P−1
[
J 0 ∈ Rr×N−r
0 0 ∈ RN−r×N−r
] [
P (1) ∈ Rr×N
P (2) ∈ RN−r×N
]
, (29)
where J ∈ Rr×r is an invertible upper triangular matrix
with the nonzero eigenvalues of A along its diagonal. Then,
Statement (b) simplifies as follows: For any z = Az˜, there
exists a positive integer K < ∞ and {uk ∈ Ωs+}
K
k=1 such
that
P−1
[
JP (1)
0
]
z˜ = P−1
K∑
k=1
[
JK−kP (1)
0
]
Buk. (30)
The above equation is equivalent to
JP (1)z˜ =
K∑
k=1
JK−1−kP (1)B¯uk. (31)
where we define the matrix B¯ ∈ Rr×m
B¯ = P (1)B. (32)
If Statement (b) is false, using the Kalman rank type condi-
tion,1 we know that⋃
{Sk⊂[m]:|Sk|≤s}
K−1
k=1
Span+
{[
JK−1B¯S1 . . . B¯SK
]}
⊂ Rr,
(33)
for any positive integer K <∞.
Let the sets {Si ⊆ [m]}
K˜
i=1, each with cardinality s, be such
that they partition the set [m] as follows:2
|Si| ≤ s and
K˜⋃
i=1
Si = [m]. (34)
Then, (33) immediately yields that for any positive integer
N˜ <∞,
Span+
{[
J K˜N˜−1B¯S1 J
K˜N˜−2B¯S1 . . . J
(K˜−1)N˜B¯S1
. . . J (K˜−1)N˜−1B¯S2 . . .J
(K˜−2)N˜B¯S2 . . .
. . . J N˜−1B¯SK˜ . . . B¯SK˜
]}
⊂ Rr. (35)
On rearranging the columns, we see that this is equivalent to
the following:
Span+
{[
J N˜−1B∗ J N˜−2B∗ . . . B∗
]}
⊂ Rr. (36)
where we define B∗ ∈ Rr×K˜s as follows:
B∗ ,
[
J (K˜−1)N˜B¯S1 J
(K˜−2)N˜B¯S2 . . . B¯SK˜
]
. (37)
Therefore, the linear dynamical system (J ,B∗) is not control-
lable using nonnegative controls. Applying Corollary A to the
system (J ,B∗), we see that one of the following conditions
hold:
C1: There exists (λ,y 6= 0) such that
yTJ = λyT and yTB∗ = 0. (38)
Let vT =
[
yT 0
]
∈ RN . Then, using (29), we see that
yTJ = λyT implies
λvT = vTJ˜ = vTPAP−1, (39)
where we use (28). With z = P Tv, we get
zTA = λzT. (40)
Further, from (37) and (38), we obtain
yTB∗ =
[
λ(K˜−1)NyTB¯S1 . . . y
TB¯SK˜
]
. (41)
1This condition is similar to (5) with A replaced with J , and B replaced
with B¯.
2For example, K˜ = ⌈m/s⌉ and Si = {(i − 1)s + 1, (i − 1)s +
2, . . . ,min{is,m}}.
6Since J is invertible, λ 6= 0, and thus,using (34) and (38),
we obtain yTB¯ = 0. However, from (32) and (29), we
also have
yTB¯ = yTP (1)B = vTPB = zTB. (42)
Therefore, zTB = 0, and combining this claim with (40),
we get that Condition (i) of Theorem 1 is violated.
C2: There exists (λ ≥ 0,y 6= 0) such that yTJ = λyT and
yTB∗ ≤ 0. From (41) and (42), we have zTB ≤ 0
because λ > 0. Combining this condition with (40), we
observe that Condition (ii) is violated.
Thus, Step B is completed, and hence, the theorem is proved.
APPENDIX B
PROOF OF COROLLARY 1
The proof relies on the following result:
Lemma 2. Suppose Z ∈ RN×m is that Z ⊆ Span+{Z}, for
some subspace Z with dimension d. Then, m ≥ d+ 1.
Proof. The proof is straightforward from [26, Corollary 5.5].
Proof of Corollary 1
Since the system is controllable using nonnegative control
inputs, from Corollary A, we know that Conditions (i) and
(ii) of Theorem 1 hold. Therefore, it suffices to check if
Condition (iii) holds. Also, controllability of the system using
nonnegative inputs yields that there exists a positive integer
K <∞ such that
Span+
{[
AK−1B AK−2B . . . B
]}
= RN ⊇ N , (43)
where N denotes the null space of A. Then, the arguments
similar to (21) to (25) guarantee that
N = Span+
{(
I −AA†
)
B
}
. (44)
Further, from Lemma 2, we have m ≥ N − Rank {A} + 1,
since the dimension ofN isN−Rank {A}. Thus, we conclude
that
s ≥ m− 1 ≥ N − Rank {A} . (45)
Hence, Condition (iii) of Theorem 1 also holds, and the proof
is complete.
REFERENCES
[1] R. Kalman, “On the general theory of control systems,” IRE Trans.
Autom. Control, vol. 4, no. 3, pp. 110–110, Dec. 1959.
[2] M. Hautus, “Stabilization controllability and observability of linear
autonomous systems,” in Proc. Indag. Math., vol. 73, Jan. 1970, pp.
448–455.
[3] R. F. Brammer, “Controllability in linear autonomous systems with
positive controllers,” SIAM JC˙ontrol, vol. 10, no. 2, pp. 339–353, May
1972.
[4] W. Schmitendorf and B. Barmish, “Null controllability of linear systems
with constrained controls,” SIAM JC˙ontrol Optim., vol. 18, no. 4, pp.
327–345, Jul. 1980.
[5] N. K. Son, “Controllability of linear discrete-time systems with con-
strained controls in banach spaces,” Control Cybern., vol. 10, no. 1-2,
pp. 5–16, 1981.
[6] E. D. Sontag, “An algebraic approach to bounded controllability of linear
systems,” Int. J. Control, vol. 39, no. 1, pp. 181–188, Jan. 1984.
[7] G. Joseph and C. R. Murthy, “Controllability of linear dynamical sys-
tems under input sparsity constraints,” arXiv preprint arXiv:1912.12224,
Dec. 2019.
[8] S. H. Saperstone and J. A. Yorke, “Controllability of linear oscillatory
systems using positive controls,” SIAM J. Control, vol. 9, no. 2, pp.
253–262, May 1971.
[9] L. Benvenuti, A. De Santis, and L. Farina, Positive Systems: Theory and
Applications. Springer, Jul. 2003.
[10] W. Heemels, S. Van Eijndhoven, and A. Stoorvogel, “Linear quadratic
regulator problem with positive controls,” Int. J. Control, vol. 70, no. 4,
pp. 551–578, Jan. 1998.
[11] M. Athans, “On the determination of optimal costly measurement
strategies for linear stochastic systems,” Automatica, vol. 8, no. 4, pp.
397–412, Jul. 1972.
[12] A. Olshevsky, “Minimal controllability problems,” IEEE Trans. Control
Network Syst., vol. 1, no. 3, pp. 249–258, Jul. 2014.
[13] M. Siami and A. Jadbabaie, “Deterministic polynomial-time actuator
scheduling with guaranteed performance,” in European Control Conf.
(ECC), Jun. 2018, pp. 113–118.
[14] Y. Zhao, F. Pasqualetti, and J. Corte´s, “Scheduling of control nodes
for improved network controllability,” in Proc. Conf. Decision Con-
trol (CDC), Dec. 2016, pp. 1859–1864.
[15] F. Pasqualetti, S. Zampieri, and F. Bullo, “Controllability metrics,
limitations and algorithms for complex networks,” IEEE Trans. Control
Network Syst., vol. 1, no. 1, pp. 40–52, Mar. 2014.
[16] P. V. Chanekar, N. Chopra, and S. Azarm, “Optimal actuator placement
for linear systems with limited number of actuators,” in Proc. American
Control Conf. (ACC), May 2017, pp. 334–339.
[17] E. Nozari, F. Pasqualetti, and J. Corte´s, “Time-invariant versus time-
varying actuator scheduling in complex networks,” in Proc. American
Control Conf. (ACC), May 2017, pp. 4995–5000.
[18] A. Jadbabaie, A. Olshevsky, and M. Siami, “Deterministic and random-
ized actuator scheduling with guaranteed performance bounds,” arXiv
preprint arXiv:1805.00606, May 2018.
[19] M. Evans and D. Murthy, “Controllability of discrete-time systems with
positive controls,” IEEE Trans. Autom. Control, vol. 22, no. 6, pp. 942–
945, Dec. 1977.
[20] N. K. Son, “Approximate controllability with positive controls,” Acta
Math. Vietnamica, vol. 22, pp. 589–620, 1997.
[21] L. Benvenuti and L. Farina, “The geometry of the reachability set for
linear discrete-time systems with positive controls,” SIAM J. Matrix
Anal. App., vol. 28, no. 2, pp. 306–325, 2006.
[22] K. Nguyen, “On the null-controllability of linear discrete-time systems
with restrained controls,” J. Optim. Theory App., vol. 50, no. 2, pp.
313–329, Aug. 1986.
[23] V. N. Phat and T. C. Dieu, “Constrained controllability of linear discrete
nonstationary systems in banach spaces,” SIAM J. Control Optim.,
vol. 30, no. 6, pp. 1311–1318, Nov. 1992.
[24] L. Benvenuti, “On the reachable set for third-order linear discrete-time
systems with positive control,” Syst. Control Lett., vol. 60, no. 9, pp.
690–698, Sep. 2011.
[25] R. A. Horn and C. R. Johnson, Matrix analysis. Cambridge university
press, 2012.
[26] R. G. Regis, “On the properties of positive spanning sets and positive
bases,” Optim. Eng., vol. 17, no. 1, pp. 229–262, Mar. 2016.
