Activity recognition (AR) methods require the ability to identify activities of crucial parts in a human body. Body segmentation techniques employed in video-based AR methods outlines significance of areas (parts) in a human body image that are essential for the follow-up methods, such as feature extraction. Existing body segmentation techniques generally make use of body modeling with or without its background and essentially entail large training datasets. These techniques cannot cope with the changes that may occur in images over time. For example, illumination and clothing changes are some of the key concerns in practical AR systems. This paper presents a new approach to employ active contour-based model that exhibits robustness to illumination and clothing changes. Existing techniques based on active contours effectively address this problem in still images and hence lack the ability to cope with illumination and changes. We present an optical flow that 1) ensures the smooth working of the model over the data that is used for estimation into contiguous frames, and 2) ensures to place the initial contour within the current frame. Our proposed approach does not depend on prior knowledge about the data and and does not require the training data, hence it is an unsupervised approach. We use the existing effective method curvelet transform to extract prominent features from activity frames. Curvelet transform keeps the line and edge information in an image intact. We employ the linear discriminant analysis (LDA) for dimension space reduction and the hidden Markov model (HMM) for activity recognition. We show that AR using our proposed method for segmentation has the accuracy comparable to those that make use of manual segmentation methods and prove its feasibility in practical AR systems.
I. INTRODUCTION
Activity recognition (AR) finds application in Virtual Reality, Advanced user interfaces, Smart Surveillance, motion analysis (for example patient monitoring, sports video analysis) among others. Generally, AR employs algorithms to identify activities of moving objects with the help of image data where images can be video frames. With the advent of high volumes of image/video data available, the applications of AR has witnessed an exponential growth in the last few years. AR methods ranging from low level management of The associate editor coordinating the review of this manuscript and approving it for publication was Changsheng Li. segmentation to high level dispersion of semantic depiction of human activities among others have been on the front of investigation [1] - [8] .
In Figure 1 , we present a flow diagram of a conventional AR system. An AR system typically consists of modules 1) segmentation of data (images), 2) feature extraction from data, and 3) activity recognition. The first module (segmentation) is used to separate decompose body shape within video frames and produce analogous binary images. The second module (feature extraction) is used to distinguish between different aspects body shapes and map them to discrete symbols. The last module generally employs classifiers and regression methods (e.g. HMM) in order to recognize activities in the inbound video data. The recognition models are generally first trained on sample of data and then utilized to identify activities on real-time inbound imagery data. In this work, we aim at the second module of segmentation since it describes body shapes that are required for feature mining and an effective segmentation approach impacts the recognition precision. Existing segmentation approaches can be classified with three types of image measures namely: motion, appearance, or shape. Moreover, context-free temporal methods, in contrast to methods with temporal perspective a general human model is applied to all video frames. Abstractly speaking, training or updating of human model in the current frame makes use of fewer prior frames in the image data.
Motion-based segmentation is meant to identify human body in an image/s by the use of a sequence of frames. The changes are detected by the difference of images and/or estimating a prior image to the next one. Segmentation methods based on appearance generally assume the fact that the body shape can be differentiated from the image background. These approaches function in two steps. First, develop a human appearance model that can be used to differentiate body from background, and then extract the pixels from the image that match the appearance model. This method is first built for several individuals and then used to distinguish background and body from each other in an image. Moreover, the shape-based segmentation methods in contrast to appearance based methods assume that body structure is distinguishable from other objects in a frame. Since the fact that the body shape is separable form the rest of the objects in a frame or the background in a frame is common to both types of approaches, these approaches are well-suited only for tracking simple objects in the images.
Motion-based approaches such as those based on flow vectors [9] , [10] , image differencing [11] , and appearance have further been divided into two sub-categories: 1) temporal context-free methods e.g. adaboost classifiers [12] and discrete cosine classifiers [13] , 2) temporal context methods that contain color histograms [14] , [15] and a combination of Guassian methods [16] - [18] . The third category as presented in the literature is the shape-based that is also classified into two sub-groups: 1) temporal context methods based on neural networks learning using silhouettes [19] , template matching [20] , [21] , and histogram of oriented gradients [22] , [23] , 2) temporal context methods that include point distribution (a.k.a PDM [24] ) and active shape models [25] , [26] .
The above-described approaches have certain limitations. They either suffer from not being able to spot non-moving body parts e.g. in motion-based approaches, or they require pre-knowledge to construct the human model e.g. the later two categories described-above require supervised learning beforehand to construct the human model. As a minimum, the ability to provide consistency with long-term changes is require, though constructing such models remains an open research question and a given model should be robust enough to adjust with changes that may occur with the passage of time.
Segmentation and detection have extensively been studied and some well know novel approaches exists. The levelset based method presented [27] in comprises of of local and global intensity clustering functions for segmentation. This method however, constructs replies on neighborhood pixels in images that causes failure on depth images due to intensity variations. For instance, in boxing actions or pixel intensities of clapping hands. Similarly, the local statistics active counter (AC) [28] that is based on the means of the Gaussian intensity distributions, operates on a sliding window in the transformed domain. The sliding windows, however, incur additional delay in computing matrix inversions and this results interference in the curve re-shaping [28] . Moreover, a level set based regional active contour model presented in [29] , [30] , as a solution to counter the limitations of active contour (AC) (CV AC) and Chan-Vese (CV) models in noise setting, suffers from inaccurate segmentation. Inaccurate segmentation is a limitation of the region-based method and it results from intensity inhomogeneity [27] .
Given the limitations of existing systems described-above, the contribution of this study is summarized as below:
• we present an unsupervised segmentation method coupled with motion information. In particular, in every frame, we develop an active contour-based method [31] that receives the optical flow-based motion and the human body information, and utilizes them to adjust contour near the human locus in the following frame. We again expand the contour in order to recognize the edge of the body precisely. This enables us to get rid of using supervised learning and hence reduces the time required to construct the model. In contrast to existing models based on active contour, our model is comparatively more flexible in countering noise, illumination, and variation of dresses.
• Moreover, the active contours require the ability that the startup contour should be adjacent to the object for better convergence. This results in better efficiency in methods that are based on manual settings in static images and generally deteriorates in videos that have large number of frames. To address this problem, an active contour is require that can be initialized automatically.
• To do so, we use the optical flow contour: a decent contour since it consists of relatively accurate magnitude and direction of movements in the frame sequence. According the classification of segmentation approaches described-above, our models comes under the shapebased grouping having limited temporal context. The temporal context is limited because the temporal statistics are not included in the contour growth itself however they exist as guidelines for placing the original contour.
• For feature extraction and recognition, we just utilized curvelet transform and hidden Markov model respectively.
• In order to show the performance and robustness of the proposed model, a comprehensive set of experimentation is performed against multiple datasets. Several related works about this field have already described. The remaining paper is structured as below: Section II presents the proposed active contour (AC) model against the conservative Chan-Vese active contour (AC) with and without integration of optical flow. The experimental setup is outline in Section III. The performance comparison of the proposed AR using the our segmentation scheme against the AR using manual segmentation in presented in Section IV. Finally, Section V presents the paper conclusion and future works.
II. METHODOLOGY
The underneath discussion provides the proposed model of human body segmentation, the existing learning models that we utilize as part of our proposed model, and its applications in the real-world scenarios.
A. HUMAN BODY SEGMENTATION METHOD
The active contour (hence-forth referred to as AC) model first presented by Kass et al. [32] , has received remarkable attention from the research community (see [31] for a short survey). In a much more recent work, the authors, Chan and Vese (CV) in [33] presented AC method (hence-forth called CV-AC) that employed the well-known Mumford and Shah functions for segmentation integrated with level set. In contrast with other AC models that commonly depends on the gradient images as discontinuing term and hence resulting in unacceptable performance in noisier images, the CV AC model uses a different approach. The CV AC model uses the dissimilarity of between inside and outside regions of the curve instead of edge information of objects in images. This approach makes CV-AC a more robust and, hence it is used widely in the image segmentation techniques. The energy functional of CV AC model is defined as follows: Here, x ∈ is the image plan, ⊂ R 2 , I : → Z represents a specific image features (for instance the color or texture of the image), c r out , and c r in are the average values of image feature outside [out(C r )] and inside [in(C r )] the curve C r , accordingly. Moreover, c r in and c r out characterize the boundary between two distinct segments in an image. In the context of defining the segmentation problem as a grouping problem, it can be observed that this approach identifies two groups (originally segments) such that intra-cluster differences are minimized. On the contrary, the inclusive minimum of the energy function defined above, might not always converge to produce necessary required results, in particular, when the segments are non-homogeneous. As an example, see the human body as its evidence in Figure 2 (b). The reason behind the weak performance of CV AC model is this scenario is because of the fact which focuses on reducing intra-segments distances/differences and overlook the inter-segments distances. We are interested in adopting a different approach. We utilize the Bhattacharyya [34] distance along with the CV energy functional,we integrate them, and this makes sure reducing the intra segment distances and increasing the inter segments distances at the same time. We define our proposed energy functional as follows:
√ P in (y)P out (y)dy are the coefficient of Bhattacharyya [34] where (1) , as shown at bottom of the next page : → R is the function of level set, G(·) and σ (·)≡G (·) are respectively the functions of Heaviside and the Dirac [33] . It is notified that [− log B(C)] defines Bhattacharyya distance and the expansion of this factor represents the decrease of B(C r ). Moreover, to make it analogous to the term F(C r ), the B(C) value constantly falls inside the interval [0, 1] while, F(C r ) is designed using the integration over the image area. Generally speaking, by restricting the curve length and the inside area, we can standardize the solution provided in the following energy functional. Here, η, and γ are the constants, and are ≥0.
The perception after the above energy functional is to obtain a curve, which is represented by the first two terms in the functional, and the partition of the image in two subregions as if the inconsistencies between regions are minimal (given by F(C r ) term) and the distances between sub-regions is maximal (given by B(C r ) term). The level set operation has been defined for the energy function (2) and (3) as follows, as shown at bottom of the this page, where A out , and A in are outside and inside areas of the curve C r , respectively. With the help of the above defined measure, our proposed method can counter the limitation of CV AC in order to segment the nonhomogeneous objects in an image as presented in Figure 2 (c), making the body sensor more vigorous to dress and lighting variations.
1) INITIALIZATION OF ACTIVE CONTOUR (AC) OPTICAL FLOWS
Generally, the convergence of AC models normally happens on the original contour [33] model as in optimization problems, and the initialization in still image segmentation is carried out manually. In this work, we integrate motion statistics related to the video sequence to automate this process, it can be observed in Figure 2 . The optical flow described as the sequence of objects moving in a pictorial sight and the comparative movement between the sight and spectator, for instance, an eye or camera [35] , [36] . The optical flow approximation problem is one of the challenging problem which is not fully explored yet. There is plenty of research work on this topic, however, the novel approaches presented by Horn and Schunck [37] , Lucas et al. [38] have received credible attention. In this work, a current employment of optical flow is utilized, as offered in [39] which is derived from [37] - [41] . The key objective of this approach is to incorporate the warping method [42] , [43] into a variational method. In this model, the energy function is comprises on non-linear restraints on gradient dependability, smoothness, and intensity dependability.
B. APPLICATION ON ACTIVITY RECOGNITION
As discussed in the introduction, a typical HAR system comprises of three modules and the focus of this paper is mainly on segmentation. Therefore, we employed established methods for feature extraction, feature dimension space reduction and classification. In the following, we describe a summary of the models that we have chosen as part of a complete HAR system.
1) FEATURE EXTRACTION
Feature extraction is a well-known area of research in the HAR community. A recent work [44] presents a new image representation and multi-resolution analytical tool (called ''Curvelet transform''). This method has been utilized different fields such audio and video based emotions recognition. Compared to wavelet transform, another feature extraction technique, the efficiency of curvelet transform is noted high and performs better than wavelet transform in different aspects [45] including:
• curvelet transform ideally is a light-weight method and works in scenarios where the objects edge information are illustrated.
• curvelet transform is important in image reconstruction process, especially in handling severely ill-posed problems in images.
• finally, it is a perfect light demonstration for upsurge broadcasters.
Therefore, we exploit coefficients of the Curvelet transform in order to create feature vectors. There are two ways to implement Curvelet transform, 1) Unequally Spaced Fast Fourier Transform (USFFT), 2) using wrapping.
The second method (wrapping) is selected as it's better than the USFFT method especially in improving the efficiency [46] of the HAR system. Moreover, the curvelet transform is efficient when tackling and employing small amount of measurements moderately. The measurement matrices of viewpoint and scale are mentioned below:
Here l represents the viewpoint, j indicates the scale, k denotes the inner products f onto ϕ j,l,k , and the location of parameter, that shows the curvelet transform initial function. The scale and angle are represented in Figure 3 . Since we use the wrapping method of curvelet transform, the following steps are hence adopted [45] :
• Firstly, apply the fast fourier transform to get fourier samples.f [n 1 , n 2 ], − n 2 ≤ n 1 , n 2 ≤ n 2
• Then, apply the interpolation(re-sampling),f [n 1 , n 2 ] for every pair of viewpoint l and scale j to obtainf [n 1 , n 2 − n 1 tan θ] (see Figure 1 for reference).
• Next, multiply the interpolation functionf with a discrete localizing window functionŨ [n, n 2 ] as follows:
where the values of n 1 and n 2 lie in the range 0 ≤ n 1 ≤ L 1,j and 0 ≤ n 2 ≤ L 2,j respectively, and θ lies in the range −π 4 and π 4
. In order to obtain the associated curvelets, C(j, l, k),
we apply the inverse fast Fourier transform on eachf j,l . For more details on curvelet transform we refer the interested readers to [45] . 
2) LINEAR DISCRIMINANT ANALYSIS
Linear Discriminant Analysis (LDA) is the technique widely used to guarantee maximal separability in a given dataset. We present a brief overview of the LDA in the following. LDA achieves maximal separability by maximizing the ratio of intra-class variance to inter-class variance in the dataset. LDA is widely used in speech recognition [47] as a classification algorithm. LDA functions by a linear discriminant function that maps the given input to a classification space which is used identify and assign classes to the sample data. Moreover, it can also handle situations where the intra-class frequencies of are unequal and where it is evaluated on synthetically generated datasets. More details on LDA can be found at [48] . can be computed as follows:
The values of the parameters (that are used to model HMM (λ) for all experiments) were {64, 4}, and 4 respectively. We chose these values by extensively testing for a large set of values and these values provide the better fit based. Interested readers may refer [49] for more details on HMM.
The segmentation results of the proposed approach under the presented initialization scheme are shown in Figures 8 and 9 . It can be seen from the figures that both ''static'' and ''dynamic'' images of the activity videos are accurately segmented. Even with this initialization scheme, the CV AC model still fails to capture the correct object when applied on Weizmann action dataset as shown in Figure 10 .
III. EXPERIMENTAL EVALUATION
In this section, firstly we present our experimental setup and then the datasets used for the evaluation of the proposed system. After that, we present our experimental results. The performance of the proposed scheme is evaluated on two publicly available datasets; 1) KTH action dataset [50] , and 2) Weizmann action dataset [51] . Below a brief overview on these two datasets is given.
• Weizmann Action Dataset:
This action dataset is a pose-based action dataset where all the subjects performed ten different actions (i.e., walking, bending, skipping, running, placedjumping, jumping forward, one hand waving, side movement, and both hands waving). There are total nine video clips for each subject with frame size 144×180 and there are 15 frames on average in each clip.
• KTH Action Dataset:
The KTH action dataset is an activity dataset generally used for recognition of activities. This dataset has 25 subjects performing six different activities in four different ways (i.e., jogging, walking, boxing, running, clapping, and hand waving). Total 2391 homogeneous backgrounds-based video sequences with frame size 160 × 120 have been taken using a still camera. For our experiments, we have converted an image frame to a zero-mean vector of size 1×3600 by reducing the size of each input frame to 60 × 60. Then, to evaluate the performance of the proposed model, we performed the following sets of experiments.
1) In the first experiment, we test and validate our proposed model over Weizmann action dataset. In this first set of experiments we exclude the motion information such as optical flow from the dataset. 2) In the second experiment, we validate our model on both datasets (i.e. Weizmann and KTH action datasets) and include the motion information. 3) In the third experiment, we analyze the performance of our model against the systems that support manual segmentation. In particular, we compare the performance of our model in terms of its activity recognition accuracy against the competing systems which use manual segmentation. In these experiments, we use the 10-fold-cross-validation rule for testing on each dataset. In other words, we divided each dataset into ten subsets where nine out of ten subsets are used for training and one subset for validation. We repeat each experiment 10× and use the validation data only once. 4) Finally, we present the performance analysis of the proposed system against the state-of-the-art systems.
IV. EXPERIMENTAL RESULTS
In this section, we present the qualitative segmentation results using the proposed active contour model. As result of qualitative segmentation, the quantitative evaluation of the segmentation is a by product of the qualitative segmentation and is indirectly performed via the accuracy of the proposed AR system as we discuss. Similarly to the typical image segmentation approaches, once can evaluate the segmentation results by comparing the segmented shape and area with the ground-truth obtained by manual marking (e.g., expert-marking). However, since the proposed segmentation approach aims for human body extraction to be finally used for AR, its performance needs to be measured by the metrics used in measuring the accuracy of AR process.
We implemented our model using Matlab and used a system with Intel Dual Core 2.5 GHz processor and 3GB of main memory. For evaluation of our active contour (AC) model, we utilize three parameters: 1) γ controls the contour's smoothness, 2) η moves the contour along its normal direction, and 3) β weights the constraints of within-object homogeneity and between-object dissimilarity. Based on our experiments, smaller values of γ help to detect more objects of various (smaller) sizes, including small points caused by noise. An increasing η value will speed up the evolution but may make the contour pass through weak edges. We use η = 0 in all experiments for fair comparison.
A. FIRST EXPERIMENT: SEGMENTATION WITHOUT OPTICAL FLOW
In these experiments the human body segmentation is performed over video data based on frames in the video. More precisely, the significance of the active contour is performed in a couple of frames independent of other frames. In this model, only the previous frame (last frame) information is used in order to decide the preliminary position of the active contour in the present frame. The overall procedure is described as below. 
1)
We selected an ellipse as the initial contour that has one major axis of length 50 along y-axis and another minor axis of length 20 along x-axis, which is used as the initial shape for all experiments; but only the position of the center varies. 2) We segment the first frame of each video by employing the manual resetting of the initial contour that must be closer to the object. Some possible initial positions are demonstrated in Figure 4 , showing a rather relaxed initialization requirement. 3) While, from the second frame, the mean value (i.e. mass center) of points coupled with the last contour in the preceding frame is used to find the center location of the initial contour in the current frame. Consider, there are N points (x
. . N along with the concluding contour of the frame k such that k ≥ 1. Then, the initial contour center 's (C
In Figure 5 we show sample segmentation results on images of various activity videos for our proposed model. We use the parameters γ and β as discussed in the previous section.
In these experiments we have set γ = 0.1, β = 0.9 and the computational delay to segment the human body is computed to be 46.98 seconds per frame. It is clear that the proposed model outperforms under ''static'' activities such as ''bending'' or ''waving'' under the scheme described in Section IV-A. However, for ''complex like dynamic'' activities like ''running'', ''skipping'', or ''walking'', it shows poor performance to correctly segment the whole body.
Similarly, in Figure 6 we show results of CV AC model. Results in this figure reflect the same behavior as in Figure 5 The computational delay of the CV AC model obtained for these set of experiments is 55.41 seconds per frame. In Figure 6 the blue dotted ellipse shows the initial contour; while, the red color curve shows the final contour. By comparing the proposed approach against latest methods, we noticed that the proposed model cannot only accurately model and segment the human body in static settings, it is also computationally more efficient than existing models.
B. SECOND EXPERIMENT: SEGMENTATION WITH OPTICAL FLOW
The reason behind the failure of segmentation model for videos with dynamic activities is the presence of large displacements of objects between consecutive frames in those videos. These large displacements make the previous initial frame based location in the present frame distant from the interested region. In order to resolve this issue, we apply the optical flow in order to transfer the original contour nearby the region, in which every initial frame has been fragmented manually by initial settings. Then, the center c 
All the activity frames consist of different motion information that can be distinguished using motion features and there exists plenty of research contributions in this regard. Among them, optical flow-based methods are commonly used for motion analysis of different activity frames that relies on using two consecutive frames of the image sequence.
Here the main idea is that, with the present frames' optical flow, all the points will be shifted along-with the final contour in the preceding frame. The new points will be utilized as the center of the initial contour in the present frame that will be calculated by the mean value. Figure 7 presents an example of this initialization pattern. In 7, the white dotted line represents the final contour in the preceding frame, the blue color arrows show the optical flow (the motion information) and the yellow solid ellipse indicates the initial contour for the current frame. Based on the final contour (white dotted line) and initial contour (yellow solid ellipse) along with the mass center decide the initial contour for the current frame and the next move towards the final contour of the present frame. This is one of the main reasons the proposed model is an unsupervised model. In particular, it means that first we need to place the initial contour (that should be near the human body). Then, the whole process will continue till the last frame. Moreover, in this way, the whole process is automated from the start frame to the end frame in the sequence of images.
C. THIRD EXPERIMENT: ACTIVITY RECOGNITION RESULTS
After segmentation, we binarize all frames in the video with '0' indicating the background and '1' representing the object pixels. Then, we extract the region of interest with its size 100 × 70 and the object aligned in the center. In Figure 11 , we show the sample of binarized images with their sample and cropped sizes. Next, we down-sample each video clip to yield two clips. In this way, for each activity, nine clips are used for training and testing respectively. Since the input of HMM can be of various lengths, the lengths of the clips are not necessarily required to be identical and this is one of the major advantages of our approach. In this experiment, activity recognition using the binary images obtained from the proposed segmentation model (as presented in methodology section) is compared to the case with binary images with manual marking. In Figure ? ?, we show manually segmented images.
The activity recognition rates using segmented images obtained by manual marking and the proposed segmentation models are summarized in Table 1 , Table 2, and Table 3 , respectively. The number of HMM states is 8, selected experimentally such that the recognition rate for the training data is 100 %. VOLUME 7, 2019 FIGURE 13. Comparison results on the video sequence of bending for the proposed AC model on Weizmann action dataset against some state-of-the-art segmentation methods, i.e., (A) represents the sample results of [27] , (B) represents the sample results of [53] , (C) represents the sample results of [29] , (D) represents the sample results of [30] , and (E) provides provides the sample segmentation results of the proposed model.
It can be seen from Tables 2, and 3 that the proposed model played a significant role in order to maintain the high recognition rate of the human activity recognition systems.
In order to analyze the computational cost of recognizing activities, we have tested and validated Weizmann and KTH datasets. The average time taken by the proposed system is 1034 milliseconds for the Weizmann action dataset, and It is clear that the proposed system not only achieves high recognition on two dataset, it is also computationally less expensive as compared to the existing work/s. All the experiments are performed in Matlab using an Intel R Pentium R Quad-Core TM (3.5 GHz) with a RAM capacity of 4 GB.
D. FOURTH EXPERIMENT: COMPARISON AGAINST THE STATE-OF-THE-ART
In this experiment, we compare our AC model against stateof-the-art segmentation techniques presented in [27] , [29] , [30] , [53] in order to validate and prove its efficiency. We do so for the above described action datasets (i.e. Weizmann and KTH datasets). Figures 13 and 14 show the comparison of the proposed AC model against its competitors on Weizmann and KTH actoin datasets respectively.
To show the significance of the proposed model, we also perform quantitative analysis of the proposed model in human body segmentation. We show the result of the quantitative analysis in Table 4 . From the above-described experimental results and evaluation, we conclude that our proposed AC segmentation model is efficient and shows better performance than its competitors. The crux of the proposed model lies in the integration of the Chan-Vese energy function and the Bhattacharya distance function among the energy function inside and outside the curve. The subsequent flow of operations examines for a segmentation that minimizes the intra-object dissimilarities and maximizes the object-background distance. Moreover, since the progression flow of the model is derived from level-set structure, it inherits the compensations of a regular active contour model.
V. DISCUSSIONS AND CONCLUSIONS
This study presents an unsupervised active contour model for segmentation of human body form video data. In contrast to the conventional Chan-Vese active contour models for the segmentation of static image, our model is more vigorous to noise, environmental changes and clothing. These results are consistent with previous reports on the same topic of medical image segmentation [31] . However, the other AC models, when employed on video data other than medical images where the background setting is rougher and random, we require less relaxed initialization scheme. In particular, the original contour must be closer to the interested object to accurately converge.
A direct and simple method that use the segmentation result of the preceding frame. More precisely, the mean value of points along the final contour (conforming to the object border) in the preceding frame can be utilized as the center of the original contour in the present frame. However, this approach may work well with ''static'' activity video where the displacement of objects between consecutive frames is small and it fails when the displacement becomes larger. For example, in ''dynamic'' activities like running or skipping, as discussed in Section IV-A.
To overcome these problems, a viable approach is to incorporate the motion information (determined by optical flow method), which is used for the purpose of shifting the final contour in the preceding frame to the object in the present frame. The mean value of the shifted contour is considered as the center of the original contour in the present frame. Since, the optical flow has important values for moving parts of the object; while, zero or no values for still parts of the body. Consequently, the proposed approach accurately segment the human body in both static activities and dynamic activities under the specified initialization scheme, as shown in Section IV-B.
Although this approach may work for certain cases, however, the CV AC still cannot work well in cases where clothing's intensity is close to that of the background (see Figure 10 ).
To assess the performance of the proposed segmentation model, we used the accuracy of the activity recognition as a quantitative measure. The more accurate the activity recognition is, the better the segmentation. We presented performance results of activity recognition systems using our segmentation model against its competitors (they are static). As discussed in Section IV-C, our segmentation method recognizes activities with the accuracy similar to the manual delineation method. This indicates and proves good performance of the proposed model. Among numerous activity recognition algorithms in the literature, we chose curvelet transform as feature selection since curvelet transform is one of the key feature extraction method widely used and appreciated in the research community. Curvelet transform extracts prominent features from input frames by keeping the line and edge information and producing feature vectors for all activities separately. We applied linear discriminant analysis to reduce the feature space and used HMM for recognizing activities. Since the proposed model supports recognition of activities when the data is static, it inherits the properties and performances of existing segmentation techniques. The proposed AC model inherits the limitation of shapebased segmentation methods. The shape-based methods are usually suitable only for tracking simple correspondences. This is because human body shapes are generally similar. However, this limitation applies to a lower class of applications and generally the performance is sufficient enough in cases where the number of subjects are limited e.g. in patient monitoring or in tennis players' performance analysis.
