Adaptive gain fuzzy sliding mode control for the synchronization of nonlinear chaotic gyros Chaos 19, 013125 (2009) Controlling chaos via wavelet transform was proposed by Wei et al. ͓Phys. Rev. Lett. 89, 284103.1-284103.4 ͑2002͔͒. It was reported there that by modifying a tiny fraction of the wavelet subspace of a coupling matrix, the transverse stability of the synchronous manifold of a coupled chaotic system could be dramatically enhanced. The stability of chaotic synchronization is actually controlled by the second largest eigenvalue 2 ͑␣ , ␤͒ of the ͑wavelet͒ transformed coupling matrix C͑␣ , ␤͒ for each ␣ and ␤. Here ␤ is a mixed boundary constant and ␣ is a scalar factor. In particular, ␤ =1 ͑0͒ gives the nearest neighbor coupling with periodic ͑Neumann͒ boundary conditions. In this paper, we obtain two main results. First, the reduced eigenvalue problem for C͑␣ ,0͒ is completely solved. Some partial results for the reduced eigenvalue problem of C͑␣ , ␤͒ are also obtained. Second, we are then able to understand behavior of 2 ͑␣ ,0͒ and 2 ͑␣ ,1͒ for any wavelet dimension j N and block dimension n N. Our results complete and strengthen the work of Shieh et al.
I. INTRODUCTION
Of concern here is the eigencurve problem for a class of "perturbed" block circulant matrices.
C͑␣,␤͒b = ͑␣,␤͒b.
͑1.1a͒
Here C͑␣ , ␤͒ is an n ϫ n block matrix of the following form: 
͑1.1c͒
where e = ͑1,1, ... ,1͒ T , j is a positive integer, ␣ Ͼ 0 is a ͑wavelet͒ scalar factor, and ␤ R represents a mixed boundary constant. Moreover, 
͑1.1e͒
The dimension of C͑␣ , ␤͒ is n2 j ϫ n2 j . From here on, we shall call n and j the block and the wavelet dimensions of C͑␣ , ␤͒, respectively. C͑␣ , ␤͒ is a block circulant matrix ͑see, e.g., Ref. This problem arises in the wavelet method for a chaotic control. 7 It is found there that the modification of a tiny fraction of wavelet subspaces of a coupling matrix could lead to a dramatic change in chaos synchronizing properties. We begin with describing their work. Let there be N nodes ͑oscillators͒. Assume u i is the m-dimensional vector of dynamical variables of the ith node. Let the isolated ͑uncoupling͒ dynamics be u i = f͑u i ͒ for each node. Used in the coupling, h : R m → R m is an arbitrary function of each node's variables. Thus, the dynamics of the ith node is
where ⑀ is a coupling strength. The sum ͚ j=1
.. ,h͑u N ͒͒ T , and A = ͑a ij ͒. We may write Eq. ͑1.1a͒ as
Here ϫ is the direct product of two matrices B and C defined as follows. Let B = ͑b ij ͒ k 1 ϫk 2 be a k 1 ϫ k 2 matrix and C = ͑C ij ͒ k 2 ϫk 3 be a k 2 ϫ k 3 block matrix. Then
Many coupling schemes are covered by Eq. ͑1.2b͒. For example, if the Lorenz system is used and the coupling is through its three components x, y, and z, then the function h is just the matrix 
͑1.3͒
The choice of A will provide the connectivity of nodes. For instance, the nearest neighbor coupling with periodic, Neumann boundary conditions and mixed boundary conditions are, respectively, given as 
The eigenvalues of A = A P are given by i = −4 sin 2 ͓͑i −1͒ / N͔, i =1,2, ... ,N. In general, a larger number of nodes give a smaller nonzero eigenvalue 2 in magnitude and, hence, a larger ⑀ c . In controlling a given system, it is desirable to reduce the critical coupling strength ⑀ c . The wavelet method in Ref. 7 will, in essence, transform A into C͑␣ , ␤͒. Consequently, it is of great interest to study the second eigencurve of C͑␣ , ␤͒ for each ␤. By the second largest eigencurve 2 ͑␣ , ␤͒ of C͑␣ , ␤͒ for fixed ␤, we mean that for given ␣ Ͼ 0, 2 ͑␣ , ␤͒ is the second largest eigenvalue of C͑␣ , ␤͒. We remark that 0 is the largest eigenvalue of C͑␣ , ␤͒ for any ␣ Ͼ 0 and ␤ R. This is to say that for fixed ␤, 2 ͑␣ , ␤͒ = 0 is the first eigencurve of C͑␣ , ␤͒. A numerical simulation 7 of a coupled system of N = 512 Lorenz oscillators shows that with h = I 3 and A = A P , the critical coupling strength ⑀ c decreases linearly with respect to the increase of ␣ up to a critical value ␣ c . The smallest ⑀ c is about 6, which is about 10 3 times smaller than the original critical coupling strength, indicating the efficiency of the proposed approach.
The mathematical verification of such phenomena is first achieved by Shieh et al. 6 Specifically, they solved the second eigencurve problem of C͑␣ ,1͒ with n being a multiple of 4 and j being any positive integer. Subsequently, in Ref. 4 the second eigencurve problem for C͑␣ ,0͒ and C͑␣ ,1͒ with n being any positive integer and j = 1 are solved without touching on the reduced eigenvalue problem. In this paper, we obtain two main results. First, the reduced eigenvalue problem for C͑␣ ,0͒ is completely solved. Some partial results for the reduced eigenvalue problem of C͑␣ , ␤͒ are also obtained. Second, we are then able to understand the behavior of 2 ͑␣ ,0͒ and 2 ͑␣ ,1͒ for any j and n N.
II. REDUCED EIGENVALUE PROBLEMS
Writing the eigenvalue problem C͑␣ , ␤͒b = b, where
Mixed boundary conditions would yield that
and
͑2.1c͒
To study the block difference equation ͓Eq. ͑2.1͔͒, we set
where v C 2 j and ␦ C.
Substituting Eq. ͑2.2͒ into Eq. ͑2.1a͒, we have
To have a nontrivial solution v satisfying Eq. ͑2.3͒, we need to have det͓C 2 
.. ,n, are not all zero vectors, then such ␦ k ͑͒ is called a characteristic value of Eq. ͑2.1a͒, ͑2.1b͒, and ͑2.1c͒ or ͑1.1a͒ with respect to and v k ͑͒ its corresponding characteristic vector.
Remark 2.1: Clearly, for each ␣ and ␤, in Definition 2.1 is an eigenvalue of C͑␣ , ␤͒.
Should no ambiguity arises, we will write 
Thus, if ␦ is a root of Eq. ͑2.4͒, then so is 1 / ␦. To see the last assertion of the proposition, we write Eq. ͑2.3͒ with ␦ = ␦ i and v = v i in component form.
͑2.5͒
Here C 1 = C 1 − I. Now the right hand side of Eq. ͑2.5͒ becomes
We have used the fact that
where A = C 2 T or C 1 or C 2 to justify the equality in Eq. ͑2.6͒. However, Eq. ͑2.7͒ follows from Eqs. ͑1.1c͒ and ͑1.1d͒. 
.1b͒, and ͑2.1c͒. We just proved the assertion of the theorem. ᮀ Corollary 2.1: Set
͑2.8͒
Then the eigenvalues of C͑␣ ,1͒, for each ␣, consist of eigenvalues of ⌫ k , k =0,2,4, ... ,2͑n −1͒. That is, ͑C͑␣ ,1͒͒ = ഫ k=0 n−1 ͑⌫ 2k ͒. Here ͑A͒= the spectrum of the matrix A. Remark 2.3: C͑␣ ,1͒ is a block circulant matrix. The assertion of Corollary 2.1 is not new ͑see, e.g., Theorem 5.6.4 of Ref. 1͒. Here we merely gave a different proof.
To study the eigenvalue of C͑␣ ,0͒ for each ␣, we begin with considering the eigenvalues and eigenvectors of C 2 T + C 1 + C 2 and C 2 T − C 1 + C 2 . Proposition 2.2: Let T 1 ͑C͒ ͑T 2 ͑C͒͒ be the set of linearly independent eigenvectors of the matrix C that are symmetric (antisymmetric). Then
Here ͉A͉ denote the cardinality of the set A. Proof: We will only illustrate the case for C 2 T − C 1 + C 2 = :C. We first observe that ͉T 1 ͑C͉͒ is less than or equal to 2 j−1 . So is ͉T 2 ͑C͉͒. We also remark that the cardinality of the set of all linearly 
for some k Z, 1ഛ k ഛ n −1, then is an eigenvalue of C͑␣ ,0͒. Let be the eigenvalue of C 2
for which its associated eigenvector v satisfies Îv = v ͑Îv =−v͒, then is also an eigenvalue of C͑␣ ,0͒.
Proof: For any 1 ഛ k ഛ n − 1, let ␦ k be as assumed. Let k and k be a number and a nonzero vector, respectively, satisfying
͑2.9͒
Using Proposition 2.1, we see that k satisfies det͓C 2
͑2.10͒
Let v 2n−k be a nonzero vector satisfying ͓C 2
we conclude, via Eqs. ͑2.9͒ and ͑2.10͒, that b i satisfy Eq. ͑2.1a͒ with = k . Moreover,
We have used Proposition 2.1 to justify the second equality above. Similarly, b n+1 = Îb n . To see = k , 1ഛ k ഛ n − 1, is indeed an eigenvalue of C͑␣ ,0͒ for each ␣, it remains to show that b i 0 for some i. Using Proposition 2.1, we have that there exists an m, 1ഛ m ഛ 2 j such that v km = v ͑2n−k͒͑2 j −m+1͒ 0. We first show that b 0 0. Let m be the index for which v km 0. Suppose b 0 = 0. Then
And so, v km = ␦ k 2 v km , a contradiction. Let and v be as assumed in the last assertion of theorem. 
Here ͓n /2͔ is the greatest integer that is less than or equal to n /2.
Proof:
We illustrate only the case that n is even. Assume that k is such that 1 ഛ k ഛ n /2−1. Let
, we see clearly that such b i , i =0,1,n , n + 1, satisfy both Neumann and periodic boundary conditions, respectively. And so b 0 = ͑1 − ␤͒b 0 + ␤b 0 = ͑1 − ␤͒Îb 1 + ␤b n and b n+1 = ͑1 − ␤͒b n+1 + ␤b n+1 = ͑1 − ␤͒Îb n + ␤b 1 .
Here, ␦ 2k , 1ഛ k ഛ ͑n /2͒ − 1, are characteristic values of Eq. ͑2.1a͒, ͑2.1b͒, and ͑2.1c͒. Thus, if ͑⌫ 2k ͒, then is an eigenvalue of C͑␣ , ␤͒. The assertions for ⌫ 0 and ⌫ n can be done similarly.ᮀ Remark 2.4: If n is an even number, for each ␣ and ␤, half of the eigenvalues of C͑␣ , ␤͒ are independent of the choice of ␤. The other characteristic values of Eq. ͑2.1͒ seem to depend on ␤. It is of interest to find them.
III. THE SECOND EIGENCURVE OF C"␣ ,0… AND C"␣ ,1…
We begin with considering the eigencurves of ⌫ k , as given in Eq. ͑2.8͒. Clearly,
͑3.1͒
where m =2 j . We next find a unitary matrix to diagonalize D 1 ͑k͒. Remark 3.1: Let ͑͑k͒ , v͑k͒͒ be the eigenpair of D 1 ͑k͒. If e T v͑k͒ = 0, then ͑k͒ is also an eigenvalue of ⌫ k .
Proposition 3.1: Let
͑3.2c͒
͑i͒ Then P͑k͒ is a unitary matrix and P H ͑k͒D 1 ͑k͒P͑k͒ = diag͑ 0,k¯m−1,k ͒, where P H is the conjugate transpose of P, and 
͑3.3c͒
Set b j = ␦ j , where ␦ satisfies the characteristic equation 1 − ͑2+͒␦ + ␦ 2 = 0 of the system D 1 ͑k͒b = b. Then the boundary conditions ͑3.3b͒ and ͑3.3c͒ are reduced to
͑3.4͒
Thus, the solutions e i l,k , l =0,1, ... ,m −1, of Eq. ͑3.4͒ are the candidates for the characteristic values of Eq. ͑3.3͒. Substituting e i l,k into Eq. ͑3.3a͒ and solving for , we see that = l,k are the candidates for the eigenvalues of D 1 ͑k͒. Clearly, ͑ , b͒ = ͑ l,k , p l ͑k͒͒ satisfies D 1 ͑k͒b = b and b = p l ͑k͒ 0. Thus, = l,k are, indeed, the eigenvalues of D 1 ͑k͒. To complete the proof of the proposition, it suffices to show that P͑k͒ is unitary. To this end, we need to compute
where r =e i͓͑2͑l−lЈ͒/m͔͒ . Hence, P͑k͒ is unitary. The last assertion of the proposition is obvious. ᮀ To prove the main results in this section, we also need the following proposition. Some assertions of the proposition are from Theorem 8. 
Differentiating the equation above with respect to ␥, we get
Thus,
Clearly, for each i j , the limit of i j ͑␥͒ as ␥ → ϱ exists, say, i j . Since, for
Taking the limit as ␣ → ϱ on both sides of the equation above, we get
as desired. ᮀ We are now in the position to state the following theorems. Theorem 3.1: Let n and m =2 j be given positive integers. For each k, k =1,2, ... ,n −1, and ␣, we denote by l,k ͑␣͒, l =0,1, ... ,2 j −1, the eigenvalues of ⌫ k . For k =1,2, ... ,n −1, we let 
Proof: The first assertion of the theorem follows from Proposition 3.2 ͑iii͒. Let k be as assumed. Set, for l =0,1, ... ,m −1,
Let P͑k͒ be as given in Eq. ͑3.2c͒. Then
Note that if k is as assumed, it follows from Proposition 3.1͑ii͒ that l,k , l =0, ... ,m − 1, are distinct. Thus, we are in the position to apply Proposition 3.2. Specifically, by noting A c = , we see that 0,k * satisfies g͑͒ = 0, where
We have used Eqs. ͑3.2d͒, ͑3.6͒, and ͑3.8͒, to find g͑͒. ᮀ We next give an upper bound for 0,k * , k =1,2, ... ,n −1. Theorem 3.2: The following inequalities hold true:
͑3.9͒
Proof: To complete the proof of Eq. ͑3.9͒, it suffices to show that g k ͑− 0,n ͒ Ͻ 0. Now,
1 ͓2 cos͓͑2͑l − 1͒/m͔ + ͑k/nm͒͒ − 2͔͓2 cos"͓2͑l − 1͒/m͔ + ͑k/nm͒… − 2 cos͑/m͔͒ ¬ h͑m,n,k͒ = h͑2 j ,n,k͒.
͑3.10͒
We shall prove that h͑2 j , n , k͒ Ͻ 0 by the induction on j. For j =1, h͑2,n , k͒ = 1 2 ͓͓1 / cos 2 ͑k /2n͒ −1͔͔ Ͻ 0, k =1,2, ... ,n − 1. Assume h͑2 j , n , k͒ Ͻ 0. Here, n N and k =1,2, ... ,n − 1. We first note that
͑3.11͒
Moreover, upon using Eq. ͑3.11͒, we get that
2 cos 2 i−1,k,j+1 + 2 cos 0,n,j+1
͑3.12͒
We are now in a position to compute h͑2 j+1 , n , k͒. Using Eq. ͑3.12͒, we get that
2 l−1,k,j+1 + cos 0,n,j+1 ͒ ͑cos l−1,k,j − 1͒͑cos i−1,k,j − cos 0,n,j ͒ ഛ 8͑cos 2 0,k,j+1 + cos 0,n,j+1 ͒h͑2 j ,n,k͒.
͑3.13͒
We have used the facts that cos 2 0,k,j+1 Ͼ cos 2 i−1,k,j+1 , i =2, ... ,2 j , and that the first term ͑i =1͒ of the summation in Eq. ͑3.13͒ is negative while all the others are positive to justify the inequality in Eq. ͑3.13͒. It then follows from Eq. ͑3.13͒ that h͑2 j+1 , n , k͒ Ͻ 0. We just complete the proof of the theorem. ᮀ Theorem 3.3: Let n and j be the block and wavelet dimensions of C͑␣ ,1͒, respectively. Assume n and j are any positive integers. Let 2 ͑␣͒ be the second eigencurve of C͑␣ ,1͒. Then the following hold. ͑i͒ 2 ͑␣͒ is a nonincreasing function of ␣. ͑ii͒
If n is an even number, then 2 ͑␣͒ = 0,n whenever ␣ ജ ␣ * for some ␣ * Ͼ 0. ͑iii͒ If n is an odd number, then 2 ͑␣͒ Ͻ 0,n whenever ␣ ജ ␣ for some ␣ Ͼ 0.
Proof: We first remark that in the case of ␤ = 1, the set of the indices k's in Eq. ͑3.1͒ is ͕0,2,4, ... ,2͑n −1͖͒ ª I n . Suppose n is an even number. Then n I n . Thus, ␦ n = −1, 0,n = / m, and p 0 ͑n͒ = ͑e i͑/m͒ ,e i͑2/m͒ , ... ,e i ͒ T . Applying Proposition 3.1, we see that p 0 ͑n͒ − p 0 s ͑n͒, an antisymmetric vector, is also an eigenvector of D 1 ͑n͒. And so e T (p 0 ͑n͒ − p 0 s ͑n͒) = 0. It then follows from Remark 3.1 that 0,n is an eigenvalue of ⌫ n = D 1 ͑n͒ − ͑n͒ee T for all ␣. The first and second assertions of the theorem now follow from Theorems 3.1 and 3.2. Let n be an odd number. Then . This is a contradiction to the last assertion in Proposition 2.1. Thus, v i H · e 0 for any i I n . We then conclude, via Proposition 3.2 ͑iii͒ and Theorem 3.2, that the last assertion of the theorem holds. ᮀ Remark 3.2: ͑i͒ Let the number of uncoupled ͑chaotic͒ oscillators be N =2 j n. If n is an odd number, then the wavelet method for controlling the coupling chaotic oscillators work even better in the sense that the critical coupling strength ⑀ can be made even smaller. ͑ii͒ For n being a
