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Tato bakalářská práce se zabývá rešerší používanými metodami umělé inteligence 
v diagnostiky technických soustav. První část práce je věnována rešerši používaných metod 
v oblasti diagnostiky technických soustav. V druhé části je uvedeno shrnutí vlastností a použití 
těchto metod. Závěr práce se věnuje aplikaci metody umělé neuronové sítě a hybridní metody 
„adaptivní neuro fuzzy inferenční systém“, jejímž základem je neuronová síť. Tato část se 
zabývá podrobným popisem a použitím těchto metod v reálných technických soustavách.   
 
ABSTRACT 
This bachelor thesis deals with search for artificial intelligence methods used in the diagnostics 
of technical systems. The first part of the work is devoted to the search of used methods in the 
field of diagnostics of technical systems. The second part summarizes the characteristics and 
applications of these methods. The conclusion of the thesis deals with the application of the 
artifical neural network method and the hybrid method „adaptive neuro-fuzzy inference 
systém“, which is based on the neural network. This part deals with a detailed description and 
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Čtvrtá průmyslová revoluce neboli Průmysl 4.0 je současný trend, který se snaží o 
digitalizaci a automatizaci výrobních procesů a služeb s nimi spojených. Důsledkem toho 
má být převzetí manuálních, fyzicky náročných a repetitivních prací počítačovými a 
robotickými systémy. Pomocí metod Průmyslu 4.0 dojde k úspoře času, peněz a zvýšení 
flexibility firem. Taktéž se očekává vznik nových pracovních míst, která však budou 
vyžadovat vyšší kvalifikaci zaměstnanců.  
Tato změna s sebou nese také velký rozmach použití umělé inteligence, od níž se očekává 
schopnost analyzovat a řešit problémy či zpracovávat velký objem dat.  
První myšlenky o umělé inteligenci se začaly utvářet v první polovině 20. století. Základy 
položil v roce 1950 Alan Turing svým Turingovým testem, který zkoumá, jestli lze 
testovaný stroj, program či umělou inteligenci, skutečně považovat za inteligentní. Roku 
1959 pak Arthur Samuel přidal frázi strojové učení a tím konkretizoval využití umělé 
inteligence na automatické pochopení a vytváření algoritmů, jež se učením samy 
zdokonalují.  
Původním záměrem však bylo, aby se umělá inteligence chovala jako myšlení člověka. 
Tento záměr se však ukázal jako nerealizovatelný z důvodu extrémní obtížnosti, a proto 
je v dnešní době zaměřena na řešení konkrétních problémů či rozvoj jednotlivých 
přístupů. 
Stěžejním cílem této bakalářské práce je rešerše využívaných metod umělé inteligence 
v diagnostice technických soustav. Dalším cílem je vytvoření shrnutí vlastností a 
konkrétních aplikací vybraných metod. Posledním cílem v závěru práce, je zvolení 




2 STAV PROBLEMATIKY  
 
Technická diagnostika je vědní a současně praktický obor zabývající se metodami a 
prostředky zjišťování skutečného technického stavu objektů v reálném čase, bez jejich 
demontáže nebo destrukce. Hlavním cílem je co nejvíce nahradit intuitivní a individuální 
přístup k určování technického stavu přístupem exaktním a systematickým s maximálním 
využitím všech relevantních informací o diagnostikovaném objektu nebo produktu. [1] 
 
2.1 Historický vývoj jednotlivých metod 
 
Z historického hlediska se všechny metody vyvíjely samostatně a nezávisle na sobě 
s výjimkou hybridních systémů, které jsou kombinací více již uvedených metod. 
• Kálmánův filtr – Byl poprvé představen v roce 1960 maďarsko-americkým 
matematikem Rudolfem E. Kálmánem. Využívá řadu měření v reálném čase pro 
odhad následujících neznámých hodnot a zpravidla vykazuje větší přesnost než 
metody, které jsou založené na jednom měření.  
• Markovův model – Pojmenován po ruském matematikovi Andreji A. 
Markovovi, který žil na přelomu 19. a 20 století. Metoda popisuje zpravidla 
diskrétní stochastický (náhodný) proces, pro který platí, že pravděpodobnost 
přechodu do jiného stavu je závislá pouze na současném stavu.  
• Fault trees – Analýza vytvořená H. A. Watsonem v roce 1962 je deduktivním 
procesem, který rozděluje selhání systému na podrobnější události jako jsou 
poruchy subsystémů, které mohou být za toto selhání zodpovědné. Tento proces 
se opakuje pro každou novou nalezenou událost, dokud nezůstanou pouze 
základní události bez podrobnějších popisů. [2] 
• Neuronové sítě – Neuronové sítě mají počátek v roce 1943, kdy Warren 
McCulloch a Walter Pitts vytvořili první jednoduchý matematický model 
neuronu, který představoval teoretický model biologického neuronu. Tento model 
vyvolal zájem o zkoumání dané problematiky. První umělá neuronová síť 
(perceptron) byla představena v roce 1957 Frankem Rosenblattem. Roku 1969 
však byl tento koncept zdiskreditován z důvodu neschopnosti řešit složitější 
problémy a zájem se odklonil k jiným metodám. Změna nastala až v roce 1986, 
kdy byl na neuronové sítě aplikován učící algoritmus Backpropagation, který 
pomocí zpětného šíření chyby značně vylepšil možnosti této metody a znovu 
oživil zájem o tuto metodu. [3] 
• Fuzzy logika – Vychází z teorie fuzzy množin. Cílem bylo převést neurčitost, 
nedokonalost, reálného světa do matematické logiky. Základem fuzzy logiky je 
publikace Lotfi Zadeha z roku 1965, která je neustále rozvíjena. Poprvé byla 
aplikována na kontrolní systém turbíny. V současné době se využívá u domácích 
spotřebičů, v automobilovém průmyslu a pro řízení podzemní dráhy. [4] 
V diagnostice je pak hojně využívána v hybridních systémech.  
• Support vector machine – Tato metoda byla představena Corinnem Cortesem a 
Vladimirem Vapnikem v roce 1995. [5] Jedná se o supervizovaný model učení, 
který analyzuje data používaná pro klasifikaci nebo regresní analýzu. [6] 
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• K-nearest neighbors – Statistická neparametrická klasifikační metoda, která byla 
po-prvé představena v roce 1951. Za autory se považuje Evelyn Fix a Joseph 
Hodges.  
• Bayesovské sítě – Metoda založená na pravděpodobnostním uvažování, k jehož 
zobrazení využívá grafovou reprezentaci. Autorem je Judea Pearl, který jako první 
popsal tuto metodu v roce 1988. [7] 
• Expertní systémy – Účelem vzniku této metody bylo napodobit rozhodovací a 
popisovací činnost experta v dané oblasti. První oficiální expertní systém byl 
představen v roce 1965 na Stanfordu Edwardem Feigenbaumem, který je 
označován za otce expertních systémů. Současné expertní systémy jsou 
výsledkem zdokonalování předchozích typů. Tento vývoj je založen zejména na 
nových metodách umělé inteligence (strojové učení a data mining s mechanismem 
zpětné vazby).  
• Adaptivní neuro fuzzy inferenční systém – Jde o typ hybridní metody, která 
kombinuje umělé neuronové sítě a fuzzy inferenční systém. Vyvinuta byla 
začátkem 90. let minulého století.  
 
2.2 Využívané metody umělé inteligence v diagnostice 
 
V současné době lze vnímat rychlý vývoj umělé inteligence v technické diagnostice. 
Cílem je sledovat a zabránit selhání stroje pomocí analýzy a zpracování velkého množství 
informací z různých částí stroje za účelem zvýšení bezpečnosti, snížení prostojů a údržby 
stroje. Dříve tuto práci vykonávali experti, avšak z důvodu velkého množství dat byl tento 
proces příliš dlouhý na to, aby data byla relevantní. 
Diagnostické metody je možné rozdělit dle práce [8] následovně: 
 
• Model-based 
• Data-driven AI a strojové učení  
• Knowledge-based 




Tento přístup zahrnuje metody jako Kálmánův filtr, Markovův model či analýzu fault 
trees. Při vytváření modelu je potřebné hlubší poznání systému, vytvořený model pak 
napodobuje fyzické vlastnosti systému a jeho případnou interakci s různými senzory. Při 
aplikaci v diagnostice se korektnost výstupu z právě vytvořeného modelu ověřuje 
srovnáním s naměřenými daty z telemetrie (dálkové měření) skutečného systému. [8] 
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2.2.1.1 Kálmánův filtr 
Metoda implementuje pozorovatele, který využívá řadu měření v reálném čase a vytváří 
tak přesnější odhad následujících hodnot nežli metody založené na jediném měření. 
Odhad je vytvořen jako průměr předpokládaného stavu a nového měření pomocí 
váženého průměru. Účelem váženého průměru je, aby hodnoty s menší odhadovanou 
neurčitostí byly více relevantní. Celý proces se opakuje v každém časovém kroku, metoda 
tedy pracuje rekurzivně a pro výpočet nového stavu vyžaduje pouze poslední nejlepší 
odhad stavu systému, a nikoliv celou historii.  
Při aplikování na zpracování signálů metoda filtruje jednotlivé hodnoty, aby rozlišila šum 
způsobený chybami telemetrie a hodnotami, které indikují vadné chování. Tuto filtraci 
zvládá v reálném čase a vykazuje spolehlivé výsledky i ve velmi hlučném prostředí, které 
produkuje velké množství nespolehlivých údajů. [8] 
V této podobě se Kálmánův filtr využívá v lineárních systémech, u kterých předpokládá 
závislost výstupního signálu na vstupním neboli systém nemění své chování v čase. 
Pro použití v nelineárních systémech byly vyvinuty rozšíření tohoto základního typu [9]: 
Rozšířený Kálmánův filtr je nelineární verze, která za pomoci použití Jacobiho matice 
v každém časovém kroku linearizuje odhad aktuálního průměru. Tato rozšířená verze je 
v dnešní době již standardní součástí navigačních systémů. 
Příkladem úspěšného použití je práce [10] z roku 2018, kde autoři aplikovali tuto metodu 
na nelineární dynamický model letadlového motoru s poruchami v aktuátoru. 
Identifikování poruchy bylo založeno na datech z hydraulické soustavy.  
 
2.2.1.2 Markovův model 
Nejjednodušším typem je Markovův řetězec. Využívá se pro diskrétní stochastické 
procesy, u kterých platí, že pravděpodobnost přechodu do jiného stavu závisí pouze na 
současném stavu, nikoliv na stavech předchozích. Tato vlastnost se nazývá Markovova 









 Obr. 1 – Jednoduchý diskrétní Markovův řetězec se dvěma stavy [11] 
Mnohem více používaným typem je Skrytý Markovův model, který je rozšířenou verzí 
původního modelu. Aplikuje se v procesech, u kterých jejich stav není viditelný 
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pozorovatelem, ale jejich výstup, který je na tomto stavu závislý, viditelný je. [12] Různé 
poruchy systému jsou v něm reprezentovány uzly, které jsou spojeny hranami 
(přechody). Ty mají pravděpodobnostní povahu, což umožňuje vypočítat šance na 
přechod z jednoho stavu do druhého. 
Markovovy modely se díky dobrým schopnostem predikce často uplatňují v údržbových 
systémech založených na podmínkách. [13] V práci [14] z roku 2017 používají autoři 
Skrytý Markovův model k poruchové diagnostice rotujícího stroje z vibračního signálu. 
Na základě výsledků simulace se vstupní rychlostí a její odpovídající poruše na zařízení, 
byly získány hodnoty vibračního posunutí v každé oblasti zařízeni, které byly využity 
k nastavení modelu a následnému ověření schopnosti modelu detekovat poruchy. 
Aplikace dosáhla úspěšnosti 88,41 % a potvrdila podobnou míru efektivity jako 
neuronové sítě nebo adaptivní neuro fuzzy inferenční systém. 
 
2.2.1.3 Fault trees 
Analýza fault trees je jedna z nejpoužívanějších technik bezpečnostní a spolehlivostní 
analýzy. Jedná se o tzv. top-down dedukci selhání, při které se zkoumají nežádoucí stavy 
systému pomocí Booleovy logiky, která kombinuje řadu událostí nižší úrovně. [5]  
Je reprezentována ve formě stromového logického diagramu obsahujícího vztahy mezi 
hlavní událostí (porucha systému) a jejími příčinami. Vztahy jsou popsány pomocí 
logických bran a symbolů. Pro sestrojení takového diagramu je nutno mít znalosti o hlavní 
události, protože je nutné ji analyzovat a tyto informace využít při sestrojení. [15] 
Díky formě reprezentace se využívá ke grafické analýze poruchových událostí nebo ji lze 










             Obr. 2 – Ukázkový diagram analýzy fault trees [16] 
 
 
Ukázková aplikace je popsána v práci [17] z roku 2018, kde autoři využívají analýzu 
chybových stromů, pro identifikaci a opravení příčiny poruchy nakládacího stroje. Možné 
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příčiny si rozdělili na tři typy: chyba hardwaru, chyba řídícího systému skladování nebo 
chyba při naskenování kódu právě skladované baterie. Ve výsledku ji implementovali 
přímo do diagnostiky poruch automatické produkce a instalace napájecích baterií, čímž 
značně zvýšili efektivitu diagnostiky. 
 
2.2.2 Data-driven AI a strojové učení 
 
Přístup využívající techniky trénování a učení za účelem vytvoření modelu, který 
reprezentuje chování systému, je základem datově řízených systémů. Skupina obsahuje 
metody jako jsou umělé neuronové sítě, fuzzy logika, metoda podpůrných vektorů nebo 
k-nearest neighbors. [8] Tyto metody jsou schopny se rozhodovat a vyrovnávat se se 
změnami v systému v reálném čase. Nevýhodou je naprostá závislost na datech. Pro 
vytvoření efektivního modelu vyžadují dostatečné množství historických tréninkových 
dat. [18] 
Strojové učení se zabývá algoritmy a technikami, které umožňují metodám umělé 
inteligence učit se. Během procesu učení se model snaží minimalizovat odchylku mezi 
skutečným a požadovaným výstupem. Tyto procesy řadíme mezi tzv. iterační (opakující 
se) procesy. 
Za základní algoritmy učení se považují tyto tři typy:  
• Učení s učitelem – Stejně jako v přírodě, využívá tento algoritmus zpětnou vazbu 
k učení. Modelu se předloží vzor, u kterého je znám předem požadovaný 
výsledek. Ten se porovná s výsledkem, který předloží model s aktuálním 
nastavením. Následně se upravují hodnoty vah či prahů v modelu tak, aby bylo 
dosaženo co nejmenší chyby.  
• Učení bez učitele – U tohoto typu nejsou výsledky předem známé. Model hledá 
společné vlastnosti vzorů a třídí si je do skupin. Účelem je tedy spíše utřídění, 
vyhlazení či snížení dimenzionality vstupních dat.  
• Zpětnovazebné učení (učení posilováním) – Jedná se o učení pomocí zpětné 
vazby. Model se v tomto případě učí sám reagovat na vstup, sám si volí akce tak, 
aby na ně byla co nejlepší zpětná vazba. Dělí se na pasivní a aktivní učení. Rozdíl 
je v tom, že u pasivního učení je předem dána strategie, se kterou prochází prostor, 
kdežto u aktivního učení si volí model tuto strategii sám.  
 
2.2.2.1 Umělé neuronové sítě 
Jednou z nejstarších a nejpoužívanějších metod v diagnostice jsou umělé neuronové sítě, 
přičemž předlohu pro její vznik tvořila neuronová síť mozku. [6] Tato síť je tvořena 
jednotlivými neurony, které jsou popsány matematickými modely.  
Při sestrojování neuronové sítě je nutno vybrat vhodný učící algoritmus (viz. kapitola 
2.2.2) a vhodnou architekturu sítě. Architekturou sítě se myslí, kolik neuronů využijeme 
k vytvoření sítě a jak tyto neurony propojíme. Základními typy jsou Perceptron a 
vícevrstvé neuronové sítě (více viz. kapitola 4.1.2). 
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Jedná se o velmi univerzální metodu, kterou lze nalézt v mnoha odborných pracích 
zabývajících se diagnostikou poruch v technických soustavách. [13] Adaptivní povaha 
této metody poskytuje vhodné vlastnosti pro aplikování na nelineární vztahy mezi 
funkcemi. Pokud je model vhodně nastaven z tréninkových dat, dokáže si při absenci části 
dat ze systému tato data uměle vytvořit a nadále fungovat s takřka stejnou přesností, to 
vše však za cenu náročného procesu učení. Problémem této sítě je však její chování, které 
popisujeme jako „black box“, neboli nám není známa vnitřní strukturu modelu a tento 
model je tak těžké interpretovat. [12] 
V dnešní době se však využívají spíše její modifikace nebo hybridní systémy obsahující 
neuronové sítě. Její modifikace se dají rozdělit právě pomocí architektury sítě nebo 
učícího algoritmu, čímž vznikají různé typy neuronových sítí jako jsou: hluboké 
neuronové sítě, backpropagation neuronové sítě nebo konvoluční neuronové sítě (více 
viz. kapitola 4.1.4).  
Ve výzkumu [19] využili autoři v roce 2019 metodu Konvoluční neuronové sítě. 
Aplikovali ji na experimentální data valivých ložisek z Case Western Reserve University. 
Vstupem je zde originální vibrační signál a výstupem pak přímo typ poruchy. Výsledek 
aplikace dosahoval úspěšnosti detekce poruch 99,41 % a překonal tak jiné metody jako 
třeba backpropagation neuronové sítě. 
 
2.2.2.2 Fuzzy logika 
V dnešní době je obtížné vyjádřit vztah mezi chybou a symptomem a jednoduchá 
dvouhodnotová logika na to již nestačí. Proto je v tomto případě mnohem vhodnější 
zavést fuzzy logiku k popisu poruch. [7] Fuzzy logika mění přesné uvažování na přibližné 
a zvyšuje tím do určité míry tolerance vady. [20] Umožňuje modelu rozhodování na 
základě širší shody z nečíselných a nepřesných dat a je schopna přehodnotit prahové 
hodnoty, u kterých se předpokládá, že se budou dynamicky měnit v průběhu pozorování. 
[8]  
Jedná se tedy spíše o druh interpretace znalostí a pravidel než o samostatnou metodu. 
Stává se velmi efektivní při predikci poruch v případě, že je k dispozici velké množství 
údajů. Využívá se hlavně v kombinaci s jinými metodami, například je použita v metodě 
adaptivní neuro fuzzy inferenční systém (viz. kapitola 2.2.4.1). 
 
2.2.2.3 Support vector machine 
Jedná se o supervizovaný model učení, který analyzuje data používaná pro klasifikaci 
nebo regresní analýzu. [6] Úkolem této metody je nalézt takovou nadrovinu, která prostor 

















  Obr. 3 – Příklad lineárně separovaného prostoru příznaků [21] 
Pokud nastane situace, kdy prostor příznaků je lineárně separabilní jen částečně, metoda 
se snaží nalézt takovou nadrovinu, aby chyba klasifikace byla minimální. 
V případě, že prostor není lineárně separabilní, metoda využívá jádrovou funkci, která 
transformuje prostor příznaků do prostoru zpravidla vyšší dimenze, ve které již lineárně 
separovatelný je. Nejčastější jádrové funkce jsou například: radiální bázová funkce nebo 
polynomická funkce.  
Její použití je vhodné pro řešení problémů malé velikosti vzoru. Konkrétněji se například 
používá pro identifikaci poruchy v elektrických strojích nebo při modelování lineárních 
a nelineárních vztahů. Při identifikaci poruchy se sice neobjevuje tak často jako metoda 
umělých neuronových sítí, ale zase má oproti ní velmi malou výpočetní náročnost. [12] 
Práce [22] z roku 2013 demonstruje použití této metody při poruchové diagnostice 
generátoru parní turbíny tepelné elektrárny. Model byl natrénován na vzorcích 
vykazujících normální stav a tři chybové stavy, konkrétně chybu stimulace páry, 
uvolněné ložisko a tření. Výsledky diagnostiky by měly rozlišovat právě tyto 4 stavy. Ve 
výsledku autoři vytvořili model, který je schopen této více-poruchové klasifikace.   
 
2.2.2.4 K-nearest neighbors 
Jedná se o jednu z nejjednodušších a nejefektivnějších metod klasifikace, které se 
aktuálně používá. [6] Využívá funkci vzdálenosti k měření podobnosti mezi dvěma 
vzorky z testovaných dat nebo bodu dotazu. [23] Účelem tohoto procesu je klasifikování 
nových objektů do tříd. Klasifikace nového objektu závisí na datech, která se vyskytují 
okolo něj. Při zvolení parametru k určíme, kolik nejbližších okolních dat zahrneme do 
rozhodování o rozdělení nového objektu. Následně jednoduše spočítáme počet těchto dat 
a nový objekt zařadíme do třídy s větším počtem. Při volení parametru k je tedy vhodnější 












  Obr. 4 – Jednoduchá ukázka metody k-nearest neighbors [24] 
Dnes již existuje i modifikovaná verze této metody. Jde o odvozenou metodu, která nabízí 
lepší úroveň výpočtů a přesnější volení vah. Narozdíl od původní verze počítá konkrétní 
vzdálenost mezi novým objektem a nejbližšími daty. Tuto vzdálenost využívá pro 
zavedení vah, které přidávají na důležitosti datům z bližší vzdálenosti.  
V práci [25] autoři porovnali modifikovanou metodu s původní metodou a modifikovaná 
verze dosáhla větší přesnosti při klasifikaci dat o 5-7 %. 
 
2.2.3 Knowledge-based  
 
Třetí skupina využívaných metod je charakteristická tím, že je závislá na historických 
datech či znalostech od experta v dané problematice. [26] Všechny potřebné informace 
jsou v tomto systému uloženy ve formě IF-THEN pravidel. Tato databáze musí být do 
systému vložena nebo musí být pomocí jiné metody vytvořena automaticky. Do skupiny 
knowledge-based patří metody Bayesovské sítě nebo expertní systémy.  
 
2.2.3.1 Bayesovské sítě 
Bayesovská síť je acyklický orientovaný graf tvořený uzly a hranami. Uzly reprezentují 
události a hrany pak pravděpodobnostní závislosti mezi těmito událostmi. Pod pojmem 
událost si můžeme představit pozorovatelné veličiny, hypotézy nebo neznámé proměnné. 
Pokud nějaké uzly nejsou spojeny hranami, tak říkáme, že tyto uzly (či události) jsou 
vzájemně podmíněně nezávislé. Uzly navazující na další uzly se nazývají rodiče. [12] 
Nejjednodušším způsobem sestrojení sítě je, její sestrojení samotným expertem. 
V takovém případě je potřeba dbát na přehlednost grafu a logické uspořádání událostí, 
kdy příčiny předchází efekty. Celková přehlednost grafu ve výsledku přispívá ke 
snazšímu vytvoření tabulky podmíněné pravděpodobnosti, která musí být u každého uzlu. 
Pro automatické vygenerování lze použít například lokální vyhledávač. Tato metoda 
může začít z prázdného grafu nebo již kompletního grafu a v každém kroku provádí 
pouze jednu změnu v jeho struktuře. Konkrétně přidává, odebírá nebo otáčí hranu. Pokud 
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se při této změně zvýší ohodnocení, které hrana představuje, tak tuto změnu zachová, 









  Obr. 5 – Příklad jednoduché Bayesovské sítě [27] 
Parametry sítě musí být nastaveny pomocí učícího algoritmu z dat. Příkladem takového 
učícího algoritmu je maximalizace pravděpodobnosti. Tento algoritmus prochází 
jednotlivými uzly a hledá vhodné kandidáty na rodiče vyšetřovaného uzlu, následně 
vytvoří množinu kandidátů, do které jsou přidání všichni kandidáti, kteří zvyšují 
ohodnocení vyšetřovaného uzlu. Přidávání končí ve chvíli, kdy se dosáhne maximálního 
počtu rodičů nebo již došli kandidáti navyšující ohodnocení uzlu. Algoritmus tímto 
způsobem maximalizuje pravděpodobnost shody mezi modelem Bayesovské sítě a daty. 
V práci [28] byla tato metoda využita pro diagnostiku a identifikaci typu poruch 
transformátoru. Ve výsledku byla schopna úspěšně rozpoznat 9 typů poruch a 24 typů 
symptomů. 
 
2.2.3.2 Expertní systémy 
Expertní systém je charakterizován jako počítačový program, který simuluje rozhodovací 
činnost experta při řešení složitých, úzce problémově zaměřených úloh. [29]  
Metody umělé inteligence řeší úlohy především pomocí matematické logiky a statistiky, 
zatímco expert zapojuje do řešení své znalosti, intuici a zkušenosti. Expertní systém musí 
zvládat oba tyto přístupy. 
Odlišností této metody od ostatních je, že má oddělené znalosti/data od řídícího 
mechanismu. Skládá se ze 4 částí: uživatelské rozhraní, báze znalostí, řídící mechanismus 
a báze dat. Bázi znalostí a (inferenční) řídící mechanismus je nutno upravit podle 
aplikační oblasti.  
• Uživatelské rozhraní – Zajišťuje komunikaci mezi uživatelem a expertním 
systémem. Uživatel zde vkládá vstupní data, která jsou základem pro řídící 
mechanismus při řešení úlohy. 
• Báze znalostí – V bázi znalostí jsou zapsány všechny znalosti expertního 
systému. Tuto databázi je potřeba neustále udržovat aktuální a přehlednou. Musí 
tedy být vysoce modulární a dobře uspořádaná pro vyhledávání informací. Systém 
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musí být schopný řešit i neznámé situace. Expert by vycházel ze zkušeností. Ty 
se v expertním systému označují jako neurčitosti a je jim přiřazena tzv. míra 
neurčitosti, která je vyjádřena numerickou hodnotou.  
• Báze dat – K úspěšnému řešení problému je potřeba, aby uživatel o něm zadal 
informace prostřednictvím uživatelského rozhraní. Kvalita rozhraní je kritická pro 
získání kvalitních informací o problému a tím i k vytvoření správného řešení. 
Veškerá tato vstupní data se ukládají do báze dat. 
• (Inferenční) řídící mechanismus – V řídícím mechanismu jsou zapsány 
algoritmy pro hledání řešení dané úlohy. Snaží se napodobit uvažování experta 
pomocí efektivního využívání poznatků a zkušeností (neurčitostí) z báze znalostí 









Obr. 6 – Schéma expertního systému [30] 
Expertní systémy rozdělujeme na pravidlové a nepravidlové, přičemž v pravidlových jsou 
znalosti reprezentovány pomocí pravidel IF-THEN a fuzzy logiky. Druhým typem jsou 
nepravidlové expertní systémy, které využívají například sémantické sítě, což je metoda 
grafického reprezentování znalostí.  
Při diagnostice technických soustav se více využívá reprezentace znalostí na základě 
pravidel. Díky tomuto typu uložení dat dokáže poskytnout i řešení daného problému.  
Autoři v práci [31] aplikují expertní systém pro diagnostiku poruch vibračního systému 
mechanického zařízení. Pro udržování aktuálnosti báze znalostí, ve které jsou znalosti 
reprezentovány pomocí fuzzy logiky, použili metodu neuronové sítě. Tím vytvořili 
efektivní metodu diagnostiky poruch vibračního systému mechanického zařízení.  
 
2.2.4 Hybridní metody 
 
Poslední skupinou jsou hybridní metody, které jsou složeny ze dvou a více již výše 
uvedených metod. Hybridní metoda kombinuje vlastnosti těchto metod a stává se tak 
komplexnější metodou.  
Vznikají za účelem konkrétní aplikace, která vyžaduje kombinaci vlastností několika 
metod. Nezařazují se ani do jedné z výše uvedených skupin. 
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2.2.4.1 Adaptivní neuro fuzzy inferenční systém 
ANFIS (zkratka z angl. adaptive neuro-fuzzy inference system) je nejvíce přesný model 
ze skupiny neuro-fuzzy systémů. V podstatě se jedná o vícevrstvou neuronovou síť 
využívající fuzzy logiku pro interpretaci znalostí a vnitřních pravidel, díky čemuž je 
model efektivnější skrze odhalování informací ohledně vnitřních souvislostí mezi 
proměnnými konkrétního problému a je taktéž lépe interpretovatelný než klasická 
neuronová síť. [32] Skládá se z pěti vrstev, z nichž každá má svoji funkci (podrobný popis 
v kapitole 4.2). 
Jeho cílem je vybudovat obecný model, který splňuje požadavky na vysokou přesnost, 
přičemž se vzdává řešení zahrnujících uspořádání systémových parametrů a v tomto 
směru se omezuje pouze rozdělení vstup-výstup.  
Jelikož se dá vždy použít na místo samotné neuronové sítě, jeho využití v diagnostice 
technických soustav je velmi rozsáhlé. [13]  
V práci [33] z roku 2017 autoři aplikují metodu ANFIS pro poruchovou diagnostiku 
motoru. Konkrétně testují, s jakou přesností dokáže diagnostikovat tři základní poruchy 














3 SHRNUTÍ NEJPOUŽÍVANĚJŠÍCH METOD A 
JEJICH VLASTNOSTÍ 
 
V následující tabulce je uvedeno shrnutí vlastností a rešerše aplikace výše uvedených 
metod v oblasti diagnostiky technických soustav. 
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4 NEJPOUŽÍVANĚJŠÍ METODA V DIAGNOSTICE 
 
Ve vědeckých pracích se nejčastěji objevovaly metody založené na neuronových sítích. 
V této části práce bude podrobně popsána metoda neuronových sítí a hybridní metoda 
ANFIS. Obě metody jsou hojně využívány v diagnostice technických soustav, což bude 
na závěr této kapitoly demonstrováno v podobě rešerše aplikace těchto metod v oblasti 
mechanických zařízení, elektrických strojů a pneumatických zařízení. 
 
4.1 Neuronové sítě 
 
Předlohou pro umělé neuronové sítě je lidský mozek a jeho struktura. Lidský mozek se 
skládá z husté sítě buněk, které jsou navzájem propojeny a nazývají se neurony. Princip 
fungování je takový, že neurony přijímají podněty na vstupu, zpracují je a výslednou 
informaci předají na výstup.  











  Obr. 7 – Matematický model umělého neuronu [3] 
Na obr. 7 můžeme vidět umělý neuron, kde x(n) jsou vstupní signály, které jsou zesíleny 
či zeslabeny vahami w(n). Vnitřní potenciál neuronu je pak vyčíslen vztahem (4.1-1) [3]:
    
 𝜉 =  ∑ 𝑤𝑖𝑥𝑖 − ℎ𝑛𝑖=1      (4.1-1) 
           
Následný signál z neuronu přechází do aktivační přenosové funkce. Pokud budeme 
uvažovat nejjednodušší model (skoková přenosová funkce), pak bude aktivační 
přenosová funkce vypadat následovně [3]:  
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    𝜎(𝜉) =  {1 𝑝𝑜𝑘𝑢𝑑 𝜉 ≥ 00 𝑝𝑜𝑘𝑢𝑑 𝜉 < 0   (4.1-2) 
Znamená to tedy, že pokud vnitřní potenciál neuronu bude větší nebo roven 0, pak 
výstupní signál bude 1, v opačném případě bude výstupní signál 0.  
 
4.1.1 Přenosové funkce 
 
Cílem přenosové funkce je převedení vstupní hodnoty na výstupní. Volba funkce pak 
závisí na typu umístění ve vrstvách a typu řešené úlohy.  
Nejpoužívanějšími přenosovými funkcemi jsou:  
• Skoková přenosová funkce – Nabývá pouze hodnot 0 nebo 1. Matematický popis 






    Obr. 8 – Skoková přenosová funkce [71] 
• Sigmoidální přenosová funkce – V mínus nekonečnu se její hodnota blíží 0. 
V plus nekonečnu pak 1. Při hodnotě nula je rovna 0,5.  







    Obr. 9 – Sigmoidální přenosová funkce [71] 
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4.1.2 Architektura sítě 
 
Pro vytvoření neuronové sítě je důležité zvolení správné architektury. Existuje více typů, 
které se dělí dle způsobu propojení neuronů a jejich přenosových funkcí. 
• Perceptron – Nejjednodušší architekturou sítě je perceptron. Jedná se o jeden 
neuron, jeho příklad je uveden na obr. 7. Jeho možnosti jsou značně omezené 
oproti ostatním architekturám. Využít jde pouze u množin, které jsou lineárně 
separovatelné. Pomocí perceptronu lze realizovat funkce jako AND, OR, NAND 
a NOR. 
• Vícevrstvá neuronová síť – Jedná se o rozšíření architektury perceptronu, kde 
jsou neurony rozděleny do vrstev. Skládá se ze vstupní, skryté a výstupní vrstvy, 
přičemž skrytých vrstev může být i několik. Neurony jsou spojeny mezi vrstvami, 








  Obr. 10 – Vícevrstvá neuronová síť s jednou skrytou vrstvou [72]  
• Rekurentní neuronové sítě – Jedná se o sítě obsahující vnitřní stav, který je 
reprezentován za pomoci spoje vedoucího zpět. Neuron tak počítá se vstupem a 
zároveň s předchozím výstupem. Tato síť je vhodná pro strojový překlad či 
generování textu.  
• Modulární neuronová síť – Je vytvořena na základě zjištění, že mozek netvoří 
jedna velká síť neuronů, ale soubor malých sítí, které spolupracují nebo soutěží, 
aby vyřešily daný problém.  
 
4.1.3 Strojové učení neuronové sítě 
 
V neuronových sítích jsou zkušenosti uloženy v tzv. vahách. Cílem učení umělé 
neuronové sítě je tedy vyladit hodnoty vah tak, aby vytvořená síť dávala co nejpřesnější 
výsledky. Základní typy učících algoritmu jsou vypsány v kapitole 2.2.2. 
Zmínit však můžeme ještě jeden učící algoritmus, a sice algoritmus Backpropagation. 
Jedná se o jeden z nejznámějších algoritmů učení, který se aplikuje ve vícevrstvých 
neuronových sítích a patří pod metodu učení s učitelem.  
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Principem této metody je z náhodně nastavených parametrů (vah) sítě, určit nejstrmější 
směr klesání (gradient) a postupně měnit parametry sítě, dokud se nezíská nejmenší chyba 
sítě. Jde tedy o nalezení lokálního minima. 
Hodnota, o kterou se změní váhy, vychází z faktu, že pokud je parciální derivace chyby 
sítě kladná, tak chyba sítě roste spolu s růstem velikosti váhy. Proto se váha mění tak, že 
se k původní váze přičte negace této derivace.  
Tato hodnota je vyjádřena vztahem (4.1-4) [73]:  ∆wji(n) =  ηδjxji +  αΔwji(n − 1)  (4.1-4)  
kde α je tzv. momentum, které určuje velikost změn vah v daném směru a nabývá hodnot 
0 ≤ α <1. Veličina η je pak parametr učení, který čím je větší, tím rychlejší je učení, ale 
na úkor kvality. 
Veličina δj je pak rovna    𝛿𝑗 = − 𝛿𝐸𝛿𝑤𝑗𝑖    (4.1-5)  
 
kde E je průměrná kvadratická chyba, která se vypočítá vztahem (4.1-6) [73]:  𝐸 =  12  ∑ (𝑡𝑘 − 𝑜𝑘)2𝑘 𝜖 𝑣ý𝑠𝑡𝑢𝑝𝑦    (4.1-6)  
kde tk je cílová hodnota k, a ok je výstup k, daný tréninkovým příkladem. 
 
4.1.4 Typy neuronových sítí 
 
Neuronové sítě se dají rozdělit pomocí architektury sítě nebo stylu učení do několika typů. 
• Backpropagation neural network (BP) – Jedná se o síť využívající algoritmus 
učení backpropagation (viz. kapitola 4.1.3).  
• Deep neural network (DNN) – Tato síť se vyznačuje větším počtem vrstev mezi 
vstupní a výstupní vrstvou. Jde tedy v podstatě o více vrstvou neuronovou síť (viz. 
4.1.2). 
• Convolutional neural network (CNN) – Jedná se o podtřídu DNN. Její 
charakteristikou je, že využívá alespoň v jedné její vrstvě konvoluci místo 
násobení matic. Konvoluce je matematická operace na dvou funkcích, které 
produkují třetí funkci. Tato třetí funkce popisuje, jak se mění tvar první funkce za 
pomocí druhé funkce. Díky tomu je schopna samostatně optimalizovat své filtry 
skrze automatizované učení. Tím se stává nezávislá na předchozích znalostech či 






4.2 Adaptivní neuro-fuzzy inferenční systém 
 
ANFIS je jedním z modelů Neuro-Fuzzy systému. Popisovaný model struktury se nazývá 








    Obr. 11 – type-3 ANFIS [74] 
Pro jednoduchost uvažujme fuzzy inferenční systém se dvěma vstupy x a y a jeden výstup 
z. Báze pravidel v tomto systému obsahuje dvě pravidla typu if-then. 
Pravidla [74]:   𝐼𝐹 x 𝑗𝑒 A1 𝑎 y 𝑗𝑒 B1, 𝑇𝐻𝐸𝑁 𝑓1 = 𝑝1x + 𝑞1y +  𝑟1   
   𝐼𝐹 x 𝑗𝑒 A2 𝑎 y 𝑗𝑒 B2, 𝑇𝐻𝐸𝑁 𝑓2 = 𝑝2x + 𝑞2y + 𝑟2 
Architektura ANFIS se skládá z 5 vrstev (obr 11). 
Vrstva 1 (vstupní vrstva) – Každý uzel i v této vrstvě má funkci ve tvaru [74]: 
    𝑂𝑖1 = 𝜇 𝐴𝑖(𝑥)              (4.2.1-1) 
kde x je vstup uzlu i, 𝑂𝑖1 je míra příslušnosti, kterou x naplňuje 𝐴𝑖, funkce 𝜇𝐴𝑖 se pak volí 
v intervalu <0,1>. K tomu se využívá většinou Gaussova funkce nebo zvonová funkce [2-
7].  
Vrstva 2 (pravidlová vrstva) – Každý uzel v této vrstvě násobí vstupní signál a posílá 
ho na výstup [74]: 
   𝑤𝑖 = 𝜇𝐴𝑖(𝑥)  ×  𝜇𝐵𝑖(𝑦), 𝑖 = 1, 2            (4.2.1-2) 
Každý výstup reprezentuje sílu pravidla. 
Vrstva 3 (normalizační vrstva) – Každý i-tý uzel vypočítá poměr síly i-tého pravidla 
k sumě sil všech pravidel [74]: 
    𝑤𝑖̅̅ ̅ =  𝑤𝑖𝑤1+𝑤2 , 𝑖 = 1, 2             (4.2.1-3) 
kde 𝑤𝑖 je síla vstupního pravidla a 𝑤𝑖̅̅ ̅ je normalizovaná síla. 
Vrstva 4 (defuzzifikační vrstva) – Výstup této vrstvy je součin výstupu třetí vrstvy a 
funkce fi z pravidlové báze [74]: 
   𝑂𝑖4 =  𝑤𝑖̅̅ ̅𝑓𝑖 =  𝑤𝑖̅̅ ̅(𝑝𝑖𝑥 +  𝑞𝑖𝑦 +  𝑟𝑖)           (4.2.1-4) 
32 
 
Vrstva 5 (sumační vrstva) – Poslední vrstvu tvoří jeden uzel, který počítá celkový 
výstup jako sumaci všech vstupních signálů [74]: 
   𝑂15 =  ∑ 𝑤𝑖̅̅ ̅𝑖 𝑓𝑖 =  ∑ 𝑤𝑖𝑓𝑖𝑖∑ 𝑤𝑖𝑖             (4.2.1-5) 
Parametry tohoto systému musí být vhodně nastaveny. Tyto parametry jsou dvojího typu: 
nelineární (ve vstupní vrstvě) a lineární (parametry v defuzzifikační vrstvě). Pro učení 
systému (nastavení parametrů) pak ANFIS využívá dvě učící metody (hybridní učící 
algoritmus): gradientní sestup (u parametrů vstupní vrstvy) a metodu nejmenších čtverců 
(u parametrů v defuzzifikační vrstvě). Učení systému skončí v případě, kdy byla dosažena 
požadovaná maximální chyba systému či bylo dosaženo zadaného počtu cyklů. 
Gradientní sestup je optimalizační algoritmus, který se využívá v učícím algoritmu 
backpropagation (popsán v kapitole 4.1.3). 
Metoda nejmenších čtverců se používá v případě, že neexistuje přesné řešení. Výsledné 
řešení je definováno jako minimální součet čtverců odchylek vůči každé rovnici. 
V podstatě jde o proložení souboru bodů přímkou.   
 
4.3 Rešerše aplikace neuronových sítí a metody ANFIS 
 
Tato část práce obsahuje popis aplikací v různých oblastech technických soustav. 
Zároveň jsou zde uvedeny tabulky, které shrnují použití a přesnost na daný problém 
vybranou metodou.  
 
4.3.1 Využití při diagnostice mechanických zařízení 
 
Diagnostika mechanických zařízení zpravidla pracuje na vstupu s vibračním signálem 
kritické polohy zařízení. Ten však mnohdy obsahuje velké množství šumu, který 
zkresluje výsledky analýzy. Často se diagnostika týká ložisek a ozubených kol. 
Příkladem využití v této oblasti je práce z roku 2020 [75]. Zde byla metoda konvoluční 
neuronové sítě aplikována pro diagnostiku poruch ozubených kol v železniční 
převodovce. Aplikace detekovala pět stupňů stavů ozubeného kola: zdravé a 4 stupně 
trhlin (25-50-75-100 %). Metoda dosáhla přesnosti 96,04 % a přispěla ke zvýšení 
bezpečnosti a snížení ceny údržby.  
Neuronové sítě využili autoři v práci [76] pro detekování a lokalizování ložiskového 
poškození vlivem vibrace, která je způsobena vysokými otáčkami turbíny. Při 
experimentu vznikl model neuronové sítě s 18 neurony ve skryté vrstvě. Tento model 





V jiné práci [77] autoři použili ANFIS jako klasifikátor a lokalizátor poruchy 
v převodovce. Před vstupem vibračních dat aplikovali ještě techniku PCA (Principal 
Component Analysis) za účelem snížení dimenzionality těchto dat. Výstupní poruchy 

















ANFIS 99,58 % [68] 
Vícevrstvá 
























neuronová síť 96,25 % [80, 81] 
 Tab. 2 – a) Shrnutí úspěšných aplikací na danou součástku/soustavu  
 
4.3.2 Využití při diagnostice elektrických a mechanických strojů 
 
Příkladem použití je práce [82] ve které autoři aplikují vícevrstvou neuronovou síť spolu 
s učícím algoritmem backpropagation k diagnostice třífázového asynchronního motoru. 
Síť se měla naučit diagnostikovat 3 poruchové stavy, jeden za každou fázi, přičemž její 
trénink proběhl na 75 tréninkových příkladech. Metoda zlepšila robustní výkon detekce 
poruchy statoru v přítomnosti variačního zatížení.  
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V práci [83] autoři provádí diagnostiku napájecího systému pomocí klasifikátoru 
založeného na neuronových sítích. Podobného cíle se snaží dosáhnout autoři v práci [84] 
z roku 2020, kde taktéž využívají umělé neuronové sítě jako klasifikátor chyb 
v napájecím systému. 
Dalším příkladem aplikace neuronových sítí na asynchronní motor je vědecká práce [85]. 
V této práci autoři vytvořili model, který při diagnostice poruch bere v úvahu jak 
elektrické, tak mechanické příčiny závad. Výsledku bylo dosaženo na třech datových 
setech obsahujících vždy různý počet vstupních a výstupních hodnot a tréninkových 
vzorů. Sety se rozdělily na tréninkové a testové vzory, přičemž 75 % bylo vždy přiřazeno 
tréninkovým a 25 % testovacím vzorům, které však byly vybrány v náhodném pořadí. 
Pro každý datový set musel být vytvořený model modifikován, tj. byly změněny počty 







































neuronová síť 99,84 % [48] 







4.3.3 Využití při diagnostice pneumatických a hydraulických 
zařízení 
 
Práce [88] z roku 2015 představuje aplikaci metody ANFIS v diagnostice technické 
soustavy, která je složená z pneumatického servomotoru, kontrolního ventilu a CPU 
(centrální výpočetní jednotka), sloužící ke kontrole pozice ventilu. Vytvořený model je 
schopen identifikovat celkem 19 různých poruch rozdělených do 4 skupin: porucha 
pneumatického servomotoru, porucha kontrolního ventilu, porucha CPU a obecná/externí 
porucha. 
V další práci [89] autoři zkombinovali více-vrstvou neuronovou síť a algoritmus 
zobecněné prediktivní kontroly pro vytvoření prediktivního modelu pneumatického 
systému.  
Autoři v práci [90] aplikovali vícevrstvou neuronovou síť pro diagnostiku poruch 
pneumatického regulačního ventilu. Síť měla 8 neuronů ve vstupní vrstvě a 3 ve výstupní. 
Při experimentu zjistili, že vhodný počet neuronů ve skryté vrstvě jsou 4, protože při 
dalším zvýšení se již efektivita sítě nezlepšila. Síť úspěšně diagnostikovala poruchy tlaku, 




















ANFIS Neuvedena [88] 
Vícevrstvá 
neuronová síť Neuvedena [90] 





Hlavním cílem této bakalářské práce bylo vytvoření přehledové rešerše používaných 
metod umělé inteligence v diagnostice technických soustav. První kapitola je věnována 
základnímu rozdělení a vlastnostem používaných metod umělé inteligence. Zvolené 
rozdělení nám rozděluje tyto metody na 4 skupiny, a to na model-based, data-driven AI a 
strojové učení, knowledge-based a hybridní metody. Vybrané metody jsou zde popsány 
z hlediska vlastností aplikace.  
Zpracovaná tabulka v druhé kapitole shrnuje vlastnosti jednotlivých metod a uvádí 
konkrétní případy použití v technických soustavách. 
Poslední kapitola obsahuje podrobný popis a využití nejpoužívanější metody umělé 
inteligence v diagnostice technických soustav. Na základě provedené rešerše považuji za 
nejpoužívanější metody umělou neuronovou síť a hybridní metodu „Adaptivní neuro 
fuzzy inferenční systém“, která je založena na neuronové síti. Díky mnoha typům 
(architektury sítě a učících algoritmů) se jedná o univerzální metody, které našly 
uplatnění v mnoha disciplínách. Jejich adaptivní povaha poskytuje vhodné vlastnosti pro 
použití na nelineární komplexní problémy. Použití těchto metod je rozděleno do tří 
oblastí: mechanická zařízení, elektrické a mechanické stroje a pneumatické a hydraulické 
systémy. V oblasti mechanických zařízení se jedná především o diagnostiku na základě 
vibračního signálu, přesnost dosahovala více než 96 % a to především v diagnostice 
ložisek, ozubených kol a převodovek. Oblast elektrických a mechanických strojů řeší 
diagnostiku motorů, turbín apod. Vzhledem k faktu, že se jedná o soustavy tvořené 
různými komponenty, často zde není uvedena přesnost diagnostiky. Poslední oblast 
pneumatických a hydraulických systémů pracuje s regulačními ventily, jejichž 
diagnostika taktéž zahrnuje více komponentů a mnohdy tedy není uvedena konkrétní 
přesnost. Všechny tyto aplikace jsou přehledně zpracovány v tabulkách 2, 3 a 4. 
Metody umělé inteligence se využívají stále více, protože dokáží zpracovat velký objem 
dat mnohem rychleji než člověk. Jednotlivé metody se však liší s ohledem na vhodnost 
jejich využití. Například pravděpodobnostní metody jako Markovův model a Bayesovské 
sítě jsou vhodné pro predikci poruch, grafické metody jako fault trees, k-nearest 
neighbors nebo Support vector machine se zase používají pro klasifikaci poruch.  
Systémy řízené umělou inteligencí jsou v dnešní době stále častěji využívány a jejich 
potenciál nadále roste. Při dalším vývoji bude vhodné se zaměřit na minimalizaci 
nevýhod jednotlivých metod, například u neuronových sítí na snížení jejich potřeby 
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