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Abstract--Nonstatistical notions of uniformity suitable for small samples are proposed and stud- 
ied. New algorithms are presented for generation of small samples of quasi-random points good with 
respect o distance, plane projection, or plane section uniformity. Examples are presented for visual 
evaluation of uniformity in small samples on the screen of computers. The methods can be used 
for generation of quasi-random lattices for nonconvex global optimization, multiple integration, and 
other applications. ~) 2006 Elsevier Ltd. All rights reserved. 
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1. INTRODUCTION 
Three major areas of application of random numbers are simulation, multiple integration, and 
nonconvex global optimization, see [1-21] and references therein. Here we use the generic term 
'random numbers' (RN) for any kind of them, including 'genuine random numbers' (GRN) [22], 
'pseudprandom numbers' (PRN) [6,8,10-12,20,23-33] algorithmically generated to imitate RN, 
and 'quasi-random numbers' (QRN) [5-9,12-22,34] generated to satisfy a certain property, usu- 
ally, the uniform distribution over a given set. An algorithm to produce RN, or a table providing 
such numbers [22], we call a random number generator (RNG). The first widely used RNGs 
were probably simple congruential RINGs [10-12,20,23-30]. Then appeared more complicated 
algorithms [10,31-33], and certain specific designs, e.g., LP-sequences (Sobol points) [7,16,18,34]. 
Collections of RN are used to obtain random points (RP) in R '~ for n > 2, see [10, p. 272] or [20, 
p 1539]. 
When a large quantity of RN is used, the criteria for selecting a good RN are long period, sound 
statistical properties, and efficient implementation. In many problems, however, the computation 
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of defining functions (integrands, constraint expressions, performance riteria) is very costly which 
prohibits the use of large quantities of RN. In such cases, only a small number (say, less than 100) 
of random points (RP) constructed from RN can be used to get an approximate solution. For 
small samples, statistical properties are irrelevant, "efficient" implementation is not critical, and 
what remains important is the uniformity in certain sense, and a kind of balance (or randomness) 
in a pattern of sample points with respect o a given problem. 
The notion of uniformity for probabilistic distribution is very simple: for a rectangle B -- 
[0, a) × [0, b), distribution is uniform if and only if its density function g(.) = 1/ab = const, i.e., 
the chances of hitting a subset X c_ B are equal to its measure #(X) E [0, 1]. This definition 
pertains to a process (not yet completed) of generating random points, not to its realization as a 
finite fixed collection of points. Extensions of this definition onto finite fixed collections of points 
are questionable, and much more so for small samples of RPs. 
At present ime, there is very little research in the area of small sample uniformity; for some 
results, see [15,20,35,36]. Even the notion of uniformity (albeit widely debated and proclaimed 
as a goal in random number generation) is not defined for a finite sample already "distributed", 
i.e., occurred, fixed as produced by certain RNG (or taken from a table of numbers qualified as 
"random" according to some preferred criteria). For this reason, we shall not specify a definition 
of uniformity, and we will use this word as an intuitive indication, the sense of which will become 
clear according to the process proposed below. 
Since popular RNGs, declared to generate uniformly distributed random numbers, do not pos- 
sess small sample uniformity, so the purpose of this paper is to design computational procedures 
for obtaining and visualizing small samples of random points (RPs) in R ~, n > 1, uniform in 
some sense that will be clear in the sequel, using ordinary RNGs supplied in standard software 
packages. 
With recognition and gratitude, the collaboration of O.A. Guilman is acknowledged who devel- 
oped a code for distance uniform generation process of Section 3 and performed all computations 
to support heoretical results of the paper. 
2. CONSTRUCTION OF  
RANDOM POINTS 
Random points are usually considered in the open unit cube 
Kn=(O, 1 ) '~={x=(x l  . . . .  , x ,O :O<xl< l , . . . ,O<xn<l} ,  n>l .  (2.1) 
DEFINITION 2.1. A sequence of points {Pi} 6 K ~, i = 1, 2 , . . . ,  is called uniformly distributed 
in K ~ if the relation 
/K f (x )dx= lim (1 ) f i f (p~)  (2.2) 
n m--*oo i=1 
ho/ds for any Riemann integrable function f(x) in K n. Here dx = dxldx2..,  dxn, and Pi = 
(x l , . . . ,  x~)i as constructed from random numbers x, supplied by RNG, see (2.4),(2.5) below. 
This notion of deterministic uniform distribution was introduced by Weyl [37] who also con- 
structed examples of such sequence. If f (x) = const, then (2.2) is a trivial identity, true for any 
fixed m and any distribution of {pi} e K ~, without the limit operation. 
If f(x) is a step-function, i.e., a piecewise constant function over K '~ subdivided into a finite 
number of disjoint subsets of positive measure: K '~ = UKs, Ks N Kj  = ¢, #(Ks) > 0, f(Pjs) = 
const for Pjs E Ks, then (2.2) takes the form 
. dz  = / (p j , )  , (K , ) .  (2.3) 
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and is obviously true for any fixed ms _> 1 and any distribution {pj~} E Ks, without the limit 
operation. Now, using the extension of Propositions (7.6.1) and (7.6.2), see [38], from the seg- 
ment I = [a,b] onto the closed unit cube c lK  '~, one can obtain (2.2) as the limit in (2.3) with 
it(Ks) -~ 0 for all s, discarding boundaries (of measure zero) to avoid complications due to pos- 
sible nonrobustness (cl intKs ¢ clKs) of constituent subsets. For example, if f (x)  -- 1 on a 
diagonal of K s and zero elsewhere, then the Riemann integral in (2.2) equals zero, whereas the 
right-hand side of (2.2) equals one if at least one p~ lies on that diagonal. This means that (2.2) is 
not a theorem but a definition of a kind of uniformity that excludes all distributions {p~) which 
may be "uniform" in some other sense but not in the sense (2.2). Moreover, intuitive percep- 
tion of "uniformity" admits a sequence {Pi} with point on that diagonal, which sequence is not 
uniform in the sense (2.2). 
DEFINITION 2.2. (See [39].) A sequence of numbers x l , . . . , x i , . . ,  from (0, 1) is called totally 
urAformly distributed if for every n -- 1, 2, . . .  the sequence of points 
(~,..., ~), (x~+~,..., ~) ,  (x2n+~,..., ~3~),... (2.4) 
is uniformly distributed in K n. 
Sequence (2.4) in this definition can be substituted [10, p. 272] by a simpler sequence 
(x l , . . . ,  ~) ,  (x~, . . . ,  ~+1) ,  (~3, . . . ,  x~+2), •. •, (2.5) 
which is also uniformly distributed in K ~ and takes fewer numbers from (0, 1) to generate the 
same number of points in K s. For generation of totally uniformly distributed sequences from 
(0, 1), see [40]. 
Asymptotic definitions (2.2), (2.4), (2.5) of Weyl's uniformity may be impractical leading to 
costly computations. For small samples, those definitions are irrelevant, and some other notions 
of "uniformity" should be adopted. Generally, it is expedient to take samples from an RNG 
uniform in Weyl's sense since nonuniformity in Weyl's sense would imply some steady distortion 
present in large samples. However, good small samples may be extracted even from a bad RNG, 
and for this reason, some other notions of uniformity are considered below without any relation 
to Weyl's uniformity. 
3. D ISTANCE UNIFORMITY  
Given points {pi} E K n constructed by (2.4) or (2.5) from random numbers produced by some 
available RING, consider a norm I1" ]1 and the neighborhoods 
g,(p,) = (x e K n, IIx -P ,  ll < 7, ~ > 0). (3.1) 
Retain Pl and discard P2 if 
lip1 -p211 < 7. 
If P2 is discarded, check (3.2) with P3 instead of P2. If P2 is retained, discard P3 if 
(3.2) 
Hpa-p~H<7,  fo r i= l  or i=2 ,  (3.3) 
otherwise retain P3. Continue the process forming successive finite samples 
(p~,p~,. . . ,p~)e(p~}, P~=Pl,  m=2,3 , . . . ,M ,  (3.4) 
that satisfy the condition 
IIP~ -P*H >- 7, Yi, j .  (3.5) 
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A sample m is formed by sifting some first k > m points from {Pi) through inequalities of the 
type (3.3). The next sample m 4- 1 is obtained by checking successive points pi, i > k, and 
retaining the first Pi for which 
lip; - p, II > , ,  for j = 1 ,2 , . . . ,m.  (3.6) 
Then, P*+I  = Pi, and it is clear that for some m = M all remaining points of {p~} will be 
discarded and a finite z/-net {p~} will be obtained with property (3.5) and such that the system 
of its q-neighborhoods will cover the whole unit cube 
M 
U N,  (p~) 3 K"  = (0,1) ~, {p;} E {p~} E K".  (3.7) 
j= l  
This ~-net of M points p* we call complete, or ~-uniforrn within K n. From (3.7), it follows that 
for any x E K '~ there will he at least one point P~o E (p~ } such that 
IIx - V*oll < 7. (3.8) 
Note that if the original sequence from (0, 1) is finite (a congruential RNG) or it is not totally 
uniformly distributed, then (3.7),(3.8) are not guaranteed. 
4.  PLANE PROJECT ION UNIFORMITY  
To clarify the ideas, consider an example. Take the square C 2 -- 10K 2 -- [0, 10] 2 with 121 
integer points pij -- ( i , j ) ,  i , j  = 0 , . . . ,  11. Distribution of these points in C 2 is clearly distance- 
uniform with 77 -- 1. Projections of this set of points onto coordinate axes are also uniform 
with same ~ -- 1 in line-metric over [0,10]. Such "perfect" uniformity, though pleasant o see, 
is very poor for evaluation of functions f (x ,  y) since those 121 points actually reflect only 11 
values of x and y. The double integral of f (x ,y )  -- [sin(Trx 4-~ry)[ is positive over the square 
but its computation as a sum in (2.2) on those 121 points yields zero. If we take C n = [0,10] n 
with similar uniform collection of 11 ~ points, we get the same result for all n. To improve the 
situation, one has to shift some points, introducing "disorder" in the pattern, or to "randomize" 
the points taking them from RNG without such uniform pattern. This effect can be seen even 
in C 2. Indeed, projection of its set of 121 points onto diagonal of the square (45 ° to 0x axis) 
yields uniform distribution with 77 = 1/21/2 ~ 0.7 of 21 points on that diagonal, and projection 
on the line at 30 ° to 0x yields many more points, all from the same set of 121 initial integer 
points. ' 
DEFINITION 4.1. A finite collection of points in a cube C n = (0, a) n, n >_ 2, is called similar in 
some plane projections if those projections displayed on the screen of the computer axe visually 
perceived as being of similar pattern. I f  that pattern is "uniform" in some sense, then the 
collection of points is called totedly uniform in that sense. 
The integer collection of 121 points above extended for n > 2 is uniform in coordinate plane 
projections for all n > 1. However, it is not uniform in oblique (noncoordinate) plane projections, 
thus, not uniform in (all) plane projections but uniform in some of them. 
Similarity or uniformity in plane projections is different from total uniformity of numbers in 
the sense of Korobov [39], with respect o (2.4) which is defined as infinite collection to be used 
in (2.2) in the case of Weyl's uniformity. 
By the theorem of Schmidt [35], uniformity in plane projections in the strict sense of exact 
coincidence (identity of projections) does not hold for any finite collection in any dimension _> 2. 
That is why visual perception (necessarily approximate) is included in Definition 4.1 as a test. In 
current literature, such visual perception is actually used in discussion and argumentation, see, 
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e.g., 2D pictures in [15, p. 41; 20, pp. 1547-1548; 21, p. 1889; 34, pp. 883-885; 41, pp. 56,60-62]. 
It may be useful in application of small samples in practical problems that require difficult and 
lengthy computations of intermediate functionals. 
Calculation of projection of a point x = (x l , . . . ,  Xn) E R n on coordinate planes is trivial: 
replace all coordinates but two of them by zeros, and display so-obtained 2D-points on the screen 
of the computer. Projection of the same point onto an oblique plane passing through the origin 
requires pecific calculations which we briefly reproduce from [42, pp. 70-71] with some minor 
modifications. 
Take two unit vectors 
p = p ie1  +. . .  + p~e~, Ilpll = 1, q = qlex +. . .  + q,~e~, Ilqll = 1, (4.1) 
where Pi, qi are any numbers (specified by the user in the input information) that are automati- 
cally normalized in the computer, and (ei)  is some assumed (imaginary) orthonormal coordinate 
system in which any n-vector x is represented in a computer. Vectors p, q define a plane Q 
passing through the origin, and vice versa, any plane passing through the origin can be defined 
by some numbers p~, q~ from (4.1). In the reference system (e~), we have the projections 
Xp "~- xp  = ~ x~pi, Xq xq xiqi ().4"2 
i= l  i= l  
that are calculated as two numbers in a computer. In general, pq = ~p iq i  ~ 0, and hence, unit 
(normalized) vectors p, q from (4.1) do not form an orthogonal basis (Cartesian reference system) 
in the plane Q. For this reason, the value 
cos ~ = cos(p, q) = pq = ~-~Piq~ (4.3) 
should be computed and displayed on the screen together with the axes p, q at the angle ~ of (4.3) 
that form an affine coordinate system p, q in the plane Q. 
Now, the projection x = (x l , . . .  ,x~) E R ~ on the plane Q is given by the vector 
xQ = xpp + Xqq = p ~ xipi + q ~ xiqi, (4.4) 
where the sums are coordinates along axes p and q in the plane Q. If p, q happen to be or- 
thogonal (pq = 0), then the point XQ = (xp, xq) is simply displayed on the screen as given by 
coordinates xp, Xq. Otherwise, the graphic subroutine in affine coordinates should be used, or, in 
the absence thereof, the computer should plot a straight line through the point xp on the axis p 
parallel to the axis q, and another straight line through the point xq on the axis q parallel to the 
axis p. The intersection of these two lines defines the projection point XQ of (4.4) on the screen 
of the computer. Of course, those auxiliary lines should not be visible on the screen, but axes 
with unit vectors p, q and points xQ should be clearly displayed. 
REMARK 4.1. In general, a distance uniform net in K = produced by the method of Section 3 
will not be uniform when projected on a specific plane. However, it can be made uniform by the 
application of the rejection operator (3.3) the second time within that plane in the 2D version. 
This double use of (3.3), first in K n then in Q, is more economical since points rejected in K n 
will be also rejected in Q, and thus, there is no sense in projecting them upon Q by (4.2)-(4.4). 
5. PLANE SECT ION UNIFORMITY  
There is another aspect of uniformity that can also be seen in C 2 with 121 integer points. 
Projection on any oblique line passing through the origin contains many points. However, hori- 
zontal and vertical ines that do not pass through integer points contain no points at all which 
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attests to extreme nonuniformity of the sample. To check for such an eventuality, one needs to 
compute the intersection of a plane Q from Section 4 above with the set X of points in a sample. 
If x E X n Q, then x c Q, and two unique numbers u, v must exist such that 
x = up + vq = u E pi ei + v E qiei = E (upi + vqi)ei. (5.1) 
In parentheses of (5.1) are coordinates x~ of a point in a sample. It means that the system 
upi + vqi = xi, i = 1 , . . . ,  n, (5.2) 
with known Pi, qi, x~, must have a unique solution for u, v at least, approximately. Denote the 
matrix 
B= [pl, ,po] (5.3) 
[ql, . ,qn J  
Then, in vector notations, the least squares minimum norm solution of (5.2) is 
[~t, V] T ---- (BB T)-i Bx (5.4) 
with discrepancy, see [43,44], 
-- B T (8"T)  -1Bx-  • = -1 B -  I] x, (5.5) 
where (.)T is transpose and I is identity matrix. We have x 6 Q if and only if A = 0. If 
0 < IIAII < z, then x ~ Q but belongs to the e-layer centered at the plane Q. In such cases, we 
can compute projections of those points onto the plane Q as described in Section 4, and display 
those projections on the computer screen to see the pattern of points in the s-layer of Q. If 
IIAII > s for all x E X, then X A Q = 0, empty, up to s-distance from Q. 
REMARK 5.1. In general, a distance uniform net in K"  produced by the method of Section 3 
will not be uniform in section by a specific plane or within a layer around it. However, it can 
be made uniform by the application of the rejection operator (3.3) the second time within that 
section or within a layer thereof. It may be useful for computing surface integrals by Monte Carlo 
methods. 
6. RNG PERMUTATIONS 
FOR UNIFORM 
SMALL  SAMPLES DES IGN 
In the literature and software market, there are many RNGs which passed certain statistical 
tests and are used in computations with large samples. Most of them are equally good for certain 
classes of problems, and their output is usually used as it is, for massive computations with crude 
random numbers obtained irectly from chosen RNG. 
It appears, however, that successive crude random numbers in small samples, needed in case 
of difficult lengthy computations at every employed random point, are usually very bad even for 
popular well-tested RNGs. One can see it, e.g., in [21, p. 1889] where samples of 200, 500, 1000, 
2000 2D-points are displayed. The points are generated using a combination of a lagged Fibonacci 
generator and a shift register andom integer generator for 1 in [21], and Sobol's generator for 
Figure 2 in [21], both on p. 1889. Poor uniformity is visible for samples of 200,500, 1000, and 2000 
in Figure 1; also in samples of 1000, 2000 points there are many points that touch each other. 
One can imagine what kind of nonuniformity would be seen in samples of fewer than 100 points. 
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In contrast, with a simple RNG included in widely used Visual Basic application software, good 
small samples of 29, 47, and 97 2D-points were produced by Euclidian distance rejection operator 
with r/--- 0.17, 0.13, 0.089, respectively, which can be seen on Figures 1-3 in [20, pp. 1547-1548]. 
However, to produce such good results, many crude random points obtained irectly from the 
generator had to be discarded, namely 3910, 42890, and 14811 for those ~ in Figures 1-3. Samples 
were obtained from different starting points, and this explains why 42890 points had to be rejected 
to obtain 47 good points in (0,1) 2 and only 14811 to obtain 97 good points in the same unit 
square. 
It is plausible to expect hat, using fast and reasonably good RNGs with a long period, one can 
extract small samples of random points, making use of a distance-uniformity rejection operator 
with simultaneous visual checks for other types of uniformity important for a problem under 
consideration. 
7. NUMERICAL  EXPERIMENTS 
RNGs with a finite period (e.g., congruential) are not totally uniform (for points of dimn > 2), 
nor simply uniform (as number generators) in the sense of Weyl (2.2). Aperiodic RNGs (e.g., 
groups of digits of an irrational number) may also be nonuniform, and very bad in visual patterns, 
example: 0.12001122000111222 . . . .  , etc., generating only numbers in (0, 0.23) and corresponding 
points. 
Generally used RNGs are tested for statistical uniformity of large samples. In this paper, we 
consider small samples which are obtained using a rejection operator of distance type (Section 3). 
This procedure may not comply with the results of statistical tests since those tests applied to 
the whole set of random numbers are not valid for its subsets which are actually used to produce 
small samples. For this reason, we do not consider any statistics, taking one of popular RNGs 
that has long period and is fast and easy in computer generation of random numbers. The 
authors understand that results for a chosen RNG may not be transferable to other RNGs. 
However, we do not intend to invent the "best" RNG, or to improve xisting ones. The purpose 
of the experiments is to outline some general procedures for generating reasonably good (visually 
uniform) small samples for application in multiple integration and nonconvex global optimization 
requiring lengthy computations of functionals and/or constraints at each random point. 
RNGs generate numbers, not points in R ~, n > 2. Random points are constructed by some 
rules, e.g., (2.4),(2.5) which are equivalent with respect o uniformity of their distribution in 
Weyl's sense, i.e., in the limit (2.2), but not necessarily with respect o their uniformity in 
small samples. The goal of this paper is to check if a distance rejection operator (Section 3) 
applied'to a long period RNG of unknown (for us) quality can produce small samples of different 
dimensions in reasonable time measured by the quantity of generated points, with guaranteed 
distance uniformity provided by Euclidean orm in procedure of Section 3, that is, to generate a 
complete r/-net of M points p~ in K n with properties (3.7),(3.8). 
7.1. Random Number  Generator  
For experimentation, wetake the RNG proposed in [28] and further studied in [29], with the 
idea to compute in parallel three very short word generators 
mi ----- 171mi_1 (rood 30269), too-given, (7.1) 
m~ = 172m~_1 (mod 30307), m~o-given, (7.2) 
m~' = 170m~ _1 (mod 30323), m~-given, (7.3) 
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and to use as pseudorandom numbers the fractional parts 
m, ( < h / <' 
= (30-0 ) + 30307] + 
(7.4) 
This generator, with a period of ~ 6.9 × 1012 [30], was statistically tested in [28,29] with initial 
! I !  . triplets (mo, mo, mo). (11,5,17) as one of four worst, (5,11,17) and (5,17,11) as two among 
the best in [29], and (4, 5, 5), (9, 1, 6), (47, 13, 43) as good ones in [45, p. 333]. It happened that 
different statistical tests gave different, often contradictory, results. For this reason, we do not use 
any statistical tests in our experiments, and assure the quality of quasi-random points in R n with 
respect to different, nonstatistical notions of uniformity, using rejection operator (3.3) and certain 
cut-off number N* in computation of successive points p~ in K ~. With 2D display of projections 
and/or sections on the screen of the computer, one can see that uniformity of distribution in K"  
does not necessarily imply uniformity in plane projections or sections. 
7.2. Init ial  Data  and the  A lgor i thm 
For our experiments, we  take a "bad" triplet (Ii, 5,17) from [29] and produce 2D, 3D, and 5D 
points by (7.1)-(7.4) and (2.4) forming complete u-nets with 2D displays of projections of those 
points on some coordinate planes. Then  we take a "good" triplet (5, 11, 17) from [29], for com- 
parison with some results for the triplet (ii, 5, 17). 
In multiple integration, it is the value of y in (3.8) which is critical (the smaller, the better) for 
obtaining a good approximate value of the integral provided that a complete y-net is constructed 
within the region of integration. If this region is the unit cube K n, then a complete net will 
contain approximately M ~ ~--n points. 
For nonconvex global optimization, it is the number  M of points in a complete net which 
is important for approximate solution by Monte  Carlo methods. If the computat ion of the cost 
functional is time consuming, this number  M should not be too large. Given desired quantity M*  
within the unit cube K n as the admissible region, the distance y in (3.3) can be taken as y = 
M *-I/'~ which will produce by the procedure of Section 3 a number  of points M close to M* .  ! n 
both cases, the stopping rule is given by a cut-off number  N*  of continuously rejected by (3.3) 
points, after which a complete net is presumed constructed if the employed RNG is reasonably 
good. 
ALGORITHM.  
1. Generate successive random numbers by (7.1)-(7.4) and form successive 2D, 3D, and 5D 
random points by (2.4) or (2.5), in parallel. The first points Pl are saved. 
2.. Taking Euclidean (spherical) norm in (3.2),(3.3) and desired number M* of points to form 
a complete net, calculate ~ -- M *-1/" and discard every point p~ that is y-close by (3.3) 
to at least one of saved points. Stop at the cut-off number of N* -- 5000 continuously 
rejected points. Count the total quantity Nj of all generated points and exact number M 
of actually displayed (saved) points (output) for each case j. 
3. This algorithm will produce arrays of 2D, 3D, or 5D saved points in the net with corre- 
sponding numbers Nj of generated points. In 2D we do it for samples of 50, 100, 200, 
500, 1000, 2000 presented in Figures 1-6, of which the last four serve for comparison with 
points displayed in [21, p. 1889]. In 3D we do it for M* -- 100 required points and present 
below the number M of actually produced (saved) points, and all three 2D projections 
with those M saved points projected on coordinate planes (1, 2), (1, 3), (2, 3), where the 
two indices indicate coordinates retained for display, with a third one discarded. In 5D 
we take M* = 100 and present only one projection (1,3) for M actually produced (saved) 
points to demonstrate a nonuniform plane projection of a uniform net in K 5. For all fig- 
ures, we give numbers N := Nj of all generated points most of which have been discarded 
by (3.3). 
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7 .3 .  V i sua l i za t ion :  T r ip le t  (11, 5 ,17)  
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Figure 1. M* = 50, ~7 = 0.1414, M = 38, N = 5752. 
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Figure 2. M* -- 100, ~ ---- 0.1, M ---- 74, N = 12417. 
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Figure 3. M* = 200, 77 = 0.0707, M = 144, N = 27046. 
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Figure4. M*=500,~=0.0447, M =353, N =35937. 
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Figure 5. M*=1000, ~=0.0316, M=672, N=50050. 
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Figure 6. M* =2000, 7=0.0224, M=1329, N=100799. 
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For a "good" tr iplet (5,11, 17) the 2D figures are similar, but  the numbers M,  N were different, 
as follows: 
for M* = 50 we had M = 37, N = 5886; for M* = 100, we had M = 75, N = 20138; 
for M* = 200 we had M = 149, N = 18572; for M* = 500 we had M = 346, N = 40432; 
for M* = 1000 we had M = 683, N -- 54926; for M* = 2000 we had M = 1318, N -- 78362. 
3D Sample  Triplet (5, 11,17), M* = 100, r] = 0.2154, M = 97, N = 28538. 
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Figure 7. Plane (1, 2). 
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Figure 8. Plane (2, 3). 
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Figure 9. Plane (1, 3). 
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5D Sample 
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For (5, 11,17): M* = 100, 71 = 0.3981, M = 100, N = 814. 
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Figure 10. Plane (1,3). 
7.4. Comments  
From 2D samples in Figures 1-6, the reader can see that distance uniformity in small samples 
is quite good even for a statistically "bad" initial triplet (11, 5,17). Taking a "good" triplet 
(5, 11, 17), one gets similar results, so that statistically "good" initial data do not necessarily 
improve the distance uniformity in small samples. Clearly, spatial uniformity of a small sample 
for dim n > 2 does not mean uniformity in plane projections, as can be seen in Figures 7-10. 
The samples in all figures are obtained for the cut-off number N* = 5000, with a few seconds 
required for composition of a whole sample, even in the case where a total of N -- 100799 points 
(Figure 6) had to be generated and compared by (3.3). Clearly, with a greater (smaller) N*, the 
number of points in the sample may be greater (smaller), and N* can be varied to get better 
completion of the net (more points, up to designated M*), or to check the quality of the RNG 
employed with respect o uniformity in small samples. 
8. CONCLUSIONS 
Nonstatistical notions of uniformity are proposed for plane and spatial distributions in small 
samples. Methods and an algorithm are presented for formation of small samples of uniformly 
distributed points constructed from numbers generated by a chosen RNG. Using Euclidean dis- 
tance, illustrative samples are computed in 2D, 3D, 5D, and displayed for visual evaluation of 
their uniformity. The method is very effective for uniform small sample generation, and can 
be used in simulation, multiple integration, nonconvex global optimization, and multiobjective 
(Pareto) optimization. 
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