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Abstract 
A simplified model that can predict the transitions from defl.agra-
tion to detonation and shock to detonation is given with the aim of 
describing experiments in beds of porous HMX. A single-phase state 
variable theory is adopted in contrast to a two-phase axiomatic mix-
ture theory. The ability of the porous material to compact is treated 
as an endothermic process. Reaction is treated as an exothermic 
· process. The algebraic (Rankine-Hugoniot) steady wave analysis is 
given for inert compaction waves and steady detonation waves in a 
piston supported configuration, typical of the experiments carried out 
in porous HMX. A structure analysis of the steady compaction wave is 
given. Numerical simulations of deflagration to detonation are carried 
out for parameters that describe an HMX-like material and compared 
with the experiments. The simple model predicts the high density 
plug that is observed in the experiments and suggests that the lead-
ing front of the plug is a secondary compaction wave. A shock to 
detonation transition is also numerically simulated. 
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1 Introduction 
In this paper we describe a simplified model for the transition to detona-
tion in beds of porous energetic materials. Motivation for this study comes 
from a few different sources. First, there is interest in the safety of granular 
propellants and explosives. These materials must be designed for accidental 
exposure to a variety of impact or burning stimuli that can result in shock 
to detonation (SOT) or deflagration to detonation transition (DDT). At Los 
Alamos National Laboratory (LANL) one of the authors and his colleagues, 
have used a piston driven deflagration to detonation (DDT) tube, which al-
lows careful study of the transition from a piston driven compaction wave 
into a detonation. In particular it has been possible to measure transients 
with multiple diagnostic instrumentation in an essentially one-dimensional 
geometry, [1 ], see figure 1. This work is part of a larger program at Los 
Alamos National Laboratory designed to enhance the understanding of ex-
isting theory and interpretation of transition to detonation experiments in 
these complex materials. [2] 
In their experiment, a tube is filled with granular explosive (HMX) and 
packed to about 70 % of the homogeneous solid density (TMD ). The sequence 
of events in one of their typical experiment is described below. Figure 2 is 
a reproduction of a schematic diagram from [1) that corresponds to their 
observations. 
A piston, labeled (p ), ( driven by expanding combustion gases of HMX 
powder in a sealed chamber) drives into the HMX bed at about 100 m/s. 
A compaction wave, labeled (c), develops and runs faster than the piston 
velocity(~ 400 m/s). The compaction wave transforms the bed from about 
70% TMD to 90% TMD. After an induction delay, a reactive wave, labeled 
(b ), develops near the piston. Combustion begins in the rear of the bed near 
the piston. It runs into the 90% TMD material left behind the preceding 
compaction wave. McAfee, et. al. [1] characterize the burning front as a 
second piston. It is thought that acoustic waves generated by the acceleration 
of the burning front coalesces to form a shock, labeled (s), in the 90% TMD 
material. Density measurements show that behind the shock, the bed is fully 
compacted to 100% TMD or greater. The region of the full density, is called 
a "plug". The rear of the plug is labeled (vp) for "virtual piston". The 
plug grows and shortly thereafter prompt shock initiation of the porous bed 
occurs and a detonation sweeps rapidly through the system. 
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Our goals are to model this process systematically by using the sim-
plest thermomechanical model possible and to interpret the hydrodynamic 
sequence of events that occur in the experiment. The model must account for 
the microstructural properties of the granular material that ultimately de-
fine the macroscopic behavior measured in the experiments. The formulation 
should be as simple as possible, but still adequate for certain engineering pur-
poses. We have chosen to construct a one-phase state-variable theory. Our 
modeling aims to show how the average behavior of the microstructure of the 
explosive affects the average macroscopic response. By adopting the principle 
of "maximum simplicity" at the outset we hope to be better able to under-
stand the mechanisms present in the model in some detail. We plan to add 
more complexity to the model only as necessary, dictated by agreement with 
experiment. This is different from axiomatic models that have used in the 
past, which have a pre-defined equation structure and thus have a minimum 
. level of complexity in their formulation. 
A DDT model that is predictive for engineering applications must contain 
certain elements. It must be able to reproduce certain one-dimensional initi-
ation transients -associated with burning and impact and thus essentially be 
able to predict wave "type" behavior whose features are principally recorded 
in the experiments. Since impact initiation of the bed is known to be sen-
sitive to the grain size and other characteristics of the microstructure, the 
model must have measurable variables that reflect the existence of the aver-
age microstructure. The model does not necessarily need to have variables 
that are obtained directly from measurements on the scale of the microstruc-
ture however, any more than a measurement of viscosity in a Newtonian fluid 
necessarily needs measurements on the molecular scale. The model should 
be generalizable to three dimensions. 
1.1 Two-phase theories 
Previous work on the DDT problem stemmed from detonation that occurred 
in damaged rocket motors and resulted in the development of a class of 
two-phase flow models. Principally these have been developed by Kuo and 
Surnrnerfeld [3], Krier, [4], Passman, [5], Nunziato and co-workers; [13]. The 
original context for Kuo's work was to model gun propellants. Nunziato's 
work derived from the desire to use formal continuum theory to describe two-
phase mixtures of discrete and molecularly nonmixed phases of solids, gases 
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and liquids. The structure of the theory, [5] is analogous to that developed 
in continuum mechanics for binary mixtures of molecularly mixed gases [6]. 
Drew's review article provides a good perspective on the complexity of deriv-
ing rationally averaged equations for discrete mixtures from first principles, 
[7], [8] and attaining closure. 
The axiomatic two-phase model that has undergone the most systematic 
experimental comparison for application to explosives is that of Baer and 
Nunziato [13]. Powers, Stewart and Krier, [9], [10], [11} gave a complete the-
ory of steady detonation and compaction waves for a model that differs only 
slightly from the Baer-Nunziato model and included a comparison between 
the two theories. They also gave a comprehensive discussion of the charac-
teristics in the system and the discontinuous waves that are allowed by these 
models. 
Continuum, two-phase modeling assumes the existence of a mixture of 
two independent phases, one gas and one solid (say), and further assumes 
the principle of "phase separation", which asserts that within a material 
control volume there exist, thermodynamically independent phases of pure 
solid and pure gais. Each phase depends separately on its own thermodynamic 
pressure, density etc. The mixture quantities are linear combinations of 
the phase quantities multiplied by the phase fractions, summed over the 
phases. The sum of the phase fractions is one. Conservation laws for mass, 
momentum and energy are written for each phase, with the addition of phase 
interaction terms which account for the exchange of mass, momentum and 
energy between the phases within the control volume. In addition, it is 
argued that the phase fraction is a independent thermodynamic variable and 
an evolution equation is given for it. 
Calculations of the averages of representative microstructural problems 
that typify explosives mixtures have not been carried out to constrain the 
two-phase theories and thus there is no rational basis for the assumptions that 
comprise the theory such as the principle of phase separation for granular 
explosives mixtures. The structure of the two-phase mixture theories used 
in the DDT modeling is simply assumed to have the same form as classical 
theories used for dilute, multi-component mixtures of gases, similar to the 
equations developed for combustion, [14]. 
The equation structure for multi-component mixture theory for gases can 
be justified by other scientific theories and experimental facts, whose coun-
terparts are not readily available for the mixtures that comprise explosive 
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materials. For dilute gas mixtures, a sub-scale model ( statistical mechanics) 
provides a rational basis for averaging or homogenization and does ratio-
nally justify some of the constitutive laws ( e.g. Fickean diffusion and the 
mixture laws) and other assumptions that comprise the theory. Also there 
is strong experimental evidence that the gaseous mixture has totally inter-
mixed phases ( to very small scales) as evidenced by the accuracy of the law 
of partial pressures. Analogous averaged theories for the microstructure of 
granular energetic materials or microstructurally resolved experiments don't 
yet exist. 
The two-phase theories do not directly calculate experimentally measur-
able quantities such as the mixture pressure, density etc., but instead they 
are calculated only after the fact from the mixture rules. These models break 
down in their description of scales smaller than the dimension of some aver-
aging volume that would be used to define well-posed averages over the mi-
crostructure. The use of independent thermodynamics of the isolated phases 
for the phase quantities of the two-phase mixture theory is unclear and is 
an arbitrary choice made for closure. The phase interaction terms cannot 
be directly measured by experiment and are usually inferred indirectly, or 
are. assigned by tuning these parameters to match results in the macroscopic 
system, like the speed of the compaction wave. 
As a consequence of this formalism, equations of state for the pure ma-
terial are needed for each phase and all the constitutive information for the 
phase interaction terms must be provided·for the model. The resulting model, 
even it is simplest form is quite complex and formidable. Such a model in 
one-dimension can have as many as seven evolution equations and twenty or 
more independent material parameters that must be provided. The calcula-
tions required to determine the parametric sensitivity of two-phase models 
are often overwhelming and are seldom done. Importantly, the formalism 
dictated by the principles adopted to construct two-phase models, ensures a 
minimum level of complexity. 
1.2 Summary 
We suggest that such an axiomatic based, two-phase mixture modeling ap-
proach may be unnecessarily complicated and cannot yet be justified on the 
basis of the scientific information at hand. An alternative approach is to 
design a state-variable theory with the simplest form possible and with the 
5 
smallest number of experimentally measurable variables required to describe 
a restricted class of experiments of direct engineering interest. Claims of 
universality in such a formulation need not be made. In our modeling we 
adopt the principle that all variables and constitutive information should be 
measurable and hence can be validated or disallowed by experiment, in so 
far as possible. 
We present an example of a model, extensible to more complex consti-
tutive theory, with a reduced parameter set in its formulation. The theory 
we present will be able to solve standard experimental problems, like the 
one-dimensional initiation transients and admit steady traveling waves like 
the steady compaction wave and detonation wave. Our formulation has a 
single phase for the bulk quantities that can be measured in experiment. 
The constitutive information for our model is for the bulk, although its form 
will obviously depend on the nature of the microstructure. We make many 
idealized assumptions entirely to retain analytic tractability and simplicity 
in this early treatment. Our purpose is to work out the basic mathemati-
cal properties in order to establish an analytical path for extension to more 
complex and realistic constitutive modeling. Along the way, we develop a 
class of exact solutions that can be used for testing numerical algorithms to 
be used in the "real material" calculations. 
In section 2 we lay out the basic model. In section 3 we give the end state 
analysis that identifies possible steady traveling waves like inert compaction 
and detonation. In section 4 we give the theory and explain how to calculate 
steady compaction wave structure. In section 5 we explain how we chose our 
constitutive constants in order to create an HMX-like material. In section 6 
we give the results of the compaction wave propagation that develops from 
a transient collision with the piston. We also explain the result of a DDT 
event for the HMX-like material and show that it qualitatively matches the 
real events in the experiment very closely. In section 7 we conclude and in 
section 8 we explain the numerics used for the simulations. 
2 The simplified model 
We start with a review of some of the essential physics of packed granular 
beds that have been incorporated into our simplified hydrodynamic model. 
Then we give expressions for the model equation of state and compaction and 
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reaction rate prbGesses in the bed. We give the corresponding complete set of 
conservation laws 'and constitutive theory that we assume for our model. We 
assume that the average compaction process within the bed can be observed 
on macroscopic scales and that the compaction of the granular bed can be 
described as some "effective" homogeneous material. This assumption is 
established by macroscopic experiments on the bed. 
Similar to recent work by Persson [15], and earlier work by Johnson, [16], 
Hermann, [17] and Carrol and Holt [18] we assume that the material can be 
described in part by an effective equilibrium thermodynamics, by the addi-
tion of an additional state variable which we call the compaction ( one minus 
the porosity). A state variable like the porosity is needed because of the 
voids between the grains of the material and its existence has been clearly 
demonstrated by various experiments. However, a state variable is only de-
fined by the constraint of matching the model's behavior to the macroscopic 
physical experiments, and is not necessarily directly related to the "porosity" 
variable defined by the microstructure on the size of the grains. This connec-
tion requires the macroscopic averages of a microstructural theory. For our 
convenience, we -will take the compaction variable to be given by ¢, so that 
when ¢, = 1 the material is without porosity (1 - ¢, ) and without voids. Our 
variable ¢, is a reaction-like variable which governs an endothermic process. 
We also will consider reaction as an independent, exothermic thermodynamic 
process where A measures the extent of exothermic reaction with A = 0, rep-
resenting no reaction, and A = 1 representing complete reaction. 
2.1 Consideration of quasi-steady compaction 
Consider the quasi-steady compaction of a granular material at constant tem-
perature. Further assume that we can carry out a one-dimensional compres-
sion of the material. As the pressure, p, increases in a constant temperature 
process, the specific volume of the material v = 1 / p decreases. An isotherm 
would have this property regardless of the initial porosity, i.e. ¢,0 • 
Next consider the contrast between the isotherms in a p - v-plane , for 
a material with no voids (i.e. completely compacted with ¢, = 1) and the 
isotherm for a material with porosity ( </> < 1 ). It will generally be the case 
that for a given applied pressure, a material with some porosity will occupy 
a greater volume than the pure material. An isotherm in the p - v plane 
corresponding to a quasi- static compression of a material with some initial 
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porosity ( </>o < 1 ), will lie above that of the pure material, ( </>o = 1 ). See 
figure 3. 
The isotherm in this quasi-static compaction experiment should be con-
sistent with a caloric equation of state of the general form e(p, v, </>). For our 
current purposes we will choose the simple polytropic form 
1 
e = --pv - Q,J,(l - </>), ,-1 (1) 
where 1 , Q ,J, are taken as constants. Here Q ,J, is an energy of compaction; 
the specific internal energy of the material increases as compaction occurs. 
Material is allowed to accept energy through a microstructura.l process such 
as reconfigurations of the grains. Hence compaction is modeled as an en-
dothermic process. 
As an example, to calculate the details of the quasi-steady compaction 
isotherm, we must assume a form for the thermal equation of state. Suppose 
that we that the temperature is also calculated by 
e = evT, (2) 
then the consistent p - v isotherm would be calculated as 
pv = (, - l)cvT + Q,J,(, -1)(1 - </>). (3) 
Note that this isotherm defines a family of parallel curves in the p- v plane 
parameterized by </>. In a quasi-steady, isothermal compaction process, one 
can assume that </> increases from </>o say, towards a maximum value of</>= l, 
as the pressure p is increased. The compaction isotherm then crosses the 
constant - </> isotherms and eventually at high enough pressures, the com-
paction isotherms merge, or become asymptotic to the complete compaction 
( </> = ¢,0 = l) isotherm. Figure 3 also shows a representative quasi-static 
compaction experiment similar to those that have been carried out in porous 
materials, granular beds and porous metals, (19), (15). (The arrows show the 
direction of the process in time.) 
After the maximum pressure is reached and unloading starts with, dp/ dt < 
0, a simple assumption can be ma.de that the ( unloading) process occurs along 
the constant </> isotherm with the value of </> obtained at the maximum load. 
Little change in the configuration of the microstructure would occur and one 
would assume that during unloading d</>/ dt = 0. The quasi-static compaction 
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work would appear as the area under the p, v loading curve. A sketch of a 
loading curve is also shown in Figure 3, from A to B. The (vertical) unload-
ing curve starts at B and unloads down the constant </> isotherm ending at 
C. The area in the region bounded by segments AB, BC, CA represents the 
quasi-static compaction work. The quasi-steady compaction experiment is 
described completely, if the history of p is given and its relationship to </> is 
known. We turn to knowledge of </> next. 
2.2 A simple constitutive model for </>. 
The literature for porous and compacted granular materials has a history of 
theoretical development that uses a "p - a" ( or similar) relationship, that 
relates the loading pressure to the porosity. The variable a plays a similar 
role to 1 - ¢. We will assume that a constitutive law of this type exists and 
is measurable for our model material. For simplicity, we assume that in a 
quasi-static compaction experiment, one can measure the response p( </>). A 
simple static response, with the property that changes in </> are monotonically 
incre•asing with increasing changes in p, i.e. d</>/ dp ~ 0, is a piecewise linear 
and constant response of the form 
</> = Ap for p ~ 1 / A, 
</> = 1 for p ~ 1 / A. (4) 
Here </>0 is the initial bed compaction and p0 is the initial bed configuration 
pressure. The bed is· assumed to be initially consolidated and the constant 
A is identified from the initial state as 
A= </>o/po. (5) 
Next, we give a dynamic model for changes in </>. If there is an excess 
pressure over the static equilibrium pressure, (in this context p > </>/ A), then 
the bed is allowed to compress and change its porosity and d</>/ dt > 0. If 
</> = 1 already, then we trivially have no ·change in </> possible and d</> / dt = 0 
under compression. If the pressure is not in excess of its equilibrium pressure, 
i.e. p < </>/A, then we assume that the porosity doesn't change and let 
d</> / dt = 0. This assumes that the pressure is still sufficient to maintain 
the compacted bed and that no enormous damage in tension at that state 
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can occur. This assumption is specifically appropriate for porous materials 
that are already pressurized. (For the compaction experiments we envision 
here this is not a bad assumption, but for extremely strong rarefactions and 
damage that may be caused by burning at interfaces, this may not be a good 
assumption.) 
When the pressure is in excess and when the material is still porous, 
then the porosity will change towards complete compaction, ( </> --? l ). The 
assumed evolution law for the variable ¢, is stated as follows 
d</> 
dt = kq,(Ap- </>), for Ap - </> > 0, and </> < l 
d</> 
for Ap - </> < 0 and </> < 1 -=0 
dt ' 
d</> = 0 
dt 
for </> = 1. (6) 
The constitutive constant krf, could be determined from the following exper-
iment. 
Consider a porous column of material that is originally at static equi-
librium p0 , </>0 , suddenly subjected to a pressure p > p0 • Then our above 
evolution law is a simple ordinary differential equation with some initial val-
ues corresponding to the experiment. i.e., 
~: = kq,(Ap-</>), with</>= </>0 at t = 0. (7) 
The solution is given by 
(8) 
The solution adjusts monotonically in time from the initial value ¢0 to the 
new equilibrium value </J = Ap. If Ap > l then the final value is </> = l and 
the transient in the </>, t plane is the intersection of the exponential solution 
with the line </> = 1. Figure 4a shows the sign of d</> / dt in the p, </> - plane and 
Figure 4b show a typical transient of the suggested experiment at constant 
pressure. 
Experiments similar to that described above, characterize the constitutive 
behavior which describes the relaxation phenomena that is associated with 
the complex microstructural processes within the grains. More complexity 
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can be added by assuming a more complicated form for the constitutive 
relation. With an evolution law of the type described above, one can go back 
to the constant temperature, quasi-static compaction problem and uniquely 
define the dynamic loading curve and its history in the p - v-plane. 
2.3 Strain rate dependent stresses and transport pro-
cesses 
If the material is rapidly loaded uniaxially, it may develop longitudinal strain-
rate dependent stresses. Some experiments that attempted to measure this. 
stress have been carried out in granular HMX beds, [20]. At the present time 
it is thought that these effects and the existence and magnitudes of such 
stresses are not well understood. The approach we take here, is to include 
them in the formulation of the simple model. (The viscosity, µ, does not play 
a major role in our discussions in this paper.) The simplest case of linear 
dependence (akin to a Newtonian fluid) assumes that the total longitudinal 
stress is composed of the pressure and the viscous stress, 
(9) 
The viscosityµ is to be a constant determined by an independent experiment. 
In a similar fashion one can consider the existence of an effective heat 
flux. We don't do that here. One could also mimic interphase transport 
by letting the constitutive theory for the stress and for the heat flux be 
proportional to transport coefficient functions that are dependent on the 
compaction variable, i.e. µ( <p) (say). These functions would model diffusive 
transport of momentum and energy, relative to the bulk material from other 
mechanisms, such as jetting. These functions could be quite non-classical 
in their character. For example if the material became nearly consolidated, 
with <p --+ 1, one might imagine that mobility of a gas phase may be reduced; 
its permeability through the solid reduced to zero. 
2.4 A simple hydrodynamic model for compaction 
In this section we summarize a hydrodynamic model that can describe com-
paction in one-dimension. The conservation equations for mass, momentum 
and energy become 
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ap ap au -+u-+p- = 0, 
8t ax ax 
[au au] ap a2u p -+u- = --+µ-at ax ax ax2 




The equation of state is assumed to be given by the simple constitutive 
equation 
l p 
e = -- - Qt/,(l - </J), 
;-Ip 
(13) 
where Q,J, is a constant energy of compaction. Finally the evolution equation 
for <p is represented by 
where 
r<t, = k"'(Ap- </>) for Ap- </J > 0, and </J < 1 
r ,p = 0 for Ap - <p < 0, and <p < l 
r ,p = 0 for <p = l. 
(14) 
(15) 
2.5 Extension to (endothermic) compaction and ( exother-
mic) reaction 
While compaction is modeled as an inherently endothermic process, reaction 
can be modeled as an exothermic process. The effective energies of these 
processes, seen in a typical experiment, can differ by one to possibly two 
orders of magnitude in a compaction to detonation transition. Based on 
estimate from HMX experiments, [21], a typical heat of compaction would 
be Q,p = 5 x 105 Joules/Kg, and a typical heat of combustion on the order 
of 12 times that at Q>. = 62 x 105 Joules/Kg. 
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Experimentally there is evidence of a delay that occurs from the time of 
piston impact to significant energy release. A fully formed compaction wave 
precedes the burning front in the early.phase of the experiments in the DDT 
tube. At a much later stage in the evolution, a more conventional detonation 
reaction seems to occur. We can introduce the similar time delay by assuming 
an Arrhenius-type kinetic law for the energy release. The time delays can 
be increased or decreased by changing the activation energies. We let ,\ be 
the reaction progress variable with ,\ = 0 corresponding to no reaction and 
,\ = 1 corresponding to complete reaction, and modify the equation of state 
is to 
e = _l_!!_ _ Q,t,(1- </>) - Q>.,\. 
, -1 p 




r>, = (1 - ,\) [k1,>.exp(-Ei/(p/ p)) + k2,>,exp(-E2/(p/ p))]. (18) 
The quantities k1,>., k2,>. and E1 , E2 are taken to be constants. The assumed 
Arrhenius dependence in r>, enables us to consider concepts about the induc- • 
tion behavior that result from knowledge of large activation energy asymp-
totics. One could consider much more complicated constitutive laws for both 
r,t, and r>, since in particular, it is clear that intense reaction can change the 
state of compaction and may reduce it. 
The above equations are complete so that it is now possible to carry out 
calculations of well-posed initial, boundary value problems. Note that we 
have a system of mixed, parabolic, hyperbolic partial differential equations 
that are commonly found in combustion applications. There is no apriori 
reason to insist that our model be composed of only hyperbolic PDEs. 
3 Rankine - Hugoniot analysis 
Here we present an analysis of the admissible steady wave solutions without 
consideratior. of the structure of the wave. The standard statements of con-
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servation of mass, momentum and energy generate three algebraic equations 
relating the change in state across the wave. A fourth relation is obtained 
by the statement that ref> = 0 at equilibrium. A fifth relation is obtained by 
setting r;, = 0. For our purposes we consider the cases at equilibrium where 
,\ = 0 or ,\ = 1. For unique specification of the wave velocity, a "piston" 
condition (or another equivalent condition) must be prescribed, and in order 
to compare with experiments, we specialize the steady wave analysis to that 
driven by a forward moving, constant velocity piston, with u =Up> 0. Let's 
denote the equilibrium states by a * subscript. Then the task for a given 
material is, given up, find p*, p*, </>*, and the wave velocity D, with ,\* = 0 or 
1. This type of experiment will reflect the parametric changes in the struc-
ture for a given material, as one parameter, Up is varied from Up= 0 to large 
values. 
We assume that the upstream state is quiescent with density, p0 , pressure 
p0 , cp = cp0 and Ao = 0. The mass flux through the wave is defined by 
m = -poD. (19) 
We let the relative velocity in the wave frame be given by U _ u - D, so 
that the statement of conservation of mass can be written as 
pU=m. (20) 
Conservation of momentum requires 
m(U + D) +p - Po= 0. {21) 
Conservation of energy requires that e + p/ p + U2 /2 be a constant across 
the structure of the wave. Substituting our assumed form of the equation of 
state results in the equation 
, (p Po) U2 - D2 -- --- -Qq,(cpo-</>)-Q;.,\+--=0. 
,-1 p Po 2 
(22) 
If we eliminate p and p from (22), then a quadratic in U results. This 
equation, in terms of D, <f>,. and ,\,. is 
u2 -~ (Po - n) U + 2(, - 1) [D2 +_,_Po+ Qr] = 0, (23) 
1 -l m 1 +1 2 1 -lpo· 
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where Qr = Q,J,(<po - ¢>.) + Q;.).. is the total amount of energy evolved 
within the steady wave. If Qr < 0 the process is net endothermic and is 
essentially dominated by the compaction process. If Qr > 0, the process 
is net exothermic and will be dominated by the exothermic energy release. 
Solution to the quadratic immediately gives a relation between Up and D if 
Qr is known, namely, 
u _ n = _, (Po _ n) + [[-' (Po - n)] 2 
P ,+l m ,+1 m 
2(,-1) [D2 , Po Q ]] 112 --------- - + --- + r ,+1 2 ,-lPo 
(24) 
(25) 
The positive branch of the quadratic is chosen to correspond to the inert 
shock branch for Qr= 0, which has the explicit relation between up and D, 
u = _2_D _~Po..!.__ 
P ,+1 ,+lpoD (26) 
3.1 Inert Compaction 
The D versus up curve for inert compaction can be derived simply by the 
following steps. First we assume a value for the piston velocity up and (,\. = 
0). If Up is sufficiently small or equal to a critical value, then the equilibrium 
state is not fully compacted and hence ¢>. ~ 1. The equilibrium compaction 
relation found by setting ref, = 0, must be solved in conjunction with (25), 
which for this simple model is written 
(27) 
Equations (25) and (27) are solved together and have the simple closed form 
solution ( (25) factors) for the D - up relation 
u = - 2-D - -3.LPo ..!._ + 2(, - l) Q A oD. 
P ,+l ,+Ip0 D ,+1 ,J, P (28) 
The above equation shows that for a given value of Up the compaction speed 
(with Qr < 0) is below the inert shock speed (with Qr = 0). The acoustic 
( Up ~ 0 ) value of the compaction speed is found to be 
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n2 1 
c,a = 1 + Q !/>Apo(, - 1)' (29) 
where ci = ,Po/ p0 is the ambient sound speed squared. The Mach number 
of the acoustic compaction wave for this model is subsonic and travels at a 
velocity that decreases as the energy of compaction increases. 
The critical value of up such that <f>.,, = 1 for the first time, as up is 
increased from small values, can be calculated from the above formulas by 
using the special relation ( from r I/> = 0) 
D (1 - </>o) 2 Up = ,i,. G:j. ,~o (30) 
(The explicit formula for up is not shown). 
For up > uplt/>.=I the D - Up relation from equation (25), which can be 
inverted by Newton Raphson procedure (say). Once the D - up relationship 
is established for a given value of up, the remaining values, U.,,, p.,, and p.,, 
just follow from the Rankine-Hugoniot relations. Figures 5a show the D -
up relation and ·figure 5b shows the dependence of p.,,/ po,p./Po and <f>.,, on 
up. The parameter values used for the plot are based on the HMX-like 
material described in section 5, with p0 = l.2g/cm3 , 1 = 2, Qt/>= 12.43 x 105 
Joules/Kg, and Co= JPo! Po = 800 m/sec. 
3.2 Subsonic, supersonic inert compaction and causal 
constraints 
Here we outline the parametric conditions, in this model, for subsonic and 
supersonic inert compaction and causal constraints for the existence of steady 
traveling waves. If we think of the bed properties as fixed, then for a given of 
up, we can delineate the behavior of the wave in the following categories. The 
wave may or may not have a complete compaction end state, (i.e. ¢* < 1 
or ¢ .. = 1 ). The same waves can travel either subsonically relative to the 
quiescent material, or supersonically. The parametric constraint that </>* = 1 
at equilibrium results in equation (30) and by substituting that result into 
(28) results in the explicit formula for D2 , 
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D2 [ 2 ( 1 + 1 )( 1 - </>o) l 1 
= Co+ 2 Apo (1 + (, - l)Q,,,Apo)° (31) 
This formula can in turn be used in (30) to obtain an explicit formula 
relating up and the other parameters including the initial compaction <j,0 • 
The result (with the other parameters fixed) can be plotted in a </>0 - _up 
plane and represents a boundary of threshold values of up, such that </>. = 1, 
as up is increased. This curve is shown in figure 5c for parameter values that 
are chosen after HMX-like material monotonically decreases in </>o as up is 
increased from zero and also intersects the point up = 0, </>o = L 
The condition that the wave speed D be sonic relative to the ambient 
material is D = Co- This condition is displayed in a </>o - Up-plane in figure 
5c. There are two branches with </>. < 1 and </>. = 1. When </>. < 1, equation 
(28)- holds with D = Co and is a straight line in the </>0 , Up-plane that lies below 
the curve </>. = l. When </>. = 1, the result is calculated from equation (25) 
and lies above the curve for</>. = 1, in the same plane. This parameter plane 
clearly shows that both sub and supersonic compaction waves are possible, 
depending on the initial configuration of the bed and the piston velocity. 
If one thinks of the compaction wave as being accelerated quasi-steadily 
by an accelerating piston, then a subsonic compaction wave, without a lead 
shock, can transit to a supersonic compaction wave with a lead shock. This 
simple picture suggest that a slowly accelerating, reactive interface (burning 
front), separated from the compaction wave can produce a stronger subsonic 
compaction wave or even a shock in the material. If the local kinetics change, 
then a rapid ignition can occur and a more classical shock to detonation 
transition may result. This scenario is discussed in section 6.2. 
The next constraint we discuss is a causal one. The wave speed D must 
be greater than the piston velocity up in order to be physical. However, since 
compaction is endothermic, for sufficiently large Q,t, , the Rankine-Hugoniot 
algebra formally admit solutions where D < up. This is not allowed and 
defines another, causally-based, constraint that must be checked in general. 
The causal boundary, D = Up is shown in figure 5c. 
For sufficiently large Q,,,, the compaction Hugoniot in the up, D plane can 
intersect the line D = up for a positive value of Up. This leads to a forbidden 
region in parameter space of the steady solutions. (Such a case is shown 
in figure 5d, where the value of Q,,, is twice that used in figure 5c.) The 
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causal constraint boundaries can be calculated explicitly for our model and 
we find two branches in the up - <Po parameter plane. The calculations are 
identical to those for the sonic condition except that up = D is used instead 
of Co = D. The two branches bound a closed region and terminate on the 
constraint curve </> .. = 1. Figure 5d illustrates that there is generally a value 
of </>o above which this causal constraint is never encountered, and below 
which there are two values of Up that identify an interval of piston velocities 
that are not allowed. Above or below these critical values, traveling waves 
that are casual are possible. 
We do not know whether real beds of porous material can admit the 
loss of steady traveling waves for certain parameters. Also we don't know 
whether or not a similar constraint can be found in the two-phase mixture 
theories. We suspect that it can since the mathematical arguments we make 
here follow from basic thermodynamics. 
3.3 Detonation 
The detonation branch is found by assuming a net exothermic energy release 
for the steady wave, i.e. QT > 0. Once again the starting point is (25) 
and one first calculates QT then inverts (25) for the D - Up relation. One 
can rearrange the equation to obtain a quadratic in D2 which in turn has 
two branches, a weak detonation branch for values of up < uplcJ and a 
strong detonation branch for values of up > uplcJ. The logic of finding the 
detonation branch is identical to that for classical detonation theory. It can 
be safely assumed that since the pressure is sufficiently high on the detonation 
branch that <p., = 1 applies, likewise complete combustion is found by taking 
,\,. = 1 and the relevant value of QT is given by the difference Q>..-(1-¢0 )Q<1>, 
which must be positive for the detonation branch to appear. 
Figure 5e shows the detonation branch in the Up - D-plane, ( up > 0) 
for this model. There are also deflagration branches of solutions for up < 0 
which are not shown. 
4 Steady compaction wave analysis 
For this model, steady compaction waves are described in terms of a single 
integral, similar to elementary ZND structure for detonation waves. We use 
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the steady wave coordinate and assume structure variations depend only on 
x-Dt (say), where Dis the steady wave velocity. Also in this new coordinate 
we set 8 / 8t = 0. Let the relative velocity be given by U = u - D, so that our 
governing PDEs, become ODEs in the wave variable. Now interpret x, to be 
the steady wave coordinate. The governing ODES for the steady compaction 
wave structure are, 
dp dU 
U dx + p dx' (32) 
dU dp d2U 
pU dx = - dx + µ dx 2 ' (33) 
de dU (dU) 2 pU- = --p + µ - , 
dx dx dx 
(34) 
d</> 
U dx = ref>. (35) 
These equations. can be integrated once, after the theory of viscous shock 
waves. We assume that the far upstream state is quiescent, with u = 0 and 
with p = Po, p = Po- If the wave runs to the left in the lab-fixed frame, the 
steady wave structure will lie to the right with x increasing. Thus for the 
structure analysis take D < 0. The mass flux mis defined by (19) and inte-
gration of the mass equation still reduces to (20). Equation (33) integrates 
once, and by evaluation of the integration constants at the quiescent state 
becomes 
dU 
m( U + D) + (p - Po) - µ dx = 0. (36) 
The final integration available is a consequence of the conservation of the 
total energy, e + p/ p + U2 /2. Taking equation (33), multiplying it by U and 
adding to (34) obtains the total energy equation 
(37) 
where we have used the comma notation for derivative. Integration, using 
the definition of the equation of state to replace e in favor of p, p and </> and 
applying the conditions at the quiescent state results in the equation 
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[ , (P Po) u2 - n2 ] d (u2 ) m -- --- -Q¢(</>o-</>)+-- -µ- - =0. 
;-1 p Po 2 dx 2 
(38) 
The steady wave structure formulation is completed by equation (35). 
This set of equations really reduces even further to two equations in </> and U 
(say), by using equations (32) and (36) to solve for p and pin terms of U and 
<f>. The remaining equations are a pair of autonomous first order ordinary 
differential equations for U and </>, with x as the independent and time-like 
variable. Thus the analysis of the steady structure is conveniently done in a 
U, </> phase plane. 
4.1 Reduction to a phase plane analysis 
The first step is to eliminate the density and the pressure, using the mass 
and momentum equations in favor of U and </> in the energy equation and 
the compaction equation. The remaining equations are linear in terms of the 
derivatives U,x and </>,x· Finally these are solved in combination for U,x and 
</>,x in terms of</>, U. The resulting equations are written as 
where 
dU =; -1 q>, 
dx µU 




q>(U, </>) = mQ,/J(</>o - </>) + m(U + D) [;: 1 (p:D + U) - U ~ D]. (41) 
The compaction rate r t/J is generally a function of p and </> for </> < 1. Since 
the momentum equation shows, 
p = Po - m(U + D) + µU,x 
whenever r ,t, is nonzero, it takes on the form 




We rewrite the nonzero compaction rate as 
(44) 
or 
[ A(; - 1) l r"' = k"' 11 + U ~ . (45) 
where 
11 - APo - </> + Am(U + D). (46) 
Thus the equation for d<f>/dx takes the form 
d</> _ k"' [ A(; - 1) ~] 
dx-U 11 + U . (47) 
By dividing equation (47) by equation (39) we obtain an equation for 
</>( U) for structure such that </> < 1, as 
d<f, = µk"' [U11 + A(; - 1)~] = µk"' [G], (4S) 
dU (;-l)U ~ (;-l)U ~ 
where G is defined as 
(49) 
Next we separately derive the version of ( 48) that holds in the regions of 
the structure where </> = 1. Note that the general equation is written in the 
form 
d</> µ r"' 
dU - (;-1) ~. (50) 
If </> = 1 then r ,t, = 0 and U is calculated directly from ~( U, </>) = 0, or 
[ ; ( Po ) U - D] .mQ,t,(</>0 -l)+m(U+D) ;-l poD+U - 2 =0. (51) 
We give a brief outline of the analysis in the U - </> plane for the inert 
compaction wave and principally treat the case where </>. < 1. The curves 
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in the U - <p plane, given by ~ = 0, G = 0, define seperatrices where the 
isoclines (lines of constant slope d</)/dU) change sign and go through values 
of ±oo and O respectively. For parameters such that the equilibrium state 
</)* < 1, these curves cross and their intersection defines the location of the 
equilibrium state </)., U.. The conditions that define the locations of the 
critical points in the U - <p plane are the Rankine-Hugoniot found in section 
3 for an inert compaction wave. On either side of the curves ~ = 0, G = 0, 
the sign of d<p / dU changes and one can sketch the isoclines that further 
restrict the integral curves. Also the uniqueness of the 2-dimensional vector 
field guarantees a unique solution curve that leaves the initial state and ends 
up at the equilibrium state. Local linearization near the initial state and the 
final equilibrium state, finishes the qualitative analysis in the phase plane. It 
is found from the local linear analysis that the initial state, ( U, <p) = ( - D, <Po) 
is a saddle point, and that for parameters such that <p. < 1, the equilibrium 
state ( <p., U.) is a sink for all the parameters that we have investigated. Thus 
for this model, a connecting solution from the initial point to the compacted 
equilibrium point is guaranteed. The detailed solution trajectory is readily 
computed numerically, and for some special parameters the trajectory can 
be calculated analytically. Figure 6a shows a representative example of the 
phase plane with a computed connecting solution for a partially compacted 
end state. Figure 6b shows the corresponding steady compaction wave profile 
in the physical domain. 
Some care is required in the numerical solution. The integration in the 
phase plane cannot start exactly at the initial point, instead it is important 
for reasons of accuracy to start the calculation on in the direction of the 
eigenvector that leaves the saddle. This requires the details of the linear 
analysis at the equilibrium point which are easy and not given here. 
5 Matching the model to an HMX-like ma-
terial 
In this section we describe the parameters chosen by us to mimic an HMX-
like material. The principles that governed our choices were that they must 
correspond to reasonable, qualitative matches of bulk respqnses found in 
experiments, typical of those conducted for granular HMX, and must take 
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into account the granular character of the bed in so far as possible. Once these 
choices were identified, they were used in our subsequent numerical modeling 
of steady compaction and unsteady compaction to detonation transition. 
A number of different experiments are used to characterize the com-
paction characteristics of the bed and the bed's ability to propagate acoustic 
waves in its bulk. The work of Coyne, et. al. [20) is representative. Similar 
experiments can be found in the literature for porous inert compacts. 
Some of their experiments measured the granular static and dynamic re-
sponses of longitudinally applied forces. In one experiment, granular inerts 
like Teflon powders, and HMX were first slowly pressed together in a mold 
bounded by two plates. The average load and the plate displacements were 
measured. The load versus specific volume response that they found for 
these materials is qualitatively similar to that shown in figure 3. A related 
dynamic experiment loads a porous sample by controlling the displacement 
and allows the bed stresses to equilibrate. Then the bed is rapidly unloaded 
by changing the displacement between the plate boundaries and then reload-
ing once again. The bed displacement and the measured force on the ends 
of the bed were recorded and from these, a porous bed "spring constant" or 
elastic modulus M was determined for a variety of initial bed densities. This 
modulus and the initial density of the bed p then determine a velocity 
V = fiiip. (52) 
We identify this experimentally determined velocity V as a measurement 
of the small amplitude, or "acoustic" compaction wave speed, since in the 
reloading process, the reconfiguration of the bed grains is involved. In our 
theory the acoustic compaction wave speed is given by formula (29). Match-
ing the acoustic value of D with the experimental value V for a given material 
density, is a constraint on the parameters of the theory such as Co, Q<1>, ;, cf>o, 
and Po• 
A second sound speed is determined for the porous bed by ultrasonic mea-
surement. In these experiments, a high frequency, low amplitude, mechanical 
disturbance (1 MHz Broadband signal) is introduced at one end of the sam-
ple and the speed at which the high frequency signal travels through sample 
is recorded. Because of the highly dispersive properties of the bed, the signal 
travels at a speed much lower than the measured acoustic velocity at similar 
frequencies in the homogeneous solid material. At ambient conditions, the 
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high frequency sound speed in a granular material like HMX ( and what we 
will now refer to as the "frozen sound speed", in the language of dispersive 
acoustics) may be on the order of 800 m/sec, while the longitudinal elastic 
wave speed in a pure, solid crystal of HMX is approximately 4 times larger. 
Thus for the purposes of our modeling, we chose an initial density p0 = 
1.2g / cm3 , representative of the bulk density of powdered HMX with ap-
proximately 30% voids. We arbitrarily set the polytropic exponent , = 2 
and then selected the ambient pressure Po so as to give an ambient, frozen 
sound velocity Co = J,Po/ p0 to be 800 m/sec. Thus the pressure Po needs 
to be interpreted as a configuration pressure that is commensurate with the 
bulk acoustic frozen sound velocity at which high frequency acoustic signals 
can travel in the dispersive bed. Our theory calculates changes in pressure, 
relative to this datum po. 
We estimated Q"' from the p-v data of Dick, [21], as Q"' = 5 x 105 Joules/Kg. 
We then used formula (29) and set the acoustic compaction velocity equal 
to 400 m/sec (which was half the value of the frozen acoustic velocity). This 
choice, with the other parameters fixed, determined the base case value of 
Q"' at 12.43 x 105 Joules/ Kg. 
We chose the value of Q ,J, so that we could match the observed CJ deto-
nation velocity of powdered HMX with 30 % voids, which is approximately 
6.2mm/ µ sec. The detonation velocity can be related to QT by the Rankine-
Hugoniot relations and thus we fixed the value of QT = Q>. + (1 - </>o)Q,J, = 
62.42 x 105 Joules/Kg. We note that the the heat of combustion HMX is 
88 x 105 Joules/Kg. Our value of QT is approximately 70% that of the heat of 
combustion of HMX. The corresponding value of Q>. is 66.15 x 105 Joules/Kg. 
In order to fix the value of the compaction rate constant k,J,, we noticed 
that in the HMX DDT experiments, that for a piston velocity of approxi-
mately 100 m/ sec, the inert compaction wave thickness is on the order of 2 
mm. The rate constant k¢, was chosen by carrying out a few simulations of 
the inert compaction wave and by adjusting the value to k¢, = 1.53 x I06sec-1 
to enclose the subsonic compaction wave structure within approximately 2 
mm, ( see figure 6b). 
The choices of the rate constants k1,>. = 4.52 x 104 seC1 and , k2,>. = 100 x 
k1 ,>. and the activation energies E1 = 1.28 x 106 Joules/Kg and E2 = 5. 7 x E1 
were made to roughly match the times and location at which the front edge 
of the plug occurs and when the detonation appears in the experimental 
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records of DDT in the HMX experiments. It has been argued [22] that in 
the earliest phases of the DDT process there is a weak energy release and 
induction behavior. In the later part of the transition, a more rapid energy 
release is observed. Thus the experiments indicate that there is an early and 
a late phase to the overall kinetics of the energy release. We have chosen to 
model this by the superposition of the two rate factors that become active at 
different effective temperatures pf p. The first reaction has a lower activation 
energy than the second. The latter reaction was chosen to have a larger 
pre-multiplying rate constant in comparison to the first, so when it becomes 
active, it controls most of the final heat release. 
In the early phase of the evolution, when the compaction wave is respon-
sible for initiating relatively small amount of energy release, the first rate 
expression is controlling. The addition of exothermic reaction to the com-
paction causes a secondary compaction wave to form in the material which 
has been processed by the first compaction wave. The secondary compaction 
wave found in our model is very thin and forms the front edge of the plug, in 
much the same way as was described in the experiments. The formation of 
shock in the experiments occurs roughly 10 to 20 mm away from the piston 
interface at approximately 40 to 50 µ sec . We chose the first set of constant 
k1,).. and E1,).. to place the secondary compaction wave at the approximately 
the same distance as the observed shock (s) in the DDT experiments. The 
second set of kinetic parameters were chosen to allow the full energy release 
to occur within about 20 µ sec after the secondary compaction wave form, 
similar to the experiment. Figure 7 shows the the x-t records from an actual 
experiment in HMX from reference [1], that we used for these estimates. 
In summary, our choices of parameters for this model of an HMX-like 
material allowed us to qualitatively match all of the basic observed .wave-
speeds in the experiments. The acoustic compaction wave speed was chosen 
to be around 400 m/sec. Consequently for the model, a piston speed of 1001 
m/ sec supports a compaction wave that propagates at a speed slightly higher 
than 400 m/sec. The frozen acoustic speed was twice the acoustic compaction 
velocity at 800 m/ sec. The compaction wave thickness was chosen to be 
approximately 2 mm, which in turn identifies the compaction wave relaxation 
time k;1. The value of the k).. 'sand E1, E 2 were chosen to reflect the timing of 
the appearance of a well-defined secondary compaction wave ( called a shock 
in [1]) in the previously compacted bed, and the subsequent full energy release 
in the material a short time after. These last values depend on the net heat 
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of combustion for the system Qr, which was chosen to reflect a representative 
detonation speed in the experiment. 
6 Numerical Modeling of Compaction Wave 
Propagation and Transition to Detonation 
In this section we describe the behavior of transition to detonation predicted 
by this model. First we briefly discuss the solutions that describe the propa-
gation of subsonic and supersonic inert compaction waves that result when a 
block of constant velocity, uncompacted material hits a stationary wall ( the 
piston surface) sending a compaction wave into the virgin material. This is 
equivalent to observing the compaction process in the piston frame. 
The next section illustrates numerical modeling of a compaction to det-
onation transition in which a similar block of material, which is reactive, 
collides with a wall. However in this case, a compaction wave first forms and 
is later overtaken by a reactive wave that forms in the compact and transits 
into a detonation. Again two cases are discussed in some detail. Case A 
generates a subsonic compaction wave and corresponds to a forward piston 
velocity up= 100 m/sec. This case is representative of a DDT event in HMX 
and the sequence of transition occurs in a series of rather discrete hydro-
dynamic events starting from a relatively low energy stimulus. We discuss 
this sequence in detail. Case B generates a supersonic compaction with a 
lead shock wave and corresponds to a forward piston velocity of up = 700 
m/ sec. This case is more analogous of a shock to detonation experiment 
where kinetic energy supplied from the piston is in abundance. 
The numerical simulations, were carried out by using a reactive, com-
pressible, Navier - Stokes solver written by one of the authors, [25], and a 
brief description of this formulation and how it was adapted to this particular 
model is found in an Appendix. 
6.1 Numerical Modeling of Inert Compaction Waves 
In order to verify both our analytical work and our numerical modeling, we 
started by using the steady compaction wave profiles generated theoretically, 
as initial data for the numerical code. If such waves are hydrodynamically 
stable and numerically resolved, then the code should be able to propagate 
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the wave profiles without any substantial changes in the profiles and we found 
that to be the case for the inert compaction waves corresponding to Case A 
and B. While we have not yet carried out a hydrodynamic stability analysis, 
we believe that those compaction waves structures found from numerical 
simulation are hydrodynamically stable. 
Figure 8 shows pressure contours and profiles for a similar transient re-
sult, where we collided a block of virgin material at some initial compaction 
</>o with a wall. A transient occurred near the wall as the material was decel-
erated and then a steady compaction wave established itself and was reflected 
back· into the inflowing material. The initial condition of the inflowing mate-
rial had a ramped velocity that was zero at the wall and increased linearly to 
the uniform inflow velocity (which was the effective piston velocity). The de-
tails of the ramp were found to have little qualitative effect on the solutions. 
By varying the inflow velocity, steady compaction waves of different strengths 
could be established, and these were found to correspond to the steady the-
ory. It was this configuration that we used for our numerical experiments on 
transition to detonation. 
However, if other values of the parameters for the model are chosen, in 
particular, for increased values of Q,J,, instability of the compaction wave is 
possible. This situation seems to occur when the steady compaction wave 
solution lies near the forbidden region, (see figure 5d), and a material insta-
bility develops. For values of Q ,J, that correspond to steady solutions near the 
forbidden region, a rarefaction fan develops as the pressure increases slowly 
in the region where compacted material accumulates. Recall that the rela-
tive velocity in the compaction wave drops to zero for a finite mass flux near 
the boundary D = up, hence a density singularity forms in the compacted 
region. This instability is possibly a pathological case that is formally admit-
ted by the model, but might not be experienced in practice by real materials. 
For the HMX-like material we considered, we did not investigate parameter 
ranges such that a forbidden region was present in the description of the 
steady states. 
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6.2 Subsonic compaction to detonation transition: Case 
A 
Next we describe a generic sequence of hydrodynamic events that we ob-
served in our model for the case of a low velocity impact of the uncompacted 
energetic material with the piston. A detailed description and interpretation 
of these events, in the language of the model follows. The parameters for 
Case A give a representative solution for an HMX-like material. The reader 
is referred to figure 9 ( and figure 10 which compares the experiment with this 
simulation) that shows an x-t diagram that labels the sequence of events de-
scribed below. Figures 11 a) - e) show detailed contour plots of the primitive 
variables in the x - t plane. Figure 11 f) shows a surface plot of the density. 
The deceleration of the virgin material by collision with the piston (p) re-
sults in a compaction wave ( c) that runs forward at close to inert compaction 
velocity. The material absorbs the kinetic energy of the flow and becomes 
more dense with only a minute pressure change on a scale of a Chapman-
Jouguet detonation pressure (say). Thus the earliest phase ( t =::; 50µ.sec) 
is the development and propagation of a compaction wave ( with small heat 
release) traveling near the expected steady inert compaction wave speed com-
puted with the results of Section 3. There is evidence of the effect of the en-
ergy release as the thickness of the compaction wave reduces and its strength 
increases with only a small change in velocity. For t =::; 50µ.sec, A is less that 
0.05 at all points in the material. 
Even though the material admits a faster velocity than the compaction 
speed, i.e. the frozen acoustic sound velocity, the corresponding acoustic wave 
head carries no amplitude. The situation is identical to that of a relaxing 
gas subjected to a piston rear boundary condition when the net thermody-
namic process is equivalent to an endothermic reaction. The analysis of that 
problem is discussed in many places, [14),[23) and indicates that our steady 
compaction wave carries the bulk of the disturbance at a speed which cor-
responds to the (nonlinear) group velocity in the dispersive system. Thus 
in the early phase, the lead compaction front is the only wave of substantial 
amplitude. (It remains at the leading edge of the bulk disturbance until the 
very last moment when the detonation wave finally overwhelms it). 
Closer inspection of the density and mass fraction records show the de-
velopment of a region of combustion near the piston face for x < 7mm. 
Because of the choice of kinetics which mimic induction behavior, approxi-
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mately 50 µ sec expire before even 10% of the exothermic energy is released. 
The density in the region nearest the piston varies slowly in the early phase 
and decreases where reaction occurs. This corresponds to the fact that the 
near-piston region has low velocities and is nearly stagnant and the pres-
sure is a spatial constant. The spatial profiles of >. at fixed times exhibit a 
maximum slightly displaced from the wall, which is shown in Figure 9. The 
speed of the point of maximum ..\ moves at a very slow speed on the order 
of 4Om/sec, fort < 70µsec, until the very last moments before detonation. 
However, the combustion region swells. The ex.tent of the combustion region 
can be measured by tracking a constant ..\ contour as the combustion emerges 
from the near piston region and moves into the interior. For example, the 
contour where ..\ = 0.09, begins to accelerate and travels at a speed of 505 , 
m/sec at t = 88 µ sec, whereas the speed of the point of maximum value of 
>., at that same time is 132 m/ sec. 
One of the effects of the confined combustion near the piston is an increase 
in the pressure. In the early phase, for times up to t < 70µsec relatively small 
amounts of energy is released, and the net thermodynamic process in the bulk 
material is endothermic. The material can accept all the energy released 
through combustion by further configuration changes which is reflected in 
an increased value of <p in material particles. However, shortly thereafter, in 
the region closest to the piston, where combustion has occurred the longest, 
the combustion wins out and the local processes becomes exothermic. The 
material no longer converts energy from combustion into bulk configuration 
changes and this is reflected -by the fact that the variable <p is driven to its 
maximum value of one. Thereafter, bulk material particles see no additional 
evolution in the compaction. The energy absorption mechanism of endother-
mic compaction is lost and all additional energy release in the near piston 
region goes into increasing the pressure. 
A simple way to see this effect is by rewriting the energy equation in 
terms of pressure. From (12) and the assumed form of the equation of state 
(16), we can write an energy equation in terms of p, p and the two rates ref, 
and r,\, (we set µ = 0) 
Dp pDp 
- - 1-- = p(,- l)(Q,\r,\ - Q<f,r<f,)-Dt p Dt (53) 
Immediately after the time when the variable <p becomes one, first at the 
piston face, a very rapid and local pressurization occurs, first mainly near 
29 
the piston, where </> first goes towards one. The rate of pressure increase 
prior to this time is slower according to (53), since energy can be absorbed 
by compaction processes, i.e since Q ,pr ,J, > 0. 
The loss of the endothermic process, in particular, the event when</>= l, 
occurs along a locus in the x-t plane and emanates from the piston face. The 
effect is to quickly raise the local sound speed along this locus since the rate 
of pressurization quickly rises .. The rise in the sound speeds in a small region 
causes the focusing of the forward characteristics, which ultimately causes 
the second compaction wave, which we label ( s) ( similar to the labeling of 
the shock interpreted in the experiments), to form in compacted material, 
well ahead in the combustion region at approximately x = 8.1mm at t = 
74µ sec. This second compaction wave is shock-like in the sense that its width 
is extremely thin when compared to the scale of the thickness of the. first 
compaction wave. It appears in th~ simulations essentially as a discontinuity. 
But the second compaction front is actually a subsonic wave and during its 
existence, its upstream Mach number varies from about 0.8 to 0.95. 
The region in which the secondary compaction wave forms has undergone 
even less combustion than the wall region. At the time of the secondary 
compaction wave formation, t = 7 4µsec, the maximum value of ,\ for the 
spatial profile is 0.15, and is found inside the combustion region at x = 2.4 
mm. The location of the secondary compaction wave is at x = 8.1 mm 
and where ,\ = 0.06. The second compaction wave travels at 857 m/sec 
into the compacted material that was left behind by the first compaction 
wave (c). The second compaction front (s) further compacts the material to 
the maximum extent possible and thus travels along the x-t locus, </> = l. 
Material behind ( s) experiences a hydrodynamic density increase and thus 
the second compaction front (s) becomes the front edge of a high density 
region (which has been referred to as the "plug") in which little reaction has 
occurred. Behind the front ( s ), endothermic processes play no further role 
in the evolution and the material evolves strictly according to its exothermic 
kinetic processes. 
The second compaction front acts as a hydrodynamic discontinuity which 
is strengthened by the continuing high pressure combustion behind it. The 
region behind (s) is subsonic and so the increasing pressure due to the energy 
release in the combustion region and the strengthening of (s), enhances its 
ability to increase the density of the material that it processes. 
The rear of the plug is actually a region in the material where the density 
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drops steeply from its high values, in the region immediately behind the 
second compaction front (s), to the much lower values in the combustion 
region near (b ). The rear of the plug region is not as well-defined an interface 
as the second compaction wave (s). In figure 9, we indicate the location of the 
rear of the plug by plotting the contour for p = 1.6g/cm3 in the x - t plane, 
which is the density of the equilibrium inert compacted state for up = 100 
m/sec. 
The plug region grows in size in the early phase of its development simply 
because the second compaction front (s) is·traveling faster than the combus-
tion front ( denoted by the .\ = 0.09 locus in figure 9) which emerges from 
the near- piston region. Since there is not much reaction in the plug region, 
and since the the second compaction front ( s) is maintained by the pressur-
ization from the combustion region, ( s) leaves behind a wake of high density 
material that has reacted little. Since it travels faster than the fastest part 
of the combustion interface, the region of nearly inert dense material grows. 
The final stage of the transition process occurs when a secondary reaction 
begins. In our model, the effective temperature (pf p), created by these pre-
vious· events has· risen sufficiently, so that a standard ignition event occurs. 
Because of our ( somewhat unconstrained) choice, the ignition of a detonation 
wave occurs reasonably far back in the unreacted material, starting at about 
time t = 92 µ sec at about x = 15 mm. 
The second reaction changes the character of the kinetics after the elaspe 
of a second induction time, and rate of reaction suddenly increases. This is 
meant to model the the homogeneous ignition properties of isolated grains 
of the material in a high temperature, pressure environment. Similar models 
for kinetics a.re used in more conventional shock to detonation modeling of 
condensed explosives. The consequence of the rapid ignition, mimicking a 
second reaction, is a detonation wave that races through the material. It is 
much faster and more energetic, relative to the compaction wave and over-
whelms it. 
The final details of the transition are quite sensitive to what we assume for 
the kinetics. However for the case shown here, we still see some elements that 
are reported in the literature in similar DDT experiments. In particular, after 
approximately t = 100 µ sec in this simulation, the detonation cuts off two 
pockets of unreacted material through its collision with first the secondary 
compaction wave ( s) at the front edge of the plug face and a second collision 
with the original compaction wave ( c) that started the process. In both cases, 
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minor retonations occur, as the pocket of material burns out. The amplitude 
of the shocks generated by these collision are weaker than the main shock 
and die out as the pocket of unreacted material is consumed. 
In summary, nearly all of the features of the HMX experiment are matched 
in a qualitative fashion by this extremely simple model and interpretation. 
In particular, in our calculations, the plug region forms through the action 
of a second compaction front ( s) that is in turn pressurized from behind by 
the combustion region. The extent of the high density plug grows at first 
simply because the shock runs faster that the edge of the region of significant 
reaction. A secondary ignition take place which forms the detonation wave. 
6.3 Supersonic Compaction to Detonation Transition: 
Case B 
Here we describe the generic sequence of events that we observed for a case 
of higher velocity impact of the uncompacted material with a piston. The 
only difference between Case A and Case B is that the piston impact velocity 
is increased from 100 m/ sec to 700 m/ sec. Figure 5c indicates that the inert 
compaction wave for Case B runs supersonically and with ¢,. = 1. Thus 
the inert compaction wave structure is essentially a gasdynamic shock, with 
some losses due to the energy required to compact the material in the shock 
structure. We would anticipate that in such an experiment, we would observe 
an ignition scenario that resembles a standard shock to detonation transient. 
This is what we observed for Case B. 
The supersonic compaction (shock) wave quickly forms in this simulation, 
and it is almost immediately supported by the combustion that occurs. Be-
cause of the higher impact energy of Case B, the effective activation energies 
for the two reactions are lowered. As the compaction wave emerges from the 
initial impact, a high density region is created near the piston face which 
is related to the width of the initial ramp wave. This high density region 
near the piston is the remnant of the initial transient required to form the 
compaction wave and there is a delay in reaction near the piston surface. 
Up to approximately time t = 39µsec, the wave structure is essentially a 
shock wave which is slowly accelerating as it receives chemical energy from the 
slower first reaction. The region near the piston undergoes significantly more 
reaction in a shorter time than for Case A. For example, at time t = 39µsec 
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the maximum amount of reaction is approximately 24 % and is displaced 
a slight distance from the piston at 2.3 mm. Shortly after t = 39µsec, 
the effective temperature is sufficiently large that the second reaction term 
becomes important in determining the reaction rate and a.n increase in the 
rate occurs. Similar to Case A, a secondary, ignition occurs and the shock 
associated with this ignition rapidly overtakes the initial lead shock wave and 
finally results in a detonation. This is analogous to classical homogeneous 
initiation. As in Case A the final details of the ignition are sensitive to the 
form of the kinetics model that we have chosen. The results of Case B are 
summarized in the figures 12 a - e. 
7 Conclusions 
We have presented a simplified model that is capable of simulating the dy-
namics of transition to detonation in porous energetic materials. The for-
mulation is based on a.n effective one-phase material where the constitutive 
behavior is assu:rp.ed to be determined by a set of independent experiments on 
the bulk. The dispersive character of the material can be taken into account 
by requiring that the fastest (acoustic) wave speeds in the system are those 
found experimentally in the granular material itself, rather than those of the 
isolated, pure phases. 
The dynamics of the compaction wave are modeled by assuming the ex-
istence of an endothermic process, ( characterized by compaction) that de-
scribes the ability of the material to absorb energy through microstructural 
processes such as reconfiguration of the grains. Thus we have had to intro-
duce an energy of compaction a.nd an independent thermodynamic variable 
</> to describe this. The inert compaction wave velocities we find are simply 
those found by routine calculation of equilibrium thermodynamics, i.e. from 
the Rankine-Hugoniot analysis. And quite similar to the analysis given in 
[9], we find subsonic and supersonic compaction waves that are continuously 
parameterized by the piston velocity. 
The details of the compaction wave structure depends on the functional 
form of the constitutive theory assumed for the dynamic rate of compaction. 
The model assumed here has only one feature that is shared with more realis-
tic models of the material behavior; that the material becomes more consol-
idated as the bulk pressure increases. The details of the exothermic ignition 
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transient and the ultimate detonation structure, depends on the assumed 
form of the rate of exothermic energy release. Here we assumed a simple Ar-
rhenius type model for a sequential two-step reaction, the first with a lower 
activation energy and the second with a higher activation energy. 
With this simple model, we are able to qualitatively match nearly all of 
the main experimentally measured transients: the compaction wave speed, 
the formation of a high density plug that forms behind a secondary com-
paction wave and the subsequent detonation. We think the qualitative match 
is encouraging. At the same time, our attempts to match even more subtle 
aspects of the experimental record have identified deficiencies in this sim-
plified model that we feel can be resolved by a more realistic, quantitative 
model developed along the same lines. We describe the required changes 
below. 
One of the most obvious discrepancies, is the fact that the experiments in 
HMX show that the secondary ignition event takes place upstream in front 
of the plug, rather than sweeping through the plug from behind. In the 
experiments a plug residual remains for quite a long time, relative to the 
time· required for the detonation to form. This is further evidence that the 
ignition event in porous HMX occurs at the front of the plug. The reason we 
see ignition from behind in our simulations, is simply the consequence of the 
kinetics that we have chosen. One possible resolution of this discrepancy is 
to use a kinetics model that takes into account the fact that the exothermic 
reaction can actually be suppressed as the compaction increases. This effect 
is well known in the condensed explosive literature. We plan to change the 
kinetics accordingly and include the combustion time scales of HMX similar 
to those reported by Li, Williams and Margolis (say), (24). 
The secondary compaction shock observed in the experiment seems to 
travel at a speed that is reasonably close to the speed of the first compaction. 
This effect and detailed matching of the compaction structure requires a 
realistic p, p, <P equation of state and a more realistic dynamic compaction 
law. We plan to incorporate these features in next model. 
Finally we make some theoretical observations based on our experience 
with this simple model. It would seem that the sequence of critical events 
in a subsonic transition to detonation as typified by Case A, is sensitive to 
the formation of the secondary compaction shock and its interaction with 
reaction kinetics appropriate for the condensed phase, near ¢> = 1. The 
second compaction front ( s) also serves as an interface in the material that 
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has a jump in its acoustic impedance. Such a discontinuity will not in general, 
permit all of the energy to flow through it. It can then serve as a mechanism 
of confinement and reflect energy back into the combustion region, (31 ). 
Therefore we think it is important to explore the situations that involve a 
nearly inert compaction waves with weak exothermic energy release. For the 
type of model considered here, we are naturally lead to questions in linear 
and nonlinear dispersive acoustics that include both endothermic (stable) 
and exothermic (unstable) processes. We plan to study of the competition 
between these processes further to help us identify critical parameters and 
piston velocities. 
8 Appendix: Numerical Methodology 
Modeling gas phase reactive flows is based on a generally accepted. set of time 
dependent, coupled partial differential equations maintaining conservation of 
total density, momentum, total energy and individual species density, (14]. 
These equations_ describe the convective motion of the fluid, the chemical 
reactions among the constituent species, and the diffusive transport processes 
such as thermal conduction and molecular diffusion. A general purpose code, 
PEACE has been written by one of the authors, [25) for combustion problems. 
The combustion model of PEACE is a superset of both the one-phase model 
adopted here, and the two-phase model of Baer and Nunziato. 
A strong conservation form of the two dimensional, unsteady, compress-
ible N avier Stokes equations is used to describe gas phase reactive flows 
for a system containing N species undergoing M elementary chemical re-
actions, [14]. General specific heat coefficients and heats of formation for 
the various species are used. (For combustion of gases these are taken from 
the JANNAF tables). The model can include Soret effects and solves the 
exact diffusion equations. The types of reactions of importance in combus-
tion include unimolecular decomposition reactions, bimolecular exchange and 
dissociation reactions, and three-body recombination reactions and include 
seven types. 
If desired, the physical domain( x,y) can be highly compressed in both the 
x,y directions to account for large, stationary, spatial gradients. The grid is 
required to be uniform in the computational domain to maintain a required 
order of accuracy. 
35 
The governing equations for a chemically reacting viscous fluid flow are 
parabolic in time. Assuming that the flow quantities a.re known in the flow 
field at time level tn, the purpose of the numerical procedure is to advance 
the solution to a new level tn+l using a large enough time step, t)._t_ 
The approach used in the present computations to couple the fluid dy-
namic equations with the reaction rate terms is known as the time step 
splitting approach[27]. In this approach the individual processes are solved 
independently and the changes resulting from the separate partial calcula-
tions are coupled (added) together. The qualitative criteria for its validity is 
that the values of the physical variables must not change too quickly over a 
time step from any of the individual processes. Since the reaction rate terms 
are chiefly responsible for the sti:lfness and unstable behavior, they are decou-
pled from the fluid dynamics over the smallest fluid dynamic time marching 
step. The reaction rate equations at each grid point are then subcycled over 
each fluid dynamic time marching step. 
The numerical scheme used in the present work for integrating the fluid 
dynamic equations is a predictor corrector explicit time marching procedure 
[28], [29]. The seheme is second-order accurate in both space and time. The 
forward and backward differences are alternated between the predictor and 
corrector steps as well as between the two spatial derivatives in a sequential 
fashion. 
The derivatives appearing in the viscous terms are differenced so as to 
maintain second order accuracy. Computations involving the compressible 
Navier Stokes equations exhibit numerical oscillations because of inadequate 
mesh refinement in regions of large gradients. A set of fourth order dissipation 
terms are explicitly added in the manner suggested by Jameson [30]. These 
artificial dissipation terms are formally of the same order to or smaller than 
the truncation error involved in the spatial and time difference formulas used 
to represent the derivatives. These artificial dissipation terms therefore do 
not affect the formal accuracy of the present formulation. 
A specific solution of the reactive flow equations is determined by the 
initial conditions and the boundary conditions that describe the geometry of 
the system and exchange of mass, momentum and energy occurring between 
the system and the rest of the physical world. The total density, u and 
v momentum and the various species densities are prescribed at the inflow 
boundary. The ramp is formed by making use of a wall boundary condition. 
It includes symmetric reflection of p, e, ,\ and </> and anti- symmetric reflection 
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of velocity. 
Two thousand nodes were used for both subsonic and supersonic compu-
tations shown in figures 11 and 12. The approximate CPU time on a Cray 
2 for subsonic computations was 300 seconds. Plots were made with every 
10th grid point. Resolution was chosen so as to have at least 20 grid points 
within the (2 mm) compaction wave. 
Acknowledgements 
D. S. Stewart and K. Prasad are supported by the U. S. Department of 
Energy and Los Alamos National Laboratory and the National Center for 
Supercomputing Applications. Computing support has also been available 
through a grant from the U. S. Air Force, Wright Laboratories, Eglin Air-
Force Base, FL. B. W. Asay is supported by the U. S. Department of Energy. 
Los Alamos National Laboratory is operated by the University of California 
under Contract W-7 405.:. Eng-36. All the authors have enjoyed the benefits 
of discussion and debate among the participants in the LANL DDT research 
program administered by Larry Hantel, Carl Storm, and Phil Howe. Partic-
ular mention is made of John McAfee and John Bdzil, whose insights and 
depth of understanding contibuted directly to this work. 
References 
[l] Deflagration to Detonation Transition in Granular HMX, McAfee, J. 
M. , Asay, B. W., Campbell, W., and Ramsay, J. B., Proceedings of the 
Ninth International Detonation Symposium, Portland Oregon, 1989, pp. 
265-278 (1991 ). 
(2] Stewart, D. S. and Asay, B. W., Recommendations for theoretical inves-
tigations of deflagration-to-detonation transition (DDT) in condensed 
phase explosives. Los Alamos National Laboratory report, LA-UR-91-
3977 (1991) 
[3] Kuo, K. K., Vichnevetsky, R. and Summerfeld M., Theory of flame front 
propagation in porous propellant charges under confinement. AIAA 
Journal, Vol 11, No. 4 p 444 - 451, (1973). 
37 
(4) Krier, H. Rajan, S. and van Tassell, W. F. Flame- spreading and com-
bustion in packed beds of propellant grains. AIAA Journal, Vol 14, No. 
3, p 301 - 309, (1976). 
(5) Passman, S. L. Mixtures of granular materials, Int. J. Engng. Sci., 1977, 
Vol. 15. pp 117 - 129. Peramon Press, (1977). 
[6) Truesdell, C. And Toupin, R. A. ,"The Classical Field Theories," Hand-
buck der Physik, edited by s·. Flugge, Vol 3. Pt 1. Spring Verlag, Berlin 
(1960). 
[7] Drew, D. A., Average field equation for two., phase media, Stud. Appl. 
Math. 50 : 133 - 66. (1971) 
[8) Drew, D. A., Mathematical Modeling of Two - Phase Flow, Ann Rev, 
Fluid Mech. 15:261 -91, (1983) 
(9) Powers, J. M., Stewart. D. S. and Krier, H. K. , Analysis of Steady 
. Compaction Waves in Porous Materials, Journal of Applied Mechanics, 
Vol. 56. pp ·15 - 24. (1989) 
(10) Powers, J. M., Stewart. D. S. and Krier, H. K. , Theory of Two-
Phase Detonation-Part!: Structure, Combustion and Flame, 80: 280-303 
(1990). 
[11) Powers, J. M., Stewart. D. S. and Krier, H. K. ,Theory of Two-
Phase Detonation-Partll: Modeling, Combustion and Flame, 80: 264-
279 (1990). 
(12] Kooker, D. E. "Modeling of Compaction Wave Behavior in Confined 
Granular Energetic Material, U.S. Army Ballistic Research Laboratory 
report BRL-TR-3138 (August 1990). 
[13] Baer, M. and Nunziato, J. A two - phase mixture theory for the defla-
gration to detonation transition (DDT) in reactive granular materials, 
Int. J. Multiphase Flow, Vol 12, No 6, pp 861 - 889, (1986). 
[14] Williams, F. A. Combustion Theory, 2nd, ed. , Appendix C; p 640, 





Oh, K. H. and Perssdn, P. A. A Constitutive model for the Shock Hugo-
niot of Porous Materials in the Incomplete Compaction Regime, Journal 
of Applied Physics, 66 (10) 15 4736 - 4742. (1989) 
Johnson, J. N. A theory of rate-dependent behavior for porous solids: 
steady - propagating compaction wave profiles. Sandia National Labo-
ratory Report, SC - RR - 68 - 151, 1968. 
Hermann, W., Constitutive equations for the dynamic compaction of 
ductile porous materials, Journal of Applied Physics, No 40. p. 2490, 
(1969) 
[18] Static and Dynamic Pore - Collapse Relations for Ductile Porous Mate-
rials, Carroll, M. M., and Holt A. C., 1972 J. Applied Physics, pp 1626 
- 1635. 
[19] Elban, W. L. and Chiarito, M. A. Quasi - Static Compaction Study 
of Coarse HMX Explosive, 1986, Powder Technology, 46 p.181 - 193, 
(1986). 
[20] Coyne, P. J., Elban, W. Land Chiarito, M.A. The Strain Rate Behavior 
of Coarse HMX Porous Bed Compaction, Proceedings of the Eighth 
(International) Symposium on Detonation, pp 645 - 657 Albuquerque, 
NM (1985) 
[21] Dick, J. J., Measurement of the Shock Initiation Sensitivity of Low Den-
sity HMX, Combustion and Flame, 54: 121-129 (1983) 
[22] McAfee, J. M., Asay, B. W., Deflagration to Detonation in granular 
HMX: Kinetics and Ignition in the Predetonation, submitted to 10th 
(International) Symposium on Detonation, (1993). 
[23] Whitham, G. B., Linear and Nonlinear Waves, Wiley Interscience, 1974. 
[24] Li, S. C., Williams, F. A. and Margolis, S. B., Effects of two-phase 
flow in a model for nitramine deflagration, Combustion and Flame, 80: 
329-349 ( 1990) 
[25] Prasad, K., Numerical Simulation of Reacting Flows Through Two-
Dimensional Burners, PhD. Thesis, Georgia Tech. (1991) 
39 
[26] Chapman, S. and Cowling, T.G., "The Mathematical Theory of Nonuni-
form Gases," Cambridge University Press, Cambridge, England. 
[27] Yanenko, N.N., "The Method of Fractional Steps," SpringerVerlag, New 
York. 
[28] MacCormack, R.W. and Paullay, A.J., Computational Efficiency 
Achieved by Time Splitting of Finite Difference Operators, AIAA 72-
154, (1975). 
[29] MacCormack, R.W. and Baldwin, B.S., A Numerical Model for Solving 
the Navier-Stokes Equations with Application to Shock-Boundary Layer 
Interaction, AIAA 75-1, (1975). 
[30] Jameson, A., Schmit, W. and Turkel, E., Numerical Solution of the 
Euler Equations by Finite Volume Methods Using Runge-Kutta Time 
Stepping Schemes, AIAA 81-1259, (1981). 
[31] Davis, W. C., private communication. 
40 
Figures and Captions 
41 
Figure 1. 
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Figure 2. 
Schematic of DDT in granular HMX and distance-time representation of the 
simple DDT process, from [1] 
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Quasi-static compaction response of the model material, <Po = 0. 7 
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Dynamic compaction response of the model material for two different impul-
sive pressures 
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Steady waves (inert shock, compaction waves) shown for up > 0. The casual 
line D = Up is shown. Po = 1.2g/cm3 , 1 = 2, Qef, = 12.43 x 105 Joules/Kg, 

















The scaled, inert compaction states as a function of u11 
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The </>, Up-parameter plane, showing the character of admissible traveling 
waves for the parameters listed in figure 5a.. The waves are classified ac-
cording to <P• < 1, </J. = 1, subsonic and supersonic boundaries. Case A is for 
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The same parameters were used here as those for figure 5c, except that Q </J 
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The up - D-plane showing the detonation branches 
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The¢, U-phase plane and the solution trajectory for Case A. The end state 
shown corresponds to a partially compacted endstate 
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The scaled steady compaction wave profiles displayed in the spatial coordi-
nate corresponding to the solution trajectory shown in Figure 5a. 
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Pressure contours and profiles for the subsonic ( Case A) and supersonic ( Case 
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x-t data from the numerical simulation for the model for Case A. The curves 
shown include: the first compaction wave (c), the second compaction wave 
(s), cp = 1 locus, p = 1.6g/cm3 locus, secondary ignition shock locus, maximum-
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Comparison of the DOT experiment for HMX and the numerical simulation 
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Velocity, DDT simulation. Case A 
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Figure 12a B 
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