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By applying an out-of-phase actuation at the boundaries of a uniform chain of granular particles, we demon-
strate experimentally that time-periodic and spatially localized structures with a nonzero background (so-called
dark breathers) emerge for a wide range of parameter values and initial conditions. Importantly, the number
of ensuing breathers within the multibreather pattern produced can be “dialed in” by varying the frequency or
amplitude of the actuation. The values of the frequency (resp. amplitude) where the transition between different
multibreather states occurs are predicted accurately by the proposed theoretical model, which is numerically
shown to support exact dark breather solutions. The existence, linear stability, and bifurcation structure of the
theoretical dark breathers are also studied in detail. Moreover, the distributed sensing technologies developed
herein enable a detailed space-time probing of the system and a systematic favorable comparison between the-
ory, computation and experiments.
Introduction. The study of discrete breathers
has been a topic of intense theoretical and experi-
mental interest during the 25 years since their the-
oretical inception, as has been recently summarized
e.g. in [1]. Among the broad and diverse list of
fields where such time-periodic, exponentially local-
ized in space structures have been of interest, we men-
tion for instance optical waveguide arrays or photore-
fractive crystals [2], micromechanical cantilever ar-
rays [3], Josephson-junction ladders [4], layered an-
tiferromagnetic crystals [5], halide-bridged transition
metal complexes [6], dynamical models of the DNA
double strand [7] and Bose-Einstein condensates in op-
tical lattices [8]. Remarkably, however, most of these
investigations have been restricted to the context of
bright such states, namely ones supported on a vanish-
ing background. Dark breathers, i.e., breather states on
top of a non-vanishing background have been far less
widely studied. Their recent robust realization in con-
texts such as surface water waves [9], or Bose-Einstein
condensates [10] (see also [11] for a recent review),
ferromagnetic film strips [12] or optical waveguide ar-
rays (see e.g. for a recent example [13] and references
therein) has received considerable attention [34].
Granular crystals, which consist of closely packed
arrays of particles [14, 15] that interact elastically,
are relevant for numerous applications such as shock
and energy absorbing layers [16–19], actuating de-
vices [20], acoustic lenses [21], acoustic diodes [22],
sound scramblers [23, 24] and energy harvesters [22].
At a fundamental level, granular crystals have been
shown to support defect modes [25], bright discrete
breathers in dimer chains (i.e., bearing two alternating
masses) [26] and surface variants thereof [27]. Very re-
cently, dark breathers were theoretically proposed in a
Hamiltonian variant of the system as the sole discrete
breather configuration that can arise in a “monoatomic”
chain [28].
Our aim here is to interweave these coherent struc-
tures (dark discrete breathers) with such a lattice set-
ting of interest to applications (granular crystals). In
particular, we intend to combine: theoretical consid-
erations through a realistic damped-driven model of
a monoatomic granular crystal, numerical computa-
tions identifying the canonical solutions of this system
(namely dark breathers and most importantly multi-
breather generalizations thereof) and physical experi-
ments that reveal their existence and robustness.
Theoretical & Experimental Setup. A dark
breather (DB) is a time-periodic structure with tails
that are oscillating at a finite amplitude (as op-
posed to bright breathers where the oscillation am-
plitude asymptotes to 0 as the lattice index n→∞);
see e.g. Fig. 1. For example, the function
(−1)nα tanh(βn) cos(2pifbt), with α, β constants,
can be thought of as a dark breather with frequency fb.
Dark breathers were shown to have this form in several
nonlinear lattice models including the Klein-Gordon
lattice [29], the Fermi-Pasta-Ulam lattice [30, 31], and
the (Hamiltonian) monoatomic granular crystal lattice
[28]. Following the theoretical proposal of [28], we
intend to use a destructive interference mechanism to
spontaneously generate the DBs. We will actuate the
granular crystal at both of its boundaries with fre-
quency fb, i.e. the frequency of our intended DB. In
order to induce a vanishing amplitude at the central
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FIG. 1: (color online) (a) Experimentally measured velocities versus bead number for fb = 7.29 kHz and a = 0.198µm. The
entire time series of each bead location is shown as a superposition (green lines). Extrema as predicted by the simulation for
the first 10 ms (red points) and numerically exact dark breather (blue circles) is also shown. (b) Space-time contour plots of
the exact breather, a transiently simulated one from zero initial data, and experimental evolution, also from zero initial data,
leading to the same state. Color intensity corresponds to velocity (m/s). (c) Experimentally measured power spectral density
(m/s/Hz) of bead 1 (darkest line), bead 5 (dark line) and bead 10 (lightest line) for an actuation amplitude of a = 0.198 µm.
The vertical dashed line corresponds to the driving frequency fb = 7.29 kHz.
FIG. 2: (color online) Schematic of the experimental setup.
The inset shows a digital image of the setup.
site, (and the density dip associated with a DB) there
should be an odd number of beads and out of phase ac-
tuation such that incoming waves from each boundary
actuation will “cancel each other out” at the center.
Figure 2 shows the schematic of the experimen-
tal setup consisting of a 21-sphere granular chain and
a laser Doppler vibrometer (LDV, Polytec, OFV-534).
The spheres have a radius R = 9.53 mm and are
made of chrome steel (with Young’s modulus E =
200 GPa, Poisson ratio ν = 0.3 and mass M = 28.2 g)
[32]. They are supported by four polytetrafluoroethy-
lene rods allowing free axial vibrations of the particles,
while restricting their lateral motions. Both ends of
the granular chain are compressed with a static force
(F0 = 10 N, as in [33]), and they are driven by two
piezoelectric actuators that are powered individually by
an external function generator and two amplifiers. The
LDV measures the individual particles’ velocity pro-
files and produces a full-field map of the granular chain
dynamics.
To model the experimental setup we incorporate
to the standard granular crystal model of [14] a sim-
ple description of the dissipation [22] and out-of-phase
actuators on the left and right boundaries:
Mu¨n = A[δ0 + un−1 − un]3/2+
−A[δ0 + un − un+1]3/2+ − Mτ u˙n,
u0 = a cos(2pifbt), uN+1 = −a cos(2pifbt)
(1)
where N (odd) is the number of beads in the chain,
un(t) is the displacement of the n-th bead from the
equilibrium position at time t, A = E
√
2R
3(1−ν2) , M is the
bead mass and δ0 is an equilibrium displacement in-
duced by a static load F0 = Aδ3/20 . The bracket is
defined by [x]+ = max(0, x). The strength of the dis-
sipation is captured by the parameter τ , whereas a and
fb represent the amplitude and frequency of the actua-
tion, respectively. In what follows, we fix τ = 0.5 ms
based on experimental observation and treat a and fb
as the sole control parameters.
The pass band of the linearized equations of mo-
tion is [0, f0] where f0 =
√
3A
2Mpi2 δ
1/4
0 is the cutoff
frequency. For the parameter values used herein f0 =
7.373 kHz. In addition to this band, the boundary actu-
ators drive additional modes with frequency fb (which
for fb /∈ [0, f0] will correspond to surface modes, ex-
plained briefly below). To obtain the dark breathers ex-
perimentally (and in numerical simulations) we use the
following excitation procedure: the frequency of actu-
ation is chosen within the pass band fb ∈ [0, f0] with
zero initial conditions. In this case, the propagation
of plane waves and their subsequent destructive inter-
ference spontaneously produces the dark breathers. In
order to ensure the robust formation of a DB and avoid
the onset of transient, large amplitude traveling waves
[14], we tune the actuation amplitude in the simulations
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FIG. 3: (color online) Bifurcation diagram illustrating the
various dark breather/multibreather branches. Specifically,
the maximum velocity of bead 10 versus frequency fb is
shown with a = 0.198 µm. The smooth curves correspond
to the numerically exact dark breathers (solid blue lines cor-
respond to linearly stable solutions and red-dashed lines are
unstable regions). The linear cutoff frequency f0 = 7.373
kHz is indicated by the solid vertical black line. The black
markers represent the experimentally measured mean values
with standard deviations given by the error bars, which were
obtained using four experimental runs. The inset in the top-
right is a zoom of the gray dashed box showing a represen-
tative example of additional branches that emerge from (and
disappear back into) the main branch.
and experiments to be increased linearly from zero to
the desired amplitude a over some fixed number of pe-
riods (we chose eight).
Dark breathers obtained with this excitation pro-
cedure are compared with numerically exact (up to a
prescribed tolerance) periodic solutions of (1) by com-
puting roots of the map u(Tb)−u(0) using e.g. a New-
ton method [1]. Note that the breather frequency and
actuation frequency are both fb = 1/Tb by construc-
tion.
Results. Figure 1 (a-b) shows a numerical and ex-
perimental dark breather excitation for the “typical”
values of fb = 7.29 kHz and a = 0.198 µm, and
the corresponding numerically exact solution at those
parameter values. The strong structural similarity in
space to an exact dark breather (see e.g. panel (a)) sug-
gests that both are near the steady-state after 10 ms. It
is then not surprising that the motion of the beads is pe-
riodic, as shown by a power spectral density (PSD) plot
(panel (c)). The detailed comparison of the space-time
evolution of the numerically exact solution, simulation,
and experiment in panel (b) shows that after the initial
transient stage of the dynamics, a DB is formed. We
note that the maximum strain |un − un+1| of the so-
lution is about 60% of the precompression, confirming
that the structures reported here are a result of the non-
linearity of the system.
We now study the full bifurcation diagram of the
dark breathers shown in Fig. 3 and the corresponding
profiles/evolutions illustrated in Fig. 4. A numerical
continuation reveals that, for a fixed driving amplitude
(here of a = 0.198 µm), the dark breathers and multi-
breathers appear to be located on a single coiling solu-
tion branch. Each fold represents the collision of two
breather families, such as a dark breather with a multi-
breather. Due to the “coiling” structure and the nature
of excitation simulations and experiments considered
herein (which start with a zero initial state and con-
verge to the state with the lowest (non-zero) energy) the
transition from one multibreather family to the next as
the forcing frequency is increased (or decreased) is not
smooth: saddle node bifurcations cause the solution to
“jump” from lobe to lobe. For example, in Fig. 3 the
regions labeled (vii), (v), (iii) and (i) correspond, re-
spectively, to the number of density dips seen in the
(experimental) space-time contour plot. The label (0)
corresponds to the surface discrete (bright) breathers
localized near the boundaries rather than at the cen-
ter of the domain. The experimentally measured so-
lutions are indicated by black markers with error bars
in Fig. 3. Within each respective region, the observed
dark breathers correspond to the branch with lowest en-
ergy. For example, in region (vii) at fb = 6.35 kHz
a solution with 7 dips emerges from the interference
introduced at the boundaries (see Fig. 4a). However,
as we gradually increase the frequency, the outermost
dips approach the boundaries until the solution col-
lides and vanishes in a saddle-node bifurcation with
an intermediate 7 dip solution, i.e. the second lowest
branch shown in region (vii) of Fig. 3 (see the supple-
mental material examples of intermediate solution pro-
files). As a result of the disappearance of this branch,
the lowest branch in region (v) is made up of solutions
with only 5 dips, e.g. for fb = 6.80 kHz (see Fig. 4b).
The cascade of saddle-node bifurcations continues, as
we gradually increase the frequency. A solution with
only 3 dips emerges in region (iii), e.g for fb = 7.15
kHz (see Fig. 4c). Finally, a single dip dark breather
emerges for frequencies in region (i) e.g. for fb = 7.29
kHz (see Fig. 1). Thus, we conclude that the actua-
tion frequency that is chosen will dictate (“dial in”) the
number of dips that will emerge upon actuation.
In addition to the saddle-node events connect-
ing the observable to the intermediate branches in this
coiled structure connecting each pair of branches to the
next, there also exist symmetry-breaking pitchfork bi-
furcations (see e.g. the inset of Fig. 3 and the supple-
mental material).
Unlike the Hamiltonian model of [28], the solu-
tions do not have vanishing amplitude as the cut off
frequency is approached (since the actuation amplitude
remains fixed), and thus dark breathers with frequen-
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FIG. 4: (color online) Space-time contour plots of the numerically exact, simulated, and experimental evolution leading to a
dark breather with a = 0.198 µm. (a) 7 dip solution with fb = 6.35 kHz. (b) 5 dip solution with fb = 6.8 kHz. (c) 3 dip
solution with fb = 7.15 kHz. Color intensity corresponds to velocity (m/s) where the color legend of each panel is the same as
in Fig. 1.
cies above the cut off exist as well. However, the dip
is much broader within the gap, and corresponds rather
to a surface breather mode [27].
To investigate the dynamical stability of the ob-
tained states, a Floquet analysis was carried out to com-
pute the multipliers associated with the DBs (details
given in supplemental material). In Fig. 3 a red-dashed
line is shown if a purely real instability is present
whereas a blue solid line is shown otherwise. An os-
cillatory instability, which can also be present here, is
a result of a pair of Floquet multipliers crossing the
unit circle outside of the real line. This indicates the
existence of Hopf (Neimark-Sacker) bifurcation points
and hence of possibly nearby quasi-periodic solutions
and solutions with period mTb, where m is an integer.
The investigation of such states, however, is outside the
scope of this letter.
In addition to the multibreather control via fre-
quency, one can also control the number of dips of the
dark breather by varying the amplitude. Consider for
example the three solution branches shown in region
(iii) of Fig. 3 at fb = 7.14 kHz. At this frequency
the system is bistable, with the three dip and single dip
breather being stable and an intermediate 3 dip solu-
tion being unstable. These three solutions were con-
tinued in amplitude (see Fig. 5a) revealing a canoni-
cal hysteresis loop between the stable 3 dip and sin-
gle dip solution branches. This enables even experi-
mentally a jump between the different solution types
(as shown in Fig. 5b). One can excite the single dip
breather in the parameter region a ∈ (0.12, 0.37) by
first driving to the single dip breather with a > 0.37,
and then adjusting the amplitude to some value in the
region a ∈ (0.12, 0.37), see Fig. 5(c-d) for example.
Note that, exciting a resting chain for a fixed frequency
in that region will yield the three dip breather, see e.g.
the left panel of Fig. 5b, a feature indicative of the sys-
tem’s bistability.
Conclusions/Future Challenges. The damped-
driven granular crystal system has been shown to pro-
vide access to a rich family of dark breather and multi-
breather solutions. The system possesses an intricate
bifurcation diagram where the stable single- and multi-
dip solutions are interlaced via unstable intermediate
branches. The diagram contains a large number of
saddle-node bifurcations and associated fold points,
as well as pitchfork symmetry-breaking points. This
structure provides not only hysteresis loops and multi-
stability regimes, but also a remarkable tunability. The
selection of driving frequency and amplitude enables a
selection of multibreather configurations robustly sus-
tained by the dynamics. The coherent structures pro-
duced herein could be utilized towards controllable en-
ergy funneling and harvesting within granular media.
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6SUPPLEMENTAL MATERIAL:
Damped-Driven Granular Crystals: An Ideal Playground for Dark Breathers
and Multibreathers
Parameter values and scaling. The mate-
rial/geometric parameter A is given by
A =
E
√
2R
3(1− ν2) ,
where the bead radius and mass are R = 9.53 mm and
M = 28.2 (g) respectively, the Young’s modulus is
E = 200 · 109 GPa, and the Poisson ratio is ν = 0.3.
The applied precompression force was F0 = 10 N.
Nondimensionalization of the equations of motion re-
veals that the solutions live in a three-dimensional pa-
rameter space (e.g., a, fb, and τ ). However, we use τ
as a fixed parameter (τ = 0.5 ms throughout the text)
and allow a and fb to vary.
Details of the Newton-Raphson and the linear sta-
bility computations. The numerically obtained dark
breathers of period Tb = 1/fb reported in the
text were found by computing roots of the map
F = u(Tb)− u(0), where u(0) is the initial state vec-
tor of the (numerically realized) stroboscopic map and
u(Tb) is the solution of the equations of motion at time
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FIG. 6: (color online) Floquet multipliers of the single dip
dark breather for a = 0.198 µm. (a) At fb = 6.90 kHz the
solution is unstable due to oscillatory instabilities and Flo-
quet multipliers on the real line. (b) The Floquet multipli-
ers on the real line have retreated within the unit circle at
fb = 7.00 kHz but the oscillatory instabilities remain. (c)
Finally, at fb = 7.29 kHz all instabilities have vanished,
and the solution is asymptotically stable. (d) Magnitude
of Floquet multipliers for frequencies (kHz) in the interval
fb ∈ (6.75, 7.4). A blue dashed line at |λ| = 1 is also shown
to help identify regions of asymptotic stability.
Tb. The Jacobian of F , which is used in the New-
ton iterations, is of the form V (Tb) − I , where I is
the appropriate identity matrix, V is the solution to the
variational equation V ′ = DFV with initial condition
V (0) = I, and DF is the Jacobian of the equations
of motion evaluated at u. The Floquet multipliers for
a solution were obtained by computing the eigenval-
ues of the monodromy matrix, which is V (Tb) upon
convergence of the Newton-Raphson scheme. In both
the main text and supplement, we focus on instabilities
associated with saddle-node bifurcations and pitchfork
bifurcations; therefore, we are chiefly interested in the
Floquet multipliers on the (positive) real line. How-
ever, there can also be oscillatory instabilities, which
correspond to complex-conjugate pairs of Floquet mul-
tipliers lying outside of the unit circle. Figure 6 shows
examples of the Floquet multipliers for three single-dip
solutions. The first two examples, in Fig. 6(a-b), are
unstable, but the third example, in Fig. 6c, is asymptot-
ically stable. A plot of the magnitude of the multipliers
for fixed a = 0.198 µm and various fb is shown in
Fig. 6d.
A complication revealed by the Floquet analysis
is that even though asymptotically stable solutions are
possible, the damping is weak enough that these solu-
tions may not be realizable in the 10 ms window con-
sidered experimentally. For example, for fb = 7.29
kHz and a = 0.198 µm there is a dark breather with
Floquet multipliers in the interval |λ| ∈ [0.974, 0.998],
and thus it is asymptotically stable. Because these mul-
tipliers are so near the unit circle, converging to a fixed
point by repeatedly applying F to some initial condi-
tion, which is analogous to what happens when the ex-
periment is run for multiple periods, requires a large
number of iterations or running an experiment for a
long time. Therefore, due to the 10 ms window used,
we are often only able to see the experiment approach
the dark breather and do not see it fully converge to the
dark breather.
Conversely, there also exist oscillatory instabili-
ties on the solution branch for some parameter inter-
vals. Although the dark breather is now unstable, we
do not expect an oscillatory instability to manifest in
the 10 ms window if we start with an initial condition
near enough to the unstable dark breather. In that case,
we have found that the effects of the oscillatory insta-
bility are typically not observable in computations until
around t = 300 ms. The reason for this is that the mag-
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FIG. 7: (color online) The full branch of solutions shown in
Fig. 3. Blue regions of the branch have no unstable eigen-
values on the positive real line, but they may have oscillatory
instabilities. The symbols indicate the presence of a bifurca-
tion: black stars are Neimark-Sacker bifurcations to T 2 tori,
green squares are period-doubling bifurcations, and cyan di-
amonds are pitchfork bifurcations. The dashed lines indicate
the regions where the N -bump solutions appear as shown in
Fig. 3.
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FIG. 8: (color online) (a) Velocity profile for three variants
of a 3-dip breather for a = 0.198µm and fb = 6.62 kHz
indicated by square, circle, and triangle markers at t = 0.
Since the solutions have odd symmetry with respect to the
center bead (n = 11), only the left part of the chain is shown.
(b) Tight zoom of Fig. 3 of the manuscript where three dis-
tinct (but connected) branches can be seen (which cannot be
discerned in the former figure). These three branches corre-
spond to the three profiles on the left.
nitudes of the Floquet multiplier pairs associated with
the oscillatory instabilities are often closer to unity than
the magnitudes of unstable Floquet multipliers on the
real line; this is why we indicate only the instabilities
due to Floquet multipliers on the real line in Fig. 3 even
though oscillatory instabilities may also be present.
Bifurcations and secondary branches of peri-
odic solutions. The branch of solutions shown in
Fig. 3 possesses an intricate bifurcation structure,
composed of several coiling branches, and generates
many secondary and tertiary branches of periodic so-
lutions. Figure 7 shows a “zoomed out” version of
this coiled branch and indicates the bifurcations that
occur on it. The black stars, green squares, and cyan
diamonds indicate the presence of Neimark-Sacker,
period-doubling, and pitchfork bifurcations respec-
tively; the latter two are the points on the main branch
where the secondary branches of periodic solutions are
born. Here, we computed the branch of multibreather
solutions below the 6 kHz frequency level that was
studied experimentally, and found that the same struc-
ture continues down to the 3 kHz level where the “top”
of the branch becomes significantly more complicated.
A “zoomed in” version of one of the coils, shown in
Fig. 8 reveals that the branch actually coils several
times in tight regions in parameter space, which can-
not be seen in Fig. 3 of the main text.
The secondary branches of interest in this letter
are initiated by pitchfork bifurcations, either due to a
regular pitchfork bifurcation or as part of a pair in what
we call a pitchfork loop. To illustrate the difference, we
present a prototypical example for each type in Fig. 9.
The prototypical pitchfork loop, shown in Fig. 9a,
consists of a pair of subcritical pitchfork bifurcations
and at least two pairs of saddle-node bifurcations that
are on a single, secondary branch of solutions. These
pitchfork loops appear to be relatively short lived,
i.e., the pitchfork bifurcation that “opens” the loop is
near (in terms of arclength) to the pitchfork bifurca-
tion that “closes” the loop. As a result, although the
main branch may have an unstable Floquet multiplier
on the real line, there always appears to be a pair of
“nearby” solutions that are qualitatively similar to the
main branch with the addition of a small component
that breaks the symmetry that solutions have on the
main branch. However, the two secondary branches
that comprise the pitchfork loop appear to be symmet-
ric to each other; starting from a pitchfork bifurca-
tion, both branches appear to have the same sequence
of bifurcations, and the only difference between so-
lutions on the branches is the direction in which the
symmetry-breaking component manifests itself. An
example of this is shown for a pair of saddle-node bi-
furcation points in Fig. 10. The velocity profile, which
is an odd function on the main branch if the center
bead is taken as the origin, loses this symmetry on ei-
ther branch of the pitchfork loop. This should be con-
trasted with the “coiled” solutions in Fig. 8 that are per-
turbations of one another, but still have velocity pro-
files that are odd functions, again using the center bead
as the origin. Furthermore, this symmetry appears to
hold at all times and not only at the phase where the
stroboscopic map was used. Lastly, as demonstrated
in Fig. 9a, pitchfork loops were also observed on seg-
ments of the branch that already have an unstable, real
Floquet multiplier.
There are also regular pitchfork bifurcations that
produce solution branches that do not quickly “close”
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FIG. 9: (color online) Examples of secondary branches with torus bifurcations indicated with black stars and pitchfork bifurca-
tions indicated by cyan diamonds. As in Fig. 3, the blue solid regions are where all the Floquet multipliers on the real line are
in or on the unit circle, and the red, dashed regions of the curve are where they are not. The main solution branch is indicated
in black. (a) Plot of a pair of pitchfork loops, each of which consists of at least two subcritical pitchfork bifurcations and
two pairs of saddle-node bifurcations. We have also observed that some pitchfork loops have intervals without non-oscillatory
instabilities. (b) Plot of pitchfork branches that is not part of a pitchfork loop. These secondary branches can have regions
without non-oscillatory instabilities, as demonstrated by the blue “specks” at the top of the plot, but in our experience, these
regions are short lived.
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FIG. 10: (color online) (a) Plot of the velocity profiles at
t = 0 on either “arm” of the pitchfork loop shown in the
inset of Fig. 3 that demonstrate the symmetry breaking that
occurs when the forcing amplitude is at a maximum. The
blue, solid line is the “lower” branch while the green, dashed
line is the upper branch in the figure. (b) Zoom of (a) around
beads 8 –12.
and are not symmetric with respect to each other. We
refer to the secondary branches created by these bifur-
cations as pitchfork branches, and give an example of
one in Fig. 9b. Unlike pitchfork loops, these secondary
branches only seem to appear on the parts of the branch
where stability has already been lost, usually through
a saddle-node bifurcation, and appear to be unstable
for the values of fb and v10 that were studied experi-
mentally. However, we have found that they can regain
stability for very small regions at large values of v10.
Computationally, we have observed multiple Neimark-
Sacker bifurcations (indicated by black stars) and pe-
riod doubling bifurcations on these branches, but sur-
prisingly, we have not observed additional pitchfork bi-
furcations.
Although these types of secondary branches are
quite complex and exist for non-negligible intervals of
fb, they may be difficult to observe experimentally as
they are unstable in the regions of experimental inter-
est.
Due to the number of bifurcations that gener-
ate secondary branches and the complexity and addi-
tional bifurcations that appear on the secondary solu-
tion branches, this system apparently gives rise to a
veritable “zoo” of dynamics and displays a vast array
of different nonlinear behaviors. To complicate mat-
ters further, there are also additional branches of pe-
riodic solutions with longer periods (e.g., period-two
solutions of the map F that have period 2Tb) whose
shapes and bifurcations are also non-trivial. Both these
larger period solutions and solutions on the pitchfork
branches generate tertiary branches, which can also be
stable for the frequencies of interest here. As shown in
Fig. 7 and Fig. 9, the main branch and the secondary
branches are filled with Neimark-Sacker bifurcations
and there are very few intervals on the branch are not
unstable in an oscillatory fashion. As a result, the so-
lutions that are observed are likely to lie on stable,
slowly-modulating tori, and thus may truly be quasi-
periodic rather than periodic.
Overall, the bifurcation diagram in Fig. 3 imparts
a good qualitative understanding of the dynamics that
appear experimentally. While there are numerous de-
tails and additional subtleties to this system, which are
interesting and will be the focus of future theoretical
work, they do not appear to appreciably impact the be-
havior of the system over the 10 ms windows consid-
ered experimentally.
