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POINTWISE REGULARITY OF PARAMETERIZED AFFINE
ZIPPER FRACTAL CURVES
BALA´ZS BA´RA´NY, GERGELY KISS, AND ISTVA´N KOLOSSVA´RY
Abstract. We study the pointwise regularity of zipper fractal curves generated
by affine mappings. Under the assumption of dominated splitting of index-1, we
calculate the Hausdorff dimension of the level sets of the pointwise Ho¨lder expo-
nent for a subinterval of the spectrum. We give an equivalent characterization
for the existence of regular pointwise Ho¨lder exponent for Lebesgue almost every
point. In this case, we extend the multifractal analysis to the full spectrum. In
particular, we apply our results for de Rham’s curve.
1. Introduction and Statements
Let us begin by recalling the general definition of fractal curves from Hutchin-
son [21] and Barnsley [3].
Definition 1.1. A system S = {f0, . . . , fN−1} of contracting mappings of Rd
to itself is called a zipper with vertices Z = {z0, . . . , zN} and signature ε =
(ε0, . . . , εN−1), εi ∈ {0, 1}, if the cross-condition
fi(z0) = zi+εi and fi(zN ) = zi+1−εi
holds for every i = 0, . . . , N − 1. We call the system a self-affine zipper if the
functions fi are affine contractive mappings of the form
fi(x) = Aix+ ti, for every i ∈ {0, 1, . . . , N − 1},
where Ai ∈ Rd×d invertible and ti ∈ Rd.
The fractal curve generated from S is the unique non-empty compact set Γ, for
which
Γ =
N−1⋃
i=0
fi(Γ).
If S is an affine zipper then we call Γ a self-affine curve.
For an illustration see Figure 1. It shows the first (red), second (green) and third
(black) level cylinders of the image of [0, 1]2. The cross-condition ensures that Γ is
a continuous curve.
The dimension theory of self-affine curves is far from being well understood. The
Hausdorff dimension of such curves is known only in a very few cases. The usual
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Figure 1. An affine zipper with N = 3 maps and signature ε = (0, 1, 0).
techniques, like self-affine transversality, see Falconer [14], Jordan, Pollicott and
Simon [25], destroys the curve structure. Ledrappier [27] gave a sufficient condi-
tion to calculate the Hausdorff dimension of some fractal curves, and Solomyak [39]
applied it to calculate the dimension of the graph of the Takagi function for typ-
ical parameters. Feng and Ka¨enma¨ki [17] characterized self-affine systems, which
has analytic curve attractor. Let us denote the s-dimensional Hausdorff meas-
ure and the Hausdorff dimension of a set A by Hs(A) and dimH A, respectively.
Moreover, let us denote the Packing and (upper) box-counting dimension of a
set A by dimP A and dimBA, respectively. For basic properties and definition of
Hausdorff-, Packing- and box-counting dimension, we refer to [15].
Bandt and Kravchenko [2] studied some smoothness properties of self-affine
curves, especially the tangent lines of planar self-affine curves. The main pur-
pose of this paper is to analyse the pointwise regularity of affine curves under some
parametrization. Let us recall the definition of pointwise Ho¨lder exponent of a real
valued function g, see for example [23, eq. (1.1)]. We say that g ∈ Cβ(x) if there
exist a δ > 0, C > 0 and a polynomial P with degree at most bβc such that
|g(y)− P (y − x)| ≤ C|x− y|β for every y ∈ Bδ(x),
where Bδ(x) denotes the ball with radius δ centered at x. Let αp(x) = sup{β : g ∈
Cβ(x)}. We call αp(x) the pointwise Ho¨lder exponent of g at the point x.
We call F : Rm 7→ R a self-similar function if there exists a bounded open set
U ⊂ Rm, and contracting similarities g1, . . . , gk of Rm such that gi(U) ∩ gj(U) = ∅
and gi(U) ⊂ U for every i 6= j, and a smooth function g : Rm 7→ R, and real
numbers |λi| < 1 for i = 1, . . . , k such that
F (x) =
k∑
i=1
λiF (g
−1
i (x)) + g(x), (1.1)
see [24, Definition 2.1]. The multifractal formalism of the pointwise Ho¨lder expo-
nent of self-similar functions was studied in several aspects, see for example Aouidi
and Slimane [1], Slimane [6, 7, 5] and Saka [37].
Hutchinson [21] showed that the family of contracting functions g1, . . . , gk has a
unique, non-empty compact invariant set Ω (called the attractor of Φ = {g1, . . . , gk}),
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i.e. Ω =
⋃k
i=1 gi(Ω). We note that in the case of self-similar function, the graph of
F (denoted by Graph(F )) over the set Ω can be written as the unique, non-empty,
compact invariant set of the family of functions S1, . . . , Sk in Rm+1, where
Si(x, y) = (gi(x), λiy + g(gi(x))).
In this paper, we study the local regularity of a generalized version of self-
similar functions. Namely, let λ = (λ0, . . . , λN−1) be a probability vector. Let
us subdivide the interval [0, 1] according to the probability vector λ and signature
ε = (ε0, . . . , εN−1), εi ∈ {0, 1} of the zipper S. Let gi be the linear function
mapping the unit interval [0,1] to the ith subinterval of the division which is order-
preserving or order-reversing according to the signature εi. That is, the interval
[0, 1] is the attractor of the iterated function system
Φ = {gi : x 7→ (−1)εiλix+ γi}N−1i=0 , (1.2)
where γi =
∑i−1
j=0 λj + εiλi. Let v : [0, 1] 7→ Γ ⊂ Rd be the unique continuous
function satisfying the functional equation
v(x) = fi
(
v(g−1i (x))
)
if x ∈ gi([0, 1]). (1.3)
We note that g−1i (x) =
x−γi
(−1)εiλi , and g
−1
i (x) ∈ [0, 1] if and only if x ∈ gi([0, 1]).
Thus, Graph(v) is the attractor of the IFS
Si(x, y) = (gi(x), Aiy + ti).
We call v as the linear parametrization of Γ. Such linear parameterizations occur
in the study of Wavelet functions in a natural way, see for example Protasov [35],
Protasov and Guglielmi [36], and Seuret [38]. A particular example for (1.3) is the
de Rham’s curve, see Section 5 for details including an example of a graph of v
generated by the de Rham’s curve.
The main difference between the self-similar function F defined in (1.1) and v
defined in (1.3) is the contraction part. Namely, while F is a real valued function
rescaled by only a real number, the function v is Rd valued and a strict affine
transformation is acting on it. This makes the study of such functions more difficult.
As a slight abuse of the appellation of the pointwise Ho¨lder exponent, we redefine
the pointwise Ho¨lder exponent α(x) of the function v at a point x ∈ [0, 1] as
α(x) = lim inf
y→x
log ‖v(x)− v(y)‖
log |x− y| . (1.4)
We note that if αp(x) < 1 or α(x) < 1 then αp(x) = α(x). Otherwise, we have only
α(x) ≤ αp(x).
When the lim inf in (1.4) exists as a limit, then we say that v has a regular
pointwise Ho¨lder exponent αr(x) at a point x ∈ [0, 1], i.e.
αr(x) = lim
y→x
log ‖v(x)− v(y)‖
log |x− y| . (1.5)
Let us define the level sets of the (regular) pointwise Ho¨lder exponent by
E(β) = {x ∈ [0, 1] : α(x) = β} and
Er(β) = {x ∈ [0, 1] : αr(x) = β} .
Our goal is to perform multifractal analysis, i.e. to study the possible values,
which occur as (regular) pointwise Ho¨lder exponents, and determine the magnitude
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of the sets, where it appears. This property was studied for several types of sin-
gular functions, for example for wavelets by Barral and Seuret [4], Seuret [38], for
Weierstrass-type functions Otani [32], for complex analogues of the Takagi function
by Jaerisch and Sumi [22] or for different functional equations by Coiffard, Melot
and Willer [10], by Okamura [31] and by Slimane [7] etc.
The main difficulty in our approach is to handle the distance ‖v(x)− v(y)‖. In
the previous examples, the function F defined with the equation (1.1) was scaled
only by a constant. Roughly speaking
‖F (gi1,...,in(x))− F (gi1,...,in(y))‖ ≈ |λi1 · · ·λin |‖F (x)− F (y)‖.
In the case of self-affine systems, this is not true anymore. That is,
‖v(gi1,...,in(x))− v(gi1,...,in(y))‖ ≈ ‖Ai1 · · ·Ain(v(x)− v(y))‖.
However, in general ‖Ai1 · · ·Ain(v(x) − v(y))‖ 6≈ ‖Ai1 · · ·Ain‖‖v(x) − v(y)‖. In
order to be able to compare the distance ‖v(gi1,...,in(x)) − v(gi1,...,in(y))‖ with the
norm of the product of matrices, we need an extra assumption on the family of
matrices.
Let us denote by Mo the interior and by M the closure of a set M ⊆ PRd−1.
For a point v ∈ Rd, denote 〈v〉 equivalence class of v in the projective space PRd−1.
Every invertible matrix A defines a natural map on the projective space PRd−1 by
〈v〉 7→ 〈Av〉. As a slight abuse of notation, we denote this function by A too.
Definition 1.2. We say that a family of matrices A = {A0, . . . , AN−1} have dom-
inated splitting of index-1 if there exists a non-empty open subset M ⊂ PRd−1 with
a finite number of connected components with pairwise disjoint closure such that
N−1⋃
i=0
AiM ⊂Mo,
and there is a d − 1 dimensional hyperplane that is transverse to all elements of
M . We call the set M a multicone.
We adapted the definition of dominated splitting of index-1 from the paper of
Bochi and Gourmelon [8]. They showed that the tuple of matrices A satisfies the
property in Definition 1.2 if and only if there exist constants C > 0 and 0 < τ < 1
such that
α2(Ai1 · · ·Ain)
α1(Ai1 · · ·Ain)
≤ Cτn
for every n ≥ 1 and i0, . . . , in−1 ∈ {0, . . . , N − 1}, where αi(A) denotes the ith
largest singular value of the matrix A. That is, the weakest contracting direction
and the stronger contracting directions are strongly separated away (splitted), α1
dominates α2. This condition makes it easier to handle the growth rate of the norm
of matrix products, which will be essential in our later studies.
We note that for example a tuple A formed by matrices with strictly positive
elements, satisfies the dominated splitting of index-1 of M = 〈{x ∈ Rd : xi > 0, i =
1, . . . , d}〉. Throughout the paper we work with affine zippers, where we assume
that the matrices Ai have dominated splitting of index-1. For more details, see
Section 2 and [8].
For a subset M of PRd−1 and a point x ∈ Rd, let
M(x) = {y ∈ Rd : 〈y − x〉 ∈M}.
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We call the set M(x) a cone centered at x.
We say that S satisfies the strong open set condition (SOSC), if there exists an
open bounded set U such that
fi(U) ∩ fj(U) = ∅ for every i 6= j and Γ ∩ U 6= ∅.
We call S a non-degenerate system, if it satisfies the SOSC and 〈zN − z0〉 /∈⋂∞
k=0
⋂
|ı|=k A
−1
ı (M
c), where for a finite length word ı = i1 . . . ik, Aı denotes the
matrix product Ai1Ai2 . . . Aik . We note that the non-degenerate condition guaran-
tees that the curve v : [0, 1] 7→ Rd is not self-intersecting and it is not contained in
a strict hyperplane of Rd.
Denote by P (t) the pressure function which is defined as the unique root of the
equation
0 = lim
n→∞
1
n
log
N−1∑
i1,...,in=0
‖Ai1 · · ·Ain‖t (λi1 · · ·λin)−P (t) . (1.6)
A considerable attention has been paid for pressures, which are defined by mat-
rix norms, see for example Ka¨enma¨ki [26], Feng and Shmerkin [19], and Morris
[28, 29]. Feng [16] and later Feng and Lau [18] studied the properties of the pres-
sure P for positive and non-negative matrices. In Section 2, we extend these results
for the dominated splitting of index-1 case. Namely, we will show that the func-
tion P : R 7→ R is continuous, concave, monotone increasing, and continuously
differentiable.
Unfortunately, even for positive matrices, the computation of the precise values
of P (t) is hopeless. For a fast approximation algorithm, see Pollicott and Vyt-
nova [33].
Let d0 > 0 be the unique real number such that
0 = lim
n→∞
1
n
log
∑
|ı|=n
‖Aı‖d0 . (1.7)
Observe that for every n ≥ 1, {fı(U) : |ı| = n} defines a cover of Γ. But since Γ is
a curve and thus dimH Γ ≥ 1, and since every fı(U) can be covered by a ball with
radius ‖Aı‖|U |, d0 ≥ 1.
Let
αmin = lim
t→+∞
P (t)
t
, αmax = lim
t→−∞
P (t)
t
and α̂ = P ′(0).
The values αmin and αmax correspond to the logarithm of the joint- and the
lower-spectral radius defined by Protasov [35].
We say that the function v : [0, 1] 7→ Γ is symmetric if
λ0 = λN−1 and lim
k→∞
‖Ak0‖
‖AkN−1‖
= 1. (1.8)
Now, we state our main theorems on the pointwise Ho¨lder exponents.
Theorem 1.3. Let S be a non-degenerate system. Then there exists a constant α̂
such that for L-a.e. x ∈ [0, 1], α(x) = α̂ ≥ 1/d0. Moreover, there exists an ε > 0
such that for every β ∈ [α̂, α̂+ ε]
dimH {x ∈ [0, 1] : α(x) = β} = inf
t∈R
{tβ − P (t)}. (1.9)
If S satisfies (1.8) then (1.9) can be extended for every β ∈ [αmin, α̂+ ε].
6 BALA´ZS BA´RA´NY, GERGELY KISS, AND ISTVA´N KOLOSSVA´RY
Furthermore, the functions β 7→ dimH E(β) and β 7→ dimH Er(β) are continuous
and concave on their respective domains.
In the following, we give a sufficient condition to extend the previous result,
where (1.9) holds to the complete spectrum [αmin, αmax]. As a slight abuse of
notation for every θ ∈ PRd−1, we say that 0 6= v ∈ θ if 〈v〉 = θ.
Assumption A. For a nondegenerate affine zipper S = {fi : x 7→ Aix+ ti}N−1i=0
with vertices {z0, . . . , zN} assume that there exists a convex, simply connected closed
cone C ⊂ PRd−1 such that
(1)
⋃N
i=1AiC ⊂ Co and for every 0 6= v ∈ θ ∈ C, 〈Aiv, v〉 > 0,
(2) 〈zN − z0〉 ∈ Co.
Observe that if S satisfies Assumption A then it satisfies the strong open set
condition with respect to the set U , which is the bounded component of Co(z0) ∩
Co(zN ). We note that if all the matrices have strictly positive elements and the
zipper has signature (0, . . . , 0) then Assumption A holds.
Theorem 1.4. Let S be an affine zipper satisfying Assumption A. Then for every
β ∈ [α̂, αmax]
dimH {x ∈ [0, 1] : α(x) = β} = inf
t∈R
{tβ − P (t)}, (1.10)
and for every β ∈ [αmin, αmax]
dimH {x ∈ [0, 1] : αr(x) = β} = inf
t∈R
{tβ − P (t)}. (1.11)
Moreover, if S satisfies (1.8) then (1.10) can be extended for every β ∈ [αmin, αmax].
The functions β 7→ dimH E(β) and β 7→ dimH Er(β) are continuous and concave
on their respective domains.
Assumption A has another important role. In Theorem 1.4, we calculated the
spectrum for the regular Ho¨lder exponent, providing that it exists. We show that
the existence of the regular Ho¨lder exponent for Lebesgue typical points is equival-
ent to Assumption A.
Theorem 1.5. Let S be a non degenerate system. Then the regular Ho¨lder expo-
nent exists for Lebesgue almost every point if and only if S satisfies Assumption
A. In particular, αr(x) = P
′(0) for Lebesgue almost every x ∈ [0, 1].
Remark 1.6. In the sequel, to keep the notation tractable we assume the signature
ε = (0, . . . , 0). The results carry over for general signatures, and the proofs can be
easily modified for the general signature case, see Remark 5.3.
The organization of the paper is as follows. In Section 2 we prove several proper-
ties of the pressure function P (t), extending the works of [16, 18] to the dominated
splitting of index-1 case using [8]. We prove Theorem 1.3 in Section 3. Section 4
contains the proofs of Theorems 1.4 and 1.5 when the zipper satisfies Assumption
A. Finally, as an application in Section 5, we show that our results can be applied
to de Rham’s curve, giving finer results than existing ones in the literature.
2. Pressure for matrices with dominated splitting of index-1
In this section, we generalize the result of Feng [16], and Feng and Lau [18].
In [18] the authors studied the pressure function and multifractal properties of
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Lyapunov exponents for products of positive matrices. Here, we extend their results
for a more general class of matrices by using Bochi and Gourmelon [8] for later
usage.
Let Σ be the set of one side infinite length words of symbols {0, . . . , N − 1}, i.e.
Σ = {0, . . . , N − 1}N. Let σ denote the left shift on Σ, its n-fold composition by
σni = (in+1, in+2, . . .). We use the standard notation i|n for i1, . . . , in and
[i|n] := {j ∈ Σ : j1 = i1, . . . , jn = in} .
Let us denote the set of finite length words by Σ∗ =
⋃∞
n=0{0, . . . , N − 1}n, and
for an ı ∈ Σ∗, let us denote the length of ı by |ı|. For a finite word ı ∈ Σ∗ and for
a j ∈ Σ, denote ıj the concatenation of the finite word ı with j.
Denote i ∧ j the length of the longest common prefix of i, j ∈ Σ, i.e. i ∧ j =
min{n−1 : in 6= jn}. Let λ = (λ0, . . . , λN−1) be a probability vector and let d(i, j)
be the distance on Σ with respect to λ. Namely,
d(i, j) =
i∧j∏
n=1
λin =: λi|i∧j .
If i ∧ j = 0 then by definition i|i∧j = ∅ and λ∅ = 1. For every r > 0, we define a
partition Ξr of Σ by
Ξr =
{
[i1, . . . , in] : λi1 · · ·λin ≤ r < λi1 · · ·λin−1
}
. (2.1)
For a matrix A and a subspace θ, denote ‖A|θ‖ the norm of A restricted to θ, i.e.
‖A|θ‖ = supv∈θ ‖Av‖/‖v‖. In particular, if θ has dimension one ‖A|θ‖ = ‖Av‖/‖v‖
for any 0 6= v ∈ θ. Denote G(d, k) the Grassmanian manifold of k dimensional
subspaces of Rd. We define the angle between a 1 dimensional subspace E and a
d− 1 dimensional subspace F as usual, i.e.
^(E,F ) = arccos
( 〈v,projF v〉
‖projF v‖‖v‖
)
,
where 0 6= v ∈ E arbitrary and projF denotes the orthogonal projection onto F .
The following theorem collects the most relevant properties of a family of matrices
with dominated splitting of index-1.
Theorem 2.1. [8, Theorem A, Theorem B, Claim on p. 228] Suppose that a finite
set of matrices {A0, . . . , AN−1} satisfies the dominated splitting of index-1 with
multicone M . Then there exist Ho¨lder continuous functions E : Σ 7→ PRd−1 and
F : Σ 7→ G(d, d− 1) such that
(1) E(i) = Ai1E(σi) for every i ∈ Σ,
(2) F (i) = A−1i1 F (σi) for every i ∈ Σ,
(3) there exists β > 0 such that ^(E(i), F (j)) > β for every i, j ∈ Σ,
(4) there exist constants C ≥ 1 and 0 < τ < 1 such that
α2(Ai|n)
‖Ai|n‖
≤ Cτn
for every i ∈ Σ and n ≥ 1,
(5) there exists a constant C > 0 such that ‖Ai|n |E(σni)‖ ≥ C‖Ai|n‖ for every
i ∈ Σ,
(6) there exists a constant C > 0 such that ‖Ai|n |F (in . . . i1j)‖ ≤ Cα2(Ai|n) for
every i, j ∈ Σ.
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In particular, if M is the multicone from Definition 1.2, then
E(i) =
∞⋂
n=1
Ai1 · · ·Ain(M),
and for every V ∈M , Ai1 · · ·AinV → E(i) uniformly (independently of V ). Hence,
there exists a constant C > 0 such that for every V ∈M and every ı ∈ Σ∗,
‖Aı|V ‖ ≥ C ′‖Aı‖. (2.2)
So, this gives us a strong control over the growth rate of matrix products on
subspaces in M .
Another consequence of Theorem 2.1 is that the function ψ(i) = log ‖Ai1 |E(σi)‖
is Ho¨lder-continuous. That is, there exist C > 0 and 0 < τ < 1 such that
|ψ(i)− ψ(j)| ≤ Cτ i∧j. (2.3)
Moreover, by the property E(i) = Ai1E(σi), we have
‖Ai|n |E(σni)‖ =
n∏
k=1
‖Aik |E(σki)‖. (2.4)
Indeed, since E(i) is a one dimensional subspace, for every v ∈ E(σni)
‖Ai|n |E(σni)‖ =
‖Ai|nv‖
‖v‖ =
n∏
k=1
‖Aik...inv‖
‖Aik+1,...,inv‖
=
n∏
k=1
‖Aik |E(σki)‖.
Remark 2.2. We note if the multicone M in Definition 1.2 has only one connec-
ted component then it can be chosen to be simply connected and convex. Indeed,
since M is separated away from the strong stable subspaces F then cv(M) must be
separated away from every d− 1 dimensional strong stable subspace, as well, where
cv(M) denotes the convex hull of M . Thus Ai(cv(M)) ⊂ cv(M)o for every i.
For every t, let ϕt : Σ 7→ R be the potential function defined by
ϕt(i) = log
(
‖Ai1 |E(σi)‖tλ−P (t)i1
)
, (2.5)
where P (t) was defined in (1.6).
Using Theorem 2.1, one can show that for every t, ϕt is a Ho¨lder continuous
function. Thus, by [9, Theorem 1.4], for every t ∈ R there exists a unique σ-
invariant, ergodic probability measure µt on Σ such that there exists a constant
C(t) > 1 such that for every i ∈ Σ and every n ≥ 1
C(t)−1 ≤ µt([i|n])∏n−1
k=0 e
ϕt(σki)
≤ C(t). (2.6)
Observe that
n−1∏
k=0
eϕt(σ
ki) = ‖Ai|n |E(σni)‖t · λ−P (t)i|n .
Moreover,
dimH µt =
hµt
χµt
, (2.7)
POINTWISE REGULARITY OF PARAMETERIZED AFFINE ZIPPER FRACTAL CURVES 9
where
hµt = limn→∞
−1
n
∑
|ı|=n
µt([ı]) logµt([ı]) = −
∫
ϕt(i)dµt(i), (2.8)
χµt = limn→∞
−1
n
∑
|ı|=n
µt([ı]) log λı = −
∫
log λi1dµt(i). (2.9)
We call χµt the Lyapunov exponent of µt and hµt the entropy of µt.
Lemma 2.3. The map t 7→ P (t) is continuous, concave, monotone increasing on
R.
Proof. Since µt is a probability measure on Σ and Ξr is a partition we get
0 =
log
∑
ı∈Ξr µt([ı])
log r
for every r > 0
and by (2.6) and (1.6)
P (t) = lim
r→0+
log
∑
ı∈Ξr ‖Aı‖t
log r
. (2.10)
Using this form it can be easily seen that t 7→ P (t) is continuous, concave and
monotone increasing. 
By Lemma 2.3, the potential ϕt depends continuously on t. Moreover, by (2.3),
|ϕ(i)− ϕ(j)| ≤ Ctτ i∧j. Thus, the Perron-Frobenius operator
(Tt(g))(i) =
N−1∑
i=0
eϕt(ii)g(ii)
depends continuously on t. Hence, the unique eigenfunction ht of Tt and the eigen-
measure of νt of the dual operator T
∗
t depends continuously on t. Since dµt = htdνt,
see [9, Theorem 1.16], we got that t 7→ µt is continuous in weak*-topology. Hence,
by (2.8) and (2.9), t 7→ hµt and t 7→ χµt are continuous on R.
Proposition 2.4. The map t 7→ P (t) is continuously differentiable on R. Moreover,
for every t ∈ R
dimH µt = tP
′(t)− P (t),
and
lim
n→∞
log ‖Ai1 · · ·Ain‖
log λi1 · · ·λin
= P ′(t) for µt-almost every i ∈ Σ.
Proof. We recall [20, Theorem 2.1]. That is, since µt is a Gibbs measure
τµt(q) = lim
r→0+
log
∑
ı∈Ξr µt([ı])
q
log r
is differentiable at q = 1 and τ ′µt(1) = dimH µt. On the other hand, by (2.6) and
(2.10)
τµt(q) = P (tq)− P (t)q.
Hence, by taking the derivative at q = 1 we get that P (t) is differentiable for every
t ∈ R/ {0} and
dimH µt = tP
′(t)− P (t).
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Let us observe that by (2.5), (2.7) and (2.8)
dimH µt = t
− ∫ log ‖Ai1 |E(σi)‖dµt(i)
− ∫ log λi1dµt(i) − P (t).
Thus,
P ′(t) =
− ∫ log ‖Ai1 |E(σi)‖dµt(i)
− ∫ log λi1dµt(i) for every t 6= 0.
Since t 7→ µt is continuous in weak*-topology we get that t 7→ P ′(t) is continuous
on R/ {0}. On the other hand, the left and right hand side limits of P ′(t) at t = 0
exist and are equal. Thus, t 7→ P (t) is continuously differentiable on R.
By Theorem 2.1 and ergodicity of µt we get the last assertion of the proposition.

Let us observe that by the definition of pressure function (1.6), P (0) = −1 and
thus, µ0 corresponds to the Bernoulli measure on Σ with probabilities (λ0, . . . , λN−1).
That is,
µ0([i1, . . . , in]) = λi1 · · ·λin .
Lemma 2.5. For every finite set of matrices A with dominated splitting of index-1,
P ′(0) ≥ 1/d0, P ′(d0) ≤ 1/d0. Moreover, P ′(0) > 1/d0 if and only if P ′(d0) < 1/d0
if and only if µd0 6= µ0.
Proof. By the definition of P (t), (1.6), P (d0) = 0, where d0 is defined in (1.7).
Together with P (0) = −1 and the concavity and differentiability of P (t) (by Lemma
2.3 and Proposition 2.4), we get P ′(0) ≥ 1/d0, P ′(d0) ≤ 1/d0. Moreover, P ′(0) >
1/d0 if and only if P
′(d0) < 1/d0.
On the other hand, by Proposition 2.4
dimH µd0 = d0P
′(d0) = lim
n→∞
log ‖Ai|n‖d0
log λi|n
=
hµd0
χµd0
for µd0-a.e. i,
where in the last equation we used the definition of µd0 , the entropy and the
Lyapunov exponent. Since dimH µ0 = 1, if P
′(d0) < 1/d0 then µ0 6= µd0 . On the
other hand, by [9, Theorem 1.22], for every σ-invariant, ergodic measure ν on Σ,
hν
− ∫ log λi0dν(i) ≤ 1 and hν− ∫ log λi0dν(i) = 1 if and only if ν = µ0.
Therefore, if P ′(d0) = 1/d0 then
hµd0
χµd0
= 1 and so µd0 = µ0. 
Lemma 2.6. For every α ∈ [αmin, αmax]
dimH
{
i ∈ Σ : lim inf
m→∞
log ‖Ai|m‖
log λi|m
≤ α
}
≤ inf
t≥0
{tα− P (t)} (2.11)
and
dimH
{
i ∈ Σ : lim sup
m→∞
log ‖Ai|m‖
log λi|m
≥ α
}
≤ inf
t≤0
{tα− P (t)} (2.12)
Proof. For simplicity, we use the notations
Gα =
{
i ∈ Σ : lim inf
m→∞
log ‖Ai|m‖
log λi|m
≤ α
}
and Gα =
{
i ∈ Σ : lim sup
m→∞
log ‖Ai|m‖
log λi|m
≥ α
}
.
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Let ε > 0 be arbitrary but fixed and let us define the following sets of cylinders:
Dr(ε) =
{
[ı] ∈ Ξρ : 0 < ρ ≤ r and log ‖Aı‖
log λı
≤ α+ ε
}
and
Dr(ε) =
{
[ı] ∈ Ξρ : 0 < ρ ≤ r and log ‖Aı‖
log λı
≥ α− ε
}
.
By definition, Dr(ε) is a cover of Gα and respectively, Dr(ε) is a cover of Gα. Now
let Cr(ε) and Cr(ε) be a disjoint set of cylinders such that⋃
[ı]∈Dr(ε)
[ı] =
⋃
[ı]∈Cr(ε)
[ı] and
⋃
[ı]∈Dr(ε)
[ı] =
⋃
[ı]∈Cr(ε)
[ı].
Then by (2.6) and the definition of Cr(ε), for any t ≥ 0
Hαt−P (t)+(1+t)εr (Gα) ≤
∑
[ı]∈Cr(ε)
λ
(αt−P (t)+(1+t)ε)
ı
≤ λ−1minrε
∑
[ı]∈Cr(ε)
‖Aı‖tλ−P (t)ı
≤ Cλ−1minrε
∑
[ı]∈Cr(ε)
µt([ı]) ≤ Cλ−1minrε.
Hence, Hαt−P (t)+(1+t)ε(Gα) = 0 for any t > 0 and any ε > 0, so (2.11) follows. The
proof of (2.12) is similar by using the cover Cr(ε) of Gα. 
We note that by the concavity of P
inf
t∈R
{tα− P (t)} = inf
t≤0
{tα− P (t)} ,
for every and α ∈ [P ′(0), αmax],
inf
t∈R
{tα− P (t)} = inf
t≥0
{tα− P (t)} ,
for every α ∈ [αmin, P ′(0)].
3. Pointwise Ho¨lder exponent for non-degenerate curves
First, let us define the natural projections pi and Π from the symbolic space Σ
to the unit interval [0, 1] and the curve Γ. We recall that we assumed that all the
signatures of the affine zipper Definition 1.1 is 0, and all the matrices are invertible.
Therefore,
pi(i) = lim
n→∞ gi1 ◦ · · · ◦ gin(0) =
∞∑
n=1
λi|n−1γin (3.1)
Π(i) = lim
n→∞ fi1 ◦ · · · ◦ fin(0) =
∞∑
n=1
Ai|n−1tin . (3.2)
Observe that by the definition of the linear parametrization v of Γ, v(pi(i)) = Π(i).
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In the analysis of the pointwise Ho¨lder exponent α, defined in (1.4), the points
play important role which are far away symbolically but close on the self-affine
curve. To be able to handle such points we introduce the following notation
i ∨ j =
 min{σ
i∧j+1i ∧N−1, σi∧j+1j ∧ 0}, if ii∧j+1 + 1 = ji∧j+1,
min{σi∧j+1i ∧ 0, σi∧j+1j ∧N−1}, if ji∧j+1 + 1 = ii∧j+1,
0, otherwise,
where 0 denotes the (0, 0, . . . ) and N−1 denotes the (N − 1, N − 1, . . . ) sequence.
It is easy to see that there exists a constant K > 0 such that
K−1(λi|i∧j+i∨j + λj|i∧j+i∨j) ≤ |pi(i)− pi(j)| ≤ K(λi|i∧j+i∨j + λj|i∧j+i∨j). (3.3)
Hence, the distance on [0, 1] is not comparable with the distance on the symbolic
space. More precisely, let T be the set of points on the symbolic space, which has
tail 0 or N − 1, i.e. i ∈ T if and only if there exists a k ≥ 0 such that σki = 0
or σki = N−1. So if pi(σki) is too close to the set pi(T ) infinitely often then we
lose the symbolic control over the distance |pi(i) − pi(in)|, where in is such that
pi(in)→ pi(i) as n→∞.
On the other hand, the symbolic control of the set ‖Π(i)−Π(in)‖ is also far non-
trivial. In general, ‖Π(i)−Π(j)‖ = ‖Ai|i∧j(Π(σi∧ji)−Π(σi∧jj))‖ is not comparable
to ‖Ai|i∧j‖ · ‖Π(σi∧ji) − Π(σi∧jj)‖, unless 〈Π(σi∧ji) − Π(σi∧jj)〉 ∈ M , where M is
the multicone satisfying the Definition 1.2. Thus, in order to handle
lim inf
n→∞
log ‖Π(i)−Π(in)‖
log |pi(i)− pi(in)|
we need that i is sufficiently far from the tail set T and also that the points Π(in)
on Γ can be chosen such that 〈Π(σi∧ji)−Π(σi∧inin)〉 ∈M . So we introduce a kind
of exceptional set B, where both of these requirements fail. We define B ⊆ Σ such
that
B =
{
i ∈ Σ : ∀′ n ≥ 1 ∀′ l ≥ 1 ∀′ m ≥ 1 ∃′ K ≥ 0 ∀′ k ≥ K(
M(Π(σki)) \B1/n(Π(σki))
)
∩ Γ \ (Γσki|l ∪ Γσki|l−1(ik+l−1)(N−1)m ∪ Γσki|l−1(ik+l+1)0m) = ∅
}
,
(3.4)
where Γı = fı(Γ) for any finite length word ı ∈ Σ∗ and M(Π(i)) is the cone centered
at Π(i). We note that if il = 0 (or il = N−1) then we define Γσki|l−1(il−1)(N−1)m = ∅
(or Γσki|l−1(il+1)0m = ∅ respectively).
In particular, B contains those points i, for which locally the curve Γ will leave
the cone M very rapidly. In other words, let
Bn,l,m = {i ∈ Σ :(
M(Π(i)) \B1/n(Π(i))
) ∩ Γ \ (Γi|l ∪ Γi|l−1(il−1)(N−1)m ∪ Γi|l−1(il+1)0m) = ∅} .
and
Bn,m,l,K =
∞⋂
k=K
σ−kBn,l,m and B =
∞⋂
n=1
∞⋂
l=0
∞⋂
m=0
∞⋃
K=0
Bn,l,m,K .
For a visualisation of the local neighbourhood of a point in Bn,l,m, see Figure 2.
In particular, we are able to handle the pointwise Ho¨lder exponents at pi(i) outside
to the set B and we show that B is small in some sense.
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Figure 2. Local neighbourhood of points in Bn,l,m.
Lemma 3.1. Let us assume that S is non-degenerate. Then there exist n ≥ 1,
l ≥ 1, m ≥ 1 and  finite length word with || = l, such that
Bn,l,m ∩ [] = ∅.
Proof. Our first claim is that there exists a finite sequence ı such that 〈Aı(zN −
z0)〉 ∈ M . Suppose that this is not the case. That is, for every finite length word
〈Aı(zN − z0)〉 ∈ M c. Equivalently, for every finite length word ı, 〈zN − z0〉 ∈
A−1ı (M
c). Thus, 〈zN − z0〉 ∈
⋂∞
k=0
⋂
|ı|=k A
−1
ı (M
c), which contradicts to our non-
degeneracy assumption.
Let us fix an ı such that 〈Aı(zN − z0)〉 ∈ M . Then fı(zN ) ∈ M(fı(z0)). By
continuity, one can choose k ≥ 1 large enough such that for every i ∈ [ı0k],
fı(zN ) ∈M(Π(i))
and
‖fı(z0)−Π(i)‖ = ‖Aı0k(z0 −Π(σ|ı|+ki))‖ ≤ ‖Aı‖‖Ak0‖diam(Γ) ≤
1
2
‖Aı(zN − z0)‖, .
where we used the fact that f0(z0) = z0. Then
‖Π(i)− fı(zN )‖ ≥ ‖Aı(zN − z0)‖ − ‖fı(z0)−Π(i)‖ > 1
2
‖Aı(zN − z0)‖.
We get that for every i ∈ [ı0k]
fı(zN ) ∈
(
M(Π(i)) \B 1
2
‖Aı(zN−z0)‖(Π(i))
)
∩Γ\(Γı0k∪Γı0k−110∪Γı||ı|−1(ı|ı|−1)N ) 6= ∅.
By fixing  := ı0k, l := ||, m := 1 and n :=
⌈
2
‖Aı(zN−z0)‖
⌉
, we see that Bn,l,m∩ [] =
∅. 
Proposition 3.2. Let us assume that S is non-degenerate. Then dimP pi(B) < 1.
Moreover, for any ν fully supported ergodic measure on Σ, ν(B) = 0.
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Proof. By definition, Bn,l,m ⊇ Bn+1,l,m, Bn,l,m ⊇ Bn,l+1,m and Bn,l,m ⊇ Bn,l,m+1.
Moreover, Bn,l,m,K = σ
−KBn,l,m,0. In particular, σ−1Bn,l,m,0 = Bn,l,m,1 ⊇ Bn,l,m,0.
Thus, for every n ≥ 1
Bn,l,m,0 ⊆
⋃
|ı|=q
%ı(Bn,l,m,0), (3.5)
where %ı(i) = ıi. Let n0 ≥ 1, l0 ≥ 1, m0 ≥ 1 be natural numbers and  be the finite
length word with || = l0 as in Lemma 3.1, then
Bn0,l0,m0,0 ∩ [] =
∞⋂
k=0
(
σ−kBn0,m0,l0 ∩ []
)
⊆ Bn0,m0,l0 ∩ [] = ∅.
Thus,
Bn0,l0,m0,0 ⊆
⋃
|ı|=l0
ı 6=
%ı(Bn0,l0,m0,0). (3.6)
Hence, σpi /∈ [] for every i ∈ Bn0,l0,m0,0 and for every p ≥ 1. Indeed, if there exist
i ∈ Bn0,l0,m0,0 and p ≥ 1 such that σpi ∈ [] then there exist a finite length word ı
with |ı| = p such that B ∩ [ı] 6= ∅. But by equations (3.5) and (3.6),
Bn0,l0,m0,0 ⊆
⋃
|ı1|=p
%ı1(Bn0,l0,m0,0) ⊆
⋃
|ı1|=p
⋃
|ı2|=l0
ı2 6=
%ı1(%ı2(Bn0,l0,m0,0)) ⊆
⋃
|ı1|=p
⋃
|ı2|=l0
ı2 6=
[ı1ı2]
which is a contradiction. But for any fully supported ergodic measure ν, ν([]) > 0
and therefore ν(Bn0,l0,m0,0) = 0. The second statement of the lemma follows by
ν(B) ≤ inf
n,l,m
ν(
∞⋃
K=0
Bn,l,m,K) ≤
∞∑
K=0
ν(Bn0,l0,m0,K) =
∞∑
K=0
ν(Bn0,l0,m0,0) = 0.
To prove the first assertion of the proposition, observe that by equation (3.6)
pi(Bn0,l0,m0,0) ⊆
⋃
|ı|=l0
ı 6=
gı(pi(Bn0,l0,m0,0)).
Therefore, pi(Bn0,l0,m0,0) is contained in the attractor Λ of the IFS {gı}|ı|=l0
ı6=
, for
which dimB Λ < 1. Hence,
dimP pi(B) ≤ inf
n,l,m
dimBpi(Bn,l,m,0) ≤ dimBpi(Bn0,l0,m0,0) ≤ dimB Λ < 1.

Lemma 3.3. Let us assume that S is non-degenerate. Then for every i ∈ Σ \B
α(pi(i)) ≤ lim sup
n→+∞
log ‖Ai|n‖
log λi|n
.
Proof. Let i ∈ Σ \B. Then there exist n ≥ 1, l ≥ 1, m ≥ 1 and a sequence {kp}∞p=1
such that kp →∞ as p→∞ and(
M(Π(σkpi)) \B1/n(Π(σkpi))
)
∩
Γ \ (Γσkp i|l ∪ Γσkp i|l−1(ikp+l−1)(N−1)m ∪ Γσkp i|l−1(ikp+l+1)0m) 6= ∅ (3.7)
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Hence, there exists a sequence jp such that kp ≤ i ∧ jp ≤ kp + l, i ∨ jp ≤ m,
Π(σkpjp) ∈M(Π(σkpi)) and ‖Π(σkpjp)−Π(σkpi)‖ > 1
n
. (3.8)
Thus,
α(pi(i)) = lim inf
pi(j)→pi(i)
log ‖Π(i)−Π(j)‖
log |pi(i)− pi(j)| ≤ lim infp→+∞
log ‖Π(i)−Π(jp)‖
log |pi(i)− pi(jp)| =
lim inf
p→+∞
log ‖Ai|kp (Π(σkpi)−Π(σkpjp))‖
log |λi|i∧jp+i∨jp (pi(σi∧jp+i∨jpi)− pi(σi∧jp+i∨jpjp))|
,
and by (2.2), (3.8),
lim inf
p→+∞
log ‖Ai|kp (Π(σkpi)−Π(σkpjp))‖
log |λi|i∧jp+i∨jp (pi(σi∧jp+i∨jpi)− pi(σi∧jp+i∨jpjp))|
≤
lim inf
p→+∞
log(C−1/n) + log ‖Ai|kp‖
log λi|kp + log d
′ ≤ lim sup
p→+∞
log ‖Ai|p‖
log λi|p
,
where d′ = (maxi λi)m+l. 
Lemma 3.4. Let us assume that S is non-degenerate. Then for every ergodic, σ-
invariant, fully supported measure µ on Σ such that
∑∞
k=0(µ[0
k]+µ([Nk]) is finite,
then
α(pi(i)) = lim
n→+∞
log ‖Ai|n‖
log λi|n
for µ-a.e. i ∈ Σ.
Proof. By Proposition 3.2, we have that µ(B) = 0. Thus, by Lemma 3.3, for µ-a.e.
i
α(pi(i)) ≤ lim
n→+∞
log ‖Ai|n‖
log λi|n
.
On the other hand, for every i ∈ Σ,
α(pi(i)) = lim inf
pi(j)→pi(i)
log ‖Π(i)−Π(j)‖
log |pi(i)− pi(j)| ≥ lim infj→i
log ‖Ai|i∧j‖
log λi|i∧j+i∨j + log mini λi
.
Hence, to verify the statement of the lemma, it is enough to show that
lim
j→i
log λi|i∧j
log λi|i∧j+i∨j
= 1 for µ-a.e. i.
It is easy to see that from limj→i i∨ji∧j = 0 follows the previous equation. Let
Rn =
{
i : ∃jk s. t. jk → i as k →∞ and lim
k→∞
i ∨ jk
i ∧ jk >
1
n
}
In other words,
Rn =
∞⋂
K=0
∞⋃
k=K
N⋃
i1,...,ik=0
[i1, . . . , ik,
bk/nc︷ ︸︸ ︷
0, . . . , 0] ∪ [i1, . . . , ik,
bk/nc︷ ︸︸ ︷
N, . . . , N ]
Therefore, for any µ ergodic σ-invariant measure and for every K ≥ 0
µ(Rn) ≤
∞∑
k=K
(µ([0bk/nc]) + µ([N bk/nc])).
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Since by assumption the sum on the right hand side is summable, we get µ(Rn) = 0
for every n ≥ 1. 
Let us recall that we call the function v : [0, 1] 7→ Γ symmetric if
λ0 = λN−1 and lim
k→∞
‖Ak0‖
‖AkN−1‖
= 1. (3.9)
Lemma 3.5. Let us assume that S is non-degenerate and symmetric. Then for
every i ∈ Σ
α(pi(i)) ≥ lim inf
n→+∞
log ‖Ai|n‖
log λi|n
.
Proof. Let us observe that by the zipper property fi(Π(0)) = fi−1(N−1) for every
1 ≤ i ≤ N − 1. Moreover, for any i, j with ii∧j+1 = ji∧j+1 + 1,
i ∨ j = min{σi∧j+1i ∧N−1, σi∧j+1j ∧ 0}.
Thus, if ii∧j+1 = ji∧j+1 + 1
‖Π(i)−Π(j)‖ = ‖Π(i)−Π(i|i∧jii∧j+10) + Π(j|i∧jji∧j+1N−1)−Π(j)‖
= ‖Ai|i∧j+i∨j(Π(σi∧j+i∨ji)−Π(0)) +Ai|i∧j+i∨j(Π(N−1)−Π(σi∧j+i∨jj))‖
≤ (‖Ai|i∧j+i∨j‖+ ‖Aj|i∧j+i∨j‖)diam(Γ). (3.10)
The case ii∧j+1 = ji∧j+1 − 1 is similar, and if |ii∧j+1 − ji∧j+1| 6= 1 then i ∨ j = 0,
so (3.10) holds trivially. Moreover by (3.3), there exist constants K1,K2 > 0 such
that for every i, j ∈ Σ
log ‖Π(i)−Π(j)‖
log |pi(i)− pi(j)| ≥
− logK1 + log(‖Ai|i∧j+i∨j‖+ ‖Aj|i∧j+i∨j‖)
log(λi|i∧j+i∨j + λj|i∧j+i∨j) + logK2
. (3.11)
Therefore,
α(pi(i)) = lim inf
pi(j)→pi(i)
log ‖Π(i)−Π(j)‖
log |pi(i)− pi(j)| ≥
lim inf
j→i
− logK1 + log(‖Ai|i∧j+i∨j‖+ ‖Aj|i∧j+i∨j‖)
log(λi|i∧j+i∨j + λj|i∧j+i∨j) + logK2
=
lim inf
j→i
log ‖Ai|i∧j+i∨j‖
− logK1log ‖Ai|i∧j+i∨j‖ + 1 +
log
(
1+
‖Aj|i∧j+i∨j‖
‖Ai|i∧j+i∨j‖
)
log ‖Ai|i∧j+i∨j‖

log λi|i∧j+i∨j
(
1 + log 2K2log λi|i∧j+i∨j
) .
So, to verify the statement of the lemma, it is enough to show that there exists a
constant C > 0 such that for every, i, j ∈ Σ
C−1 ≤ ‖Aj|i∧j+i∨j‖‖Ai|i∧j+i∨j‖
≤ C.
By Theorem 2.1(5) and (2.4), there exist C ′ > 0 such that
‖Ai|i∧j+i∨j‖ ≥ ‖Ai|i∧j+i∨j |E(i′)‖ = ‖Ai|i∧j |E(σi∧ji|i∨ji′)‖‖Aσi∧ji|i∨j |E(i′)‖
≥ C ′‖Ai|i∧j‖‖Aσi∧jj|i∨j‖
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and
‖Aj|i∧j+i∨j‖ ≤ ‖Aj|i∧j‖‖Aσi∧jj|i∨j‖
clearly. The other bounds are similar. But if ii∧j+1 = ji∧j+1 + 1 then ‖Aσi∧jj|i∨j‖ =
‖Ai∨j0 ‖ and ‖Aσi∧ji|i∨j‖ = ‖Ai∨jN−1‖. Thus, by (1.8),
α(pi(i)) ≥ lim inf
j→i
log ‖Ai|i∧j+i∨j‖
log λi|i∧j+i∨j
≥ lim inf
n→+∞
log ‖Ai|n‖
log λi|n
.

Proof of Theorem 1.3. First, we show that for L-a.e. x, the local Ho¨lder exponent
is a constant. Since µ0 = {λ1, . . . , λN}N, it is easy to see that pi∗µ0 = L|[0,1]. Thus,
it is enough to show that for µ0-a.e. i ∈ Σ, α(pi(i)) is a constant.
But by Proposition 2.4, there exists α̂ such that for µ0-a.e. i
α̂ = lim
n→+∞
log ‖Ai|n‖
log λi|n
.
By definition of Bernoulli measure,
∑∞
k=0 µ0([0
k])+µ0([N
k]) = 11−λ1 +
1
1−λN . Thus,
by Lemma 3.4, α(pi(i)) = α̂ for µ0-a.e. i, and by Lemma 2.5, we have α̂ ≥ 1/d0.
We show now the lower bound for (1.9). By Lemma 2.3, the map t 7→ P ′(t) is
continuous and monotone increasing on R. Hence, for every β ∈ (αmin, αmax) there
exists a t0 ∈ R such that P ′(t0) = β. By Proposition 2.4, there exists a µt0 Gibbs
measure on Σ such that for
lim
n→+∞
log ‖Ai|n‖
log λi|n
= β for µt0-a.e. i ∈ Σ.
It is easy to see that for any i and n ≥ 1, µt0([i|n]) > 0. Thus, by Lemma 3.4,
α(pi(i)) = β for µt0-a.e. i ∈ Σ.
Therefore, by Proposition 2.4
dimH {x ∈ [0, 1] : α(x) = β} ≥ dimH µt0 ◦ pi−1 = t0P ′(t0)− P (t0) =
t0β − P (t0) ≥ inf
t∈R
{tβ − P (t)} .
On the other hand, by Lemma 3.3
dimH {x ∈ [0, 1] : α(x) = β}
≤ max {dimH pi(B),dimH {i ∈ Σ \B : α(pi(i)) = β}}
≤ max
{
dimH pi(B),dimH
{
i ∈ Σ : lim sup
n→+∞
log ‖Ai|n‖
log λi|n
≥ β
}}
≤ max
{
dimH pi(B), inf
t≤0
{tβ − P (t)}
}
,
where in the last inequality we used Lemma 2.6.
By Proposition 2.4, the function t 7→ tP ′(t)−P (t) is continuous and P (0) = −1.
By Proposition 3.2, dimH pi(B) < 1, thus, there exists an open neighbourhood
of t = 0 such that for every t ∈ (−ρ, ρ), tP ′(t) − P (t) > dimP pi(B). In other
words, there exists a ε > 0 such that P ′(t) ∈ (α̂ − ε, α̂ + ε) for every t ∈ (−ρ, ρ).
Hence, for every β ∈ [α̂, α̂ + ε] there exists a t0 ≤ 0 such that P ′(t0) = β and
18 BALA´ZS BA´RA´NY, GERGELY KISS, AND ISTVA´N KOLOSSVA´RY
inft≤0 {tβ − P (t)} = t0P ′(t0) − P (t0) > dimH pi(B) which completes the proof of
(1.9).
Finally, if (1.8) holds then by Lemma 3.5 and Lemma 2.6
dimH {x ∈ [0, 1] : α(x) = β} ≤
dimH
{
i ∈ Σ : lim inf
n→+∞
log ‖Ai|n‖
log λi|n
≤ β
}
≤ inf
t≥0
{tβ − P (t)} ,
which completes the proof. 
4. Zippers with Assumption A
Now, we turn to the case when our affine zipper satisfies the Assumption A.
We will show that in fact in this case the exceptional set B, introduced in (3.4) is
empty. That is, there are no points, in which local neighbourhood, the curve leaves
the cone rapidly. First, let us introduce a natural ordering on Σ∗. For any ı,  ∈ Σ∗
with ı ∧  = m, let
ı < ⇔ im+1 < jm+1.
Moreover, let Z1 := {z0, . . . , zN} the endpoints of the curves fi(Γ) and let Zn :=
{fı(zk), |ı| = n, k = 0, . . . , N − 1}.
For simplicity, let us denote fı(z0) by zı. Observe that by the Zipper property
fı(zN ) = zı||ı|−1(i|ı|−1).
Proposition 4.1. Let us assume that S is non-degenerate and satisfies the As-
sumption A. Then B = ∅, where the set B is defined in (3.4).
Proof. It is enough to show that for every i ∈ Σ
C(Π(i)) ∩ Γ = Γ, (4.1)
which is equivalent to show that for every i, j ∈ Σ, 〈Π(i)−Π(j)〉 ∈ C.
Since 〈z0 − zN 〉 ∈ C and C is invariant w.r.t all of the matrices then for every
ı ∈ Σ∗, 〈zı − zı||ı|−1(i|ı|−1)〉 = 〈fı(z0)− fı(zN )〉 = 〈Aı(z0 − zN )〉 ∈ C.
Observe by convexity of C, for any three vectors x, y, w ∈ Rd, if 〈x− y〉 ∈ C and
〈y − w〉 ∈ C then 〈x − w〉 ∈ C. Thus, by Assumption A and the convexity of the
cone, for every n ≥ 1, and for every ı <  ∈ Σ with |ı| = || = n, 〈zı − z〉 ∈ C.
Thus, for every i 6= j ∈ Σ and for every n ≥ 1, 〈fi|n(z0)−fj|n(z0)〉 = 〈zi|n−zj|n〉 ∈
C. Since C is closed, by taking n tends to infinity, we get that 〈Π(i)−Π(j)〉 ∈ C. 
Lemma 4.2. Let us assume that S is non-degenerate and satisfies the Assumption
A. Then for any µ fully supported, ergodic, σ-invariant measure on Σ
lim sup
pi(j)→pi(i)
log ‖Π(i)−Π(j)‖
log |pi(i)− pi(j)| ≤ limn→+∞
log ‖Ai|n‖
log λi|n
for µ-a.e. i.
Proof. Observe that
lim sup
pi(j)→pi(i)
log ‖Π(i)−Π(j)‖
log |pi(i)− pi(j)| =
lim sup
pi(j)→pi(i)
log ‖Ai|i∧j+i∨j
(
Π(σi∧j+i∨ji)−Π(0))+Aj|i∧j+i∨j (Π(N−1)−Π(σi∧j+i∨jj)) ‖
|λi|i∧j
(
λi|i∨j(pi(σi∧j+i∨ji)− 0) + λj|i∨j(1− pi(σi∧j+i∨jj))
)
|
.
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By (4.1), 〈Π(σi∧j+i∨ji)−Π(0)〉, 〈Π(N−1)−Π(σi∧j+i∨jj)〉 ∈ C, therefore by (2.2)
lim sup
pi(j)→pi(i)
log ‖Π(i)−Π(j)‖
log |pi(i)− pi(j)| ≤ lim supj→i
log ‖Ai|i∧j+i∨j‖+ log
(
1 +
‖Ai∨j0 ‖
‖Ai∨jN−1‖
)
log λi|i∧j
.
It is easy to see that for any fully supported, ergodic, σ-invariant measure µ,
lim supj→i
i∨j
i∧j+i∨j = 0 for µ-a.e. i. Hence, by the previous inequality, the statement
follows similarly as in Lemma 3.4 . 
Proof of Theorem 1.4. By Lemma 3.4 and Lemma 4.2, for every t ∈ R
αr(pi(i)) = lim
n→+∞
log ‖Ai|n‖
log λi|n
for µt-a.e. i ∈ Σ.
Thus, similarly to the proof of Theorem 1.3
dimH {x ∈ [0, 1] : αr(x) = β} ≥ dimH µt0 ◦ pi−1 = t0P ′(t0)− P (t0) =
t0β − P (t0) ≥ inf
t∈R
{tβ − P (t)} ,
where t0 is defined such that P
′(t0) = β. On the other hand,
dimH {x ∈ [0, 1] : αr(x) = β} ≤ dimH {x ∈ [0, 1] : α(x) = β} .
By Proposition 4.1, B = ∅, and similarly to the proof of Theorem 1.3,
dimH {x ∈ [0, 1] : α(x) = β} ≤ inf
t≤0
{tβ − P (t)} ,
for every β ∈ [αˆ, αmax]. If Γ is symmetric then by Lemma 3.5 and Lemma 2.6
dimH {x ∈ [0, 1] : α(x) = β} ≤ inf
t≥0
{tβ − P (t)} ,
which completes the proof. 
Now, we turn to the equivalence of the existence of pointwise regular Ho¨lder
exponents and the Assumption A. Before that, we introduce another property and
we show that in fact all of them are equivalent. Denote cv(a, b) open line segment
in Rd connecting two points a, b. Moreover, let us denote the orthogonal projection
to a subspace θ by projθ and for a subspace θ let θ
⊥ be the orthogonal complement
of θ. For a point x and a subspace θ, let θ(x) = {y ∈ Rd : x− y ∈ θ}.
Definition 4.3. We say that Zn is well ordered on l ∈ G(d, d − 1) if for any
ı1 < ı2 < ı3
projl⊥(zı2) ∈ cv
(
projl⊥(zı1), projl⊥(zı3)
)
. (4.2)
We say that Zn is well ordered if there exists a δ > 0 such that Zn is well ordered
for all l ∈ Bδ(F (Σ)).
Let us recall that F : Σ 7→ G(d, d−1) is the Ho¨lder-continuous function defined in
Theorem 2.1. So Bδ(F (Σ)) is the δ > 0 neighbourhood of all the possible subspaces
on which the growth rate of the matrices is at most the second singular value. For
a visualisation of the well ordered property, see Figure 3. Roughly speaking, the
well ordered property on l ∈ G(d, d−1) means that the curve is parallel to l⊥. The
next lemma indeed verifies that the curve cannot turn back along l⊥.
Lemma 4.4. Zn is well ordered if and only if ∃δ > 0, ∀x ∈ Rd, ∀l ∈ Bδ(F (Σ))
either cv(zı1 , zı2) ∩ l(x) = ∅ or cv(zı2 , zı3) ∩ l(x) = ∅, for every ı1 < ı2 < ı3.
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Figure 3. Well ordered property of Zn on l ∈ G(d, d− 1).
Proof. Fix ı1 < ı2 < ı3 ∈ {0, . . . , N − 1}n. Suppose that Zn is well ordered but for
all δ > 0 there exists l ∈ Bδ(F (Σ)) and x ∈ Rd such that cv(zı1 , zı2)∩ l(x) 6= ∅ and
cv(zı2 , zı3) ∩ l(x) 6= ∅. Thus,
projl⊥(x) ∈ cv
(
projl⊥(zı2), projl⊥(zı1)
) ∩ cv(projl⊥(zı2), projl⊥(zı3))
Since the right hand side is open, and non-empty line segment, therefore
projl⊥(zı2) /∈ cv
(
projl⊥(zı1), projl⊥(zı3)
)
,
which is a contradiction.
On the other hand, suppose that Zn satisfy the assumption of the lemma but
not well ordered. Then for every δ > 0 there exists an l ∈ Bδ(F (Σ)) such that
projl⊥(zı2) /∈ cv
(
projl⊥(zı1), projl⊥(zı3)
)
. Since Bδ(F (Σ)) is open, there exists an
l′ ∈ Bδ(F (Σ)) for which
dist(projl′⊥(zı2), cv
(
projl′⊥(zı1), projl′⊥(zı3)
)
) > 0.
Thus, there exists x ∈ Rd that cv(zı1 , zı2) ∩ l′(x) 6= ∅ and cv(zı3 , zı2) ∩ l′(x) 6= ∅,
which is again a contradiction. 
The next lemma gives us a method to check the well ordered property.
Lemma 4.5. Z0 is well ordered if and only if for every n ≥ 0 Zn is well ordered.
Proof. The if part is trivial.
By definition, Zn =
⋃N−1
k=0 fk(Zn−1). By Lemma 4.4, if Zn−1 is well ordered
then there exists δ > 0 such that for every l ∈ Bδ(F (Σ)) and for every x ∈ Rd
either cv(zı1 , zı2) ∩ l(x) = ∅ or cv(zı2 , zı3) ∩ l(x) = ∅. Thus, in particular for every
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l ∈ Bδ(F ([k])). By Theorem 2.1(2), there exists δ′ > 0 such that AkBδ(F ([k])) ⊇
Bδ′(F (Σ)). Thus, for every l ∈ Bδ′(F (Σ)) and for every x ∈ Rd,
either cv(fk(zı1), fk(zı2)) ∩ l(x) = ∅ or cv(fk(zı2), fk(zı3)) ∩ l(x) = ∅ (4.3)
for every zı1 , zı2 , zı3 ∈ Zn−1 with ı1 < ı2 < ı3.
Let us suppose that Zn is not well ordered for some n. Hence, there exists a
minimal n such that Zn−1 is well ordered but Zn is not. By Lemma 4.4, for every
δ′ > δ > 0 there exist 1 < 2 < 3 ∈ {0, . . . , N − 1}n+1, l′ ∈ Bδ(F (Σ)) and x ∈ Rd
cv(z1 , z2) ∩ l′(x) 6= ∅ and cv(z2 , z3) ∩ l′(x) 6= ∅.
Since (4.3) holds for every k = 0, . . . , N − 1, there are k < m such that z1 ∈
fk(Zn−1) and z3 ∈ fm(Zn−1). On the other hand by (4.3), one of the endpoints
of fk(Zn−1) (and fm(Zn−1)) must be on the same side of l′(x), where z1 (and
z3 respectively) is. Denote these endpoints by za′ and zb′ . Observe that za′ 6=
zb′ . Indeed, if za′ = zb′ then k = m − 1, and thus either z2 ∈ fk(Zn−1) or
z2 ∈ fm(Zn−1). Hence, but z2 is separated from z1 , z3 , za′ , zb′ by the plane l′(x),
which cannot happen by (4.3).
Moreover,by (4.3), one of the endpoints of f(2)0(Zn−1) is on the same side of
l′(x) with z2 , denote it by zc′ . But the endpoints of fp(Zn−1) are the elements
of Z0, moreover, a
′ < c′ < b′, which contradicts to the well ordered property of
Z0. 
Theorem 4.6. Let S be a non-degenerate system. Then the following three state-
ments are equivalent
(1) S satisfies Assumption A,
(2) for L-a.e. x, αr(x) exists,
(3) Z0 satisfies the well-ordered property.
Proof of Theorem 4.6(1)⇒Theorem 4.6(2). Follows directly by the combination of
Lemma 3.4 and Lemma 4.2. 
Proof of Theorem 4.6(2)⇒Theorem 4.6(3). Let us argue by contradiction. Assume
that αr(x) exists for L-a.e. x but there exists Zn, n ≥ 0, which does not satisfy
the well-ordered property. By Lemma 4.5, Z0 does not satisfy the well ordered
property. By Lemma 4.4, let l ∈ F (Σ), x ∈ Rd and zi−1, zi, zi+1 ∈ Z0 be such that
cv(zi−1, zi) ∩ l(x) 6= ∅ and cv(zi, zi+1) ∩ l(x) 6= ∅. By continuity of the curve Γ,
there exist i, j ∈ Σ such that i1 = i−1 6= i = j1, j2 6= 0 and Π(i)−Π(j) ∈ l(x′) with
some x′ ∈ Rd. Hence, 〈Π(i) − Π(j)〉 ⊂ l. By definition, there exists a k ∈ Σ such
that F (k) = l. By using the continuity of F : Σ 7→ G(d, d − 1), Γ and Π: Σ 7→ Γ,
one can choose n,m sufficiently large, such that for every i′ ∈ [i|n] and k′ ∈ [k|m],
F (k′)(Π(i′)) ∩ Γj1j2 6= ∅. (4.4)
By ergodicity, for µ0-a.e. i, σ
pi ∈ [km, . . . , k1, i1, . . . , in] for infinitely many
p ≥ 0, where k|m = k1, . . . , km. Let us denote this subsequence by pk. Let kk be
the sequence such that kk ∈ [k1, . . . , km, ipk , . . . , i1].
By (4.4), there exists a sequence {jk} such that jk∧ i = pk+m, σpk+mjk ∈ [j1j2],
and Π(σpk+mjk) − Π(σpk+mi) ∈ F (kk). By construction, σpk+mjk ∧ σpk+mi = 0
and σpk+mjk ∨ σpk+mi = 0, and hence there exists a constant c > 0 such that
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‖Π(σpk+mjk)−Π(σpk+mi)‖ > c. Therefore for µ0-a.e. i
αr(pi(i)) = lim
pi(j)→pi(i)
log ‖Π(i)−Π(j)‖
log |pi(i)− pi(j)| = limk→+∞
log ‖Π(i)−Π(jk)‖
log |pi(i)− pi(jk)|
= lim
k→+∞
log ‖Ai|pk+m(Π(σpk+mi)−Π(σpk+mjk))‖
log |λi|pk+m(pi(σpk+mi)− pi(σpk+mjk))|
≥ lim
k→+∞
log ‖Ai|pk+m |F (kk)‖
log λi|pk+m
≥ lim
k→+∞
logα2(Ai|pk+m)
log λi|pk+m
≥ log τ−χµ0
+ lim
k→+∞
log ‖Ai|pk+m‖
log λi|pk+m
=
log τ
−χµ0
+ α(pi(i)),
(2.9) where Theorem 2.1(4), Theorem 2.1(6) and Lemma 3.4. But − log τ/χµ0 > 0,
which is a contradiction. 
Let us recall that for any 0 6= x ∈ Rd, 〈v〉 denotes the unique 1-dimensional
subspace in PRd−1 such that v ∈ 〈v〉. Also, any V ∈ G(d, d − 1) can be identified
with a d − 2 dimensional, closed submanifold V˜ of PRd−1 such that V˜ = {θ ∈
PRd−1 : θ ⊂ V }. Also, for a subset B ⊂ G(d, d−1) we can identify it with a subset
B˜ of PRd−1 such that B˜ = {θ ∈ PRd−1 : θ ⊂ V ∈ B}.
Proof of Theorem 4.6(3)⇒Theorem 4.6(1). Suppose that Z0 satisfies the well ordered
property. By Lemma 4.5, Zn satisfies the well-ordered property for every n ≥ 0
and thus, we may assume that 〈zı − z〉 /∈ F˜ (Σ) for every zı, z ∈ Zn. Indeed, if
〈zı − z〉 ∈ F˜ (i) for some i ∈ Σ then one could find zı′1 , zı′2 , zı′3 ∈ Zn+1 such that
ı′1 < ı′2 < ı′3, zı′1 = zı, zı′3 = z and
projF (i)⊥(zı′2) /∈ cv(projF (i)⊥(zı′1), projF (i)⊥(zı′3)).
So, for every ı,  ∈ Σ∗ there exists open, connected component Cı, of PRd−1 \
F˜ (Σ) such that 〈zı − z〉 ∈ Cı,.
Then for any ı1 < ı2 < ı3, Cı1,ı2 = Cı1,ı3 = Cı2,ı3 . Indeed, if Cı1,ı2 6= Cı1,ı3
then there exists F˜ (i), which separates 〈zı2 − zı1〉 and 〈zı3 − zı1〉. But then, for
F (i)⊥, projF (i)⊥(zı2) /∈ cv(projF (i)⊥(zı1),projF (i)⊥(zı3)), which cannot happen by
definition of well ordered property.
Therefore, there exists a unique open,connected component C such that 〈zı −
z〉 ∈ C for every ı,  ∈ Σ∗. But, for any i ∈ Σ, since 〈zN − z0〉 /∈ F˜ (Σ)
lim
n→+∞〈Ai|n(zN − z0)〉 = E(i),
hence, E(Σ) ⊂ C. Thus, for any multicone M , for which the dominated splitting
condition of index-1 holds, the cone M ∩C is invariant, i.e. Ai(M ∩C) ⊂Mo ∩C.
On the other hand, by 〈zN−z0〉 ∈ C, one can extend M∩C such that 〈zN−z0〉 ∈
M ∩ C and M ∩ C remains invariant. 
5. An example, de Rham’s curve
In this last section of the paper, we show an application for our main theorems.
The well-known de Rham’s curve in R2 is the attractor of the affine zipper, formed
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by the functions
f0(x) =
[
ω 0
ω 1− 2ω
]
x−
[
0
2ω
]
and f1(x) =
[
1− 2ω ω
0 ω
]
x+
[
2ω
0
]
, (5.1)
where ω ∈ (0, 1/2) is a parameter.
Originally, the curve was introduced and studied by de Rham [11, 12, 13] with
a geometric construction. Starting from a square, it can be obtained by trisecting
each side with ratios ω : (1− 2ω) : ω and ”cutting the corners” by connecting each
adjacent partitioning point to get an octagon. Again, each side is divided into three
parts with the same ratio and adjacent partitioning points are connected, and so
on. The de Rham curve is the limit curve of this procedure. More precisely, the
curve defined by the zipper in (5.1) gives the segment between two midpoints of
the original square.
Let us define the following linear parametrisation of the curve. Let v : [0, 1] 7→ R2
the function of the form
v(x) = fi(v(2x− i)), for x ∈
[ i
2
,
i+ 1
2
)
, i = 0, 1. (5.2)
For a visualisation of a linearly parametrized de Rham curve, see Figure 4.
Figure 4. Linearly parametrized de Rham curve with parameter
ω = 1/10. Left: The image of the unit cube w.r.t the IFS generating
the graph of the de Rham curve. Middle: The second iteration.
Right: The curve itself.
Protasov [34, 35] proved in a more general context that the set of points x ∈ [0, 1]
for which α(x) = β has full measure only if β = α̂, otherwise it has zero measure.
Just recently, Okamura [31] bounds α(x) for Lebesgue typical points allowing in
the definition (5.2) more than two functions and also non-linear functions under
some conditions.
We show that with a suitable coordinate transform the matrices A0 and A1
satisfy Assumption A and hence, our results are applicable.
Lemma 5.1. For every ω ∈ (0, 1/3)∪(1/3, 1/2) there exists a coordinate transform
D(ω) such that D(ω)−1AiD(ω) has strictly positive entries for i = 1, 2.
Proof. For ε > 0 and 0 < δ < 1 define the coordinate transform matrices
D˜ε =
[
1 ε
ε 1
]
and D̂δ =
[
1 −δ
−δ 1
]
.
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Elementary calculations show that the matrices A˜0 = D˜
−1
ε A0D˜ε and A˜1 = D˜
−1
ε A1D˜ε
have strictly positive entries whenever
1
3− ε < ω <
1
2− ε− ε2 .
The largest possible interval (1/3, 1/2) is attained when ε is arbitrarily small. Very
similar calculations show that the entries of Â0 = D̂
−1
δ A0D̂δ and Â1 = D̂
−1
δ A1D̂δ
are strictly positive whenever
δ
1 + 3δ
< ω <
1
3 + δ
,
which gives the open interval (0, 1/3). Also trivial calculations show that ‖A˜i‖1 =
‖Ai‖1 = ‖Âi‖1, i = 0, 1. 
Let us recall that in this case P (t) has the form
P (t) = lim
n→+∞
−1
n log 2
log
∑
|ı|=n
‖Aı‖t,
and
αmin = lim
t→+∞
P (t)
t
and αmax = lim
t→−∞
P (t)
t
.
Proposition 5.2. For every ω ∈ (0, 1/4) ∪ (1/4, 1/3) ∪ (1/3, 1/2) the de Rham
function v : [0, 1] 7→ R2, defined in (5.2), the following are true
(1) v is differentiable for Lebesgue-almost every x ∈ [0, 1] with derivative vector
equal to zero,
(2) Let N be the set of [0, 1] such that v is not differentiable. Then dimH N =
τ − P (τ) > 0, where τ ∈ R is chosen such that P ′(τ) = 1,
(3) dimH Π∗µ0 < 1, where µ0 =
{
1
2 ,
1
2
}N
equidistributed measure on Σ =
{0, 1}N and Π is the natural projection from Σ to v([0, 1]).
(4) for every β ∈ [αmin, αmax]
dimH {x ∈ [0, 1] : α(x) = β} = dimH {x ∈ [0, 1] : αr(x) = β}
= inf
t∈R
{tβ − P (t)}.
For ω = 1/4 the de Rham curve is a smooth curve, namely a parabola arc. For
ω = 1/3, the matrices does not satisfy the dominated splitting condition. For this
case, we refer to the work of Nikitin [30].
Proof. By Lemma 5.1, we are able to apply Theorem 1.4 and Theorem 1.5 for
ω 6= 1/3. It is easy to see that (5.1) is symmetric. Thus, by Theorem 1.4, the
statement (4) of the proposition follows.
On the other hand, let N be the set, where v is not differentiable. Then
{x ∈ [0, 1] : α(x) < 1} ⊆ N ⊆ {x ∈ [0, 1] : α(x) ≤ 1}.
Thus, dimH N = inft∈R{t− P (t)}.
Now, we prove that there exists τ ∈ R such that P ′(τ) = 1. Observe that
M = A0 + A1 is a stochastic matrix with left and right eigenvectors p = (p1, p2)
T
and e = (1, 1)T , respectively, corresponding to eigenvalue 1 and pi > 0, p1 +p2 = 1.
There exists a constant c > 0 such that for every ı ∈ Σ∗
c−1pTAıe ≤ ‖Aı‖ ≤ cpTAıe,
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and therefore ∑
|ı|=n
pTAıe = p
T (A0 +A1)
ne.
Thus P (1) = 0, and
µ1([i|n]) = pTAi|ne = pTAi1 . . . Aine and
µ0([i|n]) = 1
2n
for every i ∈ Σ.
Simple calculations show that,
µ1([00]) = (
1
2
,
1
2
)A0A0(1, 1)
T = ω2 +
(1− 2ω)ω
2
+
(1− 2ω)2
2
,
which is not equal to 1/4 if ω 6= 1/4 or ω 6= 1/2. Thus, for ω 6= 1/4 and ω 6= 1/2,
µ0 6= µ1, and by Lemma 2.5, P ′(1) < 1 < P ′(0). Since t 7→ P ′(t) is continuous,
there exists τ such that P ′(τ) = 1 and therefore dimH N = τ − P (τ) > 0, which
completes (2).
On the other hand, by Theorem 1.5, αr(x) = P
′(0) > 1 for Lebesgue almost
every x ∈ [0, 1] and therefore v is differentiable with derivative vector 0. This
implies (1).
Finally, we show statement (3) of the proposition. By using the classical result
of Young
dimH Π∗µ0 = lim inf
r→0+
log Π∗µ0(Br(x))
log r
for pi∗µ0-a.e. x ∈ Γ = v([0, 1]).
For an i ∈ Σ and r ∈ R let n ≥ 1 be such that ‖Ai|n‖ ≤ r < ‖Ai|n−1‖. Hence,
Π([i|n]) ⊆ Br(Π(i)) and
lim inf
r→0+
log Π∗µ0(Br(Π(i)))
log r
≤ lim inf
n→∞
logP([i|n])
log ‖Ai|n‖
Since µ0([i|n]) = 1/2n, by Proposition 2.4
lim inf
n→∞
logP([i|n])
log ‖Ai|n‖
=
1
P ′(0)
< 1.

Remark 5.3. Finally, we remark that in case of general signature vector, one may
modify the definition of i ∨ j to
i∨j =

min{σi∧j+1i ∧N−1, σi∧j+1j ∧ 0}, ii∧j+1 + 1 = ji∧j+1 & εii∧j+1 = 0 & εji∧j+1 = 0,
min{σi∧j+1i ∧ 0, σi∧j+1j ∧ 0}, ii∧j+1 + 1 = ji∧j+1 & εii∧j+1 = 1 & εji∧j+1 = 0,
min{σi∧j+1i ∧ 0, σi∧j+1j ∧N−1}, ii∧j+1 + 1 = ji∧j+1 & εii∧j+1 = 1 & εji∧j+1 = 1,
min{σi∧j+1i ∧N−1, σi∧j+1j ∧N−1}, ii∧j+1 + 1 = ji∧j+1 & εii∧j+1 = 0 & εji∧j+1 = 1,
min{σi∧j+1j ∧N−1, σi∧j+1i ∧ 0}, ji∧j+1 + 1 = ii∧j+1 & εji∧j+1 = 0 & εii∧j+1 = 0,
min{σi∧j+1j ∧ 0, σi∧j+1i ∧ 0}, ji∧j+1 + 1 = ii∧j+1 & εji∧j+1 = 1 & εii∧j+1 = 0,
min{σi∧j+1j ∧ 0, σi∧j+1i ∧N−1}, ji∧j+1 + 1 = ii∧j+1 & εji∧j+1 = 1 & εii∧j+1 = 1,
min{σi∧j+1j ∧N−1, σi∧j+1i ∧N−1}, ji∧j+1 + 1 = ii∧j+1 & εji∧j+1 = 0 & εii∧j+1 = 1,
0, otherwise.
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