Double Hilbert transforms by Patel, Sanjaykimar K.
Double Hilbert Transforms 
Sanjaykumar K Pate] 
Doctor of Philosophy 
University of Edinburgh 
2004 
sJ 
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Abstract 
We determine the necessary and sufficient condition on a real valued polynomial 
P of two real variables so that the double Hubert transform 
	
0000 	 dsdt 
Hf(x,y,z) = p.v. 
f-.L00 
 f(x - s,y - t,z - P(s,t))--
St 
is bounded on LP(RI) for 1 <p < oo. We also determine the necessary and suffi-
cient condition on such a polynomial P for the L"(R), 1 <p < oo, boundedness 
of the double Hubert transform in one dimension given by 
1 1 	 dsdt 
Hf(x) = p.v. f f f(x - P(s, t)) -1J-1 	 st 
Later we show that given any such polynomial P, the maximal function given by 
1 	p 




is of weak type 1-1 and hence bounded on LP(R) for 1 <p < 00. 
Acknowledgements 
First and foremost I kindly thank my supervisors Tony Carbery and James Wright 
for their continuous support, encouragement and helpful suggestions. They have 
always been my source of inspiration and it is a great privilege for me to be their 
student. I am also grateful to the School of Mathematics and Faculty of Science 
and Engineering of Edinburgh University for providing full financial support dur-
ing my entire period of study. 
I am also thankful to my officemates Neal and Stefan with whom I have en-
joyed many interesting mathematical and non-mathematical conversations. Spe-
cial thanks to my friends and colleagues Spyros and Brendan with whom I have 
shared some of the precious moments of my life and with whom I was able to 
keep alive the memories of my country. 
Finally my greatest thanks are due to God and my parents without whose bless-
ings this achievement would have not been possible. 
Declaration 
I declare that this thesis was composed by myself and that the work contained 
therein is my own, except where explicitly stated otherwise in the text. 
Table of Contents 
Chapter 1 Background 3 
1.1 The structure of the thesis 	...................... 3 
1.2 The Fourier transform 	........................ 3 
1.3 Translation-invariant operators and multipliers ........... 4 
1.4 Interpolation of operators 	...................... 6 
1.5 The one-paramater theory 	...................... 7 
1.5.1 	The Hardy-Littlewood maximal function and a decomposi- 
tionof R 	........................... 
1.5.2 	Calderón-Zygmund theory of singular integral operators. 9 
1.5.3 	Maximal and singular Radon transforms 	.......... 12 
1.6 The multi-parameter theory 	..................... 14 
1.6.1 	The strong maximal function 	................ 14 
1.6.2 	Multi-parameter singular integral theory 	.......... 15 
1.7 Oscillatory integrals of first kind ................... 16 
1.7.1 	Localisation 	.......................... 17 
1.7.2 	Scaling 	............................. 18 
Chapter 2 Double Hubert transforms along polynomial surfaces in 
R3 21 
2.1 Introduction 	.............................. 21 
2.2 About maximal and singular integral operators 	.......... 23 
2.3 Splitting of the region of integration ................. 30 
2.4 The approximating operators and a few preliminary estimates 33 
2.5 The LP estimates for EJ"1 	....................... 37 
2.6 The L7 estimates for the approximating operators ......... 42 
2.7 The case of an edge through the origin 	............... 43 
2.8 The particular cases 	......................... 51 
2.9 The proof of the necessity part of the main theorem ........ 54 
2.9.1 	Proof that f '-+ ii * f and  f '-* o * f not bounded on L 2 (R3 ) 60 
2.10 Remark about the end point estimate ................ 63 
1 
2.11 Asymptotic expansion of a special integral ............64 
Chapter 3 Double Hubert transforms in R 	 71 
	
3.1 	Introduction ..............................71 
3.2 	A result of Ricci and Stein ......................72 
3.3 Splitting of the region of integration .................72 
3.4 The approximating operators and the L' estimates for E' . . . . 75 
3.5 The special case ............................79 
3.6 The L" estimates for the approximating operators .........81 
Chapter 4 Maximal functions associated to the double Hilbert 
transforms 92 
4.1 Introduction 	.............................. 92 
4.2 The I)' estimates for the maximal function M 	........... 92 
4.3 Weak-type estimate for the maximal function M 	......... 95 
4.3.1 	The case of a monomial 	................... 97 
4.4 The splitting of the operator M 	................... 98 
4.5 Weak-type estimate for the operator L" 	............... 101 
4.6 Proofs of the important lemmas 	................... 104 
4.7 The special cases 	........................... 107 
4.8 Concluding remarks ........................... 114 
Bibliography 	 116 
Chapter 1 
Background 
1.1 The structure of the thesis 
The main focus of this thesis is on the study of certain multi-parameter singular 
integral operators and the associated maximal functions. In Chapter II we obtain 
the necessary and the sufficient condition on a real-valued polynomial P so that 
the double Hubert transform defined for f E 8(R3 ) ( i.e. Schwartz class function) 
by 	
00 	 dsdt 
Hf(x,y,z) = p.v. fm f-00  f(x - s,y - t,z - P(s,t))- st 
extends to a bounded operator from LP(R3 ) to itself for 1 <p < oc. In Chapter 




f(x - P(s, t)) 
dsdt 
Finally in Chapter IV we obtain the weak-type 1-1 estimate for the maximal 
function associated to the (local) double Hubert transform on R. 
In this chapter we familiarise ourselves with some of the well-established facts and 
results in classical singular integral operator theory and also briefly review the 
modern theory. In the final section of this chapter we also study two important 
principles of oscillatory integrals which are very useful in the modern theory. 
Most of the results in this chapter are stated without proofs. For details we refer 
to [Si], [S2] and [SW1]. We begin with the definition of the Fourier transform. 
1.2 The Fourier transform 
For f E L'(R), the Fourier transform of f is defined by 
1(e) = f. n f(x)C2dx, 
3 
where x = xii + x 22 +. + 	The integral defining the Fourier transform 
is not defined in the Lebesgue sense for a general function in L2(R1z).  However 
the following famous theorem due to Plancherel allows us to define the Fourier 
transform of functions in L 2 (R) in a natural way. 
Theorem 1.2.1 (Plancherel) If  E L' fl L 2  then 11 1 Ih=II 1 112. 
This theorem asserts that the Fourier transform is a bounded linear operator de-
fined on the dense subset L' fl L 2 of L 2 (R) and so there exists a unique bounded 
extension, F, of this operator to all of f E L. F is called the Fourier transform 
on L 2 and we write 
f = Ff whenever f E L 2 (R). 
As a corollary to Theorem 1.2.1 we have that F is a unitary operator. For proof 
see [SW1] (Theorem 2.1, Chap I). 
1.3 Translation-invariant operators and multi-
pliers 
For h, x E R, let 'rh(x) = x - h. Suppose T is an operator that maps a linear 
space V of functions on Rn into another such space W. We assume that V 
and W are translation-invariant, i.e., if f E V (or W) then 1hf E V or (W) 
where Thf(x) = f(x - h). Then we say that T commutes with translation or is a 
translation-invariant operator if ThTf = Trhf for all h E Rn and f E V. From 
Young's inequality it follows that the convolution of functions in LP(R) with 
a fixed L' function is an example of such an operator. The following theorems 
however assert that the converse is almost true in some cases. 
Theorem 1.3.1 If T: LP(R) -4 L' (R), 1 < p,q < oo, is linear, bounded and 
commutes with translations then there exists a unique tempered distribution K 
such that T(0) = K * 0 for all 0 E S(R). 
In the case when p = q = 1 and p = q = 2 we have more precise results. 
Theorem 1.3.2 Let T : L 1 (R) -+ L(R) be linear and bounded. Then the 
necessary and sufficient condition that T commutes with translations is that there 
exists a measure p E B(R) (the finite Borel measure) so that T(f) = f * p, for 
all f E L'(R). Moreover 11 T 11=11 p II (total variation of p). 
Theorem 1.3.3 Let T : L 2 (R) -+ L(R) be linear and bounded. Then the 
necessary and sufficient condition that T commutes with translations is that there 
exists a bounded measurable function m(y) so that T(y) = m(y)J(y), a.e. for 
all f E L 2 (R") . Moreover 11 T 11=11 m 
If T is also bounded on Ll(R12),  then m(y) = A(y), and Tf = f * p. 
The proofs of these theorems can be found in Chapter I of [SW 1]. 
Multipliers 
Let m be a bounded measurable function on R'. One can then define a linear 
transformation Tm , whose domain is L 2 (R) fl LP(Rn) by 
7f (x) = m(x)J(x). 
By Plancherel's theorem Tm f is well defined for f E L and 
11 Tm f 12<11 m  IIlI f 112 
We say that m is a multiplier for LP(1 < p < oo) if whenever f E L2  fl I)' then 
Tm f is also in 17 and Tm is bounded, that is 
I T,f 11 p < A II f IIp 	 (1.1) 
The smallest A for which (1.1) holds is called the norm of the multiplier. Note 
that if (1.1) is satisfied and p < oc, then Tm has a unique extension to 17 which 
again satisfies the same inequality. 
We denote by M the class of multipliers with the indicated norm. It is a Banach 
algebra under pointwise multiplication. We see that Tm is linear and commutes 
with translations and so the following observations are immediate due to Theo-
rems 1.3.2 and 1.3.3. 
• M1 is the class of Fourier transforms of elements of B(R'), (the finite Borel 
measures), and the norm of M1 is identical with the norm of B(R). 
• M2 is the class of all bounded measurable functions and the multiplier norm 
is identical with the L°°(R') norm. 
• Moreover by duality it also follows that for 1 < p < oc, M, = Mp, (with 
an identity of norm) if 1 + 1 = 1. 
Although there is no explicit description for Mp when 1 <p < 2, there are a few 
results that give sufficient conditions for membership of M. We shall state here 
one of those results as we need it later. It is known as the Hörmander-Mikhlin 
multiplier theorem. 
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Theorem 1.3.4 Suppose that m(x) is of class Ck  in the complement of the origin 
of R and k is an integer> n/2. Suppose for every differential monomial ô, 
a=(ci,..., an ) , with k=o i + ... + an , wehave 
	
I3m(x)I <BIxI', 	whenever l al < k. 
Then m E M, 1 <p < oo or equivalently It Tf  It 	Ap  II f 11p 
The constant 4, depends only on B, p, and n. The theorem is also true under 
the weaker assumptions on m. For details see [Si] (Theorem 3, Chapter IV). We 
now move on to a very useful tool called interpolation. 
1.4 Interpolation of operators 
Let T be a mapping from LP(R) to L(R),  1 < p < 00, 1 <q ~ oo. Then T is 
of type (p, q) (or strong type (p, q)) if 
Tf Il q<  A It f lip, f E L(R) 
where A does not depend on f. Similarly T is of weak-type p-q if 
I{xER:lTf(x)I>a}I< (i a 	, q<00 
where A does not depend on f or a, a > 0. If q = oo we shall say T is of 
weak-type p-q if it is of strong type (p, q). 
Often we need to interpolate between the operator norm estimates of a certain 
type. We state two theorems on interpolation which we shall use later. 
Theorem 1.4.1 (M. Riesz) If a linear operator T is bounded on both LP0 (R7 ) 
and LP1 (R'), for some 1 < Po < P' 	oo, then T is bounded on LP2(Rn)  for 
0 <t < 1, where 
1 	i — t 	t 
+—. 
Pt Po Pi 
Moreover, 
11 1' 	1' 	T 'Ipi—pi IIpt —pi— 	po—po  
Theorem 1.4.2 (Marcinkiewicz) Let T be a sublinear operator, i.e., iT(f + 
IT(f)(x)I + T(g)(x). If T is of weak-type po-po and of weak-type p 1 -p1 
for some 1 < Po <Pi < 00, then T is bounded on LP(R) for p0 <P <pi. 
For proofs of these theorems see [SW1] (Chapter V). 
1.5 The one-paramater theory 
1.5.1 The Hardy-Littlewood maximal function and a de-
composition of R 
Let Br (x) denote the Euclidean ball of radius r centred at x E Rn and I B. (x) I 
its measure. Then the Hardy-Littlewood maximal function of a locally integrable 
function on Rn is defined by 
MHJ(x)=SUP 1 f 	f(y)dy. r>O IBr (2)l B(x) 
If we replace balls by cubes then the new maximal function is pointwise equivalent 
to the above maximal function. The same is true if we replace centred balls or 
cubes by non-centred balls or cubes. One should note that nothing excludes the 
possibility that MHI(x)  is infinite for any given x. However it is known that if 
f E LP(R'), 1 <p < oc then the function MHI is finite almost everywhere. We 
also notice that MH is invariant under dilation, i.e., MHf(x) = (MHf) 6 (x) where 
g(x) = c'g(x/€). We now state another important fact about this function. 
Theorem 1.5.1 If  E L'(R), then for every c > 0, 
IX: MHf(x) > a} ,n 
f 
This estimate when interpolated with the trivial L°° - L°° estimate (via the 
Marcinkiewicz interpolation theorem), gives the IJ boundedness of MH for 1 < 
p < oo. As a corollary to Theorem 1.5.1 we have the Lebesgue differentiation 
theorem, i.e., if f E LL (R'), then 
lim 	
1 
f 	f(x - y)dy = f(x) a.e. r*FBr(0)I Br(0) 
The proof of Theorem 1.5.1 is an easy consequence of a covering lemma (see [Si], 
Chapter I, Section 1.6) for the family of balls or cubes. However this covering 
lemma fails for an arbitrary family of rectangles and it is known that Theorem 
1.5.1 fails if we replace balls by rectangles. For details see Chapter I in [Si]. We 
now state a result which we. shall need later. 
Let 0 be an integrable function on R, and set (x) = e(x/e), € > 0. 
Theorem 1.5.2 Let b(x) = sup 10(y)l, and frtn '(x)dx = A < oo. Then with 
IyI>IxI 
the same A, 
(i) sup i(f * q)(x)I <AMHf (x), f E L 7'(R'), 1 <p < 00. 
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If in addition f (x)dx = 1, then lim o (f * 0)(x) = f(x) almost every-
where. 
If p < oo, then Hf * 0, - f 11-* 0, as € -+ 0. 
For proof of this theorem see [Si] (Theorem 2, Chapter III). In particular it follows 
that if 0 E S(R) then f -+ sup(f * 0)l is of weak-type i-i and bounded on 
LP(R) for i <p < oo. 
One of the applications of Theorem 1.5.1 is a useful decomposition of Rn which 
is known as the Calderón-Zygmund decomposition. We state this as a theorem. 
It plays a significant role in obtaining weak-type i-i estimates for Calderón-
Zygmund singular integral operators. 
Theorem 1.5.3 Let f be a non-negative integrable function on R, and let a be 
a positive constant. Then there exists a decomposition of Rn = F U 0 so that 
F is closed and Ffl1 = 0, 
f(x) < a a.e on F, 
fl is the union of cubes, Q = Uk Qk, whose interiors are pairwise disjoint, 
and so that for each Qk 
a< i fQk f(x)dx < 2a. 
Moreover, as a consequence of (iii), 
Ilk 
a 
For the proof of this theorem see [Si] (Theorem 4, pg 17). As a consequence of 
this theorem we have the following corollary. 
Corollary 1.5.4 Suppose we are given a non-negative integrable function f on 
Rn and a positive constant a. Then there exists a decomposition off, f = g + b 
with b = >b, and a sequence of cubes {Q} such that 
('i) g(x) 	Ca, for a.e. x and H g 11 1:511 f 111, 
(ii) Q2 's have pairwise disjoint interiors and each b, is supported in Q2, 
f b = 0 and I Al J 'i  Jbi l <  Ca, 
(iv) 
C 
- H f Iii a i 
for alli. 
This decomposition of f is extremely useful for obtaining weak-type estimates of 
Calderón-Zygmund singular integral operators. We shall see this decomposition 
in Chapter IV while proving a weak-type estimate for the maximal function. Next 
we give a brief review of classical Calderón-Zygmund theory. 
1.5.2 Calderón-Zygmund theory of singular integral oper-
ators 
A basic example of a singular integral operator is the Hilbert transform. For 
f e S(R) it is defined by 
Hf(x) = 	f







The last expression allows us to define the Hilbert transform of functions in L 2 (R) 
and moreover 
Hf 11 2 = 11 f 11 2 . 
The theory of Hubert transform has a close connection with complex analytic 
function in the sense that if we identify functions on R 1 with their harmonic 
extension to R+ , then H is the map which sends the real part of a complex 
analytic function to its imaginary part. Marcel Riesz gave the first proof of 
the 17(R), 1 < p < oc boundedness of the Hilbert transform using Cauchy's 
theorem in complex analysis. But his approach is inappropriate in the general 
context of singular integral operators and there the 17 theory can be obtained as 
a consequence of L' and L 2 theory. 
The Hubert transform is not a bounded operator on L'(R) but Besicovitch and 
Titchmarsh gave a real variable proof of the weak-type 1-1 boundedness of Hilbert 
transform (first proved by Kolmogorov by complex analytic method) and these 
techniques were further developed by Calderón and Zygmund in the n-dimensional 
setting, e.g., see [CZ]. We now state a result for singular integral operators which 
are more general than the Hilbert transform. 
Theorem 1.5.5 Let K E L 2 (R') and suppose that 
k()I 	B, 	 (1.2) 
f IK(x xI ~ 21y1 
	
- 
y) - K(x)dx B, y E R (Hörmander condition). 
For fEL 1 flLP, set 
Tf(x) 
= ffl 
K(x - y)f(y)dy. 
Then T is of weak-type 1-1 and extends to a bounded operator from Ll'(R') to 
itself for 1 <p < oo, with a norm that depends only on p, B, and the dimension 
n but not otherwise on the L 2 norm of K. 
It follows from the mean value theorem that the condition 
VK(x)I 
implies the Hörmander condition. In the proof of Theorem 1.5.5, the weak-type 
1-1 bound is achieved using (1.2), the Hörmander condition and the Calderón-
Zygmund decomposition (Theorem 1.5.3). The I)' estimates are obtained as a 
result of interpolation between the weak-type 1-1 estimate and the assumed L 2 
estimate (via k E L(R)) and then using duality. For details see Chapter II of 
[Si]. 
We note here that in the above theorem the L 2 .boundedness of T has been 
assumed via the assumption that K is bounded. Moreover we also have assumed 
that K e L 2 and so the above theorem does not apply directly to the 'principal-
value' singular integrals , those which exist because of the cancellation of positive 
and negative values. So we state a modified version of the above theorem. 
Theorem 1.5.6 Suppose the kernel K satisfies the conditions 
K(x)I < 	 lxi > 0 (size), 
f IK(x - y) - K(x)idx B, 	l > 0 (Hörmander condition) xI ~2 1y1 
and 
IRI < Ixl< R2 K(x)dx = 0, 0 < R 1 <R2 < oo (cancellation). 
If K€,R(x) = K(x)x{€<IXI<R} then 
ii K€ ,R * f 11p< A 11 f 	1 <p < 00 
and 
JJX E R: 1K6 , R * f(x)l > A}l 	11 f 1k 
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where the constants A and A 1 are independent of € and R. Moreover, 
lim K,R * f  
R-400 
exists a. e. for f e S and; 
Tf(x) = urn K,R * f  
R—*oo 
extends to a bounded operator from LP(R) to itself for 1 < p < oo and is of 
weak-type 1-1. 
The operators in Theorem 1.5.5 and 1.5.6 are often referred to as Calderón- 
Zygmund operators with Calderón-Zygmund kernel K. These are of particular 
interest if in addition, the kernel K is homogeneous of degree —n. Then we can 
write 
K(x) = 1(x') 
where x' = 
IxI 	 xI 
The conditions of Theorem 1.5.6 can then be reinterpreted in terms of Q. The 
size condition means that Q is bounded and consequently integrable on 
The cancellation condition is same as 
fSn-1 1(x')da(x') = 
where do, is the induced Euclidean measure on 	. The Hörmander condition 
cannot be precisely stated in terms of 1 but follows if Q is of class C1 . We notice 
that when K is homogenous, the operator f '—* f * K is not only translation 
invariant but is also invariant under the action of isotropic dilations given by 
X = (x 1 ,x 2 ,. . . 	-+ cx = (€x 1 ,€x 2 ,... ,€X n ). 
There is also a variant of the above theory where the homogeneous kernel is 
replaced by a kernel of mixed homogeneity. These are invariant under the non-
isotropic dilations given by 
\ 
.n) 
where a1 , a2 ,. . . , an  are distinct positive exponents. Then the action on the kernels 
K(x) -* OK(Ex) is replaced by K(x) faK(€  o x) where a = a1 + a2 + + 
a. For details and general theory of the singular integral operators with mixed 
homogeneity we refer to [FR]. This type of homogeneity for instance, is reflected 
in the Hilbert transform along parabola defined by 
dt 
Hparf(X, y) = 	f 00 f(x — t, y - 
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This operator is however much more singular (as it is supported along a curve) 
than the usual Calderón-Zygmund operators and so cannot be treated by the 
theory of 'Singular integral operators with mixed homogeneity' described in [FR]. 
We shall discuss more about such operators in the following section. 
1.5.3 Maximal and singular Radon transforms 
In this section we shall consider singular integral operators which are much more 
singular than the classical Calderón-Zygmund operators. The simplest of the 
example is Hilbert transform (supported) along a line in R, defined by 
00 	 dt 
Hf(x) = p.v. 	f(x - tv) --, v E R\{O}. 
But this operator is not of much interest since the LP , 1 <p < oo, and weak-type 
1-1 estimates of H (uniform in v E R) are trivially obtained from the LP and 
weak-type 1-1 estimates of the classical Hilbert transform in (R). However if we 
go a step further and consider Hubert transform along curves then things get 
non-trivial and very interesting. The simplest in this category is H r (Hilbert 
transform along parabola), defined above. See [NRW] where II estimates were 
first obtained for such an operator. Then Stein and Wainger obtained LP, 1 <p < 
oo, estimates for a more general class of operators using the idea of nonisotropic 
dilations associated with 'homogeneous curves' which we now describe. 
Let {ö} >0 , denote a one-parameter family of linear transformations from R to 
R with the following properties 
8t 6s = 8ts, t, s > 0; 
6 = Identity; 
 
Then we say that a curve -y(t) in R' is homogenous with respect to J t if the 
following conditions hold: 
(0) = 0; 
y(t) = öe, t > 0 and 'y(t) = ôtf, t < 0, where e and f are some fixed 
vectors of R; 




For instance, 'y(t) = (t, t2 ) is homogeneous with respect 	to Jt 
	 I 
. Stein 0 t2 
and Wainger [SW] then showed that for such curves, the operator T-, defined by 
	
00 	 dt 




is I)' bounded (with bound depending on 'y) for 1 <p < oo. The same estimates 
also hold for the maximal function 
i 	h 	 I 
Mf(x) = sup— If f(x - 'y(t))dtl. 
h).OhI o I 
(Though for M we do not need assumption (iii) on 'y as we are concerned only 
with -y(t), t > 0.) The ideas used in these proofs were then further developed 
to study more general operators of this form. We briefly state the generalised 
results along this line. 
Let K be a Calderón-Zygmund kernel of the following type: 
K is homogeneous of degree —k, smooth away from origin, and 
41=1 
 K(t)dcr(t) = 0 
where du is the induced Euclidean measure on S''. For f E S(R), define the 
operators 
Tf(x) = p.v. 
41<1 





O<r<l r 	tI<r 
f(x - 'y(t))dt 
where 'y  is a smooth mapping of the unit ball in R' to 
Rn and is of finite type at 
origin. (i.e., For all w E S" 1 there is an a (IaI ~! 1), such that i9-y(t) . 	 0, 
or, equivalently {O-y(t)I to : 1 < jal d} spans Rn for some d.) It is then 
known that T and M extend to a bounded operator from LP(R) to itself, for 
1 < p < 00 . For proofs of these results see Sections 2 and 4 of Chapter XI in 
[S 21. 
Also, if P : R  -* R n  is a polynomial map, then for f E S the operators 
Tpf(x) = p.v. I f(x - P(t))K(t)dt 
iRk 
and 
MP (X) = sup- 
 Vit l <r 
f(x - P(t))dt 
r>O r 
extend to a bounded operator from L(R) to itself (with bounds depending only 
on the degree of P but not otherwise on the coefficients of P), for 1 < p < 00. 
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For proofs see once again Sections 2 and 4 of Chapter XI in [S2]. During the 80's 
significant work was done to further develop similar results in the non-translation-
invariant setting. A general result in this setting can be found in [CNSW]. Now 
before we proceed to the multi-parameter theory we make an important remark 
here. Though the L, 1 < p < oo, estimates for the operators of the type 
T-,,M.,,Tp and Mp are known for sometime now, weak-type 1-1 estimates are 
not known for any of these operators and this is a big open problem even today. 
For partial results see [CS] and [STW]. 
1.6 The multi-parameter theory 
1.6.1 The strong maximal function 
Let R(h 1 ,... , h,) = [—h 1 , h1 ] x ... x [—h a, h] denote a rectangle in R. Then 
the strong maximal function of a locally integrable function f is defined by 
	
M3 f(x) = sup 	
1 
, h 	fR(hi,_h ~ ) 
if (X - y)Idy. 
We see that M3 is invariant under the action of (n-parameter) dilations given by 
(x1, x2,.. . , x) - (€1x1, e2x2,.. . , 
Let Mi denote the Hardy-Littlewood maximal funtion in the ith-coordinate, i.e., 
1 	h 
Mf(x) = sup_ f
— h 
 f(xi,x2,. . . ,x_1,x - Yi,Xi+l,. ..
h>02h 
Then it is also easy to see that M3 is bounded on LP(R'), for p> 1, since 
M3 f(x) <_ M1 o M2  0 ... Mf(x) 
where o denotes the composition of operators. However unlike MH,  the weak-type 
1-1 estimate for M3 fails. The best possible estimate for M3 near L' is 
n—i" 
<cf
____ 	 If(x)I\ f(x)I (1 + log,
) 	
dx. 	(1.3) 
This was proven by Jessen, Marcinkiewicz, and Zygmund in the mid 30's [JMZ]. 
The basic idea of their proof is again to dominate M3 by the composition M1 oM2 o 
0 M and use end point estimates of the Hardy-Littlewood maximal functions. 
Later in the mid 70's, a geometric proof of (1.3) was given by Córdoba and R. 
Fefferman [CF]. As a result of estimate (1.3) we have the following analogue of 
the Lebesgue differentiation theorem; 
lim 	
1
fR( hj , ... , hn ) 
f(x - y)dy = f(x) a.e. 
max(hi) —*OIR(hi,.. .,h)I  
14 
if f is locally in L(log L) 	and so in particular if f E 	for p> 1. However 
the result is false for some f E L'. It is also interesting to note that if in the 
definition of M3 we allow rectangles with arbitrary orientation (and not just with 
edges parallel to the coordinate axes), then the resulting operator is not bounded 
on any I)', p < oo, and the associated differentiation theorem does not hold even 
for f bounded. See [BF] and [N]. 
1.6.2 Multi-parameter singular integral theory 
Here we shall very briefly discuss the generalisation of Calderón-Zygmund (one 
parameter) theory in the two-parameter setting. This was developed by A. Chang, 
R. Fefferman, J.-L. Journé, E. Stein and others. See for instance, [Fl], [F2], [J] 




OO 	 dsdt 
Hdf(x, y) = AV- f(x - s, y - t)f St 
for f e 8(R2 ). But it is easy to see that Hd = H o H where Hx and H denote 
the Hilbert transform taken in the 'x' and 'y' variable respectively. Thus the I)', 
1 < p < oc, estimates for Hd are trivially obtained. We notice that the kernel 
K(x, y) = 1/xy of Hd is invariant with respect to the dilations (x, y) -+ (81 x, 82y) 
for all 51,52>0; i.e., 
K(x/5 i ,y/52 )51 1 5' = K(x,y) 
and also 
K(x,y) = K, (x) K 2 (y) 
where K1 and K2 are Calderón-Zygmund kernels in the x and y variable. In such 
cases a simple iteration argument gives the L, 1 < p < cc, estimates of the 
convolution operator f '-+ f * K. But the difficulty arises when K(x, y), though 
having properties similar to 1/xy, does not split into the product of Calderón-
Zygmund kernels. Such operators are treated in [Fl] under the two-parameter 
versions of size, cancellation and the Hörmander condition. We state these con-
ditions here. 
Let K(x, y) be a kernel on R x Rm and set 
LK(x,y) = K(x + h, y) - K(x,y); 
K(x, y) = K(x, y + k) - K(x, y); 
I( 1 , 2  (x, y) = XIxI>i (x) . xii >€2 (y)K(x, y). 
If K satisfies 
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(i) 
f.< K(x,y)dx = 0 for each fixed yE Rtm;  IxI<f3 
 
L kyl<o K(x,y)dy=0 for each fixed xER; 
 
C 






whenever 2 hi < I x  , and where 77 > 0 is fixed; 
K(x,y + h) - K(x,y)i - 
	(l h ,) " 1 
xI II 	IyIm 





then T1,2f = f * K 1 , 2 are uniformly bounded on LP(R x R)  for 1 <p < 00 
and converge in the LP norm to an operator T which is therefore bounded on II'. 
For details and end point results see [F 1]. 
We now move on to a very important aspect of harmonic analysis. 
1.7 Oscillatory integrals of first kind 
Consider the integral 
1(A) 
= f et)p(t)dt 
where 0 is a real-valued smooth function and p is smooth, real-valued, and often 
with compact support. 
We are interested in the behaviour of 1(A) for large A. A typical application of 
oscillatory integral estimates is to obtain decay estimates for the Fourier trans-
forms of measures carried on surfaces. We need them often and so we shall discuss 
briefly two basic principles: 
Localisation—The fact that the critical points of 0 give the main contribution to 
1(A) and 
Scaling—van der Corput's lemma and its consequences. 





Proposition 1.7.1 If p E C 00 (Rk ), 0 is smooth real-valued and Vç =A 0 on 
suppp, then II(A)I < 	for all N E N. 




(e () ) p(t) 
} 
dt f 
1  f {e" "'(t)
- 
(/')} dt 	(= 0(1/A)) iA 	dt 
()
2 f ) d 1 1 d 
(/')}] dt 	(= 0(1/A2 ))   [e 	t  dt 01 dt 
and so on by repeated integration by parts. We also notice that CN is dominated 
by 
Q1 0 ICN+1,  11  P IICN)I 1PPP where MIICN+1 = 	sup 	1109'0 1 1 00 .
I inf' 	 1<IcI<N+1 
b) case of general k: Let IVO (x)l > Co throughout the support of p. Then it 
is easy to see that for each x 0 in the support of p, V(x) ~ Co /2 if 
Ix - xoI < A/I c 11c2 and where A is a fixed constant independent of x 0 . We 
choose an appropriate covering of R' by balls of fixed radius A/  1 10 JJ C2 and a 
corresponding partition of unity 
	
1=i(x), 	0<77:!~ 1, 	Vi=0(II0IJ c2) 
with each ijj  supported in one of our balls. If we now write p3 = p. i, then we 
can decompose the integral 1(A) as a finite sum 
f ep(x)dx. 
3 
Thus it suffices to prove the required estimate of 1(A) for each of these integrals. 
For this we choose a coordinate system x 1 , ...,Xk so that x 1 lies along 
Then 
f e'p(x)dx = f 	...xk)dxl) 
The inner integral is 0(A_')  for all N E N by the case k = 1 and so our 
conclusion follows. It is also easy to see that CN remains bounded as long as 
q IIcN+1 remains bounded. 
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1.7.2 Scaling 
Lemma 1.7.2 (van der Corput) Let q: [a, b] -+ R be smooth, and suppose that 
(m)(t) > 1 on [a, b]. Then 




m > 2, or 
m = 1 and also 0' is monotone. 
Proof: case m = 1 
We have 
f 
b 	 1 
e )dt = 
fa iA 
ej1b 	1 f b td 1 
= 	i - 	
e') ( 	7) dt. 
So 
	
1b  e t)dt I < 2 	1 fb I d 1 
Ja 	
- 
2 	ii b ( dl = + 
f 	
dt (since ' monotone) 
2 	iI I— 
= ['(b) - __ 
3 
A 
We now prove (i) by induction on m. Suppose that the case m is known and 
assume that 
0"') (t) > 1 for all t e [a, b]. 
Then the mean value theorem implies that E = {t e [a, b] : 5(m)(t)l < 8} is an 







Then by our inductive hypothesis, 
fE e'A O (t)
dt < 2Cm 
 - (A5)i/m 
In 
(Note that when m = 1, çb" > 1, implies qY is montonic.) 
Thus 
Lb e (t)dt < 28+ 
Choosing 6 = 	 we get the desired estimate with C m+i = 2Cm +2. Since 
Ci = 3, Cm are absolute constants depending only on m. 
Corollary 1.7.3 Under the same assumptions on 
f e ) p(t)dt 	CmA( p 1100 + H p' III). 	(1.4) 
Proof: We let 
F(t) = Lt edx. 
Then 
f b e' ) p(t)dt = fa b F'(t)p(t)dt 
and so we get the desired estimate by integration by parts and using the estimate 
F(t)I < Cm A_Vm, 	for tE [a, b]. 
Associated closely to oscillatory integral estimates are sublevel set estimates. See 
for instance [CCW]. We now state a lemma about sublevel estimates that we 
need later in Chapter IV. 
Lemma 1.7.4 Let : [a, b] - R be smooth, and suppose that 7 (m) (t) > 1 on 
[a, b]. Then 
I It E [a, b] : I(t)I < al 1 :5 Cm 1 
with Cm again an absolute constant. 
The proof of this lemma follows easily by induction and the mean value theorem. 
It is not hard to see that this sublevel estimate immediately implies van der 
Corput's lemma. For instance, see [CW]. 
In higher dimensions however we have only a weak analogue of van der Corput's 
lemma. 
Proposition 1.7.5 Let p be smooth and supported in the unit cube and 
R  -+ R be smooth. Suppose that for some multi-index a with jal = m > 1, 
I(a) q (x) I ~: 1 on suppp. Then 
I
Rk 
e ) p(x)dx 	Cm()A_h/m(II 	+ Vp 
J  
Cm (çb) is independent of ) and p and remains bounded so long as the Cm+l  norm 
of 0 remains bounded. 
19 
(Also see [CCW], where the authors have obtained similar estimates with the 
exponent e < 1/rn, but importantly with the constant Cm independent of 0.) 
Proof : We will try to reduce matters to the one-dimensional case of van der 
Corput's lemma in the same way as we did with localisation. Let d(m, k) denote 
the dimension of the real linear space of homogeneous polynomials of degree m 
in Rk.  The standard basis for this space is {Xa : Icel = m}. However we shall 
use the fact that there exist unit vectors 	d(m,k) so that the homogeneous 
polynomials 
j = 1, 2, ..., d (m, k). 
also give a basis for this linear space.(Proof of this fact is on page 343 of [S21.) 
Using this fact it is now easy to see that if 
Ia:c5(xo )l > 1 	for some a with j ai = m, 
then there is a unit vector 6 = (x0 ) so that 
l( V)m(xo)l ~: A m > 0. 
By the mean value theorem 
(. V)mq(x) I ~: A m /2, X E B(x o ) 
where B(x o ) is a ball about x0 of fixed radius c• 
We next choose an appropriate covering of R' by such balls of fixed radius and 
a corresponding partition of unity 
77i W, 0 <- 71j 1 , 
with each qj supported in one of our balls. This helps us to decompose our 
integral as a finite sum: 
f epdx = f ep,dx 
where p3 = p i,. Now to estimate f epdx, with e determined as above, we 
choose a coordinate system so that x 1 lies along 6 . Then 
f epdx = f (f eb1)pj(xi ..., Xk)dxl) 
Using (1.4) for the inner integral we get an estimate of the form 
Cm(Am)_h1m{Il p1100 +fI(xl...xk)dxl}. OX, 
A final integration in the other variables gives the desired estimate. Also it is not 




Double Hubert transforms along 
polynomial surfaces in R3  
2.1 Introduction 
The double Hubert transform problems considered in this thesis were mainly 
motivated by the successful study of the singular Radon transforms. Unlike the 
one-parameter case, there is no general theory in the multi-parameter setting for 
the Hilbert transforms or maximal functions supported along curves or surfaces. 
We now mention some of the known results in the multiple parameter setting 
along this line. 
Nagel and Wainger [NW] introduced and obtained the L 2 boundedness of the 
multiple Hubert transform along a, defined for f E Co(Rz)  and x E Rn by 
	
Tf(x) = urn T,Nf(x) = urn 	• . . f f ( 	
dt1 	dtk 
N—*oo 	 N—*oo 1<i<k 	 t 1 	tk 
Here a is a parametrisation of a k-surface in R n  given for t = (t 1 ,.. . , tk) E R' 
by 
a(t) = (t 1 ,t2 ,. . .tk,yl (t),. . . 
where n = k+ 1 and yj  (t) = H~ j I tj I c i , j for certain exponents c,3 . Later, Vance [V] 
obtained LP estimates for p close to 2 using somewhat more stringent conditions 
on the exponents. Duoandikoetxea obtained results for double Hilbert transforms 
and associated maximal functions supported along more general surfaces in R 3 . 
To be precise, let S be any surface in R3 parametrised by (s, t, q.'(s, t)) with 
(0,0) = 0 and even in each one of the variables, i.e., 
ç(—s, t) = (s, —t) = q(—s, —t) = (s, t). 
Define the double Hubert transform along S for f E S by 
dsdt 




and the maximal function along S by 
f
h1 h2 
Msf(x) = sup h1 h2 	 f f(x i - S ) X2 
 —t,x 3 —çb(s,t))dsdt. 
O<h<C 1 
i=12 
The numbers C1 and C2 appearing in the definition depend on S and may be 
infinite. Duoandikoetxea showed that 
ii Msf lp Cp  ii f lip  
and 11 H5f ll:!~ Cp  ii f lip  
for 1 < p < oo if q'  satisfies certain conditions. For details see [D]. Later, in the 
early 90's Ricci and Stein [RS] developed a general multiple parameter theory 
for the singular integrals and maximal functions in R whose kernel reflect a 
k-parameter homogeneity where k < ri. For instance, according to [RS] (see 
Theorem 2.2.4 below), the operator 
'00 'OO 
f(x,y,z) =p.v. I / f(X_S,y_t,Z_Smtn)dtht, 	feS(R3) st 
is bounded in 17, 1 <p < oo, if either m or ii is even. We shall see this later in 
Section 2.6. But the next natural question is what happens if we replace 8 tby 
a polynomial in s and t. In the late 90's, Carbery, Wainger and Wright [CWW] 
showed that the double Hubert transform H10 defined by 
11 	 dsdt 
H10f(x, y, z) = p.v.  f-J-1 f(x - s, y - t, z - P(s, t)) st 
is bounded in 17 for all p, 1 < p < oo, if and only if for each (m, n) that is 
a corner point of the Newton diagram (see Section 3.1 below) corressponding to 
P, at least one of m and n is even. In this chapter we shall obtain a necessary 
and sufficient condition for P so that the corressponding (global) double Hilbert 
transform is LP bounded. 
We now state the main result of this chapter. 
Theorem 2. 1.1 (Main Theorem) Let P(s, t) = 	am ,nsmt be any real- 
(m,n)EA 
valued polynomial with real coefficients such that P(0, 0) = 0, VP(0, 0) = 0 and 
(m, n) E A if and only if a m ,n 0. Let C be the closed convex hull of A and let 
V = {(m, n) e A: (m, n) is a corner point (vertex) of C}. 
For f E S (i. e. a Schwartz function), define the (global) double Hubert transform 
along P by 
00 





Then for any p, 1 <p < oo, 
uHf ML? <ApIIf IlL? 
if and only if for each (m, n) E D, at least one of m and n is even and furthermore, 
if any (extended) edge of C passes through the origin (there are at most two such 
edges) then every point of A on that edge must have at least one even coordinate. 
Apart from some technical difficulties in extending the result of [CWW], the 
main difficulty is to tackle the case of an edge through the origin. The ideas and 
techniques used in Sections 2.3, 2.4 and 2.9 are mainly adopted from [CWW]. 
Now before we proceed with the proof of Theorem 2.1.1, we discuss a few known 
results that we need later. 
2.2 About maximal and singular integral oper-
ators 
In this section first we state and prove two theorems due to J. Duoandikoetxea 
and J. L. Rubio de Francia [DR). The proof given here is essentially the same as 
in [DR] but the formulation is different. Later we shall state one more theorem 
which is due to Ricci and Stein [RS]. We shall need these results while proving 
the main theorem of this chapter. We begin with some notation and terminology. 
• Let R = Rm x R'm with 1 < m < n, and write x E R in the form 
x = (x°, ±), 0  e R, 	R"2 . Then given a finite measure w on R' 
we define another measure 	on Rm as w(°)(E) = w(E x Rn_rn)  for 
every Borel subset E of Rrn;  in terms of Fourier transforms, this means 
= .Z(°,O). Also if f is a Schwartz function in Rm then 
>= f f (x O ) du) (x O , t). 
• We shall use the dilations given by matrices satisfying the Rivière condition. 
That is, for each t> 0, A(t) E GL(n, R), and that 
H A(t)A 1 (st) jj< C/se 
for all s > 1, all t > 0, some e> 0 and some C > 1. We also assume that 
t' 	0 \ the norm is the l—operator norm. For example, A(t) = (\ 0 
t2 ) on 
R2 are easily seen to satisfy the Rivière condition with e = min(ai, 02)  if 
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a1 and 02 are positive. If in addition we assume that A(st) = A(s)A(t), 
then it is not hard to see that the Rivière condition holds if and only if 
A(t) = exp{B log t} for some real matix B each of whose eigen value has a 
positive real part. 
	
Theorem 2.2.1 Let {Wk} ° 	be probability measures in Rn such that 
6)k (CO , ) - Wk (CO , 0)1 < CIA(2_ k )(j 	 (2.2) 
IWk( ° ) I :5 CIA(2_ k )Cj_ 	 (2.3) 
for some a> 0. Suppose that M °g(x° ) = suplw 0) *g(x 0 )I is a bounded operator on 
LP(Rm ) for all p > 1, {A(t)} >o satisfies the Rivière condition and that A(st) = 
A(s)A(t). Then, Mf(x) = SUP lwk*f(x)I is also bounded on LP (R') for all p> 1. 
k 
Theorem 2.2.2 Let {pk}_  be measures such that II Pk I1 :5 1 and 
Pk( ° , )I 	C min (IA(2'l, IA(2_k)(I) 	 (2.4) 
where = ((s , ç) E R, 
O  E Rm, E Rm and a > 0. Suppose that p*f 
SUP IIpkI * f  is bounded on 
L(Rfl)  and {A(t)} >o satisfies the Rivière condition 
k 
along with A(st) = A(s)A(t). Then Tf = >pk * f and  g(f) = (lPk * f 12)112 
are bounded on LP (R') for I - < 
Remarks 
• For convenience, we shall assume that {A(t)} >. 0 satisfies the Rivière condi-
tion with f = 1 and C = 1. It is not hard to see that the proof below works 
for any e and any C > 1. 
• The L - LP norm of the operator M in Theorem 2.2.1 does not depend on 
the family {wk}_,,, in the sense that it can be controlled by the constant 
'C' of (2.2) and (2.3), the constant of Rivière condition and the II - L' 
norm of the operator M°. 
• The LP - II norm of the operator T and g in Theorem 2.2.2 does not 
depend on the family {Pk}_c,,  in the sense that it can be controlled by 
the constant 'C' of (2.4), the constant of Rivière condition and the Lq - Lq 
norm of the operator p. 
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• In the proof of Theorem 2.2.1 we use the following result about the Hardy-
Littlewood maximal function with generalised dilations. 
Let B0 be the unit ball or unit cube or any centred convex body in R. 
Let x = J--xB0, or a non-negative member of Schwartz class and Xt(x) = 
detA(t)'(A(t) 1 x) for t > 0. If {A(t)} satisfies the Rivière condition, 
then f '-+ sup * f I is weak-type 1-1 and bounded on L1'(R'2 ) for 1 < p < 
t>0 
00. 
The proof of this result is similar to the proof of Theorem 1.5.1 and 1.5.2. 
Also see [CCVWW] and [S2] (Chapter I). 
We first prove Theorem 2.2.2 and then apply it to prove Theorem 2.2.1. But first 
we need the following lemma. 
Lemma 2.2.3 Suppose that for some q> 1, 
11 p*f 	C 11 f llq 
where p' is the maximal operator p*f 	sup IIpkI * f  and I -- -- 1 1 	I Then. 
k 	 P0 	21 2q 
for arbitrary functions 9k, 
11 (Jp * g2)1"2 	C 11 (IgkI2)1/2 
k 	 k 
Proof: It suffices to consider the case Po > 2, so that (v)' = q. There exists a 
non-negative u E Lq of unit norm such that 
(IPk * 9k2)'12 2 - f >Pk * "P0 - k 	 k 
< 	f (lPkl * 9k 2 )u 
k 
< > JI9k I 2 P*tt 
(gk 2 ) 1/ 2  
Poll  
k 
'2' 	ii <  C (gkI )1/2 Ip 
k 
Proof of Theorem 2.2.2: Let {} 	denote a family of smooth positive 
functions on (0, oo) such that 
0 	1, 	(I)2 	1 and supp () C {j :1/2 < A(2) 	2}. 
Now we define the multiplier operators Si on R by j(() = f(1'(cl) and 
decompose our operator T as 
Tf = >1pk * >Sj+kSj+kf = (ES,+k(Pk *  Si+kf)) = >Tjf 
25 
00 
(all the sums are E , and everything makes sense for Schwartz functions). Now 
-00 let Po  be such that 	- = -. First we estimate 1' in L"°. 
I'fIl0 = 	 ll po  
k 
C II (1Ipk * Sj+kf 12)1/2  11 PO  
k 
I CC II (ISj+kfI 2 ) 1/2  IIpU 
k 
: 	C7 ClIfIl 13 . 
The first and the last inequalities follow from classical Littlewood-Paley theory 
(see Thm 5, Chap IV, [Sl]) while the second inequality follows from the previous 
lemma. Next we estimate the L 2 norm using Plancherel's theorem. 
II 7f  ll 	= f l>(Sj+k(pk * Sj+kf))(()12d( 
= f I>(Pk * Sj+kf)j+k(II)I 2 d 
< 
	f l(Pk * 
= 
 
E  f 
>f I()l 2 I!()l 2d( 
k 	j+k 
where Aj = J( : 1/2 < A(2_i)ç <2}. If j < 0, and C E j+k then 
lA(2_c)(I = IA(2')A 1  (2_(i+k))A(2_(i+k))(l 
<C23 
and so using (2.4) we get 
II Tjf  112:!~ C2 	111112. 




= lA(2')A1 (2i2_(i+k))A(2_k)t:I 
11 A(2(3))A1(232e+') 11 lA(2)l 
C2 IA( 2 'I 
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= A(2 _c)( < C2 3 
Using (2.4) once again we have 
	
II T3 f 112 	C2 	II f 112 
Altogether, we have obtained 
I Tjf  I12:5 C21'  II 1 112 	j E Z. 
Now if li/p - 1/21 < 1/2q, we have 1 = 2 + 	for some 0 < 9 < 1, and 
interpolating the estimates previously obtained we get 
11 Tf 11p< i2 II Tjf  lI< 	_GaIjI II f ll= C  II f 11 p .  
j 	 j 
We now want to prove the same estimate for g(f).  We observe that for any choice 
Of 6k = ±1, we have the same result for Tf = 	* f (with norm independent 
k 
Of Ek). We then have the following inequality independent of t, 
f 	* f(x)ldx < Cpf If(x)Idx 	 (2.5) 
where Irk (t)}kEz denotes the sequence of Rademacher functions defined as follows. 
First let 
ro (t) = +1,0 < t < 1/2 
= —i,1/2<t<1. 
Outside the unit interval we extend r0 by periodicity, ro (t + 1) = ro (t) and in 
general we define rm(t) = ro(2mt). The desired estimate for g(f)  now follows by 
integrating (2.5) with respect to t e (0, 1); interchanging the order of integration, 
and then applying Khintchin's inequality which says that 










For proof of this inequality see (Appendix D, [Si]). This concludes Theorem 
2.2.2. We shall use it to prove Theorem 2.2.1. 
Proof of Theorem 2.2.1: Let be a positive Schwartz function in Rm with 
(0) = 1. Define 'k  by 
(0) =(A(2)(), and Pk = Wk Wk ®k. 




- z;((O , 0)(A(2') 
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satisfies (2.4) since 	((°, 0) = 0, c1 e S(R'm) and 	satisfies (2.2) and (2.3). 
So we are ready to apply Theorem 2.2.2 if we have the boundedness of p*(f ) = 
SUPIIPkI*fI. Now 
k 
Mf(x) = sUpwk*f(x)I 
k 
• supl(wj (D k) * f(x)I + supIpk * f(x)I 
k 	 k 
• sup (w° ® k) * f(x)I + g(f)(x) 
and the maximal operator on the right hand side is dominated by the composition 
of M° acting in the x°-variable and the Hardy-Littlewood maximal operator (with 
generalised dilations) acting in the ±-variable; thus it is bounded on LP(R) for 
all p> 1. Also g(f)  is bounded on L2 (R) since Pk  satisfies (2.4). Thus Mf is 
bounded on L 2 (R). But 
p*(f) < Mf + sup(wO) ® ) * f 
and so p is bounded on L 2 (R"). Theorem 2.2.2 then gives the boundedness of 
g(f) for 4/3 <p < 4 which in turn yields the boundedness of Mf in the same 
range of p. A new application of Theorem 2.2.2 then gives 11 Mf 11 p< C H f ILL' 
for every p> 8/7, and the process continues, every p> 1 being reached in a finite 
number of steps. This completes the proof of Theorem 2.2.1. 
Ricci and Stein theorem 
Let {(')}I=(jl,j2,...,jk)Ezk  denote a family of uniformly bounded measures sup- 
ported on a fixed cube. We define the dilate 4I)  of 	with respect to the 
'Yii 	'Ylk 
dilation matrix F = 	. by 
IN 	'Ynk 
  
= 1h2 xi,...fd4' =
ff(2 	 . . fRn 	 Rfl 	 , 	, 
If S = { k 1 , k2 ,... , k 1 } ç {1, 2, .. . , n}, we denote by 1's  the 1 x k matrix whose 
j-th row is the k3 -th row of F, and by Vs the coordinate subspace of R n  spanned 
by the elements ek 1 , ek2,.. . , ek 1  of the cannonical basis. We also set 
	
Y1)iix 	 'l 	 =1   	Zk.2"x = (2E , 	x,) for I E  
We then have the following theorem due to Ricci and Stein. 
Theorem 2.2.4 Let {,U (') } J€Zk be a family of measures supported on a unit cube 
(or fired cube ) in R, such that 
0 if E V and rank (F5 ) < k; (cancellation) 
< C(1 + 	for some C,e> 0, 
(iii) Ii' :5 a e 	a positive measure. 
Then the series 	 converges to a bounded function and the convo- 
IE Zc 
lution operator defined by the kernel K = 	,4) is bounded on L"(R'), 1 <p< 
IEZk 
00, with a norm that only depends on p, C, e, and IaM• 
For proof of this theorem see [RS]. We now give the proof of the main result of 
this chapter. 
Back to Main Theorem (Theorem 2.1.1) 
We begin with a few remarks about the statement of our main theorem. 
. H is the convolution operator with kernel p (a tempered distribution) de-
fined by 
"00 00 	 dsdt 
q(s, t, P(s, t)) 	, qS E S. 
J—ooJ—oc 	 st 
It is not hard to see that it is a linear functional on the space of test functions 
and hence a tempered distribution. 
• The constant A of Theorem 2.1.1 depends on p as well as the polynomial 
P. 
• Throughout "edge of C" means an extended edge. 
• Throughout the proof of the theorem, 'C' denotes a general constant. 
Since the proof is somewhat long we first give the organisation of the proof. We 
first prove the sufficiency part. To do this we first assume that none of the edges 
of C pass through the origin and then we adapt this proof to the other case. 
In Section 2.3 we split the operator H by splitting the region of integration. In 
Section 2.4 we introduce our approximating operators and prove some preliminary 
estimates. In Section 2.5 we prove the I? estimates of the difference operators 
with some decay in N. In Section 2.6 we prove the L" estimates of the 
approximating operators using the result of Ricci and Stein. In Section 2.7 we 
discuss the proof of the sufficiency part assuming that C has an edge through the 
origin. In Section 2.8 we discuss the proof of the sufficiency part in the particular 
cases excluded from the outset. Finally in Section 2.9 we discuss the necessity of 
the hypothesis of the main theorem. 
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Proof of Theorem 2.1.1: First we give the proof of the sufficiency part of the 
theorem, i.e., we assume that every corner point of C and also every point of A 
on an edge of C through the origin (if it exists) have at least one even coordinate. 
Under this assumption we shall show that H is L" bounded for 1 <p < oo. For 
this we shall assume initially that C has at least 3 corner points so that the interior 
of C is non-empty. The proof of the other particular cases will be discussed later 
in Section 2.8. 
We first give the proof assuming that no edge of C passes through the origin and 
later we adapt this proof to the other case. 
2.3 Splitting of the region of integration 
We choose an odd C°° function O(s) defined on the real line which is non-negative 
for s > 0, supported in 1/2 < I sl < 2 and such that 
= 1/s. 
pEZ 
We then define 
H,f(x, y, z) = 2p+q  f f f(x - s, y - t, z - P(S) t))(2s)(2t) dsdt. 	(2.6) 
Thus 
H= 	Hp,q . 
(p,q)EZxZ 
We consider the orientation of the boundary of C to be anticlockwise and assume 
that it has r (> 3) corner points namely v 1 , V2..... , Vr in the anticlockwise order. 
We let vj = (m3 , n3 ) for 1 < j < r. Then C has r edges which we denote by the 
vectors ij+1 = v31 - v3 for 1 < j r, considering the point Vr+1  the same 
as the corner point v1. For 1 < j :!~ r, let 7ij = (nj, n) denote the (inward) 
normal vector to the edge J+i  of C. Also, we choose Ti such that n and n 
are integers. (Such a choice is not unique but the choice does not matter here.) 
Since C is the closed convex hull of A, geometrically it is now easy to see that 
(v—v).fl_ i ~!Oand (v—v). 	>0 for all vA. 	(2.7) 
For 1 <j < r, define 
T(j) = {(p,q) e Z x Z: (p, q) . (v —v 3 ) >0 for all v = (m, n) E A\{v,}} 
= 	fl {(p,q)eZxZ:(p,q).(v—v3)>0}. 
vEA\{v3  } 
In other words T(j) is the intersection of various half planes. 
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Lemma 2.3.1 For 1 <j <r, 
T(j) = {(p, q) E ZxZ: (p, q) = a'Pi 1 +/3Ti for some positive real numbers a and 31 
where ff o is considered to be the same as lr• 
Proof: Since v3 is one of the corner points of C, the edges v_ 1 v and U+i cannot 
be parallel and so the normals 1j-1  and 'i are linearly independent directions. 
Thus we can write (p, q) c Z x Z as 
(p, q) = thi_1 + /3?i for some real numbers a and 9. 
We need to show that (p, q) E T(j) if and only if a, 8> 0. 
First suppose that (p, q) E T(j). Then, 
(p, q) (v —v3 ) > 0 for all v E A\{v 3 }. 
In particular, 
(p,q). (v3i - v3 ) > 0. 
Therefore, 
(ai_i + 0'i'i) . (v 1 - v3 ) > 0. 
But Tij being normal to the edge 	= v31 - v,, 
(v 1 - v) = 0. 
So we have 
(v +1 - v,)) > 0 
which implies a > 0 since 	. (v3 - v3 ) > 0 (by (2.7)). Similarly, choosing 
v = v3 _ 1 gives 0 > 0. 
Conversely, if a> 0 and /9> 0 then for any v e A\{v 3 }, 
(p, q) .(v —v 3 ) = a(_i - (v —v))+/3(Y. (v —v 3 )). 
But by (2.7), 
Also for a given v, fl. i .(v—v) and 'ii.(v—v) both cannot be zero simultaneously 
as Tij and 	are non-parallel. So 
(p,q) . (v - v) >0 if a >0 and /3>0. 
This completes the proof of Lemma 2.3.1. 
We next prove that these sets are pairwise disjoint. 
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Lemma 2.3.2 T(j)flT(k) = 0 for 1 <j <k <r. 
Proof: Suppose (p, q) E T(j) fl T(k). Then, 
(p, q). (v - v 3 ) > 0 for all v E A\{v3 } and 
(p, q) (v - Vk) >0 for ally E A\{vk}. 
In particular, 
(p,q)• (Vk - v3 ) > 0 and (p,q). (v3 - VA,) >0 
which is not possible. This concludes Lemma 2.3.2. 
Now Lemma 2.3.1 asserts that 
T(j) = {(p,q) e Z x Z: (p,q) (v - v 3 ) > 0 for ally e A\{v3 }} 
= {(p, q) E Z x Z: (p, q) = cr4 + /3n for some positive real numbers a and fl}. 
The second formulation of T(j) precisely means that T(j) consists of those points 
of Z x Z which are within the infinite triangle (or say cone centred at origin) whose 
boundaries are the lines (rays) in the direction of i3 i and iii. Thus if we define 
Z(j) = T(j)U{(p,q)eZxZ:(p,q)=ai_ 1 ;a>0} 
= {(p,q) e Z x Z: (p,q) = a_1 +/1i;a > 0,/3 > 0} 
then it follows from Lemma 2.3.2 that 
Z(j)flZ(k) = 0 for  <j < k < r 
and geometrically it is easy to see that 
= Z x Z\{(0,0)}. 
We note that for (p, q) E Z(j), (p, q) . (v - v 3 ) > 0 for all v E A by (2.7). Here the 
strict inequality may not be achieved even for v v 3 . 
We now try to determine a and 0 explicitly for a given (p, q) e Z(j). We have 
(p(an_1+fim(n_1 n(a 
n)k3 
The determinant d of the above matrix on the right is non-zero since d = 0 implies 
that n/n' = n_1/n_1 or in other words and 1j1  are parallel which is not 
the case. Thus, 
(a) 11 ri 
= \ 5_i 
_n(p = 





Since we have chosen the components of ij-1  and 7ij to be integers, we can write 
a = t/d and 8 = l/d for some integers t, 1, and d. Also we know that a> 0 and 
/3 > 0 and so t, 1, and d are all either non-positive or non-negative. But since we 
have chosen the orientation of C to be anticlockwise, it is clear that d> 0 and so 
t and 1 are non-negative integers. Thus we have 
Z(j) 	(p, q) e ZxZ: (p, q) = 
t 	1 	
E N,1EN*,  where d=n_1 n—n_ 1 n} 
and where N* = N U {0}. We note that d depends on the coordinates of 
and Tij , but for fixed j, d is fixed. Now since we do not want to leave the point 
(p, q) = (0,0) we include it in Z(1). Thus 
Z(j) = Z x Z. 	 (2.8) 
We shall use this geometry to split our main operator 
H = E Hp, q . 
(p,q)EZXZ 
For 1 <j <7' define 
M(j) = 	Hp,q . 
(p,q)EZ(j) 
Then from (2.8) it follows that 
H = EMU). 	 (2.9) 
It is now sufficient to prove that M(j) is bounded on LP(R 3 ) (with bounds allowed 
to depend on j) for 1 <p < oc. For this purpose we introduce the approximating 
operators 
2.4 The approximating operators and a few pre-
liminary estimates 
For (p, q) in Z(j), we set 
Sp , q f(x, y, z) = 211 f f f(x - s, y - t, z - 	 dsdt 
and 
Q(j) 	> 	Sp,q. 
(p,q)EZ(j) 
Let E(j) = M(j) - Q(j). As we shall see, the 1?, 1 <p < oc, boundedness of 
Q (j) follow from the Ricci and Stein result and so our main task now is to prove 
the following proposition. 
33 
Proposition 2.4.1 For 1 <p < 00, 
IIE(j)IILP < A(p,j)iIfIiLp. 
Proof: Let mp , q denote the multiplier corressponding to Hp,q - Sp, q for (p, q) in 
Z(j). Then 
ij, y) = 2q f f exp(is + iit) [exp(iP(s, t)) 
- exp (iya m ,n m, t'.)] (2's)0(2't)dsdt 
which after the change of variables is the same as 
mp,q (, 77,7) = ff exp(i2's + ii72_t) [exp(i7P(2"s, 2t)) 
- exp(i2_i2_iamj,nj smitfi)] (s)b(t)dsdt. 
We note that since (s) is supported in 1/2 < Isl :5 2, the above integral is 
supported where 1/2 < I sl < 2 and 1/2 < Itl < 2. 
We write 








P3 (s,t) = 	 (210) 
v=(m,n)EA 
(We shall always keep in mind that )53 depends on the choice of the pair (p, q) e 
Z(j). But later we shall also see that P3 enjoys certain uniformity properties in 
(p, q) E Z(j).) So 
mp, q (, i, y) = ff exp(i2s + ii2_t) [exp(iy2"iPj (8, t))— 	(2.11) 
exp(i72'i am) , fl stm2t'3 )] '1'(s)(t)dsdt. 
We then have the following estimates for m p,q . 
Lemma 2.4.2 For (p, q) in Z(j), 
:5 Ay2P''vi and 	 (2.12) 
A 
(2.13) 
(I1 2 	+ 	12-q + y12_(P)j) 
for some €> 0. The constant A is independent of p and q but may depend on v 3 
and P. 
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Proof: For (p, q) e Z(j) we know that (p, q) - (v - v3 ) > 0 and so estimate (2.12) 
follows from (2.10), (2.11) and the mean value theorem. 
For estimate (2.13) we shall use van der Corput's lemma in higher dimensions 
(Proposition 1.7.5). Here we do not need to use the difference involved in the 
definition of mp , q and so we treat them individually. Since (p, q) - (v - v,) > 0 for 
all (p, q) E Z(j), 
f'j (s, t) = 	arn 	 = 	bm , nSt ,n 
(m,n)EA (m,n)EA 
is uniformly (in terms of (p, q) e Z(j)) in any C' class for Il, I tl < 2 (a 
function in Ck  is the one, all of whose derivatives up to order k are bounded 
above) and satisfies E I bm
,n I > lami ,nj L Also since the 'norms' E I bm,n I and 
max1< 11 < inf1 3 1, 1 1 <2 i5 j (s, t) I are equivalent on the finite dimensional vector 
space of non-constant polynomials of degree at most d0 , we see that some deriva-
tive of P is uniformly bounded below. (We note that the latter is not really a 
norm because it does not satisfy the triangle inequality for a norm. However it 
can be verified that we do not need the triangle inequality for the latter to show 
that both are comparable.) Now VP3 (0, 0) = 0 (hypothesis) and so if OP is 
uniformly bounded below then J al ~: 2. Let mp,q = m, q - m ,q where 
ij, 'y) 
= ff exp(i2s + i772 -qt + i72' (v_vi)P(S  t))b(s)(t)dsdt 
= f f exp[iA(w. (s, t, 	s,t))]b(s)b(t)dsdt; 
W = (W1, W2, w 3 ) is the unit vector 	1 	 (2—p , 2—q , 2—(p,q).(v—v j )) 
and A = 
Next we set 45i  (s, t) = w . (s,t,Pj (s,t)). Then 
a j oP 
= Wi + W3 
as 	as 
= W2 + w3 --- and at 	 at 
= w3OP, for IaI > 2. 
Since w is a unit vector, 0ap  is uniformly bounded below for some a with I al > 2, 
and P3 is uniformly in any C' class; it follows that OM J is uniformly bounded 
below for some a. Also P3 being uniformly in any C' class, (Dj is uniformly in 
any C' class and so estimate (2.13) (with A independent of (p, q) E Z(j)) for m q 
follows from van der Corput's lemma in higher dimensions (Proposition 1.7.5). 
The same estimate holds for m 2 ,  also because it is just the special case of m, q , 
i.e., when P3 is a monomial. This completes the proof of Lemma 2.4.2. 
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We shall use the estimates of Lemma 2.4.2 to show that the multiplier of E(j) 
is an LP multiplier on R3 and in particular it is a bounded function. For this 




Z, (j) = (p, q) e Z(j) : (p, q) = d 1j-1 + eN and NE N*}  andd Ti j 
Z2 (j) = {(p, q) C= Z(j) : (p, q) = 	 cl N ij ;NEN and k  N*}. 
Since and 7ij are linearly independent it is clear that Z(j) is the disjoint union 
of Z, (j) and Z2 (j) . Also when v3 = v 1 we add the point (0,0) to either Z 1 (1) 
or Z2 (1). We assume it is in Z 1 (1). We now split E(j) as E(j) = E1 (j) + E2 (j) 
where 
E, (j) = E (Hp ,q - Sp,q ) = Mi(j) - Qi(j) and 
(p,q)EZj (j) 
E2 (j) = E (Hp , q - 	= M2(j) - 
(p,q)EZ2(j) 
To prove Proposition 2.4.1, it suffices to prove the next proposition. 
Proposition 2.4.3 For 1 < j < r and 1 <p < oc, 
IEl (j)fI Lp < A(p,j)IfLp and 
E2(j)fILp <A(p,j)IIfILp. 
Proof: We give the proof for E1 (j). The proof for E2 (j) is exactly the same. 
We split Zi (j) as 
Z, (j) = 	Z1' (j) where 
N>O 
k+N 	N 
Z' (j) = (p, q) E Z, (j) : (p, q) = 
	d 
7 -1 + 	 C N}. 
(When j = 1, we add (0,0) to Z(1).) 
Set 
E N 3 = 	 (Hp,q - Sp,q ). 
(p,q)EZf  (j) 
Then 
E, (j) =EJ  
N>O 
Proposition 2.4.3 is now a consequence of the following estimate. 
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2.5 The If estimates for E'Y  
Proposition 2.5.1 For 1 <j <r and 1 <p < 00 
MEfII Lp < A(j,p)2_ o(iP)N IIfII L p 
for some 6(j, p) > 0. 
We first obtain the L2  estimate. For that we need the following improved estimate 
over estimate (2.12) for (p, q) e Zf(j). 
Lemma 2.5.2 For (p, q) e 
mp,q (, 71, 'Y) I 	AIyI2 N 2_ , j 	 (2.14) 
for some a> 0. 
Proof: If (p, q) E Z(j) we can write 
k+N 	N_ 
= 	d fl._1+dfl3 
k N 
= 	j-1 + -- (ij–i + TW 
for some positive integer k. Now we know that (v — v)-i., ~! 0 and (v—v).i ~: 0 
for all v E A. In particular if v 	v3 then one of the scalar products is strictly 
positive since 	and Tj are not parallel. This precisely means that 
(v — v3) (_' + ffj ) > 0 for all v E A\{v}. 
(p, q) 	
k 
(v—v 3 ) = 	
N 
(v—v 3 )+ 
--( ' 
+). (v—v 3 ) ~ aN 	(2.15) 
for all v e A\{v3 } if we choose a = rin{(i. i + iii ) (v — v2 )} > 0. 
Estimate (2.14) is now just a consequence of (2.10), (2.11), (2.15), and the mean 
value theorem. 




< 	 (2.16) 
 (I'yl 2 '") 
Taking the convex combination of estimates (2.14) and (2.16) we get 
Imp,q(, 11, 'y) 1 :5 
C(12_(P,q)vi)02_c70N 
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for all 9 such that 0 < 0 < 1. Thus if we choose 9 such that 9 = c(1 - 9) i.e. 
9 = f/i + e we get 
mp,q(,i, y ) j 	C2t". 	 (2.17) 
Combining estimates (2.16) and (2.17) we get 
imp,q (6 , 77, 	< C2fN 	
1 	
(2.18) (1 1 12_(,Q)v2 )2 
Now for (p, q) E Zfr(j)  we can write 
(p, q) = k 
	N 
+ --(_' +n3) 




AN = 2_((flj_1i)vi) and 5 
= / Uf 
 + €) >• 
So estimate (2.18) is 
1 	
(2.19) mp , q (, 77, 'y) I 	C2 _ 5N 
It follows from (2.14),(2.19), and the fact a > S that 
1 
mp , q (, ij, ) I <C2_5N mm (IAN2_i_1vi 	
) 
Since we have assumed in the beginning that no edge of C passes through the 
origin, it is easy to see geometrically that 1j-1 v3 0 and so c0 = ( i- . v3 )/d 
is a non-zero constant. Similarly when dealing with the part E2 (j) of E(j) we 
require Tij . v3 =X 0 which again requires assumption that C has no edge through 
the origin. 
(We note that this is the first time we have used the fact that no edge of C passes 
through the origin.) 
Hence 
C2N mill (IIAN2- 	
(IIAN2_0Y/2). 
Thus, 
I 	mp,q (,77,'y) 	:5 









since the sum in k is an absolute constant independent of y and AN. 
Thus we have shown that the multiplier of EN is bounded above by C2 °' and 
so 
E"fjL2 <A(j)2_O(i)N jfj L 2. 	 (2.20) 
For other LP estimates we do not use the difference any more and treat M, (j) 
and Qi  (j) separately. 
For (p, q) = j-1 + 	+) E Zf"(j) and! ES we have 
Hp,qf(x, y, z) = f f f(x - 2s )  y - 2t Z - 	 t))b(s)(t)dsdt 
= f f f(x - cN2cs, y - dN 2_02 kt, z - eN2 T3kp(s t))b(s)b(t)dsdt 
where 
N 	 1 
CN 
= 2 —7(n_1+n) , 0• = 
d 
dN = 	 , a2 = 
d 
eN = 	 , O•3 = 
j-1 Vi 
d 
recalling that Wj = (ri,ri),_1 = (n_,n_j, and v3 = (m,ri3 ). 
We note that the polynomial P3 also depends on k, N, and j since its definition 
involves p, q, and v3 . Also CN, dN, and eN are positive real constants which depend 
on N and j while Ui, a2, and U3 are arbitrary real constants independent of N 
but do depend on j. We see that cr3 0 and a1 and a2 being the components of 
cannot be zero simultaneously. Moreover it is clear that if either a 1 or a2 
is zero then the other has same sign as 93 . So without loss of generality we may 
assume that 92 and 93 are of same sign and that they are positive. 
For k E N we now define the measures /' 
N(k) N(k) 	N
k 	 , and v "




	>= f f f(cN2 ° s, dN2_ 2l t, eN2 3k Pj(s, t))çb(s)'b(t)dsdt 
N,(k) 
<f, Uk 	>= f f f(2s, 2_a2 kt ,  2_c3kPj(s, t))(s)(t)dsdt 
< f,V N, (k) 
>= f f f(s, t, j(s, t))(s)(t)dsdt 
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for those k's for which i_i + 	+ Yi) = (p, q) E Zf"(j) and for all the 
other k's we define them to be zero distribution.We see that is just a fixed 
dilate of v' and also that v''s are the one parameter dilates of vN,(k)  So if 
we set 






then it is clear that IIMJ'1ILP_LP = IIL.7IILP_LP. Thus it is enough to get the Ii" 
estimates for the operator L. For this we cannot apply the standard Littlewood-
Paley theory because a, 0`2  and a3 may not be of the same sign and so here our 
approach differs from the one in [CWW]. Our approach shall use Theorems 2.2.1 
and 2.2.2 which are due to Duoandikoetxea and Rubio de Francia [DR]. For 
convenience we drop the superscripts N and (k) and denote v' by Vk - We 
then have the following estimates for ilk. 
Lemma 2.5.3 
Cmin (2_0'2k11  +2 -0'3kl_f l (2_12k171 +2 -,73k 17ir'), 
for some positive constants C and 6 independent of N and k. 
Proof: Since (t) is odd, 
l, 0,0) = f f exp(i2_1ks)5(s)0(t)dsdt 0 
= II;;;(e,?1 ,'y) —i(,0,0) 
and so the first (size) estimate for V follows from the mean value theorem. The 
second (decay) estimate is just an application of van der Corput's lemma using 
the fact that P3 (s, t) is uniformly in any Cm class (for IsI, iti 2) and that &'P is 
uniformly bounded below for some a with J al :?: 2. We omit the details here since 
it is just a repetition of the proof of Lemma 2.4.2. This completes the proof of 
Lemma 2.5.3. We now use these estimates of to prove the following important 
lemma. 
Lemma 2.5.4 For 1 < j <r, and 1 <p < oo, 
IJMJ'TfIILP <A(j,p)iIfiILp. 








(,7) and A(t) 
= [t2 	
].   
Then Lemma 2.5.3 implies that 
l((°, ) I :!~ C mm (IA(2I,  IA(2I 1). 	(2.21) 
Moreover A(st) = A(s)A(t) and A(t) satisfies the Rivière condition since we 
have assumed that 0'2  and a3 are positive. Thus if we can show that ii*(f) = 
sup I I vk  I * f I is bounded on L' (R3 ) (with Lq - norm independent of N) for all 
k 
q> 1 then Lemma 2.5.4 is just the direct application of Theorem 2.2.2. We shall 
apply Theorem 2.2.1 to {IukI}k>o  to achieve this where for f E 8(R3 ), 
<f, JVk I >= f f f(2's,2 - a2kt 2_3k16 (s) t))I(s)II 5 (t)Idsdt. 
It is obvious from the definition of IVkI  that the total variation of I vk J is uniformly 
(in k and N) bounded above by f  I(s)II(t)Idsdt. If we follow the proof of 
estimate (2.21) then it is easy to see that I'kI  do satisfy estimates (2.2) and (2.3) 
of Theorem 2.2.1. Now 
* g(x) = f f g (x - 2 	s)Ib(s)b(t)Idsdt = C  g(x - 2_U1ks)Ib(s)Ids. 
But I(s)I is a smooth real valued function with compact support and so it is not 
difficult to see that 
sup Ivkj° * g(x) 	CMH (g)(x) 
where MH denotes the Hardy-Littlewood maximal function. (For proof see [Si]; 
Theorem 2, Chapter III on page 62.) So it follows that v (0) (g) = sup IvkI° * is 
bounded on L(Rl)  for all q> 1 . But once we have the boundedness for v, the 
boundedness of V follows from Theorem 2.2.1and this concludes Lemma 2.5.4. 
If we replace P3 (s, t) in /tk 
N(k) and Uk N(k) 	 rn by am,n,s tn then exactly in the same 
manner, it can be shown that the operator Q7 defined by Q7 = 	Sp,q  j5 
(p,q) E 	(j) 
bounded on L(R3 ), 1 < p < cc, and also that the norm is independent of N. 
But E = MV 
- Q. So 
E7flILp < A(j,p)IIfIILp for 1 <p < cc. 	 (2.22) 
Proposition 2.5.1 is now just a consequence of interpolation between the esti-
mates (2.20) and (2.22). This completes the proof of Proposition 2.5.1 and hence 
Proposition 2.4.1 and 2.4.3 also. 
Thus, H is bounded on 17(R3 ) for 1 <p < cc if we prove the following estimate. 
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2.6 The LY estimates for the approximating op-
erators 
Proposition 2.6.1 For 1 < j < r and 1 <p < 00, 
IIQ(i)fIILP < A(j,p)MIIILP 
where Q(j) = 	jj Sp,q. 
(p,q)EZ(j) 
Proof: We exploit the Ricci and Stein theorem to prove the above estimate. For 
(p, q) e Z(j), 
S,f(x, y, z) = ff f(x - 2s, y - 2t, z - am3,n3 2_(P.)ismitfi(s)(t) dsdt. 
We define 
<f, 	>= f f f(s, t, 	 dsdt 
if I = (p, q) is in Z(j) and otherwise (') = 0. Thus the non-zero , Y's are all 
identical here. Next we define the dilate M, of 	by 
<f, 4I) >= ff f(2s, 2t, am , n 	 dsdt. 
Clearly, 
Q(j)f = 	Sp, q f = 	, I) * 
I=(p,q)EZ(j) 	I=(p,q)EZ(j) 
Thus we are done if we show that (I)  satisfies all the conditions of the Ricci and 
Stein theorem (Theorem 2.2.4). But apart from the cancellation condition all the 
other conditions are easy to see at this stage. The cancellation condition of the 
Ricci and Stein theorem in our setting is 
= 0 if (m'x) E V5 and rank (F5) <2 
—1 	0 1 . 
where the dilation matrix F is given by 	0 —1 
—m 3 —n 3 
Thus the possible choices of S for which rank (F 5 ) < 2 are S = {1}, {2}, {3} 
and furthermore, if m3 or n3 is zero then S = {2, 3} or S = {1, 3} respectively. 
This means that the required cancellation conditions for are i(')\e) = 0 
for all ). E R and 1 < j < 3, where {e 3 } forms the canonical basis for R 3 ; 
and furthermore if m3 or n3 is zero then (')(O,i,y) 0 or jt(')(,0,y) 0 
respectively . But this is easy to see since in all the cases the integrand is an odd 
function of s or t if at least one of m3 and n3 is even. This concludes the proof of 
the sufficiency part of our main theorem in the case when no edge of the convex 
hull C passes through the origin. 
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2.7 The case of an edge through the origin 
We next consider the case when C has an edge through the origin. It is clear that 
C can have a maximum two such edges and also that they cannot be adjacent 
edges. In this case the basic idea of the proof is same as before but we need some 
modifications. We use the same notation as in the previous case. 
Once again we show that the operator H is bounded on LP(R3 ) by showing that 
M(j) = 	Hp,q is bounded on LP(R3 ) for all 1 < j :5 r. 
(p,q)EZ(j) 
If v3 does not lie on the edge through the origin then we proceed exactly in the 
same manner as in the previous case. So we assume that one of the r corner 
points of C, say the corner point v2 = (m 2 , n2 ) is on an edge through the origin. 
Suppose this edge is 31 U2 and so we have 7i . = ~ffl . v 1 = 0. (This of course 
means that v 1 is also on the edge through the origin and that v2v3 or Vr V1  cannot 
be another edge through the origin if it exists.) The above proof of L" estimates 
for M(j) then breaks down for M(1) and M(2) as the proof of Proposition 2.4.3 
requires that j1  v, and Tij . v3 are non-zero. So we give a separate proof for 
M(1) and M(2) in this case. In fact we shall give the proof for M(2) only. The 
IY estimates of M(1) can be obtained similarly. 
We need to show that M(2) = 	Hp,q  is bounded on LP(R3 ) for 1 <p < oo. 
(p,q)EZ(2) 
Set 
e = {v = (m, n) e A: v = (m, n) lies on the edge !D 1 V2} and 
	
P(s,t) = 	am ,fl smt'. 
(m,n)Ee 
For (p, q) E Z(2) and f E S we define 
Sp, q f(x, y, z) = 211 f f f(x - s, y - t, z - Pe (s, t))(2Ps)0(2t)  dsdt and 
Q(2) = 	Sp,q. 
(p,q)EZ(2) 
Let E(2) = M(2) - Q(2). We then have the following proposition. 
Proposition 2.7.1 For 1 <p < oo, 
IE(2)fI L p < A(p)IfILp. 
Proof: For (p, q) in Z(2), let mp,q denote the multiplier corressponding to Hp, q - 
Sp,q . Then 
mp , q (, i, 'y) 
= ff exp(i2 	+ ii2_t))  1exp(i'yP(2s, 2_ut) 




P(2s, 2t) = 	j 
v=(m,n)EA 
= 	 where 
.P(s, t) = 	U
- 
m,nt-) 
 _(p,q).(v_v2)8mn 	 (2.23) 
v=(m,n)EA 
and also 
_at) 	 (p,q) Pe (2— Ps, 2= 2P (s, t) where 
P(s,t) = 	a
rn,n 9_(P,q).(v_v2)5mn 	 (2.24) 
v=(m,n)E E 
Thus 
mp,q(, 77, 'y) = f f exp(i2'8 + i2 t) [exp(i72_(Th'2(s,  t)) 	(2.25) 
- 	 t))] (s)(t)dsdt. 
We then have the following estimate for mp , q . 
Lemma 2.7.2 For (p, q) e 
A 
mp,q (, il, ) 	
( lI2-  + i 2- + 12_(P,q).v2)€ for some 
€ > 0. 
We omit the proof of this lemma as it is similar to that of Lemma 2.4.2. The 
lemma implies that for (p, q) e 
mp,q (, Ti, -')I 	
A 	
(2.26) 
Next we split 
Z(2) = {( p, q) E Z x Z: (p, q) = ri 1 +rl2; k E N, I E 
N*where  d is a fixed positive intege 
as Z(2) = U Zc(2) where 
kEN 
Zk(2) = {(p, q) e Z(2): (p, q) = 11+2; 1 E N where d is a fixed positive integer }. 
Let 





Proposition 2.7.1 is now a consequence of the following estimate. 
Proposition 2.7.3 For 1 <p < oo, 
IIEIILp 	A 2 'IfILp for some 8 > 0. 
The constants A and 8 are independent of k. 
First we shall get the L 2  estimate and for that we need the following estimate. 
Lemma 2.7.4 For (p, q) E Zk(2), 
< A 17 12—.k2_(p,q).v2 for some o > 0. 	(2.27) 
Proof: We know that 
	
P(s,t) - 	(s, t) = 	 a rn,n 
v=(m,n)EA\e 
Thus if we show that (p, q). (v - v 2 ) ~! ak for all (p, q) E Z1 (2) and all v E A\E 




(v - V2) = (ffl 	- V2)) + (i2. (v - V2)). 
But we already know that T, . (v - v2 ) 	0 and 2  . (v - v2 ) ~: 0 for all v E A 
where Til and W2  are the normal vectors to the edges 3jiJ2 and ;U2V3 respectively. 
Also it is clear that Ti l . (v - v 2 ) = 0 if and only if v - v2 is parallel to ij1J2 or in 
other words v lies on the edge T1V2  of C. So for v E A\E we have the following 
strict inequality 
(v - v2 ) > 0. 
If we now choose 
1 
o. = —  min { i .(v—v2)}>O 
d v€A\e 
then it is easy to see that (p, q) . (v - v2 ) ~! cik for all (p, q) e Zc(2)  and for all 
v e W. This completes the proof of Lemma 2.7.4. 
Proof of Proposition 2.7.3: The rest of the proof for the L 2 estimate of E is 
now similar to the previous case. Like in the proof of Proposition 2.5.1, we use 
the estimates (2.26) and (2.27) repeatedly to get 
mp,q 	 1 	 (2.28) (, ii, 	C2 	mm 	
(2_(P,q)v2)) 




= 	(i2 v 2 ) for some non-negative integer 1. 
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Thus (2.28) is the same as 
mp,q(, 11, )I 	C2-"mm1-y12- 7 ( 2 22), 	1 	 (2.29) 
(12_(2v2))) 
But we know that 2  is normal to the edge 	which does not pass through the 
origin and so Ti2 V2 can never be zero (or since v2 = 0 and and i2 are 
linearly independent). Thus we can use (2.29) to sum mp , q 's over all (p, q) E Zc(2) 
as in the proof of Proposition 2.5.1 and this gives 
>1 	mp,q(,ij ,'y ) I < C2 
(p,q)EZ1(2) 
In other words, 
EfIL2 <A28'IIf  lIL2. 
For other II estimates we do not use the difference. For (p, q) = E Z'(2) 
and f E S, we have 
Hp ,qf(x, y, z) = f 	z - 2-  (p,q)-V2 P (s,  t))(s)(t) dsdt 
= f f f(x - ck2_ chl s, y - dk 2_a21t, z - ek2 1 P(s, t))(s)(t) dsdt 
where 
Ck = 	 = 
dk = 2d' = 
ek =2d(121 v2 )=1 cT3=90, 
= (n,n) 	Ti2 = (n,n). 
k,(1) 	k,(1) For 1 N*  we now define measures ,a , , and VC,  (Z) by 
< f, 4' >= f f f(c,2_°' 1 s, dk2 2l t, ek2 1 P(s, t))(s)(t) dsdt 
<f, >= f f f(2"s,2 -1721t 2_a3lP(s,  t))b(s)b(t) dsdt 
<f 
k,(1) >= f f f(s, t, (s, t))(s)(t) dsdt 
for those i's for which 	+ 17i2 = (p, q) E Zc(2) and for all the other i's we 
define them to be zero distributions. (We should not forget that the polynomial 
.(s, t) depends on k and 1.) 
Thus as before if we define 
Mf = E Hp,qf = v— k,(1) * f and 
(p,q)EZc(2) 	1>0 
'ç k,(1) Lf=v1 *f 
1>o 
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then IIMLp_Lp = IILIILp_Lp for 1 <p < 00. 
Next we set Q = >2 Sp,q where we recall that 
(p,q)EZ"(2) 
Sp,q f(x,y,z) = 2 7''fff(x_ s,y - t,z - P( s, t))(2Ps)b(2 qt)  dsdt. 
We then have the following lemma. 
Lemma 2.7.5 For 1 <p < oo, 
12 IMfIi Lp < AJf 	and 
IQfMLP < Af JILP 
where the constant A is independent of k. 
This can be proved exactly in the same manner as in the proof of Lemma 2.5.4 
and so we omit the details here. But E2k = M - Q and so 
E1MLP <AIfJ L p for 1 <p < 00. 
Proposition 2.7.3 then follows by interpolating the above II estimate with the 
previously obtained L 2 estimate. To conclude that M(2) is bounded on 17(R3 ) 
we now just need to prove the following proposition. 
Proposition 2.7.6 For 1 <p < 00, 
< AJfLP 
where 
Q(2) = >i: Sp,q. 
(p,q)EZ(2) 
If we define R(2) = >2 Rp,q where 
(j,q)eZ(2) 
Rp, qf(x, y, z) = ff f(x - 2s, y - 2t, z - 2_(P)2 sm2tn2)b( s)b(t)dsdt 
then using the Ricci and Stein theorem we can easily show that R(2) is bounded 
on 17(R3 ) since at least one of the coordinates of v2 = (m2 , n2 ) is even. We have 
done this earlier (Prop. 2.6.1) and so we omit the details here. Thus, Proposition 
2.7.6 is now a consequence of the following proposition. 
Proposition 2.7.7 For 1 <p < 00, 
J(Q(2) - R(2))fILP < AMf. 
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Proof: We recall that 
E = { v = (m, ii) e A : v = (m, n) lies on the edge 3jU through the origin}. 
Since V—, U2 is an edge through the origin (and v2 is the corner point of C) it is 
clear that for all v = (m, n) e e either 
m >_ m2 and n > n2 or 
M<-M2 and n n2. 
So without loss of generality we assume that (i) holds. Then for each v e E\{v2}, 
V - V2 = CevV2  
for some positive real constant c,. But we also know that for (p, q) E Z(2), 
(p, q) . (v - v2 ) > 0 for any v e A. So in particular for v E E\{ v2 } we have 
0 < (p,q). (v - v 2 ) = (p, q) avV2 = av ((p,q) . v). 
But av being positive means that (p, q) v2 > 0 for all (p, q) E Z(2). In other 
words we can write 
Z(2) = U ZN(2) 
N>O 
where 
ZN(2) = (p, q) e Z(2) (p,q).v2 =pm2 +qn2 = N}. 
This helps to decompose our operator as 
Q(2) - R(2) = ii: [QN(2) - RN(2)J where 
N>O 
QN(2) - RN(2) = 	[Sp, q - Rp,q]. 
(p,q)eZ"(2) 
Thus Propostion 2.7.7 is just a consequence of the following proposition. 
Proposition 2.7.8 For 1 <p < oc, 
M(QN(2) - R "'(2))fJLP < A p2SNIIfI L p 
for some 5> 0. 
Proof: We first obtain the L 2 estimate with some decay in N. For (p, q) E ZN(2) 
let dp ,q denote the multiplier of Sp, q - Rp,q . Then for (p, q) E ZN(2)  we have 
dp, q ( )  17, "1) = 
ff exp(i2_Ps+i172_t) [exp(iy2"P (s )  t)) - 	 (s)b(t)dsdt 
where 
P(s,t) = am2,n2sm2tn2 + 	am,n 2_zsmtn. 
v=(m,n)Ee\v2 
If we set a = min c, > 0 then using the mean value theorem and van der 
vE(\{v2} 
Corput's lemma we can deduce the following estimates: 
k1p,q(e,m'y)I :5 C min (2_Iy2_ N I, J y2_ N 1_) 	 (2.30) 
= klp, q (,71,'y) :!~ -ON 	 (2.31) 
for some 6> 0 independent of p and q. We shall now use the additional assump-
tion in the hypothesis of our main theorem. According to this assumption since 
the edge 1iJ2 passes through the origin, no point of E can have both coordinates 
odd. If we use this assumption along with the fact that for all (m, n) e E the 
ratio rn/n is constant then at least one of the following must be true: 
for all (m, n) E £,rn is even, 
for all (rn, n) E S, n is even. 
If (i) is true then Pe(s,t)  is an even function of s and if (ii) is true then P6 (s,t) 
is an even function of t. We assume without loss of generality that n is even for 
all (rn, n) E e and so )5,, (s, t) is an even function of t. Thus 
ff exp(i~2-Ps + i72_NP8(s,t))0(s)b(t)dsdt  0 and 
ff exp(i~2-Ps + j2_NSm2tn2)b(S)b(t)d8dt  0. 
Using these extra cancellation conditions it is easy to see that 
< -q j. (2.32) 
Using (2.31), (2.32) and van der Corput's lemma we deduce that 
dp, q (, 	)I < C2" min(I77I2, (112—q)-1)€ 	 (2.33) 
for all (p, q) e ZN(2)  and some €, 6 > 0. Thus 
dp,q (,'i,y)I 	:5 
(p,q)eZ 1 (2) 	 (p,q)EZ"(2) 
• C>Idp,q (, 77 , -y) I (assuming m2 0 for time being) 
qE Z 
• C2  -6N 	min(2_ ,  (j 77 2 _q)1)€ 
qEZ 
• C2 
=. JQN(2) - R" ( 2)fIL 2 < C2'IIfIL2. 
Using interpolation, Proposition 2.7.8 now follows from the following proposition. 
Proposition 2.7.9 For 1 <p < 00, 
II(QN(2) - R N (2))fIILp < Ajfj LP . 
Proof: We shall use Theorem 2.2.1 and Theorem 2.2.2 (due to J. Duoandikoetxea 
and J. L. Rubio de Francia) to achieve this. We do not need the difference anymore 
and so we shall prove the above estimate only for Q"T (2). The proof for RN(2)  is 
similar. Now 
QN(2)f = 	: Sp,qf=>pq*f 
(p,q)€Z"(2) 	qEZ 
where we define 
<f, Pq >= ff f(2s, 2t, 2N 	t))b(s)ib(t)dsdt 
if (P = N—qn2 q) E ZN(2)  (assuming m2 0 for time being) else we define it to 
be the zero distribution. Then using the extra cancellation condition 
ff exp(i2s + i'y2"P (s, t))(s)b(t)dsdt 0 
and van der Corput's lemma we get the following estimate for : 
I(em"I < Cmin(I2_'1I,1772 __1)E 
for some e> 0. Thus if we set (0 = (, 'y) and ( = ij then Proposition 2.7.9 follows 
from Theorem 2.2.2 once we show that ptf = SUP IIPq I * f I is bounded on L 4 (R 3 ) q 
(with L' - L norm independent of N) for all q> 1. But {p}Z  satisfy (2.2) 
and (2.3) (with J ° = (, -y), = 'q and A(t) = [t] 11 ) and also I I Pq 11 :5 C with C 
uniform in N and q. So Theorem 2.2.1 automatically gives the boundedness of p 
if we show that p0 )(g) = sup * is bounded on 11(R 2 ) for all p> 1. We 
shall apply Theorem 2.2.1 to Po)  to achieve this. Now p(0)(g) = suppq(0) * 91 
and 
<g, pq(0) >= 	 (using p = N—gn2\ M2 
 
) 
Now define w*(g) = suplwq * 91 where 
q 
<9, Wq > f f g(22/m2s, J6, (s, t))Ib(s)Ijb(t)Idsdt. 
Then we see that pej)(g)(x, y) = W*(9N)(2N/m2X, 2N) where gN(x, y) = g(2_/m2x, 2_Np) 
and so lIp)IlLP_LP = IIw*II L p_ Lp. So without loss of generality we may assume 
that 
<, pq(0) >= f f g(2 qn2 /M2s, ]e(s, t))I(s)Il(t)Idsdt. 
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So 
P, °)(, -y) = 
f f exp[i(221m2s + 'yPe(s, t))1 i(s)Ii(t)Idsdt. 
It is then easy to see that 
To y - p ' PqI (0)  (O,y)i < C122/m21 
and I lpqI(0)(,y) 	Cj2n2Im2p_ 
for some a> 0. Thus {Ip q I(0)}q€z  satisfy (2.2) and (2.3) (with (° = 'y, = e and 
A(t) = [t 2 /12 ]11) and also pO)J 	C with C uniform in N and q. So if we 
show that p(00) (h) = 	p(00) * hi is bounded on LP(R) for all p> 1, where 
> ffh(e(s,t)Ib(s)IIb(t)Idsdt, he 8(R), 
then Theorem 2.2.1 gives the L" boundedness of p* ) for all q> 1. But p,()  are 
all identical (recall that Pe (S ' t) only depends on N and not on q) with pOO)j < C 
(independent of N). As a consequence, p* o)  (h) = sup ii Pq 
(00) * 
hi is bounded on 
L(R) for all p> 1 with the operator norm independent of N. So by Theorem 
2.2.1, Po)(9) = suppq(0) * g is bounded on LP(R2 ) for all p> 1 which in turn 
implies that p' is bounded on L(R3)  for all 4 > 1. This concludes the proof of 
Proposition 2.7.9. 
Remark: We see that the above proofs of Propositions 2.7.8 and 2.7.9 work 
assuming that m2 is not zero. However if it is zero then P (s, t) is a polynomial 
in only t and for all (p, q) E ZN(2), q = N/n2 . We can still apply the same 
techinques as used in the above proofs but with minor modifications. In fact in 
this case using the extra cancellation condition 
ffexp(i?72 - t + i2_Ne(t))b(s)b(t)dsdt 0 
we can obtain the estimate like (2.33) in and p and sum dp,q 's in 'p' rather than 
in 'q' as q = N/n2 is fixed now. In the proof of Proposition 2.7.9 also we sum 
QN(2)f in 'p' taking q as N/n 2 and use similar techniques. Since the proof is 
essentially the same, we omit the details here. 
This completes the proof of the sufficiency part of our main theorem apart from 
the two particular cases. 
2.8 The particular cases 
We need to discuss the case when C consists of just one corner point, (i.e. P is 
just a monomial) and the case when it consists of two end points say v 1 and v 2 . It 
51 	 I . 
.1 
is clear that if C is just a point, i.e., P(s, t) is a monomial then the main theorem 
is just a direct application of the Ricci and Stein theorem (Theorem 2.2.4). In the 
latter case we assume that C has two edges i3jU2 and 1JU (same but considered 
in opposite directions) and let 7i, and 7i2 (= -i) denote the normals to these 
edges respectively. 
Now suppose J1iJ2 (or i) does not pass through the origin. The basic structure 
of the proof in this case is similar to the case where we assumed that C has at 
least three corner points. The only difference in this case is that we have to define 
Z(1) and Z(2) in a slightly different manner. When C consists of only two corner 
points v 1 and v 2 , v - v 1 denotes the same direction as 71iY2 = v 2 - v 1 for all v E A. 
Let i = v - v 1 . Then v - = -ii for all v E A. We once again define 
T(1) = {(p,q) e Z x Z: (p,q). (v - v 1 ) = (p,q) .> O}, 
T(2) = {(p,q) e Z x Z: (p,q) . (v - v 2 ) = (p,q) . (-Ti) > 01. 
Since Til is normal to the edge JflJ2 = i and Y 2 (= -iii) is normal to the edge 
iJ1 , it is easy to see that 
= {(p,q) e Z x Z: (p, q) = a +3;a e R,/3 > O} and 
= {(p,q) E Z x Z: (p,q) =an2+0( — n);a E R,0> O}. 
Also from the first definition of T(1) and T(2) it is clear that they are disjoint 
and moreover if we define 
Z(1) = T(1) U {afli ; a e R} and Z(2) = T(2) 
then 
Z x Z= Z(1)uZ(2). 
Once again we have 
Z(1) = {(p,q) E ZxZ: (p,q) = 
k 
 74+i;k E Z,l E N*, where d is a fixed positive intege] 
and 
Z(2) = {(p, q) E Z x Z: (p, q) = 	+ (— i); k E Z and 1 E N}. 	(2.35) 
We now use this decomposition of Z x Z to split our operator H as H = M(1) + 
M(2) where M(j) = E Hp ,q for j = 1, 2. Thus it is enough to prove that 
(p,q)EZ(j) 
M(j) is bounded on LP(R3 ) for j = 1, 2 and 1 <p < oo. Since the basic structure 
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of the proof is same, we only give the outline of the proof. 
Let v3 = (m3 , n3 ) for j = 1, 2. We define Q(j) = E Sp,, where 
(p,q)EZ(j) 
Sp , q f(x, y, z) = 2 p1 f f f(x - s, y - t, z - amj,njsmitni)b(2Ps)b(2Qt)dsdt . 
Let E(j) = M(j) - Q(j). We can prove that Q(j) is bounded on V'(R3) by 
appealing to the Ricci and Stein theorem. So we only need to prove the I]' 
estimates for E(j). For this purpose, we further split our operator E(j) as E(j) = 
where E = E (H,,, - Sp, q ) and 
l>O 	 (p,q)EZ'(j) 
k Z'(j) = {( p, q) e Z(j) : (p, q) =—Tij+ 	k E Z}. 
It is then enough to show that 
lIEfIJLp < 	 for some ö > 0. 	(2.36) 
We first obtain the above estimate for p = 2. 
For (p, q) E Z 1 (j) let mp,q denote the multiplier of Hp,q - Sp,q . Then 
mp, q (,77,'y) = 
ff exp(i2_Ps+i2t) {exp(iyP(2s, 2t)) - exp(iy2'i am 	t')] sb(s) b(t)dsdt 
Now for (p, q) E Z 1 (j) and v  A\{v3 }, we have 
(p,q). (v - v) = (p, q) . ((_ 1)3+1) > cr1 
for some a> 0. (In fact we can choose a => 0.) Using this fact and van der 
Corput's lemma we obtain the following estimates for mp, q : 
mp , q (,i,'y)l < AIyJ 2_2_) ' vi and 
mp,q(,i,'y) 	A(17I2_ 	).1)i) 	for some € > 0. 
Using these estimates, we sum mp,q 's over all (p, q) E Z(j) and get 
IEfI L 2 < A(j)2 5)1 IfIL2 for j = 1, 2. (2.37) 
Also, using the previous techniques and the theorems due to J. Duoandikoetxea 
an J. L. Rubio de Francia we can get the estimate 
JEflI Lp < A(j,p)IfjILp for 1 <p < oc. 	 (2.38) 
Estimate (2.36) now follows from the estimates (2.37) and (2.38) and so we are 
done in this particular case. 
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Now suppose C consists of two corner points v 1 and v2 and its edge passes through 
the origin. In this case, as we saw earlier (because of the assumption that no point 
of A has both coordinates odd on this edge) the polynomial P will be an even 
function of either s or t. We split the region of integration into Z(1) and Z(2) 
defined as in (2.34) and (2.35). Now for j = 1, 2, define Q(j) = Sp, q where 
(p,q)EZ(j) 
Sp ,q f(x, y, z) = ff f(x - 2's, y - 2t, z - 	 t))(s)(t)dsdt 
and Pi (S ' t) 
= 2(P)viP(2_Ps, 2t). Once again, it can be verified that Q(j) is 
bounded on L(R3 ) for j = 1,2 and 1 <p < oo. This can be done exactly in the 
same manner as in Proposition 2.7.6 and so we omit the details. But in this case 
H = E Sp ,q Q(1)+Q(2). 
(p,q)EZxZ 
Thus Q(1) and Q(2) bounded implies that H is bounded on LP(R3 ) for 1 <p < oo 
and so we are done in this particular case also. 
This completes the proof of the sufficiency part of our main theorem in all the 
possible cases. We next prove the necessary part of the theorem. 
2.9 The proof of the necessity part of the main 
theorem 
First we show that if any of the corner point of the convex hull C has both 
coordinates odd then H is not bounded on L 2 and so cannot be bounded for any 
p,1<p<oo. 
Suppose (k, 1) is a corner point (vertex) of C with both k and 1 odd. We then 
show that H cannot be bounded on L 2 (R3 ). 
Without loss of generality we assume that the coefficient ak,1 = 1. Let Hf = u* f, 
where i is a tempered distribution. If 0 E S then 
f f 0( S, t P(s.t) 
dsdt 
St 
We consider a family &s  of dilates of /1 such that 1u5 - v (in the sense of distri-
butions) as 5 -+ 0, where 
<,v >=p.v.ffq(s,t,s1ct1)t 
St 
If now 1u * f were bounded on L 2 , then ,t * f would be uniformly bounded on L 2 , 
and so f i-+ ii * f would be bounded on L 2 . However f i- v * f is not bounded 
on L 2 (Section 2.9.1). 
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Thus to prove our claim we just need to show that ,t&s —+ v as S —* 0. Since (k, 1) 
is a corner point, there are numbers a and b so that ak + bi < am + bn for every 
(m, n) in A\{(k, 1)}. We then define ii,s() = where, 
t, u) = /(15_a8, S_bt , S_(ak+b 1)) 
So after a change of variables, we see that 
dsdt 
<,Iio >= ffq5(s,t,Po (s,t)) 
St 
where 
P6(s,t) = sIcti + 	S€mnamn smt n 
(m,n)EA 
(mn)é(k,1) 
with Em,n = am+bn — ak — bl >0 for (m, n) (k,1). Let c and ,13 be fixed small 
positive numbers. So 
<, — U> 
= 
 
4, 1:5 11311fltl:~ 11-513
[(s, t,  P-5 (8, t)) — (s, t, sktl)] dsdt St 
+ 
X 	
çb(s,t,P5 (s , t)) 
dsdt 
sI ~ '/ 	 St + f< 	
(s, t, P3 (S ' t)) 
dsdt 
St 
dsdt dsdt — 	(s, t, sktl) St — 	(s, t, sktl) St  TtI ~ / 	 ItIi/ofi 
— f3 ~ 1/ôa (s, t) skti) 
dsdt 
St 
ItI ~ i/o 
A(S) + B(S) + C(S) — D(S) — E(S) — F(S). 
We shall show that each of the above integrals tends to zero as S —* 0. We first 
show that D(S) —+ 0 as S —* 0. 
D(S) = j< 	[(s, t, 
sktl) — q(s, t, 0)1 
d:dt 
 + 	[(s, t, 0) — OR t, 0)] 
 dsdt 
	
St 	 St ItI ~ 1 / 5P 
:= G(S)+H(S). 
Now q  being a Schwartz function, 
(s )  t, sktt) — çb(s, t, 0)1 	CIsIdItIl 
and also 
cb(s,t,s't') —O (S)  t'O)J  < C/ItI" for all N. 
Combining these two estimates we get 
IsIk/ 2 It1/2 dsdt IG(S)l :5
ltlN/2 	Isti Iti>iiø 
CS_ Ø(N_1) (for large N) 
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3I ~o_a isI'/'2 
and so H(S) -+ 0 if we choose N > a//3. Thus, D(8) —* 0 as S —* 0. Similarly we 
can show that E(S) —* 0 as S —* 0. Also F(S) —* 0 as S —+ 0 because 
dsdt IF(6)1  C 	 =  31>6-01 1s121t12 IiI 6.- 
Next we consider B(S). We write B(S) = B 1 (S) + B2 (S) where 





B2 (5) = (s, t, P5 
filli ~!(116) 11 	
(s, t))— 
St ItI>1 
Now 0 being in S has decay in each variable and so it is easy to see that B2 (5) = 
O(5). To estimate B, (J) we may replace the integrand by (s, t, P5 (s, t)) — 




But for I sl> land Itl < 1, 
(s, t, P5(3 1 t)) - (s )  0 1  P5 (s, 0)) 
= f 	[(s, rt, Po (s, rt)}dr = Q(sdt) 
if d = degree of P5 . But q being Schwartz function we also have 
(s,t,P5(s,t)) — (s,0,P5(s,0)) = 0(1/8  N),  for all N EN. 
Combining these two estimates we have 
q(s, t, P5 (s, t)) — (s, 0, P5(s, 0)) = 0 (-k), for all N E N 
and for I s  I > 1, 1 t I < 1. It is now easy to see that B, (J) = Q(5T) for any positive 
integer N. This implies that B(S) -+ 0 as S -+ 0. The proof for C(S) is similar. 
In fact we just need to interchange the role of s and tin the proof of B(S). 
Finally we consider A(S). We write A(S) = A 1 (S) + A 2 (5) + A3 (S) + A 4 (S) where 
the integrands in A 1 , A 2 , A 3 , and A 4 are the same as those in A, but the region of 
integration in A 1 , A 2 , A 3 , and A 4 depend upon large number a (which depends on 
c and /3). In A 1 the range of integration is 6 1 < si 	(l/5)U,5 ~ I tl 	In 
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A 2 we have Is! < 60 ,  5a < Iti 	(116)fl. In A 3 , the range is P < Is! < (1/6), Iti < 
P. Finally in A 4 we have I sl 60, Iti < 6° First consider A 1 (6). Since 
IP5(s,t) — sktlI = 0(c5) 	if is!, ItI < 1, 
= 0(6'IstI') (d = degree of P5 ) if Isi, It! > 1, 
it follows by the mean. value theorem that 
1A1(6)I < C6 -d+ log2 (1 + 116) 
where 77 = mine, ,,. This shows that A 1 (6) —* 0 as 6 —+ 0 if we choose c and 3 
sufficiently small. 
We do not try to use the difference to estimate A 2 , A 3 , and A 4 but rather the fact 
that we are integrating over a small set. 
Consider, for example the A 2 case. We write A 2 (6) = A5 (6) — A 6 (6) where 
A5(6) = f 3<5a 	(s,t,P5(s,t))dsdt 





= f 	(s)t,skt1)dt. S 
We shall show that A 5 (6), A 6 (6) —* 0 as 6 —+ 0. In fact we show this for A 5 (6) 
only. The proof for A 6 (6) follows from 'it. 
We write P5(s,t) = Pi(s,t) + P1(s)  + P(t) with IPI(s,t)i < C j s jj tj if IsI, it! < 1 
and iPI(s,t)I < Cst if I sl < 1, Itl ~: 1 and where w = max{n: v = (m, n) E 
A}. Now 
  f 	[(s,t,P( 	)) 	(s,t, P1(s) + P1(t))A5(ö)  ] 
 dsdt 
St 
















:= A(6) + A(6) + A 5 
3 (6). 
Now if we use the above estimates of Pi(s)t)  when iti < 1 and Itl > 1 then it 
is easy to see that A ' (J) = Q(6C) and A(6) = O(6a_w13 ) which tends to zero as 
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o -~ 0 if we choose a > w/3. Thus we only need to show that A g (s) —* 0 as 5 -+ 0. 
But the integrand in Ag(s) can be replaced by qS(s,t, P(s)+Pj (t))-çb(s, 0, Ps(s)) 
since 
1 	(1 s,0,P(s)) ' -.=0. 
J5 ~ ItI ~ (1/ 	\JI8J<5 7 	 S ) t 
Also 
.(s,t,P(s) +PI(t)) 	 0,P(s)) 
= f —[çb(s,rit,P(s) +riPi(t))Jdri 
11 1 (9 	(9 1 
= f LI0 — _- kb(r2sritr2Pi(s)+riP(t))]dr2]dri+fo 	- [(O,rit,riPI(t))]dri. 
Thus if we set 
F(ri,r2,s,t,5) = 
00
---- [(r2s,rit,r2PI(s) +ri Pj(t))] Or2 Or1 
and 
G(ri ,t,5) 	 P,53  
then 
1 	1 dsdt 
Ag(s) 
= f f drdr f~ 5 f~ ItI ~ (1/5) F(ri , r2 , s,t, 5)— St 
+ 	dr1 f G(ri ,t,5) dsdt fo I8I<5   St 
But 
dSdt L fa:5 1 t1:5 (11'5)13 G(ri,t,S) 	= St 
since the integrand is odd function of s and for F we have IF((r i , r2 , s )  t, 5)1 
CIIqIlc2 Isilti if I SI, Itl 	1 and IF((r i , r2, s, t, 0)1 < Ciilc2 si t' if I si < 1 and 
Itl > 1. Thus after splitting the integral of Ag(s) where t is small and where t 
is large, we see that A. 	
= Q(öU) + Q(50_). So, Ag(s) also tends to zero as 
o —f 0 if a> w3. This concludes that A 5 (5) —+ 0 as 5 -~ 0 and so we finally 
conclude that A 2 (5) —* 0 as 5 —+ 0. 
We omit the proofs of A 3 (5), A 4 (6) -+ 0 as S —+ 0 since they are similar to the 
case for A 2 . In fact for A 3 we just need to interchange the role of s and t and for 
A 4 the proof is much simpler because we deal only with small s and t. Summing 
upwe get A(5)-0as5--*0. Therefore  o()-v(q5)as5--+0 and soHisnot 
bounded on L 2 (R3 ). 
Finally to conclude Theorem 2.1.1, we show that if any point of A on an edge 
of C through the origin has both coordinates odd then H is not bounded on L2. 
To show this of course we can now assume that all the corner points of C have 
at least one even coordinate otherwise the above proof works. Suppose the edge 
through the origin is i,jti2 and so v 1 and v2 being the corner points have at least 
one even coordinate. Set 
E = {v = (m, n) E A : v = (m, n) lies on the edge W 72} 
and 
P(s,t) = 	i am,nsmtn. 
(m,n)E6 
Now suppose for some v = (m, ii) E E, both m and n are odd. We show that H 
is not bounded on L 2 (R3 ) under this assumption. 
We consider a family p6 of dilates of i such that ps —* a as 5 —* 0 as distributions, 
where 
dsdt 
<,a >=p.v.ff(s,t,Pe(s,t)) st 
	
eS. 
We will show below (section 2.9.1) that f '-4 a * f is not bounded on L2 (R3 ) 
and so to conclude that H is not bounded on L 2 (R3 ) it is enough to show that 
,a —+ a as S —p 0. 
Since all the points of e lie on the edge TjIY 2 , there exist numbers a and b such 
that am+bn = 0 whenever (m, n) e £ and am+bn> 0 whenever (m, n) e A\E. 
We then define &s() = t(4,$), where 
06  (5, t, u) =  0(5_a, 5-1t u). 




where P5(s,t) = Pe(s,t) + E Sm,namnsmtn with Ern,n = am + bri > 0 for 
(m,n)EA\e 









q(s, t, P'5 (S ' t))— + 
11 81:5 1 16a(s, t, P5(s, t))—st
ItI>iiø
St 
— 	 (s, t, Pe(s, t)) dsdt - 	(s, t, PE (S ' t)) dsdt st 
ItI ~ 1/o 	 ItI<1/o0 
St 
( s, t , PE (s, t)) d3dt 
ItI>1168 	
St 
:= A(S) + B(S) + C(S) - D(5) — E(S) — F(S). 
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We can show that A(ö), B(5), C(5), and F(ö) tend to zero as S -* 0, exactly in 
the same manner as in the previous case. So we give the proof for D(S) and E(S) 
only. We write 
D(5) = 	AS, t,Pe(s,t)) - ( s, t , O)] dsdt 
 
St 
+ f3<1/äa  [(s, t, 0) - OR  t, 0)] dsdt 




It is now easy to see that H(S) -+ 0 as S - 0. We write G(S) = G 1 (S) + G2 (8) 
where the integrands in G 1 and C2 are same but the region of integration in C 1 
is Ii :!~ 1, Itl ~: (116)'3 and for C2 1 si !~ (1/6), I tl ~! (1/6)'. It is once again 
easy to see that 
C1(S)i < Cf , 	sIu12 It/ 2 dsdt 
where u = min {m: (m, n) E £} ~! 1, w = max In (m, n) E Al and N is as big 
as we want. This implies that C1(5) = and so G, (J) -+ 0 as S - 0 
if N is large enough. The same can be verified for G 2 (6). Thus, D(S) -+ 0 as 
S -* 0. Interchanging the role of s and t we can prove the same thing for E(S). 
Summing up, p() - a() as S -+ 0. This concludes that H is not bounded on 
L 2 (R3 ) in this case also. 
Finally we give the proof of the following facts that we assumed while proving 
the necessity part of the main theorem. 
f i-* v * f is not bounded on L 2 (R3 ). 
f i- a * f is not bounded on L 2 (R3 ). 
2.9.1 Proof that f ii* f and  f -+ a * f not bounded on 
L 2 (R3 ) 
First we prove the following claim. 
. If f 	v * f were bounded on L 2  (R') then 	R'( 77 , 7) is uniformly (in 
E, ', R and R') bounded almost everywhere, where 
ki dsdt 
= fe <j,j<R11<jtj<R exp(i(s + t + s t ))  S  
Let q E C'°(R) with 0 < 0 < 1 so that 0 = 1 in [-1, 1] and is zero outside 
[-2,2]. Let b be a smooth function such that /.' = 1 outside [-2,2] and is zero 
in [-1, 11. Set 









is uniformly (in terms of €, R and coefficients of the polynomial Q) bounded, it 
is not hard to see that V€,,RI — Wl,I?,Rl (, i, y) is uniformly bounded almost 
everywhere. So to prove the above claim it suffices to show that (, 11, 'y) 
is uniformly bounded almost everywhere if f -+ ii * f is bounded on L 2 (R3 ). To 
show this we set 4 61 ,R'(s) = 'l/'(s/E')q(s/R') and 'I',R(t) = 'i/'(t1€)q5(t1R). Now 




€',R'(U)W6,R(v)  U fexPi[( + u)s + ( + v)t + s t 	dtff  
= f f €',R'(U)J!,R(V)v(e + u, i + v, y)dudv. 
But £' being the multiplier of the operator f i-+ v * f is bounded almost everywhere 
if f i-+ ii * f is bounded on L 2 . So 
C1 II €',R' 1IL 1 (R) II We,RIILI(R). 
But it is not hard to see that the L 1 norms of ',R, and xF , ,R  are uniformly 
bounded in €', R' and €, R respectively. So we conclude that W€,,RI(, ij, 'y) (and 
hence €,',R,R' (, i, ay)) is uniformly bounded almost everywhere if f '-+ ii * f is 
bounded on L 2 . The same proof also works to show that is uniformly 
bounded almost everywhere if f '-+ a * f is bounded on L 2 , where 
dsdt 
= fe< j sj:5R1'< j tj:5R 
exp[i(s + i7t +
St 
Thus to show that f '-+ ii * f and  f i-+ a * f are not bounded on L 2 (R3 ) it 
now suffices to show that v6,,RF (, r, 'y) and aR; (, i, 'y) are not uniformly 
(in E , e, R and R') bounded almost everywhere. But being continuous functions, 
it furthermore suffices to show that v€,,RF (0, 0, 'y) and (0, 0, 'y) are not 
uniformly bounded functions. Now 
ds 	 dt 
= fe<jsj<R' Sf<jt j<R 
exp(iys1ct1) 
t 
d 	 dt 
= 2f 	 exp(i'ys' t
i ) — 
1<j tj<R 	 t 
dsl 	 du 
= 2 L s<R' S  fSk C1<jUj<SkR1 exp(iu)— 
4if
e <.q<R 
 dsf 	 du 




urn Vi,R,RI  (0, 0, 'y) = 	loop - 
-4O 	 21 R-400 













f.5<jtj :5 R = 
 
fe<jsj:5R1 	
exp(iy 	am,n smtn) 
S 	(m,n)EE 
We now recall that 
E = {v = (m, n) E A : v = (rn, n) lies on the edge i1i72 through the origin} 
and so for all (m, n) E 9 , the ratio rn/n is the same. Also we have assumed 
that for some (rn, n) E E both rn and n are odd. These two facts allow us to 
conclude that for any (rn, ri) e £, either both rn and n are odd or both are even. 
In particular the corner points v 1 and v2 have both coordinates to be even. It is 
also clear that there exist odd (positive) integers p and q that are relatively prime 
and such that 
m = —n for all (rn,n) E S.  
Also q being relatively prime to p, must divide n and so n/q is always a positive 
integer. Furthermore it is even if n is even and is odd if n is odd.Thus if v 1 = 
(mi , ni ) and v2 = (m2, n2) then n1 /q and n2/q are both even. If we now make a 
change of variable sPtq = u in the t integral of a€,,R' (0, 0, 'y) so that smtn = 
then we can write 
(0,0, 'y) = 21 	f'P cq<Juj:5sPRq exp(iy 	
a,un/) du 
€' ~sR' s q 	(m,n)EE 
Therefore, 










and P(u) = 	au' 1" is some polynomial in u such that the highest and 
(m,n)ee 
the lowest power of u in P(n) is even and also it has at least one monomial with 
odd power. But as we shall see, M(-y) 0 0 and so it follows that a,R' is not 
uniformly bounded in €' and R'. This completes the proof of the necessity part 
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of the main theorem and this also concludes the proof of the main theorem. 
Note : The fact that M(-y) 0 0 is proved in the final section of this chapter by 
developing the asymptotic expansion of the integral. 
In the following section we discuss the failure of the end point estimate for the 
double Hubert transform in R 3 . 
2.10 Remark about the end point estimate 
We proved earlier that the double Hilbert transform H is bounded on L"(R3 ) for 
1 <p < 00 if we impose certain conditions on the polynomial P(s, t). However it 
is not hard to see that the L 1 estimate for H fails for any polynomial P. In fact 
we shall show that H is not even weak-type 1-1. 
For N E N, set 
BN = {(u,v,w): Jul :~ 1,M < 1, and l wl :~ AN d} 
where A and d are constants to be determined later. If fN = XBN, then 
HIN( L f 
00 
x,y,z) = 	 xN(x - s,y - t,z - P(s,t)) dsdt --St 
	
= Hf(x,y,z) 




IzP(s,t)I< AN 1 
Now if JxJ> 2, then 
xl 	3 Ix - SI ~ 1 = Ix - l 	ixl/2 = 	Isl 	IxI. 
Similarly for ii > 2, 
 yJ 




20< x,y < 2N = 10< I sl, Iti <3N. 	 (2.40) 
We now choose A large enough so that if 10 < Isl, iti < 3N and izi < N  then 
iz - P(s,t)i :!~ lzi + 1P(s,t)i < AN (2.41) 
for some positive d. (In fact d can be chosen as the degree of P(s, t).) From 
(2.39), (2.40) and (2.41) it follows that for 20 < x,y < 2N and izi <Nd; 
IHIN(x,y,z)i 
= ff x—a < 	
dsdt 
1 st 1Y-t1<1 
z — P(a,t)I<AN" 
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dsdt 







So for a= 
{ 
(x,y,z): IHIN(x,y,z)I > a = 16 ) I  
120<x,y<2N 1 	1 
1. z<N 	:—> 
120 <x,y < 2N 
1 <N 	:xy<N z  
Thus if H were weak-type 1-1 then we should have 
120< x,y < 2N 
1 z<Nd 	:xY<N1<CNIIfNIIl<CNd+1 
for all N as 11 fN Il l = O(Nd).  But this is not possible since 
120<x,y<2N N120 N/y 
1 IzI <Nd 	: xy < Nj = 2Ndf 	1=20 dxdy =20
> 2Nd [N{log(N) - 2 log 20 — 1}]. 
This proves that H is not weak-type 1-1. 
2.11 Asymptotic expansion of a special integral 
We recall that towards the end of the necessity part of the main theorem we used 
the fact that the integral M(-y) is not identically zero. So in this section we show 
that 
M() = f-00 exp(iP(v)) 	0 V 
where P(v) is some polynomial in v such that the highest and the lowest power 
of v in P(v) is even and also it has at least one monomial with odd power. We 
shall assume without loss of generality that all the coefficients of P(v) are equal 
to 1. It can be verified that the proof below works in all other cases. From the 
definition of P(v) it is clear that the integral M(-y) can be written as 
00 




where a 2 's are all positive even integers, /33 's are all positive odd integers with 
a 1  <fl1,a8 >0,a<afor1 <i<j<sand/3</3for1<i<j<t.The 
factor 2i in the above integral of M(-y) is not of much importance and so we shall 
ignore it from now. 
(In the proof below, 'c' denotes a general constant that depends on as 's and f3's 
but not on y.) 
If we now make a change of variable -y'/ ' ,, v = u, then 
(00 	l_J 	 _L 	 du M('y) 
= J e'' 
a3u02+...+uas)i(l 3u 




(u) = 	a U0 ' + 'y 	Q2 	+ u0 and 
a 2 i_.i. 	_2. 	 a ,b (u) = 	Uk" + 'y
1 u 
a
2 + 	+ ,y 
Then 
1/y0 	 du 	00 
M('y) = f e' sin((u))— + sin('(u))— 
du 
A(y)+B(y) 
where we choose 0 such that 
0a8fit <o<<a8fit=k<l. 
a 2 	cI3t 	c 
We claim that for 'y sufficiently small, 
M(y) = cyIc + 0(y1 ) with c a non zero constant and 1 > k. 
In other words, c-y k  is the principal term in the asymptotic expansion of M('y) 
when 'y  is small enough. It then follows that 
M(y)O. 
We first show that B(-y) is an error term, i.e., B('y) = 0('7') for 1 > k. 
Clearly 
1 	°0 	(u)) 	1 	00 	 du B(y) = 	
U 2i fil yo 
:= B i ('y)+B2 ('y). 
If 'y is small and r(u) = çb(u) + I'(u), we see that for u > 11'y9 , 
I 'r'(u)I > cuaBl and 
< cu02. 
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B ( ) = 1 
f11-YO
00 d 6ir(u) 1 du 
1 ')' 	2 	du r'(u) u 
If we integrate the above integral by parts and use the above estimates of r' and 
'r" then we get 
	
too 	r'(u) tL7'(u) 
du+j I I duBi()I 
	1/78 u2r, (u) 2 	1/78 Iu2r(u)2 	I + J 
< 
c ('ys0+ [ 	
1 du) 
- 	 1/78 u3 	/ 
Same holds for B2 (-y) and so 
B(y) = 0(.yQ8°). 
But we know that c0 > k from our initial choice of 9 and so we conclude that 
B(-y) is indeed an error term. We now consider the integral A(-y). 




1/crs 	 du 





yl/O3 	du 	 7lI8 	du 
 ui_ fo u 1 — =   + . . . U 
So E(-y) is also an error term. We now consider F(-y). Since sin (u) = O(b(u)) 
we have 
sin b(u) = 0( -y '- W 81 ) for u < 7 1 /as and 	 (2.42) 
sin 1'(u) = o(1_u/3t) for u > 	 (2.43) 
Let 0 = L fcsc8_1\ Using (2.43) we have 
< c 	a 	 + 	a f 	Ua8_1t_
U 	
'Y1_& ( i-- f
1/7° 	
du 1_L=i du
ilcks 	U ) 
< c 	 [(_9(i+$t) + 	as  ) + 	
(-O(_i+flt) + 	as  




and so if we show that 
1— 	— O(a 3_i+/3t) >0 a3 
then F('y) is also an error term. But this is same as showing, 
a3 - a8_1 
> 9(a3 _ 1 + i3 ) 
a3 
which holds if 91 > 0. However, if 01 <0 we choose 92  such that 0 < 92 <01 and 
write F(y) as 
1/702 	 du 	
1/-'0
du 	1/y0 iUa3 
	
F(y) = [ 	(e - e )sinb(u)— + I esin(u)— - sin (u) 
f7 1/0. 	 U 	J1/°2 	 n 
:= G('y) + H(-y) - I(y). 
Now for G(-y) if we follow the same steps as for F(-y) in the previous case (0 1 > 9) 
then we get 
IG('y)I < cy1_1023_1t) a s 
and since 02 < 01, we see that G('y) is an error term. We now consider H('y). 




Let 'I'(u) = sin &(u). Then we see that 
IF, ( U) = 0 (-Y asUf3t') for u > 
yl/ckB 	 (2.45) 
Now 
f
1 /i d () W(U)dU 
,/-y0 2 
H(y) = -i e 
du 01 (U) u 
1/ 10 1( e2) W (u ) 	 1/° 	u'(u) IF ,  (u) - W(u)( ' (u) + uçb" (u)) 1  du 
 fil -y O2 '() )1,7 -92 
	 (u'(u))2 
So using the estimates (2.43),(2.44) and (2.45) we have 
+3-y 	a 
f,/-y02 




c 	+ 	+ 3k 
(-/ 
0(al-A) + 702_t))] 
Since a8 - Ot > 0,0 > 0 and 02>  0 we conclude that 
H('y) = 0(.)k+€) for some f> 0. 
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In short H(-y) is also an error term and exactly the same proof works to show 




D('y) = fo 	e 3 (sin V) (u) - (u))— + fo 	




+. + 	( 	
dii + fo 	eit8 ey asu y  aaU ) U 	fo U 
:= 
We first consider K(-y). 
 00





Now for 1 < j < t, define 
00 
c(j) = f eiUa8u,6j-1du. 
We shall evaluate the integral c(j) later using techniques from complex analysis. 
So 
L(-y) = c(t)7'. 
Now 
1 k f00 d 	a8 U' N(y) = 	,y J e2u 	aU ia3 	1/70 du U8 
' 00 
+ 





= 0(k+9(a3 —/3t)) 
Thus 
K(y) = c(t)yk + 
Similarly it can be shown that for 1 <j <t — 1, 
K() = c(j) 	+ O(' ° ).  as 
But 1—fij_11a 3 < 1—fi/a 8 for 1 < j <t1 and a8 —fi >O for all j. So we 
have 
1_&—k 	 1\ D(-y) = c(t)'y a 	+ J('y) + Q( 	as j. 
Thus apart from showing that c(t) 0, we just need to show that J('y) is an error 
term to prove our claim. For that we shall use the following estimates. 
sin ib(u) — b(u) = 	 for u < /̂'/as  and 	(2.46) 
M. 
sin'b(u) - 	= Q(73(1_.)u3flt) for u > yl/cs• 	 (2.47) cLs 
Now 
yl/Q3 	 du 	 du J (7) 
= fo 
&8(sin(u) - (u))+ 
f7l/a. 
6iUa3(5jfl(U) - 
U 	 U 
P('y)+Q(y). 
It is easy to see that using (2.46) we get P('y) = 0(_3) and so it is an error term. 
We finally consider Q ('y). 
Let I(u) = sin(u) - (u). Then (2.47) is same as 
(u) = 0(73k u3 16t) for u > 	 (2.48) 
Also, 
= 0 (73ku 3/3t_ 1 ) 
Now 
1/-y d 	a 	du = 	
fiias du U 8 
- 3 (u)u' = 	 ________ 
U8 ) - 	 u2 	
du] 
Thus using the estimates of (u) and 4"(u) we get 
IQ(7)I < c [ (7 39+3k3th9 + 	1+33$tIaa)  + 2 f 1/'Yo 73k j3/3t_1 du] 
+ " < c [(7
+2k 93O) + 72)  + 273k (7(c3_3$t)9 + 'y' a )j 
= c 17k+(2k+30_3)3i9) + ^/ 2] 
Thus Q(y) is an error term if 
2k + (c - 313t)O > 0. 
If (c - 30) > 0 then this is obvious and if not, then 






as - /3t)2/c8I3t 
>0. 
Thus 
M(-y) = c(t)y' + 0(71) with 1 > k. 
So finally we just need to show that c(t) 0. We recall that for 1 <j <t 
00 





From the above picture it is clear that 
c(j) = urn fo 	= urn f f(z)dz R—oo R—*oo 1 
where f(z) = ej8zfli_l. Also, f(z) being analytic, 




f(z)dz < R 	 sin(cO)d9 
"2   
< ROJ fo 	e2°9d8 ( as sin9 > 20/ ,7r if 0 < 9 <  
ir/2c 8 
7rRt3i 
e —RQs  - 2a,Rcl- 
0 
as R —* oo since c > Oj for all j. So this implies that 
c(j) = lim I f(z)dz = urn 1 f(z)dz. 















c(j) = 	 e 	1 du 
in 3j r 
 
1 = 
a8 	\a8J  
0. 
This completes the proof of our claim. 
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Chapter 3 
Double Hubert transforms in R 
3.1 Introduction 
The result of the previous chapter poses a natural question about the related 
double Hilbert transform in one dimension. To avoid some technical difficulties 
we shall consider the local problem only. For f E 8(R), define 
Hf(x) = 
 ff< f(x - P(s,t)) dsdtSt ItI 1 
where P is any real-valued polynomial in s and t. A natural question to ask is 
under what conditions on P do we get I)' boundedness for the operator H. We 
shall give the answer to this question in terms of the Newton diagram of P. 
Let P(s, t) = 	am , n smt where (m, n) E A if and only if a m,n 54 0. For each 
(m,n)EA 
(m, n) E A, we let 
= {(x,y) eR2 : x > m and  ~! n}. 
Set Q = U(m,n)EAQm,n. Then the Newton diagram II of P is the smallest closed 
convex set containing Q; H is an unbounded polygon with a finite number of 
corners (see Figure 3.1 in Section 3.3). We denote the set of corner points by V. 
Let V c A consist of r corner points v 1 , v 2 ,.. . , Vr with v3 = (in, n3 ) for 1 < j r. 
We may choose the order of the points so that m+1 is strictly greater than rn. 
Then n31 is strictly less than n3 . For 1 < j < r - 1, we set aj = so that 
a3 is the absolute value of the slope of the line joining v3 and v31 . The convexity 
of II implies that the a 3 's are decreasing. In addition we let a 0 = oo and ar = 0. 
With these terminology and notation, we have the following result. 
Theorem 3.1.1 For 1 <p < oo, 
IHIM LP  <_ ApJ J fJ J L1' 
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if and only if E 5(j) = 0 where 
jED0d 
1 	 1 4iir  5(j) = —sgn(amj,nj [m + n 
	a - m + n] m3 a 
and V = {1 <j < r : v3 = (m3 , n3 ) E V has both coordinates odd }. 
(When j = 1 the first term inside the square bracket is interpreted as 0 since 
a0 = oo.) 
We shall need the one dimensional analogue of Theorem 2.4 in [RS] at some stage 
while proving the main theorem of this chapter. So before proceeding with the 
proof of the main theorem we first state the one dimensional analogue of Theorem 
2.4 in [RS]. 
3.2 A result of Ricci and Stein 
Theorem 3.2.1 For each k e Z, let 1u(k)  be a measure supported in the unit 
interval, such that 
p(k)(0)  =0; 
:5 C(1 + 	for some C, e> 0; 
C. 
k 
Then the convolution operator defined by the kernel K = > 4' (A k  are the one 
kEZ 
parameter dilates of [L (k)) is bounded on LP(R) for 1 <p < oo, with a norm that 
only depends on p, C and e. 
We now proceed with the proof of the main theorem. 
Proof of Theorem 3.1.1: We begin with splitting the region of integration for 
H. 
3.3 Splitting of the region of integration 
We choose an odd Coo function (s), defined on the real line, non-negative for 





H,f(x) = 2p+q f f f( - P(s, t))0(2Ps)0(2t)dsdt. 
Now we know that if P : R —+ R is any polynomial then 
f—, dt 




is bounded on LP, 1 <p < oo, with bounds independent of the coefficients of P 
(Section 1.5.3). This fact along with 
ii 	(2"s)j5(2t) 	
1 = - if Isi, Iti < 1 
p,q>0 St  
= 0ifIsI,ItI>2 
allows us to assert that the operator H is bounded on LP(R) if and only if the 
operator 
H0 = EHp,q  
p>o 
q>O 
is bounded on LP for 1 <p < oo. So we concentrate on H0 from now. 
For 1 <j < r — 1, let TE = (ri, n) denote the normal vector to the edge U. +i 
such that n' and n are positive integers. (The choice of Tij  is not unique but 
the choice does not matter here.) We also let 	and 1r  denote the the unit 
vector (1, 0) and (0, 1) respectively. Since the a i 's are decreasing, the slopes of 
the lines along l's are increasing as j increases from 0 to r. Also the convexity 
of H implies that 	. (v — v3 ) and ti• (v - v3 ) are non-negative for all v E A 
and 1 <j < r. 
We next define 
T(j) = {(p,q) G  x N: (p,q).(v — v3 ) >0 for ally = (m, n) E A\{v 3 }} 
= flvEA\{v}{(p, q) e N x N : (p, q). (v — v3 ) > 01. 
Remark: If V consists of only one corner point v 1 then we define T(1) = N x N. 
Since 1j .(v—vj )~:0 and j_i.(v—v) ~!0 for all veA once again like jn 
the previous chapter it can be shown that 
T(j) = {(p,q) G  x N: (p, q) = a 1 +/3i;a,8 > 01 
for 2 < j < r — 1. However the proofs for the cases j = 1 and j = r are slightly 
different and so we discuss them briefly. We consider the case j = 1; the case 
j = ,r can be dealt similarly. 
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Figure 3.1: Newton diagram of P(.s,t) = st5 + 82t3 + 82t4 + s4t2 + .2t6 
If a and ,8 are positive then it is easy to see that (p, q) E T(1) since, 	(v - v i ), 
ffj • (v - v i ) are non-negative for all v E A\{vi } and that 	are non-parallel. 
Conversely, if (p, q) e T(1) then by definition, 
(p, q) (v - v i ) = (a o + )3i) . (v - v i ) >0 for all v E A\{vi }. 
In particular, ao•(v2 — vl)+/3l.(v2 — vl) > 0 which implies that &7io .(v 2 —v 1 ) > 0 
since ii, is normal to the edge TIT2 = v2 - v 1 . This in turn implies that a > 0 
since (v2 - v i ) > 0. 
Also 3 > 0 since 
0< q = (p, q) (0,1) = (a0 +/3) . (0,1) = On 2 
and n 2  is positive. This completes the brief proof for the case j = 1. 
Next it is easy to see that 
T(j)flT(k) =Ofor 1 < j < k<r. 
For 1 <j <r - 1, set 
Z(j) = T(j) U {(p,q) e N*  x  N*:  (p, q) = ai_1 ;a > 01 
= {(p,q) E N*  x N*: (p, q) = ai_1 +/3i;a > 0,/3 ~ 0} 
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where N*=NU{O}. For j=rweset 
Z(r) = {(p,q) E N* x N*: (p, q) = 	rl +/3ir; a > O,/3 ~! O}. 
Then 
UZ(j) = N* x N. 
We know that for a given pair (p, q), a and 6 can be determined explicitly and 
so we have 
Z(j) = (p, q) E N* x N* :  (p, q) = E N,1E N*,  where d= n_1 n — n_ 1 n} 
(We note that d is a fixed positive integer for fixed j. It does depend on j but it 
is not relevant here.) This helps to split our operator H0 as 
Ho = EMW 
where 
M(j) = E Hp,q . 
(p,q)EZ(j) 
3.4 The approximating operators and the LP es-
timates for 
Next for (p, q) E Z(j) and f E S we define 
Sp,qf(x) = 2p+q f f f(x - 
Set 
Q(i)= E Sp, q 
(p,q)EZ(j) 
and 
E(j) = M(j) 
- Q(j). 
We then have the following estimate for E(j). 
Proposition 3.4.1 For 1 < j <r and 1 <p < oo, 
IE(j)II LP < A(p,j)IIflLp. 
We first prove the above proposition assuming that v 1 and/or v do not have a 
vanishing x-coordinate and/or y-coordinate respectively. The basic structure of 
the proof is same as the proof of Proposition 2.4.1 in the previous chapter and so 
we discuss it very briefly. 
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d Tij_i+iij ;keN and NeN*} 
and 




i;k E N*  and N  N}. 
(In the case j = r we also allow N to be zero for Z2 (r).) 
We further split Ei (j) as 
E, (j) = 
N>O 
where 
E N = 	 (Hp,q - Sp,q ) and U Z(j) = Zi (j) 
(p,q)EZf(j) 	 N~O 
with 
(k+N) 	N Zf'(j) = (p, q) E Z, (j) : (p, q) 
= 	d j-1 + 
--;k E N}. 
The LP estimates for E1 (j) then follows from the following LP estimates for E. 
Proposition 3.4.2 For 1 < j < r and 1 <p < oo, 
EfILp 	A(j,p)2_S(iP)v IflI Lp 
for some S(j, p) > 0 with the additional assumption that v1 does not have a 
vanishing x-coordinate in the case j = 1. 
Proof: First we note that for (p, q) e ZjN 	and v v 3 , 
(p,q). (v —v3) = 
k 	 N 
(v—v)+ 	+i). (v—v3 ) ~! aN 
if we choose a = 1  minO {(j-1 + ) (v - v3 )} > 0. Let mp,q denote the 
multiplier of Hp,q - Sp,q for (p, q) e Z(j). Then 
mp,q () = f f lexp(ieP(2 -Ps, 2t)) - 	 )J(s)(t)dsdt. 
We then have the following estimates for mp, q using the techniques in Lemma 







for some positive real numbers a and E. Using these estimates repeatedly we get 
mp, q ()I < C2-IN  min (IIAN2_i 1 'v 	 (3.1)
i (IIA N 2_i1vj) I 
for some positive ö and where 
AN = 2_()(fj_1i)vi 
But it follows from the definition of II and j1  that 	v3 54 0 for 2 < j :5 r. 
However, when j = 1, 'i 	= no = (1, 0) and so 710 v i will be zero if v i has a 
vanishing x-coordinate. Thus if we assume for time being that v 1 does not have 
a vanishing x-coordinate then we can assert that 
(3.2) 
From (3.1) and (3.2) it follows that 
	
—IN 	 co 1 C2min (IIAN2_k, (
IeIAN2_or12) (p,q)EZf(j) 	 k>O 
< C2 
This implies that 
IEj"J L 2 <A(j)2_SN IfI L 2. 
For other L" estimates we use the result of Ricci and Stein (Theorem 3.2.1). Also 
we do not use the difference anymore. For (p,q) =i 1 + +) E Z(j) 
and f e 8, we have 
Hp,qf(x) = f f f(X - 2(PQ)V(8, t))(s)b(t)dsdt 
= f f f (X - cN21(s)t))b(s)&(t)dsdt 
where j(,t) = 	 = (m,n),i j = (n,n),a1 = 
v=(m,n)EA 
• V 
and CN = 2((i_1i)vi) . 
d 
Also, cr1 0 since v3 	0 and CN is a positive real constant. We now define 
N, (k) , N, (k) measures Pk 	 , and N,(k)  by 
N,(k) 
<f/k 	> f f f (CN2 Ip j (S' t))O(s)O(t)dsdt 
N,(k) 
<f,Vk >= ff f(2l --kfD j (S ' t)) 0 (s) 0 (t) dsdt 
>= f f f wj (S) t)) V) (s) V) (t) dsdt 
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for those k's for which 	+ ( 14 + ) = (p, q) e Zf'(j) and for all the 
other k's we define them to be zero distributions. Then 
'-. N,(k) 
	




-' N(k) *f uk  
k>O 
so that IlLlILp_Lp = IM"'J"ILP-LP for 1 <p < 00. 
For zíN,(1)  we have the following estimates independent of N and k. 
v N,(k) are supported in a fixed ball (interval) of radius r (because (p, q) (v - 
v3 ) > 0 for all v E A and (p, q) E Zf(j); so P(s, t) is uniformly bounded 
above within the support of '(s)'b(t)); 
ziT)(0) = 0; 
I 	+ I for some C,E >0; 
IIvN,(k) II < C. 
Then by Theorem 3.2.1 it follows that 
LfIJLP <A(j,p)IfII L p for 1 <p <00 
and so 
M."fILp < A(j,p)IIfILp. 
Also if we define 
ç)N 	 C 
- 	 £Jp,q 
(p,q)(=Z(j) 
then the same is true for Q. But E7 = MJV - Q. Therefore, 
EIlLp < A(j,p)IflILp for 1 <p < 00. 
Proposition 3.4.2 is now just a consequence of interpolation between this estimate 
and the existing estimate 
E7L2 <A(j,p)2_ öN IIfI L2. 
The LP estimates for El (j) now follows from the LP estimates for EJ''. 
The II estimates of E2 (j) for 1 < j r can be obtained in a similar manner. 
However, for E2(j) we do not need an extra assumption on v 1 but we do need 
that Vr does not have a vanishing y-coordinate for the case j = r. 
But E(j) = Ei (j) + E2 (j). So this concludes the proof of Proposition 3.4.1 
except in the special cases when v 1 has a vanishing x-coordinate and/or Vr has a 
vanishing y-coordinate. We note that the special cases arise only if P(s, t) has a 
monomial purely in s or in t. 
3.5 The special case 
We saw that the proof of Proposition 3.4.1 breaks down for E(1) and E(r) if 
V 1 and V have a vanishing x-coordinate and y-coordinate respectively. So here 
we give the proof for the P estimates of E(1) assuming that v 1 has a vanishing 
x-coordinate. The proof of the I? estimates of E(r) when v has a vanishing 
y-coordinate is similar. 
We recall that for (p, q) E Z(1) 
Sp,qf(x) = 2q f f f(x - ami , ni s 
But when v 1 has a vanishing x-coordinate; m 1 = 0 and so Sp , q is a zero operator. 
Consequently, 




E(1) = M(1) - Q(1) = M(1) = 	Hp , q . 
(p,q)EZ(1) 
We also recall that 
Z(1) = {(p,q) E N*xN*:  (p,q) = 
k 





Z'(1) = {( p, q) e Z(1) : (p, q) = k + 	e N*}. 
We split E(1) using this splitting of Z(1). We set 
E(1) = 	EIc(1) 
kEN 
where 
Ek(1) = 	Hp.q. 
(p,q)EZC(1) 
Thus we are done if we show that 
ii 
E"(1)fIlLp 	A(p)2-5k IIfIILP  for some ö> 0. 	 (3.3) 
For (p, q) E ZC (1) let mp,q denote the multiplier of Hp,q . Then 
mp,q() = f f 	Pi (s, t))(s)i(t)dsdt 
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and so we can rewrite mp, q () as 
mp,q () = 
ff [expf i ~2  —(p ,q ) -vl  P1 (s )  t) am ,nsmt}J(s)(t)dsdt 
v=(m,n)EA0 
(3.4) 
where A0 = {v = (m, n) E A: m = 01 and Pi (s,t) = 
v=(m,n)EA 
Now 	(v - v i ) > 0 for all v E A and also it is zero if and only if v - v 1 is 
orthogonal to Yio = (1, 0), i.e., has a vanishing x-coordinate. But we have already 
assumed that v 1  has a vanishing x-coordinate and so v - v 1 has a vanishing x-
coordinate if and only if v has a vanishing x-coordinate. Thus we can conclude 
that 
- vi ) >0 for all vE A\A0 . 
So for (p, q) = io + 	E Zc(l),  and v e A\A0 
(p,q).(v—vi) > ak if a = 	min { 0 .(v — v 1 )} >0. 
It now follows from (3.4) and the mean value theorem that 
mp,q ( 	:~ 	j12_ak2_(p,q).vi 
This estimate along with the decay estimate 
C < 
- ( 2_(p,q ) v1 )f 
implies that for (p, q) = + 1 7i, E Zc(1); 
Imp,q ()j 	C2 	mm (Ak2_1.v1, 	
)€/2) 
for some positive 5 where, 
Ak 	= 20 = 1 
and 	v 1 is a non-zero constant. 	. v 1 0 because 	and ii are non-parallel 
and Tio v 1 = 0.) So it is easy to see that 
1 mp,q ( 	< C2 6'min 	2_ 




This implies that 
IEIC(1)fI L 2 < A2C1Ifj L2. 	 (3.5) 
For other LP estimates we invoke Theorem 3.2.1. For (p, q) E Zk(l) and f E 8, 
Hp,qf(x) 
= ff f(X - 2-(p,q).vl Pi (s, t))(s)(t)dsdt 
= f f f (x - Ck2a3lPl(S,t))0(S)b(t)dSdt 
k,(1) where Ck = 2(0v1) = 20 = 1 and a3 = 	0. We now define measures Pt 
and 1k,(1)  by 
k,(1) 
ILI 	>= 
 f f f(2P(s, t))b(s)b(t)dsdt 
and 
<fpk(l) >=  f f f (Pi (S) t)) O (s)O (t)dsdt 
for those l's for which yio + 	i = (p, q) E Zk(l)  and for all the other i's we 
define them to be zero distributions. Clearly 
c-' k,(1) Ek(1)f=p1 *f. 
1>0 
Now for k(1)  we have the following estimates independent of k and 1: 
,zk,(1)  are supported in a fixed ball of radius r; 
plc'(l)(0) = 0; 
IILk1)()I < (1D6 for some C,€>0; 
pk(l < C. 
It then follows by Theorem 3.2.1 that 
JEk(1)fIILp <A(p)IfIILp for 1 <p < 00. 	 (3.6) 
Estimate (3.3) is now just a consequence of interpolation between (3.5) and (3.6) 
and so we can conclude that 
JE(1)f(j LP  < A(p)JfJLp for 1 <p < 00. 
This concludes Proposition 3.4.1. 
Remark: Proposition 3.4.1 does not require any condition on the polynomial P 
to get the LP estimates of the operator E(j) = M(j) 
- 
Q(j) for 1 <j :~ r and 
l<p<oo. 
3.6 The LP estimates for the approximating op-
erators 
We now recall that 
H0 = 	=>E(j) +Q(•) 
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E(j) being bounded on L(R) for all 1 < j < r, H0 is bounded if and only if 
is bounded. So we now establish the I? estimates of Q(j) by introducing 
another approximating operator. 
We recall that for 1 < j r - 1, crj  denotes the absolute value of the slope of the 
line joining v3 and v31  and so the slope of the line along ?i is i/a3 . Moreover, 
ao=oo,ar=O,io=(1,O), and 'i r =(O,1). For 1<j<rwe now set 
R(j)f(x) = f f f (x - amj,njsrnitfi)Xj(s,t)dsdt 
where 
X(s,t) = 	if Itl <1 and tpi1 <Isi <itIi <1 st 
= 0 otherwise. 
Remark: When j = 1, by itIao < I sl < ItIl ,  we mean 0 < Isl < Jt and when 
j = r, by t' < I SI < JtJOr we mean iti r_1 < I sl < 1. 
We now have the following proposition. 
Proposition 3.6.1 For 1 <j <r and 1 <p < 00, 
iI(Q(i) - R(j))fiJLp < A(j , p)iifiiLp. 
The proof of this proposition is very technical and so we postpone it till the end. 
It is clear that once we have Proposition 3.6.1, Theorem 3.1.1 is a consequence of 
the following proposition. 
r 
Proposition 3.6.2 Let T = ER(j) . For 1 <p < 00, 
j=1 
iiTfIiLp —< APIIfIJLP 
if and only if E 5(j) = 0 where 6(j) and Dodd are as defined in Theorem 3.1.1. 
3EDodd 
Before we give the proof of Proposition 3.6.2 we need to study the asymptotic 
behaviour of the integral I() defined by 
f f ItI:51 1(e) =  
IsIitifl 	
st 
where m, n E N, a, 0 > 0, and a is any positive real number. We also consider 
the cases when a = 00 and/or 3 = 0 interpreting It 0°  as 0 and ItI O as 1. If either 
m or n is even then clearly '(c) 0. So we assume that m and n are odd. Also 
if m and n are odd then I(—) = —I() and so it suffices to study I() for 6 > 0. 
It is clear from the definition of I() that I() = 0(1) for small 6 . So our main 
interest is when is large. Now 
I() = 
 
f f 	exp(iasrnt72) 
dsdt 
itia :51.1 :5 1*6 	 st 
1 t dsdt 
= 4i I / sin(asmt) t=ü =t° 	 st 





- 	 (I t n sin(ast)— I — 	 (t = t) s= 	 5) t 
4j 	1 
 (f,= .~t aett 	ds dt - f nt  sin(s) S 	t (east = s) 1  
4j 	sins / 	dt\  f a~ -_) ds 	 (change of order) 
4i  [__n faC 	log(s/a) d 	 fa~ fl 	 logsin s  (s/at) dsmn am+n =O s /3m+n =O S 
= 
4i 	1 	1 ] [jac 	log(s/a) ds] L am+n - /3m+n s=O 5 
1 	sins 	1 4i 1 1 	1 
] 
rj logs ds + log(—) f 
	




log s ds + 	





m + m + 
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( - is=a 	ds)] 
4i 1 1 	1 aC sin S 	 ir 	1 	1 00 sin 5 
= m Lam + n 	m + flj [L=0 s 2 << =a S 	] I - i 	____logsds+_log(_)_log(_)f 
1 1 	[ 7r 	1 	ir 	1 
rnLam+nfl 
lo()+log(
m+n 2 a 





logs ds - log() f ds I+ m am+n m + fl 	5 	 aC s=aC S 	j 




a. flS4i1 	1 	1 	]Iir 	1 	1+ 	
am+n 	
1 log(log()j 	ds+ losds]m+ n L2 a aC S 	S 
4 	1 	11 
1,  (0 + 4i 
[ 	
1 	- 	1 1 12(e) = rn[am+nm+n] 	— 	____ m cxm+n /3m+n] 
where 11 (C) = 7/2log(1/) and 
1 7r 	1 
- log() / 	ds + J 	logs ds 
roe 	
] 
12(C) = [log(_) 	
aC 5 	3=0 5 
We next claim that 12(e) = 0(1) for large 6. 
We see that 
	
log(1/a6) 	ds=O(1) Ea. S 











 logs ds + I 	logs ds = 0(1) 
S 	 ./3=1 5 
since near the origin (log sXsin is an integrable function and when 1 s < 	we 
integrate by parts. This concludes our claim that 12(C) = 0(1). Thus we have 
1(C) = 0(1) for small C 
4i 	1 	1 	hr 
m {am+n m+n] 
log()+0(1) for large 
It can be verified that the above result about 1(C)  also holds in the cases when 
c = oo and/or ,8 = 0 interpreting 1/cm + n as 0. We now give the proof of 
Proposition 3.6.2. 
Proof of Proposition 3.6.2: Let (C) denote the multiplier of R(j) for 1 < 
j < r and r(C)  denote the multiplier of T = >R(j). It is then clear from the 
above computation of 1 (C) that 
0 if either m3 or ri3 is even otherwise 
T3(C) = 0(1) for small C 
= sgn()6(j) log(1/) + 0(1) for large C 
where 
4i 7r 	1 	 1 	
) 
8(j) = sgn(amjn3)—_ 	





if and only if E 8(j) = 0. In other words 
jEDodd 
TfIL 2  <AIIfI L 2 
M. 
if and only if E 5(j) = 0. Thus to conclude Proposition 3.6.2 we now just need 
3EDodd 
	
to show that if 	5(j) = 0 then 
jEVodd 
IITf IILP <A!IfIJ Lp, 1 <p < 00. 
For this we use the Hörmander-Mikhlin multiplier theorem (Theorem 1.3.4). Thus 
it suffices to show that r E C' away from the origin and that 
= O(1/). 
For small 6 this obviously holds so we just need to show this for large 6 . But T(6
) = r) = E r) and for large 6 , 
j=1 	 jET).dd  





dr sin(Iam3 ,nj lll) = 	) = 	sgn()5(j) (sgn()log(lamn .Ill) 
JEDodd 	 l'l 
sin(lam3 ,nj ljf) 	1 	00 	 sins 	\ 
I —sgn() log(lamj,nj 110 	+ sn(e) ds 1j 
f,-mj ,nj R1 s I 
25(j)
(flamp nj llci 
00 	sin s \ = 	- 	 ds 
jED0dd 	I I 	5 	I 
dr 	
2 5(j) 	
00 	 sins 	I I /dsl <cle








is uniformly bounded above for any real x. It now follows from the Hörmander-
Mikhlin multiplier theorem that r is a 17 multiplier for 1 <p < oo. This concludes 
Proposition 3.6.2 and hence the proof of Theorem 3.1.1 once we prove Proposition 
3.6.1. 
Proof of Proposition 3.6.1: We know that 
Z(j) = {(p,q) E N*  x N* : (p, q) = ai_, +,8;a > O,/3 > 0}. 
But this precisely means that (p, q) E Z(j) if and only if it lies within the infinite 
triangle (or say cone centred at origin) whose one of the edges is the line (ray) 
through the origin in the direction of j1 and the other edge is the line (ray) 
through the origin in the direction of 7ij . In other words we can say that (p, q) 
Z(j) if and only if aj <p/q < a 	where we recall that a, for 0 < j < r is the 
reciprocal of the slope of the line through the origin in the direction of Ti j . Thus 
we can write 
Q(j)f(x) = 	E Sp,q f(x) 
(p,q)EZ(j) 
= 	E 2 ff f(x - q>O 
and 
(Q(j) - R(j))f(x) = 
ff f(x - 	 tnj 1fE 	E 2(2Ps)(2 qt ) } - (s,t)1 dsdt. 
	
L q>o j 
We now choose an even C°° function (s), defined on the real line, non-negative 
for s > 0, and supported in 1/2 < Isl < 2 such that 
00 
(2Ps) = 1. 
Thus we can write 
(Q(j) - R(j))f(x) = 
ff f(x—amj,,j mjtnj) { 	2P+b(2Ps)b( 2  qt ) } - x(s,t) 	(2P's)(2't)dsdt. p',q'EZ 	 q>O 
Next for each (p, q) E Z x Z we define 
R(p,q) = {(s, t) : 2 1 	< 2' and 9-q-1 < 	2-q+1} 
R(p, q) is in fact the union of four distinct rectangles centred at one of the 
four points (+2P, ±2_a). We shall refer to R(p, q) as a rectangle with centre 
(±2-P, ±2-a) from now. From the definition of the function ', it is clear that 
R(p, q) denotes the support of the function 0(2Ps)0(2t). Thus the function 
(s,t) = 
q>O 
is supported over the set of all rectangles R(p, q) whose centre (±2— P, ±2-a) lies 
in the region 
X(j) = {(s, t) : 1t1 -j - 1  ~ Isp < I tlai -,~ 1}. 
Thus q5(s, t) = 0 over R(p, q) if R(p, q) fl X(j) = 0. We next claim that if 
R(po , qo) c X(j) for some (po, qo) then q(s, t) = 1/st over R(po , qo). For this we 
need to use the following three simple facts. 
1 If s E i i T, 1 =Tj for some k0 e Z then '/'(2Ps) = 0 for all 	k0 ,k0 — 
1,k0 + 1. 
For a, b, n, m E Z with b> a, n> in, 
b 	
11 2(2s) = 1/s for isI e' - J, and all a < m and b > n; p— a 	 12n   
kb+10 for js 	1 	1 
If (s, t) E R(p o , qo) 9 X(j) then 1/2o+1 < Iti < 1/20_ 1 and /21(qa_1)aj_ij < 
Psi < /1(qo+1)+1i where for any real x, Lxi denotes the largest integer less 
than or equal to x. 
Using fact (3) and then fact (1) it is clear that for any (s, t) E R(po , qo) c X(j), 
q5(s,t) = 
2P(2Ps)0(2t) = 
q>O cr<2 <c( J 
+ 20(20t) 	 2'1(2's) 
(qo)+1j :5p:~ j. (qo)cxj_ij 
+ 20+0(20+t) 	 2P(Fs) 
(qo +1)a,+1j Sp:5 L(qo+1)a_ij 
Now to evaluate these (three) sums in 'p' we use facts (2) and (3). Using these 
two facts for 's' it is easy to see that the above three sums in p are equal to 1/s. 
If we now use facts (2) and (3) for t' then it is clear that (s,t) = 11st. This 
proves our claim that 
q(s,t) = 
1
- over R(p,q) if R(p,q) c X(j). 
St 
Thus if we set Tlj  (s, t) = ç/ (s, t) - Xi (s, t) then it now follows that qj = 0 over 
R(p, q) if R(p, q) c X(j) or R(p, q) fl X(j) = 0. Also if R(p, q) X(j) and 











l- 2P 1 	2 (Q+ 1)Q-1 2P- ' 
 
= a i (q— 1) :5p+ land a3-,(q+ 1) ~!P_  1 
= qaj_i - (a3 _ 1 + 1) :5 p :5 qaj_ i + (a3 _ 1 + 1) 
•1 
I 	1 	I Ill 	I 	1 	I 
>l—landl  I 2(')°i1 	I2P1J - 12p_1I 
= a(q— 1):5 p+ land a3 (q+ 1)? p—i 
Remark : If j = 1 then a3 _ 1 = a0 = 00 and so (i) does not make any sense 
when j = 1. But when j = 1 it can be verified easily that if R(p, q) g X(i) and 
R(p, q) fl X(l) 0 then the only possibility is (ii). Similarly when j = r the only 
possibility is (i). 
This means that for a given q there are only finitely many (at most 4(a_ 1 +1)) p's 
such that qj 54 0 over R(p, q). Also if q < 0 then i 0 on R(p, q) for all p E Z 
(as t> 1 for all (s, t) E R(p,q) with q <0). Thus while proving Proposition 3.6.1 
we may assume that 
(Q(j) - R(j))f(x) = 
s f f f (x — amj,,js  mjtnj)[{ 	2P+b(2Ps)0(2t)}_ q' ~!O p1 =q 1c_i—(_i+1) 	 q~!O 
a3 < -a_ i 
Xj(S, t)](2P's)(2't)dsdt} 
q'c 3 +(Q+1) 
+ 	
f f f (x 
- amj ,nj smitf i)[{ 	2P(2Ps)(2t)}_ 
q' ~!O p1 =q'c—(c.,+1) 	 q>O 
Thus we see that for each q', p' takes values about q'a j1 or q'a3 and also for 
fixed q' the inner sum (inside the integral) lives where q is about q'. So it is not 
hard to see that the II boundedness of the operator defined by 





implies the LP boundedness of Q(j) — R(j). So it suffices to get the L, 1 <p < 00, 
boundedness of the operator defined by (3.7); which after the change of variables 
= itIi_1u is same as 
f f f(x - aj,nju  MjJtj i 1 3ti ){2i 1 2 ( 2 ai _ 1 ptpa 2 _ 1u)(2t )_ q>O 
X(ItIa31u, t)}ltii- 	(2Qci-1 ti'i_1u)(2Qt)dudt. 
Since the t-integral is supported in 2-q-1 <Itl < 	it is clear that the 'a- 
integral is supported in 0 <a 3 < I u b3 , where a3 and b3 are some fixed constants 
that depends only on ai_ i . (a3 = 2i_1' and b3 = 2j_1+l will work.) Also it is 
easy to see that there exists a constant c3 > 0 (which depends only on a 1 and 
a; Cj = 
() 
will do) such that for a fixed 'a with 0 <a u 
x(Jtj'u,t) = 	
1 	
for itI < 2c3 or uitiai_lt 	- 
= 0 for Iti < 2c3 . 
Thus for a fixed u with 0 < a3 	ul <b3 , 
Ku (t) = 
{2i- 2q(2qi tJai_1u)(2t) 
- x(itl 1 u, t)} (2i-1 ti_1u)(2t) Itij_1 
q~ O 
is a smooth function away from origin for Itl :5 c 3 . We also note that K(t) 
is identically zero for I tl > 2. Since (t) is just a smooth cut off function and 
because we allow the constants to depend on j and also 'a is bounded above and 
below; it now suffices to show that the operators A and B defined below for fixed 
constants c, a, m, and n are bounded on LP(R) for 1 <p < 00. 
Af(x) 





- ItI mt)K(t)dt 






K(t) = 	 itI. 
(q>O 	 J 
We note that if n is even then K(t) being an odd function, Af(x) and Bf(x) are 
identically zero. So we may assume that ii is odd. Also B being a convolution 
operator with a measure, is bounded on L' (by Theorem 1.3.2) and consequently 
(by duality and interpolation) is bounded on all D', 1 < p oo. To show that A 
is bounded we write A = A 1 + A2 where 
LO
A i f(x) = f(x - ItI'mt)K(t)dt, 
r0 
A2f(x) 




f(x + tm)K(t)dt (using K(—t) = —K(t)) 
and we assume without loss of generality that 
K(t) = f 	 - 1 	1  of 
Iq ~O 	
itt. 
If we now make a change of variable tUm+n = z in both the integrals then we get 
A l f (x) = 	
1 f 	f(x - 	 (3.8) am + fl =O q>O 
1 	 dz 
- I z I1amzh1m+n 	 1 Zcm(m+n-1) 
and 
—1 
A2f(x) = 	L f(x + am + fl q>O 
1 	 dz 
- z a/am+nz1Im+n ) } I / m+n  z 	(Qm+n-1) 
If we now make a change of variable z = —z in the integral representing A 2f(x) 






n 	am+n C 	
f(x - z) 
q>0 
dz 






am + n fz=—Ca—+n f(x - z) 	
zpm+n)(sgn(z)2(_Z)h/m+n) 
q>0 







From (3.8) and (3.9) it follows that 
Af(x) = A l f (x) + A 2 f(x) 
1 
	f qa+qo qaj Z ja/cLm+n) 	 ql Z ll/am+n) = m + n f(x - m+t3 
q>O 
- 	sgn(z) 	 dz 
I 
Thus if we set 
k(z) = 
{(2qa+q,(2qc 	 1/cm+n - 	sgn(z)  
q>O 	 IZIa1mI Z Ih 1 m il am+n(am+n-1 ) 
then k is an odd function of z and so 
fR,<Izl<R2 k(z)dz = 0 	 (Cancellation condition) 
for all positive real numbers R 1 and R2. Also it is easy to see that 
k(z) = 0(11z) and k'(z) = O(1/z 2 ) 
away from origin and for I z < I 	 Cam+n. This means that K is a classical Calderón- 
Zygmund kernel and so it follows from Theorem 1.5.6 that the operator A is 
bounded on LP(R) for 1 <p < oc. This concludes Proposition 3.6.1 or in other 
r
words 	Q(j) is bounded on L1 (R) for 1 < p < 0° if and only if R(j) is 
bounded. This also concludes Theorem 3.1.1. 
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Chapter 4 
Maximal functions associated to 
the double Hubert transforms 
4.1 Introduction 
In this chapter we shall study the maximal functions associated to the double 
Hilbert transforms of Chapters II and III. We define them by 
h k 
Mf(x, y, z) = sup 1 
I 
f J f(x - s, y - t, z - P(s, t))dsdt h,k>O hk 
and 
1 	ph pk 
Mf(x) = sup -i-- J J f(x - P(s, t))dsdt O<h,k<1 (tl 	0 0
where P as before is any real-valued polynomial. We shall see that both M and 
M are bounded on LP for 1 <p < 00 which actually follows from Theorem 7.1 
of [RS]. We shall also see that M is not weak-type 1-1 and the proof for this is 
very much same as that of double Hilbert transform. However the main result 
of this chapter is the weak-type 1-1 estimate of the maximal function M. The 
proof can also be adapted to get the same estimate in the global case. We begin 
with the estimates for M. 
4.2 The LP estimates for the maximal function 
M 
We shall show that the L" estimates for the maximal function M follow from the 
following two known results. 
Theorem 4.2.1 For 1 <j < k, let 53 = 2i where t3 E R and set 
A ll 	Alk 
A=J 	 : 
A n1 	Ank 
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Suppose that p is a positive measure on R and p6 are the dilated measures defined 
by 
f f(x)d(x) = f f (6A x)dtL(x) 
where öAx = (6A11 	c5A 1 k 	 nl 	SAnkx) If 
sup /J5 :5 ii, 
1<,5j<2 
(4.1) 
where ii is a positive finite measure then the operator f i—+ sup I(f*ito)I is bounded 
5ER 
from LP(R) to itself for all p, 1 <p < oo. 
Theorem 4.2.2 Suppose L RN —f R is a fixed linear mapping and 1 <p < 00. 
Let ji, be compactly supported (uniform in j) finite positive measures on RN  and 
be measures on Rn  defined by 
fR fl f(x)df(x) = f,,N f(Lz)d(z). 
Set Tf(x) = sup I Tj f(x)J, and Tf(x) = sup I2f(x)I where 
Tf(x) = (f * ,a) (x) and Ti L 	= (f * 
If T is bounded on LP (RN),  then T is bounded on LP(R), and its norm does 
not exceed that of T. 
For proof of Theorem 4.2.1 see [RS] and for Theorem 4.2.2 see [S2] (Chapter XI, 
pg 484). Using these two theorems we shall show that M is bounded on LP(R 3 ) 
for 1 <p < oo. Suppose that P(s, t) = > ajsmi tfi . Define E : R2 -+ R12 by 
j=1 
(s, t) = (s, t , sm ltf l ,. .. 
and the measures ,up , q for p, q e Z by 
2P+1 	2—q+1 
<f,/1p,q >= 2Pf 	f-q  f(E(s,t))dsdt. 
It follows from Theorem 4.2.1 that the maximal function N defined by 
Nf(x) = sup If * / 1p,q 1 
p,qEZ 
is bounded on L1)(Rl+2)  for 1 <p oc. We now define a linear map L : R 2 
R3 by 
1+2 
L(x 1 ,x 2 ,. . . ,xz+2) = (x1 ,x 2,a_2x3 ) 
j=3 
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,- P 	f2- q
2P+1 2-q+1 
= 	 f(L(E(.s,t)))dsdt 
2  
f2 - P 	2-q
2P+1 2-q+1 
= 2' J f(s ) t,P(s,t))dsdt. 
So 






1 I fh fk   
f(x - s, y - t, z - P(s, t))dsdt 
2_P+ 1 2-q+1 
2q 	
f -q 
 f(x - s, y - t, z - P(s, t))dsdt 
(f * 	y, z) 
where by '— ' we mean that Mf(x, y, z) is bounded above and below by an absolute 
constant times the quantity on the right. Thus if we define 
Mf(x,y,z) = sup 
pI,qI<n 
then it follows from Theorem 4.2.2 that 
M I!LPLP 	N IILP-LP, 1 <p 5 00. 
But 
Mf(x, y, z) = 1imMf(x, y, z) 
and so by the Lebesgue monotone convergence theorem it follows that 
Mf l lP= lim  11  Mf M,. n-400 
This implies that 
11 M IILP-LP 	N IJLP_LP, 	1 <p < 00, 
and N being bounded, it follows that M is bounded. Similar proof also gives the 
L, 1 <p < oo, boundedness of M. 
We next show that M is not weak-type 1-1. The proof is very much similar to the 
one for double Hubert transform and so we use the same notation. For N e N, 
set 
BN{(u , v , w):IuJ< 1 ,IvI< 1 , and lwl<ANd} 
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and IN = XBN. Choosing d as degree of P and A sufficiently large, it can then 
be verified that for 20 <x,y < 2N and Izi < Nd , 
1 fh k
MIN(x, y, z) = sup 	f X{Ix_sl ~ 1 }( s )X{Iy_tJ1}(t)X{IZ_p(3,t)J<ANd}(s, t)dsdt h,k>0 hk 
1 h k 
= sup 	J f X{Ix_5I1}(s)X{Iy_tIsl}(t)dSdt h,k>O hk 




- L X{I_tI ~ l}(t)dt 
 - 	 J 	k 
MH(xB O )(x) . MO)(y) 
C 
xy 
where MH denotes the Hardy-Littlewood maximal function in R' and B0 is the 
unit ball in R'. (The last inequality follows from the very well-known fact about 
MH; if f e L'(R) is not identically zero then MHf(x) ~! Cf x for lxi > 1.) It 
is now easy to see that M is not weak-type 1-1. We now move on to the maximal 
function M. 
4.3 Weak-type estimate for the maximal func-
tion M 
We first state all the theorems (without proof) that we need to prove the main 
result of this chapter. 
Theorem 4.3.1 Let K be a compact subset of an open set X in R'. For e> 0, 
let K denote the c-neighbourhood of K, i.e., 
K={y: ix — yI<f for some xEK}. 
Then there exists a function 0 E C°° (X) with 0 < 0 < 1 so that 0 = 1 in K and 
is zero outside K3 . Moreover, 
kl 
where C, depends only on oe and n. 
For proof of this theorem refer [H] (Theorem 1.4.1, Chapter I). 










/'00 	 dt 
Hf(x) =p.v. / If(p(x,t))I—. J—oo t 
where p(x, t) = x+>_1 Aj tj with A 3 constants. Then there exists C(n) depending 
only upon n and not on {A 3 } such that 
{x: Mf(x) > all <C(n)" 
f hi 
and 
I{x Hf(x) > all < C(n) I lii 
a 
We are now going to state a theorem due to Ricci and Stein (but for the proof in 
the formulation we give below, see [CNSW]). We first define a few concepts. 
Let denote a C°° mapping from a closed ball B in R' to R, with d > n. We 
denote a typical point in Rd  by r , and that in Rn by y. Consider a measure 
b(r)dT in Rd,  whose density 0 is in C 1 (B), and which has compact support in 
B. Let dp = (dr) be the transported measure in Rn defined by 
f,,, f(y)dz(y) = f f((r))fr)dr. B 
Next for 0 < J < 1, let L(R) denote the Banach space consisting of all functions 
h E L'(R') that satisfy 
fRn l h(y - z) - h(y)Idy :!~ Az 5 , for all z E R. 
The norm on L is defined to be 11 h I L 1 plus the smallest constant A for which 
the above inequality holds. With these definitions we have the following theorem. 
Theorem 4.3.3 Let J be the determinant of some n x n sub-matrix of the Ja-
cobian matrix 8/&r of . Suppose that for some a, 
-7~ 0 for every r E P. 
Then the transported measure djt = 4 (dr) is absolutely continuous, and its 
Radon-Nikodym derivative h defined by d,a(y) = h(y)dy belongs to L for all 
6 < (2k) 1 , where k = al. Moreover, the L norm of h can be controlled in 
terms of the C' 2 (B) norm of , a lower bound for J(-r) in B, the C' norm 
of 0, and the numbers S and k. 
For proof see [CNSW] (Part I, Section 7). We now state the main result of this 
chapter. 
Theorem 4.3.4 Let M denote the maximal function 
1 lfhfk 
Mf(x) =   sup 
-  	
f(x - P(s t))dsdt 
O<h,k<1 hk  
where P is any real-valued polynomial in s and t such that P(O, 0) = 0. Then M 
is a weak-type 1-1 operator with a bound which may depend on P. 
Remarks: 
• We see that Mf(x) MLf 1(x) and so we may assume that f > 0. It is 
then easy to see that 
2 - P+ 1 2-q+1 
Mf(x) 	 I 	f Q f(x - P(s, t))dsdt p,q > O 	P 2 
• Throughout 'C' denotes a general constant. 
We shall establish some notation before giving the proof of the theorem. Let 
P(s, t) = 	am,n srntr where (m, n) E A if and only if am ,n 0. Let II denote 
(m,n)EA 
the Newton diagram of P and assume it has r vertices denoted by v 1 , V2, 	Vr 
with v3 = (mi , n3 ) for 1 < j < r. Suppose for 0 < j < r, aj and 'i = (nj, n) 
have the same meaning as in Chapter III. Like in the previous chapter again we 
shall use this geometry to split the operator M. But before that we show that 
Theorem 4.3.4 is trivial when P is just a monomial. 
4.3.1 The case of a monomial 
Lemma 4.3.5 If P(s,t) is a monomial then 
Mf(x) <2MHf(x) 
where MH denotes the usual Hard y-Littlewood maximal function. 
Proof: Let P(s, t) = am,n smt with am , n > 0. Then after a change of variable 
(am,n smtn = u) in the t- integral of Mf(x) we have 
Mf(x) 	e 	sup 
1 
n(am,fl ) 12 L=2_P 
________  2p+l 2q du 
 f(x - u) Sm/n fam ,nSm 2—nq  l _ ! ds u 
sup 
1 ________  2P+l 
L=2_p 
2q a3mq+n du 
f(x - u) 	ds. 
p,q ~O n(am,n ) h mn 5m/n u 






f(x - u)11 
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When n = 1, this is trivial and so we assume that n> 1. But 
_m m a 	
( =o 









f(x— 	 dz du 
I 1/(am,nsm2_nQ+n) 1 _* 
EMO,8
m_nq+n 
< f 	 f(x - u)dudz 
00 	 1T 	 I 
+ 	
sm2_nq+n)i_ f= f(x - u)dudz 









+ (n - l)Mf(x )(a,flsm 2_n+n) 
= n(am,n)
\ 1/fl9_+13m/nMf() 
as required. This completes the proof of Lemma 4.3.5. As a consequence, this 
also proves Theorem 4.3.4 when P is just a monomial. We now give the proof of 
general case. 
Proof of Theorem 4.3.4: We begin with the splitting of operator M by splitting 
the region of integration. This will be quite similar to that in Chapter III. 
4.4 The splitting of the operator M 
We choose a non-negative C°°-function i'(s) defined on the real line, which is 
identically 1 on [1,2] and supported in [1/2,4]. Let N* denote the set of non-
negative integers. Then 
Mf(x) < sup 2p+q f f f(x - P(s, t))(2Ps)7(2t)dsdt p,qEN* 
= sup ff f(x - P(2Ps, 2_t)) i7 ( s ) j (t)dsdt. p,qEN* 
As before we now write 
r 
N* x  N* = U Z(j) where 
j=1 
Z(j) = (p, q) E N*xN*:  (p, q) = 	 e N,l E N*,  where d= n_1n—m_1ri}. 
(We once again note that d is a fixed positive integer for fixed j. It does depend 
on j but it is not relevant here. We allow t to be zero when j = r.) Thus we have 
Mf(x) E sup 
j=i (P11)EZ(j) if f f(x - P(2-Ps, 2t))i(s)7(t)dsdt 
Thus it is enough to prove the following proposition. 
Proposition 4.4.1 M(j) is of weak-type 1-1 for 1 < j < r. 
First we give the proof assuming that v 1 and Vr do not have a vanishing x-
coordinate and y-coordinate respectively. We shall discuss the proof of those 
special cases at the end. 
Proof: 
M(j)f(x) 
= 	sup fff(x - P(2_1s,2t))i(s)ij(t)dsdt 
(p,q)eZ(j) 
sup ff[f(x - P(2s, 2t)) - f(x - 2_)iamj,njsmitfi)J(s)(t)dsdt 
(p,g)EZ(j) 
+ 	sup 	 x -
(p,q)EZ(j) I 
= M(j)f(x) + Q(j)f(x) 
But we can apply Lemma 4.3.5 to Q(j) and so it is therefore enough to show that 
M(j) is of weak-type 1-1. For this, we further dominate M(j) by Mi (j) + M2 (j) 
by splitting Z(j) into Zi (j) and Z2 (j) where 
(k+N) 	N 
d 
ij_ l +ij; kEN and  NeN*} 
and 




i;k E N*  and N  N}. 
(In the case j = r we allow N to be zero also for (p, q) E Z2 (r).) 
We next show that Mi (j) is of weak-type 1-1. The proof for M2 (j) is similar and 
so we shall skip it. 
We write Z, (j) = U Z(j) where 
N>O 
	
(k+N) 	N = (p, q) E Z, (j) : (p, q) = 
	d
-iij -1 + -- i;k E N}. 
Also we write P(2Ps, 2-at) = 2_(P) vi Pi (S ' t) with P, (s, t) = 
v=(m,n)EA 
We then have 
Mi (j)f(x) 
= 	sup If f[f(x - 	 - f(x - 2_iamj,nj smitni)]( s ) 77 (t)dsdt 
(p,q)eZ (j) 
sup 	f f v (x - 2_()viP(s,t)) - f(x - 2_iamj,njsmitfi)]( s)(t)ds( 
N>O (p,q)EZ(j) 
= 	sup 
	f f[f(x - cN2_ 1k Pj(s) t) - f(x - cN2_a1kamj,fljsmitni)177(s)i(t)dsdL N>O (p,q)EZ"(j) 
:= 	M7f(x) 
N>O 
where CN = 	 and u1 = 	v3 /d. Now we define the measures 
N,(k) N(k) 'k 'by /2k 	,Uk 	, 	
N and "  
<fJ(k) >= ff[f(CN2--I j (8, t)) - f(cN2_amj,njsmitni)]7](s)i(t)dsdt 
<f,v' >= ff[f(21CPj(s,t)) - f(2_1kamj,njsmitfi)Ji(s)i(t)dsdt 
<f 
,N,(k) >= f f v (Pi (s, t)) - 
for those k's for which j-1 + (ii + 'i) = (p,q) E Z' (j) and for all the 
other k's we define them to be zero distributions. Then 
	
M7f(x) = 	N,(k)  5UP /L 	* f(x). 
kEN 
Moreover, if we define 
L"f(x) = sup I N,(k)  Vk 	* f(x)I 
kEN 
then we see that (Mf)(x) = (L7f N )(x /cN ) where fN(x) = f(c N x). But 
IINIILI(R) = MfIH(R) and so it is easy to see that getting the weak-type 1- CN 
1 estimate for MJN is same as getting it for L. Thus Proposition 4.4.1 is now 
just a consequence of the following proposition since for any €> 0 and A > 0, 
{x: EL7f(x) > Al < 	
2 
: Lf(x)> 	Al 
N>O 	 I N>OI 	 C 
where c = 
N>O 
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4.5 Weak-type estimate for the operator L 
Proposition 4.5.1 
Lf(x) > 	<2 	f Iii 	 (4.2) 
where C and 6 are positive real constants independent of N and A. 
The proof uses the following lemmas whose proofs we postpone till the end of the 
proof of Proposition 4.5.1. 
The measures vN,(k)  are absolutely continuous and satisify: 
Lemma 4.5.2 
f IV(k)(x - y) - vN( x )Jdx  < A2 Nypö2 for all y E R. 	(4.3) 
Lemma 4.5.3 
kEc flx
l l*, N,(k) (X 
I>2y' 	
N,(k)
k 	— Y)vk 	(x)Idx ~ C2_511\T 
Lemma 4.5.4 
N,(k) sup If * Uk 	II2 B2_53N  II f 112 . 	 (4.4) kEN 
(A, B, C, 61,62 and 63 are positive real constants independent of k and N.) We 
proceed with the proof of Proposition 4.5.1. 
Proof of Proposition 4.5.1: We choose € > 0 (to be fixed later) and apply 
Theorem 1.5.3 with 2"A and f > 0. Then we have R = FUll, Ff11 = 0; f(x) < 
00 2 ,N A, for x E F; Il = [JQ, with the interiors of the intervals Qi mutually disjoint, 
111 < 
C
2A f f(x)dx 	 (4.5) R 
and 
f f(x)dx <  C2,NA. 	 (4.6) Al Qt 
Also the constant C in (4.5) and (4.6) depends only on the dimension of the space 
which is 1 here. We then set 
If (x) 	 for xEF 
1 
I r;-F iQ f( y)dy, for x 	
(4.7) 
which defines g almost everywhere. This and the fact that f(x) = g(x) + b(x) 
has as a consequence 
b(x) = 0 for x E F and 
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fQ i b(x)dx = 0, for each Q2. 	 (4.8) 
Since Lf :5 L7g + L'b, we see that 
{x: L7f(x) > 	<{x: L7g(x) > 	+ 	: L7b(x) > 
and so it suffices to establish separately for both terms of the right side; inequal-
ities analogous to our desired inquality (4.2). 
Estimate for L'g : We have g E L 2 (R) because 
11 9 112 = f g(x)dx 
= IF lg(x)I2dx + L Ig(x)I2dx 
• f 2 )f(x)I + C2 22 .A 2 I1I 	(Using (4.6) and (4.7)) 
•  C2NA 11 I Mi 	(Using (4.5)) 
Thus 




vk 	*g(x)l)2dx k 
B22_23v II g112 (Lemma 4.54) A2 	 2 
C2(253€)N 
M f I  Ii. 
Thus choosing f <253 , we get the desired estimate for Lg. 
Estimate for L"b : We write 
- I b(x) if  E Q; b(x) - 0 
	if  V Q. 
So 
b(x) = >b(x) and 
L'b(x) <L7b(x). 
Let Q denote the interval which has the same centre y'  as  Q2, but which is 
expanded 2 times. We then have: 
(i) Qj ç Q; if ç* = UQ, then Q 	cr and ici*i 	21111;  if F* = (1l*)c then 
F*cF; 
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(ii) If x Q, then  Ix - y9 ~! 2l y - y il  for all y E Q1. 
Now 
I I N,(k) LYb(x) = sup  11k (x—y)b(y)dy 
keN 
lk 1N,(k)= 	 'k 	(x—y)b(y)dyk 	 I If 
 [   
N,(k) 	 N(k)( = sup V 	x 
- 




< >J L5"b(x)dx 
- 	
xQ 
>INi 	 fyE Q i 
N,(k) 	 N, (k) = 	 sup 	[Uk (x - y) - Uk (x - y )]b(y)dyp dx 
 k  
fyE Qi 	
N,(k) 	 N,(k)1supllIk (xy) — vk 	ix—y)jb(y)dydx 
	
Jx Q 	 k 
" ~fxN* 	
N,(k) 	 v N,(k) 	
Jdx jb(y)dy 
fyEQ 	 k 
> (X — y) — 	x k (—y) 
N(k) 
fVEQ i ~fx ~Q* E l N,(k)  dx} jb(y)Idy "k {( x— y) — (y — y)} — vk (x—y)  
N,(k) 	, 	, 	N,(k) 	/ 
< 	~ fix 'j ~:21ylj (x - y - Vk 	(x )Idx' b(y)Idy (using (ii) fory e QyEQ 	k 




fyE Qi f(y)jdy + 	fyE Qi g(y)dyl J
C2  —SIN {j jf(y)Idy + >f{f f(z)idz}d} IQl Q 
C2 	
{ f 1' '-FQ iI-f lf(zz} 
C2 	
)d
{i f Ii +f If 




• 	f L7b(x)dx+jcrl 
- AJF 
'v 




A 	f i) 
• 	f Iii 
if we choose 64 = min(E, 61). Thus we get the desired estimate and the proof of 
Proposition 4.5.1 is now complete once we prove Lemma 4.5.2, Lemma 4.5.3 and 
Lemma 4.5.4. 
4.6 Proofs of the important lemmas 
Proof of Lemma 4.5.2: We recall that for f E 8, 
<fvN> 	f f if (Pi (s, t)) - f(am 3 ,n3 sm ti)]i(s)i(t)dsdt 
= ff fo5j(8 ' t)) 77 (s)?7 (t)dsdt - ff f(am, n3 sm ti)ii(s)(t)dsdt 
<f, N,(k) > - <f, 
for those k's for which i_i + (ij_i + ) = (p, q) E Zf'(j) and for all the 
other k's we define them to be zero, where 
P(s) t) = am , n sm t11 ' + 	 = 	bm,n 8min 
v=(m,n)EA\{v3} 	 v=(m,n)EA 
Since (p, q). (v - v) > 0 for any (p, q) e Z(j), we see that (within the support of 
77 (s)i7(t)) f(s, t) is uniformly (for any (p, q) e Z(j)) in any Ctm class. Also the 
norms, 
I 	Ibm,nI (> Iamj ,nj l) and 	sup 	inf 
v=(m,n)EA 	 i deg P I8I,!tI ~2 j 
being comparable, it is easy to see that D j (s, t) is uniformly bounded below 
for some c with 1 < I 	deg P3 . Moreover, since m3 , n3 0, it is not hard to 
see that this in particular holds for some a with lal > 1. The same is true for the 
rn n 	 . 	 . 	 . 	 N(k) monomial 	t . This facilitates in applying Theorem 4.3.3 to v1 	and 
N,(k) separately which leads us to the following estimate: 
f l v N(k)( x  - y) - vN(x)Idx 	for all y E R 	(4.9) 
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and for all positive E < (2(1cj - 1)) - '. Moreover, since P, (s, t) is uniformly (for 
any (p, q) e Z(A) in any Ctm class and that OP(s, t) is uniformly bounded 
below for some c with jal > 1, Theorem 4.3.3 also allows us to assert that A is 
independent of N and k. But estimate (4.9) lacks the decay in N which is quite 
important for us. We shall gain this using the size and decay estimates of vN,Vc). 
We know that for any v e A\{v3 }, 
(v— v3 ) ~! 0 and (i_ +i) . (v —vi ) >0 
So for (p, q) E Zf(j) and v E A\{v3 }, 




~ 13N 	(4.10) 
where 0 = 1 min {(' + ti) . (v — v3 )} > 0. It is then clear that when N vA\ {v 3  } 
is sufficiently large, VP3 (s, t) is uniformly bounded below (within the support of 
,q (s)77 (t)) and so by applying Proposition 1.7.1 to each term of v , ( 1c)(6) separately, 
it follows that zN , (k)(C) has rapid decay in 6 . In other words 
=I I lexp (i6Pj (s, t)) — 
(4.11) 
for all m E N and for N > N0 . Here No depends only on the polynomial P while 
Cm is dominated by 
	
C(M 	(s,t) llm+i, II 77 1 1CM)1supp 'q  
{inf lV} 2m 
Thus Cm remains bounded as long as II P, llcm+i  remains bounded. Using esti-
mate (4.10) and the mean value theorem we also have 
C2_$N lel. 	 (4.12) 
Now taking the convex combination of estimates (4.11) (for m = 5) and (4.12) 
we achieve another useful estimate 
- 	 C2" 
< 	161 	
for all N > No  . 	 (4.13) 
-  
Now we observe that vN,(k)  have a uniform (in k and N) compact support (as 
Pj (s, t) is uniformly (in terms of (p, q) E Z(j) and hence k, N) bounded above). 
Let vN,(k)  (x) denote the translate of vN,(c)  (x) by y. Then by applying the Cauchy -
Schwarz inequality for N > N0 , we have 
f I i,N(k)(x - y) — v N(k)( x ) dx = f I  v(k)(x) - v N(k) (x)I dx 
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2 	1/2 INk) = 	
f 	()—v(e) d} 
= c {f (exp(_21riy) —1) v(k)()J2 d} 
1/2 
= cf i  (exp(-2iy) - 1)v)()I2d I 	II  
2 	
1/2 
+ f(exp(-2iriye) - 1) v(k)(jj dq 
l>1 
C2 N IiI. 
The last inequality is obtained by using (4.12) for small , (4.13) for large and 
the fact that I  exp(-2iriy) - < Cjy. This concludes the proof of Lemma 
4.5.2. 
We now give the proof of Lemma 4.5.3. 
Proof of Lemma 4.5.3: Let K denote the uniform compact support of the 
uN,(k)s for all N and k. Furthermore, suppose that K is contained in a ball 
B(O,R). Since 
vk N(k) ( x) = 2a1 kvN(k)(2oikx) 
N(k),
i 	 —trk i the support of Uk 	S s contained n B(O, Rk) where Rk = 2 	R. For fixed N 
and y E R, we now determine those k's for which 
kj ~!2 1yj 	
N,(k) 	 N,(k) 
k'k 	(x — y) — vk 	(x)IdxO. 
Let k0 E Z be such that 2'01 < yl <2k0• Then 
IxI > 2IyJ = x > 2k0 and Ix - y > II > 2k0-1 
Looking at the support of v' 's, it is now quite clear that the above integral is 
identically zero unless 
2_0hlcR > 2 ko-1 ==> 0,1 k < log R+ 1—k0 . 
Thus 
fl-2!2 1 yl 	
N,(k) 	 N,(k) 




(x — y) —  vk (x)Idx 
k:aik+ko<log 
= 	 1k 	_kz
- Y) - 




= 	 f I V'()(z - 2y) - 
k:aik+ko<log R+1 
	
A2_11N(2pyI)s2 	(Lemma 4.5.2) 
k:oj k+ko<log R+l 
• A26 	 (27lk2ko)62 
k:aik+ko<Iog R+1 
• A2_61NC(R, a 1 , 82) 
where C(R, 91, 62)  is a constant that depends on R, a1 and 82. But we know that 
A, R, a1 and 82 are all independent of N and so this concludes the proof of 
Lemma 4.5.3. 
Remark: In the above proof it is vital that a1 = 	• v3 /d 0 for j = 1,2, ..., r. 
Geometrically it is easy to see that this is always true for j = 2, 3, ..., r. However 
if v 1 has a vanishing x-coordinate then a 1 is zero in that case and the above 
proof breaks down. Similarly when we are dealing with the part M2(j) of M(j), 
we require at some stage that v2 54 0 for j = 1, 2, ..., r. However if Vr has 
a vanishing y-coordinate then this does not hold. That is the reason why we 
have assumed in the beginning of Proposition 4.4.1 that v1 and Vr do not have a 
vanishing x-coordinate and y-coordinate (respectively). This assumption is also 
needed in the proof of following lemma. 
Proof of Lemma 4.5.4: We know that 
N,(k) N,(k) 
suplf * vk 	(x)<{>Jf*vk 	2(x)}1/2 
keN 	 keN 
So we are done if we show that 
{ 	Nk) 	
2 
( 11/2 <B253N 
keN 
But this easily follows from the following two estimates. 
N) 
' 	()I ~ k and 	 (4.14) 
(4.15) 
Estimate (4.14) is due to the mean value theorem and (4.10) while estimate (4.15) 
is due to van der Corput's lemma. We have discussed the techniques of getting 
these estimates earlier and so we skip the details here. So the proof of Lemma 
4.5.4 and hence Proposition 4.5.1 is complete. 
4.7 The special cases 
Finally we prove Proposition 4.4.1 when v1 or V, does have a vanishing x-coordinate 
or y-coordinate (respectively). Let us assume that v1 has a vanishing x-coordinate. 
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The proof for the other case is exactly the same. 
We recall that 
Mf(x) 
For j = 2, 3 )  ..., r we adopt the above proof to show that M(j) is of weak-type 
1-1. However when j = 1, o = 0 now and so we have to modify the above proof 
for M(1). Set 
A0 = { v = (m, n) E A: in = O}. 
Then v 1 = (0,ni ) e A0 . Next we have 
M(1)f(x) = 	supfff(x - P(2_s,2_t))7(s)7(t)dsdt 
(p,q)eZ(1) 
sup If f if (x - P(2_Ps, 2_t))_ 
(p,q)EZ(1) 
f(x - 2—(p,q).vl 	> 
v=(m,n)EA0 
+ 	sup V f f(x - 2—(p,q).vl 	>2 	2 —(p,q).(v—v1) am ,nsmt )i(s) (t)dsdt (p,q)eZ(1) 	 v=(m,n)€Ao 
M(1)f(x) + Q(1)f(x). 
But 
Q(1)f(x) = 	supVf  f(x - 	 >2 2__v1)am,nsmtn)17(s)1l(t)dsdt (p,q)EZ(1) 	 v=(m,n)EA0 
= sup f f f(x - >2 
(p,q)EZ(1) 	 v=(0,n)EA0 
SUP f f(X - 	>2 2ao,ntn)ii(t)dt} (s)lds / 1 (p,q)EZ(1) 	v=(0,n)EAo 
and so Q(1) is of weak-type 1-1, which follows from Theorem 4.3.2 (due to [CRW]). 
It is now enough to prove the following proposition. 
Proposition 4.7.1 M(1) is of weak-type 1-1. 
Proof: We write P(2Ps, 2_t) = 2_(P).1P(8,t) where 




Po (t) = Po(s,t) 	i 
v=(O,n)EA0 




Zk(l) = (p, q) E Z(1) : (p, q) =TTo + 	e N*}. 
We use this decomposition of Z(1) to decompose M(1). We see that 
M(1)f(x) = 	sup Iff[f(x -2 _ 	v1(s t))— AX - 2 
-(p,q)-vi Ao(t))]?7(s)?7(t)dsdt 
(p,q)EZ(1) 
sup Iff v (x - 2v1P(s,t))_ f(x - 2_'P0(t))]i7(s)7(t)ds 
kEN (p,q)EZc(1) 
Mk(1)f(x ) . 
kEN 
But for (p, q) e 




since 	= (1,0). (0,ni ) = 0. Now set 
a = 1 (m 1 v i ). 
Then it is important to note that a 0 (since o v 1 = 0 and that io  and TE, are 
non-parallel vectors). We may now rewrite M'(1)f as 
M11(1)f(x) = 	sup 	Iff if (x - 2 1 P(s,t))— f(x - 2 1 fb(t))]ij(s)i(t)dsdt 
(p,q)=yio+ii EZk(1). 
k,(1) = sup v1 *f (x) 
IEN* 
where 	(l)  and vk,(1)  are the measures defined by 
<, v 	>= f 
f [f (2-- 'P(s, t)) - f(2'o(t))]i(s)ij(t)dsdt 
and 
<f, vk, >= f f v ('6(s) t)) - f(Po(t))}(s)ij(t)dsdt 
for those i's for whichio + 	i = (p, q) e Z'(1) and for all the other I's we 
define them to be zero distributions. Proposition 4.7.1 is now just a consequence 
of the following proposition. 
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Proposition 4.7.2 
{x Mk(1)f(x) > A} < 	f 11 A 
where 6 and C are positive real constants independent of k and A. 
The proof is same as proof of Proposition 4.5.1 once we have the following lemmas. 
So we just prove the lemmas. 
Lemma 4.7.3 
f IV k(l)(X - y) - vk(l)(x)Idx < C2_51kIyI2. 
Lemma 4.7.4 
1* L>2 	
k,(1) 	 k,(1) 
'-' (x - y) - iii (x)Idx < C2_shI 
Lemma 4.7.5 
k,(1) 
I sup If * v 1 	I12 C2_s3k 
IEN* 
C, 61,62 and 63 are positive constants independent of k and 1. 
Proof of Lemma 4.7.3: We let 
mill {io .(v—v1 )}>O 
d vEA\Ao 
and write 
(s, t) = p0 (t) + 2kQ( s, t) . 
Then we see that '(s, t) is uniformly (for (p, q) e Z(1)) in any Ctm class within 
the support of 77(s)77(t). Now 
ap - 
--(s,t) = P(t) + 2(s, t). 	 (4.16)
at  
Let 
1= {t E [1/2,4] : PO' (t) > 2_$9k} 
for some small 0 (< 1/2) to be determined later. We recall that [1/2,4] is the 
support of q(t). It now follows from (4.16) that for s E [1/2,4], t E I and k 
sufficiently large, 
(s, t) > 12-00k 
In fact the above estimate holds for all k > k0 if we choose k0 > (1 + log e) 
where c=11 	(s, t) IL°°([1/2,4]x[1/2,4]). 
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Also I is a finite (at most 4d0 if the degree of P0 is d0 ) union of open intervals 
I. So 
1 = 
	Ij for some r < 4d0 . 
We write 
<fv') > = f f [f o5  (S, t)) - f( o (s,t))Ji(s)i7(t)dsdt 
= f f f(P(s )  t))(s)i(t)dsdt - f f f(P(t))ij(s)(t)dsdt 
:= < f k,(1) > - < f, wk, > 
Then once again applying Theorem 4.3.3 to 	and WjC,(l)  separately we get 
f k, (1) - w1)(x - y) - (11k(1) - w' )(x)ldx < Ay6°, for all y e R, (4.17) 
sufficiently small and with A independent of k and 1. However we need estimate 
(4.17) with some decay in k. It is enough to get this decay for k > k0 . (Note that 
k0 only depends on our original polynomial P). 
Let c3 denote the centre of I and E3 be the compact interval with the same centre 
c3 such that 
E3 CI and I{xER:xEI—E}I<2f 
where € is small and to be determined later. Let I EI denote the length of the 
interval E3 . 
Now for 1 <j < r, we choose a smooth funtion ')U)  such that 
1, 	t E [-1, 1] 
and that the support of OW is contained in [-1 - IEII2' 1 + 	Moreover we 
choose OW such that 





where Cm depends only on m. This is possible by Theorem 4.3.1. Now define 
- 	(t — c j '' / -' - jEI/2 
Oj is thus a smooth function identically 1 on E, and with support inside I. Now 
<f 
	
= f f f(P(s, t))i(s)(t)dsdt 
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= f If f(P(s, t))(t)((t))dt} (s)ds 
+ f If f((s, t))(t)(1 - 	(t))dt} (s)ds 
<f,' > + 	>. 
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k(1) It is then clear that the t-integral of < f, A2 > is supported inside 
It e [1/2,4] : IP(t)I < 2_f0k }U{t e [1/2,4] : tel3 - E3 ;j = l,2, ... ,r}. 
But 
= 	 b = 	 4n1 o,n 
v=(O,n)EA 	 v=(O,n)EA 
and since the norms 	bo,n I (~ I b0,, = ni  Iao, 1  I) and sup inf 	(t) 
v=(O,n)EA 	 1 <r<do - 1 ItI< 2 dt 
are comparable, it follows that some derivative of P(t) is uniformly bounded be-
low (unless P(t) is a constant polynomial). So applying Lemma 1.7.4, we have 




jAk, (1)(x)dx =I 
k,(1) 
 j< C{(2' ° 	+ 2r€} 	(4.19) 
Remark: If P(t) is a constant polynomial then assuming that the coefficient of 
t in Po (t)is 1 we have 
U 1; = 0 
and so estimate (4.19) still holds. 
We note that if we split wk,(1)  into 	and 	in the same manner then 
estimate (4.19) holds for 	as well. As a result, 
' 	 k,(1) 	k,(1) 
j /2 —w 2 (x)dx<C{(2 ° +2r€}. 	 (4.20) 
Choosing E = -Ilk we have 
f
1 I.Lk,(1) 	k,(1) °2 	- w2 	(x)dx <C(2. 	 (4.21) 
Now 
k1) 
() = f {f exp(iP(s, t))(t)((t))dt} (s)ds 
j= 1 
= 	
f If exp(iP(s, t))p(t)dt} i(s)ds 
where p3 =77 .  ij. But I%Rs,t) > 2-139k-1 (for k > Ico ) inside the support 
of?7(s)p3 (t) and so by doing integration by parts repeatedly in the t-integral of 
k,(1) 
 () we get 
< CN 
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where CN is dominated by 
C(II P(.s,t) IICN+ 1 , II Pi Ic)Isuppp3 
f• f 11 1 2N  Ot J 
We know that P(s, t) is uniformly in any Ctm class and also that p 3 's are supported 
in [1/2,4]. However the derivatives of p 3 involve the derivatives of t/.'j. So by (4.18) 
it is clear that 
II Pi II CN< 
CN (IE12) 
wherer CN depends only on N and the CN norm of i. Thus we can claim that 
k) 
ILl ( 
< CN -N(29k+1)2N for k > k0 and all N E N. 
But € = 29k and so we have 
	
< 	 for k > k0 and all N E N. 	(4.22) 
Similar technique gives estimate (4.22) for w' 1 (e). As a result, 
k(1) 	k(1) 	CN 
- w1 ( ) < 	23N(/30k) for k> k0 and all N E N. 	(4.23) 
We now recall that for v e A\A0 and (p, q) E Z(1), 
(p, q) (v - vi) = 	°. (v - vi)) + 	. (v - Vi)) ~ k. 	(4.24) 
So using (4.24) and the mean value theorem we get 
k)k) 
ILl 	- Wi 	() 	C2 d IEj. 	 (4.25) 
Taking the convex combination of estimates (4.23)(for N = 6) and (4.25), we 
obtain 
- 	
(1() < 	29($ 1c)_ _ 9 . 
2 
We now choose 0 < 0 < 1/2 so small that 




k1) 	 C 
ILl - Wi I() 	--2" for k > k0 . 	 (4.27) 
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k,(i) 	k,(i) Using (4.25), (4.27), the fact that j 	—w 1 have a uniform (in k and 1) compact 
support and Plancherel's theorem, we deduce that 
k,(i) 	k,(i) 
y) - ( ILi 	- w 1 )(x)j dx 	C20kIyI  for k > Ic0 . (4.28) 
We have shown this in the proof of Lemma 4.5.2 and so we skip the details here. 
Also due to (4.21) and (4.26) we have 
f 	k,(i) 	k,(i) 	 k,(l) 	k,(i) j /L2 - w2 )(x - ii) - (IL2 - w2 )(x) dx <C2''. 	(4.29) 
Estimates (4.17), (4.28) and (4.29) conclude the proof of Lemma 4.7.3. 
Now the proof of Lemma 4.7.4 is same as the proof of Lemma 4.5.3 and so we 
skip it. Finally we prove Lemma 4.7.5. 
Proof of Lemma 4.7.5: As 
k,(1) k,(i) 
suplf*v1 	<{f*v 1 1 2 } 1/2 
IEN* 	 1EN* 
it is once again enough to show that 
k) 
{ 	liii 	( e)I 2}' 
IEN* 
for some ö3 > 0 independent of k. But this follows from the following two esti-
mates. 




Estimate (4.30) is due to (4.24) and the mean value theorem whereas (4.31) 
follows from van der Corput's lemma. This concludes the proof of Lemma 4.7.5 
and hence Proposition 4.7.2 also. 
Theorem 4.3.4 is hence proved. 
4.8 Concluding remarks 
• The proof of the weak-type estimate for the (local) maximal function M 
can be adapted to get the same estimate in the global case. For this we just 
have to consider the closed convex hull associated to the polynomial P (as 
in Chapter II) instead of the Newton diagram for P. The splitting of the 
operator is then done using the corner points (vertices) of the convex hull 
as in Chapter H. The rest of the proof is same as in the local case. Also 
the case of an edge through the origin has to be dealt separately just like 
we dealt the special cases for the (local) maximal function M. 
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• If we assume that each corner point of the Newton diagram of P has at least 
one even coordinate then the (local) double Hubert transform H associated 
to M is of weak-type 1-1. The proof is almost a repetition of the proof 
that M is weak-type 1-1. However the interesting problem will be to get 
the weak-type 1-1 estimate under the hypothesis of Theorem 3.1.1 which is 
much weaker than assuming that each corner point of the Newton diagram 
of P has at least one even coordinate. 
• The other interesting problem will be to get the weak-type 1-1 estimate for 
the maximal function M independent of the coefficients of a polynomial. 
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