Abstract. To a Coxeter system (W, S) (with S finite) and a weight function
Introduction
Let (W, S) be a Coxeter system (with S finite) and let Γ be a totally ordered abelian group. Let L : W → Γ be a weight function in the sense of Lusztig [14, §3.1] . To such a datum is associated a partition of W into Kazhdan-Lusztig left, right or two-sided L-cells [14, Chapter 8] . By virtue of [1, Corollary 2.5], the computation of these partitions can be reduced to the case where L has only non-negative values, which we assume here in this introduction. We then set S • = {s ∈ S | L(s) = 0} and S + = {s ∈ S | L(s) > 0}.
A particular case of the semicontinuity conjecture of the first author [1, Conjecture A(a)] can be stated as follows:
Semicontinuity Conjecture (asymptotic case). There exists a positive integer m such that, for any Kazhdan-Lusztig (left, right or two-sided) L-cell c and for any weight function
and s • ∈ S • , the subset c is a union of Kazhdan-Lusztig (left, right or two-sided) L ′ -cells.
The computation of the partition into Kazhdan-Lusztig cells is in general a very tough problem and a general proof of the semicontinuity conjecture would be very helpful. Even whenever it is not proved, it gives a lot of speculative "upper bounds" for the cells (for the inclusion order): at least, it can be seen as a guide along the computations.
Note that the full semicontinuity conjecture [1, Conjecture A] (not only the asymptotic case) has been verified in different situations (see for instance the discussion in [1, §5] ). Note also that it has been established by the second author whenever (W, S) is an affine Weyl group with |S| = 3 (see [11] ). Our aim here is to prove a result slightly different in spirit than the previous ones. Indeed, it works for all affine Weyl groups and non-negative weight function L but it focuses only on one particular two-sided cell, namely the lowest one (which we denote by c L min ).
Theorem. Assume that (W, S) is an affine Weyl group. There exists a positive integer m such that, for any Kazhdan-Lusztig (left, right or two-sided) L-cell c contained in c L min and for any weight function
for all s + ∈ S + and s • ∈ S • , the subset c is a union of KazhdanLusztig (left, right or two-sided) L ′ -cells.
The main ingredient of the proof of this result is the generalized induction of the second author [10] together with the particular geometric description of the lowest two-sided cell and its left subcells.
The paper is organized as follows. In the literature, the lowest two-sided cell is defined whenever L takes only positive values on S (i.e. S = S + ). The aim of the first four sections is to extend this description of the case where L is allowed to vanish on some elements of S and to relate it to the semidirect product decomposition of W associated to the partition S = S
•∪ S + as in [2] (see also [1, §2 .E]). It must be noticed that the proof of a key lemma (see Lemma 3.9) requires a case-by-case analysis: this lemma is of geometric nature and does not involve Kazhdan-Lusztig theory.
In Section 5, we introduce Kazhdan-Lusztig theory and, in Section 6, we recall a more sophisticated version of the semicontinuity conjecture and we state our main results. The proof of these results is then done in the last two sections.
Affine Weyl groups and Geometric realization
In this paper, we fix an euclidean R-vector space V of dimension r 1 and we denote by Φ an irreducible root system in V of rank r: the scalar product will be denoted by (, ) : V × V −→ R. The dual of V will be denoted by V * and , : V × V * −→ R will denote the canonical pairing. If α ∈ Φ, we denote by α ∈ V * the associated coroot (if x ∈ V , then x,α = 2(x, α)/(α, α)) and byΦ the dual root system. We fix a positive system Φ + and for α ∈ Φ + we set H α,0 = {x ∈ V | x,α = 0}.
Then the Weyl group Ω 0 of Φ is generated by the orthogonal reflection with respect to the hyperplanes H α,0 . It acts on the root lattice Φ and the semidirect product Ω 0 ⋉ Φ is an affine Weyl group of typeΦ.
Geometric realizations.
For α ∈ Φ + and n ∈ Z, we set H α,n = {x ∈ V | x,α = n} Then H α,n is an affine hyperplane in V . Let F = {H α,n | α ∈ Φ + and n ∈ Z}.
If H ∈ F , we denote by σ H the orthogonal reflection with respect to H. Let Ω = σ H | H ∈ F . Then Ω is isomorphic to W 0 ⋉ Φ . We shall regard Ω as acting on the right of V .
An alcove is a connected component of the set
It is well-known that Ω acts simply transitively on the set of alcoves Alc(F ). Recall also that, if A is an alcove, then its closure A is a fundamental domain for the action of Ω on V .
The group Ω acts on the set of faces (the codimension 1 facets) of alcoves. We denote by S the set of Ω-orbits in the set of faces. Note that if A ∈ Alc(F ), then the faces of A is a set of representatives of S since A is a fundamental domain for the action of Ω. If a face f is contained in the orbit s ∈ S, we say that f is of type s. To each s ∈ S we can associate an involution A → sA of Alc(F ): the alcove sA is the unique alcove which shares with A a face of type s. Let W be the group generated by all such involutions. Then (W, S) is a Coxeter system and it is isomomorphic to the affine Weyl group W 0 ⋉ Φ (hence we also have Ω ≃ W ). We shall regard W as acting on the left of Alc(F ). The action of Ω commutes with the action of W .
We denote by A 0 the fundamental alcove associated to Φ:
A 0 = {x ∈ V | 0 < x,α < 1 for all α ∈ Φ + }.
Let A ∈ Alc(F ). Then there exists a unique w ∈ W such that wA 0 = A. We will freely identify W with the set of alcoves Alc(F ) 2.2. Associated Coxeter system. Let ℓ : W → N denote the length function (with respect to the Coxeter system (W, S)). We denote by L (W ) the set of finite sequences (w 1 , . . . , w n ) of elements of W such that ℓ(w 1 · · · w n ) = ℓ(w 1 )+· · ·+ℓ(w n ). If (w 1 , . . . , w n ) is a finite sequence of elements of W then, in order to simplify notation, we shall write w 1 • w 2 • · · · • w n if (w 1 , . . . , w n ) ∈ L (W ). If I is a subset of S, we denote by W I the subgroup of W generated by I. We denote by X I the set of elements w ∈ W which are of minimal length in wW I : it is a set of representatives of W/W I . It follows from the irreducibility of Φ that W I is finite whenever I is a proper subset of S: in this case, the longest element of W I will be denoted by w I .
Example 2.1. Let λ ∈ V be a 0-dimensional facet of an alcove. We denote by W λ the stabilizer in W of the set of alcoves containing λ. It can be shown that W λ is the standard parabolic subgroup of W generated by S λ = S ∩ W λ (in other words, with the previous notation, W λ = W S λ ). Note that W λ is finite: the longest element of W λ will be denoted by w λ and we set X λ = X S λ .
Let H = H α,n ∈ F with α ∈ Φ + and n ∈ Z. Then H divides V − H into two half-spaces 2.3. Weight functions. Let (Γ, +) be a totally ordered abelian group: the order on Γ will be denoted by . Let L : W → Γ be a weight function on W , that is a function satisfying L(ww ′ ) = L(w) + L(w ′ ) whenever ℓ(ww ′ ) = ℓ(w) + ℓ(w ′ ). Recall that this implies the following property:
If s, t ∈ S are conjugate in W , then L(s) = L(t).
We denote by Weight(W, Γ) the set of weight function from W to Γ. Throughout this paper, we will always assume that L is non-negative that is L(s) 0 for all s ∈ S. The weight function L is called positive if L(s) > 0 for all s ∈ S (in other words, L is positive if and only if L(w) > 0 if w = 1). Note that a weight function on W is completely determined by its values on the generators s ∈ S: the element of the set {L(s) | s ∈ S} are called the parameters.
Example 2.3. The map W → Γ, w → 0 is a weight function (and will be denoted by 0): it is not positive (if W = 1). On the other hand, ℓ : W → Z is a positive weight function.
Here is a first consequence of the non-negativeness assumption:
Proof. Let l = ℓ(x) and let s 1 ,. . . , s l be elements of S such that
. . , l}, because L is non-negative. So, arguing by induction on the length of x, we may (and we will) assume that ℓ(x) = 1, i.e. that x = s 1 . Two cases may occur:
2.4. L-special points. Let H ∈ F and assume that H supports a face of type s ∈ S: we then set L H = L(s). Note that this is well defined since if H supports faces of type s, t ∈ S then s and t are conjugate in W [4,
Note that L λσ = L λ for all σ ∈ Ω. We set
We then say that λ is an L-special point if L λ = ν L . We denote by Spe L (W ) the set of L-special points: it is stable under the action of Ω. Since A 0 is a fundamental domain for the action of Ω, the set Spe L (W ) ∩ A 0 is a set of representative of orbits of Spe L (W ) under the action of Ω.
Example 2.5. If L = ℓ is the usual length function then L λ is just the number of hyperplanes which go through λ hence ν ℓ = |Φ + | and the set of ℓ-special points is equal to the weight lattice
Hence we recover the original definition of special points by Lusztig in [13] . Recall that the typeC 1 is also the typeÃ 1 .
Remark 2.7. Note that with our Convention 2.6 forC r (r 1), the point 0 ∈ V is always an L-special point.
Remark 2.8. Note that if W is not of typeC then since any two parallel hyperplanes have same weight we have L α = L Hα,n for all n. In general we will say that
We denote by Φ L the subset of Φ which consists of all roots of positive weight. Note that Φ L is a root system of rank r, not necessarily irreducible, and that Φ L ∩ Φ + is a positive system in Φ L : see the proof of Lemma 3.9 where we classify the root systems Φ L . We denote by ∆ L the unique simple system contained in
• If W is of typeC and
In other words, the L-special points are those points of V which lies in the intersection of
Let λ be a 0-dimensional facet of an alcove which is contained in an hyperplane of positive weight. An L-quarter with vertex λ is a connected component of
It is an open simplicial cone: it has r walls.
If A is an alcove, we denove by U L α (A) the unique maximal L-strip orthogonal to α containing A. Finally, we set
On the lowest two-sided cell
We keep the notation of the previous section. We fix a non-negative weight function L ∈ Weight(W, Γ).
Definition and examples.
Recall that we have set ν L := max λ∈V L λ . Since W λ is a standard parabolic subgroup of W , one can easily see that
where P fin (S) denotes the set of subsets I of S such that W I is finite. We set
Then we define the lowest two-sided cell of W by
We shall see later (see Section 5.2) the reason for this terminology. When the group W is clear from the context, we will write c where a, b, c ∈ Γ and, by convention, we assume that a ≥ c. We start by describing the set
The set c We have
Otherwise the corresponding sets c L min are described in the following figures: the black alcove is the fundamental alcove A 0 , the alcoves with a star correspond to the set W max and the set c L min consists of all the alcoves lying in the gray area (via the identification w ↔ wA 0 ). * * * *
The set c L min for a = c = 0 and b > 0
by definition of a weight function: the inclusion might be strict, as it is shown by the case where
is the set of finite sequences of elements of W and c
Then we have (compare to Proposition 2.2):
The set c L min can be described as follows.
Proposition 3.6. The following equalities hold:
Proof. Let
Let us first prove that z ∈ B. There exists a 0-dimensional facet λ such that
Let us now prove that z ∈ c L min . We shall argue by induction on ℓ(x) + ℓ(y). The result being obvious if ℓ(x)+ℓ(y) = 0, we assume that ℓ(x)+ℓ(y) > 0. By symmetry, we may assume that x = sx ′ , with s ∈ S and sx
Two cases may occur: 
Let α ∈ Φ L . Since λ is a special point there exists an hyperplane H α,n λ of weight L α which contains λ. The hyperplane H α,n λ separates yA 0 and w λ A 0 and is of maximal weight, therefore by ( * ) it cannot lie in H L (A 0 , yA 0 ) and it follows that it separates A 0 and w λ yA 0 . Therefore for all µ ∈ w λ yA 0 we have 
is easily seen to act simply transitively on this set of connected components, therefore there exists σ ∈ Ω L 0 such that
This implies that there exist r linearly independent roots β 1 , . . . , β r in Φ L ∩ Φ + such that
Removing the alcoves which lies in U L (A 0 ) we obtain the following L-quarter, which is a translate of C σ :
Finally putting all this together we get that
Hence w = wz −1 w λ w λ z and (wz
Remark 3.7. By direct product, one can easily show that Proposition 3.6 still holds when W is not irreducible. (which is a translate of C σ ) with vertex λ σ . We get the following equality
We will simply write N L σ if it is clear from the context what the group W is. Note that any two sets C σ , C σ ′ are separated by at least one maximal strip, hence the above union is disjoint. In fact, the sets C σ are the connected components of the closure of {µ ∈ V | µ ∈ wA 0 , w ∈ c L min }.
Let b σ be the unique element such that λ σ ∈ b σ A 0 and b σ has minimal length in the coset W λσ b σ . For a 0-dimensional facet λ of an alcove, we set S Proof. Let w ∈ c L min . We know by the previous proof that w = wz −1 w λ w λ z and
where z is such that z(A 0 ) ⊂ C ′ σ and λ σ ∈ zA 0 . Both b σ A 0 and w λ zA 0 contains λ σ in their closure hence they lie in the same right coset with respect to W λσ . Since b σ has minimal length in W λσ b σ there exists y
Next let x w be the element of minimal length in (wz −1 )W λσ and let x ′ be such that wz
and we write x ′ w λσ y ′ = a w w Let us now prove that
Recall that b σ has minimal length in W λ b σ . On the one hand we have
On the other hand
Later on, we will need the following result. We put it and prove it here because it uses the notation introduced in this section. 
Proof. Let n β = λ σ ,β and assume that n β > 0, the case n β ≤ 0 is similar. Since x w ∈ X λσ , there are no hyperplane containing λ σ which lies in
Claim 2. Let β ∈ Φ + be such that there exists a hyperplane of direction β in D. Then H β,0 ∩ C σ = ∅ Proof. Let β ∈ Φ + be such that there exists a hyperplane of direction β in D. By the previous claim, we know that λ σ ,β / ∈ Z. Let n ∈ Z be such that n < λ σ ,β < n + 1. We will assume that n > 0. (The case n ≤ 0 is similar.) Note that we must have H β,n ∩ C ′ σ = 0. Translating by −λ σ we get
Then 0 < δ < 1 and an easy calculation to show that
Then we have either
We now prove that Claims (1)- (3) implies that D = ∅. By Claim 2, the only hyperplanes that can lie in D are those of the form H β,n where H β,0 ∩ C σ = ∅. But then Claim 3 implies that we have either It remains to prove Claim 3. We will proceed by a case by case analysis but first we want to express Claim 3 in a form which is easier to check. To do so, we need to introduce some more notation.
Remark 3.10. Note that we can obtain all partition of ∆ L in this way, but that two distinct σ might give rise to the same partition.
To such a partition, we associate λ ∆
Claim 3 is then easily seen to be equivalent to the following statement, by applying σ −1 . (In the expression C 1 , the 1 denotes the identity of Ω L 0 .)
As mentioned earlier, we proceed by a case by case analysis. Note that it is enough to prove the claim for γ / ∈ Φ L , since for all γ ∈ Φ L we have λ∆+
TypeG 2 . It is a straightforward verification.
The root sytem Φ of type F 4 consists of 24 long roots and 24 short roots:
We get that Φ L is of type D 4 and consists of the roots ±ε i ± ε j . We choose the following simple system:
We have
In particular, we have x 1 > x 2 > x 3 > |x 4 |. The first step is to determine the set B of roots γ ∈ Φ\Φ L which satisfies
We find
The set of points {λ ∆
where δ i = 0 or 1. Claim 3' then follows by a straightforward computations. We
Assume that S • = {t 1 , t 2 , t 3 }. We get that Φ L is of type D 4 and consists of the roots ±ε i , 1 2 (±ε 1 ± ε 2 ± ε 3 ± ε 4 ). We choose the following simple system:
The set of points λ ∆
is the set of points (x 1 , x 2 , x 3 , x 4 ) ∈ V which are solutions to the systems
where
L , which in turns defines the δ's. There are 3 cases to consider:
Then σ sends ε i to a positive root and ε j to a negative one. Hence it sends γ to a positive root. We get
as required.
Then σ sends ε i to a negative root and ε j to a positive one. Hence it sends γ to a negative root. We get
The root sytem Φ of type B n consists of 2n short roots ±ε i and 2n(n − 1) long roots roots ±ε i ± ε j .
Assume that S • = {t}. We get that Φ L of type D n and consists of the roots ±ε i ±ε j . We choose the following simple system:
The set B of roots γ ∈ Φ\Φ L which satisfies
. .
Assume that I 0 = {s 1 , . . . , s n }. We get that Φ L of type (A 1 ) n and consists of the roots ±ε i . We choose the following simple system:
TypeC n . Let V = R n with orthonormal basis (ε i ) 1 i n . The root sytem Φ of type C n consists of 2n long roots ±2ε i and 2n(n − 1) short roots roots ±ε i ± ε j .
Assume that I 0 = {s 1 , . . . , s n−1 }. We get that Φ L is of type (A 1 ) n and consists of the roots ±2ε i . We choose the following simple system:
is the set of points (x 1 , . . . , x n ) ∈ V which are solutions to the systems
Assume that I 0 = {s 1 , . . . , s n−1 , t ′ }. It is the same thing as the previous case, except that the δ's only take values 0 or 2.
We get that Φ L is of type D n and consists of the roots ±ε i ± ε j . We choose the following simple system:
Then σ sends 2ε n = γ to a negative root and we have
• Suppose that (1)) is complete.
We now prove (2) . Let w ′ < a w w
where w σ ∈ W λσ and z ′ has minimal length in the coset W λσ w ′ .
Note that since w ′ = w σ z ′ < a w w
• λσ b σ we get that z ′ ≤ b σ . But we must have z ′ < b σ otherwise we would have w σ < a w w
• λσ , which together with the condition
Let λ ′ be the unique L-special point which contains z ′ A 0 and w
) but it has to separate these two points. Hence it also separates any alcoves which contains λ σ ′ and any alcoves which contains λ ′ . In particular it separates a w ′ w
there are no such hyperplanes as we have shown in the proof of Statement (1).
Example 3.11 (positive weight functions). In this example, and only in this example, we assume that L is positive. Let P L (S) be the set of proper subsets 
Semidirect product decomposition
We fix a non-negative weight function L : W → Γ where Γ is a totally abelian group. The aim of this section is to express the lowest two-sided cell c L min in relation to the decomposition of W as semidirect product of two Coxeter groups as in [2] . 4.1. Coxeter groups. If I is a subset of S, we set
We also set
and we denote byWĨ the subgroup of W generated byĨ. For simplification, we set If I = S, we get that
We will assume that W • is finite. Note however, that this assumption is not very restrictive when dealing with an affine Weyl group. Indeed, by direct products, we can assume that W is irreducible. In this case, either L = 0 (and then c L min = W and the problem is uninteresting) or S
• is a proper subset of S (and then W • is finite because W is irreducible).
The groupΩ.
We keep the notation of Section 2.1. Let
• ⋉Ω where Ω • is generated by S
• Ω andΩ is generated bỹ
It is clear by definition thatΩ is generated by {σ H | H ∈F }. Further, the following conditions are satisfied
The groupΩ, endowed with the discrete topology, acts properly on V .
We prove (D1). Letσ ∈Ω and H ∈F , that is σ H ∈Ω. We haveσσ Hσ −1 = σ Hσ ∈ Ω and, therefore, Hσ ∈F . Condition (D2) follows easily form the fact that Ω, endowed with the discrete topology, acts properly on V . We denote by Alc(F ) the set of alcoves with respect toF , that is the connected components of It follows thatΩ is an affine Weyl group (see [2, §4] ). Note thatΩ is not necessarily irreducible. In fact, as we expect, the groupΩ is nothing else that the group generated by the reflections with respect to the hyperlanes in
There exists σ ∈ Ω and a wall H ′ of A 0 of positive weight such that H ′ σ = H. Write σ = ρσ where ρ ∈ Ω • andσ ∈Ω. Then σ H ′ ρ ∈Ω and we have
Conversely, let H ∈F that is σ H ∈Ω. By (4), σ H is conjugate (inΩ) to σ H ′ where H ′ is a wall ofÃ 0 . By (3), we know that the walls ofÃ 0 are of the form Hρ where H is a wall of A 0 of positive weight. In particular, H ′ has positive weight. It follows that H has positive weight and H ∈ F L as required.
Finally we want to define a root system associated toΩ. Let
where b α is defined to be the smallest integer such that H α,bα has positive weight. We also fix a set of positive roots
If Ω is not of typeC then we simply haveΦ = Φ L . Indeed in this case, any two parallele hyperplane have same weights, hence
If Ω is of typeC, then we may have b α = 2 for some choices of parameters, namely when L(t) > L(t ′ ) = 0 (see Convention 2.6).
Lemma 4.5. The groupΩ is the affine Weyl group associated toΦ. Further the alcoveÃ 0 is the fundamental alcove associated toΦ, that is
The first statement is clear since we have
The second statement follows easily from the above equality and the fact that A 0 ⊂Ã 0 .
Doing as in Section 2.1, we obtain another geometric realization ofΩ, namely as a group generated by involutions on the set Alc(F ). Indeed,Ω acts transitively on the set of faces of alcoves in Alc(F ): we denote by {t 1 , . . . ,t m } the set ofΩ-orbits in the set of faces. Note that the set of faces ofÃ 0 is a set of representatives of the set of orbits. To eacht i we can associate an involutionÃ →t iÃ of Alc(F ) wheret iÃ is the unique alcove of Alc(F ) which shares withÃ a face of typet i . The group generated by all thet i is an affine Weyl group isomorphic toΩ. We would like to use the notationW andS for this group, and eventually we will, but before one needs to be careful sinceW also denotes the group appearing in the semidirect product decomposition of W (where W is the group generated by involutions on Alc(F )).
Alcoves ofW .
Recall the definition of (W, S) in Section 2.1 and that
Then we have W = W • ⋉W where W • is generated by S • andW is generated bỹ
Lemma 4.6. Lett ∈S = {wtw −1 | t ∈ S + and w ∈ W • }. Then there exists a unique wall H ofÃ 0 such thatt
Proof. Let w ∈ W
• and t ∈ S + be such thatt = wtw −1 . Let ρ ∈ Ω • be such that wA 0 = A 0 ρ and let H ′ be the unique hyperplane which contains the face of type t of A 0 . Then we have
and the result follows.
Therefore there is a natural bijection between the setS and the set of faces ofÃ 0 and therefore betweenS and the set of orbits {t 1 , . . . ,t m }: we will freely identify those two sets. Note that an elementt ∈S can be viewed as acting on the set of alcoves Alc(F ) when it is considered as an element ofW ⊂ W but it can also be viewed as acting on Alc(F ) ift is considered as acting on Alc(F ) via the action defined at the end of the previous section. In the following lemma, we show that these two actions behaves well with one another. From where it follows that
Proof. Lett ∈S. ThentÃ 0 is the unique alcove in Alc(F ) which shares withÃ 0 a face of typet, hence we havetÃ 0 =Ã 0 σ H where H is the hyperplane which supports the face ofÃ 0 of typet. By the previous lemma we see thatt
Hence since A 0 ⊂Ã 0 , the first assertion follows. The second assertion follows from
4.4. The lowest two-sided cell ofW . LetL denote the restriction of L toW . By [2, Corollary 1.4], it is a positive weight function. Note that we haveL(wtw
Proof. First, sinceF = F L and A 0 ⊂Ã 0 we see that
Then applying the results of the previous section we get
Let w ∈ c L min and write w = w •w where w
. Since the only hyperplane separatingwA 0 and w •w A 0 are hyperplanes of weight 0, this implies thatwA 0 / ∈ UL(Ã 0 ). Hence, by Lemma 4.7, we get thatwÃ 0 / ∈ UL(Ã 0 ) andw ∈ cL min (W ) as required.
The second equality in the theorem follows easily from the fact thatΩ 0 = Ω L 0 , Lemma 4.7 and • are stable by taking the inverse, we get that
Kazhdan-Lusztig cells
5.1. Iwahori-Hecke algebras. Recall that Γ is a totally ordered abelian group, whose law is denoted by + and whose order relation is denoted by . Let A be the group algebra of Γ over Z. We shall use the following notation for A
We denote by H = H (W, S, L) the corresponding generic Iwahori-Hecke algebra, that is the free associative A -algebra with A -basis {T w | w ∈ W } and multiplication given by
Let¯be the involution of A which takes v γ to v −γ . It is well known that this map can be extended to a ring involution on H (we will also denote it by¯) via the formula:
For all w ∈ W , by [14, Theorem 5.2], there exists a unique element C w ∈ H such that
From the second condition, it is clear that the set {C w , w ∈ W } forms an A -basis of H , known as the Kazhdan-Lusztig basis.
We write C w = y∈W P y,w T w where P y,w ∈ A .
The elements P y,w are called the Kazhdan-Lusztig polynomials and they satisfy the following properties ([14, §5.3])
(1) P y,y = 1 (2) P y,w = 0 if y w,
s P sy,w if sy > y and sw < w. Following [14, §6] , we now describe the multiplication rule for the C w 's. For each y, w ∈ W and s ∈ S such that sy < y < w < sw we define M For w ∈ W and s ∈ S, we obtain the following multiplication formula for the Kazhdan-Lusztig basis
s T 1 for all s ∈ S, one can see that
We will also need the following relation for Kazhdan-Lusztig polynomials. Let y < w ∈ W and s ∈ S such that sw < w. We have
Finally we define the preorders ≤ L , ≤ R , ≤ L R as in [14] . For instance ≤ L is the transitive closure of the relation: [14, §8] . It follows easily that a union of left cells which is stable by taking the inverse is a also a union of two-sided cells.
Remark 5.2. All the above can also be defined for weight functions which take negative values. It is shown in [1] that the partition into cells with respect to a weight function L − is the same as the partition into cells with respect to L where L is defined by
Note that L is a non-negative weight function. Hence the computation of KazhdanLusztig cells can be reduced to the non-negative case.
5.2.
Kazhdan-Lusztig lowest two-sided cell. In the case where L is a positive weight function, it is a well known fact that there is a lowest (Kazhdan-Lusztig) two sided cell with respect to the partial order ≤ L R . This two-sided cell has been thoroughly studied [15, 16, 17, 4, 9] and it is equal to .) The aim of this section is to show that this presentation also holds for non-negative weight function.
Let L be a non-negative weight function. Then, following Section 4, we have W = W
• ⋉W . LetL be the restriction of L toW . ThenL is a positive weight function onW andL(wtw −1 ) = L(t) for all w ∈ W • and t ∈ S + . We denote bỹ H = H (W ,S,L) the corresponding Hecke algebra. The group W
• acts onW and stabilizesS andL, therefore it naturally acts onH and we can define the the semidirect product of algebras
It has an A -basis (x · Tw) x∈W • ,w∈W and the map
defines an isomorphism of A -algebras fromH to H (W, S, L). The cells of (W, S, L) can then be described in the following way.
Theorem 5.3. ([1, Corollary 2.13])
The left cells (respectively the two-sided cells) of (W, S, L) are of the form
where C is a left cell (respectively a two-sided cell) of (W ,S,L).
Finally we are ready to prove one of the main result of this paper which gives a general presentation of the lowest two-sided cell, including the case when the weight function L vanishes on some generators. Note that this theorem is already known when the parameters are positive: see [15, 16] for the equal parameter case and [4, §5] , [17, Chapter 3] and [9] for the unequal parameters. where I runs over the subset of S such that W I is finite. Then the lowest two-sided cell of W is c
Proof. As mentioned previously this result is already known when L is a positive weight function. On the one hand, by Theorem 5.3, the lowest two-sided KazhdanLusztig cell of W with respect to ≤ L R and the weight function L is
where c is the lowest Kazhdan-Lusztig cell of (W ,L). But in this case we know that c = cL min (W ) sinceL is a positive weight function. Then the result follows from Theorem 4.8, where we proved that 
On the asymptotic semicontinuity of the lowest two-sided cell
In this section, we fix a totally ordered abelian group Γ. Since Γ is torsion-free, the natural map Γ → Q ⊗ Z Γ is injective, so we shall view Γ as embedded in the Q-vector space Q ⊗ Z Γ: in particular, if r ∈ Q and γ ∈ Γ then rγ is well-defined. Moreover, the order on Γ extends uniquely to a total order on Q ⊗ Z Γ that we still denote by ≤.
Following [3] we now introduce the notion of facets and chambers associated to a finite set of rational hyperplanes. Let H = H n1ω1+...+nmωm where n i ∈ Q. We say that a weight function L ∈ Weight(W, Γ) lies on H if we have
We say that two weight functions L, L ′ lie on the same side of
Let H be a finite set of rational hyperplanes. We define an equivalence relation on
′ lie on the same side of H.
The equivalence classes associated to this relation will be called H-facets. A Hchamber is a H-facet F such that no weight function in F lies on a hyperplane H ∈ H.
Remark 6.1. In [3] the equivalence relation ∼ H is defined on V ′ in the following way: λ ∼ H µ ∈ V ′ if for all for all H ∈ H we have either
(1) λ, µ ∈ H; (2) λ, µ lie on the same side of H. There is a one to one correspondance between the equivalence classes of this relation in V ′ and the sets of facets in Weight(W, Γ). We will freely identify those two sets.
For an H-facet F we denote by W F the parabolic subgroup generated by
We say that a subset X of W is stable by translation by W I (I ⊂ S) on the left (respectively on both sides) if for all w ∈ X we have zw ∈ X (respectively zwz ′ ∈ X) for all z ∈ W I (respectively for all z, z ′ ∈ W I ). Finally we denote by C L (L) (respectively C L R (L)) the partition of W into left (respectively two-sided) cells with respect to the weight function L.
We can now state the first author's conjecture for the partition of W into cells. It is enough to state it for left and two-sided cells (see Remark 5.1). 
are the smallest subsets of W which are at the same time unions of cells of C L (C) (respectively C L R (C)) for all chamber C such that F ⊂C and stable by translation on the left (respectively on both sides) by W F .
Remark 6.3. There are no restriction, such as non-negativity, on the weight functions in this conjecture. However, changing the sign of some values of the weight function L has no effect on the partition of W into cells (see Remark 5.2). Therefore, to prove the conjecture, it is enough to find a finite set of rational hyperplanes H such that Statements (1) and (2) hold for all non-negative weight functions. Indeed, the conjecture will then hold for the minimal finite set of hyperplane which contain H and which is stable under the action of the linear maps τ i :
When only looking at the lowest two-sided cell, Statement (1) in the above conjecture is a direct consequence of Theorem 5.4 (see below). We denote by Left(c . But W is finite, hence it is easy to find a finite set of rational hyperplanes such that (1) holds.
In the remaining of this paper, we will prove the following theorem which is concerned with the asymptotic behaviour of the lowest two-sided cell, hence providing new evidences for the semicontinuity conjecture.
Theorem 6.5. Let W be an irreducible affine Weyl group. There exists a finite set of rational hyperplanes H satisfying property (1) in Corollary 6.4 and satisfying the following property: if F is an H-facet which is contained in H ωi for some i, then c Remark 6.6. (a) At the end of this Theorem, we really mean for all H-facets C such that F ⊂C and not for all H-chambers C such that F ⊂C . It is clear that if it is true for all H-facets such that F ⊂C then it will also be true for all H-chambers C ′ such that F ⊂C ′ . But the converse is true only if the semicontinuity conjecture holds! (b) Arguying as in Remark 6.3, to prove the theorem, it is enough to find a finite set of rational hyperplanes such that (1) and (2) holds for non-negative weight functions and then take its closure under the action of the τ i 's.
(c) To prove the theorem, it is "enough" to show that the left cells in Left(c esn−1 esn r r · · · Then |S| = 2. We setS = {s, t} where s (respectively t) is the subset of S which consists of all the generators named with the letter s (respectively t). In this case, we will identify Z[S] with Z 2 through (i, j) −→ is + jt.
Let m 1 , m 2 ∈ Q >0 . We define the following finite set of rational hyperplanes of
Note that H(m, M ) is stable under the actions of the τ i (see Remark 6.3). In Figure 1 , we draw the finite set of hyperplanes H(m, M ) for some choice of constants M, m ∈ Q >0 . The set of weight functions corresponding to the H-facet
Theorem 6.7. There exists m 1 , m 2 ∈ Q >0 such that Theorem 6.5 holds for H(m 1 , m 2 ).
The proof of this theorem will be given in Section 8.2.
Remark 6.8. Note that this theorem is equivalent to Theorem 1. Let L be a nonnegative weight function on W which vanishes on a proper non-empty subset S • of S. Then we have either L ∈ H s or H t . Assume that L ∈ H t , that is L(t) = 0 for all t ∈ t. Let c be an L-cell contained in c Let m = (m 1 , . . . , m 6 ) ∈ Q 6 >0 . We define the following finite set of rational
We then setH(m) to be the closure of H(m) under the actions of the τ i (see Remark 6.3). In Figure 2 , we draw the finite set of hyperplanes H(m) for some choice of constants m ∈ Q 6 >0 . We intersect on the affine hyperplane with equation s * (µ) = 1. We put an arrow in a chamber C pointing towards F ⊂ V ′ to indicate that C ∩ F = ∅. The chamber C 1 corresponds to the weight functions
Theorem 6.9. There exist m ∈ Q 6 >0 such that Theorem 6.5 holds forH(m). Remark 6.10. Theorem 6.9 is stronger than Theorem 1. Indeed, let L be a nonnegative weight function on W which vanishes on a proper non-empty subset S
• of S. Then, Theorem 1 only gives us informations on weight functions L ′ satisfying
However, in Theorem 6.9, we may have
> 0 and L(s) = 0, then Theorem 6.9 implies that for all weight functions L ′ such that 
cells. But Theorem 1 does not tell us anything in this case as we do not have
. We now show in more details that Theorem 6.9 implies Theorem 1.
(
contains L in its closure, therefore Theorem 6.9 tells us that any
. Then Theorem 1 then follows from Theorem 6.9 (see also Claim 8.8).
. Then Theorem 1 then follows from Theorem 6.9 (see also Claim 8.4).
. In other words L ′ ∈ C 6 and Theorem 1 follows from Theorem 6.9 (see also Claim 8.6).
Remark 6.11. In this remark, we explain why we do need an hyperplane of the form H (t−t ′ )−m5s in our finite set of hyperplanes in Theorem 6.9, eventhough the lowest two-sided cell is the same whether the weight function lies in C 1 or C 2 . Assume that W is of typeC 2 . It is shown in [11, 12] that Conjecture 6.2 holds for the following set of hyperplanes
We describe this set of hyperplanes in Figure 3 , projecting on the affine hyperplane with equation s * (µ) = 1. 
In the figure below, we show the partition of W into cells for a weight function in C 1 and for a weight function 
It can be shown that all positive subsets can be obtained this way. We denote by P + (Z[S] ) the subset of P(Z[S]) which consists of all sequences Φ = (ϕ 1 , . . . , ϕ d )
Hypothesis. From now on and until the end of this section, we fix a positive subset X = Pos(Φ) such that Φ ∈ P + (Z[S] ). In typẽ C we assume that t ≥ t ′ .
To simplify the notation, we will denote by ≤ the total order on Γ instead of ≤ X .
Example 7.1. Assume that W is of typeB r ,F 4 orG 2 and letS + = {s} and
. Then we have ϕ 1 = s * and ker(ϕ 1 ) = Rt. Since we assumed that ϕ 2 (t) > 0 we must have ϕ 2 = κt * where κ > 0. It follows that Γ = Z[S] and that the order on Γ is simply the lexicographic order:
Assume that W is of typeC r and that S + = t. Let ϕ 1 = t * and ϕ 2 be defined by ϕ 2 (0, j, k) = bj + ck for b, c ∈ N. Then we have ker(ϕ 2 ) = (0, −c, b) . Finally we define ϕ 3 by ϕ 3 (0, −c, b) = 1 and we extend it by linearity. Then the order associated to (ϕ 1 , ϕ 2 , ϕ 3 ) can be describe as follows:
Let L : W −→ Γ be the weight function defined by L(s) = ω i if s ∈ ω i . Let A be the group algebra of Γ over Z. Recall that we use the exponential notation for A
Let H = H (W, S, L) be the associated Hecke algebra. We will denote by T x the element of the standard bases of H, by C x the elements of the Kazhdan-Lusztig basis of H and by P x,y , M x,y the polynomials in A defined in Section 5.1. We set
We denote by + : Γ → Γ (respectively • ) the map induced by the projection of
We will write deg
In this section we will have to distinguish the following cases. (We keep the notation of Section 6.2 and 6.3.) Case 1. W is of typeB r ,F 4 orG 2 .
Case 2. W is of typeC r ,S + = {t, t ′ }.
Case 3. W is of typeC r ,S + = {t, t ′ } and (−1, k, 1) < 0 for all k > 0.
Case 4. W is of typeC r ,S + = {t, t ′ } and (−1, k, 1) > 0 for some k > 0.
If we are in Case (1)- (3), we define the weight function L + by
Hence we have
If we are in Case (4), we define the weight function L + by
Note that in this case, we have
Recall that, for a weight function L, we say that a hyperplane 
Lemma 7.3. Let λ be a L + -special point and let H be an hyperplane orthogonal to α which contains λ and such that L
Proof. Let λ be a L + -special point and let H be an hyperplane which contains λ and such that L + H > 0. In Case 1, the result is clear since any hyperplane is of maximal weight. In Case 2, since t > t ′ andS
. . , s n−1 } and we have L H = t or L H = s and the result follows. In Case 3, since t > t ′ , we must have S λ = {t, s 1 , . . . , s n−1 } and the result follows as above. Finally in Case 4, the result is clear. 
For u = aw
• λσ y σ ∈ U σ , we set X u := X λσ .
together with the collection of subsets
Assuming that this theorem holds, we would get, using the Generalised Induction Theorem [11, Theorem 6.3] , that the set
In particular it would be a union of left cells. Then by an easy induction on the length of b σ ∈ W , we would get that each N σ is a union of left cells. In turn, since c Remark 7.6. Condition I5 is stated slightly differently in [11, §6] : for all v ∈ U , y ∈ X v we have
where ⊏ denotes a preorder such that xu ⊏ yv implies ℓ(xu) < ℓ(yv). It is a straightforward induction on ℓ(xu) to show that those two conditions are equivalent.
7.3. Kazhdan-Lusztig Polynomials and M -polynomials. Let x ∈ W and let I ⊂ S be such that W I is finite. There exist unique x ′ ∈ W I and d
can be uniquely written as x ′ = au where a ∈ W I • and u has minimal length in the coset W I • x ′ of W I . We will write x = a Remark 7.7. Note that, for all a ∈ W I • and all t ∈ I + , we must have taw
since the number of elements of I + appearing in any reduced expression of aw
Lemma 7.8. Let I ⊂ S be such that W I is finite and let y ∈ W be such that y = aw
• I z where a ∈ W I • and z ∈ X −1
Furthermore, for all s ∈ S • such that sx < x < y < sy we have
We prove the result by induction. To this end, to any element x, y ∈ W satisfying the hypothesis of the lemma, we associate a pair
where ℓ 0 = ℓ(w I • ) and x = a x u x d x . We order such pairs by the usual lexicographic
First assume that there exists t ∈ I + such that tx > x. Then, since ty < y, we have
and the result follows by induction.
Next assume that tx < x for all t ∈ I + . Since we supposed that
+ , there exists s ∈ I 0 such that sx > x. If sy < y then
and the result follows by induction since
If sy > y then we have
By induction we know that [14, §6.3] ). Thus if M s z,y = 0, we get using the induction hypothesis
Now we have
Hence by induction
The result follows using ( †).
Remark 7.9. The same proof can easily be generalised to any Coxeter group (W, S). Assume that W is finite and let w S be the longest element of W . Using the previous lemma, we can show that W S • and W S • w 0 are union of cells of (W, S, L). Indeed, let y ∈ W S • w S and let w ∈ W S • be such that y = ww Following [9, §2.3], we want to study the degree of the polynomials f x,y,w . We will need more precise result than in [9] , but the method of the proof is similar.
We introduce some notation. For α ∈ Φ + , we set F α = {H α,n | n ∈ Z}. For x, y ∈ W we set
The following two lemmas can be found in [9] .
Lemma 7.10. Let x, y ∈ W and s ∈ S be such that xs > x. Then I x,sy ⊆ I xs,y .
Lemma 7.11. Let x, y ∈ W and s ∈ S be such that xs > x and sy < y. Let α ∈ Φ + and n ∈ Z be such that H α,n is the unique hyperplane separating yA 0 and syA 0 . There is an injective map ϕ from I x,y to I xs,y − {α}. Furthermore if β ∈ I x,y we have either ϕ(β) = β or ϕ(β) = ±σ Hα,0 (β).
Using these two lemmas, one can obtain the following bound on the degree of f x,y,z in terms of x and y.
Note that this implies that deg 
Fix k such that 2 ≤ k ≤ p. Using the previous lemmas, there exists an injective map ϕ k such that
Thus we have a sequence
If we denote by α i k the positive root such that the only hyperplane separating y k A k and s i k y k A 0 lies in F αi k then we have
Proof. We have
Fix a y in the on of the sum above. Let λ be the unique L + -special point which is contained in the closure of yA 0 and which lies in the same orbit as λ σ (i.e. Let 1 ≤ i ≤ k and assume that H i = H αi,n where n > 0 (the case n ≤ 0 is similar). We have H i ∈ H(A 0 , yA 0 ) and since λ ∈ H i ∩ yA 0 we see that n < µ,α i < n + 1 for all µ ∈ yA 0 .
It follows that H αi,m / ∈ H(A 0 , yA 0 ) for all m ≥ n + 1. Next, since x ∈ X λσ = X λ , we see that H i / ∈ H(yA 0 , xyA 0 ) and it follows that H αi,m / ∈ H(yA 0 , xyA 0 ) for all m ≤ n. Finally, since λ is a L + -special point, we must have
It follows that
By Lemma 7.8, we know that
Therefore, we have
If we are in Case 1-3, all the hyperplane which contains λ must be of maximal weight, hence we have
In Case 4, we may have
Then by the work above we know that i 
we have H ∈ I x k+1 si k+1 ,y k+1 but H / ∈ I x k ,y k . Further, if there is an hyperplane of direction α in I x k ,y k then it can't be of maximal weight. Hence we have 
If we are in Case 1 or in Case 2 with C α = L α then we have, using (1)
But we know that ϕ 1 (L α ) < 0 hence ϕ 1 (deg + (P x,y f x,y,z )) < 0 and P x,y f x,y,z lies in A <0 ; see Remark 7.2.
If we are in Case 2 and C α = t − t ′ , then, we must have t ∈S + and t ′ / ∈S • . Therefore we have C + α = t and we can conclude as above.
If we are in Case 3 then C α ≥ t − t ′ and we get
But since we are in Case 3, this implies that P x,y f x,y,z ∈ A <0 ; see Remark 7.4.
Finally, if we are in Case 4 then C α ≥ t ′ . Using (2), we get
and since
The result follows; see Remark 7.2. We have
If we are in Case (1) or in Case 2 with c
and the result follows using ( * ).
If we are in Case (2) with c
and the result follows using ( * ) and Remark 7.2.
If we are in Case (3), then c
and the result follows; ; see Remark 7.4.
Finally, if we are in Case 4, then using (2) we must have i
The result follows, arguying in a similar fashion as at the end of the previous Claim.
The theorem follows easily from the two claims and the expression: 
• λσ b σ ∈ U λ,z and x ∈ X λσ . It is enough to show that T s T x C u ∈ M for all s ∈ S. There is 3 cases to consider:
(1) sx > x and sx ∈ X λσ ; (2) sx < x and sx ∈ X λσ ; (3) sx > x and sx / ∈ X λσ .
The result is clear in the first two cases since we have respectively
Assume that we are in the third case. Then by Deodhar's lemma (see [ 
In the above sum, we know that the term
min which in turn implies that by Lemma 3.9, that either z = a z w
From there, the result follows by an easy induction on the length of b σ .
Proof of Theorem 6.5
Let Γ be a totally ordered group abelian group. In this section we study the relation between H = (W, S, L) as define in the previous section and
where L ∈ Weight(W, Γ). The element of H and A will be written with a bold symbols.
We recall the some result of [8, 6] . Let N ∈ N and let X N = {z ∈ W | ℓ(z) ≤ N }. We now define three subsets
be the set of all elements γ > 0 ∈ Γ such that v −γ occurs with a non-zero coefficient in a polynomial P z1,z2 for some z 1 < z 2 ∈ X N . Next for any z 1 , z 2 in X N such that M s z1,z2 = 0 for some s, we write M
be the set of all elements γ i − γ i−1 > 0 arising in this way, for any z 1 , z 2 ∈ X N and s ∈ S. Finally let Γ 3 + (N ) be the set of all elements γ > 0 ∈ Γ such that v −γ occurs with a non-zero coefficient in a polynomial of the form z;z1≤z<z2;sz<z
for some z 1 , z 2 ∈ X N and s ∈ S. We set Γ + (N ) = Γ 
Then, for all x, y ∈ X N , we have θ
The following Lemma is a straightforward generalisation of [6, Lemma 3.4] . Lemma 8.2. We have
We now give an outline of the proof of Theorem 6.5. First, note that the proof of Theorem 7.5 in the previous section only involved elements of bounded length, say by N 0 ∈ N. Let (W, S) be an irreducible affine Weyl group and assume that S = S + ∪ S • is such that no element of S + is conjugate to an element of S • . Let X ∈ P + (Z[S]) as in Section 7.1 and Γ = Z[S]/(X ∩ (−X)). Then, using N 0 and the previous lemma, we will determine a set of weight functions C (which will correspond at the end to a union of chambers) such that for all L ∈ C we have
For all such weight functions, we can apply the same proof as before to (W, S, L) by Proposition 8.1 and we get that N
is a union of cells of (W, S, L). But then, it will be easy to see that
′ which takes some zero values and which lies in C . Finally by changing the sets S + and S • (and also the subset X in typeC), we will eventually cover all the cases and determine the constants such that Theorem 6.7 and Theorem 6.9 holds. The constants we are determining are nowhere near the best we can find as one can see by looking at the essential hyperplanes in typeC 2 in Remark 6.11.
8.2.
Affine Weyl group of typeB r ,F 4 orG 2 . We keep the notation of Section 6.2. Let W be an irreducible affine Weyl group of typeB r ,F 4 orG 2 .
First letS
and the order is the lexicographic order (see Example 7.1).
Proof. Since the order on Γ is the lexicographic order, we must have
Let i > 0 and −N 0 ≤ j ≤ N 0 . Then
The result follows.
Thus Condition ( * ) in Proposition 8.1 holds for all weight functions satisfying the hypothesis of the lemma. Therefore we get that N Next letS + = {t} andS • = {s}. Then we get that the order on Γ is as follows (i, j) < (i ′ , j ′ ) ⇐⇒ j < j ′ or (j = j ′ and i < i ′ ). Finally, putting all this together, we get Theorem 6.5 holds for the finite set of rational hyperplanes H(N 0 , 1/N 0 ).
8.3.
Affine Weyl group of typeC. We keep the notation of Section 6.3. We haveS = {t, s, t ′ }. where Γ is the totally ordered abelian group associated to Pos(Φ).
Proof. SinceS + = {t} we set ϕ 1 = t * . Hence ker(ϕ 1 ) = {(0, j, k) | j, k ∈ R}.
Now we want to find a linear map ϕ 2 : ker(ϕ 1 ) → R defined by ϕ 2 ((0, j, k)) = bj +ck (where b, c ≥ 0) such that the following property holds for all −N 0 ≤ i, j ≤ N 0 :
To do so we proceed as in [6, §3] . Set E := {x ∈ Q | x = ± k j where j, k = 0 and − N 0 ≤ j, k ≤ N 0 } and write E = {x 1 , . . . , x n } where x 1 < x 2 < . . . < x n . We set x 0 = 0 and x n+1 = +∞. Let b, c ≥ 0 be integers such that
Note that we must have x k+1 L(t ′ ) > L(s). Then we claim that property ( †) holds. Let −N 0 ≤ j, k ≤ N 0 be such that bj + ck > 0. If j > 0 and k < 0 then b/c > −k/j and we have
as required. If j < 0 and k > 0 (in this case we have x k+1 < ∞) then b/c < −k/j but this forces x k+1 ≤ −k/j. Hence where Γ is the totally ordered abelian group associated to Pos(Φ).
Proof. SinceS + = {s} and we set ϕ 1 = t * . Hence
Arguing as in the proof of the previous claim, there exist integers a, c ≥ 0 such that if we define ϕ 2 : ker(ϕ 1 ) → R by ϕ 2 ((i, 0, k)) = ai + ck then ϕ 2 ((i, 0, k)) > 0 implies L(t)i + L(t ′ )k > 0. For such ϕ 2 we have Pos(ϕ 1 , ϕ 2 ) ∈ P + (Z[S]) and
The result follows easily from our assumptions on L.
Let L ∈ Weight(W, Γ) and Φ as in the previous claim. Arguying as above,we get that N Remark 8.7. If we set m 6 = 1/N 0 , the above claim implies that Theorem 6.9 holds for all positive weight functions lying in C 6 ∪ (C 6 ∩C ′ 6 ) and all non-negative weight functions lying in H t ∩ H t ′ . where Γ is the totally ordered abelian group associated to Pos(Φ).
Proof. SinceS + = {t, t ′ } we set ϕ 1 = t * + t ′ * . Hence ker(ϕ 1 ) = {(i, j, −i) | i, j ∈ R}.
We define ϕ 2 := t * and ϕ 3 = s * . Then Pos(ϕ 1 , ϕ 2 , ϕ 3 ) ∈ P + (Z[S]) and we have
The result follows from our assumptions on L. Note that the N 2 0 in the hypothesis of the lemma comes from the fact that we need to have
The last inequality will hold whenever L(t where Γ is the totally ordered abelian group associated to Pos(Φ).
Proof. SinceS + = {t, t ′ } we set ϕ 1 = t * + t ′ * . Hence 
The result follows from our assumptions on L.
Let L ∈ Weight(W, Γ) and Φ as in the previous claim (so that we are in Case 4). Arguying as above,we get that N Finally we still have to consider the caseS + = {t, s} andS • = {t ′ }. However in this case, there is nothing to prove since for all L, L + ∈ Weight(W, Γ) such that
min . Indeed, in both cases, we have W max = {w 0 } where w 0 is the longest element of the group generated by t, s 1 , . . . , s n−1 .
The proof of Theorem 6.9 for type C is now complete.
