Genotype-by-environment (GE) interaction can be analyzed using different approaches. Among these, the additive main effects and multiplicative interaction model yields useful interpretations and can be applied successfully to plant breeding programs. In this paper we review fitting strategies for this model and show how to combine the capabilities of the Mixed and IML procedures in SAS to fit this model. This permits straightforward use of likelihood-based inference in standard and non standard situations like complex experimental designs. The proposed procedures were applied to data from red mottled bean variety trials conducted in the Dominican Republic and Puerto Rico in 9 environments with 30 lines (15 with indeterminate and 15 with determinate growth habit).
INTRODUCTION
Yield trials are usually repeated in different environments (typically a combination of locations and years). This permits general conclusions to be drawn, but also makes the interpretation of the interaction between genotype and environment (GE) interaction more difficult. Understanding this interaction is one of the aspects on which a successful plant breeding program depends (Gauch, 1988) .
There are different approaches used to model GE interaction, among them the concurrence model, the regression on the mean models and the additive main effects and multiplicative interaction (AMMI) models (van Eeuwijk and Kroonenberg, 1998) . Because it is the most versatile approach, the AMMI model has been used in a variety of situations (see for example Shafii et aI., 1992, and Aguiluz, 1998) .
In this paper we review this model and show how to fit it using the Mixed and IML procedures in SAS. We apply the proposed methodology to red mottled bean (Phaseolus vulgaris L.) variety trials conducted in the Dominican Republic and Puerto Rico. In the Dominican Republic and Haiti, red mottled beans are grown by small-scale farmers both on hillsides and in valleys using diverse cultural practices. Hence, it is desirable to develop red mottled varieties which perform predictably over a wide range of environmental conditions. In this study 30 different lines were analyzed: 15 with indeterminate and 15 with determinate growth habit under 9 different environments (Beaver et al., 1996) .
METHODOLOGY
The general model used for a typical variety trial is:
(1) where fl, ai, ~j, and a~ij (i=I, ... ,e;j=I, ... ,g) are, respectively, the (fixed) general mean and the (fixed) effects of the environment, the genotype and the GE interaction. The term 8k(i) is the (random) effect of the k tho block (k= 1, .. . ,n) in the i tho environment, 8 i.i.d. N (0, cr\'ock), and the term Ei;k is the (random) error term, Eijk i.i.d. N (0, cr 2 ).
The AMMI model expresses each interaction term as a sum of multiplicative terms:
where At, {atl, ... , ate}, {btl, ... , bte }, are, respectively, the t th singular value, the t th column of the left-side matrix and the t th row of the right-side matrix of the singular value decomposition of E, the exg matrix of interaction effects (i.e., the ij tho element of E is a~i;) (Mandel, 1971; Rao, 1973) . The singular value decomposition has the property that the sum of squares of the interaction, SS GE, equals 2:t A?, and therefore the values A? can be interpreted as the portion of the interaction sum of squares associated with the particular multiplicative component.
The estimation of the AS, as and bs is done according to the procedure discussed by Mandel (1971) . It consists in obtaining the residuals after fitting a main-effects-only model, and computing the singular value decomposition of the estimated interaction effects. Price and Shafii (1993) present a SAS IML program to do this. Note that for balanced data it is equivalent to compute the residuals from averages or from using all replicates and averaging the resulting residuals. It is not clear at present which of the two alternatives is preferable when the data are unbalanced.
For parsimony, m (the number of singular values retained in eq. 2) should be small, preferably much smaller than its maximum, min(e,g). Likelihood ratio tests have been proposed to determine the number of multiplicative terms to retain in (2) (Hegeman and Johnson, 1976; Milliken and Johnson, 1989) . These tests can be computed directly using SAS Proc Mixed (SAS Institute, 1997) by fitting apropriate models under the null and alternative hypotheses, and letting the program compute the corresponding maximized likelihoods.
The hypotheses for testing whether it suffices to retain up to the mth multiplicative term are: 
t=l Once these residuals are computed, they can be used as the dependent variable in a model with no fixed effects, no intercept, and the same random effects present in the original model (in the example, 'fWi) and Eijk . If the data set is balanced, then the estimation procedure described above yields also the maximum likelihood estimators of the fixed effects, and hence the maximized likelihood can be obtained directly from the residuals rijk.To verify this, note that an individual term in the maximized log likelihood under the null hypothesis is:
The numerator of the last term of this equation is rijk 2, and therefore the maximized likelihood can be computed directly for the proposed model using the residuals.
Once both maximized likelihoods are available, a likelihood ratio test statIstIC can be computed by taking the difference -2 log LHO -(-2 log LHa). Since the null hypothesis is a proper subset of the alternative, this statistic has an asymptotic chi-square asymptotic null distribution. The degrees of freedom can be aproximated using the formula suggested by Gollob (1968) :
Other approximations could be used (Mandel, 1971; Milliken and Johnson, 1989) .
In summary, the following steps are necessary to fit the AMMI models in SAS:
1. Read data and fit a model with main effects but no interaction. 2. Obtain residuals and average them to obtain the E matrix (estimated GE interaction terms). 3. Obtain the singular value decomposition of E and generate data sets with the results (Shafii and Price, 1998) . 4. Generate data sets containing the fitted values and residuals for models containing main effects and 1,2,3, etc. multiplicative interaction terms. 5. Fit models using the residuals obtained in 4 as dependent variables, no fixed effects, no intercept and the same random effects used in the model fitted in part 1. Compute the maximized likelihood for each of these models. 6. Fit a general model with main effects and interaction and compute its maximized likelihood. 7. Compute likelihood ratio test statistics for each of the models fitted in 5 and decide how many multiplicative terms to retain.
8. Compute the AMMI model means and prepare biplots to better interpret the results (Shafii and Price, 1998) .
RED MOTTLED BEAN VARIETY TRIALS
From 1990 to 1992, several variety trials were carried out to evaluate the performance of breeding lines with determinate and indeterminate growth habit over a wide range of environmental conditions (Beaver et ai., 1996) . A preliminary ANOV A shows large differences due to environment and genotype, and a large GE interaction (F=4.14, p-value=O.OOOl). Partition of the genotype effects and the GE interaction to account for the different growth habits also show highly significant effects and interaction (see Table 1 ). It also shows that a mayor contributor to the genotype and GE interaction effects is growth habit. The means show a wide range, from 0.4 to more than 3 ton/ha, with the determinate lines, in general, showing lower yields than the indeterminate ones (see Table 2 ). Table 3 shows the percentage of variability associated with each of the singular values. The last 3 columns show the results of the approximte likelihood ratio tests for testing the goodness of fit of a model retaining the first m multiplicative terms (m=l, 2, 3, 4) . From this table it is clear that the first three multiplicative terms explain most of the GE interaction, and that additional terms do not improve the fit. The biplots are presented in Figures 1-4 . They were constructed using the program provided by Price and Shafii (1993) . Plots involving the first component clearly indicate that the most important aspects of the GE interaction can be explained by the growth habit: essentially all the genotypes with indeterminate growth (numbers 16-30) have positive scores for the first component, while most of the genotypes with determinate growth have negative scores. Because of the multiplicative effects used in the model, a given environment will manifest opposite effects for determinate and indeterminate lines. Environments 6-9 (all of the Puerto Rico planting dates except January 1990) will tend to have a positive correlation with indeterminate lines, while environments 1-5 (Dominican Republic locations and Puerto Rico's January 1990 planting date) seem positively correlated with the lines with determinate growth habit. Lines having scores close to 0 for the first 3 components can be interpreted as more stable (presenting more predictable yields in most of the environments). The lines 3, 7, 13, 20, 24, 25 and 28 seem most stable, since their scores for the first component are smaller than 0.1 (in absolute value), and their scores for the second and third components are smaller than 0.3 in absolute value. Furthermore, line 24 combines a high mean yield with predictable performance. Figure 4 graphs the first component versus the mean yield (ton/ha). From this graph the growth habit effect can be noted: indeterminate lines tend to have higher yields than determinate lines. The genotypes which are closer to the reference line at 0 indicate a greater relative stability. Separate analysis for indeterminate and determinate lines show a similar interaction structure, and 2-3 multiplicative components would need to be retained in each case.
SUMMARY
In this paper we reviewed the additive main effects and multiplicative interaction model and discussed fitting strategies. We present an algorithm to fit this model and compute goodness of fit ratio tests to decide how many multiplicative components are important. This algorithm combines the capabilities of SAS PROC MIXED and IML. We present an example applying the proposed methodology to data from red mottled bean variety trials conducted in the Dominican Republic and Puerto Rico in 9 environments with 30 lines. 
