We give a classification of superattracting germs in dimension 1 over a complete normed algebraically closed field K of positive characteristic up to conjugacy. In particular we show that formal and analytic classifications coincide for these germs. We also give a higher dimensional version of some of these results.
Introduction
Recent interest arose in understanding the local dynamics of analytic germs f : (K N , 0) → (K N , 0) over a (complete normed) field K of positive characteristic. One of the first works in this direction is given by [HY83] , where the authors deal with some problems of small divisors and resonances in the non-archimedean setting, in particular for analytic germs f : (K, 0) → (K, 0) with |f ′ (0)| = 1. If the characteristic of K is zero, the authors show that f is always analytically linearizable, as far as λ := f ′ (0) is not a root of unity. This result does not hold in positive characteristic, the problem due to the presence of small divisors, that gives an obstruction to the convergence of the formal conjugacy between f and its linear part x → λx (see [Lin04] ).
In this paper, we are concerned with superattracting germs, characterized by the property that the differential df 0 at 0 is nilpotent.
In dimension one, any superattracting germ can be written under the form f (x) = Cx d (1 + ε(x)) with C = 0, d ≥ 2 and ε(0) = 0. When K is the field of complex numbers endowed with the standard euclidean norm, a classical result by Böttcher [Böt04] states that f is analytically conjugate to the map x → x d . This result still holds for superattracting germs f : (K, 0) → (K, 0) over any field K of characteristic zero, endowed with any (archimedean or non-archimedean) complete norm, provided that d−1 √ C ∈ K. Böttcher theorem also holds over fields K of characteristic p > 0 when d and p are coprime. However it does not hold when p divides d.
Consider for example the germs F (x) = x p (called the Frobenius automorphism) and f (x) = x p (1 + x). Since F ′ (x) ≡ 0 while f ′ (x) = x p , these two germs cannot be conjugate one to the other.
Since any germ f whose derivative is identically zero can be factorized through the Frobenius automorphism, there exists a unique m ∈ N for which f = g • F m , where g : (K, 0) → (K, 0) satisfies g ′ ≡ 0. Set d = ord 0 (g) and r 0 = 1 + ord 0 (g ′ ) − d, where ord 0 denotes the order of vanishing at 0. The numbers m, d and r 0 are invariants of (formal) conjugacy. Notice that either r 0 = 0 (when p and d are coprime), or r 0 > 0 is coprime to p (and p divides d).
In this paper, we provide the formal and analytic classification of superattracting germs in dimension one, over any algebraically closed field K of positive characteristic. f (x) = x dp m a x
where:
• m ∈ N, d ∈ N * and dp m ≥ 2, • either r 0 = 0, or r 0 is coprime to p when p divides d, • b = 0, and a ∈ K[z] is a polynomial of degree < r 0 /(p − 1), • when r = 0, then a ≡ 0 and b = 1, • when r > 0, then a(0) = 1 and b is uniquely determined up to the multiplication by a root of unity ζ such that ζ dp m = ζ.
Theorem A does not provide a complete classification of superattracting germs in positive characteristic, since the polynomial a is not uniquely determined. In Theorem 3.6 we shall describe normal forms with the property that for any f there exists a finite number of such normal forms conjugate to it.
Special cases of our main result were known to the experts. The case when d and p are coprime can be proved as in the classical case of Böttcher's theorem (see Theorem 4.1), and Gardner Spencer in his thesis [GS11] gave a formal classification of superattracting germs when m = 0 and d = p (see Remark 3.8).
When K is endowed with a (complete) norm, we show that analytic and formal conjugacy of superattracting germs in dimension one coincide. Ecalle conjectured that formal and analytic classifications coincide for superattracting germs f : (C N , 0) → (C N , 0) over the complex numbers (with standard euclidean norm), in any dimension N ≥ 1. Hence Theorem B gives a positive answer toÉcalle's conjecture in our setting.
As an example of result that holds for superattracting germs over fields of positive characteristic in higher dimensions, we give a sufficient condition for a superattracting germ to be conjugate to a monomial map.
Theorem C. Let K be a complete normed (possibly non algebraically closed) field of characteristic
Then f is analytically conjugate to its leading monomial part
Notice that in general a map of the form (2) will not be conjugate to a map of the form (3) with C = (1, . . . , 1) =: 1l, not even when K is algebraically closed. Indeed, it is possible only when 1 is not an eigenvalue for D (see Remark 7.1).
To read (2) and (3), we used the following notation. Write x = (x 1 , . . . , x N ) and
The product between two vectors in K N is the product coordinate by coordinate:
We now indicate how we prove our stated results. The proof of Theorem A has a combinatorial flavour. Indeed, we need to solve the conjugacy relation Φ • f = f = Φ, where f is the given germ, f is the candidate normal form, and Φ is the unknown change of coordinates. We write f , f and Φ in formal power series. The conjugacy relation induces an infinite number of relations between the coefficients of such formal power series, where the unknowns are the coefficients of Φ and f . We solve these equations by induction, that is at some points quite intricate.
To prove Theorem B, we estimate the growth of the coefficients of a conjugacy Φ between f and f in the normal form given by Theorem A. The case when d and p are coprime is easy, and can be dealt with classical arguments (similar to the classical proof of Böttcher's theorem). When p divides d, the combinatorics is much more delicate to deal with. In this case, we estimate the growth rate of the coefficients of Φ by majorant series techniques, using the recursion formulae derived in the proof of Theorem A.
For both these results, the main difficulties arise from the delicate combinatorics of the equations to solve, given by the positive characteristic setting.
The proof of Theorem C is analogous to the one working in the complex setting. We use part of the techniques developed in [Rug13] to prove the result.
The paper is organized as follows. In the first section we fix some notations and recall a few properties of non-archimedean norms over fields of positive characteristic. In the second section we introduce the discrete invariants for superattracting germs in dimension one, and study their behavior under composition and iteration. In the third section we state the formal classification Theorem 3.6 of superattracting germs in dimension one. We also give some remarks, deduce Theorem A, and give some restrictions on the invariants of superattracting germs given by the action at infinity of a polynomial in K. In the fourth section we give the analytic classification of superattracting germs when d and p are coprime. In the fifth section we prove Theorem 3.6, and in the sixth section we prove Theorem B. In the seventh (and last) section, we conclude by proving Theorem C, and by giving some remarks and open questions on the local classification of superattracting germs in higher dimensions over fields of positive characteristic.
Basics
In this section we recall a few properties for non-archimedean norms. For the whole paper, all norms will be complete. Proposition 1.1. Let (a n ) n be a sequence in a any field K endowed with a non-archimedean norm. Then n (1 + a n ) converges ⇐⇒ n a n converges ⇐⇒ a n → 0.
We introduce here the p-adic valuation on integers, that will be very useful throughout the whole paper. Definition 1.2. Let p be a prime number, and n ∈ Z. The p-adic valuation ν p is defined by
From now on, p will be always denote a prime number, equal to the characteristic of K.
Remark 1.3. Let b ∈ N be such that ν p (b) = 0, i.e., p and b are coprime. Then (1 + x) 1/b is a well-defined analytic germ. Indeed, we can define
and 1/b n is a well defined element in K, of norm either 0 or 1.
Therefore (4) defines an analytic germ over K.
is an analytic germ with ε(0) = 0, we can define
We shall need the next proposition to study the convergence of formal power series.
for n → +∞ and x small enough. Then
Proof. First, notice that (5) is a vector expression. We can estimate each entry, and suppose ( 
All stated properties can be easily verified.
Discrete invariants
In this section we shall describe all the discrete invariants for the classification of one dimensional superattracting germs up to (formal) conjugacy, over an algebraically closed field K of characteristic p > 0.
] a (non-constant) formal power series. We set 
] be the conjugacy between f and f , and denote by
Hence m ≥ m. By switching the role of f and f , we get the opposite inequality m ≥ m, and hence m = m is an invariant of conjugacy.
] be a formal power series with g ′ ≡ 0. We set
Notice that ord 0 (f ) = dp m , hence d is an invariant of conjugacy.
] be a formal power series with g ′ ≡ 0 and ε 0 = 0. We define recursively the sequence r(g) = (r u ) u∈N as following.
Notice that r 0 + d − 1 = ord 0 (g ′ ), and r u is by definition a non-increasing sequence. Moreover,
We shall show that the sequence r = r(f ) is an invariant of conjugacy (see Lemma 5.3).
We conclude this section by studying how these discrete invariants behave under composition.
In the last relation, the equality holds in any of the following cases:
• the minimum is attained only for a unique choice of (h, k) with h + k = u;
• for u = 0, u = e;
• for a generic choice of
′′ where the derivatives of g ′ and g ′′ are not identically zero, and F is the Frobenius automorphism. Then
where T is the operator defined by (6). By direct computation, the derivative of g ′′ • T 
The relation e = e ′ + e ′′ directly follows. We now prove the the relation (7)
By the definition of r ′ and r ′′ , we have:
• a n = 0 for any n < r ′ h , 0 ≤ h < e ′ , h = ν p (n), and analogously b n = 0 for any n < r
We now want to study g ′′ • T m ′′ g ′ (y) and its formal power series expansion. We get
For any k = 0, . . . , e ′′ , set
The key of the proof of (7) is given by the next lemma.
Lemma 2.6. Let 0 ≤ k ≤ e ′′ . Then we have
where o k+h (y Proof. We need to compute (a(y))
In this case we have (9) a(y))
The smallest degree that appear (9) of the form y
Hence we get an equation on the form (8) when we consider j ≤ r ′′ k in the sum defining ε (k) . We conclude by noticing that if j > r
, and the orders that appear for j > r ′′ k are higher than the one got for j = r ′′ k . We now conclude the proof of Theorem 2.5. First, notice that g
ε (k) (y). Hence, by Lemma 2.6 we get
that gives us (7). Notice that the coefficients in the sum of (10) are all different from zero. For the properties of valuations, we have equalities in (10) when there is only one (h, k) for which the minimum is attained. In particular, this is always verified for u = 0 (in this case h = k = 0), or u = e (in this case h = e ′ , k = e ′′ , end r e = 0). More generally, suppose the minimum is attained for (h, k) ∈ E for a suitable set of choices E. Then we have equalities when
Remark 2.7. In the notations of Theorem 2.5, suppose that r ′ = r(f ′ ) is a strictly decreasing sequence. Then we have that r = r(f ′′ •f ′ ) is (generically) a strictly decreasing sequence. Indeed, since r
for any u = 0, . . . , e.
Applying Theorem 2.5 to the iterates of a superattracting germ, we get by induction the following corollary. 
Normal forms
In this section we describe the normal forms obtained, and state our main result. We first need a few definitions and preparatory lemmas.
Definition 3.1. Let e ∈ N, and let r = (r 0 , . . . , r e ) (given by Definition 2.4 as r = r(f ) for a suitable f ) be a non-increasing sequence with r e = 0. For any n ∈ N and 0 ≤ k ≤ e, we set
Remark 3.2. Notice that if r k < r k−1 (for k < e), by construction ν p (r k ) = k, and J k (n) ∈ N for any n. If r k = r k−1 , then we could have J k (n) ∈ Q \ N. Nevertheless, in this case we have
Lemma 3.3. The set {n | J (n) = j} is non-empty for any j ∈ N.
Proof. It is straightforward to show that
Lemma 3.4. The map J defined in Definition 3.1 satisfies the following properties.
Proof. The first property is straightforward. Suppose n ≥ pr 0 /(p − 1), or equivalently n/p ≤ n − r 0 . Then for any k ≥ 1 we have
Hence J (n) = J 0 (n) = n − r 0 ≥ r 0 /(p − 1). Suppose now n < pr 0 /(p − 1). Then for any k ≥ 1 we have
The statement follows.
Remark 3.5. Lemma 3.4 can be easily improved. Indeed one can show that the property stated in (iii) holds for any j so that
We are now able to state the classification result. 
Then f is conjugate to a germ of the form:
where either e = 0 and a ≡ 1, or a ∈ K[y] is a polynomial of degree < pr 0 /(p − 1). In the latter case, write a under the form a(y) = 0≤n<pr0/(p−1) a n y n .
Then a also satisfies the following conditions. (i) We have a re = a 0 = 1.
(ii) For any 0 ≤ u < e, n < r u with ν p (n) = u, then a n = 0. [Ste57, RR88, Ber06] ). This case was already known by experts, see Theorem 4.1 for a direct proof.
Remark 3.8. The normal forms provided by Theorem 3.6 depend on the choice of N (j) for 0 < j < r 0 /(p − 1). Suppose we pick N (j) = N ′ (j) defined in Lemma 3.3. In the case when ν p (d) = 1, we get normal forms (11) with a(y) = 1 + r≤n<pr0/(p−1) νp(n)=0 a n y n , a r = 0.
When m = 0 and d = p, these normal forms are the one proposed in [GS11] .
To get Theorem A, we need to consider another choice for N (j), defined by used a non-standard total order on N.
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Definition 3.9. We denote by the total order on N given by the lexicographic order on (ν p (n) ∧ e, n).
Example 3.10. Suppose p = 3 and e = 2. Then the order is given by
Remark 3.11. Let J be given by Definition 3.1, and set
Notice that if ν p (j + r 0 ) = 0, then N ′′ (j) = j + r 0 . By picking N (j) = N ′′ (j) in Theorem 3.6, we get a normal form (11) with a(y) = n a n y n satisfying the condition a n = 0 for any n = r 0 , ν p (n) = 0. In particular, we get Theorem A.
In the special case when ν p (d) = 1, we get normal forms (11) with
a ps y ps , a 0 = 1, a r0 = 0. The × are associated to numbers n so that r u = n for some u. Here we get
The case j ≥ 4 follows directly by Remark 3.5, since max r 0 − r 1 p − 1 , r 0 − r 2 p 2 − 1 = max{3.5, 2.375} = 3.5.
Here by taking for example m = 0, d = 3 2 · 2 = 18, N (1) = 15 and N (3) = 21, for m = 0 we get normal forms f (x) = x 18 (1 + a 9 x 9 + a 12 x 12 + a 19 x 19 + a 20 x 20 + a 22 x 22 ).
We conclude this section by noticing that (unlike the case of characteristic zero) not all normal forms can be obtained as the action at infinity of polynomial mappings. From this formula, it can be easily verified that
In particular r 0 ≤ d.
In view of Corollary 3.13, one can ask the following question. Then f is analytically conjugate to the germ
Proof. Set y = x p m , and
with C = 0 and ε : (K, 0) → (K, 0) an analytic germ with ε(0) = 0. We want to find a conjugacy between f and f (x) = C(x
Up to linear conjugacy, we can suppose:
• |C| < 1, and there exists 0 < α < 1 such that |g(y)| ≤ α |y| for |y| ≤ 1; • dε dy (0) < 1, and there exists 0 < β < 1 such that |ε(y)| ≤ β |y| for |y| ≤ 1. Let us consider a local diffeomorphism of the form Φ(x) = xφ(x), with φ(0) = 1.
Considering the conjugacy relation Φ
where T is the operator defined by (6). In particular we have to solve
A solution to this equation is given by the formal product
where ε (n) : (K, 0) → (K, 0) are analytic germs satisfying the relations
Notice that the single factor 1 + ε (n) (y)
is well defined, since the equations in (17) have always solutions, and d and p are coprime (see Remark 1.3).
Let us now show that the formal product converges, thus defining an analytic change of coordinates.
Proceeding by induction on n, when m = 0 we infer
when |y| ≪ 1. When m > 0, we get
where
In both cases, d −n ε (n) (y) → 0 when n → +∞ for |y| ≪ 1. By Proposition 1.4, the product in (16) converges for |y| small enough.
Hence f and f : x → Cx p m d are analytically conjugate. Up to a linear change of coordinates, we can now get C = 1.
Proof of Theorem 3.6
This section is completely devoted to the proof of Theorem 3.6. Write f under the form g • F m , where
(ii) for any 0 ≤ u < e, n < r u with ν p (n) = u, then ε n = 0; (iii) for any 0 ≤ u < e, then ε ru = 0.
Condition (i) can be achieved up to a linear change of coordinates, while conditions (ii-iii) follow directly from the Definition 2.4 of r = r(f ). Let f be another superattracting germ of the form f = g • F m , with
φ n x n , φ 0 = 1.
Considering the conjugacy relation Φ
where the operator T is defined by (6). In particular we have to solve
We recall that the unknowns of this equation are φ and ε, while ε is the datum. We now develop both sides of (18) in formal power series. Denote by I(y) = n I n y n and II(y) = n II n y n the left hand side and right hand side of (18). We first need a few elementary lemmas that will help the needed computations.
] be a formal power series, and h ∈ N. Then
where if J = (j 1 . . . , j h ), we set ψ J = ψ j1 · · · ψ j h and |J| = j 1 + · · · + j h . Proof of Lemmas 5.1 and 5.2. The proof of the first lemma is trivial. To prove the second lemma, it suffices to notice that the sum in (19) gives the term of degree n of ψ h (y). Set k = ν p (h).
Then ψ h (y) = (T k ψ(y
h/p k depends only on y p k , hence any term of degree n with ν p (n) < k is zero.
We can now come back to the proof of Theorem 3.6. By expressing the left and right hand sides of (18) in formal power series, and using Lemma 5.1 and Proposition 1.5, we get To analyze the combinatorics of the equations I n = II n we need a few preliminary lemmas.
Lemma 5.3. The equations II n = I n for J (n) = 0 admit a unique solution ε n = ε n . In particular, we infer ε ru = ε ru for 0 ≤ u ≤ e, ε n = 0 otherwise, and the sequence r = (r u ) u introduced in Definition 2.4 is an invariant of conjugacy.
Proof. We proceed by induction on n such that J (n) = 0, with respect to the order . Recall that by Lemma 3.4, we have {n | J (n) = 0} = {n ∈ N | ν p (n) = u < e, n ≤ r u } ∪ {0}.
For n = 0, the statement is trivial. Suppose we proved the statement for any n ′ ≺ n with J (n ′ ) = 0. Consider the equation I n = II n .
We first show I n = ε n . In the sum defining I n in (20), we have the condition dj + |J| = n. In particular |J| ≤ n < r u ′ for any u ′ < u. Write J = (J 0 , . . . , J j ). If there exists h such that ν p (J h ) < u, then by induction hypothesis ε J h = 0, hence ε J = 0.
Suppose now ν p (J h ) ≥ u for any h. Since ν p (d) = e > u = ν p (n), we infer ν p (n − dj) = u. It follows that there exists h such that ν p (J h ) = u. If J h < n, by induction hypothesis ε J h = 0, hence ε J = 0. If J h = n, then j = 0, and we get I n = φ 0 ε n = ε n .
We now show that II n = ε n , and conclude the proof. Suppose ν p (i) > u. Since ν p (n) = u, by Lemma 5.2 we infer Suppose ν p (i) ≤ u. We can suppose i n. If i ≺ n, by induction hypothesis we get ε i = 0. If i = n, then |I| = 0, and we get II n = ε n φ
