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Abstract
We study a general model of size-dependent population dynamics with nonlinear growth rate.
The existence of a local solution is shown by using Schauder’s fixed point theorem. Uniqueness and
continuous dependence on initial data are also established under additional conditions.
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1. Introduction
We are concerned with size structured population models with growth rate depending
on the individual’s size and a population of individuals. The problem is described as the
following initial boundary value problem with nonlocal terms:

ut + (V (x,P (t))u)x = G(u(· , t))(x), x ∈ [0, l), (0)a  t  T ,
V (0,P (t))u(0, t) = C(t) + F(u(· , t)), a  t  T ,
u(x, a) = ua(x), x ∈ [0, l),
P (t) = ∫ l0 w(x)u(x, t) dx.
(NSDP)
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x at time t and P(t) = ∫ l0 w(x)u(x, t) dx is a population of individuals at time t weighted
by a function w(x), where 0 < l ∞ is the maximum size. (When w(x) ≡ 1, P(t) is the
total population.) The function V (x,P (t)) is the nonlinear growth rate depending on the
size x and the population P(t) at each time t . The function C(t) represents the inflow of
zero-size individuals (i.e., newborns) from outside. The mappings F and G correspond to
the birth and aging functions respectively, as the examples below show.
Example 1.1 (The Gurtin–MacCamy model, cf. [2]).
F(φ) =
l∫
0
β(x,Pφ)φ(x) dx, G(φ)(x) = −µ(x,Pφ)φ(x),
where Pφ = ∫ l0 φ(x) dx , β : [0, l) × Rn → R+ is the birth rate function and µ :[0, l)×Rn →R+ is the mortality rate function.
Example 1.2 (Generalized version of the Gurtin–MacCamy model).
F(φ) =
l∫
0
β
(
x, Ib(φ)
)
φ(x) dx, G(φ)(x) = −µ(x, Im(φ))φ(x),
where
Ib(φ) =
l∫
0
b(x)φ(x) dx, Im(φ) =
l∫
0
m(x)φ(x) dx,
and b(x) and m(x) are some weight functions depending on the size x . (See Section 6 for
details.)
Our results are the generalizations of the ones due to Calsina and Saldaña [1], where
they treated the Gurtin–MacCamy type model, i.e., Example 1.1 with n = 1 and P(t) =∫ l
0 u(x, t) dx is the total population at time t . As explained in [1], such a model comes
from the population model of plants in forests or plantations. The growth rate of plants
may be influenced by the amount of light and nutrients they capture and it may vary with
the individual’s size and the total population at each time. Their arguments strictly depend
on the special forms of F and G. In fact, putting B(t) := C(t) + ∫ l0 b(x,P (t))u(x, t) dx ,
the problem is reduced to the system of integral equations for P(t) and B(t). Then the
contraction argument works and the existence and uniqueness of the solution are obtained.
On the other hand, we treat the aging and birth functions having general forms as devel-
oped to the age-dependent case by Webb [7]. For the general model, we need a different
method. It seems that the contraction argument does not work anymore and we use the
Schauder’s fixed point theorem. For that purpose, we need the results for models with
growth rate depending on the size and time developed by [3–5]. Further, we emphasize that
for the uniqueness, some additional assumptions are needed compared with the existence
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in the existence result.
For other related works, we mention the article by Kraev [6], where a size-dependent
population equation modeling competition for light in forests is studied. In this model, the
growth rate depends on a function of population density.
The paper is organized as follows. In Section 2, we state our basic assumptions and
preliminary results. We give a local existence result (Theorem 3.1) in Section 3. In Sec-
tion 4, an expression of the solution is investigated (Theorem 4.5) and the uniqueness and
continuous dependence on initial data are given in Section 5 under additional assumptions
(Theorems 5.7 and 5.8). Finally, we give an application to the above Example 1.2 in Sec-
tion 6.
2. Assumptions and preliminaries
In this section we state our assumptions and preliminary results. Let us begin with some
notations.
Let L1 := L1(0, l;Rn) be the Banach space of Lebesgue integrable functions from [0, l)
to Rn with norm ‖f ‖L1 :=
∫ l
0 |f (x)|dx for f ∈ L1, where | · | denotes the norm of Rn. For
T > a, we set La,T := C([a,T ];L1), the Banach space of L1-valued continuous functions
on [a,T ] with the supremum norm ‖u‖La,T := supatT ‖u(t)‖L1 for u ∈ La,T . Note that
each element of La,T can be viewed as an element of L1((0, l)×(a, T );Rn) by the relation
[u(t)](x) = u(x, t) for a  t  T , a.e. 0 < x < l. See [7, Lemma 2.1]. Furthermore, let Rn+
be the usual positive cone in Rn, L1+ := {f ∈ L1: f (x) ∈ Rn+ for a.e. x ∈ (0, l)}, and
La,T ,+ := C([a,T ];L1+). When a = 0, we simply write LT or LT,+ instead of L0,T or
L0,T ,+, respectively. Finally, let W 1,∞(0, l) be the usual Sobolev space. It is well known
that the elements of W 1,∞(0, l) can be identified with Lipschitz continuous functions. Let
us denote by W 1,∞+ (0, l) the functions in W 1,∞(0, l) with values in R+.
We assume the following basic assumptions:
(F0) F : L1 → Rn and F is locally Lipschitz continuous in the sense that there is an
increasing function cF : [0,∞) → [0,∞) such that∣∣F(φ1) − F(φ2)∣∣ cF (r)‖φ1 − φ2‖L1
for all φ1, φ2 ∈ L1 with ‖φ1‖L1 , ‖φ2‖L1  r .
(F1) F(L1+) ⊂Rn+.
(G0) G : L1 → L1 and G is locally Lipschitz continuous in the sense that there is an
increasing function cG : [0,∞) → [0,∞) such that∥∥G(φ1) − G(φ2)∥∥L1  cG(r)‖φ1 − φ2‖L1
for all φ1, φ2 ∈ L1 with ‖φ1‖L1 , ‖φ2‖L1  r .
(G1) There is an increasing function c+ : [0,∞) → [0,∞) such that if r > 0, φ ∈ L1+, and
‖φ‖L1  r , then G(φ) + c+(r)φ ∈ L1+.
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l < ∞. For each P ∈Rn, V (x,P ) is of class C1 with respect to x ∈ [0, l).
(ii) For each r > 0, there exists Vr > 0 such that∣∣V (x1,P1) − V (x2,P2)∣∣ Vr(|x1 − x2| + |P1 − P2|) (1)
for all x1, x2 ∈ [0, l) and |Pi | r (i = 1,2);∣∣Vx(x,P1) − Vx(x,P2)∣∣ Vr |P1 − P2| (2)
for all x ∈ [0, l) and |Pi | r (i = 1,2).
(W) w ∈ W 1,∞+ (0, l).
(C) C : [0, T ] →Rn+ is a continuous function.
Remark 2.1. We may extend the function V (x,P ) on (−∞,∞) × Rn keeping the Lip-
schitz property (1) by putting V (x,P ) := V (0,P ) for x ∈ (−∞,0) and V (x,P ) := 0 for
x ∈ (l,∞) in case of l < ∞.
In what follows, V is supposed to be extended on (−∞,∞) × Rn as above. For any
continuous function P ∈ C([0, T ];Rn), we define the characteristic curve ϕP (t; t0, x0)
through (x0, t0) ∈ (−∞,∞)× [0, T ] by the solution of the differential equation{
x ′(t) = V (x(t),P (t)), t ∈ [0, T ],
x(t0) = x0 ∈ (−∞,∞).
(3)
Since V (x,P ) satisfies the Lipschitz condition (1) on (−∞,∞)×Rn, it is known that there
exists a unique solution x(t) =: ϕP (t; t0, x0) of (3) on [0, T ]. It is obvious that ϕP (t; t0, x0)
satisfies the integral equation
ϕP (t; t0, x0) = x0 +
t∫
t0
V
(
ϕP (σ ; t0, x0),P (σ )
)
dσ for t ∈ [0, T ]. (4)
Let zPa (t) := ϕP (t;a,0) denote the characteristic curve through (0, a) in the (x, t)-plane.
Put
cP (t) := ϕP (0; t,0)= −
t∫
0
V
(
0,P (s)
)
ds ( 0), (5)
which is considered as the initial size of those who born at time t . For (x0, t0) ∈
[cP (T ), l) × [0, T ] such that x0 < zP0 (t0), define τP = τP (t0, x0) implicitly by the rela-
tion
ϕP (τP ; t0, x0) = 0 or equivalently, ϕP (t0; τP ,0) = x0, (6)
i.e., τP is the initial time of the characteristic through (x0, t0). For t0  a, define τP ∗a by
τP
∗
a(t0, x0) =
{
τP (t0, x0) for x0 < zPa (t0),
P
(7)a for x0  za (t0).
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tc = τP ∗0(0, c) =
{
τP (0, c) for c < 0,
0 for c 0.
(8)
Let us consider the solution along the characteristic curves. If u(x, t) satisfies (NSDP)
in a strict way, then u(ϕP (s; t, x), s) is shown to be differentiable for s ∈ (τP ∗a(t, x), t) and
satisfies
d
ds
u
(
ϕP (s; t, x), s
)= G(u(· , s))(ϕP (s; t, x))− Vx(ϕP (s; t, x),P (s))
× u(ϕP (s; t, x), s).
By integrating this relation over (τP ∗a(t, x), t), we come to the following definition of a
“mild” solution which is an analogue of the age-dependent model [7, (1.49)]. See also [3,
Definition 2.1].
Definition 2.2. A function u ∈ C([a,T ];L1) is said to be a solution of (NSDP) on [a,T ]
if u satisfies
u(x, t) =


[C(τP ) + F(u(· , τP ))]/V (0,P (τP ))
+ ∫ t
τP
G˜(u(· , s))(ϕP (s; τP ,0)) ds for a.e. x ∈ (0, zPa (t)),
ua(ϕP (a; t, x))
+ ∫ ta G˜(u(· , s))(ϕP (s; t, x)) ds for a.e. x ∈ (zPa (t), l),
(9)
and P(t) = ∫ l0 w(x)u(x, t) dx , where G˜ is defined by
G˜(φ)(x) := G(φ)(x)− Vx(x,Pφ)φ(x)
(
Pφ =
l∫
0
w(x)φ(x) dx
)
for φ ∈ L1 and τP := τP (t, x) is given by (6).
We recall some differentiability properties of the characteristic curves, which are needed
for changing variables. For the proof, see [3, Lemma 3.4].
Lemma 2.3. Let P ∈ C([0, T ];Rn) and let x = ϕP (t; τ, η) be the characteristic curve
for P . Then x is differentiable with respect to τ and
dx
dτ
= −V (η,P (τ)) exp
( t∫
τ
Vx
(
ϕP (σ ; τ, η),P (σ)
)
dσ
)
;
and x is differentiable with respect to η and
dx
dη
= exp
( t∫
τ
Vx
(
ϕP (σ ; τ, η),P (σ)
)
dσ
)
.
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with time dependent growth rate:

ut + (V˜ (x, t)u)x = G(u(· , t))(x), x ∈ [0, l), a  t  T ,
V˜ (0, t)u(0, t) = C(t) + F(u(· , t)), a  t  T ,
u(x, a) = ua(x), x ∈ [0, l),
(P˜)
where
(V˜) (i) V˜ : [0, l) × [0, T ] → (0,∞) is bounded continuous, V (x, t) is of C1-class with
respect to x ∈ [0, l) for each t ∈ [0, T ], and V˜ (l, ·) = 0 if l < ∞;
(ii) There exists LV˜ > 0 such that∣∣V˜ (x1, t) − V˜ (x2, t)∣∣LV˜ |x1 − x2|, ∀x1, x2 ∈ [0, l), ∀t ∈ [0, T ]. (10)
Theorem 2.4 [3,4]. Assume (F0), (F1), (G0), (G1), (C), and (V˜). Then for each r > 0,
there exists δ > 0 independent of a such that for ua ∈ L1+, ‖ua‖L1  r , there exists a
unique solution u ∈ La,T ,+ of (P˜) with T = a + δ such that ‖u‖La,T  2r . (The solution of
(P˜) is defined analogously to Definition 2.2. See [3, Definition 2.1].)
3. Local existence
We begin with a local existence result:
Theorem 3.1. Let (F0)–(F1), (G0)–(G1), (V), (W), and (C) hold and let r > 0. Then there
exists δ > 0 independent of a such that for ua ∈ L1+ satisfying ‖ua‖L1  r , there exists
at least one solution u ∈ La,T ,+ of (NSDP) on [a,T ] with T = a + δ in the sense of
Definition 2.2.
Proof. Let
M(r) := ‖w‖∞
{‖C‖C([0,T ];Rn) + cF (2r) · 2r + ∣∣F(0)∣∣
+ cG(2r) · 2r +
∥∥G(0)∥∥
L1
}+ ‖w′‖∞V¯ · 2r, (11)
where V¯ is an upper bound of V , and define a subset E of C([a,T ];Rn+) by
E :=
{
P ∈ C1([a,T ];Rn+): P(0) =
l∫
0
w(x)ua(x) dx, ‖P ′‖C([a,T ];Rn) M(r)
}
.
Then E is a compact subset of C([0, T ];Rn+).
Step 1. First, given P ∈ E, consider the following problem:

ut + (V (x,P (t))u)x = G(u(· , t))(x), x ∈ [0, l), a  t  T ,
V (0,P (t))u(0, t) = C(t) + F(u(· , t)), a  t  T , (P)
u(x, a) = ua(x), x ∈ [0, l).
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rem 2.4 with LV˜ = VM(r)T , and hence by Theorem 2.4, the problem (P) admits a unique
local solution uP ∈ La,T ,+ satisfying ‖uP ‖LT  2r for T = a + δ with some δ > 0 de-
pending on r > 0 but not on P . (That δ is determined independently of P comes from the
proof of [4, Theorem 3.5].)
Step 2. Let T = a + δ as above. Put [KP ](t) := ∫ l0 w(x)uP (x, t) dx for t ∈ [a,T ]. Our
aim is to show that K maps E into E and is continuous with topology induced by
C([a,T ];Rn). Then by Schauder’s fixed point theorem, there exists P ∈ E such that
P(t) = ∫ l0 w(x)uP (x, t) dx . It is evident that for this P , uP is the solution of (NSDP)
on [a,T ].
For P ∈ E, we will show that KP ∈ E. Let t ∈ [a,T ] and, for convenience, put
Π(s, t;η) := exp
[ t∫
s
Vx
(
ϕP (σ ; s, η),P (σ)
)
dσ
]
. (12)
Then for h > 0, we have
h−1
[
KP(t + h) − KP(t)]
= h−1
ϕP (t+h;t,0)∫
0
w(x)uP (x, t + h) dx
+ h−1
[ l∫
ϕP (t+h;t,0)
w(x)uP (x, t + h) dx −
l∫
0
w(x)uP (x, t) dx
]
=: K1 + K2.
First, K1 is written as follows:
K1 = h−1
ϕP (t+h;t,0)∫
0
w(x)
[
C
(
τhp
)+ F (uP (· , τ hP ))]/V (0,P (τhP ))dx
+ h−1
ϕP (t+h;t,0)∫
0
w(x)
t+h∫
τhP
G˜
(
uP (· , s)
)(
ϕP (s; t + h,x)
)
ds dx
=: K11 + K12,
where τhP = τP (x, t + h). Changing variable σ = τhP , we have
K11 = h−1
t+h∫
t
w
(
ϕP (t + h;σ,0)
)[
C(σ) + F (uP (· , σ ))]Π(σ, t + h;0) dσ
→ w(0)[C(t) + F (uP (· , t))] as h ↓ 0.
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K12 = h−1
t+h∫
t
ϕP (t+h;t,0)∫
ϕP (t+h;s,0)
w(x)G˜
(
uP (· , s)
)(
ϕP (s; t + h,x)
)
dx ds
= h−1
t+h∫
t
ϕP (s;t,0)∫
0
w
(
ϕP (t + h; s, η)
)
G˜
(
uP (· , s)
)
(η)Π(s, t + h;η) dη ds
→ 0 as h ↓ 0.
Next, by changing variable x = ϕP (t + h; t, η), K2 is written as follows:
K2 =
l∫
0
Π(t, t + h;η)h−1[w(ϕP (t + h; t, η))uP (ϕP (t + h; t, η), t + h)
− w(η)uP (η, t)
]
dη +
l∫
0
h−1
(
Π(t, t + h;η)− 1)w(η)uP (η, t) dη
=: K21 + K22.
Observing that
uP
(
ϕP (t + h; t, η), t + h
)− uP (η, t) =
t+h∫
t
G˜
(
uP (· , s)
)(
ϕP (s; t, η)
)
ds,
K21 is written as
K21 = h−1
t+h∫
t
l∫
0
Π(t, t + h;η)w(ϕP (t + h; t, η))G˜(uP (· , s))(ϕP (s; t, η))dη ds
+
l∫
0
h−1
[
w
(
ϕP (t + h; t, η)
)− w(η)]uP (η, t) dη.
Then using the change of variable ξ = ϕP (s; t, η), since ϕP (σ ; t, ϕP (t; s, ξ)) = ϕP (σ ; s, ξ)
and Π(t, t + h;η)Π(s, t; ξ) = Π(s, t + h; ξ), we obtain
K21 = h−1
t+h∫
t
l∫
ϕP (s;t,0)
Π(s, t + h; ξ)w(ϕP (t + h; s, ξ))G˜(uP (· , s))(ξ) dξ ds
+
l∫
h−1
[
w
(
ϕP (t + h; t, η)
)− w(η)]uP (η, t) dη
0
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l∫
0
w(ξ)G˜
(
uP (· , t)
)
(ξ) dξ +
l∫
0
w′(η)V
(
η,P (t)
)
uP (η, t) dη as h ↓ 0.
Here we have used the Lebesgue convergence theorem.
Finally, it is easily seen that h−1(Π(t, t + h;η) − 1) → Vx(ϕP (t; t, η),P (t)) =
Vx(η,P (t)), and |h−1(Π(t, t + h;η) − 1)| eVKVK with K = ‖P‖C([a,T ];Rn). Thus, by
the Lebesgue bounded convergence theorem, we find that K22 converges to
∫ l
0 Vx(η,P (t))×
w(η)uP (η, t) dη as h ↓ 0.
Consequently, the right derivative (KP)′+(t) exists and
(KP)′+(t) = w(0)
[
C(t) +F (uP (· , t))]+
l∫
0
w(ξ)G
(
uP (· , t)
)
(ξ) dξ
+
l∫
0
w′(η)V
(
η,P (t)
)
uP (η, t) dη. (13)
Since the right-hand side is continuous with respect to t , we conclude that KP ∈
C1([a,T ];Rn) and the estimate ‖(KP)′‖C([a,T ];Rn) M(r) readily holds from (13) to-
gether with (F0), (G0), (V), and (W).
To show the continuity of K , let Pn → P0 in C([a,T ];Rn+). For n = 0,1,2, . . . ,
let V˜n(x, t) := V (x,Pn(t)) and let un be the corresponding solutions to (P) for Pn.
By the Lipschitz property (2), we can use the continuous dependence result obtained
by [5, Theorem 2.1] and conclude that supatT ‖un(· , t) − u0(· , t)‖L1 → 0. Since
‖KPn − KP0‖C([a,T ];Rn)  ‖w‖∞ supatT ‖un(· , t) − u0(·, t)‖L1 , we have KPn con-
verges to KP0 in C([a,T ];Rn) and this shows the continuity of K . Finally, [KP ](0) =∫ l
0 w(x)ua(x) dx is obvious. Hence, the proof is complete. 
4. Expression of the solution
In this section, under additional conditions on G, we shall give an expression of any
solution to (NSDP). We require the following conditions:
(G2) G has the form G(φ)(x) = −µ(x,φ)φ(x) for a. e. x ∈ (0, l), where µ : [0, l)×L1 →
B(Rn,Rn) (the space of all n × n-matrices) and satisfies:
(i) there is an increasing function c1 : [0,∞) → [0,∞) such that∣∣µ(x,φ) − µ(xˆ,φ)∣∣ c1(‖φ‖L1)|x − xˆ|
for all φ ∈ L1, x , xˆ ∈ [0, l);
(ii) there is an increasing function c2 : [0,∞) → [0,∞) such that∣∣µ(x,φ)∣∣ c2(‖φ‖L1)
for all φ ∈ L1, x ∈ [0, l);
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for all x ∈ [0, l) and φ, φˆ ∈ L1 such that ‖φ‖L1 , ‖φˆ‖L1  r .
Remark 4.1. As shown in [7, Remark 2.3], if G satisfies (G2), then G satisfies (G0).
The following two propositions are shown in the same way as [7, Propositions 2.8
and 2.9].
Proposition 4.2. Assume (G2). Let T > 0, u ∈ LT , P(t) :=
∫ l
0 w(x)u(x, t) dx . Let cP (t)
be defined by (5). For c ∈ [cP (T ), l), let tc be defined by (8). For t ∈ [tc, T ], define the
operator A(t; c,u) ∈ B(Rn,Rn) by
A(t; c,u) := −µ(ϕP (t;0, c), u(· , t)). (14)
Then, there is a family of operators {U(t, s; c,u): tc  s  t  T } in B(Rn,Rn) with the
following properties:∣∣U(t, s; c,u)∣∣ exp[c2(‖u‖LT )(t − s)] for tc  s  t  T , (15)
U(t, τ ; c,u)U(τ, s; c,u)= U(t, s; c,u) for tc  s  τ  t  T , (16)
U(t, t; c,u) = I for tc  t  T , (17)
∂
∂t
U(t, s; c,u) = A(t; c,u)U(t, s; c,u) for tc  s  t  T , (18)
∂
∂s
U(t, s; c,u) = −U(t, s; c,u)A(s; c,u) for tc  s  t  T . (19)
If v0 ∈Rn, tc  s  T , and v is a function from [s, T ] to Rn such that
v(s) = v0 and (d/dt)v(t) = A(t; c,u)v(t) for s  t  T ,
then v(t) = U(t, s; c,u)v0, s  t  T . (20)
Proposition 4.3. Let the hypotheses of Proposition 4.2 hold. Then the family of operators
{U(t, s; c,u): tc  s  t  T } satisfies the following:∣∣U(t, s; c,u)− U(tˆ, s; c,u)∣∣ |t − tˆ|c2(‖u‖LT ) exp[c2(‖u‖LT )T ]
for tc  s  t  tˆ  T , (21)∣∣U(t, s; c,u)− U(t, sˆ; c,u)∣∣ |s − sˆ|c2(‖u‖LT ) exp[c2(‖u‖LT )T ]
for tc  s  sˆ  t  T , (22)∣∣U(t, s; c,u)− U(t, s; cˆ, u)∣∣ |c − cˆ|c1(‖u‖LT ) exp[c2(‖u‖LT )(t − s)]T
for cT  c < cˆ < l, tc  s  t  T . (23)∣∣U(t, s; c,u)− U(t, s; c, uˆ)∣∣ ‖u − uˆ‖LT c3(r) exp[c2(r)(t − s)]T
for u, uˆ ∈ LT , ‖u‖LT ,‖uˆ‖LT  r, tc  s  t  T . (24)
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B(t; c,u) := −Vx
(
ϕP (t;0, c),P (t)
)
I. (25)
Then the family of operators {B(t; c,u): tc  t  T } is associated with the evolution oper-
ator
W(t, s; c,u) = exp
[
−
t∫
s
Vx
(
ϕP (σ ;0, c),P (σ )
)
dσ
]
I, tc  s  t  T . (26)
Remark 4.4. The sumA(t; c,u) := A(t; c,u)+B(t; c,u) of the above operators generates
the evolution operator
U(t, s; c,u) = W(t, s; c,u)U(t, s; c,u)
= exp
[
−
t∫
s
Vx
(
ϕP (σ ;0, c),P (σ )
)
dσ
]
U(t, s; c,u) (27)
for tc  s  t  T ; and U(t, s; c,u) satisfies all the properties (15)–(24) stated in Propo-
sitions 4.2 and 4.3 with U(t, s; c,u) and A(t; c,u) replaced by U(t, s; c,u) and A(t; c,u)
and the functions ci (i = 1, 2, 3) modified appropriately.
The next theorem gives an expression of the solution which generalizes [7, Theorem 2.8]
and [1, (6)].
Theorem 4.5. Suppose that (F0) and (G2) hold. Let u ∈ LT be the solution of (NSDP)
with initial value u0 ∈ L1 and let {U(t, s; c,u): tc  s  t < T } be the family of operators
as in Remark 4.4. Then, a solution u(x, t)of (NSDP) with a = 0 is represented by
u(x, t) =
{
U(t, τP ; cP (τP ), u)C(τP )+F(u(·,τP ))V (0,P (τP )) a.e. x ∈ (0, zP (t)),
U(t,0;ϕP (0; t, x), u)u0(ϕP (0; t, x)) a.e. x ∈ (zP (t), l)
(28)
for 0 t  T , where τP = τP (t, x) and cP (t) is defined by (5).
Proof. Define wc(t) := u(ϕP (t;0, c), t) for almost all t ∈ [tc, T ]. First, we consider the
case c < 0. By (G2) and (14), we have that for t ∈ [τc, T ],
d
dt
wc(t) = d
dt
[
C(τc) + F(u(·, τc)
V (0,P (τc))
+
t∫
τc
G˜
(
u(· , s))(ϕP (s; τc,0))ds
]
= G˜(u(· , t))(ϕP (t;0, c))
= −µ(ϕP (t;0, c), u(· , t))u(ϕP (t;0, c), t)
− Vx
(
ϕP (t;0, c)
)
u
(
ϕP (t;0, c), t
)
=A(t; c,u)wc(t).
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wc(τc) = u(0, τc) = C(τc) + F(u(·, τc))
V (0,P (τc))
.
It follows from (20) of Proposition 4.2 that
wc(t) = U(t, τc; c,u)C(τc) + F(u(·, τc))
V (0,P (τc))
for t ∈ [τc, T ].
Thus, for all t ∈ [0, T ] and almost all x ∈ (0, zP (t)), letting c = cP (τP (t, x)) < 0, we get
u(x, t) = U(t, τP ; cP (τP ), u)C(τP + F(u(·, τP ))
V (0,P (t))
.
Next, we consider the case c 0. By (G2) and (14), we have that for t ∈ [0, T ],
d
dt
wc(t) = d
dt
[
u0(c) +
t∫
0
G˜
(
u(· , s))(ϕP (s;0, c))ds
]
= G˜(u(· , t))(ϕP (t;0, c))=A(t; c,u)wc(t).
Also, we have wc(0) = u(c,0) = u0(c). As above, by Proposition 4.2, we have wc(t) =
U(t,0; c,u)u0(c) for t ∈ [0, T ]. Thus, for all t ∈ [0, T ] and almost all x ∈ (zP (t), l), letting
c = ϕP (0; t, x) 0, we get
u(x, t) = U(t,0;ϕP (0; t, x), u)u0(ϕP (0; t, x)).
This completes the proof. 
Corollary 4.6. Let the hypotheses of Proposition 4.2 hold. Then the population P(t) :=∫ l
0 w(x)u(x, t) dx is represented by
P(t) =
t∫
0
w
(
ϕP (t; s,0)
)
U
(
t, s; cP (s), u
)[
C(s) + F (u(· , s))]ds
+
l∫
0
w
(
ϕP (t;0, ξ)
)
U(t,0; ξ,u)u0(ξ) dξ. (29)
Proof. By change of variables s = τP (t, x) and ξ = ϕP (0; t, x), we have
P(t) =
zP (t)∫
0
w(x)U(t, τP ; cP (τP ), u)[C(τP ) + F (u(·, τP ))]dx
+
l∫
P
w(x)U(t,0;ϕP (0; t, x), u)u0(ϕP (0; t, x))dx
z (t)
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0
w
(
ϕP (t; s,0)
)U(t, s; cP (s), u)[C(s) +F (u(· , s))]
× exp
[ t∫
s
Vx
(
ϕP (σ ; s,0),P (σ )
)
dσ
]
ds
+
l∫
0
w
(
ϕP (t;0, ξ)
)U(t,0; ξ,u)u0(ξ) dξ
× exp
[ t∫
0
Vx
(
ϕP (σ ;0, ξ),P (σ )
)
dσ
]
dξ
=
t∫
0
w
(
ϕP (t; s,0)
)
U
(
t, s; cP (s), u
)[
C(s) + F (u(· , s))]ds
+
l∫
0
w
(
ϕP (t;0, ξ)
)
U(t,0; ξ,u)u0(ξ) dξ.
Thus (29) holds. 
5. Uniqueness
In this section, we consider the uniqueness of the solution of (NSDP). We impose more
conditions on F and G to ensure the uniqueness of the solution.
(F2) F has the form
F(φ) =
l∫
0
β(x,φ)φ(x) dx,
where β : [0, l)× L1 → B(Rn,Rn) and satisfies:
(i) there is an increasing function c4 : [0,∞) → [0,∞) such that if φ ∈ L1 and x ,
xˆ ∈ [0, l), then∣∣β(x,φ)− β(xˆ, φ)∣∣ c4(‖φ‖L1)|x − xˆ|;
(ii) there is an increasing function c5 : [0,∞) → [0,∞) such that if φ ∈ L1 and
x ∈ [0, l), then |β(x,φ)| c5(‖φ‖L1);
(iii) there exist γF ∈ W 1,∞+ (0, l) and an increasing function c6 : [0,∞) → [0,∞)
such that if φ, φˆ ∈ L1+ with ‖φ‖L1 , ‖φˆ‖L1  r and x ∈ [0, l), then∣∣β(x,φ)− β(x, φˆ)∣∣ c6(r)|PγF φ − PγF φˆ|,
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∫ l
0 γF (x)φ(x) dx .
(G2)′ G satisfies (G2) with (iii) replaced by more strict condition:
(iii)′ there exist γG ∈ W 1,∞+ (0, l) and an increasing function cˆ3 : [0,∞) → [0,∞)
such that if φ, φˆ ∈ L1+ with ‖φ‖L1 , ‖φˆ‖L1  r and x ∈ [0, l), then∣∣µ(x,φ) −µ(x, φˆ)∣∣ cˆ3(r)|PγGφ − PγGφˆ|,
where PγGφ =
∫ l
0 γG(x)φ(x) dx .
Remark 5.1. In [7], Webb assumed the following condition to assure the compactness
of trajectories of age-dependent population dynamics: there exists an increasing function
c : [0,∞) → [0,∞) such that if φ, φˆ ∈ L1+ with ‖φ‖L1 , ‖φˆ‖L1  r and x ∈ [0, l), then
∣∣β(x,φ)− β(x, φˆ)∣∣ c(r) n∑
i=1
∣∣‖φi‖L1 − ‖φˆi‖L1∣∣,
where the subscript i indicates the ith component. This is just the case γF ≡ 1 in (F2)(iii)
since the functions φi and φˆi are nonnegative.
Lemma 5.2. Let P , Pˆ ∈ C([0, T ];Rn+) and ‖P‖C([0,T ];Rn), ‖Pˆ ‖C([0,T ];Rn)  r . Then we
have
∣∣ϕP (t; t0, x0) − ϕPˆ (t; t0, x0)∣∣ VreVrT
t∫
t0
∣∣P(η) − Pˆ (η)∣∣dη, (30)
where Vr are the constants appearing in the hypothesis (V).
Lemma 5.3. Assume (G2)′. Then for u, uˆ ∈ LT,+, ‖u‖LT , ‖uˆ‖LT  r , and tc  s  t  T ,
we have the following estimate:∣∣U(t, s; c,u)− U(t, s; c, uˆ)∣∣
 Γ1(r, T )
t∫
0
(∣∣PγG(σ) − PˆγG(σ )∣∣+ ∣∣P(σ) − Pˆ (σ )∣∣)dσ, (31)
where Γ1(r, T ) is a constant depending on r and T ; PγG(t) =
∫ l
0 γG(x)u(x, t) dx and
PˆγG(t) =
∫ l
0 γG(x)uˆ(x, t) dx .
Proof. For tc  s  t  T , we have from (18) and (19) that
∂
∂σ
[
U(t, σ ; c,u)U(σ, s; c, uˆ)]= −U(t, σ ; c,u)[A(σ ; c,u)
− A(σ ; c, uˆ)]U(σ, s; c, uˆ).
From this and (15), we obtain
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=
∣∣∣∣∣
t∫
s
U(t, σ ; c,u)[A(σ ; c,u)−A(σ ; c, uˆ)]U(σ, s; c, uˆ) dσ
∣∣∣∣∣

t∫
s
exp
[
c2(r)(t − σ)
]∣∣µ(ϕP (σ ;0, c), u(· , σ ))
− µ(ϕ
Pˆ
(σ ;0, c), uˆ(· , σ ))∣∣exp[c2(r)(σ − s)]dσ.
By (G2)′ and Lemma 5.2, we have∣∣µ(ϕP (σ ;0, c), u(· , σ ))− µ(ϕPˆ (σ ;0, c), uˆ(· , σ ))∣∣

∣∣µ(ϕP (σ ;0, c), u(· , σ ))− µ(ϕP (σ ;0, c), uˆ(· , σ ))∣∣
+ ∣∣µ(ϕP (σ ;0, c), uˆ(· , σ ))− µ(ϕPˆ (σ ;0, c), uˆ(· , σ ))∣∣
 cˆ3(r)
∣∣PγG(σ) − PˆγG(σ )∣∣+ c1(r)∣∣ϕP (σ ;0, c)− ϕPˆ (σ ;0, c)∣∣
 cˆ3(r)
∣∣PγG(σ) − PˆγG(σ )∣∣+ c1(r)VreVrT
σ∫
0
∣∣P(η) − Pˆ (η)∣∣dη.
Consequently, we have∣∣U(t, s; c,u)− U(t, s; c, uˆ)∣∣
 exp
[
c2(r)T
][
cˆ3(r) + c1(r)VreVrT T
]
×
( t∫
0
∣∣PγG(σ) − PˆγG(σ )∣∣dσ +
t∫
0
∣∣P(σ) − Pˆ (σ )∣∣dσ
)
.
This is just (31) with Γ1(r, T ) := exp[c2(r)T ][cˆ3(r) + c1(r)VreVrT T ]. 
Lemma 5.4. Assume (G2)′. Let u and uˆ be the solutions of (NSDP) on [0, T ] with initial
values u0 and uˆ0 respectively and suppose that ‖u‖LT , ‖uˆ‖LT  r . Then we have
∣∣U(t, s; cP (s), u)− U(t, s; cPˆ (s), u)∣∣ Γ2(r, T )
s∫
0
∣∣P(τ) − Pˆ (τ )∣∣dτ, (32)
where Γ2(r, T ) is a constant depending on r and T .
Proof. First, note that by (5) and the hypothesis (V),
∣∣cP (s) − cPˆ (s)∣∣
s∫
0
∣∣V (0,P (τ ))− V (0, Pˆ (τ ))∣∣dτ
 Vr
s∫ ∣∣P(τ) − Pˆ (τ )∣∣dτ. (33)0
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 Vr
s∫
0
∣∣P(τ) − Pˆ (τ )∣∣dτc1(r) exp[c2(r)(t − s)]T .
Thus taking Γ2(r, T ) := Vrc1(r) exp[c2(r)T ]T , the proof is complete. 
Lemma 5.5. Assume that (F2) and (G2)′ hold. Let u and uˆ be the solutions of (NSDP) on
[0, T ] with initial values u0 and uˆ0 respectively and suppose that ‖u‖LT , ‖uˆ‖LT  r . Let
PγF (t) =
∫ l
0 γF (x)u(x, t) dx and PˆγF (t) =
∫ l
0 γF (x)uˆ(x, t) dx . Then we have∣∣F (u(· , t))− F (uˆ(· , t))∣∣
 Γ3(r, T )
(∣∣PγF (t) − PˆγF (t)∣∣+
t∫
0
∣∣PγF (τ ) − PˆγF (τ )∣∣dτ
+
t∫
0
∣∣PγG(τ ) − PˆγG(τ )∣∣dτ +
t∫
0
∣∣P(τ) − Pˆ (τ )∣∣dτ
)
+ Γ4(r, T )‖u0 − uˆ0‖L1, (34)
where Γ3(r, T ) and Γ4(r, T ) are some constants depending on r , T .
Proof. Similarly to the argument in Corollary 4.6, observe from (F2) and Theorem 4.5 that
the following holds:
F
(
u(· , t))=
t∫
0
β
(
ϕP (t; s,0), u(· , t)
)
U
(
t, s; cP (s), u
)
× [C(s) + F (u(· , s))]ds
+
l∫
0
β
(
ϕP (t;0, ξ), u(· , t)
)
U(t,0; ξ,u)u0(ξ) dξ. (35)
Let c˜F (r) := cF (r)r + |F(0)|. Note that by (F0), the following holds:∣∣F (u(· , t))∣∣ ∣∣F (u(· , t))− F(0)∣∣+ ∣∣F(0)∣∣ c˜F (r). (36)
It follows from (35) that∣∣F (u(· , t))− F (uˆ(· , t))∣∣

t∫ ∣∣β(ϕP (t; s,0), u(· , t))∣∣∣∣U(t, s; cP (s), u)∣∣∣∣F (u(· , s))− F (uˆ(· , s))∣∣ds0
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t∫
0
[∣∣β(ϕP (t; s,0), u(· , t))− β(ϕP (t; s,0), uˆ(· , t))∣∣
+ ∣∣β(ϕP (t; s,0), uˆ(· , t))− β(ϕPˆ (t; s,0), uˆ(· , t))∣∣]
× ∣∣U(t, s; cP (s), u)∣∣∣∣C(s) + F (uˆ(· , s))∣∣ds
+
t∫
0
∣∣β(ϕ
Pˆ
(t; s,0), uˆ(· , t))∣∣[∣∣U(t, s; cP (s), u)− U(t, s; cP (s), uˆ)∣∣
+ ∣∣U(t, s; cP (s), uˆ)− U(t, s; cPˆ (s), uˆ)∣∣]∣∣C(s) + F (uˆ(· , s))∣∣ds
+
l∫
0
[∣∣β(ϕP (t;0, ξ), u(· , t))− β(ϕP (t;0, ξ), uˆ(· , t))∣∣
+ ∣∣β(ϕP (t;0, ξ), uˆ(· , t))− β(ϕPˆ (t;0, ξ), uˆ(· , t))∣∣]∣∣U(t,0; ξ,u)∣∣∣∣u0(ξ)∣∣dξ
+
l∫
0
∣∣β(ϕ
Pˆ
(t;0, ξ), uˆ(·, t))∣∣∣∣U(t,0; ξ,u)− U(t,0; ξ, uˆ)∣∣∣∣u0(ξ)∣∣dξ
+
l∫
0
∣∣β(ϕ
Pˆ
(t;0, ξ), uˆ(· , t))∣∣∣∣U(t,0; ξ, uˆ)∣∣∣∣u0(ξ) − uˆ0(ξ)∣∣dξ.
By using (F2), (15), (31), (32), (30), and (36), we have∣∣F (u(· , t))− F (uˆ(· , t))∣∣
 c5(r) exp
[
c2(r)T
] t∫
0
∣∣F (u(· , s))− F (uˆ(·, s))∣∣ds
+
t∫
0
[
c6(r)
∣∣PγF (t) − PˆγF (t)∣∣+ c4(r)∣∣ϕP (t; s,0) − ϕPˆ (t; s,0)∣∣]
× exp[c2(r)T ](‖C‖C([0,T ];Rn) + c˜F (r))ds
+
t∫
0
c5(r)
[
Γ1(r, T )
t∫
0
(∣∣PγG(τ ) − PˆγG(τ )∣∣+ ∣∣P(τ) − Pˆ (τ )∣∣)dτ
+ Γ2(r, T )
s∫
0
∣∣P(τ) − Pˆ (τ )∣∣dτ
](‖C‖C([0,T ];Rn) + c˜F (r))ds
+
l∫ [
c6(r)
∣∣PγF (t) − PˆγF (t)∣∣+ c4(r)∣∣ϕP (t;0, ξ) − ϕPˆ (t;0, ξ)∣∣]
0
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+ c5(r)Γ1(r, T )
t∫
0
(∣∣PγG(τ ) − PˆγG(τ )∣∣+ ∣∣P(τ) − Pˆ (τ )∣∣)dτ‖u0‖L1
+ c5(r) exp
[
c2(r)T
]‖u0 − uˆ0‖L1 .
Using Lemma 5.2, we find that∣∣F (u(· , t))− F (uˆ(· , t))∣∣
 C1(r, T )
t∫
0
∣∣F (u(· , s))− F (uˆ(· , s))∣∣ds + C2(r, T )
×
(∣∣PγF (t) − PˆγF (t)∣∣+
t∫
0
(∣∣PγG(τ ) − PˆγG(τ )∣∣+ ∣∣P(τ) − Pˆ (τ )∣∣)dτ
)
+ C3(r, T )‖u0 − uˆ0‖L1,
where Ci(r, T ) (i = 1,2,3) are some constants depending on r and T . Hence by Gronwal-
l’s lemma, the conclusion holds. 
We have the following proposition which is essential for our purposes.
Proposition 5.6. Assume (F2) and (G2)′. Let u and uˆ be solutions of (NSDP) with initial
values u0 and uˆ0, respectively. Let ‖u‖LT , ‖uˆ‖LT  r . Then we have∣∣P(t) − Pˆ (t)∣∣+ ∣∣PγF (t) − PˆγF (t)∣∣+ ∣∣PγG(s) − PˆγG(s)∣∣
 ωΛ(r,T )eωΛ(r,T )t‖u0 − uˆ0‖L1 (37)
for some Λ(r,T ) > 0 and ω := (‖w‖W 1,∞ + ‖γF ‖W 1,∞ + ‖γG‖W 1,∞).
From this proposition, we obtain the following theorems. One is the uniqueness and the
other is the continuous dependence on initial data.
Theorem 5.7 (Uniqueness). Let (F2) and (G2)′ hold. Then the solution of (NSDP) is
unique.
Proof. By Proposition 5.6, P is uniquely determined. Then it follows from the unique-
ness result for the time dependent growth rate (cf. [3, Theorem 2.2]) that the solution is
unique. 
Theorem 5.8 (Dependence on initial data). Assume (F2) and (G2)′. Let u and un be the
solutions of (NSDP) on the interval [0, T ] with initial values u0 and un,0, respectively.
Then un,0 → u0 in L1 implies un → u in LT .
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C([0, T ];Rn). Then by the assumption (2) in (V)(ii), we can use the continuous depen-
dence results obtained by [5, Theorem 2.1] and the conclusion holds. 
Proof of Proposition 5.6. Let u and uˆ be solutions of (NSDP) with initial values u0 and
uˆ0 respectively and let P(t) =
∫ l
0 w(x)u(x, t) dx , Pˆ (t) =
∫ l
0 w(x)uˆ(x, t) dx . Take r > 0
such that ‖u‖LT , ‖uˆ‖LT  r . Using the representation of P(t) due to Corollary 4.6, we
have ∣∣P(t) − Pˆ (t)∣∣

t∫
0
∣∣w(ϕP (t; s,0))U(t, s; cP (s), u)[C(s) + F (u(·, s))]
− w(ϕ
Pˆ
(t; s,0))U(t, s; c
Pˆ
(s), uˆ
)[
C(s) + F (uˆ(· , s))]∣∣ds
+
l∫
0
∣∣w(ϕP (t;0, ξ))U(t,0; ξ,u)u0(ξ)
− w(ϕ
Pˆ
(t;0, ξ))U(t,0; ξ, uˆ)uˆ0(ξ)∣∣dξ

t∫
0
∣∣w(ϕP (t; s,0))∣∣∣∣U(t, s; cP (s), u)∣∣∣∣F (u(·, s))− F (uˆ(· , s))∣∣ds
+
t∫
0
∣∣w(ϕP (t; s,0))∣∣∣∣U(t, s; cP (s), u)− U(t, s; cPˆ (s), u)∣∣
× ∣∣C(s) + F (uˆ(·, s))∣∣ds
+
t∫
0
∣∣w(ϕP (t; s,0))∣∣∣∣U(t, s; cPˆ (s), u)− U(t, s; cPˆ (s), uˆ)∣∣
× ∣∣C(s) + F (uˆ(· , s))∣∣ds
+
t∫
0
∣∣w(ϕP (t; s,0))−w(ϕPˆ (t; s,0))∣∣∣∣U(t, s; cPˆ (s), uˆ)∣∣
× ∣∣C(s) + F (uˆ(· , s))∣∣ds
+
l∫
0
∣∣w(ϕP (t;0, ξ))∣∣∣∣U(t,0; ξ,u)− U(t,0; ξ, uˆ)∣∣∣∣u0(ξ)∣∣dξ
+
l∫ ∣∣w(ϕP (t;0, ξ))∣∣∣∣U(t,0; ξ, uˆ)∣∣∣∣u0(ξ) − uˆ0(ξ)∣∣dξ0
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l∫
0
∣∣w(ϕP (t;0, ξ))− w(ϕPˆ (t;0, ξ))∣∣∣∣U(t,0; ξ, uˆ)∣∣∣∣uˆ0(ξ)∣∣dξ
=: P1 + P2 + P3 + P4 + P5 + P6 + P7. (38)
Using Lemma 5.5, we have
P1  ‖w‖∞ exp
[
c2(r)T
] t∫
0
{
Γ3(r, T )
(∣∣PγF (s) − PˆγF (s)∣∣
+
s∫
0
(∣∣PγF (τ ) − PˆγF (τ )∣∣+ ∣∣PγG(τ ) − PˆγG(τ )∣∣+ ∣∣P(τ) − Pˆ (τ )∣∣)dτ
)
+Γ4(r, T )‖u0 − uˆ0‖L1
}
ds
 ‖w‖∞Λ1(r, T )
t∫
0
(∣∣PγF (s) − PˆγF (s)∣∣+ ∣∣PγG(τ ) − PˆγG(τ )∣∣
+ ∣∣P(s) − Pˆ (s)∣∣)ds + ‖w‖∞Λ2(r, T )‖u0 − uˆ0‖L1
for some constants Λi(r, T ) (i = 1,2). By Lemma 5.4,
P2  ‖w‖∞Γ2(r, T )
(‖C‖C([0,T ];Rn) + c˜F (r))T
t∫
0
∣∣P(τ) − Pˆ (τ )∣∣dτ.
It follows from Lemma 5.3 that
P3  ‖w‖∞Γ1(r, T )
t∫
0
( t∫
0
∣∣PγG(τ ) − PˆγG(τ )∣∣dτ +
t∫
0
∣∣P(τ) − Pˆ (τ )∣∣dτ
)
ds
× (‖C‖C([0,T ];Rn) + c˜F (r))
 ‖w‖∞Λ3(r, T )
t∫
0
(∣∣PγG(τ ) − PˆγG(τ )∣∣+ ∣∣P(τ) − Pˆ (τ )∣∣)dτ
P5  ‖w‖∞Γ1(r, T )
t∫
0
(∣∣PγG(τ ) − PˆγG(τ )∣∣+ ∣∣P(τ) − Pˆ (τ )∣∣)dτ‖u0‖L1 .
By Lemma 5.2,
P4  ‖w′‖∞VreVrT
t∫ t∫ ∣∣P(η) − Pˆ (η)∣∣dη ds0 s
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 ‖w′‖∞Λ4(r, T )
t∫
0
∣∣P(η) − Pˆ (η)∣∣dη
P7  ‖w′‖∞VreVrT
t∫
0
∣∣P(η) − Pˆ (η)∣∣dη exp[c2(r)T ]‖u0‖L1 .
It is easily seen that
P6  ‖w‖∞ exp
[
c2(r)T
]‖u0 − uˆ0‖L1 .
Thus with some constant Λ(r,T ) > 0 depending on r and T , we have
∣∣P(t) − Pˆ (t)∣∣ ‖w‖W 1,∞Λ(r,T )
t∫
0
(∣∣P(s) − Pˆ (s)∣∣
+ ∣∣PγF (s) − PˆγF (s)∣∣+ ∣∣PγG(s) − PˆγG(s)∣∣)ds
+ ‖w‖W 1,∞Λ(r,T )‖u0 − uˆ0‖L1 . (39)
Similarly, we have
∣∣PγF (t) − PˆγF (t)∣∣ ‖γF ‖W 1,∞Λ(r,T )
t∫
0
(∣∣P(s) − Pˆ (s)∣∣
+ ∣∣PγF (s) − PˆγF (s)∣∣+ ∣∣PγG(s) − PˆγG(s)∣∣)ds
+ ‖γF ‖W 1,∞Λ(r,T )‖u0 − uˆ0‖L1, (40)
∣∣PγG(t) − PˆγG(t)∣∣ ‖γG‖W 1,∞Λ(r,T )
t∫
0
(∣∣P(s) − Pˆ (s)∣∣
+ ∣∣PγF (s) − PˆγF (s)∣∣+ ∣∣PγG(s) − PˆγG(s)∣∣)ds
+ ‖γG‖W 1,∞Λ(r,T )‖u0 − uˆ0‖L1 . (41)
Put
Ψ (t) := ∣∣P(t) − Pˆ (t)∣∣+ ∣∣PγF (t) − PˆγF (t)∣∣+ ∣∣PγG(s) − PˆγG(s)∣∣
and ω = (‖w‖W 1,∞ + ‖γF ‖W 1,∞ + ‖γG‖W 1,∞) . Then it follows from (39)–(41) that
Ψ (t) ωΛ(r,T )
t∫
0
Ψ (s) ds + ωΛ(r,T )‖u0 − uˆ0‖L1 .
Now Gronwall’s lemma leads the estimate (37). 
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We consider the following problem with three nonlocal terms (see Example 1.2 in Sec-
tion 1):

ut + (V (x, Iw(u(· , t)))u)x = −µ(x, Im(u(· , t)))u(x, t),
x ∈ [0, l), 0 t  T ,
V (0, Iw(u(· , t)))u(0, t) = C(t) +
∫ l
0 β(x, Ib(u(·, t)))u(x, t) dx,
0 t  T ,
u(x,0) = u0(x), x ∈ [0, l),
(42)
where Iw(φ) =
∫ l
0 w(x)φ(x) dx , Ib(φ) =
∫ l
0 b(x)φ(x) dx , Im(φ) =
∫ l
0 m(x)φ(x) dx and
w(x), b(x), and m(x) are supposed to belong to W 1,∞+ (0, l); µ : [0, l) ×Rn → R+ is the
mortality rate function and β : [0, l) × Rn → R+ is the birth rate function satisfying the
following conditions respectively:
(m-i) there is an increasing function d1 : [0,∞) → [0,∞) such that∣∣µ(x,P ) − µ(xˆ,P )∣∣ d1(|P |)|x − xˆ|
for all P ∈Rn, x , xˆ ∈ [0, l);
(m-ii) there is an increasing function d2 : [0,∞) → [0,∞) such that∣∣µ(x,P )∣∣ d2(|P |) for all P ∈Rn, x ∈ [0, l);
(m-iii) there is an increasing function d3 : [0,∞) → [0,∞) such that∣∣µ(x,P ) − µ(x, Pˆ )∣∣ d3(r)|P − Pˆ |
for all x ∈ [0, l) and P , Pˆ ∈Rn such that |P |, |Pˆ | r;
(b-i) there is an increasing function d4 : [0,∞) → [0,∞) such that∣∣β(x,P ) − β(xˆ,P )∣∣ d4(|P |)|x − xˆ|
for all P ∈Rn and x , xˆ ∈ [0, l);
(b-ii) there is an increasing function d5 : [0,∞) → [0,∞) such that |β(x,P )| d5(|P |)
for all P ∈Rn and x ∈ [0, l);
(b-iii) there exists an increasing function d6 : [0,∞) → [0,∞) such that∣∣β(x,P ) − β(x, Pˆ )∣∣ d6(r)|P − Pˆ |
for all P , Pˆ ∈Rn with |P |, |Pˆ | r and x ∈ [0, l).
Theorem 6.1. Assume the above conditions (m-i)–(m-iii), (b-i)–(b-iii) as well as (V),
(W), (C). Then there exists a unique positive local solution u(x, t) of (42). Further, let
the initial values u0,n converge to u0 in L1+ and suppose that the each corresponding so-
lutions un and u exist on [0, T ]. Then un converges to u in LT .
Proof. We denote by b¯ and m¯ the bounds of b(x) and m(x), respectively. Let cF (r) =
d5(b¯r) + d6(b¯r)b¯r , cG(r) = d2(m¯r) + d3(m¯r)m¯r , c+(r) = d2(m¯r), c1(r) = d1(m¯r),
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c6(r) = d6(b¯r), γF (x) = b(x), and γG(x) = m(x). Then it is easily seen that (F0), (G0),
(G1), (G2), (G2)′, (F2) are satisfied; and (F1) is apparent. Thus we can apply Theo-
rems 3.1, 4.5, 5.7, and 5.8. 
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