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Abstrak— Twitter merupakan jejaring sosial dimana tempat 
orang-orang mengutarakan ekspresi dan emosi dirinya dalam 
bentuk tulisan. Mengidentifikasi emosi di Twitter tidak bisa 
menggunakan teknik text processing yang sederhana, karena 
kalimat pada Twitter yang singkat dan tata bahasa yang tidak 
teratur. Tujuan penelitian ini adalah untuk mengetahui 
algoritma yang mempunyai kinerja paling baik dalam 
menentukan klasifikasi emosi tweet pengguna Twitter 
Indonesia. Algoritma yang digunakan pada penelitian ini 
adalah Logistic Regression dan K-Nearest Neighbor. Dan 
juga pada penelitian ini melihat pengaruh TF-IDF dan 
Tuning Hyperparameter pada kedua algoritma. Hasil 
evaluasi menunjukkan bahwa performa model menggunakan 
algoritma logistic regression dengan feature extraction TF-
IDF dan Tuning Hyperparameter memberikan perfoma 
model paling baik dengan nilai accuracy dan f1-score masing-
masing sebesar 65% dan 66%. Model tersebut digunakan 
sebagai model prediksi machine learning untuk 
mengklasifikasikan dan mengelompokkan emosi-emosi pada 
aplikasi generik yang dibangun pada penelitian ini. 
 
Kata kunci— Machine Learning, Text Mining, Emotion 
Classification, K-Nearest Neighbors, Logistic Regression 
I. PENDAHULUAN 
Media jejaring sosial merupakan tempat orang-orang 
mengekspresikan dirinya dalam bentuk tulisan, gambar, 
serta Video. Twitter Sebagai media sosial, Twitter 
mempunyai fungsi bertipe micro-blogging yaitu blog 
berukuran kecil dengan maksimal 140 karakter jumlah 
karakter dalam tweet atau post dalam twitter [1]. 
Twitter biasanya dimanfaatkan oleh instansi/lembaga 
atau perorangan untuk menyampaikan informasi dalam 
bentuk teks dan mendapatkan umpan balik dari apa yang 
disampaikan dalam informasi tersebut. Tidak hanya 
menyampaikan informasi saja, pengguna twitter juga dapat 
mengekspresikan emosinya [2]. Namun, emosi yang 
diungkapkan oleh masyarakat sangat beragam jenisnya. 
Strukutur kosa kata emosi dalam bahasa Indonesia telah 
didefinisikan oleh Shaver dan Murdaya [3]. Terdapat lima 
kelas emosi dalam bahasa Indonesia yaitu cinta (love), 
senang (happiness), marah (anger), kawatir/takut 
(anxiety/fear), dan sedih (sadness).  
Mengidentifikasi emosi di Twitter tidak bisa 
menggunakan teknik text processing yang sederhana, 
karena kata pada Twitter yang singkat dan tata bahasa yang 
tidak teratur. Oleh karena itu dibutuhkan teknik text mining 
untuk mengekstrak kata” tidak terstruktur tersebut yang 
akan digunakan untuk membuat sebuah model prediksi 
machine learning yang dapat mengklasifikasikan dan 
mengelompokkan emosi-emosi tersebut, sehingga dapat 
mengurangi waktu dan biaya untuk mengidentifikasi emosi 
pada suatu kalimat. Algoritma klasifikasi terdiri dari 
beberapa cara, diantaranya menggunakan algoritma Naïve 
Bayes, Support Vector Machine, C4.5, Artificial Neural 
Network (ANN), K-Nearest Neighbors dan lainnya. Setiap 
algoritma mempunyai caranya tersendiri untuk 
mengklasifikasi, hasil kinerjanya juga bergantung pada 
kasus masalah, data yang digunakan, dan faktor lainnya.  
Penelitian terkait klasifikasi emosi, khususnya teks 
Bahasa Indonesia telah dilakukan, diantaranya oleh: (a) 
Johanes et Al mengusulkan pendekatan dua tahap untuk 
deteksi emosi pada tweet Indonesia. Tahap yang pertama, 
tweet yang mengandung emosi dari sejumlah besar tweet 
mentah diekstraksi. Semua tweet yang diekstrak kemudian 
diklasifikasikan ke dalam lima kelas emosi yang telah 
ditentukan sebelumnya, yaitu cinta, kegembiraan, sedih, 
ketakutan, dan kemarahan menggunakan model komputasi 
berdasarkan pendekatan machine learning yang 
menggunakan berbagai bahasa, semantic dan ortografis [4]. 
(b) Saputri, dkk mengklasifikasikan emosi kedalam 5 kelas 
emosi (love, joy, anger, sadness, fear) dengan 
membandingkan algoritma klasifikasi Logistic Regression, 
SVM, dan Random Forest dan menggunakan kombinasi 
feature extraction [5]. Pada bahasa yang lain Alm et al. 
membahas masalah prediksi emosi berbasis teks dalam 
domain dongeng anak-anak menggunakan supervised 
machine learning [6].  
Adapun penelitian terkait klasifikasi teks: Tomas & 
Viginjus menggunakan classifier Naive Bayes, Decision 
Tree, Support Vector Machine dan Logistic Regression 
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untuk mengklasifikasi Text Review dari Amazon 
customer's dan Bag of word sebagai fitur ekstraksinya. 
Hasilnya kinerja classifier Logistic Regression lebih baik 
daripada classifier Naïve Bayes, Random Forest, Decision 
Tree, dan Support Vector Machines [7]. 
Muhammad Azam mengklasifikasikan scientific 
publications kedalam enam kelas (Medicine, Mathematic, 
Finance, Agricultural & Biological, Sciences, and 
Engineering) berdasarkan abstrak dan sitasi jurnal. Dataset 
yang digunakan sebanyak 10.000 abstrak. Algoritma 
klasifikasi yang digunakan yaitu Bayes dan K-Nearest 
Neighbors [8]. 
Teknik klasifikasi emosi yang digunakan pada penelitian 
ini adalah teknik klasifikasi Logistic Regression dan K-
Nearest Neighbors. Kedua teknik klasifikasi ini akan 
dibandingkan dan kemudian teknik klasifikasi yang 
kinerjanya paling baik akan digunakan untuk membangun 
model dalam menentukan klasifikasi emosi pada aplikasi 
generik yang dibangun. Tidak hanya membandingkan 
teknik klasifikasi tetapi penelitian ini juga membandingkan 
hasil antara jika model menggunakan TF-IDF dan Tuning 
Hyperparameter.  
II. METODOLOGI 
Terdapat lima tahap metode penelitian yang dilakukan 
pada penelitian ini yang dapat dilihat pada Gambar 1 untuk 
membangun model machine learning.  
A. Pengumpulan Data 
Untuk membuat suatu model machine learning 
dibutuhkan suatu data pembelajaran. Data pembelajaran 
pada penelitian ini berupa teks. Data yang digunakan 
berasal dari penelitian Saputri, Mahendra, dan Adriani 
(2019) yang berjudul “Emotion Classification on 
Indonesian Twitter Dataset” [5]. Penelitian mereka 
bertujuan untuk membuat Indonesian twitter dataset untuk 
tugas klasifikasi dan untuk disebarluaskan. Data diambil 
menggunakan Twitter Streaming API sekitar 2 minggu, 
dimulai dari 1 Juni 2018 hingga 14 Juni 2018. Dataset ini 
memiliki 4403 Indonesian Tweets dimana sudah terlabel 
kedalam lima kelas emosi yaitu: “love”, “anger”, “sadness”, 
“happy”, dan “fear” (lihat Tabel 1). Contoh kalimat dapat 
dilihat pada Gambar 2. 
 
Gambar. 1 Metode penelitian 
 











B. Text Preprocessing 
Penelitian ini menggunakan tools Notebook Jupyter 
dengan menggunakan bahasa pemograman Python. Dataset 
yang digunakan adalah Indonesian-Twitter-Emotion-
Dataset. Label adalah kelas emosi yang terdiri dari cinta, 
marah, sedih, senang, dan takut, sedangkan tweet 
merupakan kumpulan tweet dari pengguna Twitter 
berbahasa Indonesia. Data tersebut kemudian diinisialisasi 
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ke dalam Notebook Jupyter untuk pra-pemrosesan teks. 
Hasil inisialisasi data dapat dilihat pada Gambar 2. 
 
Gambar. 2 Indonesian Twitter emotion dataset 
Text Preprocessing adalah tahap dimana data mentah 
ditransformasikan menjadi data yang tersetrukur sehingga 
dapat dibaca oleh anotator atau orang yang mengklasifikasi 
data. Data mentah yang di dapat dari pengguna dapat berisi 
data noisy yang tidak diperlukan. Text Preprocessing 
membersihkan data dengan menghapus URL, nama 
pengguna, stopword (kata yang kurang penting) dan semua 
data yang tidak relevan yang tidak mengekspresikan emosi 
apa pun untuk meningkatkan efisensi [9]. 
Text Preprocessing pada penelitian ini menggunakan 
bahasa pemrograman Python yang memanfaatkan library 
seperti Natural Language Toolkit (NLTK), Sastrawi, 
Pandas, dan lainnya. Adapun tahapan-tahapan Text 
Preprocessing yang dilakukan sebagai berikut: 
1)  Cleaning: Pada penelitian ini Text Preprocessing 
dimulai dengan proses Cleaning. Cleaning merupakan 
proses membersihkan text dari tag html, link, script dan 
komponen lainnya yang tidak memiliki kaitan informasi 
pada kalimat. Pada penelitian ini proses Cleaning yang 
dilakukan adalah menghapus term yang telah dilakukan 
Text Preprocessing sebelumnya yaitu [USERNAME], 
[URL], [SENSITIVE-NO] dan hashtag. Contoh Cleaning 
dapat dilihat pada Gambar 3. 
 
Gambar. 3 Cleaning 
2)  Case Folding: Tujuan dari case folding pada 
penelitian ini yaitu mengubah semua huruf pada kalimat 
menjadi huruf kecil. Contoh case folding dapat dilihat pada 
Gambar 4. 
 
Gambar. 4 Case folding 
3)  Normalisasi: Tweet pada Twitter memiliki teks yang 
pendek dengan kata-kata tidak baku dan tata bahasa tidak 
terstruktur. Tujuan dari normalisasi adalah untuk 
mengubah kata yang tidak baku menjadi baku. Contoh 
Normalisasi dapat dilihat pada Gambar 5. 
 
Gambar. 5 Normalisasi 
C. Feature extraction 
Feature extraction adalah proses memilih serangkaian 
fitur dari beberapa cara mengurangi dimensi ruang fitur 
[10]. Feature extraction dapat meningkatkan accuracy dan 
mempersingkat waktu pembelajaran. Seleksi dari bagian 
kalimat dapat mencerminkan informasi tentang kata-kata 
konten, dan perhitungan bobot disebut ekstraksi fitur teks. 
Feature extraction yang digunakan dalam penelitian ini 
yaitu pembobotan TF-IDF. 
Pembobotan TF-IDF terdiri dari dua proses yaitu atau 
Term Frequency (TF) dan Inverse Document Frequency 
(IDF). Term Frequency (TF) merupakan banyaknya 
kemunculan sebuah term atau kata pada suatu kalimat. 
Semakin banyak term atau kata dalam suatu kalimat, maka 
semakin besar nilai bobotnya [11]. Sedangkan Inverse 
Document Frequency (IDF) Menurut Riyanto merupakan 
banyaknya kemunculan term dalam kumpulan kalimat [12]. 
Berbeda dengan TF, pada IDF jika semakin banyak 
kemunculan term atau kata pada seluruh kalimat pada 
dataset, maka semakin kecil nilainya. jika semakin sedikit 
kemunculan term atau kata pada seluruh dokumen, maka 
semakin besar nilainya.   
Pada penelitian ini untuk memulai proses TF-IDF hal 
pertama yang harus dilakukan yaitu membuat 
CountVectorizer untuk menghitung jumlah kata (Term 
Frequency) yang telah tersimpan pada variabel count_vect 
untuk diterapkan dengan menggunakan fit_transform pada 
variabel X_count (lihat Gambar 6). Kemudian untuk 
menghitung nilai IDF yaitu dengan memanggil 
TfidfTransformer yang telah tersimpan pada variabel 
tfidf_transformer untuk diterapkan dengan menggunakan 
fit_transform pada variabel X_tfidf.  
 
Gambar. 6 Cleaning 
D. Tuning Hyperparameter 
Tuning Hyperparameter Tuning merupakan pemilihan 
hyperparameter yang optimal pada algoritma pembelajaran. 
Salah satu cara untuk memilih kombinasi hyperparameter 
yaitu dengan Grid Search. Grid Search akan 
mengkombinasikan hyperparamater-hyperparameter yang 
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dimasukkan dan mencari kombinasi hyperparameter 
dengan nilai akurasi yang paling tinggi. 
Tuning Hyperparameter pada penelitian ini dilakukan 
dengan menggunakan Grid Search. Grid Search pada 
python dilakukan dengan cara mengimport class 
GridSearchCV pada library sklearn. Pada penelitian ini 
hyperparameter yang diuji yaitu nilai C pada Logistic 
Regression dan nilai K pada K-Nearest Neighbor. 
E. Pemodelan 
Terdapat dua Pendekatan yang dipilih untuk melakukan 
klasifikasi pada penelitian ini, yaitu Logistic Regression 
dan K-Nearest Neighbor.  
1) Logistic Regression: Logistic Regression 
merupakan model regresi untuk menganalisis hubungan 
antara suatu variabel dependent dan satu atau lebih variabel 
independent. Variabel dependent terdiri dari dua kategori 
yaitu “ya (sukses)” dan “tidak (gagal)” dan dinotasikan 
1=”sukses” dan 0=”gagal” [13],[14],[15]. Pemodelan 
Logistic Regression pada penelitian ini memanfaatkan 
fungsi LogisticRegression dari library Sklearn. Berikut 




) =  𝛽0 +  𝛽 1𝑋1 +  𝛽 2𝑋2 +  … + 𝛽𝐾𝑋𝐾 (1) 
Sebelumnya hyperparameter yang sesuai pada Logistic 
Regression telah dicari menggunakan Grid Search. 
Hyperparamaters yang diuji yaitu nilai C. 
2) K-Nearest Neighbor: K-Nearest Neighbor adalah 
metode klasifikasi objek terhadap data pelatihan dengan 
pemilihan kelas objek berdasarkan jarak terdekat dari data 
pelatihannya. Berdasarkan atribut dan sample dari data 
training algoritma ini dapat mengklasifikasikan objek baru. 
KNN adalah metode klasifikasi dengan cara menghitung 
nilai K (Neighbor). K merupakan titik neighbor objek, nilai 
K akan dibandingkan untuk menentukan klasifikasi objek 
tersebut [16],[17]. Pemodelan K-Nearest Neighbors pada 
penelitian ini dilakukan dengan menggunakan bahasa 
pemrograman Python yang memanfaatkan fungsi 
KNeighborsClassifier dari library Sklearn. Tahapan untuk 
menjalani proses KNN sebagai berikut (Alm, Roth, and 
Sproat 2005): 
• Menentukan jumlah pada tetangga k. 
• Menghitung jarak objek dengan masing-masing 
data kelompok. Perhitungan jarak menggunakan 
rumus euclidian distance [18] yang ditunjukan pada 
persamaan 4. Dimana D adalah jarak, x dan y adalah 
data latih dan data uji. 
𝐷(𝑥, 𝑦) =  √∑  𝑛𝑘=1 (𝑥𝑖 − 𝑦𝑖)
2  (2) 
• Lalu didapatkan hasil pengklasifikasian. 
Sebelumnya hyperparameter yang sesuai K-Nearest 
Neighbor telah dicari menggunakan Grid Search. 
Hyperparamaters yang diuji yaitu nilai K. 
3) Skenario Pengujian: Terdapat empat skenario 
pengujian pada masing-masing algoritma Logistic 
Regression dan K-Nearest Neighbor (lihat Tabel 2). 
Skenario pengujian pertama dilakukan menggunakan 
feature extraction TF dan algoritma klasifikasi dengan 
default hyperparameter. Skenario pengujian kedua 
dilakukan menggunakan feature extraction TF-IDF dan 
algoritma klasifikasi dengan default hyperparameter. 
Skenario pengujian ketiga dilakukan menggunakan feature 
extraction TF dan algoritma klasifikasi dengan Tuning 
Hyperparameter. Skenario pengujian keempat dilakukan 
menggunakan feature extraction TF-IDF dan algoritma 
klasifikasi dengan tuning hyperparameter. 
TABEL II 
JUMLAH DATASET 

















Pada penelitian ini 10-Fold Cross validation digunakan 
dalam membagi data set secara bergantian menjadi data test 
dan data training untuk mendapatkan nilai prediksi data test. 
Kemudian hasil prediksi dari mesin dibandingkan dengan 
data label untuk di evaluasi menggunakan Confusion 
Matrix. Untuk menjelaskan keterhubungan antar bagian 
dalam model klasifikasi maka dapat dilihat dari arsitektur 
sistem yang dibangun. Arsitektur sistem digunakan untuk 
menjelaskan rencana atau pemetaan dari proses-proses 
yang akan dilakukan dalam membangun emotion mining 
machine.  
Gambar 7 merupakan arsitektur sistem pada penelitian 
ini. Langkah pertama, Data yang telah dikumpulkan dari 
penelitian yang telah dipublikasikan oleh putri dkk [5] 
dilakukan Text Mining untuk membersihkan dan 
mengekstrak kalimat-kalimat yang ada pada dataset. 
Kemudian dari data tersebut dijadikan bahan pembelajaran 
untuk membuat model Machine Learning. Hasil 
pemodelan kemudian dilakukan pengujian dengan 
Confusion Matrix untuk mendapatkan nilai Accuracy, 
Precision, Recall, dan F1-score model machine learning. 
Selain itu user dapat melakukan percobaan dengan 
memasukkan sebuah teks/kalimat dan model akan 
melakukan prediksi emosi terhadap teks/kalimat masukkan. 
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Gambar. 7 Arsitektur sistem 
III. HASIL DAN PEMBAHASAN 
Tahap-tahap yang dilakukan untuk membuat model 
machine learning mulai dari pengumpulan data, 
preprocessing, feature extraction, hingga pemodelan telah 
dilakukan. Terdapat delapan model dibuat pada penelitian 
ini. Data uji pada setiap model dibagi menggunakan 10-
Fold Cross Validation. Hasil Prediksi data uji 
dibandingkan dengan label untuk dievaluasi menggunakan 
Confusion Matrix. 
A. Hasil Implementasi Text Preprocessing 
Hasil sample dataset dari keseluruhan Text 
Preprocessing ditampilkan dalam bentuk tabel yang dapat 
dilihat pada Tabel 3. 
TABEL III 




Soal jln Jatibaru,polisi tdk bs GERTAK 
gubernur .Emangny polisi tdk ikut pmbhasan? 
Jgn berpolitik. Pengaturan wilayah,hak 
gubernur. Persoalan Tn Abang soal turun 
temurun.Pelik.Perlu kesabaran. 
[USERNAME] [USERNAME] [URL]";" 
Tanpa 
Preprocessing 
Soal jln Jatibaru,polisi tdk bs GERTAK 
gubernur .Emangny polisi tdk ikut pmbhasan? 
Jgn berpolitik. Pengaturan wilayah,hak 
gubernur. Persoalan Tn Abang soal turun 
temurun.Pelik.Perlu kesabaran. [] [] []";" 
Cleaning 
soal jln jatibaru polisi tdk bs gertak gubernur  
emangny polisi tdk ikut pmbhasan  jgn 
berpolitik  pengaturan wilayah hak gubernur  
persoalan tn abang soal turun temurun pelik 
perlu kesabaran   
Case Folding 
soal jalan jatibaru polisi tidak bisa gertak 
gubernur  emangnya polisi tidak ikut 
pmbhasan  jangan berpolitik  pengaturan 
wilayah hak gubernur  persoalan tanah abang 
soal turun temurun pelik perlu kesabaran 
Normalisasi 
B. Hasil Implementasi Text Preprocessing 
Berikut adalah Gambar 8 yang menampilkan hasil dari 
Feature extraction. 
 
Gambar. 8 Hasil TF-IDF 
Keterangan: 
1. Document Index 
2. Word Index 
3. TF-IDF Score 
C. Hasil Implementasi Hyperparameter Tuning 
Model yang tidak dan menggunakan TF-IDF 
menghasilkan nilai dari Tuning Hyperparameter yang 
berbeda. Hasil Tuning Hyperparameter dapat dilihat Pada 
Tabel 4. 
TABEL IV 
HASIL HYPERPARAMETER TUNING 
Algoritma 
Klasifikasi 










K = 44 K = 43 
D. Hasil Evaluasi Logistic Regression 
Berikut adalah Tabel 5 yang menampilkan hasil evaluasi 
dari keempat model Logistic Regression. Confusion Matrix 
model pertama hingga keempat dapat dilihat pada Gambar 
9-12. 
TABELV 











Accuracy 64% 64% 64% 65% 
Precison 67% 69% 67% 69% 
Recall 65% 63% 64% 64% 
F1-score 65% 65% 65% 66% 
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Gambar. 9 Confusion matrix model pertama logistic regression 
 
Gambar. 10 Confusion matrix model kedua logistic regression 
 
Gambar. 11 Confusion matrix model ketiga logistic regression 
 
Gambar. 12 Confusion matrix model keempat logistic regression 
E. Hasil Evaluasi Model K-Nearest Neighbors 
Berikut adalah Tabel 6 yang menampilkan hasil evaluasi 
Logistic Regression. Confusion Matrix model pertama 




























Precison 39% 48% 42% 56% 
Recall 32% 50% 30% 57% 
F1-score 31% 48% 29% 55% 
 
Gambar. 13 Confusion matrix model pertama K-Nearest Neighbor 
 
Gambar. 14 Confusion matrix model kedua K-Nearest Neighbor 
 
Gambar. 15 Confusion matrix model ketiga K-Nearest Neighbor 
 
Gambar. 16 Confusion matrix model keempat K-Nearest Neighbor 
 
 
JEPIN (Jurnal Edukasi dan Penelitian Informatika), Vol. 7, No. 2, Agustus 2021 
Korespondensi : Fahmi Sajid 248 
 
F. Analisis Logistic Regression 
Hasil evaluasi pada Logistic Regression (lihat Tabel 5) 
menunjukkan bahwa model keempat memperoleh hasil 
performa yang paling baik dengan nilai accuracy dan f1-
score 65% dan 66%. Model keempat yaitu model yang 
menggunakan TF-IDF dan Hyperparameter  
C=1.623776739188721. Confusion Matrix model keempat 
pada Logistic Regression dapat dilihat pada Gambar 12. 
Selain itu, Hasil evaluasi Logistic Regression pada 
model kedua menunjukkan pengaruh TF-IDF. Hasil dari 
model kedua menunjukkan bahwa dengan TF-IDF nilai 
precision mengalami kenaikan sebesar 2,985% namun 
pada nilai recall mengalami penurunan sebesar 3,077%.  
Hasil evaluasi Logistic Regression pada model ketiga 
menunjukkan pengaruh Tuning Hyperparameter. Hasil 
dari model ketiga menunjukkan bahwa dengan Tuning 
Hyperparameter nilai precision mengalami penurunan 
1,538%. Dan hasil dari model keempat menunjukkan 
bahwa dengan TF-IDF dan Tuning Hyperparameter nilai 
accuracy, precision, dan F1-score masing-masing 
mengalami kenaikan sebesar 1,5625%; 2,985% dan 1,538% 
namun nilai recall mengalami penurunan sebesar 1,538%. 
Di sisi lain, Confusion Matrix Logistic Regression pada 
keempat model menunjukkan kesalahan prediksi yang 
paling banyak terjadi yaitu kalimat pada kelas Sadness 
yang terprediksi sebagai kelas Anger dan Happy, akibatnya 
nilai recall menjadi rendah. Kemudian kesalahan yang 
paling banyak terjadi juga kalimat pada kelas Anger dan 
Happy yang terprediksi kelas Sadness, akibatnya nilai 
precision menjadi rendah.  
G. Analisis K-Nearest Neighbors 
Hasil evaluasi pada K-Nearest Neighbors (lihat Tabel 
4.4) menunjukkan bahwa model keempat memperoleh 
hasil performa yang paling baik dengan nilai accuracy dan 
f1-score 55% dan 55%. Model keempat yaitu model yang 
menggunakan TF-IDF dan Hyperparameter K=43. 
Confusion Matrix Skenario keempat pada K-Nearest 
Neighbors dapat dilihat pada Gambar 4.9. 
Confusion Matrix pada model keempat menunjukkan 
bahwa rendahnya nilai akurasi disebabkan oleh banyaknya 
kalimat yang tidak terprediksi tidak tepat sesuai dengan 
kelasnya. Kesalahan prediksi yang paling banyak terjadi 
yaitu pada kelas sadness yang terprediksi sebagai kelas 
anger dan happy, akibatnya nilai recall menjadi rendah. 
Kemudian kesalahan prediksi yang paling banyak terjadi 
juga pada kelas happy dan anger yang terprediksi sebagai 
kelas anger, akibatnya nilai precision menjadi rendah. 
Selain itu, hasil dari model kedua menunjukkan bahwa 
dengan TF-IDF nilai accuracy, precision, recall, dan f1-
score masing-masing mengalami kenaikan sebesar 48,5%; 
23,08%; 56,25%; dan 54,84%. Dan hasil dari model ketiga 
menunjukkan bahwa dengan Tuning Hyperparameter nilai 
accuracy dan precision masing-masing mengalami 
kenaikan sebesar 3,03% dan 7,69% namun nilai recall dan 
f1-score masing-masing mengalami penurunan sebesar 
6,25% dan 6,45%. Dan Hasil dari Skenario 4 menunjukkan 
bahwa dengan TFIDF dan Tuning Hyperparameter nilai 
accuracy, precision, recall, dan f1-score masing-masing 
mengalami kenaikan sebesar 66,7%; 43,6%; 78,125; dan 
77,42%. 
H. Perbandingan Hasil Evaluasi Logistic Regression dan 
K-Nearest Neighbors 
Hasil evaluasi Logistic Regression (lihat Tabel 5) dan K-
Nearest Neighbors (lihat Tabel 6) menunjukkan bahwa 
Logistic Regression pada model keempat menghasilkan 
performa terbaik dengan nilai accuracy dan f1-score 
masin-masing sebesar 65% dan 66%. Sedangkan algoritma 
K-Nearest Neighbors memiliki nilai Accuracy dan f1-score 
masing-masing sebesar 55% dan 55%. 
 
Gambar. 17 Perbandingan Accuracy LR dan KNN 
Hasil evaluasi Logistic Regression pada keempat model 
memiliki hasil performa yang lebih baik dibandingkan 
menggunakan algoritma K-Nearest Neighbors (lihat 
Gambar 17). Namun penggunaan TF-IDF atau Tuning 
Hyperparameters tidak memiliki pengaruh terhadap nilai 
accuracy Logistic Regression. Dan pada skenario 4 hanya 
meningkatkan accuracy sebesar 1,5625%. Disisi lain 
penggunaan TF-IDF dan Tuning Hyperparameters pada K-
Nearest Neighbors dapat meningkatkan nilai accuracy dan 
f1-score masing-masing hingga 66,7% dan 77,42%.    
 
Gambar. 18 Tampilan aplikasi 
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I. Implementasi aplikasi generik  
Aplikasi generik yang dibangun berdasarkan model 
dengan hasil evaluasi paling baik yaitu Logistic Regression 
dengan Hyperparameter C=1.623776739188721 dan 
feature extraction TF-IDF. Aplikasi generik yang dibangun 
berbasis web dengan fitur prediksi dengan mengisi teks 
kedalam kolom input. Kemudian setelah diinput teks hasil 
output aplikasi yaitu prediksi emosi dari teks yang 
diinputkan dan probabilitas prediksi tersebut. Tampilan 
dari Aplikasi generik dapat dilihat pada Gambar 18. 
Aplikasi generik dapat di akses pada link 
https://predictemotion.herokuapp.com/. 
IV. KESIMPULAN 
Berdasarkan hasil penelitian yang telah dilakukan maka 
dapat disimpulkan sebagai berikut.  
1. Performa model logistic regression jika menggunakan 
TF-IDF dan Tuning Hyperparameter memberikan 
perfoma pengujian paling baik dengan nilai accuracy 
dan f1-score masing-masing sebesar 65% dan 66%. 
Sedangkan hasil pengujian pada algoritma K-Nearest 
Neighbor memberikan performa accuracy dan f1-score 
sebesar 55%. 
2. Penggunaan feature extraction Tf-Idf lebih 
berpengaruh terhadap algoritma K-Nearest Neighbors 
yang dapat meningkatkan nilai accuracy dan f1-score 
masing-masing sebesar 48,4% dan 54,84% 
dibandingkan dengan Logistic regression yang hanya 
dapat meningkatkan nilai precision sebesar 2,985%. 
3. Penggunaan Tuning Hyperparameter lebih 
berpengaruh terhadap kedua algoritma apabila 
menggunakan feature extraction TF-IDF. Penggunaan 
TF-IDF dan Tuning Hyperparameter dapat 
meningkatkan nilai accuracy dan f1-score pada Logistic 
Regression masing-masing sebesar 1,5625% dan 1,538% 
dan pada K-Nearest Neighbor masing-masing sebesar 
66,7% dan 77,42%. 
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