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INTRODUCTION.
The development of methods of estimation from ranks for the parameters of the general linear hypothesis has proceeded rapidly since the work of Hodges and Lehmann £5] on estimates for one -sample and two -sample problems.
Univariate extensions of these estimates to k -sample problems have been given by Lehmann £lf| , and Bhuchongkul and Puri jjz] ; to linear regression by Adichie £1] ; and to regression on monotone functions by Rao and Thornby |~14| . Koul [7] studied rank estimates for a wide class of sequences of design matrices which are assumed to be perpendicular to a vector of constants. He used an approxi mation theorem of Jureckova |lf] for some of the asymptotic properties. In [9] , £10] the present authors utilized the theorem of Jureckova to study linearized versions of rank estimates for one -and two -, sample problems. These linea rized versions are, in most cases, simpler to compute as well as asymptotically equivalent to the non -linearized versions.
In the present paper linearized rank estimates are described for a sub -class of the sequence of design matrices studied by Koul concerning rank estimates for these more complicated designs can bu found xn
Lehmann [12J , Greenberg [3] , and Puri and Sen [13] .
The conditions under which it is shewn here that linearization is possible for multiparameter problems are stronger than those proposed Dy Jureckova JYJ . However the conditions here are notationally simpler and can be simpler to verify. In section 5 the following theorem will be proved. 
where c » P g -lim b.
Examples of initial estimates satisfying D 1 are given in section 4.
In section 8 it is shown that assumption Biii) can be replaced by an alternate assumption.
INITIAL ESTIMATES OF 6 AND y AND ESTIMATES OF THE SCALEPARAMETER b» INITIAL ESTIMATES.
Perhaps the two most well Known choices for initial estimates of 0 and y are those corresponding to the mean and the median. The resulting relative efficiency of the linearized estimate can be found from Theorem 2*2 (resp. Theorem 3;2) if it is known that the initial estimate satisfies D (resp. D ) for some ^g. Identifying such initial estimates*^ (resp. y^) and the corresponding ^f s is the purpose of the following four theorems which A ^ will be proved in section 5 for 0^ and in section 6 for y^. close to one for all sufficiently largo n.Hence the right hand side of (5j1) will be, with arbitrarily high probability, bounded by
which can also be written as The following proofs of theorem 3|1 and 3j2 are the analogues for signed rank statistics to those of theorem 2;1 and 2j2 for rank statistics.
Accordingly they require a linearization theorem for signed rank statistics.
Such a linearization theorem has, for = 1, been given in [15] ; for the extension to > 1 see section 7 and 8. 
/7 o 2g(o)
Hence it is sufficient to prove that 1613 ' n" ^i Proof.
For p=1 Theorem 7;1, is a special case of Theorem 3;1 of Jureckova [B] . In the following it will be supposed that p > 1.
The proof will be given for j = 1. As ^iu) is the sum of two monotone square integrable functions it is sufficient to prove (7;1) for the case where typfu) is non decreasing. The proof consists of two parts.
It will first be shown that,under A and Bi) and ii), for any fixed set of r points (€^^,...,5^^), k=1,.,.,r Then (7)2) follows from the fact that [7;3) is implied by Si)
and ii).
In the second part of the proof it will be shown that for each then, by Bii) there exists n. such that for n > n" 1
1=1
•o that, by choosing R such that
is satisfied for n > n^ Further (7;4) follows from (7;9) by choosing d such that Proof :
The following proof is analogous to the proof of Theorem 7;1.
For p^s .1 the theorem is a special case of Theorem 3.2 of [l5]and in the following it will be supposed that p,|> 1. The proof will be given for j = 1.
As i^p(u) is the sum of two square integrable functions, one non decreasing and non negative, the other non increasing and non positive, it is suffi cient to prove (7;10) for the case where iDpfu] is non decreasing and non and it follows from (7;11) and Theoremai *i Pl5l that, for n > n , T 4n (-) is, vn for fixed values of n"#...*n. ,n.
n with probability 1 a non increasing a step function of n. The alternate assumptions for Theorem 7;2 are, for p=2, as follows.
Let F satisfy A'. G satisfy A* and let x satisfy B'i) end ii). In [15] it is 4 U)
shown that x.. can be written as x.. U) By analogously writing x. ? = E x Theorem 7;2 can be provud for j = 2 under the assumptions A', Ajj, B'i) and ii) and an assumption on the x 9 analogous to B'iv). l»£
