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Abstract. With a compact PL manifold X we associate a category T(X). The
objects of T(X) are all combinatorial manifolds of type X , and morphisms are
combinatorial assemblies. We prove that the homotopy equivalence
BT(X) ≈ BPL(X)
holds, where PL(X) is the simplicial group of PL-homeomorphisms. Thus the
space BT(X) is a canonical countable (as a CW-complex) model of BPL(X). As
a result, we obtain functorial pure combinatorial models for PL fiber bundles with
fiber X and a PL polyhedron B as the base. Such a model looks like a T(X)-
coloring of some triangulation K of B. The vertices of K are colored by objects of
T(X) and the arcs are colored by morphisms in such a way that the diagram arising
from the 2-skeleton of K is commutative. Comparing with the classical results of
geometric topology, we obtain combinatorial models of the real Grassmannian in
small dimensions: BT(Sn−1) ≈ BO(n) for n = 1, 2, 3, 4. The result is proved in a
sequence of results on similar models of BPL(X). Special attention is paid to the
main noncompact case X = Rn and to the tangent bundle and Gauss functor of a
combinatorial manifold. The trick that makes the proof possible is a collection of
lemmas on “fragmentation of a fiberwise homeomorphism,” a generalization of the
folklore lemma on fragmentation of an isotopy.
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1. Introduction
1.1. LetX be a compact PL manifold. There is a natural generalization of piecewise
linear triangulations of X , namely, the structures of piecewise linear regular cell (or
“ball”) complexes1 on X . The set of all regular PL ball complexes on X is partially
ordered by subdivision. We denote this poset by R(X). It is convenient to consider
a subdivision Q0 E Q1 of ball complexes as a morphism of “geometric assembly”
with source Q0 and target Q1. By forgetting the geometry, to a geometric PL ball
complex Q we can associate an abstract PL ball complex P(Q) (an “abstract PL ball
complex” is a natural generalization of the notion of an abstract simplicial complex).
The correspondence P sends the poset R(X) to some new category R(X) whose
objects are abstract PL ball complexes and morphisms are “abstract assemblies.”
One may imagine an abstract assembly Q0  Q1 of abstract ball complexes as a
way of gluing together the abstract balls of Q0 into larger balls so as to obtain the
complex Q1. This way of gluing may be not unique. Figure 1 should give an idea of
a unique geometric assembly of two particular geometric ball complexes, and Fig. 2
should give an idea of three possible combinatorial assemblies
P(Q0) = Q0  Q1 = P(Q1).
With the functor P we associate a cellular map of classifying spaces
BR(X)
BP
−−→ BR(X).
The map BP has a description in terms of an action of the group of PL homeo-
morphisms on PL ball complexes on X . Namely, the natural action of PL homeo-
morphisms on the set R(X) can be extended to a cellular action of a discrete group
PLδ(X) on BR(X):
(1) PL(X)δ ×BR(X) −→ BR(X).
1For exact definitions, see Sec. 2 on page 15. One may imagine something like the boundary
complex of a convex 3-polytope as a “ball complex” and a planar 3-connected graph as an “abstract
ball complex.” Or one may simply think about geometric triangulations instead of “ball complexes”
and about combinatorial manifolds instead of “abstract ball complexes.”
Q1Qo
Figure 1.
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Q1Q0
Figure 2.
Then the cellular space of orbitsBR(X)/PL(X)δ coincides withBR(X), andBR(X)
BP
−−→
BR(X) is a projection to the space of orbits. We should mention that the action (1)
is highly nonfree.
The category R(X) is an object of the classical combinatorial topology of the
manifold X . For example, Alexander’s theorem on combinatorial manifolds [2] is the
assertion that the space BR(X) will remain connected if we restrict the class of all
morphisms to the more tame class of “stellar assemblies.”
Denote by PL(X) the simplicial group of PL homeomorphisms of X . Denote by
|PL(X)| the cellular topological group that is the geometric realization of PL(X). In
statistical models of topological quantum field theory, the simple fact is known that
(2) π1BR(X) ≈ π0|PL(X)|.
The group π0|PL(X)| is the mapping class group of the manifold X . We prove the
following generalization of (2).
Theorem A. The spaces BR(X) and BPL(X) are homotopy equivalent.
Thus the category R(X) is a discrete category that represents a delooping of the
simplicial group PL(X). Generally, for any topological (or simplicial) group there ex-
ists a delooping using a discrete category or even a discrete monoid [24]. The source
of problems about discrete categories representing deloopings of classical spaces is
N. MNE¨V, COMBINATORIAL FIBER BUNDLES 6
the algebraic K-theory of topological spaces, starting with the famous Hatcher’s pa-
per [12]. The closest assertion to our theorems is probably Steinberger’s theorem [32,
Theorem 1, p. 12], which is a refinement of Hatcher’s conjecture [12, Proposition 2.5,
p. 109]. Steinberger’s theorem says that the discrete category of ordered simpli-
cial complexes whose morphisms are monotone maps with contractible preimages of
simplices classifies Serre PL bundles.
Let EPL(X) be the contractible total space of the universal principal bundle for
the group |PL(X)|, let
(3) |PL(X)| × EPL(X) −→ EPL(X)
be the canonical free action, and let EPL(X) −→ BPL(X) be the projection to the
space of orbits. Informally speaking, we prove that the nonfree action (1) of the
discrete group PLδ(X) on the contractible space BR(X) can be deformed to the
canonical free action (3) by a homotopy. In this form, our results are relatives of
Levitt’s models for BPL (see [19]) presenting BPL as orbit spaces. But in our case
we are able to eliminate geometry completely.
The first situations where Theorem A can be regarded as already known appear
when dimX = 1 and X is the interval I or the circle S1. Here R(I)op is the cate-
gory whose objects are all finite ordinals and morphisms are generated by injective
monotone maps and the additional map of inverting the order; R(S1)op is the cate-
gory whose objects are all cyclically ordered finite sets and morphisms are generated
by injective monotone maps and the additional map of inverting the order. The
category R(S1)op is closely related to Connes’ cyclic category. In these cases,
BR(I) ≈ BPL(I) ≈ BO(1)
and
BR(S1) ≈ BPL(S1) ≈ BO(2).
The last assertion is a close relative of the theorem on the homotopy type of the
cyclic category (see [20]).
The assertion that BR(X) ≈ BPL(X) can be rephrased with the help of the
theory of representable homotopy functors. An equivalent theorem states that there
is a one-to-one correspondence between isomorphism classes of PL fiber bundles with
fiber X on a polyhedron B and concordance classes of R(X)-colored triangulations
of B (the vertices of triangulations are colored by objects and the 1-simplices are
colored by morphisms in such a way that the 2-skeleton turns into a commutative
diagram). Thus a functorial combinatorics of PL fiber bundle shows up, and it is
natural to pose a question about generalizations of the known combinatorial formulas
for characteristic classes to PL fiber bundles.
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We prove an analog of Theorem A for the subcategory T(X) of R(X). The
subcategory T(X) is formed by abstract simplicial complexes (i.e., combinatorial
manifolds of type X) and their abstract assemblies.
Theorem B. The spaces BT(X) and BPL(X) are homotopy equivalent.
We may hope that there exist interesting subcategories of T(X) for which the
theorem is still valid. Probably, it is possible to refine our constructions so that they
will work for the category of Brouwer manifolds and linear representable assemblies.
In the original project (see [4]) it was supposed that the minimal subcategory ofT(X)
modeling PL(X) is the category of locally stellar manifolds and stellar assemblies.
This would be true in the case of the positive solution of the famous problem (see [15,
p. 14]) of the existence of a common geometric stellar subdivision for any two linear
triangulations of the simplex. The positive solution of this problem would follow
from the “strong Oda conjecture” on decomposition of a birational isomorphism of
smooth toric varieties. However, a serious flaw was discovered in the proof [28] of
the strong Oda conjecture (see [1]), and now the situation with the problem of the
existence of a common stellar subdivision looks pessimistic. But in fact we need the
following weaker assertion, for which we still have a hope.
Conjecture. The poset of all linear triangulations of the simplex ordered by stellar
subdivision is homotopy trivial.
Probably, with some cosmetic changes in the proofs, analogs of Theorems A, B
hold for any compact stratified polyhedron. We analyze only the most important
case of this kind: that of the sphere with a fixed point: X = (Sn, {∗}).
According to Kuiper and Lashof [17], there is a one-to-one correspondence between
isomorphism classes of PL Milnor n-microbundles, PL fiber bundles with fiber Rn,
and PL fiber bundles whose fiber is the pair (Sn, {∗}). This correspondence produces
the homotopy equivalences BPLn ≈ BPL(Rn) ≈ BPL(Sn, {∗}). We apply our
scheme to BPL(Sn, {∗}). As a result, we are able to build a combinatorial model
of BPLn that has a remarkable property: the tangent bundle and the Gauss map
of a combinatorial manifold obtain a canonical combinatorial form. Let Rn be the
category whose objects are abstract n-dimensional spherical PL ball complexes with
a marked n-ball and morphisms are combinatorial assemblies sending a marked ball
to a marked ball (see Fig. 3).
Theorem C. The spaces BRn and BPLn are homotopy equivalent.
Let Mn be a combinatorial manifold. Let (PMn)op be the poset of simplices of Mn
with the reversed order. There is a functor (PMn)op
G
−→ Rn. The value of G at a
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Figure 3.
Figure 4.
simplex of Mn is the star of this simplex with an extra n-ball attached by the link of
the simplex so as to obtain an n-sphere. This ball is the marked ball.
It is easy to imagine G for the combinatorial sphere Sn. For a simplex s ∈ Sn,
the sphere G(s) is the n-dimensional abstract ball complex that is the result of
assemblying all the simplices of Sn that are not in the star of s into one marked
n-ball. If s0 ⊂ s1 ∈ Sn, then star s0 ⊃ star s1 and all the extra simplices of G(s0)
are dissolved in the marked ball of G(s1). This defines the assembly morphism
G(s0 ⊂ s1) (see Fig. 4).
The space B(PMn)op is homeomorphic to |Mn|.
Theorem D. Two maps |Mn| −→ BPLn are homotopy equivalent: the Gauss map
for the tangent bundle of the manifold |Mn| and the map |Mn|
BG
−−→ BRn ≈ BPLn.
The construction has the following remarkable property. The simplicial bundle
hocolimG −→ NPMn is a spherical bundle with zero and infinity sections. It is
the Kuiper–Lashof model of the tangent bundle T |Mn|. The simplicial complex
hocolimG is again a combinatorial manifold, and we can iterate the construction.
Already in the case of convex polytopes, this situation looks interesting. Figure 5
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is our attempt to draw the canonical cellular structure on the tangent bundle of a
triangle.
1.2. The main technical result of the paper is the proof of Theorem A. Let us
describe how we would like to, but cannot, prove such a theorem. This speculation
is borrowed from [32].
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There are two simple functorial constructions, which are probably originated from
[33]. We will denote these constructions by hocolim and hocolim−1.
• The construction hocolim takes an R(X)-coloring of a triangulation of a
polyhedron B and produces a PL fiber bundle on B.
• The construction hocolim−1 takes a PL fiber bundle on B with fiber X and
produces an R(X)-coloring of some triangulation of B.
The construction hocolim has many different names: “iterated mapping cone” [10],
“homotopy colimit,” “Grothendieck construction” [11], “double bar-construction”
[22, § 12]. The inverse construction, hocolim−1, appears explicitly in [12] and uses
triangulations of bundles. One can triangulate a bundle. Let us fix such a tri-
angulation. We obtain a diagram of combinatorial morphisms of the ball struc-
tures on X in the fibers over the vertices of the first barycentric subdivision of the
base. Then the dual morphisms form an R(X)-coloring of the base. The compos-
ite hocolim ◦ hocolim−1, given a bundle, produces an isomorphic bundle. We will
obtain a short proof of Theorem A if we present a construction of a canonical con-
cordance between an R(X)-coloring ξ of a simplicial complex K and the coloring
hocolim−1 ◦ hocolim ξ of the complex sdK. Unfortunately, there is no guarantee of
the existence of such a canonical construction. For the case of Serre bundles, Stein-
berger [32] constructed such a functorial concordance, but his construction does not
work for fiber bundles. It follows from our results that ξ and hocolim−1 ◦ hocolim ξ
are nevertheless concordant, but our concordance is absolutely transcendental.
1.3. The core of our proof of Theorem A is Lemma 12 on page 90 “on simultaneous
fragmentation of fiberwise PL homeomorphisms of the trivial fiber bundle over the
cube.” This lemma is a straightforward generalization of the lemma on fragmentation
of an isotopy. Let us roughly describe our scheme of reasoning.
Assume that we wish to proof the fact of the homotopy equivalence BR(X) ≈
BPL(X) in its reformulation in terms of Brown’s theory of representable homotopy
functors. Thus we wish to find a functorial way to relate a fiber bundle with an
R(X)-coloring of a polyhedron B, and vice versa. Let us describe some process of
constructing a bundle from a coloring. We are unable to fight with the combinatorics
of the hocolim-construction, so we will replace it by the traditional construction of
pasting trivializations with the help of structure homeomorphisms.
Let K be an R(X)-colored simplicial complex. The coloring of K induces a
coloring of each k-simplex of K by a chain
Q0  Q1  . . . Qk
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Figure 6.
0 21
1 2
Figure 7.
0
1
2
of abstract assemblies. This chain can be realized by a chain
(4) Q = (Q0 E Q1 E . . . E Qk)
of geometric assemblies of geometric PL ball complexes. With the chain Q we can as-
sociate the ball decomposition of the trivial bundle X×∆k
π
−→ ∆k into the horizontal
“prisms,” i.e., the trivial subbundles whose fiber is a ball. Figures 6 and 7 illus-
trate the construction of the prismatic decomposition of π from a chain of geometric
assemblies.
The combinatorics of the coloring associates to any pair of simplices s0 ⊂ s1 in K
a combinatorial isomorphism of two prismatic structures on the trivial bundle over
s. By Alexander’s trick, all these combinatorial isomorphisms can be represented by
fiberwise structure PL homeomorphisms of the fiber bundle with base L and fiber X .
All these structure homeomorphisms map prisms to prisms. As a result, from the
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U2
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X
1
Figure 8.
R(X)-colorings we obtain the class of fiber bundles with unusual, “prismatic,” struc-
ture homeomorphisms. In this setup, the inverse problem is to learn how to deform
the structure homeomorphisms of an arbitrary PL fiber bundle into the “prismatic”
form and construct a consistent coloring of the base in a controllable way. At this
point it is useful to recall the proof of the lemma on fragmentation of an isotopy.
In the PL case, this lemma was proved by Hudson [15]. It states that for any cover
U = {Ui}i of a manifold X by open balls and for any PL homeomorphism X
f
−→ X
isotopic to the identity there exists a finite decomposition f = f1 ◦ . . . ◦ fm such that
for every i there exists j with supp fi ⊂ Uj . The proof of the fragmentation lemma
contains more information than its statement. In the proof we pick an arbitrary PL
isotopy F connecting f and the identity. Then we deform F in the class of isotopies
with fixed ends to an isotopy F ′ of a special form. The isotopy F ′ corresponds to a
chain of isotopies that are fixed on the complements of the open balls from U . The
isotopy F is a fiberwise homeomorphism
X × [0, 1]
[0, 1]
π2
?
??
??
??
??
??
?
X × [0, 1]
F //
π2
 





such that F0 = id and F1 = f . The homeomorphism F is in turn the same thing as
a one-dimensional foliation F on X× [0, 1] transversal to the fibers of the projection
π2 (see Fig. 8). The homeomorphism F
′ corresponds to a foliation F ′ with the
following property: for any point b ∈ [0, 1], all points x ∈ X such that the leaf of
F “is not horizontal” at (x, b) are contained in an element of U (see 9). Inspecting
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the figure of F ′, it is easy to see that we can subdivide the base [0, 1] into intervals
u1, . . ., um and introduce a prismatic structure on all subbundles X × ui
π2−→ ui such
that the induced homeomorphisms F ′⌊ui are prismatic. Thus the construction of
the fragmentation lemma allows us to deform a fiberwise homeomorphism of the
trivial bundle over the interval into a system of prismatic homeomorphisms over a
subdivision of the interval. The deformation F  F ′ has a canonical form; it has
a coordinate generalization to homeomorphisms of the trivial bundle over the cube.
Our main task is to formulate and analyze this generalization.
1.4. The plan of the paper. Section 2 contains a detailed definition of combina-
torial assemblies of abstract ball complexes.
Section 3 contains a universal construction of the tautological PL(X) fiber bundle
on BR(X). We emphasize the special role of “prismatic” homeomorphisms, which
are used for constructing the classifying map
(5) BR(X) −→ BPL(X).
We introduce the simplicial groupoid of prismatic homeomorphisms Prism(X) and
then construct a map of simplicial sets WPrism(X) −→ WPrism(X) that is a for-
mal analog of the W-construction for the universal principal bundle. It is easy to
compare the W-construction for Prism(X) with the standard W-construction for
PL(X) and with the map BR(X)
BP
−−→ BR(X). Thus Theorem A is reduced to
Lemma 4 on page 33 “on prismatic trivialization.”
In Sec. 4 we reduce Lemma 4 “on prismatic trivialization” to the pure geometric
Lemma 5 on page 35 “on a common R(X)-triangulation of a family of fiberwise
homeomorphisms.” A descriptive formulation of Lemma 5 is as follows. Consider
the simplicial set Prismm(X) whose typical k-simplex is a collection 〈Q, G1, . . ., Gm〉,
where Q is a chain of geometric assemblies (4) and Gi ∈ PLk(X), i = 1, . . ., m, are
Q-prismatic homeomorphisms. That is, the homeomorphisms G−1i send the prisms
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of T(Q) to prisms. The set Prismm+1(X) is naturally embedded into Prismm(X) ×
PL(X). Lemma 5 states that
the pair (|Prismm(X)× PL(X)|, |Prismm+1(X)|) is homotopy trivial.
The translation of this assertion into the common language reads as follows:
one can deform any new nonprismatic homeomorphism to the prismatic form jointly
with some family of homeomorphisms in such a way that all prismatic homeomor-
phisms in the family will remain prismatic.
This fact is the central technical result of the paper. The plan of the proof of Lemma 5
is contained in Sec. 5, and the proof itself occupies Secs. 6–15. We introduce the
general notions of “Alexandroff presheaf” and “prismaticity of a fiberwise homeo-
morphism with respect to an Alexandroff presheaf.” For these generalized prismatic
homeomorphisms we develop some surgery centered around a generalized Hudson’s
construction of fragmentation for a PL isotopy.
In Sec. 16 we describe how to tweak the general scheme in order to obtain a proof
of Theorem B.
In Sec. 17 we describe how to tweak the general scheme in order to obtain a proof
of Theorem C. Then we demonstrate that our combinatorial construction of the
tangent bundle represents the Milnor tangent microbundle. This proves Theorem D.
1.5. Our theorems appear as an answer to the natural question about relations
between geometric and abstract triangulations of a manifold. This question arose
at A. M. Vershik’s seminar in the author’s student years. It was converted into
conjectures during the joint work with Peter Mani-Levitska and Laura Anderson.
The conjecture on a combinatorial model of BPLn (which is now Theorem C) was
a PL analog of the conjectures on the MacPhersonian2 (a hypothetical combina-
torial model for BO(n) [27]). We can mention that our theorems combined with
the classical knowledge on the relations between PL(Sn), Diff(Sn), and O(n + 1)
(see [13]) produce the following combinatorial models of the Grassmannians BO(n),
n = 1, 2, 3, 4:
BR(Sn−1) ≈ BT(Sn−1) ≈ BRn ≈ BO(n).
As mentioned above, the first project [4] of proving our theorems was based on
the proof [28] of the strong Oda’s conjecture. This proof appears to be wrong (see
[1]). Our current proofs are independent from Oda’s conjecture.
2The proof of these conjectures in [6] contains a very serious flaw (see [26]).
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2. Assemblies of ball complexes, the poset R(X), and the category
R(X)
In this section we define geometric and combinatorial assemblies of ball complexes.
2.1. Our principal category is the category PL of piecewise linear Euclidean poly-
hedra and piecewise linear maps. The foundations of PL topology can be found in
the books [31, 15] and the notes of Zeeman’s seminar [34].
Warning: in this paper, all polyhedra, manifolds, maps, etc. are assumed to be
piecewise linear unless another category is specified.
2.2. Ball complexes. For general information on topological ball complexes, see
the book [21]. PL ball complexes appeared in PL geometric topology (e.g., in [9]).
We recall the standard definition of a “topological ball complex” or, equivalently, a
“finite regular CW -complex.”
A topological ball complex is a finite cover S of a Hausdorff space X by closed
topological balls such that
(i) the relative interiors of the balls from S form a partition of X ;
(ii) the boundary of every ball from S is the union of balls of smaller dimension.
A PL ball complex on a Euclidean polyhedron X is a finite cover S of X by
closed PL balls such that the conditions (i), (ii) are satisfied. The main example of
a PL ball complex is a finite geometrical simplicial complex. In what follows, a “ball
complex” means a “PL ball complex.”
2.3. The category PLball. The category PLball is the category whose objects are
ball complexes and morphisms are maps that send the relative interiors of balls into
(not necessarily onto) the relative interiors of balls. To be more precise, a morphism
(X0, S0) −→ (X1, S1) is a pair (h, ξ), where X0
h
−→ X1 is a PL map and S0
ξ
−→ S1 is
a map of ball sets such that for every s ∈ S0 the inclusion h(relint s) ⊆ relint ξ(s)
holds. The category PLball is not very interesting, it merely contains our working
subcategories.
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2.4. Abstract ball complexes. For every ball complex (X,S), the polyhedron X
is determined up to homeomorphism by pure combinatorial data, namely, by the
combinatorics of the adjacency of balls of S. Let us formulate this assertion in
detail.
Let D = (X,S) be a ball complex. Denote by P(D) the partial order by inclusion
on S. Consider the abstract simplicial complex OrdP(D), the order complex of
the poset P(D). Let |OrdP(D)| be the geometric realization of OrdP(D). Let us
introduce the standard notation. Given a poset P and an element p ∈ P, denote by
p≤ the subposet of P formed by all elements that are less or equal to p (the “lower
principal ideal generated by p”). Denote by p< the ideal formed by all elements that
are strictly less than p. The following theorem holds (see [21]).
Theorem 1. For every ball complex D = (X,S) there is a cellular homeomorphism
(X,S) ≈ (|OrdP(D)|, {|Ord p≤|}p∈P(D)).
The polyhedra {|Ord p<|}p∈P(D) from Theorem 1 are automatically the boundary
spheres of cells. The last property allows us to define an abstract ball complex. The
following theorem holds (see [7]).
Theorem 2. Let P be a finite poset satisfying the following property: if p ∈ P and
the rank of p is equal to k, then |Ord p<|≈S
k−1. Then
(|OrdP|, {|Ord p≤|}p∈P)
is a ball complex.
A poset that satisfies the conditions of Theorem 2 is called an abstract ball com-
plex . Theorems 1 and 2 were originally formulated for topological ball complexes,
but the proofs work in the PL category without any changes. Thus by an abstract
PL ball complex (in this paper, it will be called an “abstract ball complex”) we
mean a finite poset P such that |Ord p<| ≈
PL
Sk−1 for every p ∈ P of rank k. The PL
version of Theorem 2 states that in this case (|OrdP|, {|Ord p≤|}p∈P) is a PL ball
complex.
2.5. The functor PLball
P
−→ Posets. Consider a PLball-morphism (X0, S0)
(h,ξ)
−−→
(X1, S1). From the definition of a ball complex it follows that ξ is a morphism of the
posets of balls. Therefore the correspondence D 7→ P(D) is a functor with values in
the category of posets.
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2.6. Geometric assemblies of ball complexes, the poset R(X). A geometric
assembly of ball complexes on X is a PLball-morphism (X,S0)
(h,ξ)
−−→ (X,S1) such
that h is the identity map. Such a situation is possible only when the relative interior
of every ball s ∈ S0 is contained in the relative interior of the ball ξ(s) ∈ S1. This
means that the partition of X into the relative interiors of balls from S1 is subdivided
by the partition into the relative interiors of balls from S0. Therefore a geometric
assembly morphism (X,S0) −→ (X,S1) is unique if it exists. Thus the geometric
assemblies form a poset R(X) →֒ PLball on the set of all ball complexes with the
underlying polyhedron X . We denote a geometric assembly Q0 −→ Q1 by Q0 E Q1.
2.7. The category R(X). Consider the subcategory R(X) →֒ PLball whose ob-
jects are regular ball complexes on X and morphisms are of the form (X,S0)
(h,ξ)
−−→
(X,S1), where X
h
−→ X is a homeomorphism. The poset R(X) sits in R(X) as a
subcategory. The morphisms of R(X) are generated by two classes:
(i) assemblies E,
(ii) cellular homeomorphisms (i.e., homeomorphisms sending every ball onto a
ball).
Obviously, the following proposition holds.
Proposition 1. Every morphism Q0
f
−→ Q1 of R(X) has two canonical decomposi-
tions
(6) Q0 Q1
f
//
Q′0??
E1


 h1
?
??
??
Q′1
h2 ?
??
?? ??
E2


into a homeomorphism and an assembly, i.e., an assembly in the source and a home-
omorphism in the target or an assembly in the target and a homeomorphism in the
source.
2.8. The category R˜(X) of combinatorial assemblies of geometric ball com-
plexes and the category R(X). Consider the category R˜(X) whose objects are
ball complexes on X and an R˜(X)-morphism Q0
f
−→ Q1 is a morphism of posets
PQ0
f
−→ PQ1 that is representable by some R(X)-morphism. That is, f is a poset
morphism such that there is a morphism Q0
f
−→ Q1 for which P(f) = f. Such poset
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morphisms will be called abstract assemblies . Using the decomposition from
Proposition 1, we can easily establish the following fact.
Proposition 2. The composition of abstract assemblies is an abstract assembly.
Therefore R˜(X) is a well-defined category; there is a forgetful functor R(X)
A
−→
R˜(X), which is identical on objects and sends a morphism of R(X) to the corre-
sponding abstract assembly. The poset R(X) is a subcategory of R(X). Denote by
A the composite
A = (R(X) →֒R(X)
A
−→ R˜(X)).
Note that it is easy to give a transcendental but “pure combinatorial” definition of
an abstract assembly of abstract ball complexes. Namely, the following proposition
holds.
Proposition 3. A morphism Q0
f
 Q1 is an abstact assemly if and only if for every
b ∈ PQ1 of rank k the poset f−1(b≤) ⊆ PQ0 is an abstract ball complex representing
a k-dimensional PL ball.
From the PL variant of Theorem 1 on page 16 we know that any two combina-
torially isomorphic geometric ball complexes are isomorphic in R(X). This allows
us to identify, up to equivalence of categories, the category R˜(X) with the category
R(X) whose objects are all abstract ball complexes representing X by geometric
realizations and morphisms are abstract assemblies of abstract ball complexes, i.e.,
poset morphisms P0
µ
−→ P1, P0,P1 ∈ ObR(X), representable by R(X)-morphisms
of geometric realizations. Thus we obtain the commutative triangle of functors
(7)
R˜(X) R(X),
F
//
R(X)
A
 





P

where F is the forgetful functor inducing an equivalence of the categories R˜(X) and
R(X).
2.9. NR(X) as the orbit space of an action of PLδ(X) on a contractible
space. Now we switch to a more scientific point of view on the functor R(X)
P
−→
R(X). Let us pass to the nerve NR(X)
NP
−−→ NR(X) of this functor. There is
an action of a discrete simplicial group PLδ(X) on NR(X). A typical k-simplex
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of PLδ(X) is an ordered set g = (g0, . . ., gk), gi ∈ PL(X), i = 1, . . ., k, gi = gj. If
Q ∈ NkR(X), Q = (Q0 E . . . E Qk), then we set
gQ = (g0Q0 E g1Q1 E . . . E gkQk) ∈ NR(X).
This defines an action
PLδ(X)×NR(X) −→ NR(X).
Lemma 1. NR(X) = NR(X)/PLδ(X), and NR(X)
NP
−−→ NR(X) is a projection
to the space of orbits.
Proof. By definition (see, for example, [14, p. 303]), the k-simplices ofNR(X)/PLδ(X)
are the orbits of the action of PLδk(X) on NkR(X) with the induced simplicial struc-
ture: for Q ∈ NkR(X), the orbits of diQ and siQ are determined by the orbit of Q.
This exactly identifies NR(X)/PLδ(X) and NR(X). 
Let us also mention the following fundamental fact.
Lemma 2. The space |NR(X)| is contractible.
Proof. This easily follows from the fact that R(X) is a poset and for every pair
Q0,Q1 ∈ R(X) there exists a common subdivision, i.e., there is Q3 such that Q3 E Q0,
Q3 E Q0 (see [29]). 
We wish to emphasize that only in the category PL there exists a common subdi-
vision of ball complexes. Due to this fact, in other categories the existence of analogs
of Lemma 2 is problematic.
3. Prismatic homeomorphisms, reduction of Theorem A to the lemma
on prismatic trivialization
In this section, we present a construction of a bundle with base B and fiber X from
an R(X)-coloring of a triangulation of B. This construction is described universally,
as a simplicial morphism NR(X) −→ WPL(X) from the nerve R(X) to the W-
construction of BPL(X).
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3.1. Prismatic decompositions of trivial fiber bundles. Let m be the totally
ordered set {0 < 1 < . . . < m}, a “finite ordinal.” Let N be the category of all
finite ordinals and monotone maps. Consider a chain of geometric assemblies of ball
complexes m
Q
−→ R(X). It this subsection, with the chain Q = (Q0 E1 . . . Em Qm)
we will associate the structure of a ball complex T(Q) on the polyhedron X × ∆m
and a PLball-morphism T(Q)
e(Q)
−−→ [∆m]. We denote by [∆m] the standard “ball
simplex,” the ball complex formed by all faces of the standard simplex ∆m. Let
n
θ
−→m be an N-morphism, and let
∆n
∆(θ)
−−→ ∆m
be the corresponding cosimplicial morphism. By [∆n]
[∆(θ)]
−−−→ [∆m] we denote the
induced PLBall-morphism of the ball complexes of the standard simplices. By
[di], [si] we denote the standard cellular cofaces and codegenerations.
Note that in the category PLball there exist induced assemblies , i.e., if a ball
complex B0 is a subcomplex of B1 and B0 E B0, then there exists a universal dashed
arrow in the diagram
(8)
B0 B1.
  //
B0
E

B1
  //
E

The set of balls of the complex B1 is the set of all balls of the complex B1 with all
the balls of B0 deleted and all the balls of B0 added.
Consider the flag of faces of the simplex
∆0
d1
→֒ ∆1
d2
→֒ · · ·
dm
→֒ ∆m.
Consider the induced flag of trivial fiber bundles
(9) X ×∆0

  id×d
1
// X ×∆1

 id×d
2
// · · · 
 id×dm// X ×∆m

∆0
  d
1
// ∆1
  d
2
// · · · 
 dm // ∆m.
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Consider the following construction on the total space of the flag (9). Consider the
staircase of ball assemblies and embeddings
(10)
Q0 × [∆0]
  // • 
 // • 
 // · · · 
 // T(Q)
Q1 × [∆0]
 
id×[d1]
//

E×id
Q1 × [∆1]
  //

E
•

E
  // · · · 
 // •

E
Q2 × [∆1]
 
id×[d2]
//

E×id
Q2 × [∆2]
  //

E
· · · 
 // •

E
...

E×id
...
...

E
Qm × [∆m−1]

E×id
 
id×[dm]
// Qm × [∆m].

E
By applying (8) we can fill the north-east corner of (10). Thus T(Q) E Qm×[∆m]. In
our situation, the construction of the induced assembly commutes with the projection
to the base. Thus we obtain a nontrivial cellular structure T(Q)
e(Q)
−−→ [∆m] on the
trivial fiber bundle X × ∆k
π2−→ ∆k. Figure 6 on page 11 presents an example of
a 3-chain of geometric assemblies on an interval. Figure 7 on page 11 presents the
corresponding ball structure on [0, 1]×∆2.
We can explicitly describe the ball structure T(Q)
e(Q)
−−→ [∆m]. Let Si be the set of
balls of Qi. For any subset k of the set m, we denote by ∆
k ⊆ ∆m = ∆m the face
of ∆m generated by vertices with numbers from k. Then the ball complex [∆m] has
the form (∆m, {∆k}k∈2m ). For any k ∈ 2m, denote by max(k) ∈ m the maximal
element of k.
Proposition 4. The balls of T(Q) are indexed by the pairs
(k, B) such that k ∈ 2m and B ∈ Smax(k)
and have the form T(k,B) = B ×∆
k ⊂ X ×∆m. The adjacency of balls is as follows:
T(k0,B0) ⊆
X×∆m
T(k1,B1)
if and only if
k0 ⊆
m
k1 and B0 ⊆
X
B1.
The cellular morphism e(Q) projects the ball T(k,B) onto the ball ∆
k of the base.
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The balls of T(Q) will be called prisms . The construction T(−) is functorial with
respect to morphisms of faces and degenerations of simplices of NR(X). Obviously,
the correspondence Q 7→ e(Q) is a contravariant functor from the category CNR(X)
of simplices of the simplicial set NR(X) to the category of cellular fiber bundles.
3.2. The simplicial groupoid of prismatic homeomorphisms Prism(X).
3.2.1. Let us fix some conventions and notations. Let B be a polyhedron. We
will denote by PLB(X) the group of fiberwise homeomorphisms of the trivial bundle
X × B
π2−→ B. If A
h
−→ B and f ∈ PLB(X), then we denote by f⌊h∈ PLA(X) the
homeomorphism induced by h. If h is an embedding, then we simply write f⌊A. We
regard the group PL(X) of PL homeomorphisms of X as a simplicial group with the
group of m-simplices PLm(X) = PL∆m(X).
3.2.2. As above, let Q = (Q0 E1 . . . Em Qm), and let T(Q)
e(Q)
−−→ [∆m] be the
corresponding prismatic decomposition of the trivial fiber bundle. We say that a
homeomorphism f ∈ PLm(X) is Q-prismatic if for every ball Tk,B of the complex
T(Q)
(11) f−1(T(k,B)) = f
−1⌊maxk(B)×∆
k,
where by X
f−1⌊i
−−−→ X we denote the fiber of the homeomorphism f−1 over the ith
vertex of ∆m. Put
(12) f−1Q = (f−1⌊0(Q0) E f
−1⌊0(Q1) E . . . E f
−1⌊0(Qm)).
Proposition 5. A Q-prismatic homeomorphism f induces a fiberwise cellular home-
omorphism of the cellular bundles:
T(f−1Q)
[∆m].
e(f−1Q)
?
??
??
??
??
??
?
T(Q)
f //
e(Q)
 





Proof. From condition (11) it follows that for every i = 0, . . ., m, B ∈ Qi,
f−1⌊i(B) = f
−1⌊0(B).
Indeed, f−1(T({0,i},B) = B ×∆
{0,i}) = f−1⌊i(B)×∆{0,i} ≡ f−1⌊0(B)×∆{0,i}, where
the last identity is coordinatewise. Therefore
f−1⌊i(Qi) = f
−1⌊0(Qi)
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and
f−1⌊i(Qi) = f
−1⌊0(Qi) E f
−1⌊0(Qj) = f
−1⌊j(Qj) for i ≤ j.
Thus condition (11) can be rewritten as
f−1(T(B,k)(Q)) = T(f−1⌊0(B),k)(f
−1Q),
i.e., as the assertion that f−1(T(B,k)(Q)) is a prism of T(f
−1Q). 
3.2.3. Now we can define a simplicial groupoid
Nop
Prism(X)
−−−−−→ Groupoids.
The set Obm Prism(X) of m-objects of this groupoid is the set of all m-simplices
from NR(X). The set of m-morphisms
(Prism(X))(Q0,Q1)
is the set of all prismatic homeomorphisms sending T(Q0) to T(Q1) according to
construction from Proposition 5 The faces and degenerations are defined in a natural
way and agree with the faces and degenerations in NR(X). The simplicial “space”
of the groupoid Prism(X) is the simplicial set Mor Prism(X) of all morphisms of
the groupoid Prism(X). Thus the topological space of the groupoid is the space
|MorPrism(X)|.
Lemma 3 (On extension of a prismatic homeomorphism).
(a) Let Q0,Q1 ∈ (NR(X))0, and let P(Q0)
µ
−→ P(Q1) be an isomorphism. Then there
exists a cellular isomorphism Q0
f
−→ Q1 such that P(f) = µ.
(b) Let Q0,Q1 ∈ (NR(X))1, and let Q00
f0
−→ Q10 and Q
0
1
f1
−→ Q11 be cellular homeomor-
phisms such that the diagram
P(Q01) P(Q
1
1)
P(E)
//
P(Q00)
P(f0)

P(Q01)
P(E)
//
P(f1)

is commutative. Then there exists f ∈ Mor2 Prism(X), Q0
f
−→ Q1, such that d0f = f1,
d1f = f2.
(c) Let Q0,Q1 ∈ (NR(X))m with m ≥ 2. Let f0, . . ., fm ∈ Morm−1 Prism(X),
diQ
0 fi−→ diQ1, be a collection of prismatic homeomorphisms such that difj = dj−1fi
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whenever i < j. Then there exists f ∈ Morm Prism(X), Q
0 f−→ Q1, such that dif = fi
for i = 0, . . ., m.
Proof. This lemma is a form of Alexander’s trick. We will present a detailed proof,
because this lemma is important for our further constructions.
1. We need the following observation, which is standard in the theory of PL fiber
bundles.
Consider the space Rk × Rl, the projection Rk × Rl
π2−→ Rl, and two geometric d-
dimensional simplices S0, S1 in Rk×Rl: S0 = conv(s00, . . ., s
0
d), S
1 = conv(s10, . . ., s
1
d).
Assume that π2(s
0
i ) = π2(s
1)i, i = 0, . . ., d. Let S
0 A−→ S1 be an affine map such that
A(s0i ) = s
1
i , i = 0, . . ., d. Then A is a π2-fiberwise map, i.e., the diagram
S0
Rl
π2
?
??
??
??
??
??
??
S1
A //
π2
 






is commutative.
This follows from the fact that the map A sends a point x ∈ S0, x =
∑d
i=0 tis
0
i , to
the point A(x) =
∑d
i=0 tis
1
i ∈ S
1 and the calculation
π2(A(x)) =
d∑
i=0
tiπ2(s
1
i ) =
d∑
i=0
tiπ2(s
0
i ) = π2(x).
2. (Parametric PL Alexander’s trick.) Consider the projection ∆k × ∆l
π2−→ ∆l.
Consider the (k + l − 1)-sphere
∂(∆k ×∆l) = (∂∆k ×∆l) ∪ (∆k × ∂∆l).
Assume that a fiberwise homeomorphism
∂(∆k ×∆l)
∆l
π2
?
??
??
??
??
??
?
∂(∆k ×∆l)
F //
π2
 





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is fixed. Then there is a fiberwise homeomorphism
∆k ×∆l
∆l
π2
?
??
??
??
??
??
? ∆
k ×∆l
G //
π2
 





such that G|∂(∆k×∆l) = F .
First, we should triangulate the homeomorphism F . Second, using the convexity
(sic!) of the prism ∆k×∆l, we can find stellar extentions of the triangulations in the
preimage and image to combinatorially isomorphic triangulations of ∆k ×∆l. Such
a stellar extention determines a fiberwise extention of G by Step 1 of the proof.
3. Step 2 of the proof implies a more general fact. Assume that we have two balls
Bk, Bl. Consider the projection Bk × Bl
π2−→ Bl. Consider the (k + l − 1)-sphere
∂(Bk × Bl) = (∂Bk ×Bl) ∪ (Bk × ∂Bl).
Assume that a fiberwise homeomorphism
∂(Bk ×Bl)
Bl
π2
?
??
??
??
??
??
?
∂(Bk ×Bl)
F //
π2
 





is fixed. Then there exists a fiberwise homeomorphism
Bk × Bl
Bl
π2
?
??
??
??
??
??
?
Bk × Bl
G //
π2
 





such that G|∂(Bk×Bl) = F .
For the proof, we choose two homeomorphisms Bk
H1−→ ∆k and Bl
H2−→ ∆l, then
apply a homeomorphism Bk ×Bl
H1×H2−−−−→ ∆k ×∆l to Bk ×Bl, and refer to Step 2 of
the proof.
4. Let ∂[∆m] be the ball complex of the boundary of the standard simplex. For
(m
Q
−→ R(X)) ∈ (NR(X))m, denote by θ(−1)(Q) the cellular fiber bundle on ∂[∆m]
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induced from e(Q) by the embedding ∂[∆m] →֒ [∆m]:
∂[∆m] [∆m].
 //
Θ(−1)(Q)
θ−1(Q)

T(Q)
 //
e(Q)

The balls of Θ(−1) are of the form T(k,B) ∈ T(Q), k 6= m. Denote by Θ(i)(Q) the
subcomplex of T(Q) that consists of the balls Θ(−1)(Q) together with all balls of the
form T(m,B), B ∈ Qm, dimB ≤ i. Recall that n = dimX . We obtain the filtration
Θ(−1)(Q)
  //
θ(−1)(Q)

Θ(0)(Q)
θ(0)(Q)

  // · · ·
{{
  // Θ(n)(Q) = T(Q)
θ(n)(Q)=e(Q)ttiiii
iiii
iiii
iiii
iii
∂[∆m] 
 // [∆m].
The restriction of e(Q) to Θ(i)(Q) will be denoted by θ(i)(Q).
5. Now, using Step 3 of the proof, we can build f inductively. The maps f0, . . ., fm
are pasted together to form a homeomorphism F (−1) that coincides with fi restricted
to the bundle over the ith face of the sphere ∂[∆m]:
Θ(−1)Q
0
∂[∆m].
θ(−1)(Q
0)
?
??
??
??
??
??
Θ(−1)Q
1F
(−1)
//
θ(−1)e(Q
1)
 





Then necesarily fi|0 = fj |0 = F (−1)|0 for i, j = 1, . . ., m and Q1i = F
(−1)|0(Q0i ).
The homeomorphism F (−1) sends a ball T(B,k) of the complex Θ(−1)Q
0 to the ball
T(F (−1)|0(B),k) of the complex Θ(−1)Q
1.
Inductive step. Assume that we have a prismatic homeomorphism Θi−1(Q
0)
F (i−1)
−−−→
Θi−1(Q
1) sending a ball T(B,k) of the complex Θ(i−1)Q
0 to the ball T(F (−1)|0(B),k) of
the complex Θ(i−1)Q
1. Let us extend this homeomorphism to a fiberwise cellular
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homeomorphism
ΘiQ
0
[∆m].
θi(Q
0)
?
??
??
??
??
??
?
ΘiQ
1F
i
//
θie(Q
1)
 





To achieve this aim, we must extend F (i−1) to the balls of the form T(m,B) with
dimB = i. Such an extension exists, because ∂T(m,B) ⊂ Θ(i−1)(Q
0) and F (i−1)|∂T(m,B)
satisfies the conditions of Alexander’s trick in the form given in Step 3 of the proof.

3.3. The simplicial sets WPrism(X) and WPrism(X).
3.3.1. We recall the so-called W -construction, i.e., the Eilenberg–MacLane con-
struction of the principal simplicial bundle EG
uG−→ BG for a simplicial group G.
Put
(WG)m =
{
Gm−1 ×Gm−2 × · · · ×G0 for m > 0,
{∗} (one-element set) for m = 0.
For m > 0, denote an element of (WG)m by [gm−1, . . ., g0]. We define the faces
of one-dimensional simplices and the degeneracy of the 0-dimensional simplex as
follows:
(13)
di([g0]) = ∗ for i = 0, 1,
s0(∗) = [e0] (e0 is the identity of the group G0).
For m > 1 the faces are defined as follows:
(14)
di[gm−1, . . ., g0] =

[gm−2, . . ., g0] for i = 0,
[di−1gm−1, . . .d1gm−i+1, (gm−i−1 ◦ d0gm−i)
m−i−1
, gm−i−2, . . ., g0] for i = 1, . . ., m− 1,
[dm−1gm−1, . . ., d1g1] for i = m;
the degeneracies are defined by
si[gm−1, . . ., g0] =
{
[em, gm−1, . . ., g0] for i = 0,
[si−1gm−1, . . ., s0gm−i, em−i, gm−i−1, . . ., g0] for i = 1, . . ., m,
where ej is the identity of the group Gj .
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Put (WG)m = Gm×· · ·×G0. An element of (WG)m will be denoted by 〈gm, . . ., g0〉.
The faces are
di〈gm, . . ., g0〉 =
{
〈digm, . . ., d1gm−i+1, (gm−i−1 ◦ d0gm−i)
m−i−1
, gm−i−2, . . ., g0〉 for i = 0, . . ., m− 1,
〈dmgm, . . ., d1g1〉 for i = m.
The degeneracies are
si〈gm, . . ., g0〉 = 〈sigm, si−1gm−1, . . ., s0gm−i, em−i, gm−i−1, . . ., g0〉.
On WG we define a free action G × WG −→ WG of the group G by the rule
(hm, 〈gm, . . ., g0〉) 7→ 〈hmgm, gm−1, . . ., g0〉. The principal fiber bundle
WG
uG−→WG : 〈gm, . . ., g0〉 7→ [gm−1, . . ., g0]
corresponding to this action is a universal principal G-bundle for G.
3.3.2. Let us develop a version of the W-construction for the simplicial groupoid
of prismatic homeomorphisms. Let g ∈ Morm Prism(X) be a prismatic homeomor-
phism. Denote by dom(g) ∈ NkR(X) its image and by codom(g) ∈ NkR(X) its
preimage.
For m ≥ 1, the set of m-simplices of WPrism(X) is the set of all pairs
(Q, [gm−1, . . ., g0]),
where Q ∈ NmR(X) and [gm−1, . . ., g0] is a sequence of prismatic homeomorphisms
such that gi ∈ Mori Prism(X), i = 0, . . ., m− 1, d0Q = dom gm−1, and d0 codom gi =
dom gi−1. For m = 0 the simplices are identified with the elements of R(X).
We define the faces of 1-simplices and the degeneracy of the 0-simplex inWPrism(X)
by the formulas
(15)
d0(Q, [g0]) = codom g0,
d1(Q, [g0]) = d1Q,
s0(Q) = (s0Q, [e0]) (e0 is the identity of the group G0).
For m > 1 the faces and degeneracies are defined as follows:
(16) di(Q, [gm−1, . . ., g0])
=

(codom gm−1, [gm−2, . . ., g0]) for i = 0,
(diQ, [di−1gm−1, . . ., d1gm−i+1, (gm−i−1 ◦ d0gm−i)
m−i−1
, gm−i−2, . . ., g0]) for i = 1, . . ., m− 1,
(dmQ, [dm−1gm−1, . . ., d1g1]) for i = m
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and
(17) si(Q, [gm−1, . . ., g0])
=
{
(s0Q, [em, gm−1, . . ., g0]) for i = 0,
(siQ, [si−1gm−1, . . ., s0gm−i, em−i, gm−i−1, . . ., g0]) for i = 1, . . ., m,
where ej is the identity of the group Gj .
Now we define a simplicial set WPrism(X).
The elements of (WPrism(X))m are all pairs (Q, 〈gm, . . ., g0〉), where Q ∈ NmR(X),
codom gm = Q, d0Q = dom gm−1, d0 codom gi = dom gi−1 for i = 1, . . ., m− 1.
The faces are
di(Q, 〈gm, . . ., g0〉)
=

(codom gm−1, 〈gm−1d0gm, gm−2, . . ., g0〉) for i = 0,
(diQ, 〈digm, . . ., d1gm−i+1, (gm−i−1 ◦ d0gm−i)
m−i−1
, gm−i−2, . . ., g0〉) for i = 0, . . ., m− 1,
(dmQ, 〈dmgm, . . ., d1g1〉) for i = m.
The degeneracies are
si(Q, 〈gm, . . ., g0〉) = (siQ, 〈sigm, si−1gm−1, . . ., s0gm−i, em−i, gm−i−1, . . ., g0〉).
Define a morphism of simplicial sets
WPrism(X)
uPrism(X)
−−−−−→ WPrism(X)
by the formula (Q, 〈gm, . . ., g0〉) 7→ (Q, [gm−1, . . ., g0]).
The following simple fact is important for us.
Proposition 6. We have the following commutative square of maps of simplicial
sets:
WPrism(X) WPL(X),
Π
//
WPrism(X)
uPrism(X)

WPL(X)
Π′ //
uPL(X)

where the horizontal arrows forget the combinatorics of objects of the groupoid:
(Q, 〈gm, . . ., g0〉)
Π′
7→ 〈gm, . . ., g0〉,
(Q, [gm−1, . . ., g0])
Π
7→ [gm−1, . . ., g0].
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Formulas ( 13 on page 27) and ( 14 on page 27), which define theW-construction,
express the faces of WG via the faces of G and the degeneracies of WG via the
degeneracies of G. We need to mention the existence of the inverse expressions. Let
w = (Q(w), [gm−1(w), . . ., g0(w)]) be an m-simplex of WPrism(X). We can deduce
the following expressions.
Proposition 7.
gi(w) = gi(d0w) for i = 1, . . ., m− 2,
djgm−1(w) = gm−2(djw) for j = 1, . . ., m− 1,
d0gm−1(w) = (gm−2(d0w))
−1 ◦ gm−2(d1w),
where d∗ on the left is a face in G and d∗ on the right is a face in WPrism(X).
3.4. The embedding N R˜(X)
Ψ
−→WPrism(X) and the projectionWPrism(X)
Ψ∗
−→
N R˜(X). We will build an embedding N R˜(X)
Ψ
−→WPrism(X) by induction on the
skeletons of the simplicial set N R˜(X), using a sequential choice of prismatic home-
omorphisms. The skeletons of simplicial sets are discussed in detail, for example, in
[11, Chap. V. 1]. The skeleton skmX ⊂ X is the simplicial subset generated by all
nondegenerate simplices of dimension at most m.
3.4.1. First, for each m-simplex
Q = (Q0
µ1
 . . .
µm
 Qm) ∈ (N R˜(X))m
we prepare its linearization
LQ = (L0Q E . . . E LmQ) ∈ (NR(X))m.
By the definition of an abstract assembly (Sec. 2.8 on page 17), any abstract assem-
bly Qi−1
µi
 Qi of the chain Q is representable by some R(X)-morphism Qi−1
fi−→ Qi.
Let us fix these representatives for all i. We obtain a chain
Q = (Q0
f1
−→ . . .
fm
−→ Qm) ∈ (NR(X))m
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such that A(Q) = Q. Applying the decomposition ( 6 on page 17), we obtain the
following commutative diagram in R(X):
(18) Q0 = L0Q
f1 ''PP
PPP
PPP
PPP
P
E // L1Q
E //

L2Q
E //

· · ·
E // LmQ

Q1 = L0d0Q
f2 ((PP
PPP
PPP
PPP
P
E // L1d0Q
E //

· · ·
E // Lm−1d0Q

Q2 = L0d
2
0Q
f2
%%J
JJ
JJ
JJ
JJ
JJ
E // · · ·
E // Lm−2d
2
0Q

· · ·
fm %%LL
LL
LL
LL
LL
LL
...

Qm = L0d
m
0 Q,
where the rows are chains of geometric assemblies starting from Q0, . . .,Qm. The
vertical morphisms are cellular homeomorphisms. The rows are independent from
the choice of morphisms fi representing µi, they depend only on Qi. The upper row
is the chain LQ canonically associated to Q. Note that if i > 0, then LdiQ = diLQ.
3.4.2. Pick Q ∈ (N R˜(X))m. We will look for Ψ(Q) ∈ (WPrism(X)) in the form
(LQ, [gm−1(Q), . . ., g0(Q)]), where the homeomorphisms gi(Q) are constructed by
induction on the skeletons skmN R˜(X)
Ψm−−→ skmPrism(X). A nondegenerate simplex
in N R˜(X) is a chain of abstract assemblies that has no identity assemblies. The
simplices of skmN R˜(X) are all chains of abstract assemblies that have at most m
nonidentities. Thus sk0N R˜(X) is the simplicial set whose typical k-simplex is a
chain
Q
id
 Q
id
 . . .
id
 ︸ ︷︷ ︸
k
Q
consisting of k identical abstract assemblies of a ball complex Q ∈ R(X). To this
simplex we assign the degenerate simplex
(Q, [em−1, . . ., e0]) ∈ WPrism(X).
Assume that Ψm−1 is already constructed. Let us construct a map Ψm extend-
ing Ψm−1. Let Q ∈ (skmN R˜(X))m be a nondegenerate simplex. Then diQ ∈
skm−1N R˜(X) and ΨdiQ are already constructed. We search for Ψ(Q) in the form
(LQ, [gm−1(Q), . . ., g0(Q)]). The equalities gi(Q) = gi(d0Q), i = m − 2, . . ., 0 are
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already satisfied. Therefore gi are already constructed for i = 0, . . ., m − 2. We
must define gm−1(Q). According to Proposition 7 on page 30, the maps digm−1(Q),
i = 1, . . ., m − 1, are already constructed and satisfy the requirements of Proposi-
tion 3 on page 23. Therefore there exists a prismatic homeomorphism gm−1(Q) that
is an extension of digm−1(Q), i = 1, . . ., m−1. For the degenerate simplex Q, we can
construct (LQ, [gm−1(Q), . . ., g0(Q)]) according to formulas ( 17 on page 29) with the
help of the unique reduction to a nondegenerate simplex: Q = si1si2 . . .Q
′, where Q′
is a nondegenerate simplex of dimension at most m.
3.4.3. Let us build a projection WPrism(X)
Ψ∗
−→ N R˜(X). For a fiberwise homeo-
morphism f ∈ PLm(X), we denote by f⌊i its fiber over the ith vertex of the base.
To a simplex w = (Q, [gm−1, . . ., g0]) ∈ (WPrism(X))m we associate the sequence
of maps ĝi(w) = gi⌊i∈ PL0(X), i = 0, . . ., m − 1. Consider the sequence of ball
complexes
Q0 = Q̂0(w), Q̂i(w) = ĝm−i ◦ ĝm−i+1 ◦ . . . ◦ ĝm−1(w)(Qi), i = 1, . . ., m.
Due to the prismaticity of the homeomorphisms gi, we obtain a chain Ψ̂∗(w) ∈
(NR(X))m:
Ψ̂∗(w) = Q̂0(w)
bgm−1(w)
−−−−−→ Q̂1(w)
bgm−2(w)
−−−−−→ . . .
bg0(w)
−−−→ Q̂m(w).
Set the value Ψ∗(w) ∈ (N R˜(X))m to be the image of the chain Ψ̂∗(w) under the
functor A : R(X) −→ R˜(X). One can verify that the definition is correct, Ψ∗(w) is
a map of simplicial sets, Ψ∗Ψ = id, and the following proposition holds.
Proposition 8. The map ΨΨ∗ is simplically homotopic to the identity.
Proof. A simplicial homotopy is constructed by induction on the skeletons using
Lemma 3 on page 23. 
3.5. The maps Φ,Φ∗. We define an embedding NR(X)
Φ
−→ WPrism(X) by a cor-
respondence on simplices: to an m-chain Q = (Q0 E . . . E Qm) we associate the
m-simplex Φ(Q) = (Q, [em, . . ., e0]). We define a map WPrism(X)
Φ∗
−→ NR(X) by a
correspondence on simplices: to an m-simplex w = (Q, [gm, . . ., g0]) we associate the
m-chain Φ∗(w) = g−1m Q = (g
−1
m ⌊0Q0 E . . . E g
−1
m ⌊mQm).
Proposition 9. The composition Φ∗Φ is the identity, the map ΦΦ∗ is simplically
homotopic to the identity.
Proof. The first assertion follows from the construction, the second one can be proved
by induction on the skeletons using Lemma 3 on page 23. 
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As a result of the constructions of this section, we obtain the following commutative
diagram:
N R˜(X) WPrism(X),
Ψ
//
NR(X)
NA 
WPrism(X)
Φ //
uPrism(X)

where Φ,Ψ are simplicial homotopy equivalences.
3.6. Reduction of Theorem A to the lemma on prismatic trivialization.
According to Proposition 6 on page 29, we have the commutative square
WPrism(X) WPL(X).
Π
//
WPrism(X)
uPrism(X)

WPL(X)
Π′ //
uPL(X)

Consider the principal PL bundle
W˜Prism(X) −→WPrism(X)
induced by the map Π. We obtain the commutative diagram
(19) NR(X)
NP
zzvv
vv
vv
vv
vv
Φ //
NA

WPrism(X)
''OO
OOO
OOO
OOO
O
  i // W˜Prism(X)

eΠ //WPL(X)

NR N R˜(X)
NFoo Ψ //WPrism(X)
Π //WPL(X),
where Π˜ is the pullback of Π, Π′ = Π˜ ◦ i, and the left triangle is the nerve of the
triangle ( 7 on page 18).
Lemma 4 (On prismatic trivialization). The embedding
|WPrism(X)|
|i|
→֒ |W˜Prism(X)|
is a homotopy equivalence.
In Sec. 4 Lemma 4 will be deduced from Lemma 5. And all that follows will be
mainly devoted to the proof of Lemma 5.
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3.7. Proof of Theorem A. The homotopy equivalence BR(X) ≈ BPL(X) will be
a geometric realization of the bottom chain of simplicial maps in the diagram (19).
By definition, BR(X) ≈ |NR(X)| at the left end of the chain; by the Eilenberg–
MacLane theorem, BPL(X) ≈ |WPL(X)| at the right end of the chain. We must
check that all intermediate elements of the chain are homotopy equivalences.
1. The following assertion is a standard fact of the theory of simplicial principal
bundles.
Let X
f
−→ BG be a simplicial map, and assume that EGf
uGf
−−→ X is the induced
principal bundle, i.e., the following square is Cartesian:
X BG.
f
//
EGf
uGf

EG
f˜ //
uG

In this situation, if the space |EGf | is contractible, then in the square
|X| |BG|
|f |
//
|EGf |
|uGf |

|EG|
|f˜ |
//
|uG|

the maps |f |, |f˜ | are homotopy equivalences.
This fact follows from the equivariance of f˜ , the possibility to extend the square to
a morphism of the exact homotopy sequences of fibrations, the Whitehead theorem,
and the 5-lemma.
2. By Proposition 9 on page 32, the map Φ is a homotopy equivalence. Therefore,
by Lemma 2 on page 19, the space |WPrism(X)| is contractible. By Lemma 4, the
space W˜Prism(X) is contractible. Thus we find ourselves in the situation of Step 1 of
the proof. Therefore |Π| is a homotopy equivalence. By Proposition 8 on page 32, the
map |Ψ| is a homotopy equivalence; and |NF| is a homotopy equivalence because F
is an equivalence of categories by definition. This completes the proof of Theorem A.

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4. Reduction of the lemma on prismatic trivialization to the lemma
on a common R(X)-triangulation of fiberwise homeomorphisms
It this section, we will deduce Lemma 4 “on prismatic trivialization” from Lemma 5
“on a common R(X)-triangulation of fiberwise homeomorphisms,” which we will for-
mulate now.
Let N ≥ 0. We define a simplicial set PrismN(X). For N ≥ 1, the k-simplices
of PrismN(X) are the data sets 〈Q, {gi}
N
i=1〉, where Q ∈ NkR(X) and for every
i = 1, . . ., N
gi ∈ Mor
k
Prism(X), codomgi = Q.
For N = 0, we assume that Prism0(X) coincides with NR(X). For N ≥ 1, by forget-
ting the prismaticity of gN , we obtain an embedding Prism
N(X)
j
→֒ PrismN−1(X)×
PL(X).
Lemma 5 (On a common R(X)-triangulation of fiberwise homeomorphisms). The
embedding |PrismN(X)|
|j|
→֒ |PrismN−1(X)× PL(X)| is a homotopy equivalence.
We will prove Lemma 5 in the subsequent sections. In this section, after some
preparations, we will prove the implication Lemma 5⇒ Lemma 4 (in Sec. 4.4 on page 39).
4.1. Injective simplicial sets (or “∆-sets”). Let iN be the subcategory of the
category N of finite ordinals that has the same objects but only injective monotone
maps as morphisms. The morphisms of iN are generated by the cofaces. An in-
jective simplicial set is a functor iNop −→ Sets. (This is the same as a “∆-set”
of Rourke and Sanderson [30]; we just wish to avoid another use of the overloaded
symbol ∆.) The embedding iN
i
→֒ N generates a forgetful functor
SetsN
op d
−→ SetsiN
op
,
which assigns to a simplicial set its injective part.
A simplicial complexK is locally ordered if there is a partial order on the vertices
of K such that the vertices of every simplex of K are totally ordered. Denote by
i(K) the natural structure of an injective simplicial set on the simplices of K.
4.2. Colorings of polyhedra by simplicial sets and Brown’s theorem on
representable functors. A triangulation |K|
t
−→ N of a polyhedron N is locally
ordered if the complex K is locally ordered. Let Y be a simplicial set and N be
a polyhedron. A coloring of N by Y (or an Y -coloring of N) is a pair 〈t, f〉,
where K
t
−→ N is a locally ordered triangulation and i(K)
f
−→ d(Y ) is a morphism of
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injective simplicial sets. Two Y -colorings 〈t0, f0〉 and 〈t1, f1〉 of a polyhedron N are
concordant if there is an Y -coloring of N × [0, 1] that coincides with 〈tj, fj〉 on the
face N × {j}. Let
PLop
ColY
−−−→ Sets
be the functor that associates to a polyhedron N the set of all concordance classes
of Y -colorings of N . Let PLop
Ho(−,|Y |)
−−−−−−→ Sets be the functor that associates to a
polyhedron N the set Ho(N, |Y |) of all homotopy classes of maps from N to |Y |.
The relative Zeeman theorem on simplicial approximation [35] guarantees that
there is a natural isomorphism of functors ColY ≈ Ho(−, |Y |). If |Y | is connected
and has countable homotopy groups, then Brown’s theorem [8, p. 469] on repre-
sentability of homotopy functors on polyhedra guarantees that Y is determined by
Ho(−, |Y |) (and hence also by ColY ) in a homotopy unique way.
Colorings of polyhedra by simplicial sets is a natural tool for proving the homotopy
triviality of pairs for non-Kan simplicial sets, since simplicial homotopy works poorly
in this case.
4.3. The “⌢-lemma” and “⊓-lemma”. Let (X, Y ) be a pair of simplicial sets,
i.e., Y ⊆ X . We always suppose that X is connected. Consider the embedding
|Y |
f
→֒ |X|. We need to fix two different ways to say that f is a homotopy equivalence
in terms of (X, Y )-colorings of pairs of polyhedra. The difference between these two
ways will be pure combinatorial. The corresponding assertions will be called the
“⌢-lemma” and the “⊓-lemma.”
Colorings of a polyhedron by a simplicial set were discussed in Sec.4.2 4.2. A
coloring of a pair of polyhedra (P,Q) by a pair of simplicial sets (X, Y ) is
a locally ordered triangulation p of P inducing a triangulation q of Q together with
an X-coloring of p inducing an Y -coloring of q.
4.3.1. Let Dk+1 be a (k + 1)-ball and Sk = ∂Dk+1 be its boundary sphere. Let
Sk−1e ⊂ S
k be an equator specified in Sk, and let Dk+, D
k
− ⊂ S
k, Dk+ ∩D
k
− = S
k−1
e , be
the two closed hemispheres determined by this equator. Consider the embedding of
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pairs (Dk+, S
k−1
e ) →֒ (D
k+1, Dk−), which is illustrated in the following figure:
Sk−1e
Dk+
Dk−
Dk+1
X
Y
By the ⌢-lemma for (X, Y ) we mean the following assertion.
⌢-Lemma. For any k any (X, Y )-coloring of the pair (Dk+, S
k−1
e ) can be extended to
an (X, Y )-coloring of the pair (Dk+1, Dk−).
Proposition 10. The embedding |Y | →֒ |X| is a homotopy equivalence if and only
if the ⌢-lemma is valid for (X, Y ).
Proof. By the Whitehead theorem, a necessary and sufficient condition for the ho-
motopy equivalence is the triviality of the relative homotopy classes of the spheres.
By the Zeeman theorem on relative simplicial approximation, the triviality of the
relative homotopy classes of the spheres has the form of the⌢-lemma. 
4.3.2. Let A
f
−→ B be a map of iN-sets. The map f is aKan fibration-equivalence
if the following sequence of axioms is satisfied:
KF-E(0): the map f0 : A0 −→ B0 is an epimorphism;
..............................
KF-E(k): for any b ∈ (b)k, a0, . . ., ak ∈ Ak−1 such that f(ai) = dib and di(aj) = dj−1ai
for i < j, there exists a ∈ Ak such that dia = ai and f(a) = b.
..............................
Let (A0, A1) and (B0, B1) be pairs of iN -sets. A pair of maps
(A0, A1)
f0,f1
−−−→ (B0, B1)
is a Kan fibration-equivalence of pairs if both maps f 0 and f 1 are Kan fibration-
equivalences.
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X
x
X
Y
Y
Y
Figure 10.
4.3.3. Consider the following injective simplicial sets:
• the iN-set X whose k-simplices are locally ordered, X-colored triangulations
of ∆k that subdivide the ball complex [∆k],
• the iN-set X×[0,1] whose k-simplices are locally ordered, X-colored triangu-
lations of ∆k ×∆1 that subdivide the ball complex [∆k]× [∆1].
There are two maps
X×[0,1]
h0,h1
−−−→ X,
corresponding to the two maps
∆k
id×d0, id×d1
−−−−−−−→ ∆k ×∆1.
There is a tautological embedding of pairs (dX,dY ) ⊂ (X, Y ). Here a k-simplex of
X is regarded as ∆k colored by x. Consider the pair of iN-subsets (X˜×[0,1], Y˜×[0,1]) ⊂
(X×[0,1], Y ×[0,1]) defined as follows: x˜ ∈ (X˜×[0,1])k if and only if
(i) h0(x˜) ∈ dXk,
(ii) h0(x˜) ∈ dYk ⇒ x˜ ∈ (Y˜×[0,1])k,
(iii) h1x˜ ∈ Y k.
The ⊓-lemma for (X, Y ) is the following assertion.
⊓-Lemma. The projection
(X˜×[0,1], Y˜×[0,1])
h0,h0−−−→ (dX,dY )
is a Kan fibration-equivalence.
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4.3.4. Geometrically, one can imagine the assertion of the ⊓-lemma for (X, Y ) as
follows. Consider the simplicial bucket ∆k∪∂∆k× [0, 1] (see Fig. 10, on the left) with
a locally ordered triangulation K subdividing the ball complex [∆k] ∪ ∂[∆k]× [0, 1].
On the bottom of the bucket, the triangulationK coincides with the standard ordered
triangulation [∆k]. The triangulation K is colored by X in such a way that the rim
K|∆k×{1} of the bucket is colored by Y . If the face diK|∆k is colored by Y , then
the whole wall K|di∆k×[0,1] is also colored by Y . The ⊓-lemma states that every
such (X, Y )-coloring of the bucket can be extended to an (X, Y )-coloring of the pair
(∆k × [0, 1],∆k × {1}).
Proposition 11. The embedding |X| →֒ |Y | is a homotopy equivalence if and only
if the ⊓-lemma is valid for the pair (X, Y ).
Proof. The ⊓-lemma follows from the ⌢-lemma, because, in terms of the interpre-
tation of Sec. 4.3.4, the ⌢-lemma allows us to fill the bucket in a required way.
Conversely, the⌢-lemma follows from the⊓-lemma. By induction on the skeletons
of a triangulation (K,L) of (Dk+1, Sk), we construct and fill (X, Y )-colored buckets.

4.4. Derivation of Lemma 4 from Lemma 5. By Propositions 10 and 11, in
order to derive 4 from 5, it suffices to prove the following assertion.
Proposition 12. The ⌢-lemma for the pair (W˜Prism(X),WPrism(X)) follows
from the ⊓-lemma for all pairs
(PrismN−1(X)× PL(X),PrismN(X))
for all finite N ≥ 1.
Proof. Assume that we have a pair (Dk+1, Sk) endowed with a pair of triangulations
(K,L) colored by
(W˜Prism(X),WPrism(X)),
i.e., a fixed morphism
(iK, iL)
(α,β)
−−−→ (dW˜Prism(X),dWPrism(X)).
Consider the pair of polyhedra
(Dk × [0, 1], Sk−1 × [0, 1] ∪Dk × {1})
and the pair of ball complexes on these polyhedra
(K × [0, 1], L× [0, 1] ∪K × {1}).
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We will seqrch for an extension of (K,L) to a locally ordered triangulation
(K ′, L′) E (K × [0, 1], L× [0, 1] ∪K × {1}),
and an extension of (α, β) to a coloring
(iK ′, iL′)
(α′,β′)
−−−→ (dW˜Prism(X),dWPrism(X)).
In order to find an extension of the coloring, we use induction on the filtration
(Ξl,Υl) = (K ∪ (Kl−1 × [0, 1]), L ∪ (Ll−1 × [0, 1]) ∪ (Kl−1 × {1})),
(Ξ0,Υ0) = (K,L) →֒ . . . →֒ (Ξk,Υk) = (K × [0, 1], L× [0, 1] ∪K × {1}).
Let (W˜Prism(X),WPrism(X)) be a coloring of (Ξl,Υl) extending (α, β). Then the
condition for the existence of its extension onto (Ξl+1,Υl+1) is equivalent to the
⊓-lemma for
(Prismk−l(X)× PL(X),Prismk−l+1(X)).

5. A plan of the proof of the lemma on a common
R(X)-triangulation of fiberwise homeomorphisms
Our project of proving Lemma 5 is to prove the ⌢-lemma (see Sec. 4.3.1) for the
pair (|Prismm−1(X)×PL(X)|, |Prismm(X))|). This means that we wish to prove the
following. Let K be a triangulation of the disk Dk+. Let Q be a coloring of K by the
poset R(X). Let G1, . . ., Gm, U ∈ PLDk+ be a family of fiberwise homeomorphisms
such that G1, . . ., Gm are Q-prismatic and U⌊Sk−1e is prismatic with respect to the
coloring Q⌊Sk−1e of the triangulation K⌊Sk−1e of the sphere S
k−1
e = ∂D
k
+. The claim is
that in this situation K can be extended to a triangulation K˜ of Dk+1, the coloring
Q can be extended to an R(X)-coloring Q˜ of K˜, the homeomorphisms G1, . . ., Gm, U
can be extended to homeomorphisms G˜1, . . ., G˜m, U˜ ∈ PLDk+1(X) in such a way that
G˜1, . . ., G˜m will remain Q˜-prismatic and U˜⌊Dk− will become Q˜⌊Dk−-prismatic.
The homotopy of a family of homeomorphisms to a “more prismatic” form is
available with the help of a multi-dimensional generalization of Hudson’s construction
of fragmentation of a PL isotopy. To describe the generalized Hudson fragmentation
and its influence on the prismaticity, we introduce a universal notion of prismaticity,
the prismaticity of a homeomorphism with respect to an Alexandroff presheaf.
We start with Sec. 6 devoted to Alexandroff topologies on polyhedra. The set
Al(X) of all Alexandroff topologies on a polyhedron X is partially ordered by
strengthening. Any poset is a T 0 Alexandroff space. Therefore, for any Alexandroff
topology T on some other polyhedron P , we can consider “Alexandroff presheaves”
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with values in Al(X), i.e., continuous maps of Alexandroff spaces (B, T ) −→ Al(X).
We learn elementary surgery and homotopy of Alexandroff presheaves.
In Sec. 7 we introduce the notion of prismaticity of a homeomorphism G ∈ PLB(X)
with respect to an Alexandroff presheaf (B, T ) −→ Al(X). This notion generalizes
the prismaticity of G with respect to R(X)-colorings of triangulations of B. We
study how to deform an Alexandroff presheaf preserving the prismaticity of a home-
omorphism.
Our constructions distinguish the case of Alexandroff presheaves with values in
D∞c (K) ⊆ Al(X). The topologies from D
∞
c (K) are discrete everywhere except a
disjoint set of open (in the standard topology) balls that are conic with respect
to some triangulation K of the manifold X . The point is that, on the one hand,
homeomorphisms that are prismatic with respect to presheaves with values inD∞c (K)
are the output of the generalized fragmentation, and, on the other hand, they possess
an R(X)-triangulation.
In Sec. 8, we describe the process of R(X)-triangulating D∞c (K)-prismatic home-
omorphisms.
Then we approach the multistage construction of the generalized Hudson fragmen-
tation of a fiberwise homeomorphism.
In Sec. 9, we introduce a general nonfiberwise deformation of a fiberwise homeo-
morphism G ∈ PLB(X) in the class of fiberwise maps. The deformation is controlled
by a map X × C
F
−→ X × B that is fiberwise with respect to the projection to X .
The output of the deformation is a new map X × C
F⋊G
−−−→ X × C that is fiberwise
with respect to the projection to C. We prove the important Proposition 40, which
states that if F ⋊ G happens to be a fiberwise homeomorphism, then, under some
conditions on F , the homeomorphism F ⋊G “preserves” the prismaticity of G.
In Sec. 10, we define “graph systems” in the space X × Ik (where Ik is a k-
dimensional cube). With a graph system Γ we associate a remarkable mapX×T k
FΓ−→
X × Ik, which is fiberwise with respect to the projection to X . The polyhedron T k
is a (k + 1)-trapezoid with cubic base Ik.
A “graph system” Γ is a collection of subpolyhedra in X × Ik that are the graphs
of functions X × Ik−1 −→ I embedded along various coordinates. We need some
consistency conditions (gf1, gf2) on graphs. The meaning of these conditions is
that all the graphs can be simultaneously blown up to wide strips without spoiling
the overall picture. Into X × T k the polyhedra are embedded that are the traces of
blowing up the graphs from Γ with constant speed. The map X × T k
FΓ−→ X × Ik
sends a point to its preimage under the blowing up of Γ.
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In Sec. 11, we study the deformations FΓ ⋊ G. In this sutuation, the general
deformations ⋊ are turned into homotopies between the initial homeomorphism G =
(FΓ ⋊ G)
0 and a fiberwise map (FΓ ⋊ G)
1 in the fiber bundle over the upper base
(T k)1 of the trapezoid T k. Lemma 9 states that if G−1(Γ) is also a graph system,
then FΓ ⋊G is a fiberwise homeomorphism and hence FΓ ⋊G is a homotopy of G.
Then we observe (see Lemma 10) that, under an additional condition gf4 on
Γ, the homeomorphism (FΓ ⋊ G)
1 becomes prismatic with respect to a remarkable
Alexandroff presheaf JΓ on (T
k)1.
In Sec. 12, to any triangulation L of a manifold X and any compact family of
homeomorphisms G ⊂ PLIk(X) we associate a “Hudson graph system” in H(L,G).
The Hudson graph system is consistent with any homeomorphism G ∈ G and has
the property that the image of the Alexandroff presheaf JH(L,G) belongs to S
k(L) ⊂
Al(X). The topologies in Sk(L) are discrete everywhere except the union of at most
k open stars of L. Lemma 11 guarantees that Hudson graph systems do exist for
every L and G.
In Sec. 13, we exploit the freedom in the choice of a triangulation when constructing
a Hudson graph system. In Proposition 57 we show that for any triangulation K of
a manifold X , we can choose a sufficiently large number n such that the Alexandroff
presheaf JH(sdnK,G) can be weakened to a presheaf J
′ with values in D∞c (K). The
weakening preserves the prismaticity of homeomorphisms; therefore for any G ∈ G
the homeomorphism (FH(sdnK,G) ⋊ G)
1 is prismatic with respect to the Alexandroff
presheaf J′ with values in D∞c (K).
In Sec. 14 we assemble the material accumulated in Secs. 9–13 into Lemma 12 “on
prismatic fragmentation of fiberwise homeomorphisms over the cube.” This lemma
guarantees that a finite family of homeomorphisms in PLIk(X) can be deformed to
a D∞c (K)-prismatic form by a simultaneous homotopy.
In Sec. 15, Lemmas 13 and 14 perform the final assembly of theD∞c (K)-fragmenta-
tion of homeomorphisms and the R(X)-triangulation of D∞c (K)-prismatic homeo-
morphisms into the ⌢-lemma for the pair
(|Prismm−1(X)× PL(X)|, |Prismm(X))|).
6. Alexandroff spaces (or “preordered sets”)
In this section, we present some useful constructions involving Alexandroff spaces
and maps of Alexandroff spaces. We begin by recalling the definition and standard
properties of Alexandroff spaces [3] (see also [23, 5]).
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6.1. AnAlexandroff topology T on a set Y is a topology in which every point y ∈
Y has a minimal open neighborhood o(y). The pair (Y, T ) is called an Alexandroff
space. An Alexandroff topology on Y is equivalent to the structure of a preorder on
Y .
A preorder on a set Y is a transitive and reflective relation  on Y . If, addi-
tionally,  is antisymmetric, i.e., (a  b) ∧ (b  a)⇒ a = b, then it is just a partial
order. Sets endowed with preorders are called preordered sets .
An Alexandroff topology T gives rise to the following preorder on Y : y0 ≤
T
y0 ⇔
o(y0) ⊆ o(y1). Conversely, the lower ideals of a preorder on Y form an Alexandroff
topology on Y . This correspondence is an isomorphism between the category all
Alexandroff spaces and continuous maps and the category of preordered sets and
monotone maps. We identify both categories by this isomorphism and regard an
Alexandroff space (Y, T ) also as a preordered set. The category of all Alexandroff
spaces and continuous maps is denoted by Al. Posets are the same as T 0 Alexandroff
spaces. Thus the category Posets is a full subcategory in Al.
6.1.1. An Alexandroff topology T on Y has a unique minimal base, which is
formed by the minimal neighborhoods of points. We denote the minimal base of T
by B(Y, T ) and regard it as a subposet of the poset 2Y .
In terms of the preorder ≤
T
on Y , the minimal base is formed by all principal ideals.
6.1.2. The Alexandroff theorem describes the minimal base as a cover.
Theorem (P. S. Alexandroff [2]). A cover U of a set Y is the minimal base of an
Alexandroff topology if and only if
(i) for every pair U0, U1 ∈ U , the equality U0 ∩ U1 = ∪W∈WW holds for some
W ⊆ U ;
(ii) if for W ⊆ U and U ∈ U the equality ∪W∈WW = U holds, then U ∈ W.
The first condition of the Alexandroff theorem says that U is a base of some topology
T ; the second one guarantees that the sets U ∈ U are indeed the minimal neighbor-
hoods in T .
6.1.3. The correspondence A 7→ B(A) on the objects of Al has a natural extension
to a functor Al
B
−→ Posets. The map y 7→ o(y) is a morphism of preordered sets
(Y, T )
o
−→ B(Y, T ). In terms of Al, the map o is a universal map from an Alexandroff
space to a T 0 Alexandroff space, in the sense that for any map A
b
−→ P in Al such
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that P is a T 0-space, there exists a unique map b′ such that the following triangle is
commutative:
(20)
A
B(A).
o
?
??
??
??
??
??
??
P
b //
??
b′







Thus the maps A
o
−→ B(A) form a natural transformation of the identity functor into
B.
6.1.4. The intersection of any family of open sets in an Alexandroff topology is
open. Therefore the set T c of all closed subsets in (Y, T ) is also an Alexandroff
topology. The minimal neighborhoods in T c are the minimal closed neighborhoods
of points in (Y, T ). We denote by c(y) the minimal closed neighborhood of y ∈ Y .
The minimal base of T c is formed by all upper principal ideals of the preordered
set (Y, T ): (Y, T c) = (Y, T )op. Thus passing to the dual topology is an involution
in Al. The equivalence classes ∼
T
of the preorder ≤
T
are the sets s(y) = c(y) ∩ o(y).
They form a partition Σ(Y, T ) of Y . There is a one-to-one map B(Y, T )
ns
−→ Σ(Y, T ),
which associates to a principal ideal the equivalence class of its maximal elements:
for every y ∈ Y ,
ns(o(y)) = s(y).
6.1.5. Weakening of Alexandroff topologies. Let R and T be two Alexandroff
topologies on Y . The identity map of Y induces an Al-morphism (continuous map)
(Y,R)
w
−→ (Y, T ) if and only if T is weaker than R. Therefore we obtain a partial
order on Y . We denote this partial order by the same symbol E as the order by
subdivision. We regard the poset of all topologies on Y ordered by weakening as a
subcategory Al(X) of Al. Simultaneously, Al(X) is a poset, so that it is represented
by some object in Posets →֒ Al. The poset Al(X) has a maximal element, the
trivial topology Xtriv, which has the unique open set X . The poset Al(X) has
a minimal element, the discrete topology Xδ, in which all the points of X are
simultaneously open and closed.
6.2. Example. Let Q ∈ R(X) be a ball complex on X . To Q we can associate
the Alexandroff topology A(Q) on X whose minimal base consists of the open (in
the standard topology) stars of balls. In the dual topology Ac(Q), the minimal
base consists of the closed (in the standard topology) balls of Q. The elements of
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Σ(Y,Ac(Q)) are the relative interiors (in the standard topology) of the balls from Q.
Consider two ball complexes Q0,Q1 ∈ R(X).
Proposition 13. (Q0 ≤
R(X)
Q1)⇔ (A(Q0) ≤
Al(X)
A(Q1))⇔ (Ac(Q0) ≤
Al(X)
Ac(Q1)).
Proof. Follows tautologically from definitions. 
Thus the correspondence Q 7→ AcQ is an embedding R(X)
Ac
→֒ Al(X). Note that
the following diagram is commutative:
R(X)
Posets.
P
?
??
??
??
??
??
?
Al(X)
Ac //
B
 





6.3. Alexandroff topologies and covers. We will associate an Alexandroff topol-
ogy A(U) to a finite cover U of a set Y . Define the minimal open neighborhood of
y ∈ Y in A(U) by the equality
o(y) =
⋂
{U |U∈U , y∈U}
U.
Then the minimal closed neighborhood looks as
c(y) =
⋂
{U |U∈U , y∈U}
U,
where U = Y \ U .
Proposition 14. The topology A(U) on Y is the weakest topology on Y in which all
elements of U are open.
Proof. Follows directly from the construction. 
6.4. Inscribing topologies. A cover W0 of Y is inscribed into a cover W1 (we
denote this fact by W0 ⋖ W1) if for every W0 ∈ W0 there exists W1 ∈ W1 such
that W0 ⊂ W1. We say that an Alexandroff topology R on Y is inscribed into
an Alexandroff topology T if the cover B(Y,R) is inscribed into the cover B(Y, T ).
An Alexandroff topology T is dense if B(X, T ) is a lower subsemilattice in 2Y
(i.e., U0, U1 ∈ B(X, T ) implies U0 ∩ U1 ∈ B(X, T )). In the case where T is dense,
inscribing can be made functorial.
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Proposition 15. If an Alexandroff topology R on Y is inscribed into an Alexandroff
topology T and T is dense, then there is a poset morphism B(Y,R)
φ
−→ B(Y, T ) such
that for every R ∈ B(Y,R) the inclusion R ⊂ φ(R) holds.
Proof. Set φ(R) =
⋂
R⊆T∈R(Y,T ) T . The left-hand side of this equality belongs to
R(Y, T ) by the definition of a dense topology, and our definition is obviously func-
torial. 
6.5. Limits in Al. Here we will observe the existence of some limits in Al. The
following propositions are obvious after switching to the language of preordered sets.
Proposition 16. The category Al contains Cartesian squares. To fix the notation,
we will formulate this fact explicitly: the diagram
B C
j
//
A×
i,j
B
i∗




A
j∗ //____
i

formed by morphisms i, j can be extended to a Cartesian square by morphisms i∗, j∗.
Proposition 17. The category Al contains some co-Cartesian squares, namely,
“pastings,” i.e., the diagram
B Coo
j
? _
A ⊔
i,j
B
OO
i∗




Aoo
j∗
____
OO
i
 ?
formed by embeddings i, j can be extended to a co-Cartesian square.
Let us mention a special case of Cartesian square. Assume that we have two
Alexandroff topologies R, T on a set Y . Consider the morphisms
(21) (Y,R) −→ (Y, Y triv)←− (Y, T )
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of weakening the topologies R, T to the trivial topology Y triv. The co-Cartesian
square generated by the diagram (21) is the following square in Al:
(Y, T ) (Y, Y triv),//
(Y,R∨ T )




(Y,R)//____

where R ∨ T is the minimal common strengthening of R and T . We can describe
the minimal base for R∨ T .
Proposition 18. For every V ∈ B(Y,R ∨ T ) there is a unique pair (R, T ), R ∈
B(Y,R), T ∈ B(Y, T ), such that Y = R ∩ T and ns(R) ∩ ns(T ) 6= ∅. Conversely,
for every pair (R, T ), R ∈ B(Y,R), T ∈ B(Y, T ), such that ns(R)∩ns(T ) 6= ∅ there
is a unique element R ∩ T ∈ B(Y,R∨ T ).
6.5.1. Let A
φ
−→ B be a map of Alexandroff spaces. Consider all possible extensions
of φ to diagrams of the form
(22)
A B
φ
//
C??
α






 __
β
??
??
??
??
??
??
?
such that
(23) α ≥ β ◦ φ.
Proposition 19. There exists a diagram
(24)
A B
φ
//
−→
cylφ??
i0






__
i1
??
??
??
??
??
??
such that i0 ≥ i1◦φ and for every diagram of the form 22 such that the condition (23)
is satisfied, there is a unique map
−→
cylφ
−→
cylφ(α,β)
−−−−−→ C such that
u ◦ i0 = α, u ◦ i1 = β.
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Proof. The construction
−→
cylφ coincides with the construction of “homotopy colimit.”
Let ≤
A
be the preorder on A and ≤
B
be the preorder on B. Then we define
−→
cylφ as the
disjoint union {(a, 0)}a∈A ∪ {(b, 1)}b∈B of A and B endowed with the preorder
(x, i) ≥
−→
cylφ
(y, j)⇔

x ≥
A
y for i = j = 0, or
x ≥
B
y for i = j = 1, or
φ(x) ≥
B
y for i = 0, j = 1.
Embeddings A
i0−→
−→
cyl(φ) and B
i1−→
−→
cyl(φ) are defined as i0(a) = (a, 0) and i1(b) =
(b, 1). By construction, i0(a) ≥
−→
cyl(φ)
i1 ◦ φ(a), and the universality property can be
checked tautologically. 
Given a morphism A
φ
−→ B, again consider all diagrams of the form ( 22 on the previous page),
but such that inequality ( 22 on the preceding page) is reversed, i.e.,
(25) α ≤ β ◦ φ.
Proposition 20. There is a diagram
A B
φ
//
cyl
−→
φ
??
i0





 __
i1
??
??
??
??
??
?
such that i0 ≤ i1◦φ and for every diagram of the form (22) such that (25) is satisfied,
there is a map cyl
−→
φ
cyl
−→
φ(α,β)
−−−−−→ C such that u ◦ i0 = α, u ◦ i1 = β.
Proof. We can use the duality and observe that after passing to the dual spaces
and maps we find ourselves in the conditions of Proposition 19. Thus we can put
cyl
−→
φ = (
−→
cylφop)
op. Therefore cyl
−→
φ is the disjoint union {(a, 0)}a∈A ∪ {(b, 1)}b∈B of A
and B with the preorder
(x, i) ≤
cyl
−→
φ
(y, j)⇔

x ≤
A
y for i = j = 0, or
x ≤
B
y for i = j = 1, or
φ(x) ≤
B
y for i = 0, j = 1.
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Embeddings A
i0−→ cyl
−→
φ and B
i1−→ cyl
−→
φ are defined as i0(a) = (a, 0) and i1(b) =
(b, 0). 
6.6. Piecewise linear Alexandroff topologies. Now let Y be a closed compact
PL polyhedron.
An OPL Alexandroff topology on the polyhedron Y is an Alexandroff topology
T on Y such that all subsets closed in T are closed PL subpolyhedra in Y .
A CPL Alexandroff topology on the polyhedron Y is an Alexandroff topology
T on Y such that all subsets open in T are closed PL subpolyhedra in Y .
The duality T ↔ T c sends an OPL topology to a CPL topology and vice versa.
6.6.1. PL Alexandroff topologies associated with triangulations. Let K be a
finite simplicial complex. The cover of |K| by the closed simplices ofK is the minimal
base of the CPL Alexandroff topology Ac(K) (see Sec. 6.2 on page 44). The minimal
base of the dual OPL topology A(K) is the set of all open stars of the simplices from
K.
The following observation essentially belongs to the PL category.
Proposition 21. Any finite cover U of a compact polyhedron Y by closed subpoly-
hedra has a triangulation, i.e., there is a triangulation K of Y such that K refines
Y as a closed cover.
Proof. One can triangulate any U ∈ U and find a common triangulation of all these
triangulated subpolyhedra. 
An immediate corollary is as follows.
Proposition 22.
1. For every CPL Alexandroff topology T on a compact polyhedron Y there exists
a linear triangulation K of Y such that Ac(K) E T .
2. For every OPL Alexandroff topology R on a compact polyhedron Y there exists
a linear triangulation K of Y such that A(K) E R.
Proof. 1. From the minimality, compactness, and consideration of the dual OPL
topology it follows that the minimal base of T is finite. By Proposition 21, we can
choose a triangulation KT of the minimal base of T . Then A
c(KT ) E T .
2. Switch to the dual CPL topology Rc. Choose KRc . Then A(KRc) E R. 
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In Sec. 6.4 on page 45 we have introduced the notion of a dense Alexandroff topol-
ogy. Not every Alexandroff topology is dense, but for any simplicial complex K the
topologies AK and AcK are dense for obvious reasons. Therefore Proposition 22
has the following corollary.
Proposition 23. Any OPL[CPL] Alexandroff topology on a compact polyhedron has
a dense OPL[CPL] strengthening.
6.7. Some properties of CPL Alexandroff topologies. Here we observe that
maps of CPL Alexandroff spaces to T 0 Alexandroff spaces can be regarded as gen-
eralized colorings of a polyhedron by the nerve of a poset (see Sec. 4.2 on page 35).
6.7.1. Let Y be a polyhedron, P be a poset, and f be a coloring of Y by the nerve
NP of P . Without loss of generality this means that we have a locally ordered
simplicial complex K such that |K| = Y and a morphism of injective simplicial
sets (see Sec. 4.1 on page 35) iK
f
−→ dNP . Consider the CPL Alexandroff topology
A(K). The coloring f gives rise to a map Maxf of the space (Y,Ac(K)) to the poset
P . The map Maxf is defined by the following commutative triangle:
(26)
(Y,Ac(K))
B(Y,A(K)),
o
?
??
??
??
??
??
?
P
Maxf //
??
max f







where K = B(Y,Ac(K))
max f
−−−→ P is the map if posets that sends a simplex δ ∈ K
to the value of f at the maximal (in the local order) vertex of the simplex.
6.7.2. Assume that we have a CPL Alexandroff topology T on Y . Let P be a poset,
and let a map (Y, T )
ξ
−→ P be fixed. A triangulation of the map ξ is a coloring
iK
f
−→ dNP of Y = |K| by the nerve of P such that the topology Ac(K) is stronger
than T and the diagram
(27)
(Y,Ac(K)) (Y, T )//
P::
Maxf
tt
tt
tt
tt
tt
tt OO
ξ
is commutative. The lower arrow in the diagram is the morphism of weakening the
topology.
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Proposition 24. Assume that
• (Y, Z) is a pair of compact polyhedra,
• T is a CPL Alexandroff topology on Y ,
• T ⌊Z is the induced topology on Z,
• P is a poset,
• (X, T )
ξ
−→ P is a map,
• ξZ = ξ⌊(Z,TZ) is the restriction of ξ.
Let fZ be a triangulation of ξZ. Then there exists a triangulation f of ξ extending
fZ .
Proof. This is a standard PL-theorem on the extension of a triangulation from a
closed subpolyhedron to the entire polyhedron. 
6.7.3. We will need a slightly stronger assertion than Proposition 24 in the case
Z = ∅. Consider a finite poset R and the geometric realization |Ord(R)| of its
order complex. On |Ord(R)| we have the CPL Alexandroff topology Ac(Ord(R)).
The vertices of simplices of Ord(R) are canonically ordered and indexed by the
elements of R. Therefore we have the tautological coloring Ord(R)
f(R)
−−→ dNR and
the canonical map (|Ord(P )|,Ac(Ord(R)))
κ(R)
−−−→ R sending a point x ∈ |Ord(P )| to
the maximal vertex of the simplex that contains x in the relative interior. In this
situation, Maxf(R) = κ(R) and the coloring f(R) can be recovered from κ(P ) in
a unique way. That is, if Maxg = κ(P ) for some other coloring of |OrdR|, then
g = f(R).
Proposition 25. Let T be a CPL Alexandroff topology on Y . Consider a map
(Y, T )
ξ
−→ P , where P is a poset. Then there is a finite poset O such that Ord(O)
triangulates Y , |Ord(O)| = Y , the topology T is weaker than Ac(Ord(O)), and the
commutative diagram of solid arrows
(Y,Ac(Ord(O))) (Y, T )//
OOO
κ(O)
P// OO
ξ
can be uniquely completed by a dashed arrow. Here the lower arrow is the morphism
of weakening the topology.
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Proof. It is sufficient to find a common triangulation K of all the elements from
B(Y, T ). Then O is the flag poset of this triangulation and its order complex is the
first barycentric subdivision of K. 
6.7.4. We need to record a standard fact. Let O be a finite poset and P be an
arbitrary poset. Assume that we have two maps O
f0,f1
−−−→ P . Let f1 ≥ f0. Then
there is a canonical homotopy between f0 and f1, a poset map O × 1
F
−→ P , where
1 = (0 < 1) is the total order on two elements. The map F is defined as follows:
F (x, 0) = f0(x), F (y, 1) = f1(y). We will specify the properties of this homotopy in
the language of CPL Alexandroff spaces. Put
(|OrdO|,AcOrdO)
ξ0=f0◦κ(O), ξ1=f1◦κ(O)
−−−−−−−−−−−−−−→ P
and
(|Ord(O × 1)|,Ac(Ord(O × 1))
Ξ=F◦κ((O×1))
−−−−−−−−−→ P.
We have the commutative diagram
(28)
P
(|OrdO|,AcOrdO)
ξ0
33gggggggggggggggggggggggg
(|Ord(O × 1)|,Ac(Ord(O × 1))
Ξ
OO
//h0 oo h1 (|OrdO|,AcOrdO),
ξ1
kkWWWWWWWWWWWWWWWWWWWWWWWW
where h0, h1 are the natural embeddings into the 0, 1 faces, which are also embeddings
in the Alexandroff topology. There is a homeomorphism |OrdO × 1|
g
−→ |OrdO| ×
([0, 1] = |1|). The homeomorphism g−1 sends the product of simplices |s| × [0, 1] to
|s × 1| ⊆ |OrdO × 1| with the help of the standard geometric triangulation of the
product of ordered simplices. We have the Alexandroff topology AcOrdO×AcOrd1
on |OrdO| × [0, 1] = |1|. The minimal base of this CPL topology (see [5]) is formed
by all products of elements of the minimal bases of the factors. That is,
(29) B(|OrdO| × [0, 1],AcOrdO ×AcOrd1)
= {δ × {0}}δ∈OrdO ∪ {δ × [0, 1]}δ∈OrdO ∪ {δ × {1}}δ∈OrdO.
Therefore the PL homeomorphism g induces the weakening morphism for CPL
Alexandroff topologies:
(30) (|OrdO| × [0, 1],AcOrd(O × 1))
g˜
−→ (|OrdO| × [0, 1],AcOrdO ×AcOrd1).
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The following diagrams are commutative for i = 0, 1:
(31)
(|OrdO| × [0, 1],AcOrd(O × 1))
(|OrdO|,AcOrdO).
hh
hi QQQ
QQQ
QQQ
QQQ
QQ
(|OrdO| × [0, 1],AcOrdO ×AcOrd1))
g˜ //
66
himmm
mmm
mmm
mmm
mm
Define a morphism
Ψ′ : B(|OrdO| × [0, 1],AcOrdO ×AcOrd1) −→ P
by the rule
Ψ′(δ × [0, 1]) = Ψ′(δ × {1}) = maxf1(δ),
Ψ′(δ × {0}) = maxf0(δ).
This is a well-defined map, and the following diagram is commutative:
(32)
(|OrdO| × [0, 1],AcOrdO ×AcOrd1)) (Ord(O × 1),AcOrd(O × 1)).oo
g˜
P66
Ψ
mmm
mmm
mmm
mmm
mmm
mm hh
Ξ
QQQ
QQQ
QQQ
QQQ
QQQ
QQ
6.8. Approximation of an OPL Alexandroff topology by a CPL Alexandroff
topology. Assume that we have an OPL Alexandroff topology T on a compact
polyhedron Y . We say that a CPL Alexandroff topology C strictly approximates
T if the following is true: there exists a map B(Y, C)
ξ
−→ B(Y, T ) such that C ⊆ ξ(C)
for every C ∈ B(Y, C).
Proposition 26. For any OPL Alexandroff topology T on a compact polyhedron Y
there is a CPL Alexandroff topology that strictly approximates T .
Proof. This follows from the theory of regular neighborhoods. In some sufficiently
fine common triangulation of the closed compliments to the elements of the minimal
base of T we choose open regular neighborhoods to all these complements. Switching
again to the compliments, we obtain a required approximating CPL topology. 
7. Generalized prismatic homeomorphisms
7.0.1. Let (B, T ) be an Alexandroff space. Let A
f
−→ B be a map. Denote by T ⌊f
the weakest topology on A in which f is continuous. The topology T ⌊f is again an
Alexandroff topology. Let (B, T )
ξ
−→ (D,U) be an Al-morphism, and let A
f
−→ B be
a map of sets. We denote by ξ⌊f the map (A, T ⌊f ) −→ (D,U) such that ξ⌊f= ξ ◦ f .
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7.0.2. Alexandroff presheaves and generalized prismatic homeomorphisms. Let X ×
B
π2−→ B be the trivial bundle, and let G ∈ PLB(X) be a fiberwise homeomorphism.
Let T be an Alexandroff topology on B. The poset Al(X) is a poset, therefore it is
an Alexandroff space. Thus we are allowed to consider a continuous map
(33) (B, T )
ξ
−→ Al(X).
A continuous map of the form (33) will be called an Alexandroff presheaf on B.
We say that the fiberwise homeomorphism G is ξ-prismatic if for every U ∈
B(B, T ), every pair of points b1, b2 ∈ U , every V ∈ B(X, ξ
′(U)), the following con-
dition holds: G−1⌊b1(V ) = G
−1⌊b2(V ). (For the definition of ξ
′, see ( 20 on page 44).)
Generally, we do not assume any connection between the topologies of the poly-
hedra B,X and the Alexandroff topologies from the definition of a prismatic home-
omorphism. If T is the discrete topology Bδ on B, then any G is ξ-prismatic for any
ξ. Similarly, any G is ξ-prismatic if ξ sends the whole (B, T ) to the trivial topology
Xtriv. Note also the following fact.
Proposition 27. In the definition of the ξ-prismaticity of G, all occurrences of B
can be replaced by Σ.
Piecewise linear homeomorphisms of X act on Alexandroff topologies on X . If a
homeomorphism G is ξ-prismatic, then the correspondence b 7→ G−1ξ(b) is a new
Alexandroff presheaf (B, T )
G−1ξ
−−−→ Al(X). Therefore if some other homeomorphism
is G−1ξ-prismatic, then the composition F ◦G is ξ-prismatic. We obtain a groupoid
GPrismB(X) whose objects are the Alexandroff presheaves on B with values in
Al(X). A GPrismB(X)-morphism φ −→ ξ is a ξ-prismatic homeomorphism such
that G−1ξ = φ. The groupoid GPrismB(X) is the groupoid of generalized pris-
matic homeomorphisms of the trivial bundle X ×B
π2−→ B.
Let A
f
−→ B be a PL map and φ
G
−→ ξ ∈ MorGPrismB(X). Then
f ∗(G) = (φ⌊f
G⌊f
−−→ ξ⌊f) ∈ MorGPrismA(X).
The correspondence G 7→ G⌊f is a morphism of groupoids
GPrismB(X)
f∗
−→ GPrismA(X).
Therefore GPrism(X) is a contravariant functor
PL
GPrizm
−−−−−→ Groupoids.
There are three maps associated with every Alexandroff presheaf (B, T )
ξ
−→ Al(X):
(34) (B, T )
Bξ
−→ Posets, B(B, T )
eξ
−→ Posets, B(B, T )
eξ′
−→ Al.
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The following tetrahedral diagram of functors is commutative:
(35)
(B, T ) B(B, T )
o
//
AlOO
ξ
Posets
B //
OO
eξeξ′
ddJJJJJJJJJJJJ
ttttt
Bξ
::tttttt
By the definition of prismaticity, the homeomorphism φ
G
−→ ξ induces some isomor-
phism of functors φ˜
eG
−→ ξ˜.
7.0.3. Example. Let us show in what sense the notion of a generalized prismatic
homeomorphism contains the notion of a Q-prismatic homeomorphism (see Sec. 3.2.2 on page 22)
with a simplex as the base. It was mentioned in Sec. 6.2 on page 44 that iden-
tifying a ball complex Q with the Alexandroff topology Ac(Q) yields an embed-
ding R(X) −→ Al(X). Let Q = Q0, . . .,Qk be a coloring of [∆k] by R(X). Let
(∆k,Ac([∆k]))
MaxQ
−−−→ R(X) be the map of Alexandroff spaces defined in (26) ) on
page 50. Comparing the definitions, we obtain the following proposition.
Proposition 28. A homeomorphismG ∈ PLk is Q-prismatic in the sense of Sec. 3.2.2
if and only if G is MaxQ-prismatic in the generalized sense.
Thus the PL groupoid GPrizm contains the simplicial groupoid Prism.
We will usually omit the adjective “generalized.”
7.1. Operations on prismatic homeomorphisms.
7.1.1. Pasting prismatic homeomorphisms. Let A
i0
→֒ B0, A
i1
→֒ B1 be embeddings
of polyhedra. Fix 〈G0, α〉 ∈ GPrizmB0(X), 〈G1, β〉 ∈ GPrismB1(X) such that
〈G0, α〉⌊i0= 〈G1, β〉⌊i1∈ GPrismA(X). Consider the following co-Cartesian square
in PL:
B1 A.oo
i1
_?
B0 ⊔i0,i1 B1OO
i′1





B0oo
i′0 _____
OO
i0
 ?
Proposition 29. There is a unique prismatic homeomorphism
F = 〈G0 ⊔i0,i1 G1, α ⊔i0,i1 β〉 ∈ GPrismB0⊔i0,i1B1(X)
such that F ⌊i′0= 〈G0, α〉, F ⌊i′1= 〈G1, β〉.
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Proof. By Proposition 17 on page 46, the Alexandroff presheaf α ⊔i0,i1 β is uniquely
defined. The homeomorphism G0 ⊔i0,i1 G1 can be defined pointwise. Its prismaticity
with respect to α ⊔i0,i1 β can easily be checked. 
7.1.2. Manipulations with different prismatic structures on a fixed fiberwise homeo-
morphism. A homeomorphism G ∈ PLB(X) can be prismatic with respect to differ-
ent Alexandroff presheaves. Here we will describe some useful manipulations with
such presheaves.
Let (B,R)
α
−→ Al(X) and (B, T )
β
−→ Al(X) be Alexandroff presheaves. We write
α E β ifR E T and α D β◦w, where (B,R)
w
−→ (B, T ) is the morphism of weakening
the topology. The definition of prismaticity implies the following proposition.
Proposition 30. If a homeomorphism G is β-prismatic and α E β, then G is α-
prismatic.
Therefore all Alexandroff presheaves ξ such that G is ξ-prismatic form a poset
whose minimal element is the constant Alexandroff presheaf sending the discrete
topology on B to the trivial topology on X .
Consider the coordinate embeddings B
h0,h1
−−−→ B× [0, 1] of a polyhedron B into the
“faces” of the polyhedron B × [0, 1], where hi = id× di.
Proposition 31. Let R, T be two Alexandroff topologies on B and R E T . Let
(B,R)
w
−→ (B, T ) be the morphism of weakening the topology. Let C be a subposet
in Al(X). Let (B,R)
α
−→ C, (B, T )
β
−→ C be two Alexandroff presheaves such that
α D β ◦ w. Let G ∈ PLB(X) be β-prismatic. Then
A. The homeomorphism G is α-prismatic.
B. There exist an Alexandroff topology Cylw on B × [0, 1] and an Alexandroff
presheaf (B × [0, 1]Cylw)
Cylw(α,β)−−−−−→ C such that the homeomorphism G ×
id ∈ PLB×[0,1] is Cylw(α, β)-prismatic, h
∗
0(G × id,Cylw(α, β)) = (G,α), and
h∗1(G× id,Cylw(α, β)) = (G, β).
Proof. Assertion A coincides with Proposition 30. Assertion B must be proved.
B1. We will construct the minimal base of a topology Cylw on B × [0, 1]. Define
B(B × [0, 1],Cylw) as follows:
(36) {R× {0} ∪B(w)(R)× (0, 1]}R∈B(B,R) ∪ {T × (0, 1]}T∈N(B,T ).
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Using the Alexandroff theorem (see Sec. 6.1.2 on page 43), it is easy to check that
B(B × [0, 1],Cylw) is indeed a minimal base. According to the construction,
(B × [0, 1],Cylw)⌊h0= (B,R),
(B × [0, 1],Cylw)⌊h1= (B, T ).
B2. Consider the morphism B(w) defined by
(B,R) (B, T ).
w
//
B(B,R)
OO
o
B(B, T )
B(w)
//
OO
o
There is a canonical isomorphism B(Cylw) ≈ cylB(w). We will present a construc-
tion of this isomorphism.
According to the construction from Proposition 19 on page 47, the Alexandroff
space cylB(w) is defined as the disjoint union
{(R, 0)}R∈B(B,R) ∪ {(T, 1)}T∈B(B,T )
of B(B,R) and B(B, T ) with the preorder
(U, i) ≥
cylB(w)
(V, j)⇔

U ⊇ V for i = j = 0,
U ⊇ V for i = j = 1,
B(w)(U) ⊇ V for i = 0, j = 1.
Consider the correspondence defined by the rules (R, 0) 7→ R× {0} ∪B(w)(R)×
(0, 1] for R ∈ B(B,R), and (T, 1) 7→ T × (0, 1] for T ∈ B(B, T ). One can check that
this correspondence yields a required isomorphism, the diagram
N(B,R)
B(h0) // cylB(w) B(B, T )
B(h1)oo
(B,R)
h0 //
o
OO
(B × [0, 1],Cylw)
o
OO
(B, T )
h1oo
o
OO
N. MNE¨V, COMBINATORIAL FIBER BUNDLES 58
is commutative, and the diagram
B(B,R) B(B, T )
B(w)
//
cylB(w)
??
B(h0)





 __
B(h1)
??
??
??
??
??
?
is exactly the universal diagram ( 24 on page 47).
B3. By the universality of the “o” morphisms ( 20 on page 44), we can replace α
and β by unique poset morphisms
B(B,R)
α′
−→ C, B(B, T )
β′
−→ C
such that α = α′ ◦ o, β = β ′ ◦ o. We can verify that α′ ≥ β ′ ◦B(w). Next, applying
Proposition 19 on page 47, we construct a morphism cylB(w)
cylB(w)(α
′,β′)
−−−−−−−−→ C and
define an Alexandroff presheaf by
Cylw(α, β) = cylB(w)(α
′, β ′) ◦ o.
B4. We must verify the Cylw(α, β)-prismaticity of the homeomorphism G× id. It
follows from the description (36) of elements of the minimal base of Cylw. Proposi-
tion 19 on page 47 and the universality of o-maps guarantee that with this definition
of Cylw(α, β) we have
h∗0(G× id,Cylw(α, β)) = (G,α) and h
∗
1(G× id,Cylw(α, β)) = (G, β).

The following proposition can be proved similarly, with the cyl-construction re-
placed by the cyl-construction.
Proposition 32. Let R, T be two Alexandroff topologies on B and R E T . Let
(B,R)
w
−→ (B, T ) be the morphism of weakening the topology. Let C be a subposet of
Al(X). Let (B,R)
α
−→ C, (B, T )
β
−→ C be two Alexandroff presheaves and α E β ◦w.
Let a homeomorphism G ∈ PLB(X) be both α-prismatic and β-prismatic.
Then there exist an Alexandroff topology Cyl
w
on B × [0, 1] and an Alexandroff
presheaf
(B × [0, 1]Cyl
w
)
Cyl
w
(α,β)
−−−−−→ C
N. MNE¨V, COMBINATORIAL FIBER BUNDLES 59
such that the homeomorphism G× id ∈ PLB×[0,1] is Cylw(α, β)-prismatic and
h∗0(G× id,Cylw(α, β)) = (G,α),
h∗1(G× id,Cylw(α, β)) = (G, β).
Proposition 33. Let R, T be two Alexandroff topologies on B. Let B(B,R)
φ
−→
B(B, T ) be a map such that for every R ∈ B(B,R) the inclusion R ⊂ φ(R) holds.
Let C ⊆ Al(X), and let (B, T )
β
−→ C and (B,R)
α
−→ C be two Alexandroff presheaves
such that α ≥ β ′ ◦ φ ◦ o. Let a homeomoprhism G ∈ PLB(X) be β-prismatic. Then
A. The homeomorphism G is α-prismatic.
B. There exist an Alexandroff topology C˜ylφ on B × [0, 1] and an Alexandroff
presheaf
(B × [0, 1], C˜ylφ)
gCylφ(α,β)
−−−−−→ C
such that the homeomorphism G× id ∈ PLB×[0,1] is C˜ylφ(α, β)-prismatic and
〈G× id, C˜ylφ(α, β)〉⌊h0= 〈G,α〉,
〈G× id, C˜ylφ(α, β)〉⌊h1= 〈G, β〉.
Proof. A. This is obvious.
B1. Consider the common strengthening R∨ T of the topologies R and T on B.
Let
(B,R)
w0←− (B,R∨ T )
w1−→ (B, T )
be the morphisms of weakening the topology.
B2.1. Consider the Alexandroff presheaves (B,R ∨ T )
α◦w0−−−→ C and (B,R ∨
T )
γ=β◦w1−−−−→ C. The homeomorphism G is both α-prismatic and γ-prismatic. We will
show that the data set 〈w0, γ, α,G〉 satisfies the conditions of Proposition 32 on the preceding page.
Namely, we will show that γ ≤ α ◦ w0.
B2.2. By Proposition 18 on page 47, an element S ∈ B(B,R ∨ T ) is identified
with a unique pair RS ∈ B(B,R), TS ∈ B(B, T ) such that s(RS) ∩ s(TS) 6= ∅,
RS ∩TS = S, w0(S) = RS, w1(S) = TS. Note that φ(RS) ⊇ TS. Indeed, φ(RS) ⊇ RS
and s(TS)∩Rs 6= ∅, whence s(TS)∩ φ(RS) 6= ∅. By the duality between Alexandroff
topologies and preorders, this is possible only if φ(RS) ⊇ TS.
B2.3. Thus γ(S) = β(TS) ≤ β(φ(RS)) ≤ α(RS) = α ◦ w0(S). Therefore the data
set 〈w0, γ, α,G〉 satisfies the conditions of Proposition 32.
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B3. By construction, the data set 〈w1, γ, β, G〉 satisfies the conditions of Proposi-
tion 31.
B4. We apply Proposition 32 on page 58 and construct an Alexandroff presheaf
(B × [0, 1],Cyl
w0
)
Cyl
w0
(γ,α)
−−−−−−→ C.
We apply Proposition 31 on page 56 and construct an Alexandroff presheaf
(B × [0, 1],Cylw1)
Cylw0 (γ,β)−−−−−−→ C.
Consider the following diagram of embeddings in PL:
B × [0, 1]
h0←− B
h0−→ B × [0, 1].
We obtain a condition on prismatic homeomorphisms:
〈G× id,Cyl
w0
(γ, α)〉⌊h0= 〈G, γ〉 = 〈G× id,Cylw1(γ, β)〉⌊h0.
By Propositions 17 on page 46 and 29 on page 55, the pastings are defined. We put
C˜ylφ = Cylw0
⊔h0,h0 Cylw1 ,
C˜ylφ(α, β) = Cylw0
(γ, α) ⊔h0,h0 Cylw1(γ, β).
The pasted homeomorphism G × [0, 1] ⊔h0,h0 G × [0, 1] is automatically C˜ylφ(α, β)-
prismatic. 
7.2. Triangulation of a fiberwise homeomorphism. Let G ∈ PLB(X) and C ⊂
Al(X). Let f be a C-coloring of B. We call f a C-triangulation of G if G is
Max f -prismatic (see ( 26 on page 50)). In particular, according to the remark from
Sec. 7.0.3 on page 55, for a Q-prismatic homeomorphism G ∈ PLk(X), the chain Q
is a special case of an R(X)-triangulation of G. If |K| = B and K
Q
−→ NR(X) is an
R(X)-triangulation of G, then for every simplex s ∈ K the homeomorphism G⌊s is
Q⌊s-prismatic in the sense of the definition from Sec. 3.2.2.
Proposition 34. Assume that (Y, Z) is a pair of closed polyhedra, G ∈ PLY (X), T
is a CPL Alexandroff topology on Y , T ⌊Z is the induced topology on Z, C ⊂ Al(X),
and (X, T )
ξ
−→ C is an Alexandroff presheaf such that G is ξ-prismatic. Let fZ be a
triangulation of ξ⌊Z that is a triangulation of G⌊Z . Then there is a triangulation f
of ξ that extends fZ and triangulates G.
Proof. This is a corollary of Proposition 24 on page 51 and Proposition 31(A), on
page 56. 
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Figure 11.
8. Ball complexes compatible with disjoint configurations of balls
8.1. We need to introduce some general definitions and notations. Let A be a subset
of a set S. With A we associate the Alexandroff topology DA on S with the minimal
base {A} ∪ {s}s∈S\A. Obviously, if A,B ⊆ S and A ⊆ B, then DA E DB. Therefore
(37) 2S
D
→֒ Al(S)
is an embedding of posets.
Denote by D(X) the poset of all balls of full dimension on a manifold X . The
order is defined as follows:
D0 <
D(X)
D1 ⇔ D0 ⊂ intD1.
Denote by D∞(X) the poset of all finite sets of disjoint closed full-dimensional balls
on X . The order is defined as follows:
A0 <
D∞(X)
A1 ⇔ ∪D∈A0D ⊂ ∪D∈A1 intD.
Let K be a simplicial manifold. The simplicial structure generates a locally conic
structure on |K| (see [31]). We say that a closed ball B ⊂ |K| is consistent with
K if and only if
(i) it is full-dimensional and conic,
(ii) it has the following property: if B∩s 6= ∅ for some s ∈ K, then intB∩s 6= ∅.
The balls shown in Fig. 11 (a) are conic with respect to the triangulation, but con-
dition (ii) is violated. The balls shown in Fig. 11 (b) satisfy condition (ii).
By D∞c (K) we denote the subposet of D
∞(|K|) formed by all configurations of
disjoint closed balls consistent with K. The functor D identifies the posets D(X),
D∞(X), D∞c (K) with subposets of Al(X).
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8.2. We will need the following proposition.
Proposition 35. Let P be a finite poset, and let P
φ
−→ D∞c (K) be a poset morphism.
Then there exists a morphism P
ξ
−→ D∞c (K) such that ξ(p) > φ(p) for every p ∈ P ,
i.e., for every p, every ball from φ(p) belongs to the interior of some ball from ξ(p).
Proof. We use the finiteness of P . By induction on decreasing ranks, we can replace
configurations of conic balls with configurations of small conic neighborhoods of these
balls. 
8.3. As usual, let X be an n-dimensional compact manifold. Let Q ∈ R(X) be a
ball complex on X . Let K be a triangulation of X , K E Q, and D ∈ D∞c (K). We
say that the configuration of balls D is inscribed into Q if the interior of any ball
from D is contained in the interior of an n-ball from Q. We say that a subdivision
Q0 E Q does not touch D if for every ball D ∈ D the equality Q0|intD = Q|intD
holds.
Proposition 36. Let Q ∈ R(X) be a ball complex and K E sd1Q. Let B be a ball
consistent with K with conic vertex b. Then there exists a structure of a ball complex
C(B) on B such that the set of all balls of C(B) is the union of two disjoint sets
IC(B) and SC(B) and the following properties are satisfied:
• the balls from SC(B) form a ball complex on ∂B;
• the balls from IC(B) are the balls touching intB; and
• for every ball D ∈ IC(B) there exists a ball D′ ∈ Q such that D ∩ intB =
D′ ∩ intB.
Proof. 1. By the consistency condition, for every ball Q ∈ Q the intersection Q ∩ B
is empty if b 6∈ Q.
2. Consider the set s˜tarQb of all balls of Q containing the point b. In the set s˜tarQb
there is a unique ball A such that b ∈ relintA. By the theorem on invariance of PL
stars, the following is true: for every D ∈ s˜tarQb the intersection D∩B is a ball that
is a cone over S(D) = ∂B ∩D. Here S(D) is a ball when D 6= A, and a sphere when
D = A. For every Q ∈ s˜tarQb put I(Q) = B ∩Q, S(Q) = ∂B ∩Q.
3. Put IW(B) = {I(Q)}Q∈gstarQb. Put SW(B) = {S(Q)}Q∈gstarQb. Consider the
collection of closed subsets W(B) = IW(B)∪SW(B). It has the following properties.
The collection W(B) is a cover of B by closed subsets. The interiors of the elements
of W(B) form a partition of B. The boundary of every element of W(B) is formed
by elements of the cover. All the elements except S(A) are balls. If we remove S(A)
fromW(B) and replace it by the set TS(A) of simplices of any triangulation of S(A),
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then we will obtain a ball complex C(B) on B. By construction, the decomposition
IC(B) = IW(B), SC(B) = (SW(B) \ S(A)) ∪ TS(A) is what was promised in the
statement of the proposition. 
Lemma 6 (Functorially inscribing disjoint configurations of balls into ball com-
plexes). Let Λ be a finite poset. Consider a poset morphism Λ
Q
−→ R(X). Choose a
triangulation K of the common subdivision of all Qλ: K E Qλ for every λ ∈ Λ. Let
Λ
ξ
−→ D∞c (K) be a morphism. Then there exist a pair of morphisms Λ
Q0,Q1 //R(X)
and a pair of natural transformations Q oo
α
D
Q0
β
E
//Q1 such that for every λ ∈ Λ
the subdivisions αλ do not touch the balls from ξ(λ) and the configuration of balls
ξ(λ) is inscribed into Q1(λ).
Proof. 1. First note the following fact. Let L be a ball complex on the manifold Xn.
Let B ⊆ L be a cellular embedded ball complex on an n-ball. Let us do the following:
delete from L all balls that touch the interior of |B| and then add the ball |B| itself.
This operation gives a new ball complex on Xn. Denote it by L/B. By definition,
there is a canonical subdivision L E L/B. Similarly, if in L we have a configuration of
subcomplexes on disjoint n-balls {B1, . . .,Bl}, then the ball complex L/{B1, . . .,Bl}
is well-defined:
L E L/{B1, . . .,Bl} = (. . .((L/B1)/B2)/B3. . .)/Bl.
2. Assume that the poset Λ is of rank r. Let
Λr →֒ Λr−1 →֒ . . . →֒ Λ0 = Λ
be a filtration of Λ by subposets, where the subposet Λk is formed by all elements of
Λ of rank at least k. Denote by Qk the restriction Q|Λk .
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We construct natural transformations Q oo
α
D
Q0
β
E
//Q1 inductively on the inverse
rank filtration
Qr _ Q
r
0 _
αr
D
oo β
r
E
// Qr1 _
Qr−1 _ Q
r−1
0  _
αr−1
D
oo β
r−1
E
// Qr−11  _
...  _
...  _
...  _
Q0 Q00
α0
D
oo β
0
E
// Q01
Q Q0
α
D
oo β
E
// Q1.
3. Let λ ∈ Λr. For Q(λ) we construct a diagram
Q(λ) D Q0(λ) E Q1(λ),
which will provide the αr(λ), βr(λ)-components of required natural transformations.
Pick linear triangulations of the spherical ball complexes ∂CQ(λ)(D), D ∈ ξ(λ), where
CQ(λ)(D) are constructed by Proposition 36. As a result, we obtain some subdivisions
of the ball complexes T(D) E CQ(λ)(D), D ∈ ξ(λ), affecting only the boundary
spheres. Then we extend the geometric simplicial complexes ∂T(D), D ∈ ξ(λ), to
a triangulation of X \ ∪D∈ξ(λ) intD subdividing all subpolyhedra B \ ∪D∈ξ(λ) intD,
B ∈ Q(λ). We obtain a subdivision Q D Q0(λ) that does not touch the balls of ξ(λ).
Here T(D), D ∈ ξ(λ), are balls embedded into Q0(λ). By Step 1 of the proof, we set
Q0(λ) E Q0(λ)/{T(D)}D∈ξ(λ) = Q1(λ).
By construction, the balls of ξ(λ) are inscribed into Q1(λ). Constructing
Q(λ) D Q0(λ) E Q1(λ)
for all λ ∈ Λr, we obtain Qr oo
αr
D
Qr0
βr
E
//Qr1.
4. Inductive step. Assume that Qk+1 oo
αk+1
D
Qk+10
βk+1
E
//Qk+11 is constructed. Let
us extend the construction to Λk. Let λ ∈ Λ, rankλ = k. Consider the upper ideal
λ≤ = {µ ∈ Λ | λ ≤ µ}.
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Choose some linear triangulations of the spherical simplicial complexes ∂CQ(λ)(D),
D ∈ ξ(λ). Thus we obtain some subdivisions T(D) E CQ(λ)(D), D ∈ ξ(λ), affect-
ing only the boundary spheres. Extend the geometric simplicial complexes ∂T(D),
D ∈ ξ(λ), to a triangulation X \ ∪D∈ξ(λ) intD subdividing all subpolyhedra B \
∪D∈ξ(λ) intD, where B ∈ Q0(µ), µ ∈ λ≤. We obtain a subdivision Q(λ) D Q0(λ)
that does not touch the balls of ξ(λ). Here T(D), D ∈ ξ(λ), are balls embedded into
Q0(λ). By Step 1 of the proof, we set
Q0(λ) E Q0(λ)/{T(D)}D∈ξ(λ) = Q1(λ).
By construction, the balls of ξ(λ) are inscribed into Q1(λ). We need to verify that for
every λ ≤ µ, the following commutative diagram of subdivisions of ball complexes
holds:
Q(µ) Q0(µ)
D
oo
E
// Q1(µ)
Q(λ)
E
OO
Q0(λ)
D
oo
E
OO
E
// Q1(λ).
E
OO
It suffices to check that Q0(λ) indeed subdivides Q0(µ) and Q1(λ) indeed subdivides
Q1(µ). Here it helps that ξ(µ)≥ξ(λ) in the sense of the order on D∞c (K). Thus
Q0(µ)|intB = Q(µ)|intB for B ∈ ξ(λ), because α(µ) does not touch balls from ξ(µ),
and hence it does not touch balls from ξ(λ). Therefore Q0(λ)|B E Q0(µ)|B for
B ∈ ξ(λ). By construction, on the complements of balls from int ξ(λ) we also have a
subdivision. Therefore the whole Q0(λ) indeed subdivides Q0(µ). Similar arguments
show that Q1(λ) subdivides Q1(µ). 
We can develop a slightly more refined version of Proposition 36 for the case of
triangulations rather than general ball complexes.
Proposition 37. Let Q ∈ T(X), K E sd1 Q. Let B be a closed K-consistent n-ball
with conic vertex b. Let B0, B1 be two other closed K-consistent balls with conic
vertex b such that B ⊂ intB1, B1 ⊂ intB0.
Under these conditions, there exist two PL triangulations E0B0, E1B0 of B0 such
that
(a) E0B0 E CQB0, where CQB0 is constructed by Proposition 36,
(b) E0B0⌊intB= Q⌊intB,
(c) E0B0 E E1B0, ∂E0B0 = ∂E1B0,
(d) E1B0⌊B1≈
PL
[∆n].
Proof. See Fig. 12.
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Figure 12.
1. First, by Proposition 36, we construct a ball complex CQB0 and linearly tri-
angulate its boundary. This will be the linear triangulation T0 = ∂E0B0 = ∂E1B0.
Next we map [∆n] onto B1 piecewise linearly. Denote by T1 the resulting triangula-
tion of B1 by the simplex. Construct a PL triangulation of the annulus B0 \ intB1
extending T0 and ∂T1 on the borders. Thus we obtain E1B0 satisfying (d).
2. Now we construct E0B0 satisfying (a), (b), (c). We need one more K-consistent
ball B2 with conic vertex b such that B ⊂ intB2, B2 ⊂ intB1. Using the pseudoradial
projection with center at b, we can map the closed star of b in Q both onto B and
onto B2. Thus we obtain two triangulations T2B2 and TB such that T⌊intB= Q|intB
and T2⌊intB2= Q⌊intB. Then we take an arbitrary PL triangulation of B0 \ intB2
that coincides with T0 on ∂B0 and subdivides E1 and D ∩ B0 \ intB2 for all D ∈ Q.
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We obtain a triangulation T0,2 on B0 \ intB2. Further, we can extend T0,2 to a
triangulation T′2 of B2 such that ∂T
′
2 = T0,2⌊∂B2 , T
′
2|B0 = T, and T
′
2 E T
2. Pasting
T0,2 and T2 by the common part, we obtain E0B0. 
Lemma 7 (Functorially inscribing disjoint configurations of balls into combinatorial
manifolds). Let Λ be a finite poset. Consider a poset map Λ
K
−→ T(X). Choose a
triangulation K of the common subdivision of all Kλ: K E Kλ for all λ ∈ Λ. Let
Λ
ξ
−→ D∞c (K) be a morphism. Then there exist a pair of morphisms Λ
K0,K1 //T(X)
and a pair of natural transformations K oo
α
D
K0
β
E
// K1 such that for every λ ∈ Λ
the subdivisions αλ do not touch the balls from ξ(λ) and the configuration of balls
ξ(λ) is inscribed into K1(λ).
Proof. The proof repeats the proof of Lemma 6, with the construction from Propo-
sition 36 replaced by the construction from Proposition 37. 
8.4. Now we are able to formulate and prove one of our key lemmas on surgery of
prismatic homeomorphisms.
Lemma 8. Let Y be a finite simplicial complex, Y = |Y|. Let Z ⊆ Y be a subcomplex
of Y, Z = |Z|.
Let G1, . . ., Gm, U ∈ PLY (X). Let Q be an R(X)-coloring of Y, which induces a
coloring QZ of Z.
Let K be a common triangulation of all complexes {Q}Q∈MaxQ(y), y∈Y .
Let T be an OPL Alexandroff topology on Y . Let (Y, T )
ξ
−→ D∞c (K) be an Alexan-
droff presheaf.
Assume that the coloring Q is an R(X)-triangulation of G1, . . ., Gm and the col-
oring QZ is an R(X)-triangulation of U⌊Z .
Assume that the homeomorphisms G1, . . ., Gm, U are also ξ-prismatic.
Consider the ball complex Y × [I] and its subcomplex Π = Z× [I] ∪ Y × {1}.
Under these conditions, there exist a triangulation U E Y×I and an R(X)-coloring
Q˜ of this triangulation such that
• Q˜|Y×{0} E Q,
• Q˜ triangulates G˜1, . . ., G˜m, where G˜i = Gi × id ∈ PLY×I(X),
• Q˜|Π triangulates U˜⌊Π, where G˜i = G × id ∈ PLY×I(X), U˜ = U × id ∈
PLY×I(X).
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Proof. 1. First we mention a general fact: if a CPL Alexandroff topology T ′ on Y
strictly approximates (see Sec. 6.8 on page 53) an OPL Alexandroff topology T and
(Y, T ′)
ξ′
−→ D∞c (K) is the induced morphism, then any ξ-prismatic homeomorphism
f ∈ PLY (X) is ξ′-prismatic. By Proposition 26 on page 53, there always exists a
strict approximation T ′ for T . Let us fix such an approximation.
2. Now pick the common strengthening Ac(Y) ∨ T ′ of the CPL topologies Ac(Y)
and T ′. The canonic weakening morphisms are
(Y,Ac(Y))
ϕAc(Y)
←−−−− (Y,Ac(Y) ∨ T ′)
ϕT−→ (Y, T ′).
Consider the map
(Y,A(Y) ∨ T ′)
γ=(MaxQ◦ϕAc(Y))×(ξ
′◦ϕT ′ )
−−−−−−−−−−−−−−−−→ R(X)×D∞c (K).
In this situation, by Proposition 25 on page 51, there is a finite poset O such that
Ord(O) linearly triangulates Y , |Ord(O)| = Y , the topology Ac(Y) ∨ T ′ is weaker
than Ac(Ord(O)), and the commutative diagram of solid arrows
O R(X)×D∞c (K)PR×PD
//
(Y,Ac(Ord(O))
κ(O)

(Y,Ac(Y) ∨ T )//
γ

can be uniquely completed by a dashed arrow. (Here the top arrow
(Y,Ac(Ord(O)) // (Y,Ac(Y) ∨ T )
is the morphism of weakening the topology.)
3. Now, by Lemma 6 on page 63, we can build a pair of functors O
P0,P1
−−−→ R(X)
and a pair of natural transformations PR oo
α
D
P0
β
E
// P1 such that for every o ∈ O,
the subdivision αo does not touch the balls from PD(o) and the configuration PD(o)
is inscribed into P1(o).
4. Now for α and β we can use the arguments from Sec. 6.7.4 on page 52. By
pasting together the two colorings [ordO×1]
Ξ(α)
−−→ R(X) and [ordO×1]
Ξ(β)
−−→ R(X)
on Y × [0, 1
2
, 1], we obtain the required U and Q˜. 
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9. Nonfiberwise deformations of fiberwise homeomorphisms
Our key tool is a set of lemmas on fragmentation of fiberwise homeomorphisms of
the trivial fiber bundle over the cube.
9.1. The operation ⋊. Let H ∈ PLB(X) be a fiberwise homeomorphism of the
trivial bundle with fiber X and base B: H(x, b) = (H⌊b(x), b). Consider a map
X × C
F
−→ X × B that is fiberwise with respect to the projection to X : F (x, c) =
(x, F ⌊x(c)). With the pair
X × C
X
π1 ?
??
??
?
X ×B,
F //
π1 


X × B
B
π1 ?
??
??
?
X × B
H //
π1 


we associate a map
X × C
C
π1 ?
??
??
?
X × C
F⋊H //
π1 


that is fiberwise with respect to the projection to C. The map F ⋊H is defined by
the following correspondence:
(38) (x, c)
F⋊H
7→ (H⌊(F ⌊x(c))(x), c).
Generally, F ⋊H is only a fiberwise map, but not a homeomorphism.
9.2. Consider a special case of the construction ⋊. Consider the following embed-
ding:
X × B
i0=id×id×d0
−−−−−−−→ X × B × I.
Let X × B × I
F
−→ X × B be a map that is fiberwise with respect to the projection
to X and such that F ◦ i0 = id. Let H ∈ PLB(X). Let ht be the embedding
B
ht
→֒ B × I defined by ht(b) = (b, t). The map (F ⋊ H)⌊ht : X × B −→ X × B
induced by ht is fiberwise with respect to the projection to B. Generally, this is not
a homeomorphism when t 6= 0. But if t = 0, it follows from the construction that
(F ⋊ H)⌊h0≡ H . In this situation, F ⋊ H is a one-parameter deformation of H in
the class of fiberwise maps.
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9.3. Prismaticity properties of the operation ⋊. Let (B,Btriv)
δL−→ Al(X) be
the Alexandroff presheaf that sends the whole B to the Alexandroff topology L on X .
Let H be a homeomorphism that is prismatic with respect to δL. By the definition
from Sec. 7.0.2 on page 54, we have the topology L′ = H−1L and the morphism
(B,Btriv)
H−1δ′L−−−−→ Al(X) that sends the whole B to L′. In this situation, for every
b ∈ B the map (X,L)
H−1⌊b
−−−→ (X,L′) is a homeomorphism of Alexandroff spaces that
induces a constant (independent of b) isomorphism B(X,L)
eH−1
−−→ B(X,L′).
Proposition 38. Let L be an Alexandroff topology on X. Let H be prismatic with
respect to the constant Alexandroff presheaf (B,Btriv)
δL−→ Al(X) that sends the whole
B to L.
Then F ⋊H−1 has the following property: for every L ∈ B(X,L), for every c ∈ C,
the inclusion (F ⋊H−1)⌊c(L) ⊆ H˜−1(L) holds.
Proof. By the definition ( 38 on the previous page),
(39) (F ⋊H−1)⌊c(x) = H
−1⌊(F ⌊x(c))(x).
The right-hand side of ( 39) is contained in H˜−1(L) for x ∈ L. 
Therefore, under the conditions of Proposition 38, if F ⋊ H−1 is a fiberwise
homeomorphism, then (F ⋊ H−1)−1 is a prismatic homeomorphism with respect
to (C,Ctriv)
δL−→ Al(X).
Proposition 39. Let L be an Alexandroff topology on X. Let H be prismatic with
respect to (B,Btriv)
δL−→ Al(X). Let F ⋊H−1 be a fiberwise homeomorphism. Then
the inverse fiberwise homeomorphism is prismatic with respect to the Alexandroff
presheaf (C,Ctriv)
δL−→ Al(X) and (F ⋊H−1)L ≡ H−1L, F˜ ⋊H
−1
≡ H˜−1.
Proof. The assertion of Proposition 38 is equivalent to the same assertion with
B(X,L) replaced by the partition Σ(X,L) (see Sec. 6.1.3 on page 43). Under our
conditions, the maps F ⋊ H−1⌊c are one-to-one, so the elements of the partitions
are mapped “onto.” Therefore the elements of the minimal bases are also mapped
“onto.” This provides the required assertion for (F ⋊H−1)−1. 
Now we will slightly generalize the previous arguments.
Proposition 40. Let T be an Alexandroff topology on C and R be an Alexandroff
topology on B. Let B(C, T )
φ
−→ B(B,R) be a map of Alexandroff spaces. Let
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(B,R)
ξ
−→ Al(X) be an Alexandroff presheaf. Let H ∈ PLB(X) be a ξ-prismatic
homeomorphism. Assume that the map F defined by the commutative triangle
X × C
X
π1 ?
??
??
?
X × B
F //
π1 


has the following “block” property: for every T ∈ B(C, T ), the equality F (X × T ) =
X × φ(T ) holds. Let F ⋊H−1 be a fiberwise homeomorphism.
Then the homeomorphism (F ⋊H−1)−1 is (ξ′ ◦ φ)-prismatic.
Proof. On each separate block ofX×T , we are under the conditions of Proposition 39.
Pasting the conclusion of Proposition 39 over all T ∈ B(C, T ) provides the conclusion
of the current proposition. 
10. Graph systems
10.1. Let k be a finite set of indices. The cube Ik is a coordinate cube in Rk with
coordinate functions tk, k ∈ k. For a subset s ⊆ k and ǫ ∈ {0, 1}k\s, denote by Is,ǫ
the face of Ik defined by the equality ti = ǫi for coordinates with indices from k \ s.
The “coordinate” faces Is,0 are denoted by Is. Let s ⊆ k be fixed. Let Γ = {Γi}i∈s
be a collection of subpolyhedra in X × Ik. Consider the following condition on Γ:
gf: For every subset l ⊆ s there exists a map X×Ik\l
fl−→ I l such that Γl =
⋂
i∈l Γi =
Γfl. Here Γfl is the graph of the map fl in X × Ik.
If the condition gf is satisfied, then the maps {fl}l⊆s can be recovered from Γ in
a unique way. Let N be a positive integer. Denote by {{N}} the set {0, . . ., N}.
Define a set GF(X,k, N) as follows. An element Γ ∈ GF(X,k, N) is a collection
Γ = {Γji}i∈k, j∈{N} of subpolyhedra in X× I
k for which the following conditions gf1,
gf2 are satisfied.
gf1: For every set s ⊆ k and every map s
b
−→ {{N}}, the condition gf is satisfied for
the collection {Γb(i)i }i∈s.
This means that there exists a map X× Ik\s
fb
−→ Is such that Γb =
⋂
i∈s Γ
bi
i = Γf
b,
where Γf b is the graph of the map f b in X × Ik.
N. MNE¨V, COMBINATORIAL FIBER BUNDLES 72
The maps f b are uniquely determined by Γ. If gf1 is satisfied, then Γji = Γf
i 7→j
for a unique map X × Ik\{i}
f i7→j
−−−→ I{i}. These special maps f i 7→j will be denoted by
f ji . Further, we assume that for {f
j
i } the following condition is satisfied:
gf2: 0 ≡ f 0i ≤ f
1
i ≤ . . . ≤ f
N−1
i ≤ f
N
i ≡ 1 for all i ∈ k.
10.2. We need to use indices that are maps of finite sets into N. Let us introduce
some notations and agreements.
Let r, s be subsets of k. Let s
c
−→ N, r
d
−→ N be two maps such that c|s∩r ≡ d|s∩r.
Denote by c ⊔ d the map s ∪ r
c⊔d
−−→ N such that c ⊔ d|s ≡ c, c ⊔ d|r ≡ d. For a
numerical function N
p
−→ N and a ∈ Nk, we denote by p(a) ∈ Nr the result of the
componentwise application of p to a.
10.3. To every subset s ⊂ k and a map s
b
−→ {{N}} we can associate a map
GF(X,k, N)
δb−→ GF(X,k \ s, N)
as follows. For i ∈ k \ s, j ∈ {{N}}, we put
(40) (δbΓ)ji = πx,tk\s(Γ
b⊔(i 7→j)) = Γf
b⊔(i 7→j)
i ,
where πx,tk\s : X × I
k −→ X × Ik\s is the coordinate projection.
10.4. Consider a map k
a
−→ {{2N − 2}}. Define a polyhedron Ω0a(Γ) ⊂ X × I
k as
follows. Put
(Ω0a)
o = {(x, tk) | ∀i with ai = 2li − 1 : ti = f
li
i (x, tk\{i})} =
⋂
ai=2li−1
Γlii ,
(Ω0a)
e = {(x, tk) | ∀i with ai = 2li : f
li
i (x, tk\{i}) ≤ ti ≤ f
li+1
i (x, tk\{i})}
=
⋂
ai=2li
((Γli+1i )
≤ ∩ (Γlii )
≥).
(Here (Γji )
≥ and (Γji )
≤ are the closed supergraph and the subgraph of Γji , respec-
tively). Put
(41) Ω0a = (Ω
0
a)
o ∩ (Ω0a)
e
and
Ω0(Γ) = {Ω0a}a∈{ 2N−2} .
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Figure 13.
10.5. Fix the following data: s ⊂ k, s
b
−→ {{N}}, Γ ∈ GF(X,k, N). According to
Sec. 10.3, δbΓ ∈ GF(X,k\s, N) is defined. Let us study the relations between Ω0(Γ)
and Ω0(δbΓ). Let k\s
c
−→ {{2N−1}}. According to (40), there are canonical mutually
inverse homeomorphisms
(42) Ω0c(δ
bΓ) oo
πx,t
k\s
fb
// Ω0c⊔2b−1(Γ).
10.6. Construct a trapezoid T k(N) ⊂ Rk × R{v}, where R{v} is a copy of R with
coordinate function v. By ev we denote the corresponding basis vector.
Denote by [[2N − 1]] the interval [0, 2N − 1] ⊂ R. Denote by T k the trapezoid in
Rk×R{v} that is the convex hull of two embedded cubes: T k = conv(Ik, ev + [[2N −
1]]k). Figure 13 presents the trapezoid T 1.
The trapezoid T k is the product of k copies of T 1 fibered by v. We have the
embeddings
Ik
h0−→ T k
h1←− [[2N − 1]]k,
where h0(tk) = (tk, 0v), h1(tk) = (tk, 1v). We denote the images of h0 and h1 by
Hk0 and H
k
1 , respectively. For each face I
k\s,ǫ ⊂ Ik of the cube, we have a map
T k\s
ds,ǫ
→֒ T k, which is defined as follows:
(ts, v) 7→ (ts, g
ǫ
k\s(ts, v)),
where
gǫi (ts, v) =
{
1 + 2(N − 1)v for ǫi = 1,
0 for ǫi = 0.
Denote the image of ds,ǫ by T
s,ǫ ⊆ T k. Denote the union ∪i∈k,ǫi=0,1T
k\{i},ǫi of all
polyhedra by W k. Denote the faces of W k that correspond to v = 0 and v = 1 by
h0(W k) and h1(W k), respectively.
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Proposition 41. There exists a noncanonical cellular PL homeomorphism [Ik ×
Iv] −→ [T k] that sends Ik × 0 to Hk0 and I
k × 1 to Hk1 . Under this homeomorphism,
the face Is,ǫ × I{v} goes to T s,ǫ, and W k goes to ∂Ik × I{v}.
Proof. This is a standard assertion for PL topology. The required homeomorphism
can be built using Alexander’s trick. 
10.7. Now we will construct a family Ω(Γ) = {Ωa}a∈{ 2N−2}k of closed subpolyhedra
in X × T k. Let x∗ ∈ X . Put Ω0a(x
∗) = {(tk) | (x∗, tk) ∈ Ω0a} ⊂ I
k. Define
(43) Ωa(x, v) = Ω
0
a(x)⊕ 2vI
o(a) + 2[
a
2
]v ⊂ Rk,
where [·] is the integral part. By the agreement in Sec. 10.2, we regard 2[a
2
] as an
integer vector. The symbol ⊕ means the Minkowski sum, and
o(a) = {i ∈ k | ai is odd}.
Define a map
Ωa(x, v)
Fa⌊x,v
−−−→ Ω0a(x)(44)
as follows:
Fa⌊x,v(tk) = (te(a), f
O(a)−1
2 (x, te(a))),(45)
where
e(a) = {i ∈ k | ai is even}
and O(a) = a|o(a) : o(a) −→ N. Define
(46) Ωa = {(x, tk, v) | tk ∈ Ωa(x, v)}.
Put
(47) Ωa
Fa−→ Ω0a : Fa(x, tk, v) = Fa⌊x,v(tk).
(According to (42), the image of Fa belongs to Ω
0
a.)
10.8. Consider the sets Ω1a(x) = Ωa(x, 1) ⊂ [[2N − 1]]
k. For a ∈ {{2N − 2}}, define
an interval Λa in [[2N − 1]] by
Λa =
{
[2l, 2l + 1] for a = 2l,
[2l − 1, 2l + 1] for a = 2l − 1.
For a ∈ {{2N − 2}}k, define a parallelepiped Λa by the formula Λa =
∏
i∈k Λai . The
set {Λa}a∈{ 2N−2}k of closed parallelepipeds is the base of some CPL Alexandroff
topology Λ(N,k) on [[2N − 1]]k.
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Figure 14.
Proposition 42. For any a ∈ {{2N − 2}}k, x ∈ X, the inclusion Ω1a(x) ⊂ Λa holds.
Proof. This follows immediately from (43). 
10.9. Here we will proof the following proposition.
Proposition 43.
1. The set Ω(Γ) of polyhedra is a cover of X × T k.
2. Setting FΓ|Ωa = Fa, we obtain a well-defined map X × T
k FΓ−→ X × Ik that is
fiberwise with respect to the projection to X.
Proof. The proof proceeds by induction on the number of elements in k.
1. Let #k = 1. In this case, we are in the classical situation of Hudson’s proof
[15, Theorem 6.2, p. 130]. For x∗ ∈ X , the sets Ωj(x∗) form a cover of T 1 by
parallelograms and triangles (see Fig. 14). Sets of the type Ω2l(x
∗) are parallelograms,
sets of the type Ω2l−1(x
∗) are triangles. Under the maps Fa, a parallelogram is
projected to its base along the side edge, and a triangle is projected into one of its
vertices. All these maps are automatically pasted into a global map FΓ.
2. Inductive step.
2.1 We can build 2N new functions T k\{i}
f
j
i−→ R{i} with indices from {{2N − 1}} as
follows:
(48)
f
2l
i (Γ) = f
l
i ◦ FδliΓ(x, tk\{i}, v) + 2lv for l = 0, . . ., N − 1,
f
2l−1
i (Γ) = f
l
i ◦ FδliΓ(x, tk\{i}, v) + (2l − 2)v for l = 1, . . ., N.
By the inductive assumption, these functions are well-defined. Put
Γ
j
i = {(x, tk, v) | ti = f
j
i (x, tk\{i}, v)}.
By construction,
(49) f
2l
i ≡ f
2l−1
i + 2v.
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The collections f
j
i are monotone for every i ∈ k:
0 ≡ f
0
i ≤ f
1
i ≤ . . . ≤ f
2N−1
i ≡ 1 + 2(N − 1)v.
For s
c
−→ {{2N − 1}}, define a map X × T k\s
f
c
−→ Rs by the following rule:
(50) f
c
(x, tk\s, v) = f
[ c+1
2
] ◦ F
δ[
c+1
2 ]Γ
(x, tk\s, v) + 2[
c
2
]v.
We obtain
(51) Γf
c
= ∩i∈sΓ
c(i)
i .
2.2. We must verify that the definition (46) has the following property: for every
a ∈ {{2N − 2}},
(52) Ωa = {(x, tk, v) | f
ai
i (x, tk\{i}, v) ≤ ti ≤ f
ai+1
i (x, tk\{i}, v)}.
Thus Ωa is a cover of X × T k.
2.3. Let us construct a map
X × T k ⊃
⋃
i∈k, j∈{ 2N−1}
Γ
j
i
eF
−→
⋃
i∈k, j∈{N}
Γji ⊂ X × I
k.
We define F˜ |
Γ
j
i
by the following rule:
(53) (x, tk, v) 7→ f
[ j+1
2
] ◦ F
δ
[
j+1
2 ]
i Γ
(x, tk\{i}, v).
We must verify that the map F˜ |
Γ
j
i
is well-defined. To this end, we must check that the
rule ( 53) has the following property: if (x∗, t∗
k
, v∗) ∈ Γ
j1
i1
∩Γ
j2
i2
, then F˜ |
Γ
j1
i1
(x∗, t∗
k
, v∗) =
F˜ |
Γ
j2
i2
(x∗, t∗
k
, v∗). There are two cases: i1 6= i2 and i1 = i2. If i1 6= i2, then we use
(51), (50). If i1 = i2, then we should directly unfold (53).
2.3. From (52) it follows that for any polyhedron Ωa its boundary ∂Ωa is con-
tained in
⋃
i∈k, j∈{ 2N−1} Γ
j
i , and for any boundary point (x, tk, v) ∈ ∂Ωa we have
Fa(x, tk, v) = F˜ (x, tk, v). This observation completes the inductive step. 
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10.10. We will separately mention some facts about the map FΓ. Let (x
∗, t∗
k
, v∗) ∈
T k, v∗ > 0. Fix i ∈ k, ε > 0 and consider the set of points
V iǫ = {(x
∗, t∗
k\{i}, ti, v
∗)| mod (ti − t
∗
i ) < ε}.
Proposition 44. If any of the conditions
(a) (x∗, t∗
k
, v∗) ∈ int Ωa and ai = 2l − 1; or
(b) (x∗, t∗
k
, v∗) ∈ Ωa, ai = 2l, and f
ai+1
(x∗, t∗
k
, v∗) = f
ai
(x∗, t∗
k
, v∗)
is satisfied, then there exists ε such that FΓ|V iε ≡ const.
Proof. 1. Assume that a ∈ {{2N − 2}} and ai is odd. Consider the line Li(x
∗, t∗
k
, v∗)
passing through (x∗, t∗
k
, v∗) and parallel to the ti-th coordinate axis. By the definition
of Ωa, we have
Li(x
∗, t∗
k
, v∗) ∩ Ωa = {(x
∗, t∗
k\{i}, ti, v
∗) | f
a
i (x
∗, t∗
k\{i}, v
∗) ≤ ti ≤ f
ai+1
(x∗, t∗
k\{i}, v
∗)}.
By the definition of Fa, we have Fa|Li(x∗,t∗k,v∗)∩Ωa ≡ const.
2. According to ( 49 on page 75), the length of Li(x
∗, t∗
k
, v∗) ∩ Ωa is equal to 2v∗.
3.1. If (a) is true, then the conclusion of the proposition is true by Steps 1 and 2
of the proof.
3.2. If (b) is true, then, by (49), the point (x∗, t∗
k
, v∗) lies in Ωb ∩ Ωc, where
bj =
{
ai − 1 for j = i,
ai for j 6= i
and cj =
{
ai + 1 for j = i,
ai for j 6= i.
According to Steps 1 and 2 of the proof, the map FΓ is constant on both intervals
Li(x
∗, t∗
k
, v∗) of length 2v∗ starting at the point (x∗, t∗
k
, v∗). Therefore the conclusion
of the proposition is true. 
10.11. Here we will consider the case where the map FΓ has a block structure
(see Sec. 9.3 on page 70). We introduce the following assumption on graph systems
Γ ∈ GF(X,k, N):
gf3: Let M be a positive integer. We assume that N is a multiple of M : N =MN ′.
Further, we assume that the graphs ΓlN
′
i in the system Γ are the graphs of constant
functions f lN
′
i ≡
l
M
for i ∈ k, l = 0, . . .,M .
Denote by GF(X,k, N,M) the set of all graph systems satisfying gf3. On the
unit interval I, consider the structure of the ball complex 1
M
[I] = (I,Ψ). Recall that
we identify a ball complex with the CPL Alexandroff space whose minimal base is
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the set of balls. We parameterize the set of balls B(Ψ) by the set ˜{{2M − 1}} =
{−1, . . ., 2M − 1}. Put
Ψ2l = [
l
M
, l+1
M
] ⊂ I, l = 0, . . .,M − 1,
Ψ2l−1 = {
l
M
} ∈ I, l = 0, . . .,M.
Now extend 1
M
[I] to a CPL Alexandroff topology Θ on T 1. The elements of the
minimal base B(Θ) are indexed by the same set ˜{{2M − 1}}. Put
(54)
Θ2l =
{
conv(( l
M
, 0), ( l+1
M
, 0)(2lN ′, 1), (2(l + 1)N ′, 1)) for l = 0, . . .,M − 2,
conv((M−1
M
, 0), (1, 0), (2(M − 1)N ′, 1)(2N − 1)) for l =M − 1;
Θ2l−1 =
{
conv(( l
M
, 0), (2lN ′, 1)) for l = 0, . . .,M − 1,
conv((0, 1), (2N − 1)) for l =M.
Here is an illustration of these ugly formulas:
(55)
N = 9,M = 3, N ′ = 3
Θ−1
Θ0
Θ1 Θ2 Θ3
Θ4
Θ5
Ψ−1 Ψ2
Consider the poset morphism B(Θ)
ζ
−→ B(Ψ) that sends Θa to Ψa, where a ∈
˜{{2M − 1}}.
Proposition 45. Let Γ ∈ GF(X, 1, N,M). Then FΓ(X × Θa) = X × ζ(Θa) =
X ×Ψa.
Proof. Consider the triangles Ω2jN ′−1(x) ⊂ T 1, j = 1, . . .,M − 1. According to gf3,
we have f jN
′
≡ j
M
. From this fact and ( 52 on page 76) it follows that for every
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x ∈ X
πv,t(Ω2jN ′−1(x)) ≡ Ω2jN ′−1(x2)
=
{
(t, v) |
j
M
≤ t + 2(jN ′ − 1)v ≤
j
M
+ 2jN ′v
}
⊃ Θ2j−1.
Comparing this equation with the definition of FΓ, we obtain the required assertion.

In the case of a general k, we consider the complex 1
M
[Ik] = ( 1
M
[I])k = (Ik,Ψ),
where B(Ψ) = {Ψa}
a∈ ˜{ 2M−1}k
, Ψa = Ψa1 × . . .× Ψak . Define an Alexandroff space
(T k,Θ) as a product fibered by v: B(Θ) = {Θa}
a∈ ˜{ 2M−1}k
,
Θa = {(tk, v) | (ti, v) ∈ Θai , i = 1, . . ., k}.
Define a morphism B(Θ)
ζ
−→ B(Ψ) by the rule ζΘa = Ψa. Applying Proposition 45
to the components of the fibered product, we obtain the following proposition.
Proposition 46. Let Γ ∈ GF(X,k, N,M). Then for every a ∈ ˜{{2M − 1}}
k
,
FΓ(X ×Θa) = X × ζ(Θa) = X ×Ψa.
The elements of the minimal bases B(Θ) = {Θa} and B(Ψ) = {Ψa} of the dual
OPL Alexandroff topologies Θ = Θ
c
on T k and Ψ = Ψ
c
on Ik are indexed by the
same set ˜{{2M − 1}}. Consider the poset morphism B(Θ)
ζ
−→ B(Ψ) that sends Θa to
Ψa. By the duality and Proposition 46, we conclude that the following proposition
holds.
Proposition 47. Let Γ ∈ GF(X,k, N,M). Then for every a ∈ ˜{{2M − 1}}
k
,
FΓ(X ×Θa) = X × ζ(Θa) = X ×Ψa.
11. Homotopies of fiberwise homeomorphisms associated with graph
systems
Let G ∈ PLIkX be a fiberwise homeomorphism. Let Γ ∈ GF(X,k, N) be a graph
system. We say that G and Γ are consistent if G−1(Γ) ∈ GF(X,k, N).
Lemma 9. If G and Γ are consistent, then (FΓ ⋊G
−1)−1 is a fiberwise homeomor-
phism and (FΓ ⋊G
−1)−1 = FG−1(Γ) ⋊G.
Proof. The equality (FΓ⋊G
−1)−1 = FG−1(Γ)⋊G is a direct corollary of the construc-
tion of FΓ (see Proposition 43 on page 75). 
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11.1. We impose an additional assumption on graph systems from Γ ∈ GF(X,k, N).
gf4: The functions f ji (x, tk\{i}) are independent both from tk\{i} and the index i.
That is, for every j ∈ {{N}} there exists a function X
fj
−→ I such that for every i ∈ k
the equality f ji (x, tk\{i}) = f
j(x) holds.
Denote by HGF(X,k, N) the set of all Γ ∈ GF(X,k, N) satisfying gf4. Denote
by HGF(X,k, N,M) the set of all Γ ∈ GF(X,k, N,M) satisfying gf4.
11.2. Flat points of a fiberwise homeomorphism. We will need some general
facts about “flat points” of a fiberwise homeomorphism. Let G ∈ PLB(X) and
(x, b) ∈ X × B.
We say that (x, b) is a flat point of G if for some open neighborhood V ⊂ B of the
point b the following is true: for any b′ ∈ V the equality G−1⌊b′(x) = G−1⌊b(x) holds.
We can rephrase the definition of a flat point in prismatic terms. Consider the
Alexandroff topology δx on X with minimal base B(X, δx) = {{X}, {x}} consisting
of two elements. Consider the constant Alexandroff presheaf ζV,x that sends (V, V
triv)
to (X, δx).
Proposition 48. The point (x, b) is a flat point of G if and only if for some neigh-
borhood V ⊂ B of the point b the homeomorphism G−1⌊V is ζv,x-prismatic.
Let k = {1, . . ., k}. Pick G ∈ PLRk(X), (x, b) ∈ X × R
k, and i ∈ k. Let e1, . . ., ek
be a basis in Rk. Consider the line li(b) = {b + eit | t ∈ R}. Thus li(b) is the line
passing through the point b parallel to ei.
We say that G is horizontal in the direction i at the point (x, b) if there exists
a neighborhood V ⊂ Rk of the point b such that for every b′ ∈ V the homeomorphism
G⌊li(b′) is flat at (x, b
′).
Proposition 49. If G ∈ PLRk(X) and (x, b) ∈ X×R
k are such that G is horizontal
for all directions i ∈ k, then (x, b) is a flat point of G.
Proof. We may assume that there is a small cube Q ⊂ Rk with edges parallel to
the basis vectors and barycenter b such that for every b′ ∈ Q the homeomorphism
PL⌊li(b′) is horizontal at (x, b
′) in any direction i ∈ k. We can approach any point
b′ ∈ Q by a finite polygonal line lying inside Q and formed by intervals parallel to
the coordinate axes. From this fact and the conditions of the proposition it follows
that G−1⌊b′(x) = G−1⌊b(x). 
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11.3. Denote by (T k)v
∗
the set {(tk, v) ∈ T k | v = v∗}.
Proposition 50. Let Γ ∈ HGF(X,k, N) be a graph system. Let G ∈ PLIk be
a fiberwise homeomorphism consistent with Γ. Assume that (x∗, t∗
k
, v∗) ∈ X × T k,
v∗ > 0. Then the following is true.
If the fiberwise homeomorphism FΓ⋊G
−1⌊(Tk)v∗ is not horizontal in the direction
i at the point (x∗, t∗
k
, v∗), then there exists an index a ∈ {{2N − 1}} such that ai = 2l,
(x∗, t∗
k
, v∗) ∈ Ωa, and x∗ ∈ supp(f
l+1
i − f
l
i ).
Proof. We consider two cases.
1. Assume that for every a such that (x∗, t∗
k
, v∗) ∈ Ωa it is true that ai is odd. This
means that (x∗, t∗
k
, v∗) belongs to the complement of the closed set ∪a∈{ 2N−2} , i∈e(a)Ωa.
By the proof of Proposition 43 on page 75, we can conclude that a belongs to the
interior of some Ωa such that i ∈ o(a). Then from the definition of Fa, the definition
of FΓ⋊G
−1, and Proposition 44 on page 77 (a) it follows that FΓ⋊G
−1 is horizontal
at the point (x∗, t∗
k
, v∗) in the direction i.
2. Let a ∈ {{2N−1}} be such that ai = 2l and x∗ 6∈ supp(f
l+1
i −f
l
i ). In this case, by
the proof of Proposition 43 on page 75, the point t∗
k
belongs to Ω2l−1i (x
∗, v∗)∩Ω2l+1i ,
where
Ωji (x
∗, v∗) = {tk | f
j
i (x
∗, tk\{i}, v
∗) ≤ ti ≤ f
j+1
i (x
∗, tk\{i}, v
∗)}.
The special feature of the condition gf4 is that in this case
f
j
i = f
[ j+1
2
]
i (x
∗) + 2[
j
2
]v∗ ≡ const.
Therefore in some neighborhood of the point (x∗, t∗
k
, v∗) in T k(x∗, v∗), all the points
satisfy the conditions of Proposition 44 on page 77. This completes the proof. 
11.4. Let G be consistent with Γ. We will describe the structure of the homeomor-
phism (FΓ ⋊G
−1)1 ∈ PL[[2N−1]]k(X).
Let us introduce an OPL Alexandroff topology E(N, k) on the cube [[2N − 1]]k.
First, consider an Alexandroff topology E(N, 1) on [[2N − 1]]1 = [0, 2N − 1]. The
elements of the minimal base B([[2N − 1]]1, E(N, 1)) are indexed by the elements of
{{2N − 2}}1 = {0, 1, . . ., 2N − 2}. Put
Ei =

(i− 1, i+ 2) if 2 ≤ i ≤ 2N − 4 and i is even,
(i, i+ 1) if 1 ≤ i ≤ 2N − 3 and i is odd,
(0, 2) if i = 0,
(2N − 3, 2N − 1) if i = 2N − 2.
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Consider the partial order ≤
e
on {{2N − 2}}1 generated by the relation “an even
number is larger than both neighboring odd numbers.” We can see that Ei ⊆ Ej if
and only if i ≤
e
j. Thus we obtain a canonical isomorphism of posets
(56) B([[2N − 1]]1, E(N, 1)) ≈ {{2N − 2}}1≤
e
.
Define
(57) ([[2N − 1]]k, E(N,k)) = ([[2N − 1]]1, E(N, 1))k.
Taking a power of the isomorphism (56), we obtain a canonical isomorphism
(58) B([[2N − 1]]1, E(N,k)) ≈ {{2N − 2}}k≤
e
(here we denote the power (≤
e
)k of the partial order ≤
e
by the same symbol ≤
e
). Thus
the elements of the minimal base B([[2N −1]]k, E(N, k)) are indexed by the elements
of {{2N − 2}}k, and Eak =
∏
i∈kEai , Ea ⊂ Eb ⇔ a ≤
e
b.
Let Γ ∈ GF(X,k, N) be a graph system and assume that the axiom gf4 is satisfied.
Pick a ∈ {{2N − 2}}. Consider the subset
(59) J˜Γ(a) ⊂ X, J˜Γ(a) =
⋃
i∈e(a), ai=2li
supp(f li+1i − f
li
i ).
Put JΓ(a) = D eJΓ(a) (the functor D⋆ is defined in Sec. 8.1 on page 61). We obtain a
poset morphism
{{2N − 2}}k≤
ek
JΓ−→ Al(X).
Using the isomorphism (58), we define a morphism
([[2N − 1]]k, E(N,k))
JΓ−→ Al(X)
as the composite
([[2N − 1]]k, E(N,k))
o
−→ B([[2N − 1]]k, E(N,k)) ≈ {{2N − 2}}k≤
e
JΓ−→ Al(X).
11.5. The prismaticity of FΓ⋊G
−1. Here we will assemble the prismaticity prop-
erties of FΓ ⋊G
−1 into a final lemma.
Proposition 51. Let Γ ∈ GF(X,k, N) be a graph system satisfying gf4. If G is
consistent with Γ, then the fiberwise homeomorphism (FΓ ⋊G
−1)1 is JΓ-prismatic.
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Proof. Note that
E(N,k) = Λ(N,k)c
(see Secs. 10.8 on page 74 and 6.1.4 on page 44). It follows from Proposition 42 on page 75
that for (x∗, t∗
k
) ∈ X×[[2N−1]]k the following is true. If t∗
k
∈ Ea and (x∗, t∗k) ∈ Ω
1
c(Γ),
then c ≤
e
a. Comparing this fact with Propositions 42 on page 75 and 49 on page 80,
we can see that the following assertion is true: if t∗
k
∈ Ea and (FΓ ⋊ G−1)1 is not
horizontal at the point (x∗, t∗
k
), then x∗ is contained in J˜Γ(a). This means exactly
the required JΓ-prismaticity of (FΓ ⋊G
−1)1. 
Thus the following objects are associated with a graph system Γ ∈ HGF(X,k, N,M):
• an OPL Alexandroff topology Θ = Θ(M) on T k(N) and a morphism
B(Θ)
ζ
−→ B(Ψ) = B(
1
M
[I]k)op
(see Sec. 10.11 on page 77);
• an OPL Alexandroff topology E = E(N) on T k1 = T
k
1 (N) ≈ [[2N − 1]]
k and
an Alexandroff presheaf (T k1 , E)
JΓ−→ Al(X) (see Sec. 11.4 on page 81).
The topology E on T k1 is inscribed into the topology Θ
op⌊Tk1 on H
k
1 . The following
lemma holds.
Lemma 10. If a fiberwise homeomorphism G is consistent with Γ ∈ HGF(X,k, N,M),
then
(a) FΓ ⋊G
−1⌊Hk1 is JΓ-prismatic;
(b) if L ∈ Al(X) and G is δL-prismatic, then FΓ ⋊G−1 is δL-prismatic;
(c) if G⌊∂Ik is prismatic with respect to an Alexandroff presheaf (∂I
k,Ψ⌊∂Ik)
ξ
−→
Al(X), then FΓ⋊G
−1⌊Tk1 is prismatic with respect to the Alexandroff presheaf
(60) (T k1,Θ⌊Tk1 )
ξ◦ζ|B(Θop⌊
Tk
)◦o
−−−−−−−−−→ Al(X).
Proof. Assertion (a) is a special case of Proposition 51 on the previous page. Asser-
tion (b) follows from Proposition 39 on page 70. Assertion (c) follows from Proposi-
tions 50 on page 81 and 40 on page 70. 
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12. Hudson functions and their graphs
Here we use a construction from [15, Theorem 6.2, p. 130, and its corollaries].
Hudson suggests especially simple functions needed for fragmentation.
Let K be a simplicial complex triangulating X and |K|
t
−→ X be a triangulation.
Let f : |K| −→ I be a function that is linear on all simplices of K (i.e., f is determined
by its values at the vertices of K). We call such functions Hudson functions on
the simplicial complex K. A function X
g
−→ I that decomposes as
X
|K|,
t−1 ?
??
??
? I
g //
??
f


where f is a Hudson function on K will be called a Hudson function on the
triangulation t of X .
Denote by Hud(t) the set of all Hudson functions on t. The diameter diamf of
a Hudson function f is defined as
max
{x,y∈X}
|f(x)− f(y)|.
The diameter measures the difference between f and a constant function. The set
Hudδ(t) of all Hudson functions of diameter at most δ is a compact finite-dimensional
polyhedron (obviously, it is just a cube).
Let G be a compact family of homeomorphisms in PLIk(X), i.e., G =
{Gb}b∈B ⊂ PLIk, where B is a compact polyhedron. The map B×X× I
k G−→ X× Ik
defined by the correspondence (b, x, tk) 7→ Gb(x, tk) is supposed to be piecewise
linear.
Pick s ⊆ k. Consider a collection of functions fs, fi ∈ Hud(t) indexed by s.
Consider the collection of subpolyhedra Γs, where Γi = {(x, tk) | ti = fi(x)}.
A homeomorphism G ∈ PLIk(X) is consistent with fs if both Γs and G
−1(Γs)
satisfy the condition gf from Sec. 10.1 on page 71.
Proposition 52. Under our conditions, there exists δ(G) > 0 such that if diamfi ≤ δ
for all i ∈ s, then fs is consistent with all homeomorphisms from G.
Proof. We will apply Hudson’s arguments inductively by the number of functions in
fs.
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1. Let #{s} = 1 and s = {i}. We must prove that there exists δ > 0 such that if
diamfi ≤ δ, then every leaf
L(x∗,t∗
k\{i}
)(G) = {(x, tk) | x = G(x
∗)⌊tk , tk\{i} = t
∗
k\{i}}
of every G ∈ G intersects Γi in a single point. Consider the projection X × Ik
π{i}
−−→
I{i}. The homeomorphisms from G are fiberwise with respect to πi, therefore Hud-
son’s arguments can be directly applied.
2. Assume that we can prove the assertion for #{s} ≤ l − 1. Let #{s} = l.
Pick i ∈ s. By the previous step, we can find δ > 0 such that if diam(fi) ≤ δ,
then fi is consistent with G. Given fi and G, there is a homeomorphism W (fi, G) ∈
PLIk\{i}(X) defined as follows. Denote by X × I
k\{i} G
−1fi−−−→ I{i} the function with
graph G−1(Γi). Set
W (fi, G)⌊tk\{i}(x) = G⌊(tk\{i}(x),ti=G−1fi(x,tk\{i}))(x).
The set of homeomorphisms
W = {W (fi, G)}fi∈Hudδ, G∈G ⊂ PLIk\{i}(X)
is a compact set of homeomorphisms from PLIk\{i}(X). By the inductive assumption,
for this set δ exists for the set of Hudson functions fs\{i}. It remains to observe that
the set of Hudson functions fs\{i}, which is consistent with W, together with the
Hudson function f{i}, which is consistent with G, forms a set fs consistent with
G. 
Let |K|
t
−→ X be a triangulation. Let ˙starv(t) be the cover of X by the open
stars of t. Let G ∈ PLIk(X) be a compact family of homeomorphisms. Let N,M be
positive integers. AHudson system for the data 〈G, N,M, t〉 is a graph system Γ ∈
HGF(X,k, N,M) such that Γ is simultaneously consistent with all homeomorphisms
from G and supp(f j+1i − f
j
i ) ∈ ˙starv(t) for all i, j.
As a result of the constructions of this section, we obtain the following assertion.
Lemma 11. For any compact family of homeomorphisms G ∈ PLIk(X), any trian-
gulation |K|
t
−→ X, and any positive integer M there exist a positive integer N(G)
and a Hudson system
H(G, t,M) ∈ HGF(X,k, N(G),M).
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Proof. First, order the vertices of K in an arbitrary way: v1, . . ., vV . Choose a special
sequence {hj}j=0,...,V of Hudson functions on K. Put h0 ≡ 0; for j = 1, . . ., V , define
functions on the vertices by the following rule:
hj(vi) =
{
1 for i < j,
0 for i ≥ j.
It is clear that 0 = h0 ≤ h1 ≤ . . . ≤ hV and supp(hj+1 − hj) = ˙star(vj).
Further, choose δ(G) by Proposition 52 on page 84 and choose a positive integer
M such that 1
M
< δ.
Now we can define the system of functions {f ji }i∈k, j∈{MV } that determines H(G, t,M).
Put f ji =
l
M
+ 1
M
hj′ for j = lV + j
′, 0 < j′ < V . 
12.1. Comparing Lemma 11 with Lemma 10, we can see that for a compact family
of homeomorphisms G ⊂ PLIk(X) and a Hudson system H(G, t,M), the image of the
Alexandroff presheaf JH(G,t,M) lies in the subposet ˙star
k
(t) ⊂ Al(X) that is generated
by the unions of at most k open stars of t.
13. Small balls, separation of small balls
We need a sequence of propositions on “separation” of configurations of balls on a
simplicial manifold K. We say that a set of balls {Ai}i ∈ D∞(K) separates a (not
necessarily disjoint) set of balls {Bj}j , Bj ⊂ |K|, if ∪iBj ⊆
X
∪iAi.
Consider a compact simplicial geometric n-dimensional PL manifold K. Denote
by star(K) the cover of |K| by the closed stars of K. Denote by sdiK the ith
barycentric subdivision of K.
Proposition 53. If i ≥ j ≥ 0, then star(sdiK) is inscribed into star(sdjK).
Proof. This is a general property of subdivisions of simplicial complexes:
K0 E K1 ⇒ star(K0) is inscribed into star(K1).

Proposition 54. For any two balls a, b ∈ star(sd2K) such that a∩b 6= ∅ there exists
c ∈ star(K) such that a ∪ b ⊆ c.
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h
a
s0
s1
b=s2
Figure 15.
Proof. Recall that the vertices of sd1K are indexed by the simplices of K, the edges
of sd1K are indexed by the 2-flags of simplices of K, . . . , the k-simplices of sd1K
are indexed by the k-flags of K. Thus let a, b ∈ star sd2K and a ∩ b 6= ∅. Let t
be a vertex of sd2K, t ∈ a ∩ b. The complex sd2K is covered by sd1K, therefore
the vertex t belongs to some complete flag s0, . . ., sn. We claim that the closed star
| starK(s0)| contains |a ∪ b| (see Fig. 15). This follows from two observations:
1. The simplicial ball sd2 starK(s0) is a full subcomplex of sd2K. This means that
if all vertices of some simplex from sd2K belong to sd2 starK(s0), then the simplex
itself belongs to sd2 starK(s0).
2. The minimum length of a chain of edges connecting t with a vertex of sd2 linkK(s0)
is at least 2. Therefore the minimum length of a chain of edges connecting t with a
vertex that does not belong to sd2 starK(s0) is at least 3. While the minimum length
of a chain of edges connecting t with a vertex of a ∩ b is at most 2.
It follows from the second observation that all vertices of a∩b belong to sd2 starK(s0).
Therefore, by the first observation, all simplices of a∩ b belong to sd2 starK(s0). 
It is easy to verify the following assertion.
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Proposition 55. If i ≥ 2, then the star of a simplex from sdiK either is itself a
ball consistent with K, or is contained in a star of sdi−1K consistent with K.
Consider the set B(X) of all closed PL balls embedded into X . Denote by B∞(X)
the set of all finite subsets in B(X). There are two partial orders on B∞(X):
• the order by inclusion :
{Bi}i ⊑ {Cj}j ⇔ {Bi}i ⊆
B(X)
{Cj}j ,
• the order by covering :
{Bi}i 4 {Cj}j ⇔ ∪iBi ⊆
X
∪jCj.
Consider the infinite sequence
K = sd0K D sd1K D sd2K D . . ..
Set SlK = ∪∞i=lstar sdiK ⊂ B(|K|).
Proposition 56 (On separation of small consistent balls). Let us be given m K-
consistent balls from SiK, i ≥ 3m − 2. Then they can be separated by a collection
of at most m disjoint K-consistent balls from Si−3(m−1)K.
Proof. Induction by m. If m = 1, then the assertion is trivial. Assume that it is true
for m = k − 1, k ≥ 2.
Let us be given a collection A = {a1, . . ., ak} of K-consistent balls from SiK. If
the balls from A are disjoint, then the assertion is true. Otherwise ai ∩ aj 6= ∅ for
some pair i, j ∈ {1, . . ., k}, i 6= j. Applying Propositions 53 and 54 and using the
fact that sdiK = sd2 sd(i−2)K, we can find a ball c
′ ∈ Si−2K such that ai ∪ aj ⊂ c
′.
By assumption, i ≥ 3k − 2 and k ≥ 2. Therefore the inequality i− 2 ≥ 3k − 4 ≥ 2
holds, and the conditions of Proposition 55 are satisfied for the ball c′. Therefore
there exists a K-consistent ball c ∈ Si−3K that contains c′. Consider the new set
of K-consistent balls B = {c} ∪ (A \ {ai, aj}). By construction, the set B covers A,
consists of k − 1 elements, and belongs to Si−3. By the inductive assumption, for
the set of balls B the assertion is true. By the transitivity of 4, the inductive step
is proved. 
Denote by SijK ⊂ B
∞(|K|) the set of all unordered collections of at most i balls
from SjK. Obviously, the order ⊑ on B
∞(|K|) is stronger than 4, i.e., (A ⊑ B)⇒
(A 4 B). Denote by B∞(|K|)⊑
β
−→ B∞(|K|)4 the morphism of weakening the order.
The poset (SijK)4 will be denoted by T
i
jK, and the poset (S
i
jK)⊑ will be denoted
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by the same symbol SijK. Let D
i
jK →֒ T
i
jK be the subposet of T
i
jK formed by all
disjoint collections of K-consistent balls.
Obviously, Si0j0K →֒ S
i1
j1
K and T i0j0K →֒ T
i1
j1
K if i0 ≤ i1 and j0 ≥ j1. That is,
S••K and T
•
•K are double filtrations of S
∞
0 K and T
∞
0 K, respectively.
13.1. We need a special notation: denote by m˜ the number 3(
∑j=m
j=1 l! − m). It
satisfies the recurrence m˜ = m˜− 1 + 3(m!− 1). The composite
Smi K
β
−→ Tmi K →֒ T
m!
i−em−1K
will be denoted by αmi .
Proposition 57 (On functorial separation of small balls). For any geometric sim-
plicial manifold K, any positive integer m, and any i ≥ m˜+2, there exists a natural
transformation θmi of the poset morphism S
m
i K
αmi−−→ Tm!i− em−1K into a poset morphism
Smi K
γmi−−→Dm!i−em−1K →֒ T
m!
i− em−1K.
Proof. Induction on m.
1. Let m = 1. Then m! = 1, m˜ = 0, and the poset structure on Smi K is trivial.
Set Smi K
γ1i−→ D1i−1K. According to Proposition 55, for every ball B ∈ S
m
i we can
choose a larger K-consistent ball γ1i (B) from D
1
i−1K. We have B ⊆ γ
1
i (B), i.e.,
α1i (B) 4 γ
1
i (B), and θ
1
i is defined.
2. Assume that θm−1i ,γ
m−1
i are already constructed. Note that S
i
jK,T
i
jK are
truncated upper semilatices (the supremum exists provided that there exists an upper
bound). The semilatice SijK is free. Consider the diagram
(61)
Sm−1i K D
(m−1)!
i−m˜−1+1
K.
γm−1i
//
Smi KOO
?
Tm!i− em−1K
δm //
OO
?
Since Smi K is free, the extension δm is canonically defined on the set {Ai}
m
i=1 ∈ S
m
i K
by the rule
δm({Ai}
m
i=1) = ∨
m
i=1γ
m−1
i ({Aj}j∈{1,...,m}\{i}).
Therefore δm({Ai}mi=1) has at most m! balls. Since S
m
i is free, it follows that if we
choose, according to Proposition 56 on the previous page, an arbitrary separating
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cover δm({Ai}mi=1), then we will obtain a natural transformation δm
ϑm
•
// γm of the
functor δm into some functor
Smi K
γm−−→Dm!i−em−1K.
Now we can put θm = ϑmψm, where ψm is canonically defined by the commutativity
of the square of natural transformations
αm−1i γ
m−1
i .θm−1
//
αmiOO
?
δm
ψm //
OO
(61)
?
Here the left arrow is the canonical embedding as a subfunctor, and the right arrow
is the embedding defined by diagram (61). 
14. Lemma on prismatic fragmentation of fiberwise homeomorphisms
over the cube
Here we assemble the knowledge collected in Secs. 9–13 into a lemma which is a
multidimensional generalization of Hudson’s isotopy fragmentation.
Lemma 12 (On prismatic fragmentation of fiberwise homeomorphisms over the
cube). Assume that the following data are fixed: Q ∈ R(X), a set of homeomorphisms
G1, . . ., Gm, U ∈ PLIk(X), a triangulation K E Q, a positive integer M ≥ 1, an
Alexandroff presheaf
(∂
1
M
[Ik])op
ξ
−→ D∞c (K).
Assume that the homeomorphisms G1, . . ., Gm are δQ-prismatic and the homeomorphisms
G1⌊∂Ik , . . ., Gm⌊∂Ik , U⌊∂Ik are ξ-prismatic.
Then there exist
• homeomorphisms G˜1, . . ., G˜m, U˜ ∈ PLIk×I(X) such that G˜i⌊Ik×{0}= Gi, U˜⌊Ik×{0}=
U ,
• an OPL Alexandroff topology T on the cubic bucket Ξ = ∂Ik × I ∪ Ik × {1}
such that T |∂Ik×{0} = (∂
1
M
[Ik])op,
• an Alexandroff presheaf (Ξ, T )
eξ
−→ D∞c (K) extending ξ such that G˜1, . . ., G˜m
are δQ-prismatic and G˜1⌊Ξ, . . ., G˜m⌊Ξ, U˜⌊Ξ are ξ˜-prismatic. If the homeomor-
phism U is δQ-prismatic, then the homeomorphism U˜ can be chosen to be
δQ-prismatic.
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Proof. 0. In the proof we construct the following:
• six data sets 〈Gj1, . . ., G
j
m, U
j, T j, ξj〉, where Gji , U
j ∈ PLIk , j = 0, . . ., 5, T
j
is an Alexandroff topology on ∂Ik, (∂Ik, T j)
ξj
−→ D∞c (K);
• five data sets 〈Gj,j+11 , . . ., G
j,j+1
1 , U
j,j+1, T j,j+1, ξj,j+1〉, where Gj,j+1i , U
j,j+1 ∈
PLIk×I , j = 0, . . ., 4, (∂I
k × I, T j,j+1)
ξj,j+1
−−−→ D∞c (K));
• a topology E on Ik and an Alexandroff presheaf (Ik, E)
ψ
−→ D∞c (K) such that
– Gj,j+1i ⌊Ik×0= G
j,
– Gj,j+1i ⌊I×1= G
j+1,
– U j,j+1⌊I×{0}= U
j ,
– U j,j+1i ⌊I×{1}= U
j+1,
– h0ξj,j+1 = ξi, h1ξj,j+1 = ξj+1,
– G0i = Gi, U
0
i = U , ξ
0 = ξ, ∂ψ = ξ5,
– Gji⌊∂Ik , U
j⌊∂Ik are ξ
j-prismatic,
– G5i , U
5 are ψ-prismatic, Gj,j+1i ⌊∂Ik , U
j,j+1⌊∂Ik are ξ
j,j+1-prismatic,
– all Gji , G
j,j+1
i are Q-prismatic,
– U j , U j,j+1 are Q-prismatic if U is Q-prismatic.
Having all these data, we can past them, according to Proposition 29 on page 55,
into homeomorphisms on PLIk×[0,5] using the scheme presented at the figure below.
T 5, ξ5T 4, ξ4T 3, ξ3T 2, ξ2T 1, ξ1T 0, ξ0
G4i , U
4G2i , U
2G0i , U
0 G1i , U
1 G5i , U
5, E, ψ
G
1,2
i
, U1,2
G3i , U
3
G
0,1
i
, U0,1 G
3,4
i
, U3,4G
2,3
i
, U2,3 G
4,5
i
, U4,5
Tk
Lemma 10
Ik
Ik
40 1 2 3 5
T 0,1, ξ0,1 T 1,2, ξ1,2 T 2,3, ξ2,3 T 3,4, ξ3,4 T 4,5, ξ4,5
Then, making a linear change of coordinates in the base, we will obtain the required
homeomorphisms from PLIk×I .
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1. Using Proposition 35 on page 62, build some Alexandroff presheaf
(∂Ik,A(
1
M
∂Ik))
η
−→ D∞c (K)
such that η > ξ.
2. Choose a simplicial subdivision K ′ E K that simultaneously subdivides all balls
in all configurations η(y), y ∈ ∂Ik, and in all configurations ξ(y), y ∈ ∂Ik. There
are finitely many such balls, therefore K ′ exists.
3. Using Lemma 11 on page 85, construct a number N and a Hudson graph system
H = H({G1, . . ., Gm, U}, sdekK
′,M) ∈ HGF(X, k,N,M), where sdek is defined in
Sec. 13.1 on page 89.
4. Construct G0,1, U0,1, T 0,1, ξ0,1.
We apply Lemma 10 on page 83. Consider the following fiberwise homeomor-
phisms of the trivial bundle X × T k
π2−→ T k: G
0,1
i = FH ⋊ Gi, i = 1, . . ., m,
and U
0,1
= FH ⋊ U . On T
k we have the Alexandroff topology Θ(M). Proposi-
tion 11 on page 39 defines a PL homeomorphism ϕ, which is also a homeomorphism
of Alexandroff spaces:
(T k,Θ)
Itriv;
?
??
??
??
??
??
?
( 1
M
[Ik])op × Itriv
ϕ //
 





besides, ϕ has the following properties: ϕ|Hk0 = id, ϕ(H
k
1 ) = I
k × {1}, ϕ(W k) =
(∂Ik)× I. Put G0,1i = G
0,1
i ◦ ϕ
−1, i = 1, . . ., m, and U0,1 = U
0,1
◦ ϕ−1.
According to assertion (b) of Lemma 10, the homeomorphisms G0,1i are Q-prismatic
and the homeomorphism U0,1 is Q-prismatic if U is Q-prismatic.
Define T 0,1 as ϕ−1Θ = Ac(∂ 1
N
[Ik] × Itriv). Define ξ
0,1
according to (60) and put
ξ0,1 = ξ
0,1
◦ϕ−1 : (∂Ik×I, T 0,1) −→ D∞c (K). By assertion (c) of Lemma 10 on page 83,
the homeomorphisms G0,1i ⌊(∂Ik)×I and U
0,1⌊(∂Ik)×I are ξ
0,1-prismatic.
5. Define Gji , U
j , Gj,j+1i , U
j,j+1 for j ≥ 1.
Put G1i = G
0,1
i ⌊Ik×{1} and U
1 = U0,1⌊Ik×{1}. For j ≥ 1, put G
j
i ≡ G
1
i and G
j,j+1
i ≡
G1i × id. Put U
j ≡ U1 and U j,j+1 ≡ U1 × id.
6. Define E and ψ.
N. MNE¨V, COMBINATORIAL FIBER BUNDLES 93
6.1. According to assertion (a) of Lemma 10, the homeomorphisms G1i are J
′(=
JH ◦ ϕ−1)-prismatic, where (Ik, E = ϕ−1E(N))
J′
−→ Al(X) and the topology E|∂Ik is
inscribed into the topology A( 1
M
∂[Ik]) on Ik.
6.2. We can apply Proposition 57 on page 89 to J′ and obtain an Alexandroff
presheaf (Ik, E)
ψ
−→ Dk!c (sd1K
′) such that G1i and U
1 are ψ-prismatic.
7. Define T 1,2, ξ1,2, T 2, ξ2.
Note that the topology A( 1
M
∂[Ik]) is dense (see Sec. 6.4 on page 45), therefore,
by Proposition 15 on page 46, there exists a morphism B∂(Ik, E)
φ
−→ B( 1
M
∂[Ik])op
such that for every E ∈ B(Ik, E) the inclusion E ⊂ φ(E) holds. Now we can apply
Proposition 22 on page 49 to ξ1 = ξ and φ. Put T 2 = ∂E , ξ2 = ξ1◦φ◦o : (∂Ik, E2) −→
D∞c (K). Put T
1,2 = C˜ylφ and ξ
1,2 = C˜ylφ(ξ
1, ξ2). Proposition 22 on page 49 states
that G1,2i , U
1,2 are prismatic with respect to ξ1,2.
Put T 5 = T 4 = T 3 = T 2 = ∂E .
8. Define ξ2,3.
Put ξ3 = η ◦ φ ◦ o : ∂(Ik, E) −→ D∞c (K). We have η > ξ, therefore ξ
2 < ξ3.
Apply Proposition 32 on page 58 for α = ξ2, β = ξ3, w = id. Define T
2,3 = Cyl
id
,
ξ2,3 = Cyl
id
(ξ3, ξ2). By Proposition 32 on page 58, the homeomorphisms G2,3i , U
2,3
are prismatic with respect to ξ2,3.
9. Define ξ3,4, ξ4,5.
Build a morphism ∂(Ik, E)
ξ4
−→ Dk!c sd1K
′. The morphism ξ4 is defined as fol-
lows: ξ4(b) ={all the balls from ψ(b) having a common point with a ball from
ξ2(b)}. The homeomorphisms G3i , U
3 are ξ2-prismatic and ψ-prismatic, therefore
they are ξ4-prismatic. By construction, ψ|∂Ik = ξ
5 > ξ4 < ξ3. Applying Propo-
sition 31 on page 56 to ξ3, ξ4, id, we obtain ξ3,4 = Cylid(ξ
3, ξ4). Applying Proposi-
tion 32 on page 58 to ξ4, ξ5, id, we obtain ξ4,5 = Cyl
id
(ξ4, ξ5). 
15. The proof of the lemma on a common R(X)-triangulation of
fiberwise homeomorphisms
Here we will prove Lemmas 13 and 14. The latter is the ⌢-lemma for the pair
(Prismm(X)× PL(X),Prismm+1(X)). This will complete the proof of Theorem A.
N. MNE¨V, COMBINATORIAL FIBER BUNDLES 94
15.1. Local lemma. Here we prove that some data related to the prismaticity of
a family of fiberwise homeomorphisms over a simplicial bucket can be extended to
similar data over the filling of the bucket.
Fix the following data:
• Q ∈ NkR(X), Q = (Q0 E Q1 E ... E Qk),
• the standardQ-coloring of the ordered simplicial complex [∆k] and the Alexan-
droff presheaf (∆k,Ac([∆k]))
MaxQ
−−−→ R(X) generated by the coloring (see (26)),
• the prism ∆k × I with the structure of the ball complex [∆k]× [0, 1],
• the Alexandroff presheaf
(∆k × I,Ac([∆k]× [0, 1]))
α(Q)=MaxQ}⌊π
−−−−−−−−−→ R(X)
induced by the projection [∆k]× [0, 1]
π
−→ [∆k],
• the “lower simplicial bucket”
Γk = ∆k × {0} ∪ ∂∆k × I ⊂ ∆k × I
with the ball structure [Γk] induced by the embedding,
• an OPL Alexandroff topology T on the rim
∂∆k
id×{1}
→֒ Γk
of the bucket,
• a common triangulation K E Qi, i = 0, . . ., k,
• an Alexandroff presheaf (∂∆k × {1}, T )
ξ
−→ D∞c (K),
• a set of fiberwise homeomorphisms over the bucket:
G1, . . ., Gm, U ∈ PLΓk(X).
Lemma 13. Assume that our data satisfy the following conditions:
(1) the homeomorphisms G1, . . ., Gm are α(Q)⌊Γk-prismatic,
(2) the homeomorphisms G1⌊∂∆k×{1}, . . ., Gm⌊∂∆k×{1}, U⌊∂∆k×{1} are ξ-prismatic,
(3) if the homeomorphism U⌊di∆k×{0} is α(Q)⌊di∆k×{0}-prismatic, then its exten-
sion U⌊di∆k×I to the wall of the bucket is α(Q)⌊di∆k×I-prismatic.
Then there exist
• an OPL Alexandroff topology T˜ on ∆k × {1},
• an Alexandroff presheaf (∆k × {1}, T˜ )
eξ
−→ D∞c (K),
• a set of fiberwise homeomorphisms G˜1, . . ., G˜m, U˜ ∈ PL∆k×I(X)
such that
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I
∆k
G
1,2
i , U
1,2
i
Lemma 12
Ik
G
0,1
i , U
0,1
Gi, U
ϕ G˜i, U˜
I
Figure 16.
(1) T˜ ⌊∂∆k×{1}= T , ξ˜⌊∂∆k×{1}= ξ,
(2) G˜i⌊Γk= Gi, i = 1, . . ., m, U˜⌊Γk= U ,
(3) G˜i⌊∆k×{1}, i = 1, . . ., m, and U˜⌊∆k×{1} are ξ˜-prismatic,
(4) G˜i, i = 1, . . ., m, are α(Q)-prismatic; if U⌊∆k×{0} is Q-prismatic, then one
can choose U˜ to be α(Q)-prismatic.
Proof. We construct a filling T˜ , ξ˜, G˜i, i = 1, . . ., m, U˜ of the bucket from three
pieces (see Fig. 16). The last, principal, piece will be obtained from Lemma 12. The
two first pieces are needed to adjust our data to take the form required for applying
Lemma 12.
1. We need the following data:
• a homeomorphism Ik
ϕ
−→ ∆k of the cube onto the simplex,
• Gj,j+1i ∈ PLΓk×I(X), i = 1, . . ., m, j = 0, 1, U
j ∈ PL∆k×I , j = 0, 1,
• Ĝi ∈ PLIk×I(X), i = 1, . . ., m, Û ∈ PLIk×I(X),
• Alexandroff topologies T j,j+1 on ∂∆k × I and an Alexandroff topology T̂ on
the upper cubic bucket Ξ
k
= ∂Ik × I ∪ Ik × {1},
• morphisms (∂∆k × I, T j,j+1
ξj,j+1
−−−→ D∞c (K)) for j = 0, 1 and a morphism
(Ξ
k
, T̂ )
bξ
−→ D∞c (K).
Assume that the following conditions are satisfied:
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(a) G0,1i ⌊Γk×{0}= Gi, i = 1, . . ., m; U
0,1⌊
Γ
k
×{0}
= U ; ξ0,1⌊∂∆ × {0} = ξ;
(a1) G0,1i , i = 1, . . ., m, are δQk-prismatic; U
0,1 is δQk -prismatic if U is α(Q)-
prismatic;
(a2) G0,1i ⌊∂∆k×{1}×I and U
0,1
i ⌊∂∆k×{1}×I are ξ
0,1-prismatic;
(b) G1,2i ⌊Γk×{0}= G
0,1
i ⌊Γk×{1}= G
1
i , i = 1, . . ., m; U
1,2⌊
Γ
k
×{0}
= U0,1⌊
Γ
k
×{1}
= U1;
ξ1,2⌊∂∆ × {0} = ξ0,1⌊∂∆ × {1};
(b1) G1,2i , i = 1, . . ., m, are δQk -prismatic; U
1,2 is δQk -prismatic if U
0,1⌊Γk×{1} is
δQk-prismatic;
(b2) G1,2i ⌊∂∆k×{1}×I and U
1,2
i ⌊∂∆k×{1}×I are ξ
1,2-prismatic;
(c) Ĝi⌊Ik×{0}= (G
1,2⌊Γk×{1})⌊ϕ= G
2
i , i = 1, . . ., m; Û⌊Ik×{0}= (U
1,2⌊
Γ
k
×{1}
)⌊ϕ=
U2; ξ̂⌊Ik×{0}= (ξ
1,2⌊Γk×{1})⌊ϕ;
(c1) Ĝi, i = 1, . . ., k, are δQk -prismatic; Û is δQk -prismatic if Û⌊Ik×{0} is δQk-
prismatic;
(c2) Ĝi⌊Ξk , i = 1, . . ., k, and Û⌊Ξk are ξ̂-prismatic.
If we have data satisfying all these conditions, then we construct a (k+1)-dimensional
PL ball P as the colimit of the following diagram of solid arrows:
P
Γk × I
55kkkkkkkkk
Γk × I
OO


Ik × I.
iiS S S S S S S S S
Γk
id×{0}
;;xxxxxxxxxid×{1}
ccFFFFFFFFF
Ik
ϕ×{1}
ccFFFFFFFFF id×{0}
;;wwwwwwwww
The boundary of P is assembled from two k-dimensional balls Γk and S:
(62) S
∂∆k × I
44jjjjjjjjjj
∂∆k × I
OO


Ξ
k
.
iiS S S S S S S S S S
∂∆k
id×{0}
::uuuuuuuuuuid×{1}
ddJJJJJJJJJ
∂Ik
ϕ×{1}
ddIIIIIIIII id×{0}
=={{{{{{{{
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We define G˜′i, U˜
′ ∈ PLP (X) as pastings (see Sec. 7.1.1 on page 55):
G˜′i, U˜
′
G0,1i , U
0,1
44iiiiiiiiiii
G1,2i , U
1,2
OO


Ĝi, Û .
jjT T T T T T T T T T T
G1i , U
1
⌊id×{0}
99ssssssssss⌊id×{1}
eeKKKKKKKKKK
G2i , U
2
⌊ϕ×{1}
eeKKKKKKKKKK ⌊id×{0}
::vvvvvvvvv
We define a topology T˜ ′ on the ball S and an Alexandroff presheaf (S, T˜ ′)
eξ′
−→ D∞c (K)
as the natural pasting of the topologies and presheaves T 0,1, ξ0,1, T 1,2, ξ1,2 and T̂ , ξ̂
according to diagram (62). Pick a homeomorphism ∆k × I
ψ
−→ P that is identical on
Γk and sends ∆k × {1} to S.
Now, if we put G˜i = G˜
′
i⌊ψ, U˜ = U˜
′⌊ψ, T˜ = T˜ ′⌊ψ, and ξ˜ = ξ˜′⌊ψ, then we will obtain
data that satisfy conditions (1)–(4) due to conditions (a)–(c2) on the ingredients of
our pasting.
2. Now we will present the ingredients required in Step 1.
2.A. Put G0,1i = Gi × id, U
0,1 = U × id ∈ PL(X)Γk×I . Build a dense Alexandroff
topology T 1 on ∂∆k that strengthens the topology T . Such a strengthening always
exists by Proposition 23 on page 50. Let (∂∆k, T 1)
w
−→ (∂∆k, T ) be the morphism of
weakening the topology. Let I
inv
−→ I be the linear homeomorphism inv(t) = −t+1, so
that inv(0) = 1, inv(1) = 0. Using Proposition 31 on page 56, build a topology Cylw
on ∂∆k × I. Put T 0,1 = Cylw⌊inv (i.e., we change the orientation of the parameter in
the construction from Proposition 31). Put ξ1 = ξ ◦w and ξ0,1 = Cylw(ξ
1 ◦w, ξ)⌊inv.
By Proposition 31, conditions (a), (a1), (a2) are satisfied for G0,1i , U
0,1, ξ0,1.
2.B. Put G1,2i = Gi × id, U
1,2 = U × id ∈ PL(X)Γk×I . The Alexandroff topology
T 1⌊ϕ is an OPL topology on ∂Ik. By the Lebesgue lemma (see [16]), there is a positive
integer M such that the minimal base of the topology Ac(∂ 1
M
[Ik]) is inscribed into
the minimal base of the topology T 1⌊ϕ. Therefore B(Ac(∂
1
M
[Ik])⌊ϕ−1) is inscribed
into B(T 1). Since the topology T 1 is dense, it follows by Proposition 15 on page 46
that there is a morphism B(Ac(∂ 1
M
[Ik])⌊ϕ−1)
φ
−→ B(T 1) such that
for every U ∈ B(Ac(∂
1
M
[Ik])⌊ϕ−1) the inclusion U ⊂ φ(U) holds.
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Put T 2 = Ac(∂ 1
M
[Ik])⌊ϕ−1 , ξ
· = ξ′1 ◦φ ◦ o, T 1,2 = C˜ylφ⌊inv, and ξ
1,2 = C˜ylφ(ξ
1, ξ·)⌊inv
(see Proposition 33 on page 59). Then, by Proposition 33, conditions (b), (b1), (b2)
are satisfied for G1,2i , U
1,2, ξ1,2.
2.C. Consider the homeomorphisms induced by ϕ: G2 = Gi⌊ϕ, U2 = U⌊ϕ∈ PLIk .
We are in the conditions of Lemma 12 on page 90: the homeomorphisms ∂G2i , ∂U
2
are prismatic with respect to the Alexandroff presheaf
∂
1
M
[Ik]op
ξ2=ξ·⌊ϕ
−−−−→ D∞c (K)
and (G2)i is δQk -prismatic. Therefore there exists a topology T̂ on the upper cubic
bucket Ξ
k
that extends ∂Ac 1
M
[Ik], there exists an Alexandroff presheaf (Ξ
k
, T̂ )
bξ
−→
D∞c (K) that extends ξ
2, there exist δQk-prismatic homeomorphisms Ĝi, Û such that
Ĝi⌊Ξk , Û⌊Ξk are (ξ
′
)2-prismatic. If U2 is δQk-prismatic, then Û is δQk-prismatic.
Therefore for Ĝi, Û , ξ̂ conditions (c), (c1), (c2) are satisfied. 
15.2. The proof of the lemma on common R(X)-triangulations of fiberwise
homeomorphisms.
Lemma 14 (The ⌢-lemma for (Prismm(X) × PL(X),Prismm+1(X))). Let B be a
finite simplicial ball, B = |B|, S = ∂B, S = |S|.
Let G1, . . ., Gm, U ∈ PLY (X) be fixed. Let Q be an R(X)-coloring of B and QS be
the induced coloring of S.
Assume that the coloring Q is an R(X)-triangulation of the homeomorphisms
G1, . . ., Gm. Assume that the coloring QS is an R(X)-triangulation of ∂U .
Then there exist
• a triangulation T of B × I such that h0T = B;
• an R(X)-coloring Q˜ of the triangulation T such that h0Q˜ = Q;
• homeomorphisms G˜1, . . ., G˜m, U˜ such that h0G˜i = Gi, h0U˜ = U , Q˜ triangu-
lates G˜1, . . ., G˜m, Q˜⌊TΛ triangulates U˜⌊Λ.
Here Λ = S× I ∪B×{1} is the upper bucket and TΛ is the induced triangulation of
Λ.
Proof. 1. Fix a subdivision K E Q. Consider the ball complex Ξ = B × [I]. Define
an Alexandroff presheaf (|Ξ|,A(Ξ))
Q′
−→ R(X) by Q′ = MaxQ ◦ π1.
We will define
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• homeomorphisms G′1, . . ., G
′
m, U
′ ∈ PL|Ξ|;
• an OPL-topology T on B × {1};
• an Alexandroff presheaf (B, T )
ξ′
−→ D∞c (K)
such that
• G′1, . . ., G
′
m, U
′ extend G1, . . ., Gm;
• G′1, . . ., G
′
m are Q
′-prismatic;
• U ′⌊S×I are Q
′
S×I-prismatic;
• h1G′i, h1U
′ are ξ-prismatic.
2. Consider the following ball subcomplexes of Ξ: Ξi = Bi ∪ Bi−1 × [I] and
Ξi = Bi ∪ Bi × [I], where Bi is the i-skeleton. We can define G′i and ξi inductively
on Ξi. On Ξ0 the construction is trivial. Then we can fill the buckets of Ξ1 using
Lemma 13 and obtain required data on Ξ1; continuing in this way, we construct the
data announced in Step 1 of the proof.
Lemma 13
3. As a result of the constructions from Steps 1 amd 2 of the proof, on h1|Ξ| we
have exactly the situation of Lemma 8 on page 67. Therefore there is a triangulation
V E h1Ξ such that the associated common triangulation of the homeomorphisms V
allows pasting the construction from Lemma 8. To complete the proof, it remains to
use Proposition 34 on page 60 for extending the triangulation V to a triangulation
of G′1, . . ., G
′
m, U
′ that does not change the triangulation Q.

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16. The case of combinatorial manifolds, Theorem B
The proof of Theorem B comes from the fact that all our arguments remain valid
if we replace the poset R(X) by T(X) and the category R(X) by T(X). Only
one place in the arguments should be specially tuned: the reference to Lemma 6
in Step 3 (p. 68) of the proof of Lemma 8 should be replaced by the reference
to Lemma 7. That is, we should use the procedure of inscribing small balls into
combinatorial manifolds, which is slightly more complicated than inscribing small
balls into general ball complexes.
17. Combinatorial models for PLn fiber bundles, the tangent bundle
and Gauss map of combinatorial manifolds
Milnor [25] defined the group PLn as the simplicial group of germs at the zero
section of PL homeomorphisms of Rn. In this section, we use the Kuiper–Lashof
models for PLn fiber bundles [17, 18]. Denote by PL((R
n, 0)) the simplicial group of
origin-preserving PL homeomorphisms of Rn. Denote by PL(Sn, 0,∞) the simplicial
group of PL-homeomorphisms of the sphere Sn preserving two different points “0”
and “∞.” Denote by PL(Sn,∞) the simplicial group of PL-homeomorphisms of
Sn preserving a single point “∞.” It is proved in [18] (Lemma 1.6 at p. 248 and
Lemma 1.8 at p. 249) that in the row of natural homomorphisms of simplicial groups
(63) PL((Rn, 0))
α
−→ PLn
β
←− PL(Sn, 0,∞)
γ
−→ PL((Sn,∞)),
all homomorphisms are simplicial homotopy equivalences. In (63), the homomor-
phism α sends a homeomorphism of (Rn, 0) to its germ at 0, the homomorphism β
sends a homeomorphism of (Sn, 0,∞) to its germ at 0, and γ is the embedding. The
simplicial groups of homeomorphisms
PL((Rn, 0)), PL(Sn, 0,∞), PL((Sn,∞))
are the structure groups of PL fiber bundles with marked sections. The group
PL(Rn, 0) corresponds to fiber bundles with fiber Rn and zero section, the group
PL((Sn,∞)) corresponds to fiber bundles with fiber Sn and marked ∞-section, and
the group PL((Sn,∞)) corresponds to fiber bundles with fiber Sn and two sections
0 and ∞ that have no common points. The group PLn corresponds to germs of Rn-
bundles near the zero section. The chain (63) of simplicial homotopy equivalences
generates a chain of homotopy equivalences of classifying spaces
(64) BPL((Rn, 0)) ≈ BPLn ≈ BPL(S
n, 0,∞) ≈ BPL((Sn,∞)).
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Theorem 3 (Kuiper–Lashof theorem on models of PLn bundles). There exist func-
torial one-to-one correspondences between isomorphism classes of Milnor PL mi-
crobundles and isomorphism classes of the following PL fiber bundles:
(i) with fiber Rn and zero section,
(ii) with fiber Sn and a marked section,
(iii) with fiber Sn and two marked sections that have no common points.
17.1. Proof of Theorem C. By the Kuiper–Lashof theory, it suffices to prove that
(65) BRn ≈ BPL(S
n,∞).
We will indicate how we should tweak our general constructions to obtain the proof
of (65).
Consider the n-dimensional PL sphere Sn with a fixed point marked by “∞.”
Consider the subposet Rn of the poset R(S
n) (see Sec. 2.6 on page 17) formed by all
ball complexes having ∞ in the interior of a maximal ball. This ball will be called
“marked.” Consider the functor Rn
P
−→ Rn sending the marked ball to the marked
combinatorial ball. Consider an m-simplex
Q = Q0 E Q1 E . . . E Qn
of the simplicial setNRn. Build (see Sec. 3.1 on page 20) the structure of the cellular
bundle T(Q)
e(Q)
−−→ [∆m] on the trivial fibration Sn × ∆m
π2−→ ∆m and, additionally,
mark the constant section ∞m = {∞} × ∆m ⊂ Sn × ∆m. Denote by e∞(Q) the
pair 〈e(Q),∞m〉. There exists one “marked” prism T(Q) (see Sec. 4 on page 21)
that contains the section ∞m. A Q-prismatic homeomorphism G ∈ PL(Sn,∞) (see
Sec. 3.2.2 on page 22) is naturally defined. By construction, a Q-prismatic homeo-
morphism preserves∞m and sends the marked prism to the marked prism. We obtain
the groupoid Prism(Sn,∞) of prismatic homeomorphisms, which is a subgroupoid of
Prism(Sn) (see Sec. 3.2.3). For Prism(Sn,∞)-homeomorphisms, Lemma 3 is valid,
with an additional observation that we can force the parametric Alexander trick
to respect one fixed section (this is equivalent to the fact that PL(Dn, 0, ∂) is con-
tractible, see [18, Lemma 1.4, p. 248]). Such a version of Lemma 3 is sufficient for
the validity of all arguments concerning the W-construction for Prism(Sn,∞) and
PL(Sn,∞) from Secs. 3.3–3.7 and Sec. 4. Therefore the proof of (65) is reduced to
the following wording of the geometric Lemma 5 on page 35:
the pair
|(PrismN−1(Sn,∞)× PL(Sn,∞)|, |PrismN (Sn,∞))|
is homotopy trivial.
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This lemma is automatically proved by all our constructions of fragmentation
and surgery, since the scheme of fragmentation of fiberwise homeomorphisms from
Secs. 8–14 and all surgery of generalized prismatic homeomorphisms from Sec. 6
respect all fixed sections. We should make two remarks on the choice of trian-
gulations. In Lemma 12 on page 90 we should make sure that the triangulation
K E Q ∈ R(Sn,∞) contains the point ∞ as a vertex. Then the configurations of
small closed balls from Sec. 13 will involve either balls containing the point ∞ in
the interior or balls that do not touch this point at all. Therefore the construction
of Lemma 6 on page 63 will not lead us out of Rn provided that we take care of the
following: all common triangulations that appear in the proof of Lemma 6 should be
performed inside Rn, which is always possible.
17.2. Theorem D.
17.2.1. Milnor’s tangent microbundle. Traditionally, the tangent bundle of a PL
manifold Mn is defined as the tangent microbundle [25]. The tangent microbun-
dle is constructed as follows.
Consider the square Mn×Mn of the manifold, the projection Mn×Mn
t
−→Mn to
the first argument, and the section M
0t−→ Mn ×Mn: 0t(x) = (x, x). The tangent
microbundle of Mn is the germ of t at the section 0t. According to the Kuiper–
Lashof theory, there is a unique, up to isomorphism, (Sn, 0,∞)-bundle t0,∞M on M
n
such that its germ at the zero section is isomorphic to t. The fiber bundle t0,∞M will be
called the tangent (Sn, 0,∞)-bundle ofMn. For the tangent (Sn, 0,∞)-bundle, there
is a unique, up to isomorphism, (Sn,∞)-bundle t∞M (just forget the 0-section). This
fiber bundle will be called the tangent (Sn,∞)-bundle ofMn. These correspondences
are one-to-one correspondences of isomorphism classes. This means that the Gauss
maps
(66) Mn
G
−→ BPLn, M
n G
0,∞
−−−→ BPL(Sn, 0,∞), Mn
G∞
−−→ BPL(Sn,∞)
of the tangent bundles tM , t
0,∞
M , t
∞
M coincide up to homotopy after the identifica-
tion (64).
17.2.2. The proof of Theorem D. According to (65), BRn ≈ BPL(Sn∞). Therefore
for any locally ordered simplicial complex K with an Rn-coloring iK
Q
−→ dNRn
(see Sec. 4.2 on page 35), |K|
|Q|
−→ BRn is the Gauss map for the (S
n,∞)-bundle
e∞(Q), where e∞(Q) is pasted (Sec. 3.4.2 on page 31) from prismatic trivializations
of e∞(Q) over the simplices of K (Sec. 17.1 on the previous page).
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To prove Theorem D, it suffices to associate with the functor G an (Sn, 0,∞)-
bundle e0,∞(G) such that
(i) forgetting the 0-section e0,∞(G) yields the bundle e∞(G);
(ii) the germ of e0,∞(G) at the zero section is isomorphic to tM .
This can be achieved by the obvious special choice of prismatic trivializations asso-
ciated with Milnor’s diagonal construction during the construction of e∞(G).
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