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1. Introduction
It has been realized that polynomials orthogonal with respect to exponential weights exp(−π(x)) on R for polyno-
mial π(x) satisfy structure relations of the form
P ′n(x) = An(x)Pn−1(x) + Bn(x)Pn(x) (1.1)
[12, Chapter 3]. Such structure relation and the three-term recurrence relation show that the orthogonal polynomials satisfy
a second order differential equation. In the 1990’s it was realized that the recurrence coeﬃcients of orthogonal polynomials
satisfy nonlinear difference equations which became known as the Freud equations because Freud [9] was the ﬁrst to ob-
serve this phenomenon. They also appeared in physical models [16,7,8,17]. For π(x) = x4 − cx2 and π(x) = x6 the difference
equations turned out to be discrete analogues of the Painlevé transcendents [10,18,20]. The developments of the structure
relations seems to have been initiated by [5]. There is extensive literature on orthogonal polynomials on the unit circle and
discrete Painlevé equations. The interested reader may consult [2] and the references therein. More discrete Painlevé results
are in the recent papers [3] and [4].
In this work we study discrete analogues of the structure relation (1.1) for polynomials orthogonal on a ﬁnite or inﬁnite
set of equidistant points. We also derive second order difference equations satisﬁed by the orthogonal polynomials. We
give examples where the recursion coeﬃcients satisfy nonlinear difference equations. We also give a plausible guess for the
asymptotics of the recursion coeﬃcients.
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Let a and h > 0 be ﬁxed and deﬁne al = a+ lh for all integers l. We consider a set of monic orthogonal polynomials {Pn}
with discrete orthogonality relation
t∑
l=s
Pm(al)Pn(al)w(al) = ζmδm,n. (2.1)
Here t > 0 is ﬁnite or ∞, s < t is ﬁnite or −∞, and w is a positive weight function with ﬁnite moments that satisﬁes the
initial conditions
w(as−1) = w(at+1) = 0. (2.2)
The monic orthogonal polynomials satisfy the three-term recurrence relation
xPn(x) = Pn+1(x) + αn Pn(x) + βn Pn−1(x). (2.3)
In particular,
P0(x) = 1, P1(x) = x− α0,
P2(x) = (x− α1)(x− α0) − β1. (2.4)
The three-term recurrence relation (2.3) implies
ζn = ζ0β1β2 · · ·βn. (2.5)
The polynomials Pn also satisfy the Christoffel–Darboux identity [19,11]
n∑
r=0
Pr(x)Pr(y)/ζr = Pn+1(x)Pn(y) − Pn(x)Pn+1(y)
(x− y)ζn . (2.6)
By the orthogonality relation (2.1) for every polynomial q(x) of degree at most n and every ﬁxed integer d,
t∑
l=s
q(x)Pn(al)
x− al+d w(al) =
t∑
l=s
q(al+d)Pn(al)
x− al+d w(al) (2.7)
since (q(x) − q(y))/(x− y) is a polynomial of y of degree less than n and al+d = al + dh.
We set h f (x) = f (x+ h) − f (x) and then we deﬁne the external ﬁelds:
u(x+ h) = −hw(x)/w(x+ h) (2.8)
and
v(x) = −−hw(x)/w(x− h). (2.9)
The main results of this work are the following ﬁve theorems:
Theorem 2.1. The polynomials {Pn} satisfy
h Pn(x) = An(x)Pn−1(x) − Bn(x)Pn(x) (2.10)
where
An(x) = 1
ζn−1
t∑
l=s
(
u(x+ h) − u(al)
x+ h − al
)
Pn(al)Pn(al−1)w(al) + Pn(at+1)Pn(at)w(at)
ζn−1(at − x) (2.11)
and
Bn(x) = 1
ζn−1
t∑
l=s
(
u(x+ h) − u(al)
x+ h − al
)
Pn(al)Pn−1(al−1)w(al) + Pn(at+1)Pn−1(at)w(at)
ζn−1(at − x) . (2.12)
Theorem 2.2. The polynomials {Pn} satisfy
−h Pn(x) = Cn(x)Pn−1(x) − Dn(x)Pn(x) (2.13)
where
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ζn−1
t∑
l=s
(
v(al+1) − v(x)
al+1 − x
)
Pn(al)Pn(al+1)w(al) + Pn(as)Pn(as−1)w(as)
ζn−1(as − x) (2.14)
and
Dn(x) = 1
ζn−1
t∑
l=s
(
v(al+1) − v(x)
al+1 − x
)
Pn(al)Pn−1(al+1)w(al) + Pn−1(as)Pn(as−1)w(as)
ζn−1(as − x) . (2.15)
Furthermore,
Theorem 2.3. The following (supplementary) relations hold:
Bn+1(x) + Bn(x) = (x− αn)An(x)
βn
+ h
n∑
j=0
A j(x)
β j
− u(x+ h) + Pn(at)Pn(at+1)w(at)/ζn, (2.16)
(x− αn)Bn+1(x) − (x+ h − αn)Bn(x)
= −h + An+1(x) − βn
βn−1
An−1(x) −
(
Pn+1(at+1)Pn(at) − βn Pn(at+1)Pn−1(at)
)
w(at)/ζn, (2.17)
Dn+1(x) + Dn(x) = (x− αn)Cn(x)
βn
− h
n∑
j=0
C j(x)
β j
− v(x) + Pn(as−1)Pn(as)w(as)/ζn, (2.18)
and
(x− αn)Dn+1(x) − (x− h − αn)Dn(x)
= −h + Cn+1(x) − βn
βn−1
Cn−1(x) −
(
Pn+1(as−1)Pn(as) − βn Pn(as−1)Pn−1(as)
)
w(as)/ζn. (2.19)
The four relations above can be used to derive recurrence relations for the recurrence coeﬃcients in the three-term
recurrence relation (2.3) for the orthogonal polynomials when the external ﬁelds u(x) are v(x) are polynomials or rational
functions.
The action of the forward shift operator only with step h = 1 and associated external ﬁeld u(x) on discrete orthogonal
polynomials over uniform equidistant point sets was studied in [13], and analogues of Theorems 2.1 and 2.3 were estab-
lished. Similarly, the action of the forward q-difference operator with associated external ﬁeld u(x) on discrete q-orthogonal
polynomials over q-lattices was ﬁrst investigated in [6]. This work was recently extended in [14] by considering the action
of pairs of q and 1/q-difference operators with external ﬁelds u(x) and v(x) on discrete q-orthogonal polynomials. Second
order q-difference equations satisﬁed by the q-orthogonal polynomials and certain functions of the second kind were es-
tablished, as well as q-analogues of Theorems 2.1–2.5. The present work explores the role of the function v which was not
known to us at the time when we wrote [13] with Nikolova.
It is possible to obtain other more direct relations between An and Cn , or Bn and Dn . This approach was employed
earlier in [14]. It is based on calculating a determinant involving the polynomials Pn and the above mentioned functions of
the second kind Qn .
The functions of the second kind Qn are deﬁned by
Qn(x) = 1
w(x)
t∑
l=s
Pn(al)
al − x w(al), x /∈ {al}
t
l=s. (2.20)
Theorem 2.4. For every n 1, the function of the second kind Qn satisﬁes relations (2.3), (2.10), and (2.13).
We deﬁne the Casorati type determinant
n(x) =
∣∣∣∣ Pn(x) Qn(x)Pn(x+ h) Qn(x+ h)
∣∣∣∣ . (2.21)
Theorem 2.5. The Casorati determinant n(x) satisﬁes
n(x) = − ζn−1 An(x) (2.22)
w(x)
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n(x) = ζn−1
w(x+ h)Cn(x+ h). (2.23)
In particular An(x) and Cn(x) are related via
Cn(x+ h) = −w(x+ h)An(x)/w(x). (2.24)
Similar results were obtained in [14] for the q-difference operator deﬁned by Dq f (x) = ( f (qx) − f (x))/((q − 1)x).
3. Proofs of Theorems 2.1–2.5
In what follows we shall use the inner product deﬁned by
( f , g) =
t∑
l=s
f (al)g(al)w(al). (3.1)
In this notation the summation by parts rule is
( f ,h g) = (g,−h f ) +
(
f , v(· + h)g(· + h)) (3.2)
and
( f ,h g) = (g,−h f ) +
(
f (· − h),ug). (3.3)
Proof of Theorem 2.1. Let h Pn =∑n−1r=0 cn,r Pr . By (2.1), (2.2), and (2.8),
ζrcn,r = (h Pn, Pr) =
t∑
l=s
Pn(al)
(
Pr(al−1)w(al−1) − Pr(al)w(al)
)+ Pn(at+1)Pr(at)w(at)
=
t∑
l=s
Pn(al)
(−h Pr(al−1)w(al) − Pr(al−1)hw(al−1))+ Pn(at+1)Pr(at)w(at)
=
t∑
l=s
Pn(al)Pr(al−1)u(al)w(al) + Pn(at+1)Pr(at)w(at)
= ((u − u(x+ h))Pn, Pr(· − h))+ Pn(at+1)Pr(at)w(at). (3.4)
Then,
h Pn(x) =
((
u − u(x+ h))Pn, n−1∑
r=0
Pr(x)Pr(· − h)/ζr
)
+ Pn(at+1)
n−1∑
r=0
Pr(at)Pr(x)w(at)/ζr
=
((
(u − u(x+ h))Pn
· − x− h , Pn(· − h)
)
+ Pn(at+1)Pn(at)w(at)
at − x
)
Pn−1(x)
ζn−1
−
((
(u − u(x+ h))Pn
· − x− h , Pn−1(· − h)
)
+ Pn(at+1)Pn−1(at)w(at)
at − x
)
Pn(x)
ζn−1
(3.5)
where we used (2.6). Note that (3.5) is equivalent to (2.10)–(2.12). 
Proof of Theorem 2.2. Let −h Pn =∑n−1r=0 c˜n,r Pr . By (2.1), (2.2), and (2.9),
ζr c˜n,r = (−h Pn, Pr) =
t∑
l=s
Pn(al)
(
Pr(al+1)w(al+1) − Pr(al)w(al)
)+ Pn(as−1)Pr(as)w(as)
=
t∑
l=s
Pn(al)
(−−h Pr(al+1)w(al) − Pr(al+1)−hw(al+1))+ Pn(as−1)Pr(as)w(as)
=
t∑
l=s
Pn(al)Pr(al+1)v(al+1)w(al) + Pn(as−1)Pr(as)w(as)
= ((v(· + h) − v(x))Pn, Pr(· + h))+ Pn(as−1)Pr(as)w(as). (3.6)
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−h Pn(x) =
((
v(· + h) − v(x))Pn, n−1∑
r=0
Pr(· + h)Pr(x)/ζr
)
+ Pn(as−1)
n−1∑
r=0
Pr(x)Pr(as)w(as)/ζr
=
((
(v(· + h) − v(x))Pn
· + h − x , Pn(· + h)
)
+ Pn(as−1)Pn(as)w(as)
as − x
)
Pn−1(x)
ζn−1
−
((
(v(· + h) − v(x))Pn
· + h − x , Pn−1(· + h)
)
+ Pn(as−1)Pn−1(as)w(as)
as − x
)
Pn(x)
ζn−1
(3.7)
where we used (2.6). Clearly (3.7) implies (2.13)–(2.15). 
Proof of Theorem 2.3. First we verify (2.16). From (2.12) and (2.3) we have
ζn
(
Bn+1(x) + Bn(x)
)
= (Pn+1(at+1)Pn(at) + βn Pn(at+1)Pn−1(at))w(at)/(at − x)
+
t∑
l=s
u(x+ h) − u(al)
x+ h − al
(
Pn+1(al)Pn(al−1) + βn Pn(al)Pn−1(al−1)
)
w(al)
= ((at − αn)Pn(at+1)Pn(at) + Pn+1(at+1)Pn(at) − Pn(at+1)Pn+1(at))w(at)
at − x + I1 + I2. (3.8)
The sum I1 is
I1 =
t∑
l=s
u(x+ h) − u(al)
x+ h − al (al−1 − αn)Pn(al)Pn(al−1)w(al)
= (x− αn)
(
ζn−1An(x) − Pn(at+1)Pn(at)w(at)/(at − x)
)− ([u(x+ h) − u]Pn, Pn(· − h))
= (x− αn)
(
ζn−1An(x) − Pn(at+1)Pn(at)w(at)/(at − x)
)− ζnu(x+ h), (3.9)
since (Pn, Pn(· − h)) = (Pn,−h Pn) + (Pn, Pn) = ζn , and by (3.3) with f = g = Pn ,(
uPn, Pn(· − h)
)= 0. (3.10)
The sum I2 is
I2 =
t∑
l=s
u(x+ h) − u(al)
x+ h − al
(
Pn+1(al)Pn(al−1) − Pn(al)Pn+1(al−1)
)
w(al)
= hζn
t∑
l=s
u(x+ h) − u(al)
x+ h − al
n∑
j=0
P j(al)P j(al−1)w(al)/ζ j
= hζn
n∑
j=0
ζ j−1
ζ j
(
A j(x) − P j(at+1)P j(at)w(at)
(at − x)ζ j−1
)
= hζn
n∑
j=0
A j(x)
β j
− (Pn+1(at+1)Pn(at) − Pn(at+1)Pn+1(at))w(at)
(at − x) , (3.11)
where (2.6) was used. Combining (3.8), (3.9), and (3.11) we obtain (2.16).
Now we verify (2.17). From (2.12) we have
ζn
(
(x− αn)Bn+1(x) − (x+ h − αn)Bn(x)
)
=
t∑
l=s
u(x+ h) − u(al)
x+ h − al
(
(x− αn)Pn+1(al)Pn(al−1) − (x+ h − αn)βn Pn(al)Pn−1(al−1)
)
w(al)
+ ((x− αn)Pn+1(at+1)Pn(at) − (x+ h − αn)βn Pn(at+1)Pn−1(at))w(at)/(at − x)
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l=s
(
u(x+ h) − u(al)
){(
1+ al − h − αn
x+ h − al
)
Pn+1(al)Pn(al−1)
− βn
(
1+ al − αn
x+ h − al
)
Pn(al)Pn−1(al−1)
}
w(al) + I, (3.12)
where I denotes the expression in line three of (3.12). From (3.3) and (2.1) we have(
uPn+1, Pn(· − h)
)= (Pn,h Pn+1) − (Pn+1,−h Pn) = (n + 1)hζn (3.13)
since h Pn+1 − (n + 1)hPn has degree less than n. From (3.12), (3.13), (2.1), and (2.3) we obtain
ζn
(
(x− αn)Bn+1(x) − (x+ h − αn)Bn(x)
)
= −(n + 1)hζn + nhζn +
t∑
l=s
u(x+ h) − u(al)
x+ h − al
× [(al − h − αn)Pn+1(al)Pn(al−1) − βn(al − αn)Pn(al)Pn−1(al−1)]w(al) + I
= −hζn +
t∑
l=s
u(x+ h) − u(al)
x+ h − al
× [(Pn+1(al−1) + βn Pn−1(al−1))Pn+1(al) − βn(Pn+1(al) + βn Pn−1(al))Pn−1(al−1)]w(al) + I
= −hζn +
(
ζn An+1(x) − Pn+1(at+1)Pn+1(at)w(t)/(at − x)
)
− β2n
(
ζn−2An−1(x) − Pn−1(at+1)Pn−1(at)w(t)/(at − x)
)+ I
= ζn
(−h + An+1(x) − βn An−1(x)/βn−1)
+ [((x− αn)Pn(at) − Pn+1(at))Pn+1(at+1)
− βn
(
(x+ h − αn)Pn(at+1) − βn Pn−1(at+1)
)
Pn−1(at)
]
w(at)/(at − x). (3.14)
Using (2.3) we can write the expression in the last two lines of (3.14) as
[(
(x− at)Pn(at) + βn Pn−1(at)
)
Pn+1(at+1) − βn
(
(x− at)Pn(at+1) + Pn+1(at+1)
)
Pn−1(at)
]
w(at)/(at − x)
= −(Pn(at)Pn+1(at+1) − βn Pn(at+1)Pn−1(at))w(at). (3.15)
Formula (2.17) follows from (3.14) and (3.15).
Next, we verify (2.18). From (2.15) and (2.3) we have
ζn
(
Dn+1(x) + Dn(x)
)
= (Pn+1(as−1)Pn(as) + βn Pn(as−1)Pn−1(as))w(as)/(as − x)
+
t∑
l=s
v(al+1) − v(x)
al+1 − x
(
Pn+1(al)Pn(al+1) + βn Pn(al)Pn−1(al+1)
)
w(al)
= ((as − αn)Pn(as)Pn(as−1) + Pn+1(as−1)Pn(as) − Pn(as−1)Pn+1(as)) w(as)
(as − x) + I˜1 + I˜2. (3.16)
The sum I˜1 is
I˜1 =
t∑
l=s
v(al+1) − v(x)
al+1 − x (al+1 − αn)Pn(al)Pn(al+1)w(al)
= (x− αn)
(
ζn−1Cn(x) − Pn(as)Pn(as−1)w(as)/(as − x)
)+ ((v(· + h) − v(x))Pn, Pn(· + h))
= (x− αn)
(
ζn−1Cn(x) − Pn(as)Pn(as−1)w(as)/(as − x)
)− ζnv(x), (3.17)
since (Pn, Pn(· + h)) = (Pn,h Pn) + (Pn, Pn) = ζn , and by (3.2) with f = g = Pn , (v(· + h)Pn, Pn(· + h)) = 0.
M.E.H. Ismail, P. Simeonov / J. Math. Anal. Appl. 376 (2011) 259–274 265The sum I˜2 is
I˜2 =
t∑
l=s
v(al+1) − v(x)
al+1 − x
(
Pn+1(al)Pn(al+1) − Pn(al)Pn+1(al+1)
)
w(al)
= −hζn
t∑
l=s
v(al+1) − v(x)
al+1 − x
n∑
j=0
P j(al)P j(al+1)w(al)/ζ j
= −hζn
n∑
j=0
ζ j−1
ζ j
(
C j(x) − P j(as)P j(as−1)w(as)
(as − x)ζ j−1
)
= −hζn
n∑
j=0
C j(x)
β j
+ (Pn+1(as)Pn(as−1) − Pn(as)Pn+1(as−1))w(as)
(as − x) , (3.18)
where we used (2.6). Now (2.18) follows from (3.16), (3.17), and (3.18).
Finally, we prove (2.19). From (2.15) we have
ζn
(
(x− αn)Dn+1(x) − (x− h − αn)Dn(x)
)
=
t∑
l=s
v(al+1) − v(x)
al+1 − x
(
(x− αn)Pn+1(al)Pn(al+1) − (x− h − αn)βn Pn(al)Pn−1(al+1)
)
w(al)
+ ((x− αn)Pn(as)Pn+1(as−1) − (x− h − αn)βn Pn−1(as)Pn(as−1))w(as)/(as − x)
= −
t∑
l=s
(
v(al+1) − v(x)
){(
1+ al+1 − αn
x− al+1
)
Pn+1(al)Pn(al+1)
− βn
(
1+ al − αn
x− al+1
)
Pn(al)Pn−1(al+1)
}
w(al) + I˜, (3.19)
where I˜ denotes the expression in line three of (3.19). From (3.2) and (2.1) we have(
v(· + h)Pn(· + h), Pn+1
)= (Pn+1,h Pn) − (Pn,−h Pn+1) = (n + 1)hζn (3.20)
since −h Pn+1 + (n + 1)hPn has degree less than n. Thus, from (3.19), (3.20), (2.1), and (2.3) we obtain
ζn
(
(x− αn)Dn+1(x) − (x− h − αn)Dn(x)
)
= −(n + 1)hζn + βnnhζn−1 −
t∑
l=s
v(al+1) − v(x)
x− al+1
× [(al+1 − αn)Pn(al+1)Pn+1(al) − βn(al − αn)Pn(al)Pn−1(al+1)]w(al) + I˜
= −hζn +
t∑
l=s
v(al+1) − v(x)
al+1 − x
× [(Pn+1(al+1) + βn Pn−1(al+1))Pn+1(al) − βn(Pn+1(al) + βn Pn−1(al))Pn−1(al+1)]w(al) + I˜
= −hζn +
(
ζnCn+1(x) − Pn+1(as)Pn+1(as−1)w(as)/(as − x)
)
− β2n
(
ζn−2Cn−1(x) − Pn−1(as)Pn−1(as−1)w(as)/(as − x)
)+ I˜
= ζn
(−h + Cn+1(x) − βnCn−1(x)/βn−1)
+ [((x− αn)Pn(as) − Pn+1(as))Pn+1(as−1)
− βn
(
(x− h − αn)Pn(as−1) − βn Pn−1(as−1)
)
Pn−1(as)
]
w(as)/(as − x). (3.21)
Using (2.3) we can write the expression in the last two lines of (3.21) as[(
(x− as)Pn(as) + βn Pn−1(as)
)
Pn+1(as−1) − βn
(
(x− as)Pn(as−1) + Pn+1(as−1)
)
Pn−1(as)
]
w(as)/(as − x)
= −(Pn(as)Pn+1(as−1) − βn Pn(as−1)Pn−1(as))w(as). (3.22)
Formula (2.19) follows from (3.21) and (3.22). 
266 M.E.H. Ismail, P. Simeonov / J. Math. Anal. Appl. 376 (2011) 259–274Since we will use Theorem 2.5 in the proof of Theorem 2.4, we prove Theorem 2.5 ﬁrst.
Proof of Theorem 2.5. From (2.20), (2.21), (2.7), and (2.2) we get
n(x) = 1
w(x+ h)
t∑
l=s
Pn(x)Pn(al)
al − x− h w(al) −
1
w(x)
t∑
l=s
Pn(x+ h)Pn(al)
al − x w(al)
= 1
w(x+ h)
t∑
l=s
Pn(al−1)Pn(al)
al−1 − x w(al) −
1
w(x)
t∑
l=s
Pn(al+1)Pn(al)
al − x w(al)
= 1
w(x)w(x+ h)
t∑
ν=s−1
[w(x)w(aν+1) − w(x+ h)w(aν)]
aν − x Pn(aν+1)Pn(aν). (3.23)
Using (2.8), for s − 1 ν  t − 1 we can write
w(x)w(aν+1) − w(x+ h)w(aν) = −w(aν+1)hw(x) + w(x+ h)hw(aν)
= w(x+ h)w(aν+1)
(
u(x+ h) − u(aν+1)
)
and (3.23) becomes
n(x) = − 1
w(x)
t−1∑
ν=s−1
(u(x+ h) − u(aν+1))
x− aν Pn(aν+1)Pn(aν)w(aν+1) −
Pn(at+1)Pn(at)w(at)
w(x)(at − x)
= − ζn−1
w(x)
An(x). (3.24)
Similarly, using (2.9), for s ν  t we can write
w(x)w(aν+1) − w(x+ h)w(aν) = w(aν)−h
(
w(x+ h))− w(x)−h(w(aν+1))
= w(x)w(aν)
(
v(aν+1) − v(x+ h)
)
and (3.23) takes the form
n(x) = 1
w(x+ h)
t∑
ν=s
(v(aν+1) − v(x+ h))
aν − x Pn(aν+1)Pn(aν)w(aν) +
Pn(as−1)Pn(as)w(as)
w(x+ h)(as−1 − x)
= ζn−1
w(x+ h)Cn(x+ h). (3.25)
This completes the proof of Theorem 2.5. 
Proof of Theorem 2.4. From (2.20), (2.7) and (2.3) it follows immediately that Qn satisﬁes (2.3). Next, we show that
h Qn(x) = An(x)Qn−1(x) − Bn(x)Qn(x). (3.26)
By (2.20) and (2.8)
h Qn(x) = 1w(x)w(x+ h)
t∑
l=s
[(al − x)w(x) − (al − x− h)w(x+ h)]
(al − x)(al − x− h) Pn(al)w(al)
= 1
w(x)
t∑
l=s
((al − x)u(x+ h) + h)
(al − x)(al − x− h) Pn(al)w(al)
= 1
w(x)
t∑
l=s
(u(x+ h) − u(al))
al − x− h Pn(al)w(al) +
1
w(x)
t∑
l=s
((al − x)u(al) + h)
(al − x)(al − x− h) Pn(al)w(al). (3.27)
The right-hand side of (3.26) times w(x) is
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(
An(x)Qn−1(x) − Bn(x)Qn(x)
)
=
t∑
ν=s
u(x+ h) − u(aν)
x+ h − aν
t∑
l=s
(Pn(aν−1)Pn−1(al) − Pn−1(aν−1)Pn(al))
ζn−1(al − x) w(al)Pn(aν)w(aν)
+ Pn(at+1)w(at)
at − x
t∑
l=s
(Pn(at)Pn−1(al) − Pn−1(at)Pn(al))
ζn−1(al − x) w(al)
=
n−1∑
j=0
1
ζ j
t∑
ν=s
(u(x+ h) − u(aν))
x+ h − aν P j(aν−1)Pn(aν)
t∑
l=s
(aν−1 − al)
al − x P j(al)w(al)w(aν) + J1, (3.28)
where we used (2.11), (2.12), (2.20), and (2.6), and J1 denotes the expression in line three of (3.28). Applying the decom-
position
al − aν−1
(x+ h − aν)(x− al) =
1
x− al −
1
x+ h − aν
we get
w(x)
(
An(x)Qn−1(x) − Bn(x)Qn(x)
)
= −
n−1∑
j=0
1
ζ j
t∑
ν=s
(u(x+ h) − u(aν))
x+ h − aν P j(aν−1)Pn(aν)w(aν)
t∑
l=s
P j(al)w(al)
+
n−1∑
j=0
1
ζ j
t∑
l=s
P j(al)w(al)
x− al
t∑
ν=s
(
u(x+ h) − u(aν)
)
P j(aν−1)Pn(aν)w(aν) + J1
= −
t∑
ν=s
(u(x+ h) − u(aν))
x+ h − aν Pn(aν)w(aν) + J2 + J1, (3.29)
where we used (2.1) and J2 denotes the triple sum in line three of (3.29). In J2 we replace u(x+ h) − u(aν) by u(x+ h) −
u(al+1) + u(al+1) − u(aν). We obtain
J2 =
t∑
l=s
u(x+ h) − u(al+1)
x+ h − al+1
n−1∑
j=0
1
ζ j
P j(al)w(al)
(
P j(· − h), Pn
)
+
t∑
l=s
w(al)
x− al
t∑
ν=s
(
u(al+1) − u(aν)
)
Pn(aν)w(aν)
n−1∑
j=0
1
ζ j
P j(al)P j(aν−1)
=
t∑
l=s
w(al)
x− al
t∑
ν=s
(
u(al+1) − u(aν)
) [Pn(al)Pn−1(aν−1) − Pn(aν−1)Pn−1(al)]
ζn−1(al − aν−1) Pn(aν)w(aν) (3.30)
by (2.1) and (2.6). Thus, using (2.12) and (2.11) we get
J1 + J2 =
t∑
l=s
w(al)
x− al
{
Bn(al)Pn(al) − An(al)Pn−1(al) + Pn(at+1)w(at)
ζn−1
× (Pn(at)Pn−1(al) − Pn−1(at)Pn(al))
[
1
x− at +
1
at − al
]}
= −
t∑
l=s
w(al)
x− al h Pn(al) +
Pn(at+1)w(at)
x− at
t∑
l=s
n−1∑
j=0
P j(at)P j(al)
ζ j
w(al)
=
t∑
l=s
w(al)
al − x
(
Pn(al+1) − Pn(al)
)+ Pn(at+1)w(at)
x− at
n−1∑
j=0
P j(at)(P j, P0)/ζ j
=
t∑
Pn(aμ)
[
w(aμ−1)
aμ−1 − x −
w(aμ)
aμ − x
]μ=s
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t∑
μ=s
(−(aμ − x)hw(aμ−1) + hw(aμ))
(aμ − x)(aμ−1 − x) Pn(aμ)
=
t∑
μ=s
((aμ − x)u(aμ) + h)
(aμ − x)(aμ−1 − x) Pn(aμ)w(aμ) (3.31)
where we also used (2.10), (2.6), (2.1), and (2.8). Now (3.26) follows from (3.27), (3.29), and (3.31).
By Theorems 2.1 and 2.2, y = Pn satisﬁes the (second order) difference equation
(h + Bn)y/An = (−h + Dn)y/Cn (3.32)
which can be written as
y(x+ h) + (Bn − 1)y(x) = An(Dn − 1)y(x)/Cn + An y(x− h)/Cn
or as
y(x+ 2h) +
(
Bn(x+ h) − 1−
(
Dn(x+ h) − 1
) An(x+ h)
Cn(x+ h)
)
y(x+ h) − An(x+ h)
Cn(x+ h) y(x) = 0. (3.33)
Thus, if {y1, y2} is a solution basis of (3.33), it follows that the corresponding Casorati determinant
Wn(x) =
∣∣∣∣ y1(x) y2(x)y1(x+ h) y2(x+ h)
∣∣∣∣
satisﬁes
Wn(x+ h) = −
[
An(x+ h)/Cn(x+ h)
]
Wn(x). (3.34)
This can be seen by adding to the second row of Wn(x+h), the middle coeﬃcient of (3.33) times the ﬁrst row of Wn(x+h)
and then applying (3.33).
On the other hand, if (3.34) holds and if y1 satisﬁes (3.33), then y2 also satisﬁes (3.33). Indeed, let λn(x) = An(x)/Cn(x)
and let μn(x+ h) denote the coeﬃcient in front of y(x+ h) in (3.33). Then (3.34) can be written as∣∣∣∣ y1(x+ h) y2(x+ h)y1(x+ 2h) − λn(x+ h)y1(x) y2(x+ 2h) − λn(x+ h)y2(x)
∣∣∣∣= 0. (3.35)
By (3.33), the ﬁrst entry in the second row equals −μn(x+ h)y1(x+ h). Thus (3.35) becomes
y1(x+ h)
[
y2(x+ 2h) − λn(x+ h)y2(x) + μn(x+ h)y2(x+ h)
]= 0,
hence y2 satisﬁes (3.33).
By Theorem 2.5, we have
n(x+ h) = −ζn−1 An(x+ h)
w(x+ h) = −
An(x+ h)
Cn(x+ h)n(x).
Since Pn(x) satisﬁes (3.33), the above argument shows that Qn(x) also satisﬁes (3.33), and therefore (3.32). From (3.32)
and (3.26) it follows that Qn(x) satisﬁes
−h Qn(x) = Cn(x)Qn−1(x) − Dn(x)Qn(x). (3.36)
Theorem 2.4 is proved. 
4. Some examples
In this section we consider several weights for which we obtain recurrence relations for the recurrence coeﬃcients αn
and βn in (2.3).
We begin with a brief discussion about the coeﬃcients of the orthogonal polynomials. With
Pn(x) = xn +
n−1∑
j=0
c j,nx
j (4.1)
from (2.3) we have the following relations
cn,n+1 = −αn + cn−1,n, (4.2)
c j,n+1 = c j−1,n − αnc j,n − βnc j,n−1, 1 j  n − 1, (4.3)
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c0,n+1 = −αnc0,n − βnc0,n−1. (4.4)
From (2.4) and (4.2) it follows that
cn,n+1 = −
n∑
i=0
αi . (4.5)
Next, from (4.3) we have
cn−1,n+1 − cn−2,n = −αncn−1,n − βn
and by (2.4) and (4.5), c0,2 = −(α1c0,1 + β1). Therefore,
cn−1,n+1 = c0,2 +
n∑
i=2
(ci−1,i+1 − ci−2,i) = −
n∑
i=1
(αici−1,i + βi). (4.6)
We shall consider the following two types of examples:
Type I. w(x) = 1/Γ (kx), x > 0, (4.7)
Type II. w(x) = Γ (x+ b)
Mλx
Γ (kx)N
, x > 0. (4.8)
In both types we shall assume that h = 1 and k is a positive integer. In Type II we assume that b > 0, λ > 0 and that the
integers k > 0 and N  M  0 are such that w(x) has ﬁnite moments. When M = 0 and k = 1, w(x) is the generalized
Charlier weight (see [20]). If h is an integer, from (2.8) and (4.8) it follows that
u(x+ h) = w(x)
w(x+ h) − 1 = λ
−h (kx)
N
kh
(x+ b)Mh
− 1 (4.9)
is a rational function. Here we consider only the cases N = M = 1, h = 1, and k = 1, k = 2, or k = 3 with al = l,
l = 0,1, . . . ,∞.
Example 1. Let w(x) = 1/Γ (x). Note that this case is a limiting case of the Meixner polynomials [15,12]. Indeed, we get this
w(x) if in the Meixner polynomials we take c = 1/β and let β → ∞. The Charlier polynomials are orthogonal with respect
to the weight function
wC (x) = ax/Γ (x+ 1), x = 0,1,2, . . . , (4.10)
[12, §6.1]. Thus we are considering a special case to illustrate our technique.
In this case u(x+ 1) = x− 1 and from (2.11), (2.12), and (2.1) we get
An(x) = 1
ζn−1
(
Pn(l), Pn(l − 1)
)= ζn
ζn−1
= βn
and
Bn(x) = 1
ζn−1
(
Pn(l), Pn−1(l − 1)
)= 0.
From (2.16) we obtain αn = n + 2, and from (2.17), βn+1 = βn + 1 which implies βn+1 = β1 + n. Since
β1 = ζ1
ζ0
=
∑∞
l=1(l − 2)2/Γ (l)∑∞
l=1 1/Γ (l)
= 1,
it follows that βn = n. The recurrence relation (2.3) in this case is
(x− n − 2)Pn(x) = Pn+1(x) + nPn−1(x).
Example 2. Let w(x) = 1/Γ (2x). Before we proceed with the calculations it is worth pointing out the difference between
the orthogonal polynomials in this case and the Charlier polynomials. If we replace x by 2x− 1 in the orthogonality relation
of the Charlier polynomials we get orthogonality with respect to a2x/Γ (2x) but on {1/2,1,3/2, . . .}, which is different from
the case we are about to consider. The polynomials in our case are very different from the Charlier polynomials.
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An(x) = 1
ζn−1
(
(4x+ 4l − 2)Pn(l), Pn(l − 1)
)
= ((4x− 2) + 4(αn − n))βn
using the identity
(
lPn(l), Pn(l ± 1)
)= ∞∑
l=0
(
Pn+1(l) + αn Pn(l) + βn Pn−1(l)
)(
Pn(l) ± nPn−1(l) + qn−2(l)
)
w(l)
= (αn ± n)ζn, (4.11)
which follows from (2.3) and (2.1), and qn−2 denotes a polynomials of degree n − 2. From (2.12) we get
Bn(x) = 1
ζn−1
(
(4x+ 4l − 2)Pn(l), Pn−1(l − 1)
)= 4βn.
Now we substitute in (2.16) and compare the constant terms to obtain
βn+1 + βn = −α2n + (n + 1/2)αn +
n∑
j=0
α j − (n + 1)2/2+ 1/4. (4.12)
Therefore,
βn+1 − βn−1 = (n + 3/2− αn)αn − (n − 1/2− αn−1)αn−1 − n − 1/2. (4.13)
A similar substitution for An and Bn in (2.17) and comparison of the constant terms yields(
αn+1 + αn − (n + 1) − 1/2
)
βn+1 = (αn + αn−1 − n − 1/2)βn + 1/4.
Iterating the last equation we obtain(
αn+1 + αn − (n + 1) − 1/2
)
βn+1 = (α1 + α0 − 3/2)β1 + n/4. (4.14)
With αn = un + (n + 1)/2 Eq. (4.13) becomes
βn+1 − βn−1 = (un + un−1)(−un + un−1 + 1/2) (4.15)
and Eq. (4.14) takes the form
(un+1 + un)βn+1 = (u1 + u0)β1 + n/4. (4.16)
From (4.15) and (4.16) with d0 = (u1 + u0)β1 we get
d0 + n/4
un+1 + un −
d0 + (n − 2)/4
un−1 + un−2 = (un + un−1)(−un + un−1 + 1/2) (4.17)
which is a nonlinear recurrence relation for the recurrence coeﬃcients. Moreover, if we assume that un has a limit then
(4.17) indicates that un → 1/2. Thus, we have the Ansatz:
αn = n
2
+ 1+ o(1), βn =
(
1/4+ o(1))(n − 1) + (u0 + u1)β1 + o(1). (4.18)
Some simple evaluations show that ζ0 = sinh(1), 2α0ζ0 = e,
u0 = coth(1)/2, u1 = −1
2
+ 2− α0 + 2(1− α0)
2 coth(1)
4β1
,
and
β1 = sinh(2) − 2
4(cosh(2) − 1) .
Example 3. Consider the weight w(x) = 1/Γ (3x). In this case u(x+ 1) = (3x)3 − 1 and by (2.12) and (2.1) we get
Bn(x) = 3
ζn−1
([
9
(
x2 + xl + l(l − 1))+ 2]Pn(l), Pn−1(l − 1))
= 27 [x(lPn(l), Pn−1(l − 1))+ (lPn(l), (l − 1)Pn−1(l − 1))].
ζn−1
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orthogonal polynomials are monic, then Pn−1(l − 1) − Pn−1(l) and Pn(l − 1) − Pn(l) + nPn−1(l) are polynomials of degree
n − 2. In particular,(
Pn−1(l), Pn(l − 1)
)= −nζn−1. (4.19)
Thus, we obtain
Bn(x) = 27βn(x+ αn + αn−1 − n). (4.20)
Next, from (2.11), (2.1), and (4.11) we have
ζn−1
3
An(x) =
([
9
(
x2 + xl + l(l − 1))+ 2]Pn(l), Pn(l − 1))
= (9x2 + 2)ζn + 9x(αn − n)ζn + 9(lPn(l), (l − 1)Pn(l − 1)). (4.21)
Applying (2.3) to lPn(l) and to (l − 1)Pn(l − 1) we obtain
(
lPn(l), (l − 1)Pn(l − 1)
)= ∞∑
l=0
(
Pn+1(l) + αn Pn(l) + βn Pn−1(l)
)(
Pn+1(l − 1) + αn Pn(l − 1) + βn Pn−1(l − 1)
)
w(l)
= ζn+1 − αn(n + 1)ζn + α2nζn + βn Jn − βnαnnζn−1 + β2n ζn−1, (4.22)
where we used (2.1) and (4.19), and we deﬁned
Jn =
(
Pn−1(l), Pn+1(l − 1)
)
. (4.23)
On the other hand from (2.3) and (4.11) we get(
lPn(l), (l − 1)Pn(l − 1)
)= (l2Pn(l), Pn(l − 1))− (lPn(l), Pn(l − 1))
=
∞∑
l=0
l
(
Pn+1(l) + αn Pn(l) + βn Pn−1(l)
)
Pn(l − 1)w(l) − (αn − n)ζn
=
∞∑
l=0
[
Pn+2(l) + (αn+1 + αn)Pn+1(l) +
(
βn+1 + α2n + βn
)
Pn(l)
+ (αnβn + βnαn−1)Pn−1(l) + βnβn−1Pn−2(l)
]
Pn(l − 1)w(l) − (αn − n)ζn. (4.24)
From (4.24), (2.1), (4.19), and (4.23) it follows that(
lPn(l), (l − 1)Pn(l − 1)
)= (βn+1 + α2n + βn)ζn − βn(αn + αn−1)nζn−1 + βnβn−1 Jn−1 − (αn − n)ζn. (4.25)
Setting equal the right-hand sides of (4.22) and (4.25) and applying (2.5) yields a recurrence relation for Jn:
Jn = n(αn − αn−1 + 1)ζn−1 + βn−1 Jn−1. (4.26)
With Kn = βn Jn − nαnζn , (4.26) becomes
Kn = βnKn−1 − (αn−1 − n)ζn
and after n − 1 iterations using (2.5) we obtain
Kn = (ζn/ζ1)K1 − ζn
n−1∑
i=1
(αi − i − 1).
From (2.4) we have P2(l − 1) = P2(l) − 2P1(l) + α1 − α0 + 1 and (4.23) and (2.1) yield J1 = (α1 − α0 + 1)ζ0. Thus,
K1 = β1 J1 − α1ζ1 = −(α0 − 1)ζ1
and then
Kn = −ζn
n−1∑
i=0
(αi − i − 1),
and by the deﬁnition of Kn and (4.5) it follows that
Jn =
(
nαn + cn−1,n + n(n + 1)/2
)
ζn−1. (4.27)
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An(x) = 27βn
(
x2 + (αn − n)x+ βn+1 + βn + α2n − nαn + cn,n+1 + n(n + 1)/2+ 2/9
)
. (4.28)
Let a0,n and b0,n denote the constant terms in An(x)/(27βn) and Bn(x)/(27βn), respectively. Comparing the coeﬃcients of
xn−1 in (2.10) and using (4.20), (4.28), (4.1), (4.3), and (4.2) we get
n = 27βn
(
cn−3,n−1 + (αn − n)cn−2,n−1 + a0,n − b0,ncn−1,n − cn−2,n
)
= 27βn
(
αn−1cn−2,n−1 + βn−1 + (αn − n)cn−2,n−1 + a0,n − b0,ncn−1,n
)
= 27βn(b0,ncn−2,n−1 − b0,ncn−1,n + βn−1 + a0,n)
= 27βn(αn−1b0,n + βn−1 + a0,n).
Then,
a0,n = n/(27βn) − βn−1 − αn−1(αn−1 + αn − n). (4.29)
Evaluating a0,n − a0,n−1, ﬁrst using (4.29) and then (4.28) we obtain the nonlinear recurrence relation
n
27βn
− n − 1
27βn−1
− βn+1 + βn−2
= α2n + αnαn−1 − αn−1αn−2 − α2n−2 − n(αn − αn−2) − αn − αn−1 − αn−2 + n. (4.30)
The supplementary relations in Theorem 2.3 can be used to obtain other nonlinear recurrence relations involving αn and βn
but they are very complicated. Here we give one such relation that follows immediately from (2.17), (4.28) and (4.20):
αnβn+1(αn+1 + αn − n − 1) − (αn − 1)βn(αn + αn−1 − n)
= 1/27− βn+1
[
βn+2 + βn+1 + α2n+1 − (n + 1)αn+1 + cn+1,n+2 + (n + 1)(n + 2)/2+ 2/9
]
+ βn
[
βn + βn−1 + α2n−1 − (n − 1)αn−1 + cn−1,n + (n − 1)n/2+ 2/9
]
. (4.31)
The next two examples are of Type II, as deﬁned in (4.8).
Example 4. Consider the weight w(x) = Γ (x + b)λx/Γ (x) with λ ∈ (0,1). In this case by (4.9), u(x + 1) = x/(λ(x + b)) − 1
and
u(x+ 1) − u(l)
x+ 1− l = −
u(l) + 1− 1/λ
x+ b .
From (2.11) using (3.10) and (2.1) we get
An(x) = −1
(x+ b)ζn−1
((
u(l) + 1− 1/λ)Pn(l), Pn(l − 1))= (1− λ)βn
λ(x+ b) (4.32)
and from (2.12), (3.13), and (2.1) we get
Bn(x) = −1
(x+ b)ζn−1
((
u(l) + 1− 1/λ)Pn(l), Pn−1(l − 1))= −n
x+ b . (4.33)
Substituting (4.32) and (4.33) into (2.16) and multiplying by −λ(x+ b) yields
(2n + 1)λ = (λ − 1)(x− αn) + (λ − 1)(n + 1) − (λ − 1)(x+ b) − b.
Comparing the constant terms and solving for αn we obtain
αn = (λ + 1)n + bλ + 1
1− λ . (4.34)
Next, substituting (4.32) and (4.33) into (2.17) and multiplying by −λ(x+ b) we get
λ(x− αn)(n + 1) − λ(x+ 1− αn)n = λ(x+ b) + (λ − 1)(βn+1 − βn).
Comparison of the constant terms yields
βn+1 − βn = λ(αn + n + b) = λ(2n + 1+ b)21− λ (1− λ)
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βn = β1 +
n−1∑
j=1
(β j+1 − β j) = β1 + λ(n − 1)(n + 1+ b)
(1− λ)2 (4.35)
where β1 = ζ1/ζ0. Next we evaluate ζ0 and ζ1. By the binomial theorem [12] we get
ζ0 =
∞∑
l=1
w(l) =
∞∑
l=1
Γ (l + b)λl/Γ (l) = Γ (b + 1)λ(1− λ)−b−1. (4.36)
By (2.4) and (2.1) we have
ζ1 =
∞∑
l=1
(l − α0)2w(l) =
∞∑
l=1
l2w(l) − α20ζ0. (4.37)
Since λdw(l)/dλ = lw(l), from (2.3), (2.1), and (4.36) we get
α0ζ0 =
∞∑
l=1
lw(l) = λdζ0
dλ
= Γ (b + 1)λ(1+ λb)(1− λ)−b−2. (4.38)
Since λ2d2w(l)/dλ2 = l(l − 1)w(l), from (4.38) and (4.36) it follows that
∞∑
l=1
l2w(l) = α0ζ0 + λ2 d
2ζ0
dλ2
= α0ζ0 + Γ (b + 2)λ2(2+ λb)(1− λ)−b−3
which combined with (4.37), (4.34), and (4.38) yields
ζ1 = Γ (b + 2)λ2(1− λ)−b−3. (4.39)
Hence β1 = ζ1/ζ0 = (b + 1)λ/(1− λ)2 and from (4.35) we get
βn = λn(n + b)
(1− λ)2 . (4.40)
The polynomials considered in this example are the Meixner polynomials, see [1,12,15].
Example 5. In our last example let w(x) = Γ (x+ b)λx/Γ (2x). Now
u(x+ 1) = 2x(2x+ 1)
λ(x+ b) − 1
by (4.9), and
u(x+ 1) − u(l)
x+ 1− l =
4
λ
− (u(l) + 1+ 2(2b − 2l + 1)/λ)
x+ b .
Then, from (2.11), (3.10), (2.1), and (4.11) it follows that
An(x) = 1
ζn−1
[
4ζn
λ
− (λ + 4b + 2)ζn − 4(lPn(l), Pn(l − 1))
λ(x+ b)
]
= βn(4x− λ − 2+ 4αn − 4n)
λ(x+ b) . (4.41)
The function Bn(x) is similarly calculated using (2.12), (2.1), and (3.13):
Bn(x) = −[(u(l)Pn(l), Pn−1(l − 1)) − 4(lPn(l), Pn−1(l − 1))/λ]
(x+ b)ζn−1
= 4βn − λn
λ(x+ b) . (4.42)
First we substitute (4.41) and (4.42) into (2.17), multiply by λ(x+b) and equate the constant terms to obtain the recurrence
relation
(4αn+1 + 4αn − 4n − λ − 6)βn+1 =
(
4αn + 4αn−1 − 4(n − 1) − λ − 6
)
βn + (αn + n + b)λ. (4.43)
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4(βn+1 + βn) = −αn(4αn − 4n − λ − 2) − 4cn,n+1 − 2n2 + (λ − 4)n + λb − 2, (4.44)
where cn,n+1 is given by (4.5). Recurrence relations (4.43) and (4.44) form a linear system with respect to βn+1 and βn . By
solving that system one can derive a nonlinear recurrence relation for αn .
Acknowledgment
We are grateful to the referee who made several important suggestions and caught several misprints.
References
[1] G.E. Andrews, R.A. Askey, R. Roy, Special Functions, Cambridge University Press, Cambridge, 1999.
[2] P. Biane, Orthogonal polynomials on the unit circle, q-Gamma weights, and discrete Painlevé equations, arXiv:0901.0947 [math.CA].
[3] L. Boelen, C. Smit, W. Van Assche, q-discrete Painlevé equations for recurrence coeﬃcients of modiﬁed q-Freud orthogonal polynomials, J. Difference
Equ. Appl. 16 (2010) 37–53.
[4] L. Boelen, W. Van Assche, Discrete Painlevé equations for recurrence coeﬃcients of semiclassical Laguerre polynomials, Proc. Amer. Math. Soc. 138
(2010) 1317–1331.
[5] Y. Chen, M.E.H. Ismail, Ladder operators and differential equations for orthogonal polynomials, J. Phys. A 30 (1997) 7817–7829.
[6] Y. Chen, M.E.H. Ismail, Ladder operators for q-orthogonal polynomials, J. Math. Anal. Appl. 345 (2008) 1–10.
[7] A.S. Fokas, A.R. Its, A.V. Kitaev, Discrete Painlevé equations and their appearance in quantum gravity, Comm. Math. Phys. 142 (1991) 313–344.
[8] A.S. Fokas, A.R. Its, A.V. Kitaev, The isomonodromy approach to matrix models in 2D quantum gravity, Comm. Math. Phys. 147 (1992) 395–430.
[9] G. Freud, On the coeﬃcients in the recursion formulae of orthogonal polynomials, Proc. Roy. Irish Acad. Sect. A 76 (1976) 1–6.
[10] B. Gramaticos, A. Ramani, Discrete Painlevé equations: A review, in: Lecture Notes in Phys., vol. 644, Springer, 2004, pp. 245–321.
[11] M.E.H. Ismail, Orthogonal polynomials, their recursions, and functional equations, in: D. Levi, P. Olver, Z. Thomova, P. Winternitz (Eds.), Symmetry and
Integrability of Difference Equations, in: London Math. Soc. Lecture Note Ser., Cambridge University Press, Cambridge, 2010, in press.
[12] M.E.H. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, Encyclopedia Math. Appl., vol. 98, Cambridge University Press, 2005.
[13] M.E.H. Ismail, I. Nikolova, P. Simeonov, Difference equations and discriminants for discrete orthogonal polynomials, Ramanujan J. 8 (2004) 475–502.
[14] M.E.H. Ismail, P. Simeonov, q-Difference equations for orthogonal polynomials, J. Comput. Appl. Math. 233 (3) (2009) 749–761.
[15] R. Koekoek, R.F. Swarttouw, The Askey-scheme of hypergeometric orthogonal polynomials and its q-analogue, Reports of the Faculty of Technical
Mathematics and Informatics, No. 98-17, Delft University of Technology, 1998.
[16] A.P. Magnus, On Freud’s equations for exponential weights, J. Approx. Theory 46 (1986) 65–99.
[17] A.P. Magnus, Painlevé type differential equations for orthogonal polynomials for the recurrence coeﬃcients of semi-classical orthogonal polynomials,
J. Comput. Appl. Math. 57 (1995) 215–237.
[18] A.P. Magnus, Freud’s equations for orthogonal polynomials as discrete Painlevé equations, in: Symmetries and Integrability of Difference Equations,
Canterbury, 1996, in: London Math. Soc. Lecture Note Ser., vol. 255, Cambridge University Press, Cambridge, 1999, pp. 228–243.
[19] G. Szego˝, Orthogonal Polynomials, Amer. Math. Soc. Colloq. Publ., vol. 23, American Mathematical Society, 1991.
[20] W. Van Assche, Discrete Painlevé equations for recurrence coeﬃcients of orthogonal polynomials, in: S. Elaydi, et al. (Eds.), Difference Equations, Special
Functions and Orthogonal Polynomials, World Sci. Publ., Hackensack, NJ, 2007, pp. 687–725.
