Abstract-The Universal Personal Communication System (UPCS) is a system that enables anyone to communicate instantly with anyone else anywhere in the world. One of the crucial problems of Lsch a system is locating hundreds of millions of moving portables in an efficient manner. The location registration strategy described in this paper is able to locate active portables automaticalls in the system with a small overhead in a distributed fashion. The system knows the exact position of an active portable set up by the system directly (shortest) path. The system capacity, efficiency, and inquiry time delay have been improved greatly compared to the leading existing techniques. It was shown that in the proposed stem, the maximum database size is 0.51 percent and the datxase updating cost is 6.86 percent of that needed by a central database system under a specified scenario.
I. INTRODUCTION HE Universal Personal Communication System (UPCS)
T is a system that enables anyone to communicate instantly with anyone else anywhere in the world [1], [2] . One of the crucial problems of such a system is locating hundreds of millions of moving portables in an efficient manner.
The existing techniques for locating moving customers in the system are paging and registration.
Considering the large number of customers in a global system, the paging technique, if applied without knowledge of the location of the customers, is impractical. The registration technique [l] , [2] , which records all movements of customers in a central database, is also questionable because keeping track of such a large number of customers in real time with a single computer is not a simple task using current technology.
A distributed version of the registration technique is possible if the recommendations (CCZTT Blue Book Q.1000 Series) [4] or (EZA/TZA/ZS-41) [5] are implemented.
Although recommendations [4] and [5] are suitable for cellular systems, they are not applicable in Universal Communications Systems (UPCS). This is due to the fact that the updating and querying traffic load for UPCS is several magnitudes higher than that of cellular systems. The reasons are as follows. 
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There is an immense increase in the number of ports in the system. The general cell radius for cellular is about 5 miles, while the cell radius for PCS is about 100 meters.
The difference in terms of coverage areas is on the order of 1000.
There is an increase of penetration (number of customers).
The penetration of the UPCS will be much (say, 10 times) higher than that of cellular systems.
There is an increase of coverage area. The UPCS will have a much (say, 100 times) larger coverage area compared to that of the existing cellular system. A movement requirement of 10 mi/h could be met with a bike. While a movement requirement of 100 mi/h could be met with an automobile. If 1000 mi/h speed requirement is needed, we must use an airplane. Following this reasoning, the UPCS needs a more efficient location registration technique than that used in current cellular systems.
The tracing strategy proposed in this paper is able to automatically locate active customers in the system with a small overhead in a distributed fashion. The strategy is realizable by using existing distributive data techniques.
THE TRACING STRATEGY

A. The Architecture of the UPCS
As shown in Fig. 1 , there are three layers in the proposed system: the access network, the fixed network, and the intelligent network.
The access network is the interface between the end radio customers and the system. Each vertical bar (see Fig. 1 ) in the access network represents a location area [4] (independent paging area).
The fixed network is a subset of PSTN (Public Switched Telephone Network) or ISDN (Integrated Services Digital Network). The switching hierarchy now used in the United States has five levels (classes). The fixed network itself has a layered structure. The lowest layer nodes may be PBX or the local exchanges.
The intelligent network is used to, as far as the registration procedure is concerned, maintain and access the location registers. There is a database installed in each of the nodes of the intelligent network. These databases are similar to the combination of the HLR (home location register) and VLR (visitor location register) specified in the CCITT recommendation [4] . The Signaling System No. 7 and its signaling network is a good candidate to carry the signaling traffic in the intelligent network.
The focus of this paper is on the architecture and the control strategy for the intelligent network.
B. The Basic Structure for the Intelligent Network
The proposed intelligent network is organized in a hierarchical structure. A possible structure is shown in Fig. 2 . The highest layer may be the earth followed by country, state, etc. The layers two and above form the intelligent network. The layer one may be the location area (independent paging regions). Each region of layer i (except the lowest layer) consists of several subregions of layer i -1.
In fact, the lowest layer of location areas (independent paging regions) is composed of a number of microcells where the port antennas or nonroaming subscribers are located.
A portable communicates only with the strongest port. A handover will be triggered if the quality of the existing connection is getting poor or a new strongest port is found.
Note that the concept of handover (handoff) is a somewhat extended version of the general definition. The general definition of handover applies only to active locked portables. Here the concept is extended to idle locked portables also.
The ports within the same location area broadcast the same paging signal. No location registration is triggered when a portable is moving inside a location area. By changing the size of the location area, we have the flexibility of any combination of the registration and the paging techniques. Thus, the tradeoffs between the complexity and the paging capacity or other system restrictions in a system are handled easily. As far as the tracing strategy is concerned, no details below the location area layer (independent paging region) are needed. Not losing generality, from now on, we treat the location area as a base station (macrocell).
The address of a portable is of the same fashion as today's telephone number. It contains a field for each of the layers (see Fig. 3 ).
There are two kinds of addresses used in the system: home address and physical address. The home address is the registered address of the portable (same as its telephone number). The incoming calls will find the portable in this address unless it has moved to another location area or has been turned off.
The physical address (for portables down to the location area layer) is the address where the portable can be reached. When a handover happens, two physical addresses are needed: the current address indicates the physical address of the current location area, and the new address indicates the physical address of the desired new location area. The physical address of a portable is obtained from the messages broadcasted from ports. A customer is active when the portable is turned on. In this system, an active customer does not necessarily communicate on the portable, but the movement of the portable is traced by the system. To reduce the burden on the system, one reasonable solution is to introduce a tariff based on the number of tracing messages generated by the portable.
The customers (portables) are classified by the number of the lowest layer that covers all the service areas of the customer. The service areas are the regions where the customer wants to be reached. The home address of a customer must be in one of the service areas. We use p c to denote the class of a customer. For example (see Fig. 2 
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A class 0 customer is defined to be reached only at home address (fixed telephone).
There is a database in each of the nodes of the intelligent network. There are three kinds of entries in the database. Each entry is associated with an active customer of class i or higher, as follows:
portables which registered in the ith layer region and are now outside the region (referred to later as: native outside); portables which registered outside the ith layer regions and are now inside the region (referred to later as foreign inside); and portables which registered in the ith layer region and are now inside the region but in a different i -lth layer region from where they registered (referred to later as native different 2-1). There are two fields in each entry of the database. The first field is the home address of the portable; the second field is called the location field and is one of the following three choices (see Fig. 4 
):
out mark, which indicates that the native portable is outside its layer i home region; physical address of i -1 layer for the foreign portable;
physical address of i -1 layer for the native portables.
The incoming call is directed by the system to the called portable's home address unless a redirecting entry associated with the called party is found in a database on the path. In this case, the current location of the portable outside its home address is found by following the address chain in the distributed databases (see Fig. 5 ).
The details of the process of receiving a connection-request at a layer i node are described in two, currently at 9d in Athens, tries to set up a connection with customer one without any knowledge of where customer one is. After receiving the connection request from customer two, the base station in 9d will perform bookkeeping and pass the connection request to its layer two parent node Athens. After receiving the request, the node Athens will look in its database for the information associated with customer one. Since no such information is available, the node Athens will pass the connection request to the next node (404) along the path to the home address of customer one. Receiving the connection request, node 404 will perform bookkeeping and find an entry associated with customer one in its database and pass the request to the next node (Atlanta) along the address chain. When the Atlanta node receives the connection request, it will perform a bookkeeping and pass the request to base station 8d. After 8d receives the request, it will perform bookkeeping and page customer one. If a positive reply is received from customer one within a predetermined period of time, the connection is realized. It is clear that to call a customer one located in 8d, customer two is connected through the direct (shortest) path to the called party without visiting the registered address Id of customer one or any global center. In this way, the overhead of the system is greatly reduced. The remaining problem is how to maintain the databases. This is the topic of the following subsection.
C. The Algorithms
The database updating process is initiated by portables. Each base station continuously transmits its identification information. By monitoring this information from the surrounding bases, an active portable is able to determine the strongest base and lock to it. Whenever a new stronger base belonging to a different location area is found, up to two messages may be transmitted to the associated bases to update the tracing chains. The address (down to the location area layer) of the base to which the portable is locking is called the current address, and the address (down to the location area layer) of the new stronger base is called the new address.
In order to follow all the details presented in the attached flowcharts, we need to introduce the layer difference numbers Rch,Rnc and Rnh and the layer difference indexes ch indicates that the difference is in terms of the current address and the home address, nc indicates that the difference is in terms of the new address and the current address; and nh is in terms of the new address and the home address. The above mentioned addresses are portable addresses. Similarly, nn* is in terms of the new address of the portable and the address of the ith layer node, and hn* is in terms of the home address of the portable and the address of the ith layer node.
The layer difference number Rch is the number of the highest layer where the current address and the home address of the associated portable are different. For example (see Fig. 2 ), R, . h = 4 if a portable is located (current address) somewhere in Atlanta and is registered (home address) somewhere in The values of all the layer difference numbers and layer difference indexes are derived easily from the home address and physical addresses.
Define In the case where the portable is moving inside SA, it may send messages M I and Mz to new and current ports, respectively, to update the associated address chain when some boundary is crossed (see Fig. 7 ).
In the case where the portable is outside its registered address, turned off inside the SA, going out of SA, or if an unsuitable usage of the portable is detected, an M3 message is sent to the current port to remove the associated address chain. An unsuitable usage of the portable includes the portable moving too fast or not being able to find a strong enough port at least T, (a given parameter) seconds. In case the new address of the portable is different from its home address and it is turned on within S A or going into SA, and M4 message is sent to the new port to set up the address chain. (For detailed operations of the portables, see Fig. 7 .)
There are five fields in each of the M,, (i = 1,2,3,4) messages. They are message type, current address, new address, home address, and pc. After receiving these M, messages directly from the portables, the port transmits them immediately to layer 2 nodes.
The logic of the process employed at each of the nodes of layer i (z 2 1) after receiving the M% (i = 1,2,3,4) messages is described in Figs. 8,9 ,10, and 11, respectively. As an example, (see Fig. 5 ), a portable registered at I d with a home address (USA, FL, 407, Boynton, Id) is turned on in its S A at 8d with new address (USA, CA, 404, Atlanta, 8d). According to the strategy described in this paper, the portable will transmit an M4 message to the base station in 8d to trigger the address chain setup process.
When the node at 8d receives the M4 message, it is transmitted to the Atlanta node. When the Atlanta node receives the M4 message, it will send the message to node 404 which is the next node on the direct (shortest) path to the portable's home address, and add an entry indicating that the portable unit is currently in cell 8d. In the same way, nodes 404 and Georgia will send the message to their parent node and add a new entry with the correct next lower layer address of the portable in their databases. When node USA receives the M4 message, it will send the message to its child node Florida which is on the path from node USA to the home address of the portable, and a entry indicating that the portable is currently in Georgia is added in its database. When node Florida receives the M4 message, it will send the message to the next node 407 along the path leading to the home address of the portable, and a new entry with an "OUT" mark in its location field is added in the database. In the same fashion, a new entry with "OUT" mark is added in nodes 407 and Boynton. This finishes the address chain setup process for the portable. Now suppose the portable is moving from cell 8d with current address (USA, GA, 404, Atlanta, 8d) to 9d with new address (USA, GA, 404, Athens, 9d). According to the strategy described in this paper, the portable will send an M I message to base station in cell 9d and an M2 message to the base station in cell 8d.
When the base station at 9d receives the MI message (see Fig. 9 , the message is transmitted to the Athens node. When the Athens node receives the M I message, it will send the message to node 404, and a new entry indicating that the portable is currently in cell 9d is added in the Athens node. When node 404 receives the M I message, it simply updates the existing entry of the portable indicating that the portable is currently in Athens.
It is clear that in the process a handoff, the databases are updated locally as much as possible. All updating signals are not transmitted back to the portables home address as required in the recommendatitms [4] , [5] .
When the base station at 8d receives the M2 message, it transmits the message to the Atlanta node. When the Atlanta node receives the M2 message, it simply removes the entry associated with the portable, and the process of updating the address chain for the handover of the portable is finished.
Suppose the portable sends an M3 message to the system while it is in macrocell 8d. When the node at 8d receives the M3 message, the message is transmitted to the Atlanta node. Receiving the Ad3 message, the Atlanta node will remove the associated item in its database and transmit the M3 message up to its parent node 404. In the same manner, node 404 and Georgia will remove the associated items in their databases and the M3 message reaches node USA. Node USA will in turn send the M3 message down to node Florida following the path leading to the portable's home address and remove the associated item in its database. The address chain from node Boynton to node Florida will be removed in the same fashion.
D. The Call Connection Processes
The implementation of the proposed and the leading existing registration techniques in a call setup process are shown in Figs. 1 and 12 , respectively.
Using the leading existing registration technique (see Fig. 12 ), the system would visit the called party's HLR and possibly the associated VLR before the called party's current location is found. The system works as follows. The called party B registered in the system at step (1). The calling party A places a call to B at step (2). After the local exchange receives the setup message, the system will find the current location of portable I3 in steps (3) -(6). Receiving the location message from the intelligent network, the PSTN will connect the two parties accordingly. The inefficiency is obvious, as follows.
No connection is made until the current location of the called party is found. Considering the big coverage area and the large number of customers, the querying traffic will be capacity-and time-consuming. A large portion of them will be long distance traffic, especially in a central database system. Even if the called party is within its home locution urea (as most of the portables are), the incoming call still needs to visit the called party's HLR before the connection is realized. This leads to a long connection delay. Using the proposed technique (see Fig. l) , the system finds the current location of the called party on its direct (shortest) path to the called party.
Suppose the called party B registered somewhere in the coverage area of node h and is roaming, at step (l), in the coverage area of node i . An address chain was built for B as shown in Fig. 1. As step (2) , a portable A tries to set-up a call to B. According to the proposed algorithm, the node j will connect to the node IC. Receiving the setup message at node k, the node will access its database at step (4) the path to the home address of B (node h). The same thing happens at node b. When node a is reached, the location chain for B is found at step (8). The connection will then be directed to nodes d and f and finally node i.
Contrary to the inefficiency associated with the existing registration techniques, the proposed technique has the following properties.
The connection proceeds before the exact location of the called party is found. The chosen path is always the direct (shortest) path to the called party. Considering the fact that the databases are co-located with the switching nodes of the PSTN, the actual location inquiry is as simple as a database access, which contributes little time delay to the location inquiry process. No long distance inquiry traffic is produced in this global radio communication system. These properties reduce the setup time delay and increase the system capacity.
E. The Comparison of the CCITT Q.IOO0, EIAITH/IS-4I and the Proposed System
There are several basic differences between the recommendations CCITT Q.lOOO [4] EIA/TIA/IS-41 [5] (referred as recommendations below) and the techniques proposed in this paper (referred as proposals below).
The Structure of the Intelligent Layer:
The recommended intelligent layer has a one-or two-layer structure; it is either a unique global center with connections with all the MSC's or a mesh connected distributed intelligent network with connections among the HLR and VLR databases. In the proposal, an arbitrary layered hierarchical structure is defined with databases (equivalent to HLR + VLR) equipped to all the layer 2 and above nodes.
The Databases:
The recommendations require that the HLR should keep all the location information for all the portables in its covered area. While the proposal requires keeping the information only when necessary. For example, there is no location information entry associated with a portable in the proposed system when it stays at its home location. The Updating Process: It is required in the recommendations that the HLR should have information on the current location for all the portables registered in its coverage area. This means that all the location updating should go all the way back to the roamers HLR; while in the proposal, the updating is localized as much as possible. The Routing Process: The roaming information about a roamer is available only in its HLR or the associated VLR in the recommendations; while the information is available throughout the whole system in the proposal. The eeal-Time Operation: No real-time updating for the interservice area roaming portable is offered in the rec- ommendations; while in the proposal, all updating is performed in real time.
is outside its layer 2 home cell, the probability of being outside its layer 3 home cell is 2 percent.
NUMERICAL. ANALYSIS B. The Comparison of Memory Requirement of the Two Systems
In this section, an example is given to show the difference F~~ the proposed system, there are three kinds of entries in in terms of the database memory requirement and the updating and querying cost between the two systems. the databases. 1) Native Outside: This is associated with the portables that
A. The Model of the Example
The system provides service to 100 million portables which are connected in isolated coverage areas totaling 400 000 mi'. These coverage areas may be scattered over a much larger geographical region (referred to as the spanning area) of, for example, 4 million mi' (about the size of the USA). The system must provide connectivity across the spanning area to allow portables located in different coverage areas to communicate.
The architecture of the proposed UPCS used for the example is given in Fig. 13 . There are 100000 macrocells (layer 1 nodes) each with a 4 (40) mi' coverage (spanning) area and 1000 portables. There are 1000 layer 2 nodes each with a 400 (4000) mi' coverage (spanning) area and 100000 portables for each layer 2 cell. There are ten layer 3 nodes each with a 40000 (400000) mi' coverage (spanning) area and 10000000 portables in each layer 3 cell. There is one layer 4 node whose coverage (spanning) area is 400000 (4 000 000) mi' with a population of 100 000 000 portables.
Suppose there is a 50 percent probability for a portable to be outside its layer 1 home cell (the coverage area is 4 mi'). If a portable is outside its layer 1 home cell, it has a 10 percent probability of being outside its layer 2 home cell. If a portable register in the cell but are currently roaming outside the cell's coverage area.
For layer 2 nodes, there are 100000 x 0.5 x 0.1 = 5000 entries. There are 10000000 x 0.5 x 0.1 x 0.02 = 10000 entries for a layer 3 node. For the layer 4 node, there is no entry since the layer 4 node covers the whole interested area.
2) Foreign Inside: This is associated with the portables inside a cell which registered outside the cell. Not losing generality, the nodes in Fig. 13 are divided into two parts. The first part is made up of nodes inside the dashed area. The second part is made up of the nodes outside the dashed area. We are going to calculate the number of foreign inside entries for the part two nodes.
i) The Foreign Portables from the First Part Nodes: For the layer 3 node, there are 10000000 x 0.5 x 0.1 x 0.02 x 9/9 = 10 000 entries which are associated with portables from the dashed area. For the layer 2 nodes, there are 1/100 x 10000 = 100 entries associated with the portables from the dashed area.
ii) The Foreign Portables from the Second Part Nodes: For the layer 3 node, there is no such entry since there is no portable which is foreign to the layer 3 node and registered outside the dashed area. For the layer 2 nodes, there are 100000 x 0.5 x 0.1 x (1 -0.02) x 99/99 = 4900 entries. For the layer 4 node, there is no entry associated with a foreign portable.
3) Native Different i-1: For layer 2 nodes, there are 1000 x 0.5 x (1 -0.1) x 100 = 45000 such entries. For layer 3 nodes, there are 100000 x 0.5 x 0.1 x (1 -0.02) x 100 = 490000 such entries. For layer 4 nodes, the number of such entries is 10000000 x 0.5 x 0.1 x 0.02 x 10 = 100000.
4) The Improvement in Databases Memory Requirement: Based on the above calculations, the mean total number of entries are 55000, 510000, and 100000 for the layers 2,3, and 4 nodes, respectively. Compared to 100000000 entries required by a central database system, the maximum database capacity requirement of the proposed system is of only 510000/100000000 = 0.51 percent. While it is costly (if not impossible) to find a computer fast enough to handle a 100 million database in real time, it is quite easy and economical to use computers handling databases only 0.51 percent that size.
The total memory requirement for the proposed system is 60 200 000, which is only 60.2 percent of that required by a central database system.
C. The Comparison of the Updating and Querying Cost of the Two Systems
The cost is measured as the production of the number of messages (updating or querying) and the message traveling distance. The number of messages in a layer i region is supposed to be proportional to the number of entries in the layer i node. To estimate the cost, we need to estimate the mean distances between the parent and children nodes.
1) The Model Used to Calculate the Mean Message Distances:
The model used to calculate the mean message distances is given in Fig. 14 Using this model, the mean distance between a layer z database and its layer i -1 children nodes is 1.200, 3.740, and 119.120, respectively, if it has 10000, or 100000 layer i -1 child nodes.
The diameter D is calculated as 2 x dspanning area/r. Thus, the diameters are 7.14,71.36, and 713.65 mi for layer 2,3, and 4 nodes, respectively. Thus, the mean distances between the database and its child nodes are 26.7,267, and 856 mi, respectively, for layer 2,3, and 4 regions.
In the same way, the mean distance between the global center and its macrocell base stations for a central database system is 119.2 x 7.14 = 850 mi.
2) The Improvement of Updating Cost: We are ready to estimate the updating and querying cost in the two different systems. The total updating cost of the proposed system is proportional to 55000 x 1000 x 26.7 + 510000 x 10 x 267 + 100000 x 856 = 2.916 x 10'.
The total updating cost of the centralized system is proportional to 100000 x 0.5 x 1000 x 850 = 4.25 x IO1' .
The updating cost in the proposed system is 6.86 percent of that required by the centralized system.
3) The Improvement of Querying Cost: The number of querying messages is independent of the system architecture. It is only a function of the population and customer behavior. Assume the number of query messages ( N e ) is the same for both systems.
For a central database system, the querying cost is proportional to N Q x 850.
For the proposed system, the querying cost is N Q x 0 = 0, since the databases and the switching nodes are co-located (Section 11-D).
IV. SUMMARY
A layered architecture is proposed for UPCS. In the proposed system, any active portable in its service area will be located using the most direct route. A location registration is realized by the transmission of control messages informing the system of a moving portable's location. The system tries to set up a connection to the home address of the called portable, unless some redirecting information is found along the path to the home address of the called unit. If there is redirecting information on the called unit, its current location is indicated by the address chain in the distributed database.
The strategy described by this paper has the following properties.
. The system knows the exact position of an active customer as long as helshe is in one of the customer-defined service areas. The connection of the calling and called parties is set up by the system using the direct path.
The updating and querying cost is greatly reduced com-V. CONCLUSION pared to the existing registration techniques. This is due mainly to the following:
The method proposed here could be applied in universal personal communication systems, cellular systems, and any o the layered system structure; o macro (location area) and microcell structure-all the active portables inside their home locution areas system that requires tracing a large number of moving customers in an efficient way.
(most of the portables are) do not need to be traced bv the svstem: ACKNOWLEDGMENT
. I ~~ , ---I localization of the updates-the databases in the nodes at layer i and above need not to be updated for all the movements of portables, with R~~ < i.
The author thanks Prof. 0. Borch and his students at The University of Aalborg, Denmark, for their comments and suggestions which were raised from their simulation of the proposed protocol. It is convenient for customers because o it is as simple as a fixed network; the home address is equivalent to the telephone number and is all that is required to call a portable; o it has customer-selected mobility; o the active portables are traced automatically by the system as long as they are in one of their service areas.
The system can be built on top of the existing carrier networks and portable communication systems. It is very efficient. The tracing process is realized in a layered distributed fashion with neither global paging nor a global registration database. It is, in fact, an efficient combination of the paging and registration processes. All of these lead to the customer benefits of improved access
To implement this strategy, we need the following.
A Numbering Plan: There should be one unique ID for each customer inside the system. Database Accessibility: The PCS local databases must be accessible by the wire line telephone local switches. The PCS databases must be co-located with the associated wire line telephone switches.
time, lower cost, etc.
