ABSTRACT The dynamic resource scheduling problem is a field of intense research in command and control organization mission planning. This paper analyzes the emergencies in the battlefield first and divides them into three categories: the changing of task attributes, reduction of available platforms, and change in the number of tasks. To deal with these emergencies, in this paper, we built a series of multiobjective optimization models that maximizes the task execution quality and minimizes the cost of plan adjustment. To solve the model, we proposed an improved multi-objective evolutionary algorithm. A type of mapping operator and an improved crowding-distance sorting method are designed for the algorithm. Finally, the availability of the model and the solving algorithm were proved through a series of experiments. The Pareto frontier for the multi-objective dynamic resource scheduling problem can be found effectively, and the algorithm proposed in this paper shows better convergence compared with the AMP-NSGA-II algorithm.
I. INTRODUCTION
Modern warfare is a confrontation between systems in a complex operational environment [1] , [2] . A command and control (C2) organization integrates all forces in the battlefield to accomplish missions. In order to gain the upper hand in combat, a C2 organization should have the ability to handle all types of emergencies during an operation. Given real-time integration, dynamic scheduling, and flexible use of resources, a C2 organization acquires and maintains a competitive advantage [3] , [4] .
In order to deal with emergencies, a C2 organization improves the robustness of a pre-plan by adding a few redundant resources. However, this method is extremely limited in terms of applications. First, any robust resource scheduling scheme is likely to fail. Conversely, with limited operational resources, decision makers are more likely to use the effectiveness of all operational resources to form operational
The associate editor coordinating the review of this manuscript and approving it for publication was Haris Pervaiz. strengths quickly, as opposed to simply using them as redundant backup resources. Therefore, it is extremely important to investigate the dynamic scheduling method to deal with unexpected events in a battlefield. Such an investigation would be conducive to improving the agility of C2 organizations.
The allocation of platforms to tasks is a well-known assignment problem that was introduced in 1955 by Kuhn [8] . In the C2 field, dynamic resource scheduling involves solving the problem of reallocating platforms to tasks caused by a few emergencies [9] . The purpose of dynamic resource scheduling is to achieve optimal task completion under minimal adjustment costs. Scheduling problems are generally NP-hard [10] . Tang et al. [11] proposed an approach to address the dynamic scheduling problem by reducing energy consumption and makespan for flexible flow shop scheduling. They provided an improved particle swarm optimization to search for the Pareto optimal solution in dynamic flexible flow shop scheduling problems. For the correlated team orienteering problem, Tsiogkas and Lane [12] discussed a heuristic based on a genetic algorithm (GA) that is used for planning, sensing, and monitoring missions for robotic teams that operate under resource constraints. Ouelhadj and Petrovic [13] analyzed changes in the environment and addressed dynamic adaptation with time variations in the task number. A technique termed as centroid-based adaptation (CBA) was proposed in their study. Furthermore, a multi-objective evolutionary algorithm (MOEA) based on CBA enhanced the search quality of solutions for the current change. Sun et al. [14] analyzed the dynamic resource scheduling requirement and constructed a dynamic resource scheduling model with interval parameters. An integrated greedy algorithm mixed with three greedy strategies was proposed. Mendes and Mohais [15] presented a multi-population differential evolution algorithm to solve dynamic optimization problems. Tang et al. [16] examined the challenging problem of dynamic scheduling in steelmaking-continuous casting (SCC) production. They detailed an improved differential evolution algorithm to solve the SCC scheduling problem.
Our team previously reported a study on the dynamic resources scheduling problem in a Chinese article titled ''Dynamic resources scheduling method based on multiobjective optimization in C2 organization.'' In that study, we built a dynamic resource scheduling model considering some emergencies and solved the problem by using the original NSGA-II algorithm. However, we later found that the emergencies analyzed previously were not sound and that the NSGA-II algorithm is not efficient enough when solving the model. Therefore, in the present study, we built new models considering three types of emergencies and proposed a more effective algorithm called the improved multi-objective evolutionary algorithm (IMOEA).
The remainder of this paper is organized as follows. Section 2 describes the relevant concepts. In section 3, we analyze the dynamic resource scheduling problem and construct the mathematical model of the problem. Section 4 presents solutions to the multi-objective optimization problem. The simulation results are discussed in Section 5. Section 6 concludes the study.
II. RESOURCE SCHEDULING PROBLEM DESCRIPTION OF C2 ORGANIZATION
The C2 organization is a mission-oriented military organization that is formed by the combination of various operational relationships around the operational units in the battlefield. Resource scheduling is a key issue for a C2 organization to use their platforms for mission accomplishment. The main elements involved in resource scheduling include tasks, resources, and platform capabilities, and the main relationship involved is the task-platform execution relationship [17] .
Definition 1: Resource is an inseparable basic unit in a C2 organization, and it is a quantitative description of the operational capability to a certain combat platform. Different tasks have different resource-capability requirements. Generally, each platform has one or more resource capabilities, and the quality of task execution is related to the matching of the platform resource capability and task resource requirements.
Definition 2: The platform is the carrier of resource capabilities and is the basic unit used by a C2 organization to complete combat missions. Different platforms have different resource capabilities. The platform owned by the organization constitutes a collection of platforms recorded as P = {P 1 , . . . , P j , . . . , P J },where J represents the number of platforms in the set. The resource capability vector is the basic attribute of any platform P j in the set that is denoted as r j = [r j1 , . . . , r jl , . . . , r jL ]. The resource capability matrix for all platforms is expressed as follows:
where r jl represents the number of l th resources included in platform P j . Additionally, j = 1, 2, . . . , J where J denotes the number of platforms in the set. l = 1, 2, . . . , L, where L denotes the number of resource types included in the platform. Definition 3: Operation tasks are decomposed from combat missions. This corresponds to a military operation that requires a platform with specific resource capabilities and should be completed within a time window, and it is the object that the organization needs to process. We denote the set of tasks as T = {T 1 , . . . , T i , . . . , T I }, where I represents the number of tasks. The resource requirements and start and stop times are basic attributes that all tasks in the set should fulfill. It is expressed as follows:
where R denotes the resource requirement matrix for tasks and t denotes the time attribute matrix of tasks. The resource requirement vector of task T i is recorded as
The resource demand matrix for all tasks is expressed as follows:
where R il represents the number of the l th resource capacity needed by task T i . Further,i = 1, 2, . . . , I , where I denotes the number of tasks, and l = 1, 2, . . . , L. The starting and ending times of task T i are denoted as t i = (ts i , te i ), and the time attribute matrix for all tasks is expressed as follows:
where ts i denotes the starting time of task T i and te i denotes the ending time of the task T i , with i = 1, 2, . . . , I .
Definition 4:
The task-platform assignment relationship expresses the matching among all platforms and all tasks based on the degree of resource-demand satisfaction of the tasks. The task-platform assignment matrix of the C2 organization is expressed as follows:
where i = 1, 2, . . . , I , j = 1, 2, . . . , J , and y ij represents the assignment relationship between task T i and platform P j . Its value is given as follows:
is executed by the platform P j 0, Task T i is not executed by the platform P j .
Based on the allocation relationship between tasks and platforms, the task requirement for resources is provided by the platform's resource capabilities. The relationship among tasks, resources, and platforms is shown in Fig. 1 . Platforms P 1 and P j are assigned to task T 1 . Platforms P 1 and P j use resource 1, resource 2, and resource l, which are required to complete task T 1 . The degree to which the resources provided by the platform satisfy the task resource requirements is an objective measure of task completion. Highefficiency resource scheduling solutions maximize the task requirements for resources.
III. PROBLEM ANALYSIS AND MODEL

A. PROBLEM ANALYSIS
During the operation of the C2 organization, several emergencies can occur in the battlefield because of the complexity and uncertainty of the environment [18] . Thus, dynamic resource scheduling is a complex process involving several factors. When the battlefield situation changes, the allocation relationship between platforms and tasks should be adjusted accordingly. This is a real-time and continuous process at the macro level. However, at the micro level, the changing operational situation is caused by a series of chronological emergencies. Dynamic resource scheduling is also an eventdriven, gradual, and discrete process. In order to facilitate the mathematical modeling of dynamic resource scheduling, dynamic resource scheduling for a single emergency is initially examined in this study. This is the theoretical basis for more complex emergencies.
The C2 organization mainly involves two types of methods to deal with emergencies in the battlefield. The first type corresponds to the redundant backup method, in which we prepare sufficient resources before the campaign and use the reserved platform to deal with emergencies. Thus, it is not necessary to change the initial plan. The second type corresponds to the adjustment and optimization method, in which we adjust the task-platform relationship to deal with emergencies and ensure that all tasks are performed well. The first method effectively handles various emergencies. Specifically, resources for operations are typically limited, and decision makers are inclined to leverage the capabilities of all platforms. Therefore, the application range of the first method is limited. The second method deals with certain emergencies by improving an organization's adaptability. It provides a more optimized solution for combat operations with limited resources. However, the method only handles a few local and limited incidents. The limitation of resources limits the organization's ability to handle changes. The present study focuses on examining the resource constrained project scheduling problem (RCPSP) [19] . The dynamic resource scheduling method examined in the present study belongs to the second type detailed above.
The dynamic resource scheduling based on adjustment and optimization differs from the method of pre-generating a resource scheduling plan. It is not possible to simply re-plan the entire resource scheduling when an emergency occurs because each platform is specifically prepared for assigned tasks. Any temporary changes can lead to an indirect cost. Successful resource adjustment should not excessively change the original resource scheduling plan while ensuring that the emergency is handled well. When a plan is adjusted, it is unreasonable to only consider the task quality or adjustment cost. Therefore, multi-objective optimization for the problem is extremely important [20] . An optimization objective is to maximize the quality of all tasks. Another objective is to minimize the task-adjustment cost. Additionally, the Pareto frontier optimal solution set generated by multiobjective optimization provides multiple choices for decision makers to address emergencies.
B. EMERGENCY ANALYSIS
Any operation is a game between two sides. There may be several emergencies when implementing a pre-defined resource scheduling plan. Emergencies lead to changes in the task information or platform information, resulting in the failure of the completion qualities of the C2 organization's tasks to reach the minimum threshold. Therefore, in order to improve the ability of the C2 organization to handle emergencies, we analyze three types of emergencies, namely an uncertain combat environment, incomplete battlefield information, and platform failure, as well as the manner in which the emergencies change task information and platform information.
1) UNCERTAIN OPERATION ENVIRONMENT
The operation environment is easily affected by certain non-human factors. These disadvantages lead to changes in attributes such as resource demand and start and end times of tasks in the mathematical model. For example, sudden bad weather can delay task execution, and the tasks may require the utilization of additional resources.
2) INCOMPLETE BATTLEFIELD INFORMATION
War is characterized by high confrontation. It is impossible for any force to obtain all intelligence in the battlefield. Although we can obtain information through reconnaissance, such information is extremely limited when compared to information on the entire operation. Given the incompleteness of the information, new combat tasks are extremely common. The C2 organization should respond to changes in the number of tasks.
3) PLATFORM FAILURE
Platforms inevitably suffer from enemy's countermeasures during the execution of tasks. It is difficult to avoid the loss of the capacity in a few platforms. The platforms are unable to execute follow-up tasks.
C. MATHEMATICAL MODEL OF EMERGENCIES
Based on the above analysis, emergencies in the battlefield are roughly classified into three categories, namely changes in task information, an increase in the number of tasks, and the reduction of available platforms. The set of original tasks is denoted as T . Its attribute matrix is expressed in (2), where R denotes the resource demand vector and t denotes the starting and ending time vector. The mathematical models of the above three types of emergencies are established as follows.
1) CHANGES IN TASK INFORMATION
Definition 5: The set of task index numbers in which the information changes corresponds to . The attribute matrix of the task T i (i ∈ ) changes, and the new task attribute after the change is given as follows:
where
. . , R iL ] denotes the new resource demand vector after the change, denotes the task T i 's demand for the l th resource after the change, t i = (ts i , te i ) denotes the time vector after the change, ts i denotes the starting time of task T i , and te i denotes the ending time of task T i . The change in the task information is mathematically represented as a replacement of the original task attribute value with the new task attribute value as follows:
2) INCREASE IN THE NUMBER OF TASKS
Definition 6: The set of new tasks is denoted as T_new, and the attribute matrix of the newly added task is expressed as follows:
where R_new denotes the resource demand attribute matrix of the newly added task and t_new denotes the time attribute matrix of the new task.
The set of all tasks after adding a few tasks is T _all = T ∪ T _new. The new task attribute is mathematically represented as follows:
where T denotes the attribute matrix of the original task set and T _new denotes the attribute matrix of the new tasks.
3) REDUCTION OF AVAILABLE PLATFORMS
Definition 7:
The set of platforms that lose their operational capabilities is denoted as P_lose. If the platform P j loses its combat capability, then all resource capacities of P j are reduced to 0. Its mathematical representation is given as follows:
where r j denotes the resource capability vector of the original platform P j .
IV. MULTI-OBJECTIVE OPTIMIZATION MODEL OF DYNAMIC RESOURCE SCHEDULING A. OBJECTIVE FUNCTIONS
A model of task-platform scheduling measures is used to determine whether the plan is good. With respect to the C2 organization's dynamic resource scheduling, two main optimization objectives should be considered. In this study, the task execution quality model and the cost model of adjustment are designed as measures. The task execution quality model involves maximizing the task completion quality while ensuring that the completion quality of each task reaches the minimum threshold. The cost model of adjustment involves the cost of adjustment. We minimize the adjustment of the original scheduling while ensuring that the execution accuracy of each task reaches the minimum threshold.
1) TASK EXECUTION QUALITY
In order to clarify the concept of task execution quality, we initially introduce the concept of the task resource satisfaction degree. Definition 8: The resource satisfaction degree is defined as the ratio of the number of l th resource provided by the platforms allocated to task T i to the number of resources needed by task T i , and its maximum value is 1. If the taskplatform allocation matrix is denoted as y, the l th resource satisfaction degree for task T i is expressed as follows:
where min() denotes the operation of taking the minimum value.
Definition 9:
The task execution quality is related to how well the platform capabilities match the task requirements. The resource satisfaction degree is a measure of a certain type of resource, while the task execution quality is a measure of VOLUME 7, 2019 all types of resources utilized for the task. The task execution quality is a measure that objectively quantifies the degree of matching between the task and the platforms assigned to it. The task is effectively executed only if all the types of resources required for the task are provided by the platforms assigned to it. In order to ensure the task is executed, all the types of resources required by the task should be provided. Therefore, the task execution quality is defined as the geometric average of all resource satisfaction degrees. Without any type of resources, it is equal to 0. It is expressed as follows:
where RT i denotes the resource needed to execute task i and RT i denotes the number of resource types required for task T i .
The total scheduling objective is the weighted sum of the quality of all tasks:
where ω i denotes the weight of task T i . Its value depends on the preferences of the decision makers, and ω i = 1/I in this study.
2) COST OF ADJUSTMENT
Definition 10: The cost of adjustment is incurred when a platform abandons its original task and transfers to other tasks. The adjustment cost information for each platform is represented by a platform task transfer cost matrix as follows:
where c jnm ∈ [0, 1] denotes the cost of transfer of the j th platform to execute the m th task from the n th task. The value of the platform plan adjustment cost is generally given by experts in the relevant field. It is also calculated based on a mathematical model. In order to ensure the scientific validity of the adjustment cost value, we designed a calculation model of the adjustment cost from the aspect of resource utilization.
We assume that platform P j 's initial task is T n and the new task after adjustment is T m . The average of all resource utilization changes is the basis for the calculation of the adjustment cost of the platform, which is expressed as follows:
where φ j denotes the set of resource types owned by platform P j . and num denotes the number of resource types owned by platform P j or the number of elements in φ j .
Definition 11:
The task transfer matrix of a platform reflects the changes in the tasks assigned to the platform. The matrix is expressed as follows:
where the value of ptr jnm is determined by the following rule.
ptr jnm = 1, the task owned by P j changed from T n to T m 0, else
The method of calculating Ptr is as follows:
where y denotes the new resource scheduling plan, y * denotes the original resource scheduling plan, and f (·) denotes their functional relationship. The total adjustment cost is the sum of the costs of all platforms:
where C j denotes the adjustment cost vector of platform P j and Prt j denotes the transfer vector for platform P j .
B. DYNAMIC RESOURCE SCHEDULING CONSTRAINTS 1) RESOURCE SATISFACTION CONSTRAINT
The resource satisfaction degree z il should not exceed 1,
r jl y ij /R il , 1). The resource satisfaction constraint is expressed as follows:
2) TASK EXECUTION QUALITY CONSTRAINT
Adjustments to the platform plan easily lead to quality degradation in a few tasks owing to the limited resources. In order to ensure that the mission is accomplished perfectly, the execution quality of each task should exceed a certain threshold. The threshold depends on the minimum requirements of the decision maker for the execution of the task. This condition is expressed as follows:
where QT threshold denotes the minimum value for the execution quality of the task.
3) EQUILIBRIUM CONSTRAINT ON THE NUMBER OF PLATFORMS
In order to ensure the balance of platform allocation and to avoid assigning an excessive number of platforms to a certain task, the number of platforms executing the same task should not exceed the threshold cp, and each task is executed by at least one platform. This condition is expressed as follows:
4) CONSTRAINT ON THE NUMBER OF TASKS TO A SINGLE PLATFORM
Given the operational load of the platform, a single platform cannot execute an excessive number of tasks. The number of tasks allocated to a platform should not exceed a certain threshold ct. This condition is expressed as follows:
5) TASK TIME CONSTRAINT
When a platform is required to execute multiple tasks, a platform only executes one task at a time. Hence, the execution times of tasks allocated to the same platform cannot overlap.
If the allocation matrix is y, the task execution time matrix for all platforms is expressed as follows: 
We assume that task T i and task T i are both allocated to platform P j . In order to ensure that the execution times of the two tasks do not overlap, the starting time of task T i minus the ending time of task T i should have the same sign as the ending time of task T i minus the starting time of task T i . This condition is expressed as follows:
The task sequence constraint corresponds to the feasibility of the platform to execute multiple tasks. Although the task time constraint ensures that tasks with time overlaps are not assigned to the same platform, the platform may be unable to execute two non-overlapping tasks owing to factors including the geographic location and platform movement speed. Therefore, it is necessary to pre-evaluate the feasibility matrix for executing multiple tasks for all platforms, which is expressed as follows:
where the value of mut jnm is determined by the following rule.
1, the platform P j can execute task T m after executing task T n 0, else (29)
The task-platform allocation matrix is denoted as y, the task allocation vector of platform P j is denoted as y j , the set M j contains index numbers of tasks allocated to platform P j , and M j = {i|y ij = 1, y ij ∈ y j }. The set of task indexes in M j sorted in chronological order is denoted as M j , wherein the time characteristic satisfies te M j (v) < ts M j (v+1) , where v denotes the v th element in M j .
The task sequence constraint is expressed as follows:
C. MULTI-OBJECTIVE OPTIMIZATION MODEL
As shown above, we combine the analysis of objective functions and constraints, and the multi-objective optimization model is established as follows for the three aforementioned types of emergencies:
The model corresponds to a mixed integer nonlinear programming problem with complex constraints. The equilibrium constraint on the number of platforms, constraint on the number of tasks assigned to a single platform, and task sequence constraint result in a strong constraint on the rows and columns of the solution. This leads to feasible solutions to the problem with a high dispersion degree in the solution space. In this case, the heuristic search method is not efficient in dealing with the multi-objective optimization problem, and it is difficult to determine a satisfactory solution [21] . Therefore, the IMOEA is introduced to solve the model.
V. IMPROVED MULTI-OBJECTIVE EVOLUTIONARY ALGORITHM
Although standard multi-objective evolutionary algorithms, such as NSGA-II, SPEA2, and PESA, can solve the model well, the evolutionary algorithm is prone to a lack of feasible solutions after crossover and mutation operations owing to the disorder of the feasible solutions. Moreover, the searching ability of conventional algorithms is poor. Therefore, a mapping operator is designed to convert infeasible solutions into feasible solutions to improve the efficiency of the evolutionary algorithm. Additionally, the cycle subtraction method is designed to calculate the crowding distance to improve the distribution of the algorithm. Hence, we propose the IMOEA based on a mapping operator and cycle subtraction method.
A. MAPPING OPERATOR
Offspring individuals generated by the crossover and mutation operations of the evolutionary algorithm do not satisfy the constraints of the problem. The mapping operator hence is designed to resolve this issue. The construction of the mapping relationship between the offspring individuals and the feasible individuals ensures that each individual of the population can be transformed into a solution that satisfies the constraints. The concepts related to mapping operators are defined as follows.
Definition 12: The mapping operator transforms any taskplatform assignment matrix y that does not satisfy constraints into matrix y , which satisfies the constraints.
Definition 13: The task-platform resource matching degree is used to measure the degree of matching between the task's resource requirements and the platform's resource capability. The task-platform resource matching degree between task T i and platform P j is calculated as follows:
The mapping operator is a correction to the infeasible solution that uses the mapping relationship between infeasible solutions and feasible solutions. Two highly coupled constraints include the equilibrium constraint on the number of platforms and the constraint on the number of tasks assigned to a single platform. They are the constraint on the sum of rows and that on the sum of columns. It is easy to generate solutions that do not satisfy the aforementioned constraints owing to random processes such as the crossover operators and mutation operators of evolutionary algorithms. Therefore, the mapping operator is designed to deal with infeasible offspring. We improve the search ability of the multi-objective evolutionary algorithm while ensuring the diversity of the population.
The steps of the mapping operation are as follows.
Step 1: Input the task-platform allocation solution y, task attribute matrix T , platform resource capability matrix r, and multi-task executable matrix of the platforms Mut;
Step 2: Calculate the row sum of y, which is expressed as
y ij , and set i = 1;
Step 3: Check whether SH i is 0. If yes, calculate the resource matching degree between all platforms and task T i based on (23) . Assign task T i to platform P j with the highest matching degree and set y ij = 1. If SH i exceeds threshold cp, then calculate the resource matching degree between all assigned platforms and the task. Keep cp platforms with the highest matching degree. i = i + 1.
Step 4: Check whether i exceeds I . If yes, go to Step 5; otherwise, go to Step 3.
Step 5: Calculate the column sum of y. SL = SL j 1×J ,
Step 6: Check whether j exceeds J . If yes, go to Step 9; otherwise, check whether SL j exceeds 1. If not, go to Step 8.
Step 7: Based on the matrix Mut, check whether y j satisfies the task time constraint and task sequence constraint of platform P j . If not, calculate the matching degree between all tasks assigned to platform P j . Keep the task with the highest matching degree. Set j = j + 1
Step 8: Calculate the resource matching degree between platform P j and all its tasks based on (23) . Select tasks that do not violate the constraint on the sum of rows. Assign task T i with highest matching degree among the tasks selected to platform P j and set y ij = 1. Set j = j + 1 and go to Step 6.
Step 9: Output the new solution y transformed by the mapping operator.
B. GENETIC OPERATORS 1) CROSSOVER OPERATOR
For individuals coded with 0-1 integer programming, the following methods are used for the crossover operation. There are two individuals in the population, and they are denoted as ω λ = {ω λ1 , · · · , ω λε , · · · , ω λNA } and ω µ = {ω µ1 , · · · , ω µε , · · · , ω µNA }, where ε ∈ {1, 2, . . . , NA}. An integer is randomly generated in the range [2, NA] . Offspring individuals,ω λ = {ω λ1 , · · · , ω λε , · · · , ω λNA } and ω µ = {ω µ1 , · · · , ω µε , · · · , ω µNA }, are generated according to the following rules: 
2) MUTATION OPERATOR
For individuals coded with 0-1 integer programming, the following methods are used for the mutation operation. The individual in the population is denoted as
is generated according to the following rule:
C. CROWDING-DISTANCE SORTING METHOD BASED ON CYCLE REDUCTION
In the IMOEA presented in this study, the generation of the offspring population is a key link. First, we combine the parent population of size N d with the offspring population of size N d to generate a new population with size 2N d . Subsequently, we calculate the fitness values of the new population by using two optimization objectives and sort the populations via a non-dominated sorting algorithm. The set after sorting is denoted as {φ 1 , . . . , φ n f , . . . , φ NF }, where φ n f denotes the n th f best set of non-dominated solutions and
Next, the non-dominated solution set φ n f is sequentially selected and added into the offspring population until the size of the offspring population is N d . Finally, if the size of the offspring population exceeds N d when the set φ n f is selected, then we calculate the crowding distance of φ n f based on the cycle subtraction method. Some individuals in the set φ n f are selected and added to the offspring population. The process is shown in Fig. 2 . The purpose of crowding-distance sorting is to select welldistributed, representative individuals and add them to the next generation for creating a population of the same size as the parent population. The conventional NSGA-II [22] , [23] algorithm calculates the crowding distance of all individuals collectively. We add a few individuals with a high crowding distance into the offspring population. However, the crowding distances among the individuals change according to the selection. The average crowding distance of the selected individuals does not correspond to the highest distance. Therefore, we consider the change in the crowding distance after each chromosome deletion and design the deletion method to select individuals. The idea of the method is to remove an individual with the least crowding distance cyclically until the number of individuals is equal to that of the parent population.
The steps of the crowding-distance sorting method based on cycle reduction are as follows.
Step 1: Input the non-dominant solution set φ to be processed with a size Np. The number of individuals added to the next generation corresponds to Nx.
Step 2: Calculate the crowding distance of all individuals in φ based on (35).
DIS(φ(ni))
where φ(ni) denotes the ni th individual. DIS(φ(ni)) denotes the crowding distance of φ(ni). Furthermore, Fn mo denotes the calculation function for the mo th optimization objective. Fn max mo (φ) denotes the maximum fitness value of the mo th optimization objective, and Fn min mo (φ) denotes the minimum fitness value of the mo th optimization objective.
Step 3: Delete the individual φ(ni ) with the smallest crowding distance from φ. Recalculate and update the crowding distance of two individuals adjacent to φ(ni ) based on (35). Set Np = Np − 1.
Step 4: Check whether Np is equal to Nx. If not, go to Step 3.
Step 5: Output the non-dominant solution set φ.
D. FLOW OF THE IMPROVED MULTI-OBJECTIVE EVOLUTIONARY ALGORITHM
Based on the aforementioned methods, the flow of the IMOEA is summarized as follows.
Step 1: Initialize parameters including the population size N d , maximum number of iterations n interative , crossover probability P c , mutation probability P m , original taskplatform assignment matrix y * , and task execution quality threshold QTthreshold.
Step 2: Randomly generate the initialized population PoP(n g ). Map the current population PoP(n g ) to a feasible solution population PoP'(n g ) by using the mapping operator above. Calculate the two fitness values of the population PoP'(ng) based on (14) and (20) . These are used as the fitness values of the population PoP(ng). Set the current iteration number ng = 1.
Step 3: Check whether ng exceeds n interative . If yes, go to Step 9.
Step 4: Generate the random crossover of individuals in population PoP(ng) via probability P c . Update the current population PoP(ng) with the generated crossover individuals.
Step 5: Generate the random mutation of individuals in population PoP(ng) via probability P m . Update the current population PoP(ng) with the generated mutation individuals. Step 6: Merge the current population PoP(ng) with the parent population PoP(ng-1). Map the infeasible individuals in the current merged population to feasible individuals by using the above mapping operator. Calculate the multi-objective fitness value of the mapped population based on (14) and (20) . This value is used as the fitness value of the merged population.
Step 7: Calculate the execution quality of all tasks for each individual based on (13) as QT i (i ∈ {1, 2, . . . , I }). Check whether ∀QT i ≥ QT threshold . If not, discard the individual.
Step 8: Sort individuals in the merged population based on fitness values according to the non-dominated sorting method and sort crowding distances based on the cycle reduction method. Set n g = n g + 1. Go to Step 3.
Step 9: Output the Pareto frontier of the feasible solutions after the mapping operation.
VI. EXPERIMENT RESULTS
In this section, the Maritime Operation Center (MOC) experiment information reported previously [24] is used to perform an experimental simulation. Table 1 presents task information, including task names and their resource requirement vectors. There are 16 tasks that should be executed, and the total number of types of resources is 12. Table 2 lists the resource capabilities of platforms. There are 12 types of platforms. The number of platforms is given in Table 2 . The initial task-platform assignment plan is presented in Table 3 . Related parameters in the experiment are set as follows. The population size is 50, maximum number of iterations is 200, crossover probability is 0.7, mutation probability is 0.4, and threshold of the task execution quality is 0.85.
In order to verify the feasibility of the proposed method, experiments of dynamic resource planning are conducted under the three aforementioned types of emergencies. We compare the IMOEA with NSGA-II via 20 Monte Carlo simulations to verify the superiority of the proposed method.
A. EXPERIMENT 1 In order to prove the feasibility of the proposed algorithm for the emergency type ''changes in task information,'' we randomly change the task time attribute in Table 1 . The time attribute of the task after the change is presented in Table 4 . We use the model and algorithm proposed in this study for dynamic resource scheduling. The obtained Pareto front is shown in Fig. 3 .
When the time information changes temporarily, the original task-platform allocation plan becomes invalid because a few platforms will be required to execute multiple tasks simultaneously as per the original plan, which is not possible. After adjustment with the method proposed, the Pareto frontier of multi-objective optimization based on the task execution quality and adjustment cost is obtained as shown in Fig. 3 . We select a non-dominant solution in Fig. 3 for analysis. The adjusted task-platform allocation scheme is presented in Table 5 . When compared to the original plan, the set of tasks for the platform changes to {T 2 , T 6 , T 8 , T 9 , T 11 , T 12 , T 13 , T 14 }. The qualities of execution of all tasks reach a threshold while ensuring that the maximum possible number of platforms keep their original plan. This result proves that the proposed method is effective and feasible. 
B. EXPERIMENT 2
In order to prove the feasibility of the proposed algorithm for the emergency type ''increase in the number of tasks,'' we randomly add a task in Table 1 as a new task for this experiment. We assume that task T 17 with the same attributes as task T 8 is added, and the multi-objective optimization is performed by using the model and algorithm proposed in this study. The obtained result is shown in Fig. 4 .
As shown in Fig. 4 , the Pareto frontier of the C2 organization dynamic resource scheduling problem is effectively determined by using the method proposed in the study. We obtain multiple non-dominant solutions based on the two optimization objectives. We select one of the solutions for analysis, and the new allocation plan is presented in Table 6 . The quality of each task before and after adjustment is shown in Fig. 5 .
We compare Table 4 with to T 16 , and platform P 27 executes T 16 as opposed to T 18 . As shown in Fig. 5 , it is guaranteed that the quality of completion of the new task reaches the threshold, although the execution qualities of task T 2 and task T 16 decrease. This result proves that the proposed is effective.
C. EXPERIMENT 3
In order to prove the feasibility of the proposed algorithm for the emergency type ''reduction of available platforms,'' we randomly reduce 1 to 4 platforms from the available platforms in Table 2 . We assume that platforms P 2 and P 17 lose their operational capabilities. The Pareto frontier of multiobjective optimization obtained using the method proposed in this study is shown in Fig. 6 .
As shown in Fig. 6 , the proposed method effectively obtains multi-objective optimization results, given the execution quality of the task and adjustment cost of the change. One of the non-dominant solutions is selected for analysis, and the new task-platform assignment plan is presented in Table 7 .
When compared to Table 3 , certain task-platform allocation relationships change in Table 7 . Platform P 13 executes T 4 as opposed to T 14 , platform P 25 executes T 9 as opposed to T 11 , and platform P 26 executes T 8 and T 4 as opposed to T 16 . As shown in Fig. 7 , the task execution quality of task T 4 increases from 79% to 100%. Although the qualities of a few tasks decrease, all tasks satisfy the requirements. This result proves the effectiveness and feasibility of the proposed method.
D. EXPERIMENT 4
In order to verify the superiority of the IMOEA, we compare the IMOEA with the adaptive multi-population NSGA-II (AMP-NSGA-II) in [25] in terms of distribution and convergence by using Experiment 3 as an example. We used the Monte Carlo method to do 40 sets of simulation experiments. We randomly reduced 1 to 4 platforms in every simulation. The Monte Carlo simulation results are shown in Fig. 8 and Fig. 9 .
We use the spacing metric as the measure to evaluate the distribution in this study. Decreases in the spacing metric improve the distribution of the algorithm. Additionally, the generational distance is used to evaluate the convergence of the algorithm. Decreases in the generational distance improve the convergence of the algorithm. As shown in Fig. 8 , in terms of the distribution, the box plot of AMP-NSGA-II is a little bit smaller than IMOEA. This indicates that the AMP-NSGA-II is slightly better than IMOEA in terms of the distribution. However, as shown in Fig. 9 , the box plot of AMP-NSGA-II is longer than IMOEA. This indicates that the AMP-NSGA-II unstable in terms of the convergence. The convergence index of the IMOEA is smaller than AMP-NSGA-II. This again indicates that the IMOEA is better than AMP-NSGA-II in terms of the convergence. The IMOEA can find better solutions for the dynamic scheduling problem.
VII. CONCLUSION
We studied the dynamic resource scheduling problem for C2 organizations. To improve the flexibly of a C2 organization, a multi-objective optimization method was used in this study. A multi-objective optimization model was constructed, given the optimization objectives of maximizing the task execution quality and minimizing the plan adjustment cost. Constraints of the resource scheduling problem were analyzed, and the IMOEA was proposed based on the mapping operator and crowding-distance calculation method based on cycle reduction. Finally, four sets of experiments were conducted to prove that the proposed model and algorithm are effective. The results of these experiments indicated that the proposed algorithm could effectively obtain the Pareto frontier of the resource dynamic scheduling problem. Additionally, the results revealed that the IMOEA is better than AMP-NSGA-II when dealing with the resource scheduling problem. Dynamic resource scheduling is a complex problem in the C2 field. In order to address emergencies with greater agility, resource scheduling based on distributed decision methods would be an important direction for research in the future. ZHIQIANG JIAO was born in 1992. He received the B.S. degree in information and communication engineering and the M.S. degree in information fusion from Air Force Engineering University, in 2014 and 2017, respectively, where he is currently pursuing the Ph.D. degree.
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