ABSTRACT In recent years, privacy-preserving data mining (PPDM) has received a lot of attention in the field of data mining research. While some sensitive information in databases cannot be revealed, PPDM can discover additional important knowledge and still hide critical information. There are different ways to approach this exhibited in previous research, which applied addition and deletion operations to adjust an original database in order to hide sensitive information. However, it is an NP-hard problem to find an appropriate set of transactions/itemsets for hiding sensitive information. In the past, evolutionary algorithms were developed to hide sensitive itemsets by building an appropriate database. Genetic-based algorithms and a particle swarm optimization-based algorithm, proposed in previous works, not only hide sensitive itemsets but also minimize the side effects of sanitization processes. In this paper, an ant colony system (ACS)-based algorithm called ACS2DT is proposed to decrease side effects and enhance the performance of the sanitization process. Each ant in the population will build a tour for each iteration and each tour indicates the deleted transactions in the original database. The proposed algorithm introduces a useful heuristic function to conduct each ant to select a suitable edge (transaction) for the current situation and also designs several termination conditions to stop the sanitization processes. The proposed heuristic function applies the pre-large concept to monitor side effects and calculates the degree of hiding information to adjust the selecting policy for deleted transactions. The experimental results show that the proposed ACS2DT algorithm performs better than the Greedy algorithm and other two evolutionary algorithms in terms of runtime, fail to be hidden, not to be hidden, not to be generated and database similarity on both real-world and synthetic data sets.
I. INTRODUCTION
Knowledge Discovery in Database (KDD) is a technique to discover useful information and interesting relationships in an undigested database. It has become more and more important and causes a variety of issues due to the rapid growth of information technology and e-commerce applications. Several techniques in KDD are commonly used to find obscure but useful relationships among purchased products for market basket analysis. For instance, KDD techniques can be generally classified as association rules [4] , [9] , [21] , sequential patterns [5] , [18] , [37] , [46] , clusters [27] , and classifications [41] . Association rule mining is a principle KDD that will provide valuable information and knowledge in customer transactions.
In recent years, a huge amount of data has been stored in tremendous databases, which contain private or secure information such as credit card numbers, personal identification numbers, telephone numbers and other confidential data, which are easily revealed by previous data mining techniques. Therefore, developing novel techniques from traditional approaches to hide critical information is an important topic. Moreover, business collaborators (which were also potential competitors) could obtain sensitive knowledge by using data mining techniques to analyze shared databases. A current collaborator might become a competitor and cause immeasurable damage by utilizing sensitive knowledge to make more profitable business decisions, and thus decrease the business performance of the data provider as a result of increased competition.
Privacy-preserving data mining (PPDM) is a data mining technique for hiding the private and critical information in a dataset. PPDM was first introduced by Agrawal et al. [3] .
Lindell and Pinkas applied decision tree learning with the ID3 algorithm to the issue of PPDM [36] . Clifton et al. [11] then presented a toolkit to address various problems in PPDM. Pandya et al. [40] proposed a multiplicative perturbation algorithm to achieve a better balance between privacy and utility of data. Dwork and Nissim [15] generalized previous research by considering both multi-attribute databases and vertically partitioned databases, and proposed several algorithms for handling published noisy statistics. Several approaches were also proposed to hide sensitive frequent itemsets of sensitive association rules by custom sanitization procedures [16] , [24] , [31] , [47] .
When sensitive information overlaps with important but non-sensitive information, minimizing side effects for producing an appropriate set of transactions/itemsets is a harsh challenge for traditional PPDM algorithms. Some important information might be hidden or modified, or some inauthentic knowledge might be produced, due to hiding and securing sensitive information at the same time. It is thus difficult to find the optimal solution in a short time by a traditional algorithm in PPDM. An evolutionary algorithm is a suitable and efficient approach for searching near optimal solutions to NP-hard problems. The evolutionary algorithms such as Genetic Algorithm (GA), Particle Swarm Optimization (PSO) or Ant Colony Algorithm (ACO) can be used to obtain beneficial solutions quickly. Thus, for the issue of PPDM, it is more reasonable to design or apply the evolutionary algorithms to obtain the global optimal solution than to utilize the traditional methods.
Genetic algorithm (GA) [19] , [28] is a famous evolutionary algorithm. It simulates the evolutionary process of creatures in a natural environment. A population approaches a rather promising individual by several evolutionary operators, including a crossover operator, mutation operator, and selection policy. It has been frequently applied to several discrete and continuous problems which might include nonlinear objectives or constant functions without gradient information.
Particle swarm optimization (PSO), invented in 1995, is another effective evolutionary algorithm [29] . It is inspired by birds flocking to deduce rich find sources. Like GA, it is also designed to solve optimization problems. Each particle in PSO represents a feasible solution which would be evaluated by a predefined fitness function. A particle would change location by its speed and also update its speed by its acceleration in each iteration. The acceleration is calculated by two factors, pbest and gbest. The personal best (pbest) records the best location which the defined particle arrives at before and the global best (gbest) records the best location which the whole population finds from then till now.
Evolutionary algorithms were proposed to find a good enough solution in a limited time for PPDM. In the past, Lin et al. [32] , [33] proposed a GA-based algorithm and a PSO-based algorithm [34] to hide sensitive itemsets using a designed sanitization procedure. In these approaches, selecting a set of transactions for deletion is accomplished using a GA framework and a PSO framework. It has been shown that the evolutionary algorithms can provide better solutions to PPDM problems with fewer side effects compared to traditional Greedy algorithms. Previous works using antbased algorithms hide sensitive information in datasets. Narmadha [38] proposed an ACO approach to modify the transactions in a database in order to hide private data. Selvan and Veni [42] proposed another ant-based algorithm to scan the items in a transaction one by one to try to reduce the side effects during the hiding process. Ansari et al. [7] applied fuzzy concept into an ACO method to propose a data modification technique in PPDM. In this paper, an ACS-based ACS2DT algorithm is proposed to enhance the performance and further decrease the side effects of previous algorithms. The proposed method does not modify transactions in a database but deletes some critical transactions to hide sensitive information. The key contributions of the designed algorithm are listed below. 1) In the past, few evolutionary algorithms have been proposed to sanitize databases for hiding sensitive information. The previous approaches utilized the GA framework and PSO framework. This is the first article to address the problem of hiding sensitive itemsets by deleting some transactions in a database using an ACS-based algorithm. 2) Due to the characteristics of ACS, ACS2DT would select the transactions for deletion one-by-one. It always refers to previous selections and monitors the current situation to determine the better choice with a well-defined heuristic function. The heuristic function utilizes both a pre-large concept and fitness function to reduce the side effects for a designed sanitization procedure. 3) According to the specific selection process for ACS, the proposed algorithm could record the best solution during the selection process. The results of the proposed method reduce the number of unnecessary deleted transactions, and the similarity of the projected dataset to the original dataset is better than previous approaches.
The rest of this paper is organized as follows. Related work is briefly reviewed in Section II. Preliminaries and problem definition are outlined in Section III. The proposed ACS2DT sanitization algorithm is presented in Section IV. Experimental results are reported in Section VI. Finally, conclusions are given in Section VII.
II. RELATED WORK
This section reviews related work about GA, PSO, ACS and PPDM.
A. GENETIC ALGORITHM Genetic Algorithm (GA) was developed in the early 1970s by John [28] , and is the most popular evolutionary algorithm shown in Algorithm 1. It is widely used to find near-optimal solutions to optimization problems. It has been confirmed in VOLUME 5, 2017 generate the new individuals by the crossover/mutation operators; 7: insert the new individuals into the population; 8: evaluate each individual in the population by the fitness function; 9: update the global optimal solution S; 10: select some individuals as the new population; 11: end while 12: output the global optimal solution S; Algorithm 2 Particle Swarm Optimization 1: Initialize 2: generate initial populations (position and velocity); 3: set the personal best pbest for each particle as current location; 4: evaluate each particle in population by the fitness function; 5: set the best particle as the global best gbest; 6: while does not satisfy the termination condition do 7: update velocity for each particle; 8: update position for each particle; 9: evaluate each particle in the population by the fitness function; 10: update the personal best pbest for each particle; 11: update the global best gbest; 12: end while 13: output the global optimal solution S; previous works that GA can obtain good quality near-optimal solutions to several different kinds of NP-hard problems. In GA, a feasible solution would be encoded on a chromosome which is an individual in the population. Each chromosome would be estimated by a predefined fitness function. Three evolutionary operators, a crossover operator, a mutation operator and a selection policy are performed to generate the next population in order to find better solutions in each iteration.
1) Crossover:
It is an interaction between two selected individuals in a population. In general, this operator would generate two or more offspring for selected individuals. Offspring always consist of some features or characteristics from their parents. For instance, if a chromosome is encoded as a binary string, the mutation operator could be defined to swap some bits between two chromosomes (individuals) to generate offspring. 2) Mutation: It is an operator which performs adjustment to generate a similar unit from a certain chromosome. This operation has the ability to let a population escape some local optimal solutions. For instance, mutation can randomly flip several bits of a certain chromosome with a low probability if the chromosome is a binary string. 3) Selection: This operator simulates natural selection of the fittest to choose some individuals from the current population to move on to the next iteration. It ensures that the characteristics or the features of the better solutions would be retained in the population in the future iterations. The brief procedure of GA is given below. In general, a predefined maximum generation G would be set as a termination condition. When the number of generations reaches G, the GA process would be interrupted and would output the current global optimal solution S. Each individual (chromosome) is evaluated by the predefined fitness function which is designed by applying the problem to access goodness solutions. If a new solution is better than the current global optimal solution, it would be set as the new global optimal solution. Although GAs could be designed easily and generally perform well in different kinds of applications, two important drawbacks of GAs are that the convergence speed is slower than other evolutionary computations and setting crossover and mutation operators is a non-trivial task.
B. PARTICLE SWARM OPTIMIZATION
Particle swarm optimization (PSO) is another famous evolutionary method, proposed in 1995 by Kenny and Eberhar [29] . PSO is inspired by the behavior of birds flocking to find better food sources. Each particle is used to indicate a solution in PSO. The brief procedure of PSO is proposed in Algorithm 2. choose an ant which has not finished its tour; 5: build a solution of an ant incrementally by the state transaction rule; 6: end while 7: update the pheromone information by each tour in this iteration; 8: output the best solution;
In the beginning, PSO would generate several particles in the solution space and set the velocity for each particle. Each particle would update its position by its velocity in each iteration and the velocity for each particle would also be updated by the global best gbest and it's personal best pbest in each iteration. The updating formula of velocity for each particle is given in Eq. (1) .
In the above equations, w is used to balance the influences of global search and local search. The v i denotes the velocity of the i-th particle in the population and t is used to indicate the number of the current iteration. c 1 and c 2 are constants, respectively called the individual weight and social weight, and are both set to 2 usually. Both r 1 and r 2 are random numbers generated by a uniform distribution in the range of [0, 1] . Like GA, a predefined maximum generation G would be set as a termination condition.
PSO was always applied to find solutions from a continuous solution space. Kennedy and Eberhart proposed discrete PSO to find near optimal solutions to discrete optimization problems [30] . Then Lin et al. [34] proposed a sanitization approach to hiding sensitive itemsets using this discrete PSO. The experimental results showed that the PSO-based algorithm is much faster and generates smaller N-T-H (not to be hidden) side-effects compared to a GA-based algorithm.
C. ANT COLONY SYSTEM
Ant colony optimization (ACO) has been successfully applied to solving several optimization problems in the past. Specifically, they are effective in finding nearly-optimal solutions for a complex problem. There are several different kinds of ACOs proposed in the previous works. This section reviews work related to the original ant system (AS) and ant colony system (ACS), which is one of its extended versions.
1) ANT SYSTEM
Ant system (AS) simulates the behavior of real ant colonies searching for food and was first introduced by Colorni et al. [12] and Dorigo et al. [15] . By depositing pheromones on the path, a real ant population has the ability to find the shortest path between its nest and destinations with high probability. Each ant selects the next direction on the route according to pheromone density. AS observes the behavior of real ant populations, encodes the solution space in applied problems to a searching graph, and enhances the building solution process to improve the searching performance. Besides using the information of pheromones, AS would also design a heuristic function to influence ants to select a direction. The amount of pheromone on each tour, which are built in this iteration will have been modified once all the ants have finished their tours. The brief algorithm is shown in Algorithm 3. Details of the state transaction rule and the pheromone-updating process are described in section II-C.2.
2) ANT COLONY SYSTEM
Ant Colony System (ACS), which was proposed by Dorigo and Gambardella [13] , is an extended algorithm from original ant system (AS). It uses the different state transaction rule and the different pheromone-updating rules with an AS approach in order to increase performance. The pseudo code is shown in Algorithm 4.
Details of the algorithm are described below.
1) State transaction rule
The state transaction rule is a process to determine an ant's next node (state) probabilistically. The traveling salesman problem (TSP) is taken as an example. Assume the k-th ant is currently in the city j (node). The next city s (node) for the k-th ant to visit is:
where R k (j) is the set of cities that can be visited by the k-th ant; τ (j, n) is the accumulated pheromone on the edge between city j and city n; and α, β are two parameters that indicate the relative influence of pheromone versus the distance between two cities in this problem. In addition, the parameter q is a random number uniformly distributed between 0 and 1, q 0 is a parameter (0 ≤ q 0 ≤ 1), usually set as a number close to 1, and P k (j, i) is the probability from city j (node) to VOLUME 5, 2017 choose an ant which has not finished its tour; 5: while the ant has not finished its tour do 6: select an edge by the pseudo random proportional rule; 7: update the pheromone on selected edge using the local updating rule; 8: end while 9: end while 10: update the pheromone using the global updating rule; 11: output the best solution;closest city i (node) if q > q 0 . P k (j, i) is calculated as follows:
The state transaction rule selects the node with the
β to follow, if the value of the random variable q is less than the pre-defined parameter q 0 . Otherwise, it probabilistically selects a node according to Eq. (3). This combination selection method is called the pseudo random proportional rule. In AS, just Eq. (3) is applied in its selection method, which is called random proportional rule. Pseudorandom proportional rule can increase the convergence speed effectively resulting in obtaining better solutions in early iterations. In general, the heuristic function η (j, i) is a specific formula related to the optimization. It is an effective design to lead ants to find better solutions in antbased algorithms. An appropriate heuristic function is set according to the domain knowledge of the given application.
2) Global updating rule
The global updating rule will be applied to adjust the pheromone density on the best tour when all of the ants have already finished their tours. It is different from the pheromone-updating process in AS. AS increases the pheromones on the paths in all of the tours passed by the ants in each iteration. But ACS only increases the pheromones on the best tour. Therefore, the best solution would be distinguished between other feasible solutions by the global updating rule, thus this process increases the convergence speed sharply for ACS. There are two kinds of global updating rules which can be selected. The first updating rule takes the best tour (the global best solution) among the ones in all the executed iterations and the second rule takes the best tour (the iterative best solution) in the current iteration. Take the traveling salesman problem as an example. Formally, the global updating rule is stated as follows:
Where t is the current iteration, α (0 < α < 1) is the evaporation parameter of pheromone, and L best is the length of the global best solution or the iterative best solution passed by the ants. Thus, the global updating rule will provide a greater increase of pheromone to a shorter tour in the traveling salesman problem.
3) Local updating rule
Due to the influences of the pseudo random proportional rule and the global updating rule, ACS always guides an ant population to pass the same edges. The local updating rule is designed to adjust the density of pheromones and to always avoid selecting similar tours in one iteration. When an ant chooses an edge between nodes j and s, it immediately updates the pheromone density of the edge to avoid local optimum as follows:
where τ before (j, s) is the pheromone amount on the edge from city j to s. When an ant passes through the edge, the pheromone amount will be updated to τ after (j, s). And ρ (0 < ρ < 1) is a parameter for adjusting the pheromone density. For this formula, if the pheromone density τ before (j, s) on the constructed tour is higher than the initial pheromone τ 0 , the local updating rule decreases the pheromone density to reduce repeated visiting probability from the edge. Otherwise, it increases the pheromone density. The local updating rule gives a reasonable probability to any possible solution. An edge, which is the local optima for an ant but not global optima for all the ants, will decrease its pheromone output, causing the ant to explore the other edges with higher probabilities and thus avoiding local optima. According to the local updating process above, an ant usually decreases the pheromone density of the edge it chooses. This prevents the ant population from selecting similar paths and makes sure that other possible solutions have a good chance to be selected.
D. PRIVACY-PRESERVING DATA MINING
Data mining has become a critical technology for business in recent years. It can discover valuable knowledge and useful relationships from transaction or customer databases. A manager or retailer can implement efficient and useful business strategies using this information. Notwithstanding the fact that, people can obtain huge benefits from these implicit relationships and knowledge, they might also get some private, confidential, or sensitive information from the original database. Therefore, before publishing or sharing a database containing critical data, confidential or secure information needs to be carefully hidden. For this reason, privacy-preserving data mining (PPDM) has recently emerged as a key research area [3] , [6] , [12] , [16] , [36] , [44] . Agrawal and Srikant [6] proposed a reconstruction process that accurately evaluates the distribution of original data structures, and defined several classifiers to estimate the accuracy of a sanitized database respective to its corresponding original database. Verykios et al. [44] proposed a hierarchical classification and an overview of PPDM approaches. A generalization-based approach proposed by Hajian et al. [20] preserves privacy and prevents discrimination. This method has good scalability by extending to several privacy models. A novel approach proposed by Lindell and Pinkas [36] was used to hide privileged information from decision tree learning using the well-known ID3 classification method. Evfimievski [16] proposed some approaches to randomize categorical numerical data for PPDM. Clifton et al. [10] developed a toolkit and provided several techniques for some specific PPDM applications. Islam and Brankovic [26] constructed a method to protect numerical and categorical data which belonged privately to individuals. A heuristic algorithm for data perturbation, which was proposed by Atallah et al. [8] , adjusted an original dataset by decreasing the support of sensitive rules below a given user-specified threshold. Oliveira and Zaiane [39] proposed several sanitization approaches by a specific heuristic framework to hide frequent itemsets. These approaches rely on an itemrestriction algorithm in order to avoid noise addition and limit the deletion of real data. Sweeney [43] provided an algorithm dependent on a generalized k-anonymity to protect and suppress sensitive attributes. Some sanitization algorithms, which are different from traditional hiding algorithms developed for PPDM, focus on minimizing the side effects of sanitization. Minimizing side effects of sanitization can be considered an NP-hard optimization problem [3] , [44] . There are few evolutionary computation algorithms proposed to resolve the problem of hiding sensitive information in PPDM. Han and Ng [22] proposed a genetic algorithm (GA) to define a secure protocol, which can discover a set of rules and ensure the non-disclosure of private data. Lin et al. [32] also developed several GAs, sGA2DT, pGA2DT and cpGA2DT [33] , for hiding sensitive itemsets by pruning transactions. If a chromosome indicated a subset of transactions in the database, then that chromosome would be deleted. Three side effects of sanitization were considered to design the fitness function in these three GAs. The fitness function combined the three factors of side effects with different weight as a unique function. sGA2DT process was designed as a simple GA with this specifically designed fitness to find an appropriate set of transactions to be deleted to hide sensitive itemsets. pGA2DT process is an extended version of sGA2DT, which adopted the pre-large concept [25] to speed up the evolution process. pGA2DT maintained a buffer of pre-large itemsets during the evolution process to avoid performing multiple database scans for each iteration. In general, a predefined size of a population needs to be set before performing GAs. cpGA2DT applies a compact GA [23] algorithm, which only generates two individuals in the population for each iteration. Thus, it can reduce memory usage during the evolution process effectively. Lin et al. [35] proposed another evolutionary computation algorithm PSO2DT based on the PSO approach. In this method, each particle represents a set of transactions to be deleted. Substantial experiments showed PSO2DT performs better than the Greedy algorithm and GA-based algorithm in terms of runtime, fail to be hidden (F-T-H), not to be hidden (N-T-H), and database similarity (DS). PSO2DT can even get a obtain performance than previous approaches. In this paper, we also applied another evolutionary computation algorithm, ACS approach, to further improve the performance of PPDM.
III. PRELIMINARIES AND PROBLEM STATEMENT
Preliminaries and the definition of hiding sensitive frequent itemsets while minimizing side effects will be introduced in this section. 
A. PRELIMINARIES
Let I = {i 1 , i 2 , . . . , i r } be a finite set of r distinct items. A database D = {T 1 , T 2 , . . . , T n } is a set of transactions. For each transaction T q ∈ D, T q is a subset of I, and q is a unique identifier for T q called Transaction IDentifier (TID) for a specific transaction. A pre-defined minimum support threshold δ (0% ∼ 100%) is assumed to be manually set by users or experts. Table 1 will be used as an example for the following description. It contains 10 transactions and each item is represented by a specific letter. Definition 1: An itemset i is a subset of I. The support count of an itemset i in a database D is the number of transactions consisting of i. Let the minimum support count be the product of the minimum support threshold and the number of transactions in the database. The support count of a frequent itemset f is larger than the minimum support count in the database and can be defined as:
sup (f ) is the support count of f and δ is the minimum support threshold. And the set of frequent itemsets in the database D is denoted as
For example, assume the minimum support threshold δ is set to 40%. Thus, the minimum support count is calculated as 10 × 0.4 = 4. The support count of the itemset {a, b} is sup ({a, b}) = 6 in Table 1 , since it appears in six transactions. Therefore, {a, b} is a frequent itemset in this database due to the high support count. Hiding as much sensitive information as possible in a database is the purpose of PPDM. And yet it is not only used to prune sensitive information from a database, but also to minimize side effects of the pruning process. There are three major side effects of the pruning process, which include the failure to hide some sensitive information (called fail to be hidden, F-T-H, or hiding failure), hiding information that is important but not sensitive (called not to be hidden, N-T-H, or missing cost), and the introduction of artificial information (called not to be generated, N-T-G, or artificial cost) [45] , discussed in this section. Definitions and explanations of these three side effects are given below.
Definition 3: Let D' be a sanitized database, which was generated by pruning some transactions/itemsets from an original database D.
In Figure 1 , the example illustrates the relationship between the original database D and the sanitized database D'. FI s indicates the set of frequent itemsets in dataset D, FI s is the set of frequent itemsets in the sanitized database D', SIs is the set of sensitive itemsets that needs to be hidden and ∼ SIs is the set of non-sensitive frequent itemsets in D.
Definition 4: The side effect F-T-H (failure to hide some sensitive information) is denoted as α and defined as the number of sensitive itemsets appearing in the sanitized database D', which is:
The side effect N-T-H (not to be hidden) is denoted as β and defined as the number of non-sensitive itemsets hidden in the sanitized database D', which is: 
Definition 6:
The side effect N-T-G (not to be generated) is denoted as γ and defined as the number of frequent itemsets in the sanitized database D' that was infrequent in the original database D, which is:.
B. PROBLEM STATEMENT
Due to hiding the sensitive itemsets s i ∈ SIs in a database D, the purpose of PPDM is to produce a sanitized database D' from D such that the support counts for all of the sensitive itemsets s i inSIs become less than the minimum support count, that is:
The three aforementioned side effects are the standard measures used to assess the quality of a sanitization approach. High F-T-H means that too many sensitive patterns can still be found in the sanitized database. High N-T-H points out that some important information may be missing in the sanitized database. If the number of N-T-G is too high, it means that a huge amount of meaningless artificial information may have been generated by the sanitization process. There is a high possibility that important non-sensitive information would be hidden by the sanitization process if the amount of sensitive information which needs to be hidden is very substantial. The number of transactions would be decreased when some transactions were deleted in a database. Thus, the minimum support count would also be reduced. This causes several infrequent itemsets to become frequent as a result of the sanitization process. Thus, there is a trade-off relationship between the F-T-H, N-T-H, and N-T-G side effects. It is an NP-hard problem to find a solution to the problem of PPDM that minimizes the three side effects.
IV. PROPOSED ACS2DT SANITIZATION ALGORITHM
This section describes the proposed ant-based framework for efficiently hiding sensitive itemsets by transaction deletion.
It is called ant colony system to delete transactions (ACS2DT).
Each operator and detail algorithm of ACS2DT will be defined and explained in the following subsections. It contains the definitions of the ant routing graph, the termination conditions, the heuristic function and the pseudo code in this approach.
The proposed approach follows the traditional ACS process, which was introduced in section II-C, consists of the state transaction rule, pheromone updating rules, and selection process. Generally, ACS does not need to set a termination condition for each tour, since an ant would either finish its tour due to arriving at the destination or because no more following nodes could be selected. Because of the specifically defined ant routing graph in ACS2DT, some predefined termination conditions for each tour would be proposed to guide an ant toward finishing it's tour. This will be discribed in section IV-A and section IV-B. A well-defined heuristic function for hiding sensitive itemsets in ACS2DT will be proposed in section IV-D.
A. ANT ROUTING GRAPH
Before performing an ant-based algorithm, a routing graph would be encoded from the solution space. In ACS2DT, each node in the graph indicates a transaction in the dataset. Therefore, a completed tour for an ant is a subset of the input transaction dataset. And a solution produced from ACS2DT is an adjusted dataset which came from the original dataset's pruning of this subset. This is different from the traditional routing graph in ant-based algorithms, because there is no an obvious destination in the routing graph in ACS2DT. In ACS2DT, all of the nodes have an edge connecting to the nest node and they do not connect with each other. A simple example is shown in Figure 2 . containing at least one sensitive itemset. It can be defined as Eq. (12), where HS is sensitive itemsets. A brief example of a projected database is shown in Table 2 .
At the beginning of each tour, an ant would be put on the nest node. The ant will return back to the nest node after it has selected an edge and arrived at a node. An ant will finish a tour when it selects several transactions (nodes) and reaches the termination condition. For example, the current transaction subset is {3, 5}, when an ant has been to the node C and the node D then back to the nest node in Figure 2 .
B. TERMINATION CONDITION FOR EACH TOUR
Due to the particular design of the routing graph, there is no obvious destination in ACS2DT. Therefore, a maximum number of selected transactions would be set in ACS2DT. An ant would select up to the maximum number of selected transactions. In PSO2DT, the appropriate number of transactions was defined to indicate the maximum number m of transactions to be deleted. The proposed method modifies the definition as Eq. (13):
where
+ 1 is the minimum number of selected transactions theoretically, if the process would hide all of the sensitive itemsets. n is a number which is larger than 1 and dependent on different kinds of datasets. If the process can always select a transaction which contains the sensitive itemsets with the highest support counts to be deleted, n can be set as a number that approaches 1. If it cannot, it needs to be set as a number larger than 1 in order to hide all of the sensitive itemsets.
In Table 2 , it is a corresponding projected database D * from Table 1 After determining the minimum number of selected transactions, the proposed method would compare the value of heuristic function (introduced in section IV-D) with current fitness function before performing pseudo random proportional rule. If there is no node in which the value of heuristic VOLUME 5, 2017 function is better than current fitness value, the selecting process would be interrupted and the ant would finish the tour.
C. FITNESS FUNCTION
A fitness function in an ant-based algorithm is used to estimate each tour (solution) produced by the ants. Generally, ACS2DT follows the same fitness function from PSO2DT, but a rule is used to compare two tours if their fitness values are the same. The fitness function proposed from PSO2DT is the weighted sum of the three side effects, and is defined as:
where α is the number of F-T-H itemsets; β is the number of N-T-H itemsets, and γ is the number of N-T-G itemsets. The w 1 , w 2 and w 3 are the weights of the relative importance of each side effect, which are adjusted by the user. In general, people always want to hide as much sensitive information as possible, even if this causes some non-sensitive information to go missing or some artificial information to be generated. Therefore, w 1 is always set at a higher number than the other two weighted numbers. Besides, the density of a database also influences the fitness of a tour. Since the data distribution is condensed in dense databases, if a sensitive itemset is successfully hidden, many non-sensitive but frequent itemsets may also be hidden as a side-effect. Thus, for dense databases, w 1 should be set higher to obtain a good balance between the three side effects. On the contrary, the distribution of data in sparse databases is scarce. Thus, if a sensitive itemset is hidden, fewer non-sensitive but frequent itemsets will be hidden as a side-effect. Hence, w 1 can be set lower for sparse datasets.
In ACS, the global pheromone updating rule would update the density of pheromones on the best tour. Sometimes, there are several tours that have the same fitness value and are better than the other tours. In this kind of situation, the proposed method would compare the size of selected transactions for these solutions. The proposed method would choose one solution as the best solution if it prunes fewer numbers of transactions from the original dataset. In this way, the proposed approach can always determine the solution which has higher similarity to the original dataset. Therefore, the process would help the proposed method to reduce side effects and increase similarity.
D. HEURISTIC FUNCTION
In ACS, a well-defined heuristic function is very important to guide an ant searching for a better direction. The proposed method would calculate the fitness value and record the current situation after selecting each transaction. According to the current situation, the proposed method can select a suitable transaction to adjust or improve the current solution.
As an example, presume the current selected transactions for deletion is transactions 1, 3 and 10. There are two sensitive itemsets {a, b} and {c, d} no hidden, one frequent itemset {e} deleted and one itemset {f , g} generated. The proposed method would prefer selecting a transaction which includes {a, b}, {c, d} and {f , g} but does not include {c, d}. Assume x is the number of non-hidden transactions which are included in the selected transaction, y is the number of hidden frequent itemsets in the selected transaction and z is the number of fake frequent itemsets in the selected transaction. The value of heuristic function is defined below:
where H is the heuristic function, e is a transaction which can be selected and α, β, γ are set as the same value with fitness function. By this function, the proposed method always selects a suitable transaction to adjust the current solution and reduce side effects effectively. Therefore, ants can refer the selected transactions so far and select the next transaction by this heuristic function to effectively reduce the side effects. This is the major difference and enhancement from previous works. The previous works did not consider the relationship between the selected transactions. However, the proposed method does not select the transactions separately; it tries to further obtain a suitable combination of the transactions.
E. THE PROPOSED ANT COLONY SYSTEM TO DELETE TRANSACTIONS
The ACS2DT algorithm is proposed for efficiently hiding sensitive itemsets by transaction deletion. The pseudocode is provided in Algorithm 5. The proposed ACS2DT algorithm first generated a projected dataset in order to generate an ant routing graph (line 1). Find the frequent itemsets by data mining algorithm (line 3). Initialize the pre-large frequent itemsets to speed up the mining process (line 4). Before starting the iterations, the process would calculate the maximum number of selected transactions as the termination condition (line 5). In each iteration, an ant would generate its own tour from line 8 to line 23. In general, an ant-based algorithm would estimate a solution after finishing a tour. But it is different in ACS2DT; the proposed approach would calculate the fitness value for each selection (line 19). Therefore, during a tour in ACS2DT, several suitable solutions would be produced. If a produced solution is better than the current global solution, it would be updated as the new global solution (line 21). Finally, if the process reaches the termination condition, the approach outputs the current global best solution and interrupts the process (line 27).
V. AN ILLUSTRATING EXAMPLE
In this section, an example for an ant to generate its own solution using the database shown in Table 1 is given to illustrate the proposed ACS2DT algorithm, step by step. In this example, the minimum support threshold is set to 40%. The discovered frequent itemsets (FIs) are shown in Table 3 .
In the following description, the example focuses on selection process of the proposed method and ignores the ACS operators. Assume the itemsets {a, b} and {b, c} are the sensitive itemsets and these two frequent itemsets need to be hidden in the adjusted dataset. The same projected database of the sensitive itemsets is shown in Table 2 . At the beginning, an
Algorithm 5 ACS2DT
Input: D * , the set of projected transactions; SIs, a set of sensitive itemsets to be hidden; FI s , the set of frequent itemsets in D * ; δ, the minimum support threshold; and M, the number of ant to be used for each iteration. Output: D', a sanitized database. 1: construct the ant routing graph from transactions by section IV-A; 2: set s b = ∅, g = 0; 3: perform data mining algorithm to find the frequent itemsets; 4: initialize the pre-large frequent itemsets to speed up mining process. 5: calculate the maximum number of selected transactions m t by section IV-B; 6: while the ants which have not built their solution do 7: choose an ant which has not finished its tour; 8: set g b = ∅ indicates the best solution of this tour; 9: if the number of selected transactions = m t ; then 10: the ant has already finished its tour; 11: the g b is indicated the solution generated by this ant; 12: update the global best solution G b ; 13: continuous; 14: end if 15: calculate the value of heuristic function for all of candidate removed transactions by section IV-D; 16: select an edge from the candidate removed transactions to the next stage according to the pseudo random proportional rule by section II-C.2; 17: perform pheromone local updating rule; 18: set current feasible solution as s c ; 19: calculate the fitness value f (s c ) for current feasible solution s c by section IV-C; 20 :
end if 23: go to line 9; 24: end while 25 : g = g + 1; 26: if g = G then 27: return G b ; 28: end if 29: process pheromone global updating process; 30: go to line 6 for next iteration; ant would select some of the transactions from the projected database to hide the sensitive itemsets. The maximum number of selected transactions would be calculated as: In an ant-based algorithm, an edge (a candidate transaction in the projected database) would be selected with higher probability if it has higher fitness value. Assume the ant first selects transaction 1 for deletion from the original database. It causes the sensitive itemset {b, c} to hidden but the frequent itemsets {d}, {c, d} and {a, b, c} are also removed. Thus, the fitness value for the current solution is 0.9 × 1 + 0.1 × 3 = 1. In the last selection, the ant selects transaction 10 for deletion from the database. Finally, the current solution hides all of the sensitive itemsets, removes two frequent itemsets {b} and {a, b, c} and generates threes fake transactions {a, e}, {c, d} and {c, e}. The fitness value is updated as 0.1
The ant has already finished its tour and generated 4 candidate solutions. Comparing these 4 solutions, the last suitable solution (removing transactions 1, 3, 5 and 10) is the best as its the fitness value (0.5) is lower than others. Durning the proposed ant-based method, each ant would generate its own solution in the same way using the traditional ant operators (crossover, mutation, selecting and pheromone updating). When the process reaches the pre-defined maximum iteration, the proposed ACS2DT would output the best solution it had generated up to this point.
VI. EXPERIMENTAL RESULTS
Substantial experiments were conducted to compare the effectiveness and efficiency of the proposed ACS2DT algorithm with PSO2DT [35] , GA-based sGA2DT, pGA2DT, cpGA2DT approaches [32] , [33] and the non-evolutionary Greedy sanitization algorithm [31] . The proposed ACS2DT algorithm, like PSO2DT, adopts the pre-large concept to avoid performing multiple database scans to evaluate side effects during the process. The algorithms in the experiments were implemented in Java language on the supercomputer Cherry-creek with Intel Xeon E5-2697v2 CPU and each experiment was performed by one core and 15GB ram, running the 64-bit CentOS 6.6 Linux operating system. There are three real-world datasets called chess [1] , mushroom [1] and foodmart [17] used in these experiments. A synthetic dataset named T10I4D100K has also been generated using the IBM database generator [2] . Parameters and characteristics of the datasets used in the experiments are respectively shown in Table 4 and Table 5 . The maximum number of iterations is set at 1,000 and the size of the population is set at 10 in the conducted experiments for the previous GA-based and PSO-based approaches. Due to the well-defined heuristic function, the proposed ACS2DT makes it unnecessary to perform many iterations to obtain a good solution. Thus, the maximum number of iterations is set as 4 and the size of the population is set as 2 for the proposed ACS2DT. Fewer iterations and population can also reduce the runtime of the proposed algorithm but can still obtain the optimal results. All experiments were executed five times and solutions having the smallest fitness values were used to determine the transactions to be deleted for hiding the sensitive itemsets. A certain percentage of the frequent itemsets found in each database were randomly selected to be the sensitive itemsets. This percentage is called the percentage of sensitive itemsets. In the following, the minimum support threshold and the percentage of sensitive itemsets are respectively denoted as min_sup and sen_per. In practice, the values of min_sup and sen_per can be specified by the users or experts. To evaluate the performance of the designed approach, the min_sup and sen_per values have been adjusted for each dataset, to ensure that the number of frequent itemsets and sensitive itemsets is appropriate. Thus, in the conducted experiments, the min_sup and sen_per parameters are different for each dataset, and were adjusted based on each dataset's characteristics. According to different datasets, the parameters of fitness functions and n value of maximum number of deleted transactions are set in Table 6 .
A. FITNESS VALUE
A first experiment was conducted to compare the fitness value of the designed algorithm with the Greedy, sGA2DT, pGA2DT, cpGA2DT and PSO2DT algorithms. The weights of the three side effects in the fitness function were set in Table 6 . In order to hide as much sensitive information as possible, w 1 is set much higher than the other two weights in our experiments. The fitness values obtained for various minimum support threshold values are shown in Figure 3 .
In Figure 3 , the fitness values of the proposed ACS2DT are obviously better than previous approaches. Due to the well-defined heuristic function in ACS2DT, the proposed method not only hides the sensitive itemsets effectively but reduces the other two side effects successfully. Therefore, the proposed method can further decrease the value of fitness In Figure 4 , results are similar to Figure 3 . The fitness values of ACS2DT are all better than other previous algorithms and approaches or reach zero. In T10I4D100K dataset, the proposed method generates almost no side effects and hides all of the sensitive itemsets in all kinds of situations. From the above discussion, it can be concluded that the proposed ACS2DT algorithm considers the three side effects simultaneously and can obtain better results than previous works.
B. SIDE EFFECTS
In this section, the three side effects (F-T-H, N-T-H and N-T-G) are discussed to show the performance for proposed ACS2DT and the other previous algorithms. The standard way of comparing sanitization algorithm in PPDM is to compare the number of occurrence of the three side effects that each algorithm generates. The number of occurrence of the three side effects are shown in Figure 5 and Figure 6 .
In the experimental results, the side effects in PSO2DT and ACS2DT are both less than the GA-based algorithms and Greedy algorithm. PSO2DT showed a greater ability to hide the sensitive itemsets than the GA-based algorithms and Greedy algorithm, but it also generated too much N-T-H and N-T-G side effects in some datasets. This means PSO2DT usually avoids N-T-H and N-T-G side effects in order to reduce F-T-H side effect as much as possible. Even ACS2DT can hide more sensitive itemsets than PSO2DT in most of the datasets, but the proposed method does not generate a large number of the other side effects compared to PSO2DT. Due to the well-defined heuristic function and the characteristics of ACS, ACS2DT selects the deleted transactions one-byone by always referring to the previous selected transactions then choosing a suitable transaction to reduce the three side effects in the current situation. It is worth noting that the result of the chess dataset with parameters (sen_per = 0.01 and min_sup = 0.86) in Figure 5 . This is strong evidence to show that PSO2DT focuses on hiding sensitive itemsets but avoids the others side effects. Even PSO2DT hides all of the sensitive itemsets in this situation but generated 267 itemsets with N-T-H side effect in its solution (fitness: 2.67). ACS2DT fails to hide a sensitive itemset in the same experiment but only generated 22 itemsets in N-T-H and N-T-G side effects (fitness: 1.2). Therefore, the proposed method is the only method in the compared approaches that can efficiently consider all of three side effects in PPDM data mining.
C. DATABASE SIMILARITY
Besides the three side effects, the database similarity (DS) between an original database and a sanitized database should be evaluated to examine the size difference between these two databases. If the difference is similar for an algorithm than for the other algorithms, it means that the algorithm has selected a better set of transactions for deletion, and thus avoids deleting irrelevant transactions that may result in hiding more nonsensitive but frequent itemsets. The DS is defined as:
where |D| is the number of transactions in the original database D, and |D * | is the number of transactions in the sanitized database D * . Result w.r.t various minimum support threshold values and sensitive percentage of FIs are respectively shown in Figure 7 and Figure 8 . In ACS2DT, the algorithm records the best solution during the selecting process. It would retain a solution that contains fewer selected transactions if two suitable solutions have the same fitness value. Thus, ACS2DT not only improves the fitness value but reduces the number of selected transactions. In a chess dataset, the termination conditions are very strict. Thus, DS values for all compared algorithms are almost the same. In a mushroom dataset, ACS2DT selects more transactions in order to get a better fitness values in some experiments. However, ACS2DT also can get higher DS value in some experiments. Finally, ACS2DT can both get a better fitness value and higher DS value in foodmart and T10I4D100K databases. In summary, the proposed ACS2DT can obtain higher DS value and also get a better fitness value than the previous algorithms.
D. RUNTIME
To further compare the designed algorithm with PSO-based, GA-based, and Greedy algorithms, the runtime value has also been compared. Results are shown in Figure 9 and Figure 10 . Since Greedy does not use an evolutionary approach, this algorithm is always executed only once. The runtimes of Greedy are less than evolutionary approaches in Figure 9 and 10. In ACS2DT, the proposed algorithm would perform fitness function one time after selecting a new transaction in the current solution. ACS2DT also needs to calculate the value of the heuristic function for all candidate transactions. Therefore, the maximum number of selected transactions and the size of the projected dataset have a big influence over runtime in ACS2DT. ACS2DT spends less or similar computation time in chess, mushroom, and foodmart datasets. But it spends more runtime in T10I4D100K dataset, because it needs to calculate more fitness functions and evaluate more heuristic functions.
VII. CONCLUSION AND FUTURE WORK
In the past, several kinds of evolutionary computations, including GA-based algorithms and PSO2DT, have been proposed to hide sensitive itemsets through transaction deletion. This is the first paper that designs an ACS-based approach to hide sensitive itemsets through transaction deletion, while minimizing side effects. In the proposed ACS2DT algorithm, a termination condition is proposed to determine the number of transactions that would be deleted. The proposed algorithm is more effective than previous GA-based, PSO-based and the non-evolutionary Greedy algorithms. Furthermore, the designed ACS2DT algorithm also applied the pre-large concept to avoid performing multiple database scans and avoid spending similar computation time with PSO2DT, even though it performs more complicated computation. Substantive experiments have been carried out to compare the performance of the designed algorithm with the previous evolutionary computation approaches and Greedy algorithm in terms of the three side effects and database similarity (integrity). Experimental results show that the designed algorithm can generate a smaller number of these three side-effects (N-T-H, N-T-G and F-T-H) compared to PSO-based, GA-based and Greedy approaches in all kinds of datasets.
In this paper, an ACS-based approach was designed. But it remains possible to design parallel framework based on cloud computing such as Map-Reduce framework, to increase performance for hiding sensitive itemsets. However, it is a non-trivial task to define the formulas for hiding sensitive itemsets through transaction deletion using a parallel framework. Another research opportunity for future work is to consider the privacy preserving issue discussed in this paper as a multi-objective optimization problem where criteria such as F-T-H, N-T-H, N-T-G, and DS are considered as an object. Besides GA-based, PSO-based or ACO-based approaches, the NSGA2, SPEA, or Pareto optimization approaches can be further involved to solve the problems of PPDM, which can be used to find the optimized balance between different side effects.
