For linear autonomous dilTerentia1 difference equations ol retarded or neutral type., necessary and sutkient conditions are given for the zero solution to be stable (hyperbolic) for all values of the delays. .f. 1985 Acadcmlc press. IIIC.
I. INTRODLCTION
This paper is devoted to the study of the effect of the delays on the asymptotic behavior of the solutions of linear retarded and neutral differential difference equations. A special case of the retarded equations considered is f(r)=A,x(r)+ i AkX(f-rk) (1.1) k=, where x E R", each Al, is an n x n matrix and each rk > 0, k = 1, 2 ,..., N. It is known that the asymptotic behavior of the solutions is determined from the solutions of the characteristic equation, AI-A,-i A,e i'x I = 0.
(1.2) k=l Let a(r, A) be the supremum of the real parts of the A satisfying (1.2). It is well known that u(r, A) ~0 implies the zero solution of (1.1) is uniformly asymptotically stable (see, for example, [4] ).
HALE. INFANTF.. AND TSEN
Because the supremum a(r, A) is attained at some specific value of i satisfying ( 1.2) and the function ,/'(j.. r, A ) is continuous in I', A, it follows that (TO., ,4) is continuous in r, .4. Therefore, the property of being asymptotically stable at some point r'), A" is preserved under small pcrturbations in r. A from r". .4".
Our primary objective is to give conditions on the coefficients A in ( I. 1) which will ensure that Eq. ( 1.1) is asymptotically stable for all delays r = (r, . . . . . r,,) with rL > 0. X-= 1. 2 ,..., h;: that is, we want to characterize those values of .4 such that a(r, ,4) < 0 for all I',! > 0, k = I. 2 . . . . . X. Some aspects of this problem have been previously discussed by Zivotovskii [7] , Datko [3] . Repin [S] , Silkowskii [6] . and Cooke and Ferreira [2] .
If we call the set of such A the stab/~ conr S for (1.1 ), then one of our results states that A E 5' if and only if These conditions also imply that the spectrum of x,"=,, A, and the spectrum of A,, lie in the left half plane. If Eq. (1.1 ) is a scalar equation, then the above conditions for A to be in S simplify to &-,) A, < 0, I>.= , : A, I 6 I A,,I. This latter result was obtained by Zivotovskii [7] .
In the applications, it is not always true that the delays rp vary independently of each other. For example, with three delays, r,, rz, r3, one may have r, = .Y,. r2 = .v?, r3 = s, +.sz for some positive numbers s,, .s2. In this case, the stable cone can be larger than the one obtained before. We also give a characterization of the stable cone in this case.
Finally, the results are extended to the much more complicated case of a neutral differential difference equation
The basic difficulty here arises from the fact that the asymptotic behavior of the solutions of the difference equation where .Y E [w" and each A,, k = 0, l,..., N, is an n x n real constant matrix.
The characteristic function for Eq. (2.1 ) is
where A = (A,, A , ,..., A,v) E Rn'f~V + I ).
DEFINITION 2.1. System (2.1) is said to be hyperhofic at (r, A) if f(i., r, A) = 0 implies Re J. # 0. System (2.1) is said to be a.symptoticaffy srable ut (r, A) if,f(j., r, A) = 0 implies Re i. < 0.
The delays in Eq. (2.1) are the constants yk. r, k = 1, 2 ,..., N. They are not independent and are determined by the vector r = (r, ,..., rM) E (64 + )'+'. For example, ifM=2, N=3, r=(r,,r2), y,=(l,O), rz=(O, l), ~~=(l, I), then the delays are r,, rz, r, + rz.
Our objective is to determine conditions on the coefficients A in ( 1.1) to ensure stability (or hyperbolicity) for ail values of r E (R + )". This means, in particular, that, for a given r", we must have stability (or hyperbolicity) for all w" with a > 0. By letting r + rf in (1.1 ), this means that, if A0 ensures stability (or hyperbolicity) for all r E ([w + )", then aAo also ensures this for every a > 0; that is, the set of such A's is a cone. We formalize these ideas in the folowing DEFINITION 2.2. For a given r E (R + )"', the ray 7, through r is the set (w E (R' + )": r > 01. For a given roe (R + )", the hyperbolic cone al r", designated by H,,,, is defined by H,II= {AE[W"+v+'): Eq. (2.1) is hyperbolic at (r, A) for every r E ~,a}.
The hyperbolic cone H is defined by I-I = n ( H, : r E ( R T ) M ).
For a given Y" E (lR + ),'I. the asymptotically srahl~~ cone at r", designated by S,,', is defined by S,.,] = (A E [W-' '1: Eq. (2.1 ) is asymptotically stable at (r, A) for every r E Y,.~~).
The uynptotic~all~~ .srahlt cone S is defined by In the following, the notation Re i,(.4) for a matrix A designates the set consisting of the real parts of the eigenvalues of A. As a preliminary for the classification of H,, S,., we have the following elementary result, a form of which was proved by Datko [3] . The condition Rc j~(~.,'.=, A,) < 0 is equivalent to saying that Eq. (2.1 ) is asymptotically stable for r = 0. Thus, the last statement in the theorem is true. and this is equivalent to (2.7). The last statement follows from Corollary 2.7 since the characteristic function for A0 is po(i., a). This proves the theorem. We also can generalize Zivotovskii's result to the case where the delays are dependent, but it cannot be stated in such a simple fashion. The proof is the same as before. .9) are .sari$ed.
The cector a E S [f and on/j. if relarions (2.6), (2.9), (2.8) are sabsfitjd.
For the case of one delay in Eq. (2, I ) one can obtain an equivalent formulation of the cones H, S following an idea of Repin [S] via the following lemma. This is an immediate consequence of Lemmas 2.10 and 2.5 and Theorem 2.4.
FIRST-ORDER SCALAR EQUATIONS
For first-order scalar equations, .k(t)=a,x(t)+ f akx( t -yk . r) (3.1) k=l where a, E R, j = 0, I,..., N, the characterization of the hyperbolic and asymptotically stable cones can be specified in terms of properties of the solutions of the difference equation a,y(t)+ c aky(t-yk'r)=o. Proof Since the components of r are rational, we may assume the equation has only one independent delay. The result is then a special case of Theorem 3.1.
It is interesting to state Corollary 3.2 in terms of properties of zeros of polynomials. If the components of r are rational, we can write a,, + i Uk COS ?//;. rJ'= h(cos y) k=l ,g, ak siny,'ry=(sin .j) g(cos y)
where h, g are polynomials.
COROLLARY 3.3. With h, g as in relation (3.8), the statement (i) h( 1) # 0 and, ,for every q E [0, 1 ),for which h(q) = 0, it ,follows that g(r) =o is equivalent to the .statement (ii) h(l)#O, a,#O, ReA<O ifaO+C~=, a,e-""".'=O.
Proqf: This is a restatement of Corollary 3.1. Relations (3.9) (3.10), and (3.1 I ) are precisely the relations in (ii). Thus, ( H4) implies (ii). The converse is a straightforward reversal of the argument. This proves the corollary.
If there are three independent delays in the equation in Corollary 3.5, the condition (ii) would be replaced by 1~1~1 + Ia11 + Ia,/ < laOI which is a more restrictive condition on the coefficients than the one for only two independent delays.
Sow EXAMPLES
In this section, we give some examples illustrating the application of the results of Section 2 to equations of order 32. These examples will also show that the results in Section 3 do not generalize to systems; that is, one cannot reduce the discussion of the hyperbolic and stable cones to the discussion of properties of difference equations. where B is a 2 x 2 matrix with Rc E.(B) < 0, /* is a scalar, 1~1 < 1. We want to determine conditions on B, p so that the matrices (B, -pB) E S, the asymptotically stable cone. By using the Jordan normal form for B, one sees that Theorem 2.4 asserts that (B, -pB) E S if and only if The hyperbolic cone H is defined by H=n {H,:rE(lR+)"}.
For a given r" E (R' + )", the asymptotically srable cone at r", designated by S,U, is the set of (A, B) E H,u such that (r, A, B) is asymptotically stable for every r = d, r > 0. The usymproricallv stable cone S is defined by S=n fS,:rE(lR+).").
The set H, is not really a cone in (A, B) space. In fact, if (A, B) E H,, then (rA, B) E H, for every r >, 0, but (zA, rB) will generally not be. The reason for this is that, if r++w, (I--+ rt, then the new equation has coefticients (xA, B). In spite of this fact, we retain the term cone for H,, but it should be remembered that the property of being a cone holds only in the A variable.
Our objective is to give a classification of the hyperbolic and asymptotically stable cones. This problem is much more difficult than the corresponding one for the retarded equation in Section 2 because the set of real parts of the zeros of the characteristic function of the difference equation We can generalize Theorem 5.8 to the case where the delays are dependent, but the result cannot be stated in such a simple fashion. The proof is the same as beforc. 
