Abstract-Fetal magnetocardiography provides reliable signals of the fetal heart dynamics with high temporal resolution that can be used in a clinical setting. We present a robust Hilbert transform method for extraction of the fetal heart rate. Our method may be applied to signals derived from a single channel or an array of channels. In the case of multichannel data, the channels can be combined to improve signal-to-noise ratio for the extraction of fetal heart data. The method is inherently insensitive to fetal position or movement and, in addition, can be automated. We demonstrate that the determination of R-wave timing is relatively insensitive to waveform morphology. The method can also be applied if the data were preprocessed by independent component analysis (ICA). We compared the Hilbert method, ICA, ICA + Hilbert, and raw signals and found that the Hilbert method gave the best overall performance. We demonstrated that there were approximately 171 errors in 46 789 fetal heart beats.
Integrated Approach for Fetal QRS Detection I. INTRODUCTION
T HE DETECTION and analysis of fetal cardiac electromagnetic signals has many uses including fetal monitoring during labor [1] , identification of fetal state [2] , [3] , monitoring of fetal arrhythmia [4] , and automatic detection of fetal movement [5] . Kariniemi et al. reported the first fetal magnetocardiogram (fMCG) using a super conducting quantum interference device (SQUID) [6] . SQUID systems are noninvasive and have excellent signal-to-noise characteristics compared to fetal electrocardiogram (fECG) recordings taken from the mother's abdomen, especially after the 24th week of gestation when the fECG is not easily detectable, and SQUID systems also have high temporal resolution (<1 ms) [7] , [8] . Muli-sensor SQUID arrays have been used for fMCG detection [9] . Compared to a single-channel SQUID system, an array has the advantage of covering a large area simultaneously and offers the possibility of improved signal-to-noise ratio by combining the fMCG detected from several channels. One difficulty for the researcher interested in studying the FHR using SQUID technology is that the healthy fetus may move during the recording period that, in turn, may result in significant changes in the amplitude or morphology of the fMCG waveform [10] . Because a healthy fetus may become active, the algorithms developed to extract the timing of R-waves from the typical adult ECG may have high error rates when applied to either fMCG or fECG data. This paper presents a robust Hilbert-transform-based algorithm for improved measurement of fetal R-wave timing from a SQUID array.
FHR variability and fetal cardiac time interval analysis has several potential clinical applications [11] . Many indicators of FHR variability vary with gestational age reflecting the maturation of the fetus [12] - [14] . A long low-intensity speech sound has been shown to induce cardiac deceleration in the fetus that is dependent upon the fetal sleep state [15] . For FHR variability studies, the peak of each R-wave has to be detected in time and the R-to-R (RR) intervals are determined. The detailed examination of the fetal cardiac waveforms and beat-to-beat timing can only be accomplished if a high-quality signal is available.
Various groups have reported excellent quality fMCG recordings using single-and multichannel SQUID systems [16] , [17] in which the fetal P-wave, quantron resonance system (QRS) complex, and T-wave can be determined even without signal averaging. The fMCG can easily reveal arrhythmias and ectopic beats. By means of independent component analysis (ICA), the fMCG of twins have been separated [18] . In the later stages of gestation, when the fetal head is usually engaged into the birth canal and physically constrained, the fetal trunk may still flex or rotate during breathing movements or during gross body movements. Thus, the fMCG waveforms may show considerable variation in polarity, R-wave morphology, and signal strength across the maternal abdomen.
Several single-channel algorithms have been developed to extract RR intervals from adult ECG [19] , [20] . Many algorithms follow a two step process; first, the ECG signal is passed through a digital filter or postprocessing step designed to enhance the QRS complex with respect to the P-and T-waves or simply to remove noise. In the second step, a template detection method or a threshold detection scheme is used to identify the R-wave positions and the fiducial point is usually taken as the highest point on the R-wave. Peak detection may be further refined to adjust for amplitude variation and to search for missing R-waves. If the morphology (mono-polar or bipolar nature) of the waveform remains homogenous throughout the entire duration of the recording time, the aforementioned methods can be reliably applied to find the fiducial points. The main objective of this paper is to present a new postprocessing method based on the Hilbert transform that allows the combination of multichannel SQUID data to enhance signal-to-noise ratio and better delineate the fMCG QRS complex, thus simplifying R-wave location.
The Hilbert transform is widely used in signal processing and has been applied to the problem of R-wave extraction [21] , [22] .
In the method presented by Bolton and Westphal [22] , the cardiogram is first filtered by the method of first differences (numerical differentiation), and then, the Hilbert transform is performed on the differentiated signal. Thus, the two-step operation yields a high-pass filtered cardiogram without phase distortion. Since the QRS complex is of higher frequency than the P-and T-waves, the R-waves are significantly enhanced and the baseline is removed. Commonly, the peaks of the Hilbert transformed cardiogram are identified and used as guides to find the peaks in the unprocessed data. To deal with the dynamical changes in the polarity of the fMCG waveform and fetal repositioning, we propose a modified high throughput (HT) approach extending the Hilbert transform methods developed for ECG analysis. Nygards and Sornmo [23] have shown that the magnitude of the Hilbert analytic function, which is a complex signal formed by combining the signal (real component) with its Hilbert transform (imaginary component). The magnitude of the analytic function is always positive, and thus, independent of signal polarity, and to a large extent, is independent of QRS waveform morphology. These two properties allow the magnitude of the analytic function from multiple sensors to be combined linearly: 1) to improve the signal-to-noise ratio; 2) to eliminate transient signals that present as false R-waves; and 3) to maintain consistent fMCG signal amplitude during the entire recording.
In parallel to HT, ICA is used for extraction of fetal QRS complexes, especially in noisy recordings [24] - [26] . ICA is capable of separating multichannel recordings into the various sources creating the observed signals and has recently been used to extract an estimate of fetal heart rate in real time [27] . The basic requirement for ICA to perform properly is statistical independence. This basic requirement is fulfilled in fMCG recordings because maternal and fetal cardiac signals are generated by different sources that for practical purposes act independently of each other. We explore the idea that the QRS complex may be further improved by applying HT methods to the fMCG components found by ICA.
II. METHODOLOGY

A. Data Collection
Data were collected using the SQUID array for reproductive assessment (SARA). In the SARA instrument, the patient interface is a 151 channel array of SQUID gradiometers with diameter of 2 cm and baseline of 8 cm. [16] . SARA has a concave surface with sensors spaced approximately 3 cm apart over an area of 850 cm 2 spanning the maternal abdomen longitudinally from the symphysis pubis to the uterine fundus and a similar distance laterally. The pregnant woman can comfortably lean forward with her abdomen pressing gently on the concave surface thereby positioning the fetus in proximity to several of the 151 SQUID sensors regardless of the fetal position within the womb.
Fifty five recordings of 6-min duration were collected from fetuses ranging in gestational age from 28 to 39 weeks using the SARA instrument. Each SQUID channel was sampled at a rate of 312.5 Hz using a bandwidth set for 0-100 Hz. The data were then processed to remove the baseline and high-pass filtered using a fourth-order high-pass Butterworth digital filter with 1 Hz-3 db frequency. The filter was applied in both the forward and reverse directions yielding an eighth-order high-pass response with zero group delay (symmetric noncausal impulse response).
B. HT Approach
1) Final Submission:
For a real-time function x(t) the Hilbert transform is defined as
where P.V. denotes Cauchy principal value. For a channel of interest, we compute the complex helical sequence, r n , such that the nth (t = n × sampling frequency) complex point is given by
In practice, the Hilbert( ) function in the Matlab (The Mathworks, Inc., Natick, MA) was used to compute the sequence r n . Next, the distance R n between successive points in the series r n that we define as rate of change of Hilbert amplitude (RHA) is computed by
The series R n contains R-wave-like features that are easy to identify by simple methods. We must mention that R n is equivalent to the envelope function discussed in [20] that was used as a guide to peak selection. The method presented here is computationally efficient and is designed to emphasize the characteristics of the R-wave, thus making them much easier to distinguish from other cardiac components and the base line. There are three important properties that make this method especially useful in fMCG analysis. 1) R n is always positive, so that the polarity of the fMCG is not important. 2) A typical bipolar R-wave has a unipolar response with only one peak. 3) For a (stationary) sinusoidal signal, the response is given by R n = |r n | √ 2 − 2 cos πυ, where υ is the normalized frequency range 0-1. Property 1 is useful because signals from multiple channels or components can be integrated (summed) without regard to polarity, thus improving the signal-to-noise ratio of the QRS complex over a single channel. In this regard, the algorithm is very robust in that the signals from many SQUID channels may be combined and the fetal R-wave is still the dominant signal even though the fetal signal is found in only a few channels. Property 2 simplifies the identification of R-waves that present as a bipolar signal. This eliminates some problems in fetal MCG analysis where the waveform may change polarity due to fetal movement, or only bipolar R-waves are recorded. Property 3 gives insight into the frequency-domain characteristics of the method. Although (3) indicates that the method is nonlinear, nonetheless, this transformation behaves much like a high-pass filter in that the lower frequency P-and T-waves are suppressed, and in the low frequency range, the magnitude of a sinusoidal signal is approximated by R n ≈ |r n | πυ.
To graphically demonstrate the versatility of the RHA algorithm, positive, negative, and bipolar prototype R-waves were computed and presented in Fig. 1 along with the output of the RHA algorithm and the output of the Hilbert transform algorithm described by Bolton and Westphal [22] . This Hilbert method acts as a kind of high-pass filter that does not time shift the peak, whereas the RHA is based on the Hilbert amplitude that is always positive (see Fig. 1 ). For the prototype R-waves, the RHA always produced a monopolar response with a single peak.
We advocate summing the RHA from multiple channels in order to gain better signal quality, but for this method to be effective, it is desirable that the maximum from the multiple channels be coincident, regardless of waveform morphology. In Fig. 1(B) , (E), and (H), the fiducial points are simply located at the peaks. For the Gaussian example ( Fig. 1) , the fiducial points found by the RHA lie at the same point in time for all waveforms. However, other analytic functions and actual recorded waveforms may not be so well behaved. Given an arbitrary continuous function of time f (t) and its Hilbert transform h(t), we now define the amplitude square function as
Note that the RHA is proportional to the square root of M (t). The actual maxima of an arbitrary M (t) can easily be found by setting the time derivative of M (t) equal to zero resulting in 
The dispersion is normalized by the fiducial point set by the peak of Y (t) when α = 0.
Since the Hilbert transform of a derivative is equal to the derivative of the Hilbert transform, the peak of the RHA is defined totally by the velocity and acceleration of the signal f (t). In general, if f (t) is either purely odd or purely even, then the RHA will be maximum at t = 0. However, if f (t) is neither odd nor even, the situation is not as simple to analyze. Using the even function f (t) = 1/(1 + t 2 ) as a model of the R-wave, we define Y (t) = αf + (1−α)f where α is allowed to vary from 0 to 1. Thus, Y (t) is a linear mix of an odd function and an even function as determined by the parameter α. We numerically studied the position of the maxima of the RHA of Y (t) compared to the maxima of Y (t) as a function of α. The results are shown in Fig. 2 . When α = 0, then Y (t) is odd and is a bipolar signal and the maximum occurs well before t = 0. This time is used to normalize the two curves presented in Fig. 2 . As expected from the arguments made earlier, the maximum of the RHA of Y (t) occurs at t = 0 when α = 0 (odd case) and α = 1 (even case). However, the position of the maximum of the RHA(Y ) is nonzero for all other values of α. We use the term dispersion to represent the spread in time induced by the RHA as a function of waveform morphology. Though not zero, the dispersion of the RHA of the model function is significantly less than the dispersion inherent in the signal. The only practical way to understand the dispersion from the fMCG is to compare the RHA from several MCG channels simultaneously.
C. ICA
Assuming an n-dimensional vector x of observables generated by a mixture of n independent sources s, we can formulate the system as x = As. The mixture matrix containing the elements a ij will be denoted byA or more realistically
to account for additive noise N from unknown sources. ICA uses the observed signals denoted by x to estimate A and s with the assumptions of independence and a non-Gaussian distribution [28] . Once the matrix A has been estimated, the inverse W can be computed to obtain the independent components
The particular ICA algorithm used for separation of the fMCG components is the FastICA, developed by Hyvarinen and Oja [29] , [30] . FastICA finds the columns of the separating matrix by maximizing the absolute value of kurtosis, which works particularly well for QRS extraction due to high value of kurtosis for QRS complexes. Fig. 3(A) -(E) shows the varying morphology of singlechannel fetal cardiac activities of five different randomly chosen fetuses and Fig. 3(F)-(J) is the corresponding RHA. In Fig. 3(A) , the R-wave is monopolar with a clear P-wave, no obvious T-wave, and some low-frequency baseline noise. The corresponding single-channel RHA is shown in Fig. 3(F) . Fig. 3(B) displays beat-to-beat change in waveform morphology changing from a bipolar presentation to a monopolar presentation in only two fetal cardiac cycles. Note that the RHA shown in Fig. 3(G) is consistent both in amplitude and morphology despite the changes observed in Fig. 3(B) . Fig. 3(C) is a purely bipolar presentation. In such cases, the dominance of the positive or negative peak may change quickly. The corresponding RHA, Fig. 3(H) , distinguishes the R-wave position clearly from the baseline. Fig. 3(D) is dominantly negative polarity and shows considerable baseline instability while the resulting RHA is relatively clean and positive. Fig. 3(E) is a negative monopolar R-wave with variable amplitude. Note that the amplitude variation is captured in Fig. 3(J) . Fig. 3(K)-(O) shows the ICA components corresponding to the fMCG signals shown in Fig. 3(A)-(E) . All the ICA components show a constant polarity including the ICA component found for the purely bipolar representation seen in Fig. 3(C) . It should be noted that the RHA presented in Fig. 3(F)-(J) is for a single channel and is not the summed waveform ultimately used to extract R-waves. The RHA may be applied to a single ICA component, or if more than one R-wave like ICA component is found, then the RHA can be applied to combine the ICA components.
D. Example Waveforms
E. Postprocessing
In this paper, the summed RHA method, FastICA, RHA applied to two or more FastICA components, and simple filtering are considered postprocessing steps designed to simplify the extraction of the fetal R-waves. Since the maternal cardiac signal is dominant over the fetal signal, the maternal MCG was first removed from all SQUID channels by a signal space projection algorithm [31] before applying any of the methods tested. To further reduce the influence of the residual maternal MCG, only data from the lower 82 channels of the SARA system, far from the maternal heart but nearer to the fetal heart, were used in our analysis. To be clear, the FastICA was not used to separate the fetal and maternal MCGs in this study, but rather it was only used to separate the fMCG from background signal. After removal of the maternal MCG, each dataset was postprocessed in four ways: 1) compute the RHA of each channel and sum (Hilbert); 2) apply the FastICA and select the dominant fetal component (ICA); 3) compute the RHA of all FastICA components containing fMCG and sum (ICA+Hilbert); and 4) manually select the channel with the largest fMCG signal (filtered). The label "filtered" refers to the 1-100 Hz bandwidth imposed by the initial filtering operations. Ideally, after applying any of the earlier postprocessing methods, the fiducial points may be identified by simply extracting all of the maxima and testing which maxima fall above a selected threshold.
To illustrate this process, the results from a single recording are presented in Fig. 4 . Here, the local maxima from each method were extracted and normalized by the largest positive value, and then, used to build the histograms shown in Fig. 4(A)-(D) . For clarity, the histograms were scaled by taking the log(n+1) of each histogram bin. Fig. 4(E)-(H) shows the resulting RR intervals obtained after selecting a threshold between 0 and 1 and then extracting the remaining maxima. For this dataset, the ICA and Hilbert method (RHA) separate the maxima into two nonoverlapping distributions, as shown in Fig. 4(B) and (D), where the histograms indicate a completely resolved distribution of R-wave maxima separated from the distribution of lower amplitude maxima arising from noise and/or other fMCG components. Fig. 4(F) and (H) are the graphs of the corresponding RR intervals for any value of threshold falling between the two resolved distributions. In contrast, Fig. 4 (A) and (C) shows overlapping distributions. In these two cases, a single threshold cannot be selected that cleanly separates the maxima of R-waves from maxima originating from other sources. As an example, Fig. 4(E) shows an upward spike in the graph of RR intervals near the beginning of the dataset indicating that at least one true R-wave maxima fell below the threshold. We refer to this case as a "missed" beat. Fig. 4(G) shows several downward spikes indicating that a few maxima were falsely classified as R-waves. We refer to this case as "extra" beat.
F. Performance Measures
If the distribution of the local maxima, as shown in Fig. 4(B) and (D), is clearly separated, then the selection of the optimum threshold is trivial. In many cases, the optimum choice is not clear as seen in Fig. 4(C) . In this case, there will always be errors regardless of the threshold selection. There are two types of errors to be considered: first, a "missed" beat, as seen in Fig. 4(E) , results in an upward spike when the maximum of a true R-wave falls below the selected threshold. Second, an "extra" beat, as seen in Fig. 4(G) , results in a downward spike when the maximum of a spurious signal exceed the selected threshold. Since  Fig. 4(F) and (H) do not show either type of spike, it is clear that all the spikes shown in Fig. 4(E) and (G) are due to misclassified maxima. Further, ectopic beats or arrhythmias should be seen equally in the results of all four postprocessing methods. Two algorithms were designed to estimate the number of missed and extra beats so that the four postprocessing methods could be objectively compared. The estimators were used to automatically select an optimal threshold by finding the threshold that yields the minimum total error.
Examination of our data revealed that the fetal heart rate fell within the range of 105-190 beats per minute (0.5714 and 0.3158 s). These limits were obtained by constructing a histogram of RR intervals found by using combined results from all four methods after selecting a discrimination threshold for each dataset and method that minimized the sum of missed and extra beats. The resulting distribution was nearly Gaussian and was centered at 145 beats per minute (bpm). The range of 105-190 bpm includes the tails of the Gaussian, and therefore, represented the range of normal heartbeats in our data. For purposes of analysis, a "missed" beat is defined by an RR interval longer than 0.5714 s and an "extra" beat is defined by an RR interval shorter than 0.3158 s. A set of RR intervals is obtained by first normalizing the amplitude of the postprocessed dataset, specifying a threshold in the range 0-1.0, and then, extracting the time value of all maxima that exceed the threshold. Once a set of RR intervals are obtained, they may be analyzed to estimate the number of missing and extra beats by using the estimators presented later. Both estimators extract and use the median RR interval as estimate of the expected duration of a single heart beat. However, if the threshold is a poor choice, the median RR interval may fall outside the range of the normal heart beat, in which case the median RR is assigned a value of 0.4068 that is midway between the upper and lower limits. For any RR interval that exceeds 0.5714 s, the number of missed beats may be estimated by dividing that RR interval by the median RR interval and then subtracting one. Applying this process to all RR intervals that exceed the upper limit leads to the formula
where missed is the estimated number of missed beats, RRi is an RR interval that exceed 0.5714, RRm is the median RR interval, and M is the total number of intervals that exceed 0.5714. The missed estimate is then rounded to the nearest integer. In a similar fashion, the number of extra beats is estimated by totaling the number of short duration RR intervals and subtracting an estimate of the number of intervals associated with a true R-wave. The extra beat estimator is then expressed as
where extra is the estimated number of extra beats, RRe is an RR interval less than 0.3158, RRm is the median RR interval, and E is the total number of intervals less than 0.3158. The extra estimate is then rounded to the nearest integer. By summing the estimates of the extra and missed beats, the total number of errors is obtained for each threshold. By definition, the best threshold is the one that yields the lowest total errors. If the error estimate is zero, then all RR intervals fall within the upper and lower bounds set for the estimators and one is assured that the threshold cleanly separates the maxima of the RR intervals from all other maxima.
III. RESULTS AND DISCUSSION
Fifty five datasets were processed using the four methods described earlier and the RR intervals were computed with thresholds ranging from 10% to 80% of maximum in 2% steps. The number of missed and extra beats was computed for each threshold and the threshold that yielded the lowest total error was selected as the "best" threshold. The values from the two estimators associated with the "best" threshold were recorded for analysis.
A. Validation of Estimators
Since the missed and extra beat estimators are used to judge the postprocessing methods examined in this paper, it is essential to demonstrate their accuracy. As stated, if the error estimate is zero, then one is assured that the two distributions of the local maxima have been cleanly separated. All results were scanned for cases where at least one of the methods yielded zero for both estimators. In these instances, the number of RR intervals is the exact number of heart beats for that fMCG recording. Using only fMCG recordings where the exact number of heart beats was known, the exact count was subtracted from the number of observed RR intervals, yielding the net error count for the other postprocessing methods. The observed values of the net error count ranged from −228 to 260. To test the performance of our ("missed" and "extra" beat) estimators, the net error count was estimated by subtracting the "missed" beat estimate from the "extra" beat estimate both of which are obtained using (9) and (10), respectively. There was a good degree of correlation (R = 0.999) between the observed net error and the estimated net error indicating the robustness of our estimators. histograms of each channel's dispersion, respectively, computed by taking the time difference between the fiducial points found using the Hilbert method and the peaks of the RHA applied to the selected channels. The time is expressed in sample intervals. Fig. 5(E) -(G) shows only plus or minus one count difference from the Hilbert method indicating that the timing of the three waveforms shown in Fig. 5 (A)-(C) as defined by their RHAs is consistent with respect to the summed RHAs (Hilbert) and that the dispersion is small. Fig. 5(H) is the worst case dispersion for this dataset. The dispersion histogram for each channel was computed and the mean dispersion for each channel plotted in Fig. 5(I) . The majority of all RHA peaks fall within plus or minus one count of the peak found by the Hilbert method. The channels numbers in the range of 25-35 show considerable dispersion, but they are of generally low amplitude, and therefore, contribute little to the determination of the position of the peak found by summing the RHAs. Channel 57 is the worst case and is the waveform shown in Fig. 5(D) . Future implementations of the Hilbert method could test for dispersion and discard problematic channels.
B. Dispersion
C. Comparison of Methods
The "missed" beat and "extra" beat estimators make it easy to tabulate the performance of the four postprocessing methods studied in this paper. The summed results for 55 datasets are presented in Table I . The first three rows summarize the results from the "extra" and "missed" beat estimators. In the fourth row, the actual number of beats was estimated for each method and the totals differed only in the third decimal place. Researchers have defined efficiency as the ratio of the total number of beats minus errors to the total number of beats. Thus defined, the efficiency is presented in the fifth row expressed as a percentage. The sixth row is labeled total best case. Here, the error estimate of each method was compared with the other three methods. If the error was equal to or less than all other methods, the example was classified as "best." The value indicated is the total number of "best" classifications. For the next three rows, the value of the "extra," "missed," and "error" estimates were examined and marked if found to be zero. The total number of marked zeros is listed in the table for each category.
The Hilbert method scored the best in all categories. Surprisingly, the ICA results were mixed showing a very high number of errors and yet ranking second in categories defined by zero error, zero extra beats, and best case. It was observed that the ICA either yielded excellent results or rather poor results. To quantify this, the standard deviation of the error, extra, and missed values were computed, excluding the cases where a method gave a zero value for the particular estimate of performance. Referring to the last three rows of Table I , the standard deviations for the ICA are highest. One interpretation of this result is that the ICA does not present consistent amplitude over the time course of each study and that limiting the RR interval extraction to a single threshold causes significant error even though the signal-to-noise ratio of the signal may be rather good. This idea is partially supported by noting that the number of ICA missed beats is rather high indicating that the signal frequently dropped below optimum threshold, but only in a limited number of recordings. Since the ICA is known to extract signals from noise, it seems unlikely that noise explains the behavior seen in this study. Rather, one might consider that the property (selective gain) that allows the ICA to select out the signal might also make it occasionally sensitive to fetal or maternal movement. An example that clarifies this idea is presented in Fig. 6 that shows simultaneous waveforms produced by the four postprocessing methods: (A) Hilbert, (B) ICA, (C) ICA + Hilbert, and (D) filtered. In Fig. 6(B) , the ICA component briefly reverses polarity while the other three methods consistently yielded monopolar R-waves. For the ICA component shown, a single threshold can not be found that will properly identify the R-wave peaks that results in a high number of missed beats for the ICA. Examination of the heights of the R-waves in Fig. 6(A) shows that the Hilbert method responded to an overall increase in summed signal during the brief polarity reversal of the ICA component, indicating that one or more channels momentarily presented increased signal amplitude changes that were problematic for the ICA. The combination of ICA and Hilbert improved the performance of the ICA by reducing the number of errors, especially the missed beats. Fig. 6 (C) demonstrates this point. However, the combination of ICA and Hilbert produced the largest number of extra beats. The FastICA tends to select for signals that have high kurtosis (R-waves or spikes) and the RHA acts similar to a high-pass filter, thus the ICA+Hilbert combination may exaggerate transients giving rise to the observed increase in extra beats compared to the other methods.
It should be noted that the 171 errors found by the Hilbert method may not have been errors at all, but rather properly captured tachycardic or bradycardic beats. In a given dataset, if the majority of fetal RR intervals fall within the 105-190 bpm range, then threshold selection based on minimizing the total estimated error count finds the optimal R-wave amplitude threshold. We anticipate that the occasional irregular beat will have approximately the same amplitude R-wave as any other beat, and if so, will be properly classified. For now, RR intervals that fall outside the 105-190 bpm window must be manually verified. Finally, if tachycardic or bradycardic beats are in the data, then all four methods should indicate these intervals as either missed or extra. Therefore, there should be no bias for one method over another in the comparisons presented in Table I .
D. Automation
Except for the removal of the maternal heart signal using the orthogonal projection algorithm, the Hilbert method demonstrated here could be completely automated. The summed RHA, RR interval extraction, error estimation, and threshold selection are all tested algorithms that do not require user input. If implemented as a single automated approach, the result would be interpreted as 35 of 55 recordings (63.6%) were processed free of error with reliable confirmation. The remaining 20 recordings had only 171 possible errors (out of approximately 46 600 total beats) that could be presented to an operator for validation or editing. Considering the results presented in Fig. 5 , it may be possible to improve the Hilbert algorithm by automatically excluding problematic channels based upon poor dispersion or low signal-to-noise ratio.
IV. CONCLUSION
FastICA and the rate of change of the Hilbert transform amplitude, as a postprocessing step for RR interval extraction, have been studied in this paper. The principle method for comparison was the use of a single threshold discriminator and "missed" beat and "extra" beat estimators. Our premise is that if the distribution of the maxima of the R-waves is completely distinct from the distribution of all other maxima, then the method clearly shows good signal-to-noise characteristics. Using this technique, our analysis indicates that the Hilbert transform method is particularly useful to combine SQUID array data for the detection of R-waves and consistently outperformed the other three methods examined. If the ICA is used to extract the fMCG, then the Hilbert method may be applied to one or more ICA components as needed to improve the signal quality. Additional benefits of the Hilbert method are that it is computationally efficient and easy to implement and requires little user intervention. For the case where the fetal heart rate falls within the range of 105-190 bpm, we demonstrate that the Hilbert method can be used to automate the extraction of the fetal heart rate, achieving 99.6% efficiency.
