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Abstract
In this paper we revisit the problem of bounded trace maps on hypersurfaces, for Sobolev spaces. We look to this
problem from a point of view that is fundamentally different from the one in the classical theory of trace maps. In
this way, we construct bounded trace maps on rough hypersurfaces, for Sobolev spaces, under weak assumptions on
the regularity of the hypersurfaces. Furthermore, using our trace maps we prove a coarea formula where the level sets
are rough hypersurfaces that satisfy weak regularity assumptions.
1 Introduction
The study of trace maps on hypersurfaces, for Sobolev spaces, is a fundamental problem that has been considered
extensively. It plays an essential role in many areas of analysis. For example, it is crucial in the theory of Sobolev
spaces and in the formulation and the solution of boundary values problems. See for example [1], [2], [3], [7], [8],[12],
[16], and [17]. The more general results in these references require that the hypersurface is C1 or Lipschitz continuos.
This is a strong restriction. Note that the derivatives of Lipschitz continuous functions are bounded and that this
is a condition that often is not satisfied in the applications. Moreover, in [15] there are results on trace maps in
non-Lipschitz domains bounded by Lipschitz surfaces, in domains with cusps and with peaks and in capacity criteria
for trace maps. Furthermore, in [14] there are results on trace maps for function of bounded variation on domains with
finite perimeter and with a normal vector at the boundary. Moreover, [14] gives capacity criteria for the existence of
trace maps. Furthermore, [4] gives trace maps for functions of bounded variation, assuming that the boundary is a
(n− 1)-rectifiable set and that it has a normal vector. For further results see [9] and [18].
We consider hypersurfaces that are star shaped about the origin, but we impose weak conditions on the smoothness
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of the hypersurfaces. In the case when the hypersurface is the boundary of a bounded star shaped domain we only
require that the function that characterizes the hypersurface is continuos. Further, when we take the trace of functions
in Sobolev spaces in Rn in a star shaped hypersurface we only require that the function that characterizes the
hypersurface is Lebesque measurable. Star shaped are a special type of hypersurfaces, but note that this condition is
often satisfied in the applications.
The paper is organized as follows. In Section 2 we construct trace maps in the boundary of bounded star shaped
domains, and we apply our results to the solution of the Dirichlet problem. In Section 3 we construct trace maps
in star shaped hypersurfaces, and we discuss the relation of our results with our previous results in [19], where we
constructed trace maps in the slowness surface of strongly propagative systems of equations. The trace maps in [19]
were applied to the spectral and the scattering theory of strongly propagative systems of equations. In Section 4 we
consider the relation of our trace map of Section 3 with the coarea formula. We prove a coarea formula where the
level sets are star shaped hypersurfaces where the function that define the level sets is only assumed to be measurable.
Note that using the the usual localization arguments, with partitions of unity, we can extend our results to domains
that are locally star shaped.
2 Domains with star shaped boundary
We first introduce some standard definitions and notations. For any open set Ω ⊂ Rn we denote by C∞(Ω) the set
of all infinitely differentiable functions in Ω, by C∞0 Ω) the set of all infinitely differentiable functions with compact
support in Ω and by C∞(Ω) the set of all functions in C∞(Ω) that together with all its derivatives have a continuous
extension to Ω. By C∞0 (R
n)
∣∣
Ω
we denote the set of all the restrictions to Ω of functions in C∞0 (R
n). We denote by
S the space of Schwartz of all infinitely differentiable function on Rn that together with all its derivatives remain
bounded when multiplied by any polynomial. We denote by C a generic constant that can take different values when
it appears in various places. The symbol Lp(Ω), 1 ≤ p < ∞ denotes the standard Lebesgue space of measurable
functions in Ω whose absolute value to the power p is integrable, with norm,
‖f‖Lp(Ω) :=
(∫
Ω
|f(x)|p dx
)1/p
.
L2(Ω) is a Hilbert space with the standard scalar product,
(f, g)L2(Ω) :=
(∫
Ω
f(x) g(x) dx
)1/2
.
The Sobolev spaceW
(1)
p (Ω), 1 ≤ p <∞, is the Banach space of all functions f(x) ∈ Lp(Ω) such that the derivatives
in distribution sense ∂∂xi f(x), 1 ≤ i ≤ n, are functions in Lp(Ω). The norm of W
(1)
p (Ω) is given by,
‖f‖
W
(1)
p (Ω)
:=
(∫
Ω
|f(x)|p dx+
n∑
i=1
∫
Ω
∣∣∣∣ ∂∂xi f(x)
∣∣∣∣
p
dx
)1/p
. (2.1)
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We denote by W
(1)
p,0 (Ω) the closure of C
∞
0 (Ω) in the norm of W
(1)
p (Ω).
A domain Ω is an open set in Rn, n ≥ 2. Let ∂Ω be its boundary. Let us denote by Sn−1 the unit sphere in Rn.
We consider domains that are star shaped with respect to the origin. They are defined as follows.
DEFINITION 2.1. The domain Ω is star shaped with respect to the origin with a continuos function that charac-
terizes the boundary, if there is a continuous function b(ν) > 0 defined for ν ∈ Sn−1 such that,
Ω =
{
x ∈ Rn : |x| < b
(
x
|x|
)}
. (2.2)
Note that
∂Ω =
{
x ∈ Rn : |x| = b
(
x
|x|
)}
. (2.3)
In this section we always assume that Ω is star shaped with respect to the origin with a continuous function that
characterizes the boundary. By Theorem 3.2 in page 67 of [16], or by Theorem 1 in page 10 of [14], if Ω is star shaped
with respect to the origin with a continuous boundary, C∞0 (R
n)
∣∣
Ω
is dense in W
(1)
p (Ω) and as C∞0 (R
n)
∣∣
Ω
⊂ C∞(Ω),
also C∞(Ω) is dense in W
(1)
p (Ω).
We proceed to define a measure in ∂Ω that is appropriate for our purposes. We define the following bijective
function, P , from ∂Ω onto Sn−1.
P(ω) := ν = ω|ω| , forω ∈ ∂Ω. (2.4)
The inverse function is given by,
P−1(ν) := ω = b(ν) ν, for ν ∈ Sn−1. (2.5)
Clearly P is onto and P and P−1 are continuous. As usual for O ⊂ ∂Ω, we denote, P(O) := {ν ∈ Sn−1 : ν =
P(ω), for someω ∈ O}.
DEFINITION 2.2. We say that a set O ⊂ ∂Ω is ∂Ω-measurable if P(O) is Lebesque measurable in Sn−1. Further,
for any ∂Ω-measurable set O, we define its measure, in symbols m∂Ω(O), by
m∂Ω(O) := mSn−1(P(O)), (2.6)
where for any set A that is measurable in Sn−1, by mSn−1(A) we denote its Lebesque measure. We designate byM∂Ω
the set of all ∂Ω-measurable sets. Clearly, M∂Ω is a σ-algebra and m∂Ω is a σ-additive measure on M∂Ω.
Let f(ω) be a function defined on ∂Ω. We denote by fSn−1(ν) the function,
fSn−1(ν) := f(b(ν) ν), ν ∈ Sn−1. (2.7)
Note that for any set A ⊂ R,
P (f−1(A)) = f−1Sn−1(A).
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Observe that f(ω) is m∂Ω-measurable if and only if fSn−1(ν) is Lebesque measurable. For m∂Ω-integrable functions
f(ω), we have that, ∫
∂Ω
f(ω) dm∂Ω(ω) =
∫
Sn−1
fSn−1(ν) dmSn−1(ν). (2.8)
DEFINITION 2.3. We denote by Lp(∂Ω), 1 ≤ p < ∞, the Banach space of all complex valued, m∂Ω-measurable
functions, f(ω), such that |f(ω)|p is integrable on ∂Ω with respect to the measure m∂Ω. The norm in Lp(∂Ω) is given
by
‖f‖Lp(∂Ω) :=
(∫
∂Ω
|f(ω)|p dm∂Ω(ω)
)1/p
. (2.9)
We have that,
‖ f‖Lp(∂Ω) =
(∫
Sn−1
|fSn−1(ν)|p dmSn−1(ν)
)1/p
. (2.10)
Observe that if ∂Ω is smooth our space Lp(∂Ω) does not coincide with the standard Banach space, Lp(∂Ω), of
functions in ∂Ω, with absolute value to the p power Lebesque integrable on ∂Ω.
We now state our trace map theorem.
THEOREM 2.4. Suppose that the domain Ω is star shaped with respect to the origin with a continuos function that
characterizes the boundary. Then, there is a trace map Tp that is bounded from W
(1)
p (Ω) into Lp(∂Ω), 1 ≤ p < ∞,
such that
(Tpf)(ω) = f(ω), f(ω) ∈ C∞(Ω). (2.11)
Furthermore, the range of Tp is dense in Lp(∂Ω),
TpW
(1)
p (Ω) = Lp(Ω), 1 ≤ p <∞. (2.12)
Proof: Assume that f(x) ∈ C∞(Ω). Let C > 0 be such that 0 < C < b(ν) < 1/C, ν ∈ Sn−1. Take h(r) ∈ C∞0 ((0,∞)),
such that h(r) = 0, 0 < r < C/4, h(r) = 1, C/2 < r < 2/C, h(r) = 0, r > 3/C. Denote g(x) = h(|x|) f(x). Then,
f(b(ν) ν) = g(b(ν)ν) =
∫ b(ν)
0
∂
∂µ
g(µ ν) dµ. (2.13)
Hence, by the Ho¨lder inequality,
|f(b(ν)ν)|p ≤ C ∫ b(ν)
0
∣∣∣ ∂∂µg(µ ν)∣∣∣p dµ ≤
C
∫ b(ν)
0
∣∣∣ ∂∂µg(µ ν)∣∣∣p µn−1dµ,
(2.14)
where in the last inequality we used that as g(x) = 0, for |x| ≤ C/4, we have that 1µ ≤ C on the support of g(x).
4
Moreover, by (2.8) and (2.14) ∫
∂Ω
|f(ω)|p dm∂Ω(ω) =
∫
Sn−1
|f(b(ν) ν)|p dmSn−1(ν) ≤
C
∫
Sn−1
dmSn−1(ν)
∫ b(ν)
0
∣∣∣ ∂∂µg(µ ν)∣∣∣p µn−1dµ ≤
C
∫
Sn−1
dmSn−1(ν)
∫ b(ν)
0 |(∇g)(µ ν)|
p
µn−1dµ =
C
∫
Ω |∇g(x)|p dx.
(2.15)
But since g(x) = h(|x|) f(x), by (2.15),
‖f‖Lp(∂Ω) ≤ C ‖f‖W (1)p (Ω). (2.16)
Finally, the existence of Tp follows since C
∞(Ω) is dense in W
(1)
p (Ω).
Let us now prove (2.12). Suppose that f(ω) ∈ Lp(∂Ω). Then, fSn−1(ν) := f(b(ν)ν) ∈ Lp(Sn−1). Since C∞(Sn−1)
is dense on Lp(Sn−1) there is sequence gm(ν) ∈ C∞(Sn−1) such that,
lim
m→∞
‖fSn−1 − gm‖Lp(Sn−1) = 0. (2.17)
Let us designate,
fm(x) := h(|x|) gm
(
x
|x|
)
∈ C∞0 (Rn). (2.18)
Denote by fm
∣∣
Ω
(x) the restriction of fm(x) to Ω. Then, fm
∣∣
Ω
(x) ∈ C∞(Ω). Further,
limm→∞ ‖f − Tpfm
∣∣
Ω
‖pLp(∂Ω) = limm→∞
∫
Sn−1
|f(b(ν)ν) − h(b(ν)) gm(ν)|p dmSn−1(ν) =
limm→∞
∫
Sn−1
|f(b(ν)ν)− gm(ν)|p dmSn−1(ν) = limm→∞
∫
Sn−1
|fSn−1(ν) − gm(ν)|p dmSn−1(ν) = 0.
(2.19)
Note that the proof of Theorem 2.4 only requires that ∂∂µf(µν) ∈ Lp(Ω \ BC/4), where BC/4 is the ball of center
zero and radius C/4. This allows for a more general formulation of Theorem 2.4.
The next theorem shows that our trace map Tp characterizes W
(1)
p,0 (Ω) as the Banach space of all functions in
W
(1)
p (Ω) that are zero on ∂Ω in trace sense. This is a fundamental property that holds for the standard trace map in
the case of Lipschitz boundaries. This result shows that our trace map Tp effectively replaces the standard trace map
for non-Lipschitz boundaries.
THEOREM 2.5. Suppose that the domain Ω is star shaped with respect to the origin with a continuos function that
characterizes the boundary. Then, for 1 ≤ p <∞,
W
(1)
p,0 (Ω) =
{
f(x) ∈W (1)p (Ω) : (Tpf)(ω) = 0
}
. (2.20)
Proof: Clearly all the functions in W
(1)
p,0 (Ω) are zero on ∂Ω in trace sense. Suppose that f(x) ∈ W (1)p (Ω) and
that (Tpf)(ω) = 0. Then, eventually after redefining f(x) as equal to zero in a set of measure zero, we have that
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f(ω) = 0, ω ∈ ∂Ω. By Theorem 2.2 in page 61 and Theorem 2.3 in page 63 of [16], or Theorem 1 in page four of [14],
(see also [11]), after redefining, if necessary, f(x) as equal to zero in a set of measure zero, we can assume that f(x)
is absolutely continuous on all the lines parallel to the x1 axis, and that the classical derivative, [
∂
∂x1
f(x)], coincides
with the distribution derivative, i.e., [ ∂∂x1 f(x)] =
∂
∂x1
f(x) ∈ Lp(Ω). We extend f(x) by zero to a function defined in
Rn by setting f(x) = 0, x ∈ Rn \ Ω and we also denote by f(x) the function extended to Rn. We proceed to prove
that ∂∂x1 f(x) ∈ Lp(Rn). For any (x2, · · · , xn) ∈ Rn−1 we denote by L(x2, · · · , xn) the line parallel to the x1 axis that
passes through the point (0, x2, · · · , xn), i.e.,
L(x2, · · · , xn) = {(x1, x2, · · · , xn), x1 ∈ R}.
Take any ϕ(x) ∈ C∞0 (Rn). Since f(x) is absolutely continuous on the line L(x2, · · · , xn) and f(x) = 0, for x ∈
∂Ω ∩ L(x2, · · · , xn), integrating by parts, we obtain that,∫
Rn
f(x)
∂
∂x1
ϕ(x) dnx =
∫
Rn−1
dx2 · · · dxn
∫
L(x2,··· ,xn)
dx1f(x1, x2, · · · , xn) ∂
∂x1
ϕ(x1, x2, · · · , xn) =
−
∫
Rn−1
dx2 · · · dxn
∫
L(x2,··· ,xn)
dx1
[
∂
∂x1
f(x1, x2, · · · , xn)
]
ϕ(x1, x2, · · · , xn) = −
∫
Rn
[
∂
∂x1
f(x)
]
ϕ(x) dx.
(2.21)
Then, ∂∂x1 f(x) = [
∂
∂x1
f(x)] ∈ Lp(Rn). We prove in the same way that ∂∂xi f(x) ∈ Lp(Rn), i = 2, · · · , n. Hence
f(x) ∈ W (1)p (Rn). For λ > 1 we define fλ(x) := f(λx). Then, fλ(x) ∈W (1)p (Rn) and
lim
λ→1
‖f(x)− fλ(x)‖W (1)p (Rn) = 0.
Finally, as for any fixed λ > 1, we have that fλ(x) = 0, for x ∈ Ω \Ωλ, where Ωλ := {x = rν, ν ∈ Sn−1, 0 ≤ r < b(ν)λ },
and Ωλ ⊂ Ω it follows that fλ(x) ∈W (1)p,0 (Ω).
We consider now a simple application of our trace theorem that shows its strength. The Dirichlet problem is
formulated as follows. Given a function u(x) ∈ L2(Ω) and a function h(ω) ∈ L2(∂Ω) we are required to prove that
there is a unique function f(x) ∈ W (1)2 (Ω) such that,{ −∆f(x) + f(x) = u(x), x ∈ Ω,
f(ω) = h(ω), ω ∈ ∂Ω, (2.22)
where the equality f(ω) = h(ω) is understood in trace sense, i.e. (T2f)(ω) = h(ω), ω ∈ ∂Ω. Note that if (2.22) has
a solution necessarily h(ω) belongs to range of the trace map T2. Hence, without loss of generality we can assume in
(2.22) that h(ω) = (T2q)(ω), for some q(x) ∈ W (1)2 (Ω). For simplicity, and as our purpose here is to illustrate the use
of our trace theorem in a simple case, we assume that, furthermore, ∆q(x) ∈ L2(Ω).
We have the following result.
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THEOREM 2.6. Assume that the domain Ω is star shaped with respect to the origin with a continuos function that
characterizes the boundary. Suppose that h(ω) ∈ L2(∂Ω) and that h(ω) = (T2q)(ω) for some q(x) ∈ W (1)2 (Ω) with
∆q(x) ∈ L2(Ω). Moreover, assume that u(x) ∈ L2(Ω). Then, the problem (2.22) has a unique solution f(x) ∈ W (1)2 (Ω).
Proof: Let us first prove the uniqueness. Suppose that f1(x), f2(x) ∈W (1)2 (Ω) solve (2.22). Then, by Theorem 2.5
f(x) := f1(x) − f2(x) ∈W (1)2,0 (Ω),
and for all ϕ(x) ∈ C∞0 (Ω) we have that,
(∇f,∇ϕ)L2(Ω) + (f, ϕ)L2(Ω) = 0.
Since C∞0 (Ω) is dense in W
(1)
2,0 (Ω), it follows that,
(∇f,∇f)L2(Ω) + (f, f)L2(Ω) = 0,
and, in consequence, f(x) = 0. We now prove the existence of a solution to 2.22. We designate, v(x) := f(x) − q(x).
Note that (T2v)(ω) = 0, and hence v(x) ∈ W (1)2,0 (Ω). Then, we need to find v(x) ∈ W (1)2,0 (Ω), such that,
−∆v(x) + v(x) = ∆q(x) − q(x) + u(x), x ∈ Ω. (2.23)
We define the following quadratic form with domain W
(1)
2,0 (Ω)×W (1)2,0 (Ω),
h0(f, g) := (∇f,∇g)L2(Ω), f(x), g(x) ∈ W (1)2,0 (Ω). (2.24)
The quadratic form h0 is closed and positive in L
2(Ω) × L2(Ω). Let −∆D be the associated selfadjoint and positive
operator with domain D[−∆D] ⊂W (1)2,0 (Ω), [10]. Then, problem (2.23) can be formulated as,
(−∆D + I)v(x) = ∆q(x) − q(x) + u(x), x ∈ Ω. (2.25)
However, as −∆D > 0, the operator (−∆D + I) has range L2(Ω) and its inverse (−∆D + I)−1 is bounded in L2(Ω).
Then, the solution to (2.25) is given by,
v(x) = (−∆D + I)−1(∆q(x) − q(x) + u(x)).
3 The case of Rn
We consider now traces on star-shaped surfaces of functions in W
(s)
2 (R
n), n ≥ 2. We already discussed this problem
in [19]. However, there we studied the traces within the context of the spectral and scattering theory of strongly
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propagative systems of equations and in the particular case of the slowness surface of these systems. Here we present
our results in all its generality and in a more detailed way.
We define star shaped hypersurfaces as in the case of the boundary of a bounded domain, but we only assume that
the function b(ν) is measurable in Sn−1.
DEFINITION 3.1. We say that a set S in Rn is a star shaped with respect to the origin hypersurface characterized
by a measurable function, if there is a function b(ν) > 0 defined for ν ∈ Sn−1 that is Lebesque measurable in Sn−1,
such that,
S =
{
x ∈ Rn : |x| = b
(
x
|x|
)}
. (3.1)
Furthermore, we suppose that there is a constant C > 0 such that, 0 < C < b(ν) < 1/C, for ν ∈ Sn−1.
Let us define the Fourier transform on L2(Rn) as follows,
(Fnf)(k) :=
1
(2pi)n/2
∫
Rn
e−ik·x f(x) dx.
Recall that, for l = 1, · · · ,
klj (Fnf)(k) =
(
Fn (−i)l ∂
l
∂xlj
f(x)
)
(k), j = 1, · · · , n, (3.2)
and that,
∂l
∂klj
(Fnf)(k) =
(
Fn(−i)l xljf(x)
)
(k), j = 1, · · · , n. (3.3)
As usual, the Sobolev space W
(s)
2 (R
n), s > 0, is defined as the set of all functions f(x) ∈ L2(Rn) such that the
Fourier transform (Fnf)(k) satisfies, (1 + k
2)s/2 (Fnf)(k) ∈ L2(Rn), with norm given by,
‖f‖
W
(s)
2 (R
n)
:=
∥∥∥(1 + k2)s/2 Fnf∥∥∥
L2(Rn)
. (3.4)
Clearly, S is dense on W (s)2 (Rn). Observe that when s = 1 the norm (3.4) is equivalent to the norm (2.1) with Ω = Rn
and p = 2. We use the norm (3.4) for the simplicity of notation.
We define a measure in S and the space L2(S) as in the case of star shaped domains in Section 2. We first define
the measure in S. Let PS be the following function from S onto Sn−1.
PS(ω) := ν = ω|ω| , forω ∈ S. (3.5)
The inverse function is given by,
P−1S (ν) := ω = b(ν) ν, for ν ∈ Sn−1. (3.6)
As before PS is onto and one-to-one.
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DEFINITION 3.2. We say that a set O ⊂ S, is S-measurable if PS(O) is Lebesque measurable in Sn−1. Further,
for any S-measurable set O, we define its measure, mS(O), by
mS(O) := mSn−1(PS(O)). (3.7)
By MS we denote the σ-algebra of all S-measurable sets. Note that mS is a σ-additive measure on MS .
As before, for a function, f(ω), defined on S, we designate by fSn−1(ν) the function,
fSn−1(ν) := f(b(ν) ν), ν ∈ Sn−1. (3.8)
Then, for any set A ⊂ R,
PS
(
f−1(A)
)
= f−1Sn−1(A).
We have that f(ω) is mS-measurable if and only if fSn−1(ν) is measurable. For any mS-integrable functions f(ω), we
have that, ∫
S
f(ω) dmS(ω) =
∫
Sn−1
fSn−1(ν) dmSn−1(ν). (3.9)
DEFINITION 3.3. We denote by L2(S) the Hilbert space of all complex valued, mS-measurable functions, f(ω)
such that |f(ω)|2 is integrable on S with respect to the measure mS .The scalar product in L2(S) is given by∫
S
f(ω) g(ω)dmS(ω) =
∫
Sn−1
fSn−1(ν) gSn−1(ν) dmSn−1(ν). (3.10)
Note that, as in the case of bounded domains, if the hypersurface S is smooth our space L2(S) does not coincide
with the standard space, L2(S), of square integrable functions on S.
We find it convenient to define the following weighted space.
DEFINITION 3.4. We denote by L2b(S) the Hilbert space of all complex valued mS-measurable functions that are
square integrable on S with the scalar product,
(f, g)L2
b
(S) :=
∫
S
f(ω) g(ω) bn(ω/|ω|) dmS(ω) =
∫
Sn−1
fSn−1(ν) gSn−1(ν) b
n(ν) dmSn−1(ν).
As there is a constant C such that, 0 < C < |b(ν)| < 1/C, ν ∈ Sn−1, the norms of L2(S) and of L2b(S) are
equivalent.
The basic idea to prove our trace theorem is to parametrize x ∈ Rn as x = ρω, ρ > 0, ω ∈ S. In this parametrization
taking the restriction to S means to take a sharp value of ρ, and this should not require regularity in ω. Hence, assuming
that b(ν) is measurable should be sufficient. As we will show this is actually true.
9
We prepare the following results that we need for the proof of our trace theorem. Suppose that f(x) ∈ C∞0 (Rn).
Then, using spherical coordinates, we have that,
∫
Rn
|f(x)|2 dx =
∫
Sn−1
dmSn−1(ν)
∫ ∞
0
rn−1 dr|f(rν)|2 =
∫
Sn−1
dmSn−1(ν)h(ν), (3.11)
where
h(ν) :=
∫ ∞
0
dr rn−1 dr|f(rν)|2. (3.12)
For each fixed ν ∈ Sn−1, we perform the change of variable ρ = r/b(ν) in the one dimensional integral on the right-hand
side of (3.12) and we obtain that,
h(ν) = bn(ν)
∫ ∞
0
dρ ρn dρ |f(ρ b(ν) ν)|2. (3.13)
Further, by (3.11), (3.13),
∫
Rn
|f(x)|2 dx =
∫
Sn−1
dmSn−1(ν) b
n(ν)
∫ ∞
0
dρ ρn |f(ρ b(ν) ν)|2. (3.14)
We define the function,
g(ρ, ν) := ρn |f(ρ b(ν) ν)|2. (3.15)
By (3.14) and (3.15), it follows that,
∫
Rn
|f(x)|2 dx =
∫
Sn−1
dmSn−1(ν) b
n(ν)
∫ ∞
0
dρ g(ρ, ν). (3.16)
Since dmSn−1(ν)× dρ is a product measure, by Fubini’s theorem we can exchange the order of the integration of the
function g(ρ, ν) in the right-hand side of (3.16), to obtain that,
∫ ∞
0
dρ
∫
Sn−1
dmSn−1(ν) b
n(ν) g(ρ, ν) =
∫
Sn−1
dmSn−1(ν) b
n(ν)
∫ ∞
0
dρ g(ρ, ν). (3.17)
By (3.16) and (3.17) ∫
Rn
|f(x)|2 dx =
∫ ∞
0
dρ
∫
Sn−1
dmSn−1(ν) b
n(ν) g(ρ, ν). (3.18)
Let U be the following operator, first defined for f(x) ∈ C∞0 (Rn),
(Uf)(ρ, ω) := ρ
n−1
2 f(ρω), ρ > 0, ω ∈ S. (3.19)
Then,
∫ ∞
0
dρ
∫
S
|(Uf)(ρ, ω)|2 bn(ω/|ω|)dmS(ω) =
∫ ∞
0
dρ ρn−1
∫
Sn−1
bn(ν) |f(ρ b(ν) ν)|2 dmSn−1(ν). (3.20)
By (3.15), (3.18) and (3.20)
∫ ∞
0
dρ
∫
S
|(Uf)(ρ, ω)|2 bn(ω/|ω|)dmS(ω) =
∫
Rn
|f(x)|2 dx. (3.21)
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Hence, U extends to an unitary operator from L2(Rn) onto L2((0,∞);L2b(S)). The unitarity of U plays an important
role in the spectral and scattering theory of strongly propagative systems of equations in [19].
let h(λ) be a function in C∞((0,∞)) such that, 0 ≤ h(λ) ≤ 1, h(λ) = 0, 0 < λ < 1/4, h(λ) = 1, 1/2 < λ <∞. For
ρ > 0 let us denote hρ(λ) = h(λ/ρ). Note that, hρ(λ) = 0, 0 < λ < ρ/4, hρ(λ) = 1, ρ/2 < λ < ∞. For f(x) ∈ S we
define the operator,
(Lρ(z)f) (x, ω) = (1 + x
2)z/2
1√
2pi
∫
R
dλ e−ix λ hρ(λ)
(
F−1n (1 + k
2)−z/2 Fnf
)
(λω), (3.22)
where x ∈ R, ω ∈ S, z = α+ iβ ∈ C, 0 ≤ α ≤ 4.
For any pair of Banach spaces, X,Y, we denote by B(X,Y ) the Banach space of all bounded operators from X ,
into Y.
LEMMA 3.5. The operator Lρ(z), 0 ≤ Re z ≤ 4, extends to a bounded operator from L2(Rn) into L2(R;L2(S)).
Furthermore, for any ρ0 > 0, and any 0 ≤ α ≤ 4, there is a constant, Cρ0 (α), that depends only on ρ0, and α, such
that,
‖Lρ(α+ iβ)‖B(L2(Rn),L2(R;L2(S))) ≤ Cρ0(α)
1
ρ(n−1)/2
, ρ ≥ ρ0, 0 ≤ α ≤ 4. (3.23)
Proof: Denote,
ψ(λ, ω) :=
(
F−1n (1 + k
2)−iβ/2 Fnf
)
(λω).
Using Parseval’s identity for the one dimensional Fourier transform, taking into account that for some constant C,
0 < C < b(ω/|ω|) < 1/C, ω ∈ S, as in the support of hρ(λ), λ > ρ/4, and using (3.20), we have that,∫
S
dmS(ω)
∫
R
dx |(Lρ(iβ)f)(x, ω)|2 =
∫
S
dmS(ω)
∫∞
0
dλh(λ)2 |ψ(λω)|2 ≤
C 1ρn−1
∫
S
dmS(ω) b
n(ω/|ω|) ∫∞
0
dλλn−1|ψ(λω)|2 = C 1ρn−1
∥∥UF−1n (1 + k2)−iβ/2 Fnf∥∥2L2((0,∞);L2
b
(S))
=
C 1ρn−1 ‖f‖2L2(Rn) ,
(3.24)
where in the last equality we used Parseval’s identity for the Fourier transform on Rn. It follows that Tρ(iβ), β ∈ R,
extends to a bounded operator from L2(Rn) into L2(R;L2(S)) and,
‖Lρ(iβ)f‖L2(R;L2(S)) ≤ C
1
ρ(n−1)/2
‖f‖L2(Rn) . (3.25)
Furthermore, for f(x) in Schwartz space denote,
(Mρ(z)f)(x, ω) := (1 + x
2)−z/2 (Lρ(z)f)(x, ω). (3.26)
Then,
‖Lρ(4 + iβ)f‖L2(R;L2(S)) ≤ C ‖Mρ(4 + iβ)f‖L2(R;L2(S)) + C
∥∥x4Mρ(4 + iβ)f∥∥L2(R;L2(S)) . (3.27)
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We denote,
ϕ(λ, ω) :=
(
F−1n (1 + k
2)−(4+iβ)/2 Fnf
)
(λω). (3.28)
Arguing as (3.24), we prove that,
‖Mρ(4 + iβ)f‖2L2(R;L2(S)) ≤ C 1ρn−1
∫
S
dmS(ω) b
n(ω/|ω|) ∫∞
0
dλλn−1|ϕ(λω)|2 ≤ C 1
ρ(n−1)
‖f‖2L2(Rn) . (3.29)
Moreover, using (3.2) with n = 1, with k replaced by x and x replaced by λ, we obtain that,
∥∥x4Mρ(4 + iβ)f∥∥2L2(R;L2(S)) ≤ C 1ρn−1 ∫S dmS(ω) bn(ω/|ω|) ∫∞0 dλλn−1
∣∣∣ ∂4∂λ4 hρ(λ)ϕ(λ, ω)∣∣∣2 . (3.30)
Furthermore,
∂
∂λ
ϕ(λ, ω) = i
n∑
l=1
ωj
1
(2pi)n/2
∫
Rn
dk eiλω·k kj(1 + k
2)−(4+iβ)/2 (Fnf)(k). (3.31)
Then, using (3.20), (3.31) as well as its derivatives with respect to λ, and Parseval’s identity on L2(Rn), we obtain
that, ∫
S
dmS(ω) b
n(ω/|ω|)
∫ ∞
0
dλλn−1
∣∣∣∣ ∂4∂λ4 hρ(λ)ϕ(λω)
∣∣∣∣
2
≤ C ‖f‖2L2(Rn) . (3.32)
Further, by (3.27), (3.29), (3.30) and (3.32)
‖Lρ(4 + iβ)f‖L2(R;L2(S)) ≤ C
1
ρ(n−1)/2
‖f‖L2(Rn) . (3.33)
Note that it follows from our estimates that the constants C in (3.25) and (3.33) are uniform for ρ ≥ ρ0, for any
ρ0 > 0. By (3.25), (3.33) and Hadamard three lines theorem, [17], page 33, Lρ(α + iβ), 0 ≤ α ≤ 4, is bounded from
L2(Rn) into L2(R;L2(S)), and (3.23) holds.
REMARK 3.6. Suppose that s > 1/2. Then, for any ρ, ρ1 > 0 there is a constant Cs that depends only on s such
that,
∫
R
dx
|eixρ − eixρ1 |2
(1 + |x|)2s ≤ Cs


|ρ− ρ1|2s−1, 12 < s < 32 ,
|ρ− ρ1|2 (1 + | ln |ρ− ρ1||), s = 32 ,
|ρ− ρ1|2, s > 32 .
(3.34)
Proof: We can assume that |ρ− ρ1| ≤ 1. Then, For any R > 1,∫
R
dx
|eixρ − eixρ1 |2
(1 + |x|)2s =
∫
|x|≥R−1
dx
|eixρ − eixρ1 |2
(1 + |x|)2s +
∫
|x|≤R−1
dx
|eixρ − eixρ1 |2
(1 + |x|)2s ≤
Cs


R1−2s +R3−2s |ρ− ρ1|2, 12 < s < 32 ,
R1−2s + |ρ− ρ1|2 lnR, s = 3/2,
R1−2s + |ρ− ρ1|2, s > 32 .
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Finally, (3.34) follows taking R = |ρ− ρ1|−1.
In the following theorem we state our trace map.
THEOREM 3.7. Let the set S in Rn be a star shaped with respect to the origin hypersurface characterized by a
measurable function. Then, for every ρ > 0 and every s > 1/2, there is a trace map Ts(ρ) that is bounded from
W
(s)
2 (R
n) into L2(S) such that for every function f(x) in the space of Schwartz,
(Ts(ρ)f)(ω) = f(ρω). (3.35)
Moreover, for every ρ0 > 0 there is constant Cρ0 such that,
‖Ts(ρ)‖B(W (s)2 (Rn),L2(S)
) ≤ Cρ0
1
ρ(n−1)/2
, ρ ≥ ρ0, (3.36)
and, moreover,
‖Ts(ρ)− Ts(ρ1)‖B(W (s)2 (Rn),L2(S)
) ≤ Cρ0
1
min[ρ(n−1)/2, ρ
(n−1)/2
1 ]
×


|ρ− ρ1|s−1/2, 12 < s < 32 ,
|ρ− ρ1| (1 +
√
| ln |ρ− ρ1||), s = 32 ,
|ρ− ρ1|, s > 32 ,
(3.37)
for ρ, ρ1 ≥ ρ0. Moreover, the range of T (ρ) is dense in L2(S),
T (ρ)W
(s)
2 (R
n) = L2(S). (3.38)
Proof: For f(x) ∈ S we define,
(T (ρ) f)(ω) := f(ρω), ω ∈ S. (3.39)
Let us denote,
g(x) :=
(
F−1n (1 + k
2)s/2 (Fnf)(k)
)
(x). (3.40)
Note that,
f(ρω) =
1√
2pi
∫
R
dx eiρ x (1 + x2)−s/2 (Lρ(s)g) (x, ω). (3.41)
Then, by Schwarz inequality, for s > 1/2,
|f(ρω)|2 ≤ C
∫
R
dx |(Lρ(s)g)(x, ω)|2 .
Hence, for any ρ0 > 0, and for any ρ ≥ ρ0,∫
S dmS(ω) |f(ρω)|2 ≤ C
∫
S dmS(ω)
∫
R
dx |(Lρ(s)g)(x, ω)|2 =
C ‖Lρ(s) g‖2L2(R;L2(S)) ≤ C Cρ0 (s) 1ρn−1 ‖g‖2L2(Rn) = C Cρ0(s) 1ρn−1 ‖f‖2W (s)2 (Rn),
(3.42)
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where we used (3.23). It follows that T (ρ) is bounded and hence, it extends uniquely to a bounded operator from
W
(s)
2 (R
n) into L2(S) and (3.36) holds. Let us now prove (3.37). Without loss of generality we can assume that
ρ1 > ρ ≥ ρ0. Suppose that f(x) ∈ S. Since hρ(λ) = 1, λ > ρ/2, we have that hρ(ρ1) = 1. In consequence, it follows
that,
(T (ρ1)f)(ω) = f(ρ1 ω) =
1√
2pi
∫
R
dx eiρ1x (1 + x2)−s/2 (Lρ(s)g) (x, ω), (3.43)
where g(x) is defined in (3.40). Further, by (3.39), (3.41) and (3.43)
(T (ρ)f)(ω)− (T (ρ1)f)(ω) = f(ρω)− f(ρ1 ω) = 1√
2pi
∫
R
dx
(
eiρ x − eiρ1x) (1 + x2)−s/2 (Lρ(s)g) (x, ω). (3.44)
Hence, by Schwarz inequality,
‖(T (ρ)− T (ρ1))f‖2L2(S) ≤
1√
2pi
∫
S
dmS(ω)
∫
R
dx
|eixρ − eixρ1 |2
(1 + |x|)2s
∫
R
dx |(Lρ(s)g) (x, ω)|2 =
1√
2pi
∫
R
dx
|eixρ − eixρ1 |2
(1 + |x|)2s ‖Lρ(s)g‖
2
L2(R;L2(S)) ≤
1√
2pi
∫
R
dx
|eixρ − eixρ1 |2
(1 + |x|)2s C
2
ρ0(s)
1
ρn−1
‖f‖2
W
(s)
2
(Rn),
(3.45)
where we used (3.23) and (3.40). Then, (3.37) follows from (3.34) and (3.45).
We proceed now to prove (3.38) as in the case of Theorem 2.4. Take any f(ω) ∈ L2(S). It follows that, fS(ν) :=
f(b(ν)ν) ∈ L2(Sn−1). As C∞(Sn−1) is dense on L2(Sn−1) there is sequence gm(ν) ∈ C∞(Sn−1) such that,
lim
m→∞
‖fSn−1 − gm‖L2(Sn−1) = 0. (3.46)
Let C be such that, that 0 < C < b(ν) < 1/C, ν ∈ Sn−1. Take h(r) ∈ C∞0 ((0,∞)), such that h(r) = 0, 0 < r <
C/4, h(r) = 1, C/2 < r < 2/C, h(r) = 0, r > 3/C, and denote, hρ(r) := h(r/ρ). We define,
fm(x) := hρ(|x|) gm
(
x
|x|
)
∈ C∞0 (Rn) ⊂W (s)2 (Rn). (3.47)
Finally,
limm→∞ ‖f − T (ρ)fm‖2L2(S) = limm→∞
∫
Sn−1
|f(b(ν)ν)− hρ(ρ b(ν)) gm(ν)|2 dmSn−1(ν) =
limm→∞
∫
Sn−1
|f(b(ν)ν)− gm(ν)|2 dmSn−1(ν) = limm→∞
∫
Sn−1
|fSn−1(ν) − gm(ν)|2 dmSn−1(ν) = 0.
(3.48)
In Theorem A.1 of [19] we proved a result like Theorem 3.7 in the case where S is the slowness surface of a strongly
propagative system of equations. A slowness surface is defined in terms of a continuous function, λ(k), k ∈ Rn \ {0}
with values in (0,∞) that is homogeneous of order one, i.e. λ(ρ k) = ρ λ(k), ρ > 0, k ∈ Rn \ {0}. The slowness surface
is given by S := {k ∈ Rn : λ(k) = 1}. This corresponds in Definition 3.1 to b(ν) = 1/λ(ν), ν ∈ Sn−1. Note that
in Theorem A.1 of [19] the precise estimates (3.36), (3.37) and the density in L2(S) of the range of the trace map
T (ρ) are not proven. In [19] the trace map in Theorem A.1 is applied to the spectral and the scattering theory of the
strongly propagative systems of equations. Note that the Ho¨lder continuity of the trace map plays and essential role
in the spectral and scattering theory of strongly propagative systems of equations.
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4 The coarea formula
The coarea formula was proven in [5] in the case where the level sets are given by a Lipschitz function, and in [13]
when the level sets are given by a function in a Sobolev space. See also [6]. Let us consider the coarea formula in a
simple case. Denote,
a(x) :=
|x|
b(x/|x|) ,
and suppose that b(ν), ν ∈ Sn−1 is smooth and that for some C > 0, C < b(ν) < 1/C, ν ∈ Sn−1. Denote,
Sλ = {x ∈ Rn : a(x) = λ},
and
Ωλ := {x ∈ Rn : a(x) < λ}.
Note that S in (3.1) satisfies S = S1. Denote by Vλ the volume of Ωλ with respect to the Lebesque measure. Then,
by the coarea formula,
Vλ =
∫ λ
0
dρ
∫
Sρ
1
|∇a(x)| dβρ(x), (4.1)
where dβρ(x) denotes the Lebesgue measure of Sρ. Furthermore,
d
dλ
V (λ) =
∫
Sλ
1
|∇a(x)| dβλ(x). (4.2)
The right hand-side of (4.2) is a trace with the standard trace map in the surface Sλ.
We now prove that with our trace map we can generalize (4.1) and (4.2) to the case where b(ν) is only assumed
to be Lebesque measurable and, of course to satisfy 0 < C < b(ν) < 1/C, ν ∈ Sn−1. Using spherical coordinates, we
have that,
Vλ =
∫
Sn−1
dmSn−1(ν)
∫ λb(ν)
0
dr rn−1 =
λn
n
∫
Sn−1
dmSn−1(ν) b
n(ν) =
∫ λ
0
dρ ρn−1
∫
Sn−1
bn(ν)dmSn−1(ν).
(4.3)
As in the case of S = S1 we define a measure on Sρ as follows. By PSρ we denote the function from Sρ onto Sn−1
given by,
PSρ(ω) := ν =
ω
|ω| , forω ∈ Sρ.
A set O ⊂ Sρ, is Sρ-measurable if PSρ(O) is Lebesque measurable in Sn−1, and the measure of O is given by,
mSρ(O) := ρ
n−1mSn−1(PSρ(O)).
As in Section 2, for a function, f(ω), defined on Sρ, we denote,
fSn−1(ν) := f(ρ b(ν) ν), ν ∈ Sn−1,
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and f(ω) is mSρ-measurable if and only if fSn−1(ν) is Lebesque measurable. For any mSρ-integrable functions f(ω),
we have that, ∫
Sρ
f(ω) dmSρ(ω) = ρ
n−1
∫
Sn−1
fSn−1(ν) dmSn−1(ν). (4.4)
With this definition (4.3) reads,
Vλ =
∫ λ
0
dρ
∫
Sρ
bn(ω/|ω|) dmSρ(ω). (4.5)
Furthermore, by (4.5)
d
dλ
Vλ =
∫
Sλ
bn(ω/|ω|) dmSλ(ω). (4.6)
Formulae (4.5) and (4.6) generalize, respectively, (4.1) and (4.2) to the case where b(ν) is only assumed to be Lebesque
measurable.
Moreover, in the case where b(ν) is smooth, for any function f(x) ∈ C∞0 (Rn), the coarea formula implies that,∫
Rn
f(x) dx =
∫ ∞
0
dρ
∫
Sρ
f(x)
1
|∇a(x)| dβρ(x). (4.7)
With our method, we prove as in the proof of (3.18) that,∫
Rn
f(x) dx =
∫ ∞
0
dρ ρn−1
∫
Sn−1
f(ρ b(ν) ν) bn(ν) dmSn−1(ν). (4.8)
Then, using (3.9) and (4.8) we obtain that∫
Rn
f(x) dx =
∫ ∞
0
dρ
∫
Sρ
f(ω) bn(ω/|ω|) dmSρ(ω). (4.9)
Formula (4.9) generalizes the coarea formula (4.7) to the case where b(ν) is only assumed to be Lebesque measurable.
Actually, it can be verified directly that our formulae coincide with the ones given by the coarea formula when
b(ν) is smooth. For simplicity, we do the calculations for n = 2, but the result is also true for n ≥ 3 with a similar
computation. Let us take take polar coordinates x1 = r cos θ, x2 = r sin θ, with r = |x|, 0 ≤ θ ≤ 2pi, and let us write
b(ν) ≡ b(θ). We denote, e(θ) := 1/b(θ). In these coordinates,
a(x) ≡ a(r, θ) = r e(θ).
Then, on Sρ,
|∇a(r, θ)| =
√
(e(θ))2 + (e′(θ))2. (4.10)
Let us now write Sρ in parametric form,
Sρ = {x ∈ R2 : x = f(θ), 0 ≤ θ ≤ 2pi}.
Let, ex, ey be, respectively, the unit vectors along the x and the y axis. Then, in polar coordinates,
f(θ) =
ρ
e(θ)
(cos θex + sin θey).
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It follows that,
|f ′(θ)| = ρ
(e(θ))2
√
(e(θ))2 + (e′(θ))2.
Then,
dβρ(x) ≡ dβρ(θ) = ρ
e2(θ)
√
(e(θ))2 + (e′(θ))2 dθ.
Finally, using (4.10) and that e(θ) = 1/b(θ), we obtain that,
1
|∇a(x)| dβρ(x) = ρ b
2(θ) dθ. (4.11)
By (4.11) the right-hand sides of (4.1) and (4.5) are the same, the right-hand sides of (4.2) and (4.6) coincide, and
the right-hand sides of (4.7) and (4.9) take the same value.
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