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Abstract
The decision about how to present information on an interface has often been taken for 
granted. Unfortunately, the way information is presented can greatly influence how easy or 
difficult it is to attend to appropriate pieces of information. As the information gets more 
complicated and device interfaces become smaller and more versatile, the use of logic and 
common sense in visual ordering of information and arrangement begin to falter.
One way to overcome this challenge is by prioritised thinking, which undoubtedly 
has implications for design. A major role of MIS is to both select and filter appropriate 
information elements for the decision maker. To this end, a user-centred multi-attribute 
decompositional approach was adopted in this research through the use of conjoint 
analysis.
The design science paradigm provided an appropriate grounding for the research, 
which sought to the build an IT artefact, in the form of a visual information design for a 
user interface using a computational (conjoint) approach. To this end, established 
guidelines from the design science paradigm were used in structuring and assessing the 
suitability of conjoint analysis as a tool for design science research.
Two laboratory experiments were carried out. In the first experiment, the homepage 
of hotel loyalty programs served as the user interface. Four main information features of 
the homepage of hotel loyalty websites were identified in a preliminary qualitative 
assessment phase i.e. Account, Membership, Context and Challenge features. Visual order 
of presentation followed a top to bottom format, based on the criticality of display i.e. 
Critical, Important and Desirable. The conjoint analysis generated 11 profiles which were 
tested, out of a possible 81 combinations.
The second experiment adopted the use of balanced scorecards as user interface. In 
the online study, the four perspectives of the BSC; Financial, Customer, Internal Process, 
Learning & Growth served as information features. Using the same 3-tier visual order of 
presentation format as in the first study, the conjoint analysis produced 20 profiles out of a
possible 162 combinations. A third variable, presentation format (consisting of Tables and 
Graphs) was also introduced, effectively testing the joint effect of visual order of 
presentation and presentation format on user experience in the context of a relatively 
simple spatial task that required users to express their preference for the way information is 
presented on a user interface.
The research makes a number of contributions in terms of the methodology and 
findings. Firstly, conjoint analysis lends itself very well to studies where smaller samples 
may be involved due to the high number of experimental designs generated and as such is a 
design tool that fits in nicely with Design Science approaches to research. In effect, it 
provides a method of searching for a useful design from a large set of available designs, 
which is of practical value. Secondly, an IT artefact in the form of a computational design 
which optimises user preference for both interfaces tested was prescribed. Lastly, the 
research showed that individual differences play a vital role in Design Science. Users 
should be supported both in terms of the appropriate visual representation and visual order 
that supports the task, based on their level of prior experience with the system.
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Chapter 1: Introduction
1.1 Background of the Study
Information has been defined as “data that has been processed into a form that is 
meaningful to the recipient and is of real or perceived value in the current or prospective 
actions and decisions” (Davis and Olson, 1985). The decision about how to present this 
‘meaningfully processed data’ on an interface so that people can use it or understand it 
more easily can be regarded as information design, which often involves a visual 
representation or the grouping, ordering and arrangement of pieces of information. 
Unfortunately, this latter aspect of information design is often taken for granted because 
users are used to seeing common information arranged in certain ways (Garrett, 2003). 
Moreover, as the information gets more complicated and the interface more dynamic, the 
use of logic and common sense in visual arrangement begin to falter. According to Lynch 
(1990), visual displays are distinctively involved in scientific communication and in the 
very construction of scientific facts. Therefore, the way information is displayed can 
greatly influence how easy or difficult it is to attend to appropriate pieces of information 
(Sharp et al., 2007).
Many Information Systems (IS) researchers also agree that one of the biggest 
challenges of designing interfaces is figuring out which aspects its users do not need to 
deal with and reducing their visibility (or leaving them out altogether). Successful 
interfaces are those which users immediately notice the important features. Unimportant 
features on the other hand, do not get noticed -  sometimes because they are not there at 
all.
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This way of prioritised thinking undoubtedly has implications for design; an 
interface that gives a small number of extreme cases the same weight as the needs of the 
vast majority of users ends up ill-equipped to make those interface elements easiest to 
access and use (Garrett, 2003).
On the other hand, it has become generally acknowledged that humans do not 
understand their own information requirements. They often demand too little or too much 
information (Beach, 1975; Schrenk, 1969) and have been observed to prefer more 
information than economically justifiable (Driver and Mock, 1975) as well as using less 
information than their own prior expectations (Vaasarhelyi, 1977). A major role of MIS is 
to both select and filter appropriate information elements for the decision maker (Zmud, 
1979). Therefore, a decision maker's information requirements to a large extent are based 
upon the individual's "world-view”, which is totally reflective of the individual. Thus, 
depending upon the scope of a MIS, one may design for the individual (Keen and Morton, 
1978) or for a group of individuals (Bariff and Lusk, 1977).
The objective of this aspect of MIS research is to locate the critical individual 
differences and determine how best to design a MIS for individuals so characterised. In 
this regard, Zmud (1979) stated that:
“The variations in cognitive behaviours attributable to individual differences as 
well as the documented limitations inherent to human information processing and 
decision behaviours provide ample opportunities for designers to provide MIS that 
extend the decision making capabilities o f organisational members”.
Although some research in this direction has been pursued, much remains unknown
as to how best to support the individual decision maker throughout the entire decision
process: problem finding, problem structuring, solution generation, analysis, and choice.
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Similarly, Web designers and online marketers are constantly faced with the 
decision of how best to present information on user interfaces, a situation which has been 
exacerbated by the upsurge in the use of small handheld devices, now equipped with the 
capability to browse the internet pages, which was formerly the exclusive preserve of 
larger and more stationary display monitors. Presenting information in such a way as to 
optimise user experience given the size constraint of these smaller display units is a 
challenge.
Towards finding a solution to the problem, several researchers (Kim et al., 2003; 
Garrett, 2003; Constantinides, 2004) have prescribed a user-centred approach to design, 
suggesting that the key is to group and arrange the information elements in ways that 
reflect how users think and support their tasks and goals. Therefore, a well-designed 
interface recognises the courses of action users are most likely to take and makes those 
interface elements easiest to access and use. This suggests a cognitive approach where 
cognitive scientists added that the process of visual monitoring involves a series of 
sequential steps in which the user begins by getting an overview of what is going on and 
quickly identifying what needs attention; in order words, a ‘well-ordered visual 
architecture’. It is crucial that “the first thing that a customer sees must provide an 
exceptional customer experience to seduce visitors to continue” (Van Duyne et al. 2002 p. 
229). Similarly, Coffey (1961) agrees that the inclusion of irrelevant information in a 
report has been found to degrade performance and should be avoided (Zmud, 1979). Over­
redundancy can hinder information processing when capacity limitations are reached (Hia, 
1977). Beach (1975) and Schrenk (1969) share similar views on the order of information
16
presentation stating that when information quantities prohibit presenting all information at 
once, care must be taken to minimise primacy or recency effects.
To this end, this study aims to further the understanding of the relationship between 
user experience and visual information design by providing a comprehensive empirical 
analysis of both concepts and contrasts with previous work in three ways.
First, to the researcher’s knowledge no study has considered a user-centred multi­
attribute decompositional approach adopted in this research through the use of conjoint 
analysis to design visual information with fairly simple information evaluation tasks. 
Conjoint analysis, a research technique developed in the early 70s has been successfully 
applied in other disciplines such as marketing and psychology (Green and Wind, 1975; 
Bagozzi, 1988) but has so far enjoyed limited usage in the field of information systems and 
certainly not in the area of the design of visual information, in spite of the 
recommendations from IS researchers such as Chin and Gopal (1995) who compared the 
conjoint analysis method to traditional compositional methods such as regression in IS 
adoption. Chin and Gopal (1995) suggested that whilst these compositional methods are 
useful in determining whether future usage is likely in a situation where the question is 
whether or not to invest in a new IS, if on the other hand, the intent is to assess which MIS 
to invest in given a prior decision to invest in one or more of the others- a design science 
problem- conjoint analysis would be more appropriate. Therefore, unlike other IS 
researchers who have hitherto positioned conjoint analysis as a behavioural positivist 
approach to problem solving in IS, which may partly explain the low up-take of the 
methodology by IS researchers, it is hoped that if this study is able to demonstrate, justify
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and therefore put forward conjoint analysis as a design science problem solving approach 
especially in user experiments, in an attempt to unlock its potentials as a valuable research 
methodology amongst IS researchers.
Second, most previous studies in the area of information presentation have 
employed either a positivist or interpretive approach in addressing related problems (See, 
for example, Vessey and Glass, 1998) as opposed to the design science perspective taken 
in this study, in which IT artefacts are designed to improve processes; models and 
prototypes are frequently the products of design science research where the goal of 
research is utility.
Lastly, other research in this area have so far focused on the impact of information 
design on either the quality of decision making, problem solving, interpretation accuracy 
and speed (Vessey et al., 1998). This study aims to adopt user preference as a measure of 
judgemental choice and dependent variable.
1.2 Research Objectives
In an attempt to expand the above body of knowledge, the overriding question for this 
study was stated as follows: What is the suitability o f conjoint analysis for the visual 
information design o f a user interface?
To assess this research question, the study first aims to adopt a user-centred 
approach to visual information design for specific tasks and goals. A second objective is 
sought through the application of conjoint analysis (a rarely used research methodology in 
IS research), as it provides a mathematical and computational basis for design. The 
application of a mathematical basis may lead to the development of theorems, which
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explain behaviour and improve performance of the designed artefact (March and Smith, 
1995). In addition, many researchers agree that a mathematical basis for design allows for 
many types of quantitative evaluations of an IT artefact- a term which would be later 
explored- including optimisation proofs, analytical simulation, and quantitative 
comparisons with alternative designs (March and Smith, 1995; Hevner et al., 2004).
A third objective to be addressed is the extension of theoretical models used in 
earlier cognitive science research which have so far examined the impact of visual order of 
presentation (i.e. sequencing), on the user (Sperling, 1960; Noonen and Dwyer, 1993; 
Mayer and Anderson, 1991). This research aims to extend previous studies in this area by 
differentiating between the different types of information features displayed to subjects. 
Unlike traditional experimental techniques, a conjoint methodology allows for the 
simultaneous evaluation of multiple factors in eliciting user reactions to alternative 
designs. This study will therefore seek to provide evidence of a relationship between visual 
order of presentation and the different types of information features displayed on an 
interface to provide a theoretical contribution. In addition, the joint effect of visual order of 
presentation and presentation format on user experience would be investigated.
A fourth objective lies in the designed artefact itself; a computationally based 
visual information design that optimises user experience. A notable contribution of 
conjoint analysis lies in its ability to measure user preferences in terms of the individual 
utilities derived from each element of a design when trade-offs are being made amongst 
several design alternatives. To this end, the design alternative which generates the highest 
utility and thus best optimises user experience can be prescribed as the designed artefact.
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This latest effort bears similarities with the works of Vessey and Glass (1998) who state 
that the set of possible design solutions for any problem could be specified as all possible 
means that satisfy all end conditions consistent with identified laws. When these can be 
formulated appropriately and posed mathematically, standard operations research 
techniques can be used to determine an optimal solution for the specified end conditions.
A fifth objective lies in the contribution of this research to the design-science 
paradigm; a relatively new and emerging area of IS research introduced by Hevner et al. 
(2004). The design science paradigm seeks to extend the boundaries of human and 
organisational capabilities by creating new and innovative artefacts and is complementary 
to behavioural science research which is more popular with IS researchers, aimed at 
developing and verifying theories that explain or predict human or organisational 
behaviour. To this end, this study would be duly examined within the framework and 
guidelines for understanding, executing, and evaluating design science research developed 
by (Hevner et al. 2004). The next section provides a review of the different philosophical 
approaches to research design.
1.3 Overview of the Research Design
The primary purpose of this section is firstly to identify and evaluate the different
approaches to research design in general and thereafter examine the different philosophical
perspectives of a researcher’s understanding of knowledge and truth. Through this
understanding, it is possible to follow the researcher’s approach to performing the research
and interpreting results, as well as make judgements with regards to the validity of the
conclusions and their consistency within the researcher’s worldview (Lincoln and Guba,
1985). The selection of a research design involves a number of interrelated steps (Denzin
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and Lincoln, 1994; Crotty, 1998; Sarantakos, 1998; Gray, 2004). Denzin and Lincoln 
(1994) suggest that the selection of a research design involves five sequential steps. The 
first step has to do with locating the field of inquiry in terms of whether to employ the use 
of a qualitative, interpretative research or a quantitative, verificational approach. This 
second step involves selecting a theoretical research paradigm that is capable of informing 
and guiding the research process whilst the third step is responsible for linking the chosen 
research paradigm to the empirical world through a methodology. The fourth and fifth 
steps involve the process of selecting method of data collection and selecting method of 
data analysis respectively.
In contrast, Crotty (1998) argues that the selection of a research design involves 
four sequential steps which are individually related to the outcome of the following 
questions.
• What methods do we propose to use?
• What methodology governs our choice of use and methods?
• What theoretical perspective lies behind the methodology in question?
• What epistemology informs this theoretical perspective
Crotty (1998) represented these four steps in a model and suggests a researcher should 
begin by selecting an appropriate epistemology- a term which would be examined in the 
next section- through to the final step which involves the selection of a set of methods to 
gather and analyse the data, shown in Figure 1.1.
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EPISTEMOLOGY
THEORETICAL PERSPECTHE
METHODOLOGY
METHODS
Figure 1.1: A model for selecting a research design (adaptedfrom Crotty, 1998).
Gray (2004) suggested an approach similar to Crotty (1998) which starts with 
epistemology and shares the idea that the choice of epistemology needs to inform the 
selection of an appropriate theoretical perspective or philosophical perspective. Gray 
(2004) however extended the process into a six elements model to include: epistemology, 
theoretical perspective, research approach, research methodology, timeframe, and data 
collection methods.
Another notable contribution is that of Sarantakos (1998) who suggests a further 
alternative to the selection of a research design that involves three steps. Whilst the method 
proposed by Sarantakos (1998) agrees with the last two steps of the Crotty (1998) model, 
i.e. the selection of a ‘methodology’ and related set of ‘methods’, it however believes that 
the issue of locating a study in a field of inquiry and the selection of a theoretical 
perspective are so interwoven that it should be regarded as a single step. Therefore, the
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notion of selecting an epistemology and theoretical perspective in the Crotty (1998) model 
was jointly represented in the Sarantakos (1998) model as the selection of an appropriate 
‘paradigm’ as presented in Table 1.1. The researcher shares much of this latter perspective 
but will in addition to discussing the appropriate paradigm for this research in the next 
section, briefly examine the concept of epistemology. The methodology and methods steps 
would be discussed later under research methodology in Chapters 6 and 8.
Denzin and Lincoln 
(1994)
Crotty (1998) Sarantakos
(1998)
Gray (2004)
Field of Inquiry 
(Qualitative and 
Quantitative)
Epistemology Epistemology
Theoretical Research 
Paradigm
Theoretical
Perspective
Appropriate
paradigm
Theoretical
Perspective
Methodology Methodology Methodology Research
Approach
Methods Methods Methods Methodology
Data Analysis Time Frame
Data Collection 
Method
Table 1.1: A summary of research design approaches (Source: Author).
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1.4 Epistemology
At this juncture, it is imperative to gain an appreciation of the researcher’s understanding 
of the knowledge of truth. Through this understanding, it will be possible to follow the 
researcher’s approach to carrying out the research and interpreting results in order to be 
able to make judgements regarding the validity of the conclusions reached through the 
researcher’s ‘world view’ (Lincoln and Guba, 1985).
As a precursor to gaining a full appreciation of the term Epistemology and its 
consequences on the full spectrum of the research process, it is necessary to first examine 
the concept of ontology. This view is supported by researchers such as Crotty (1998) and 
Gray (2004) who argue that it is not possible to conceptually separate ontology from 
epistemology and that in the process of selecting a research design, ontological and 
epistemological issues tend to merge together.
The term ontology has its origin in philosophy. It can be defined as the study of the 
nature of being, existence or reality in general. Ontology embodies understanding what is 
(Gray, 2004). Two opposing perspectives as argued by ancient philosophers dating back to 
the 5th century BC regarded the nature of reality as “a changing and emergent world” and 
“a permanent and unchanging reality” (Gray 2004, p. 16). These two positions known as 
the “becoming” and “being” ontologies respectively help in the correct interpretation and 
classifying of a variety of epistemologies.
For instance. Gray (2004) uses the two ontologies introduced above in explaining 
and classifying three different epistemologies- a study of knowledge and justified belief- 
namely: Objectivism, Constructivism and Subjectivism.
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Gray (2004) defines objectivism as “reality that exists independently of 
consciousness- in other words, there is an objective reality ‘out there’. (Gray 2004, p. 17) 
and places it within the ‘being’ ontology. Constructivism on the other hand is defined as 
“truth and meaning do not exist...but are created by the subject’s interaction with the 
world” and is also placed within the ‘being’ ontology. Finally, subjectivism “meaning...is 
imposed on the object by the subject” and is placed in the ‘becoming’ ontology.
Grotty (1998) and Gray (2004) both agree that a theoretical perspective follows 
from an epistemological perspective. In particular. Gray (2004) pointed out that there is a 
link between what theoretical perspective can be placed within a certain epistemological 
perspective; stating that a positivistic perspective is most logical for someone adopting an 
objectivistic epistemology, whilst interpretivism is a likely choice of perspective for 
someone following the constructivist epistemological position. This leads to the 
development of a hierarchy and classification of different philosophical positions. A major 
criticism of this approach however is that it introduces intellectual barriers as it aims to 
pigeon-hole researchers e.g. an objectivist is not expected to conduct constructivist or 
interpretive research. This perspective can be restrictive and do not foster intellectual 
arguments and debates; a key characteristic of philosophy. As earlier pointed out, 
Sarantakos (1998) stated that due to the inextricable nature of both the epistemology and 
theoretical perspective phases, they can be combined into one phase known as the selection 
of an appropriate ‘paradigm’ phase. The next section discusses the different research 
paradigms.
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1.5 Philosophical Research Paradigms
In the context of a research design, another approach to classifying views and theories on 
truth and knowing is the use of ‘paradigms’. Lincoln and Guba (1985) first chose the 
terminology to describe a set of beliefs and views that will underlie and guide the entire 
research process. They define paradigm as a distillation of what we think about the world. 
Research paradigms are often shared by others in a community of scholars and define how 
a researcher views the world, how they relate to the object of their study and what they see 
as the nature of reality (Brooks, 1996).
Sarankatos (1998) pointed out that there are many views in the social sciences as to 
how many paradigms can exist. Lincoln and Guba (1985) choose to group paradigms in a 
temporal fashion; consequently they identify three major periods in which inquiry and 
beliefs are conducted and held in distinct ways, namely, pre-positivist, positivist and post­
positivist. This was later revised by Lincoln and Guba (1994) to four paradigms, namely, 
positivist, post-positivist, constructivism and critical theory. Sarantakos (1998) also agrees 
with the critical paradigm thereby suggesting three major paradigms: positivistic, 
interpretive and critical. Lather (1992) on the other hand, argue for only two paradigms: 
positivist and post-positivist.
However, philosophical debates on how to conduct IS research have centred around 
two main paradigms (i.e. positivism vs. interpretivism) and have been the focus of much 
recent attention (Orlikowski and Baroudi, 1991; Walsham, 1995; Klein and Myers, 1999; 
Robey 1996; Weber, 2003). The differences between the positivist and interpretive 
approaches to research can be characterised along major metatheoretical assumptions 
summarised in Table 1.2.
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Metatheoretical
Assumptions
About
Positivism Interpretivism
Ontology Person (researcher) and 
reality are separate
Person (researcher) and reality are 
inseparable (life-world)
Epistemology Objective reality exists 
beyond the human mind
Knowledge of the world is 
intentionally constituted through 
a person’s lived experience
Research Object Research Object has 
inherent qualities that exist 
independently of the 
researcher
Research object is interpreted in 
light of the meaning structure of 
person’s (researcher’s) lived 
experience
Method Statistics, content analysis Hermeneutics, phenomenology 
etc.
Theory of Truth Correspondence theory of 
truth: one-to-one mapping 
between research statements 
and reality
Tmth as intentional fulfilment: 
interpretations of research object 
match lived experience of the 
object
Validity Certainty: data truly 
measures reality
Defensible knowledge claims
Reliability Replicability: research 
results can be reproduced
Interpretive awareness: 
researchers recognise and address 
implications of their subjectivity
Table 1.2: Metatheoreticald differences between positivism and interpretivism 
(Sandberg 2004).
According to Sarantakos (1998), each paradigm influences the choice of methodology and 
method as a result of three main distinctions between them, these are: how they perceive 
reality, how they perceive human beings, and what they perceive as the nature of science. 
These differences are examined next.
1.5.1 Positivist Paradigm
Positivists define reality as what can be perceived through human senses i.e. knowledge 
comes through sensory experience. They believe that the social world is real, is 
independent of human consciousness, is objective, is measurable and rests on order. Gray 
(2004) stated that in positivism, “the social world exists externally to the research, and that
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its properties can be measured directly through observation (Gray 2004, p. 18). Thus, “if 
something cannot be verified, it is non-sense by definition” Potter (1996, p.29).
Positivism therefore argues that science is based on adherence to strict rules and 
procedures and research is deductive in nature with research questions expressed as 
hypotheses, which are subject to empirical testing. Their goal of research here is usually 
the verification of these pre-conceived hypotheses.
Based on these stated characteristics of positivism, the author does not consider the 
positivist paradigm useful for the current research. This is because unlike in positivism 
where the researcher is an independent entity outside the system to be studied i.e. regarded 
as separate, this study requires the researcher to not only modify the system being studied 
and interact with its users, but also exercise a high degree of control as well as conduct the 
research in an artificial and deliberately created setting. Furthermore, the goal of the 
current research is the utility of the designed artefact and not the discovery of evidence 
through a hypothetico-deductive method as obtainable in studies which adopt a positivistic 
approach. For these stated reasons it is therefore not feasible to adopt a positivist outlook 
for the current study.
1.5.2 Interpretive Paradigm
Interpretive researchers believe that reality is in the minds of people, it is internally 
experienced, and is constructed through social interaction and interpretation. Therefore, 
knowledge of the world is intentionally constituted through a person’s lived experience. 
This means that reality is not objective; rather it is what people see it to be i.e. it is 
subjective.
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Interpretive researchers can also be contrasted to positivists in that they do not 
believe that the researcher and reality are separable. In this view, value-free data cannot be 
obtained, since the enquirer uses his or her preconceptions in order to guide the process of 
enquiry, thus changing the perceptions of both parties (Walsham, 1995). Interpretivism 
argues that the basis for explaining social life is through understanding people and how 
they make sense of their life. Therefore, adopting the interpretive paradigm influences 
researchers to follow an inductive research path where realities are socially based and the 
researcher is linked subjectively to subjects.
Although this paradigm does from the surface seem appropriate for the current 
study when discounted against the positivist paradigm, however, based on the nature of the 
data usually collected by interpretive researchers which are qualitative in nature, this 
precludes the possibility of the research being inductive and therefore interpretive, as the 
data gathered from this study would be quantitative in nature.
1.5.3 Design Science Paradigm
The fact that this study gathers quantitative data in fulfilling its objectives precludes the 
possibility of an interpretive as well as inductive approach. On the other hand, because the 
goal of this research is the development of an IT artefact as opposed to finding evidence 
for the occurrence of a phenomenon through the testing of a theory or hypothesis, it does 
also appear to preclude a positivist approach in parallel.
However, Hevner et al. (2004) noted the design science paradigm which in contrast, 
seeks to create "what is effective." They also agree that whilst the positivist philosophy 
deals with problem-solving and the testing of the theories derived to test these
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understandings, it is also not design research, in which IT artefacts are designed to improve 
processes; models and prototypes are frequently the products of design science research 
where the goal of research is utility. They argue that given the artificial nature of 
organisations and the information systems that support them, the design-science paradigm 
can play a significant role in resolving the fundamental dilemmas regarding rigor, 
relevance, discipline boundaries, behaviour, and technology etc. that have plagued IS 
research. Finally, Hevner (2007) introduced the “three design science research cycles”: an 
adaptation of the original Hevner et al. (2004) framework for IS research. Hevner (2007) 
argue that the recognition of these three cycles: Relevance Cycle, Rigour Cycle and Design 
Cycle, in a research project clearly positions and differentiates design science from other 
research paradigms. The next chapter will therefore further discuss and help to lay this 
research firmly into the realm of the design science research paradigm.
1.6 Structure of the Thesis
The thesis is divided into eight chapters.
Chapter 1: Introduction
This foremost part of the thesis comprises of a chapter with five main sections. Firstly a 
background and motivation for the research areas is provided, followed by a presentation 
of the research questions and objectives. This stage helped to provide a sense of the 
application domain and environment in order to gain a better appreciation of the context of 
the research problem. This is followed by an overview of the research design for an 
appropriate identification of the of the research area i.e. research paradigm which this 
research falls under- a necessary condition for building a solid theoretical foundation
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required for scientific rigour. The structure of the thesis which is presently being discussed 
forms the latter part of the chapter.
Chapters 2, 3, 4 and 5: Literature Reviews
This part provides a review of the various literatures related to the present study. It 
contains four chapters which helped to gain a better appreciation of a possible solution and 
an approach to the research problem. In Chapter 2, a review of the design science paradigm 
was carried out. This was followed by an examination of the theory of cognition and 
interaction designs in Chapter 3. Chapter 4 takes a look at information dashboards while 
Chapter 5 examines the conjoint analysis methodology.
Chapter 6: Experiment 1
A detailed discussion of the technical work undertaken in the empirical study is provided 
here. This part of the thesis provides an elaborate discussion of the methodology and 
results of the first experiment carried out.
Chapter 7: Experiment 2
Similarly, Chapters 7 discusses both the methodology and results of the second and final 
experiment conducted respectively.
Chapter 8: Conclusion
This chapter includes a summary of the key findings of the study, the academic and 
practical implications of the research findings, as well as the limitations of the study.
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Finally, the nature of the future work required to provide a complete picture based on 
recommended guidelines within the research domain are discussed in the chapter.
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Chapter 2: A Review of Design Science Research
2.1 Introduction
This chapter discusses the concept of design science research within the context of 
information systems research as well as introduces the developed frameworks in this area. 
In addition, it examines the divergent but yet complementary nature of the behavioural and 
design science paradigms in IS research and provides justification for this research as a 
design science research by using the established guidelines. Finally, an attempt is made to 
structure the entire research and in particular the remaining chapters of this thesis along 
these guidelines.
2.2 Information Systems Research
Information Systems (IS) are implemented within an organisation for the purpose of 
improving the effectiveness and efficiency of that organisation (Hevner et al., 2004). 
Capabilities of the information system and characteristics of the organisation, its work 
systems, its people, and its development and implementation methodologies together 
determine the extent to which that purpose is achieved (Silver et al., 1995). Therefore, 
research within the IS domain is expected to promote knowledge that aids in the productive 
application of information technology to human organisations and their management, and 
to develop and communicate knowledge concerning both the management of information 
technology and the use of information technology for managerial and organisational 
purposes (Zmud, 1997; ISR, 2002).
However, philosophical debates on how to conduct IS research (e.g., positivism vs. 
interpretivism) have been the focus of much recent attention (Klein and Myers, 1999;
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Robey, 1996; Weber, 2003). The major emphasis of these debates seem to revolve around 
the epistemologies of research, the underlying assumption being that of the natural 
sciences, i.e. somewhere some truth exists and somehow that truth can be extracted, 
explicated, and codified; behavioural science research seeks to find "what is true" (Hevner 
et al., 2004).
Hevner et al. (2004) noted a second paradigm which in contrast, seeks to create 
"what is effective." This re-echoed the works of March and Smith (1995) and Simon 
(1996) who initially introduced the design-science paradigm. However, it has to be pointed 
out that whilst the positivist philosophy deals with problem-solving and the testing of the 
theories derived to test these understandings, it is also not design research, in which IT 
artefacts are designed to improve processes. Models and prototypes are frequently the 
products of design research.
Thus, given the artificial nature of organisations and the information systems that 
support them, the design-science paradigm can play a significant role in resolving the 
fundamental dilemmas that have plagued IS research: rigor, relevance, discipline 
boundaries, behaviour, and technology (Lee, 2000). Therefore, whilst the goal of 
behavioural-science research is truth, the goal of design-science research is utility. 
Similarly, Winter (2008) stated that while behavioural IS research aims at ‘truth’ i.e. at the 
exploration and validation of generic cause-effect relations, IS design science research 
aims at ‘utility’ i.e., at the construction and evaluation of generic means-ends relations.
Truth and utility are inseparable. Truth informs design and utility informs theory. 
Therefore, both the design-science and behavioural science are complementary paradigms
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and are needed to ensure the relevance and effectiveness of IS research (Hevner et al. 
2004).
In this respect, information systems research relies on and contributes to cognitive 
science, organisational theory, management sciences, and computer science. It is both an 
organisational and a technical discipline that is concerned with the analysis, construction, 
deployment, use, evaluation, evolution, and management of information system artefacts in 
organisational settings (Madnick, 1992; Orlikowski and Barley, 2001).
2.3 The Complementary Nature of the Behavioural and Design Science Paradigms
The process of acquiring knowledge concerning both the management of information
technology for managerial and organisational purposes involves these two complementary 
but distinct paradigms; behavioural and design science (March and Smith, 1995; Hevner et 
al., 2004).
The behavioural-science paradigm has its roots in natural science research which is 
principally concerned with how and why things are (March and Smith, 1995). Therefore, 
the behavioural-science paradigm seeks to develop and justify theories (i.e. principles and 
laws) that explain or predict organisational and human phenomena surrounding the 
analysis, design, implementation, management, and use of information systems. Such 
theories ultimately inform researchers and practitioners of the interactions among people, 
technology, and organisations that must be managed if an information system is to achieve 
its stated purpose, namely improving the effectiveness and efficiency of an organisation 
(Hevner et al., 2004). Thus, development is the process of generating or proposing
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scientific claims (e.g., theories and laws). Justification includes activities by which such 
claims are tested (March and Smith, 1995).
Rather than producing general theoretical knowledge, design science on the other 
hand, produce and apply knowledge of tasks or situations in order to create effective 
artefacts and thus has its roots in engineering and the sciences of the artificial (Simon, 
1996). It is fundamentally a problem-solving paradigm and seeks to create innovations 
that define the ideas, practices, technical capabilities, and products through which the 
analysis, design, implementation, and use of information systems can be effectively and 
efficiently accomplished (Tsichritzis, 1997; Denning, 1997), in other words, devising 
artefacts to attain goals (Simon, 1981).
Such artefacts are not exempt from natural laws or behavioural theories as their 
creation relies on existing theories that are applied, tested, modified, and extended through 
the experience, creativity, intuition, and problem solving capabilities of the researcher 
(Walls et al., 1992; Markus et al., 2002). In order words the resultant IT artefact extends 
the boundaries of human problem solving and organisational capabilities by providing 
intellectual as well as computational tools. Theories regarding their application and impact 
will follow their development and use (Hevner et al., 2004).
However, an understanding of the dichotomous nature of design may help in the 
full appreciation of design science as an IS research paradigm. Design is both a process 
(set of activities) and a product (artefact) (Walls et al., 1992).
The design process therefore:
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“Is a sequence o f expert activities that produces an innovative product (i.e., the 
design artefact). The evaluation o f the artefact then provides feedback information 
and a better understanding o f the problem in order to improve both the quality o f 
the product and the design process ” (Hevner et ah, 2004).
Whereas behavioural science tries to understand reality, design science attempts to 
create things that serve human purposes. It is technology-oriented. Its products are assessed 
against the criteria of value or utility (March and Smith, 1995). More recently. Winter 
(2008) attempted to give a clear distinction between both paradigms in relation to the 
measurement of their relevance and rigour, stating that for behavioural science research, 
statistical significance is established as a clear and common measure of its results’ rigour- 
but the relevance of this rigour varies. Since design-oriented IS research is aimed at the 
construction of better IS-related problem solutions, utility for practice is established as a 
clear and common measure of its result’s relevance- but the rigour of its construction and 
evaluation varies.
Having identified the differences between the two paradigms, it is important to 
appreciate their interactions. First, design science creates artefacts which give rise to 
phenomena that can be the targets or objects of study of behavioural research. Second, the 
design of artefacts is guided by an explicit understanding of the natural phenomena. This is 
possible because, artefacts have no dispensation to ignore or violate natural laws (Simon, 
1981). Lastly, the justification of natural science claims are demonstrated by the 
effectiveness of theories in practical applications thereby providing substantive tests of the 
claims of natural science research (Rorty, 1982; Leplin, 1984). Figure 2.1 emphasises the 
complementary nature of both paradigms.
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Figure 2.1: the complementary nature o f  behavioural and design science paradigms 
(adapted from March and Smith, 1995).
2.4 Components of Design Science Research
March and Smith (1995) identified two design processes and four design artefacts 
produced by design-science research in IS. Whilst the two processes are build and evaluate, 
the artefacts are constructs, models, methods, and instantiations. The two basic activities of 
build and evaluate, parallel the discovery-justification pair from behavioural science. 
Building is the process of constructing an artefact for a specific purpose whilst evaluation 
is the process of determining how well the artefact performs. Therefore, purposeful 
artefacts are built to address hitherto unsolved problems and are evaluated with respect to 
the utility provided in solving those problems.
Constructs provide the language in which problems and solutions are defined and
communicated (Schon, 1993). Models on the other hand, use constructs to represent a real
world situation -  the design problem and its solution space (Simon, 1996). Models aid
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problem and solution understanding and frequently represent the connection between 
problem and solution components enabling exploration of the effects of design decisions 
and changes in the real world. Methods are used in defining processes. They provide 
guidance on how to solve problems, i.e. how to search the solution space. These can range 
from formal, mathematical algorithms that explicitly define the search process to informal, 
textual descriptions of "best practice" approaches or some combination. Last but not least 
are instantiations which are a demonstration of constructs, models or methods being 
implemented in a working system. They demonstrate feasibility, enabling concrete 
assessment of an artefact’s suitability to its intended purpose. They also enable researchers 
to learn about the real world, how the artefact affects it and how users appropriate it.
2.5 The Nature of Design Science Problems
Design-science research addresses important unsolved problems in unique or innovative 
ways or solved problems in more effective or efficient ways. Researchers such as (Rittel 
and Webber, 1984; Brooks, 1987; Brooks, 1996) characterised the nature of the problems 
addressed by design-science research as:
• Unstable requirements and constraints based upon ill-defined environmental 
contexts,
• Complex interactions among subcomponents of the problem and its solution,
• Inherent flexibility to change design processes as well as design artefacts
• A critical dependence upon human cognitive abilities (e.g., creativity) to produce 
effective solutions
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• A critical dependence upon human social abilities (e.g., teamwork) to produce 
effective solutions.
2.6 What is an IT Artefact?
These are concrete prescriptions that enable IS researchers and practitioners to understand 
and address the problems inherent in developing and successfully implementing 
information systems within organisations (March and Smith, 1995). As discussed earlier, 
IT artefacts can be generally classified as constructs (vocabulary and symbols), models 
(abstractions and representations), methods (algorithms and practices), and instantiations 
(implemented and prototype systems). Walls et al. (1992) and Markus et al. (2002) present 
design-science research aimed at developing executive information systems (EISs) and 
systems to support emerging knowledge processes (EKPs), respectively, within the context 
of "IS design theories." Such "theories" prescribe "effective development practices" 
(methods) and "a type of system solution" (instantiation) for "a particular class of user 
requirements" (models).
Unlike in behavioural-science research where the IT artefact is often the object of 
study, where theories seek to predict or explain phenomena that occur with respect to the 
artefact’s use, perceived usefulness and impact on individuals and organisations, design 
science on the other hand, creates and evaluates IT artefacts intended to solve identified 
organisational problems.
2.7 Towards Developing a Design Science Research Framework
Winter (2008) noted that whilst numerous contributions have been made to the justification
of design, the typology of artefacts, or specific problem solutions, rigour related aspects are
not yet sufficiently standardised across the IS design science community. One example is
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the lack of a commonly accepted framework for design research. Hevner et al. (2004) 
presented a conceptual framework combining behavioural-science and design-science 
paradigms for understanding and executing and evaluating IS research and as a way of 
further positioning and comparing the paradigms. This is represented in Figure 2.2
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Figure 2.2: Information systems research framework (Hevner et a l, 2004).
From the diagram, the environment defines the problem space of the phenomena of interest 
and comprises, people, organisations and technology as displayed in Figure 2.2. 
Furthermore, it consists of the goals, tasks, problems and opportunities that define business 
needs as perceived by people within the organisation, being shaped by roles, capabilities 
and characteristics of people within the business. Organisational strategies, structure and 
culture provide the context through which business needs are assessed and evaluated.
Behavioural science therefore addresses research through the development and 
justification of theories that explain or predict phenomena related to the identified
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business need while design science addresses research through the building and 
evaluation of artefacts designed to meet the identified business need (Hevner et ah 2004).
Meanwhile, an earlier IS research framework produced by March and Smith (1995) 
was based on the distinction between research outputs and research activities as shown in 
Figure 2.3. Whilst the first dimension of the framework is based on design science research 
outputs or artefacts: constructs, models, methods and instantiations discussed earlier, the 
second dimension is based on the broad types of design science and natural science 
research activities: build - evaluate - theorise - justify. They also agreed that building and 
evaluating IT artefacts have design science intent whilst theorising and justifying have 
natural science intent.
Res earch Acthides
Research.
Oatpnts
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Cons tracts
Model
Method
Instandation
Figure 2.3: A research framework (March and Smith, 1995)
Other proposed frameworks include: identify a need -  build -  evaluate -  learn and theorise 
(Rossi and Sein, 2003), and ‘problem identification and motivation - objectives of a 
solution -  design and development -  demonstration -  evaluation -  communication’
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(Peffers et al., 2006). The work in this dissertation is fully located in a design and evaluate 
view of design research.
More recently, however, other IS researchers such as livari (2007) have contributed 
to providing a clearer understanding of the key properties of the design science research 
paradigm in the areas of its ontology, epistemology, methods, and ethics. livari’s 
contribution has in particular lead to a string of debates amongst IS researchers not least 
Hevner (2007) who responded by introducing the “three design science research cycles”: 
an adaptation of the original Hevner et ah, (2004) framework for IS research. Hevner 
(2007) argues that the recognition of these three cycles in a research project clearly 
positions and differentiates design science from other research paradigms. This revised 
framework is presented in Figure 2.4
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Figure 2.4: Design science research cycles (Hevner, 2007).
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Figure 2.4 overlays a focus on three research cycles into the original Hevner et al. 
(2004) earlier presented in Figure 2.2.
The Relevance Cycle bridges the contextual environment of the research project 
with the design science activities. The contextual environment consists of an application 
domain which in turn comprises the people, organisational, and technical systems to work 
towards a goal. The motivation for design science is often to make improvements to the 
application domain through the introduction of new and innovative artefacts. Therefore, the 
application context specifies not only the requirements of the research (e.g., the 
opportunity/problem to be addressed) but also defines the acceptance criteria for the 
ultimate evaluation of the research results. With regards to this research, the need for a 
computational user based visual information design of an interface that optimises user 
preference provides an opportunity for research in the current study.
The Rigor Cycle connects the design science activities with the knowledge base of
scientific foundations, experience and expertise that informs the research project. Hevner et
al. (2004) stated that the rigour of design science research is derived from effective use of
prior research (existing knowledge base) livari (2007) agrees with this position but claim
that the construction process should be as transparent as possible for it to be considered as
a design science activity. livari (2007) suggests four major sources of ideas which design
science can leverage to achieve this goal. They include practical problems and
opportunities, existing artefacts, analogies and metaphors, and theories, livari (2007)
argues that it is the rigour of constructing IT artefacts that distinguishes Information
Systems as a design science from the practice of building IT artefacts. Although the author
has considered the use of theories such as cognitive theories and past empirical works
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relevant for the current research, both livari (2007) and Hevner (2007) however agree that 
while theories can serve as sources of creative ideas, to insist that all design science must 
be grounded on descriptive theories is unrealistic.
Lastly, the Design Cycle is an iterative process which requires inputs from both the 
relevance and rigour cycles. The nature of the design cycle can be described as generating 
design alternatives and evaluating the alternatives against requirements until a satisfactory 
design is achieved (Simon, 1996). Hevner (2007) argues that the design cycle is the heart 
of any design science project and that during the performance of the design cycle, it is 
important to maintain a balance between the efforts spent in constructing and evaluating 
the evolving design artefact i.e. both activities must be convincingly based on relevance 
and rigour. Both livari (2007) and Hevner (2007) agree that artefacts must be rigorously 
and thoroughly tested in laboratory and experimental situations before releasing the 
artefact into field testing along the relevance cycle. The conjoint analysis approach adopted 
in this study would be used to first generate different test alternatives and thereafter 
conduct an evaluation of these alternatives based on contextual requirements. Hevner et al. 
(2004) suggested more specific guidelines for design science. These are examined in the 
following section.
2.8 Guidelines for Design Science in Information Systems
Hevner et al. (2004) suggested seven guidelines for assisting researchers, reviewers, editors
and readers in understanding the requirements for effective design science research.
Although they advise against rote use of the guidelines, they equally contend that each of
these guidelines should be addressed in some manner for design-science research to be
complete. The guidelines are first summarised in Table 2.1. Subsequently, they are used in
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structuring the study in Table 2.2 and in the final analysis in Chapter 10, the guidelines are 
used to in validating this study as a design science research.
Guideline Description
Guideline 1 : Design as an 
Artefact
Design-science research must produce a viable artefact in the 
form of a construct, a model, a method, or an instantiation
Guideline 2: Problem 
Relevance
The objective of design-science research is to develop 
technology-based solutions to important and relevant 
business problems
Guideline 3: Design 
Evaluation
The utility, quality, and efficacy of a design artefact must be 
rigorously demonstrated via well-executed evaluation 
methods.
Guideline 4: Research 
Contributions
Effective design-science research must provide clear and 
verifiable contributions in the areas of the design artefact, 
design foundations, and/or design methodologies
Guideline 5: Research Rigor Design-science research relies upon the application of 
rigorous methods in both the construction and evaluation of 
the design artefact.
Guideline 6 : Design as a 
Search Process
The search for an effective artefact requires utilizing 
available means to reach desired ends while satisfying laws 
in the problem environment
Guideline 7: Communication 
of Research
Design-science research must be presented effectively both 
to technology-oriented as well as management-oriented 
audiences
Table 2.1: Design science research guidelines (Hevner et al, 2004).
2.9 Structure of Research
The design-science guidelines proposed by Hevner et ah, 2004 are therefore used to 
structure the remaining chapters of this report to ensure conformity with the provisions and 
requirements of a design-science research. Table 2.2 is a summary of this structure.
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Guideline Description Application to current research
Guideline 1: Design as 
an artefact
DSR must produce a viable 
artefact: Construct, Model, 
Method, Instantiation
Study aims to introduce the use of conjoint 
analysis as a method in designing user 
interfaces thereby producing an 
instantiation i.e. mathematically based 
information architecture which optimises 
user preference
Guideline 2: Problem 
Relevance
The Objective of DSR is to 
develop technology-based 
solutions to important and 
relevant business problems
An optimised visual information design is
not only relevant for practitioners but also 
managers responsible for business 
development
Guideline 3: Design 
Evaluation
Utility, quality and efficacy of 
a design artefact must be 
demonstrated via well- 
executed evaluation methods
Laboratory Experiments would be carried 
out by evaluating the design artefact against 
known alternatives and theoretically 
suggested designs in this research in 
Chapters 7 and 9.
Guideline 4: Research 
Contributions
Provide clear and verifiable 
contributions in areas of 
design artefact, foundations 
and/or methodologies
The design artefact itself, the introduction 
of type of information in investigating the 
impact of sequencing/ordering of a stimulus 
on a user and the use of conjoint 
methodology in IS for interface design
Guideline 5: Research 
Rigour
Application of rigorous 
methods in both the 
construction and evaluation of 
the design artefact
Knowledge of behavioural theories 
surrounding cognitive theories, interaction 
design and information dashboards would 
be adopted and further discussed in Chapter 
3 and 4 and 5 respectively. These theories 
would be applied to the design of visual 
information for a loyalty website and a 
balanced scorecard.
Guideline 6: Design as 
a Search Process
The search for an effective 
artefact requires utilising 
available means to reach 
desired ends whilst satisfying 
laws in the problem 
environment
The mathematical representation of
means and ends in conjoint analysis, 
means that the set of possible solutions can 
be specified as all possible means which 
satisfy all possible end conditions and 
identified laws to be discussed under 
methodology in Chapter 6
Guideline 7:
Communication of 
Research
DSR must be presented to both 
technology and management 
oriented audiences
The research has implications for 
technology and management audiences 
which would be communicated to both 
parties and discussed in Chapter 11
Table 2.2: Application of the design science framework to the current research (Source: Author).
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2.10 Conclusion
This first chapter of the literature review has sought to locate the paradigm into which this 
research falls under in order to determine the appropriate grounding for theory and the 
methodology adopted in this research. The review argues that this research falls under the 
design science paradigm of information systems research; mainly as a result of the 
objectives which it seeks to address, i.e. the building of an IT artefact, in the form of a 
visual information design of user interfaces using a computational (conjoint) approach to 
optimise user preference. In particular, the proposed artefact was identified as a form of 
instantiation, which is usually a demonstration of constructs, models or methods in a 
working system i.e. a type of system solution (March and Smith, 1995; Hevner et al., 
2004).
The process of building in design science research inherently involves an iterative 
process involved with designing different alternatives and testing these alternatives against 
certain requirements or desired outcomes. This iterative characteristic of the process 
involved in building artefacts under design science coupled with the design science 
guidelines developed by Hevner et al. (2004) were used in first justifying this study as a 
design science research and thereafter used in structuring subsequent discussions in this 
thesis.
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Chapter 3: Cognitive Theories and Interaction Design
3.1 Introduction
Cognitive psychology is a branch of psychology that investigates internal mental processes 
such as problem solving, memory, and language. The school of thought arising from this 
approach is known as cognitivism which is interested in how people mentally represent 
information processing and thus provides grounding for interaction design. To this end, the 
current chapter discusses first, the theory of cognition as well as the different types of 
cognitive processes. A number of related theories such as theory of visual attention (TVA), 
theory of visual presentation, adaptive control of thought rational (ACT-R), ACT-R theory 
of visual attention and the cognitive fit theory are duly presented and examined.
Secondly, the chapter introduces the concept of interaction design which can be 
operationally defined as the practice of how to design for user experiences. Furthermore, it 
discusses the user-centred design philosophy adopted in this research and its central nature 
to designing for user experiences and usability. Two major types of user experience models 
are presented and evaluated. Previous works on Web usability theories which were mainly 
centred on identifying the key dimensions of Web usability were discussed as were the 
concepts of interface and information design. Finally alternative design approaches to 
visual interface design using heuristics and the Gestalt design principles were discussed.
The term cognition refers to an information processing view of an individual’s 
psychological functions. It has to do with the human thought process and what goes on in 
our heads when we carry out everyday activities. It involves processes like thinking, 
remembering, learning, daydreaming, decision-making, seeing, reading, writing, and
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talking (Sharp et al., 2007) and an act or process of knowing (Wolfe and McCracken, 
2004).
Similarly, Zmud (1979) agrees that:
“Cognition refers to the activities involved in attempts by individuals to resolve 
inconsistencies between an internalized conceptualization o f the environment and 
what is perceived to be actually transpiring in the environment. ”
Norman (1993) distinguishes between two general modes of cognition; experiential 
and reflective cognition. Whilst experiential cognition is a state of mind in which we 
perceive, act, and react to events around us effectively and effortlessly such as driving a car 
or reading a book, in contrast, reflective cognition involves thinking, comparing, and 
decision-making. Norman (1993) added that this kind of cognition is what leads to new 
ideas and creativity such as designing, learning and writing a book and is most eoneemed 
with the present study.
3.2 Types of Cognitive Processes
Cognition can also be described in terms of specific kinds of processes. These include; 
attention, perception and recognition, memory, learning, reading, speaking, and listening, 
problem solving, planning, reasoning, decision-making. A number of these processes 
relating to this research are discussed next.
3.2.1 Attention
Attention is the process of selecting things to concentrate on, at a point in time, from a 
range of possibilities available (Sharp et al., 2007). Attention involves our auditory and/or 
visual senses. Whilst an example of auditory attention may be, waiting in the dentist’s 
waiting room for one’s name to be called out to know when it is one’s time to go in, an
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example of visual attention could be scanning the football results in a newspaper to attend 
to information about how one’s team has done.
Sharp et al., (2007) further added that attention allows us to focus on information 
that is relevant to what we are doing. The extent to which this process is easy or difficult 
depends on two factors. Firstly, whether we have clear goals and secondly, whether the 
information we need is salient in the environment.
Goals: If we know exactly what we want to find out we try to match this with the 
information that is available. For example, if we have just landed at an airport after a long 
flight and want to find out who had won the World Cup, we might scan the headlines at the 
newspaper stand, cheek the Web, call a friend, or ask someone in the street. When we are 
not sure of what we are looking for, we may browse through information, allowing it to 
guide our attention to interesting salient items. For example, when we go to a restaurant, 
we may have the general goal of eating a meal but only a vague idea of what we want to 
eat. We peruse the menu to find things that whet our appetite, letting our attention be 
drawn to the imaginative description of various dishes. After scanning through the 
possibilities and imagining what each dish might be like, we then make a decision
Information Presentation: The way information is displayed can also greatly 
influence how easy or difficult it is to attend to appropriate pieces of information.
3.2.2 Perception
This refers to how information is acquired from the environment via the different sense 
organs e.g. eyes, ears, fingers, and transformed into experience of objects, events, sounds 
and tastes (Roth, 1986). It is complex, involving other cognitive processes such as 
memory, attention and language. It is however imperative to present information in a way
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that can be easily perceived in the manner intended. For instance, in a study comparing 
Web pages displaying the same amount of information, but which were structured using 
different graphical methods, it was found that people took less time to locate items for 
information that was grouped using a border than when using colour contrasts (Weller, 
2004). The findings suggest that using contrasting colour is not a good way to group 
information on a screen and that using borders is more effective (Galitz, 1997).
3.2.3 Perceived Affordance
Affordance refers to the functions or services than an interface provides. For example, a 
door affords an exit from a room. Perceived affordance therefore is the quality that makes 
it easy for a user to spot and identify the services and functionalities of an interface. 
Perceived affordance is affordance that is visible and comprehensible to the user and is a 
happy consequence of leveraging memory aids and user’s mental models Norman (1988). 
Thus, if it is clear to users how to find and pay for items on a Web site, then it is more 
likely that the users will purchase the items (Wolfe and McCracken, 2007).
3.3 Theory of Visual Attention
Visual attention is a major field within cognitive psychology which continues to receive 
attention firom many theorists Bundesen Habekost (2005). Bundesen (1990) proposed a 
combined theory of visual recognition and attentional selection (TVA). Whereas many 
theories of visual attention separate the two processes both in time and in representation, 
the TVA was developed by integrating the biased-choice model for single-stimulus 
recognition (Luce, 1963; Shepard, 1957) with a choice model for selection from multi­
element displays (Bundesen et al. 1984) in a race model framework. In order words, TVA 
instantiates the two processes in a unified mechanism implemented as a race model of both
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selection and recognition. This implies that, when an object in the visual field is 
recognized, it is also selected at the same time and vice versa. Kyllingsbaek (2005) noted 
that by the unification of selection and recognition TVA tries to resolve the long standing 
debate of early versus late selection. The first position claims that selection occurs prior to 
recognition (e.g., Broadbent, 1958) and the other that recognition is the precursor for 
selection (e.g., Deutseh & Deutsch, 1963). And unlike most other theories in the field, this 
theory gives a computational account of selective attention and yields direct quantitative 
predictions in different paradigms such as in visual search, whole, and partial report 
Kyllingsbaek (2005).
TVA draws from the basic assumption of visual recognition and attentional
selection, which consist in making perceptual categorisations. Bundesen (1990) noted that
perceptual categorisation is made (or, equivalently, selected) if and when it enters a
limited-capacity short-term memory store. Similarly, an element is said to be represented
in the short-term store when some categorisation of the element is represented in the store.
A perceptual categorisation principally has the form “x belongs to i” where x is an element
in the visual field and i is a perceptual category. Kahneman (1973) and Woodworth (1938)
referred to these elements in the visual field as perceptual units. Examples of perceptual
categories are the class of red elements (a colour category), the class of letters of type A (a
shape category), and the class of elements located at fixation (a location category). When
the perceptual categorisation "x belongs to i" is made, element x is said both to be selected
and to be recognized as a member of category i. TVA therefore implies that elements in the
visual field are processed in parallel. Visual processing is a two-stage process comprised of
(i) an initial match of the visual impression with visual long-term memory representations
53
followed by (ii) a seleetion/recognition race for representation in visual short-term memory 
Kyllingsbaek (2005). According to Bundesen (1990), every perceptual category is 
supposed to be associated with a template. The template associated with category i, 
template i, is a memory representation of sensory eharaeteristies of members of category i, 
and T|(x,i) is regarded as a measure of a density of neural firing or a level of activation 
representing the momentary degree of match between element x and template i with a time 
lag due to the limited speed of neural conduction and computation. Attentional weights are 
derived from pertinence values. Every perceptual category j is assigned a pertinence value 
Tip which is a nonnegative real number that measures the current importance of attending to 
elements that belong to category j. For every element x in the visual field, the attentional 
weight of X is assumed to be given by Equation 3.1.
Wx= 2 rj{x,j)Tij.........................................Equation 3.1
Where R is the set of all perceptual categories, 77 (xj) is the strength of the sensory 
evidence that element x belongs to category j ,  and )7tj is the pertinence value of category j.  
The pertinence of category j  is the weight assigned to the sensory evidence that x belongs 
to j  in determining the attentional weight of element x.
To determine the rate of processing of each categorisation of an element, the 77 values are 
combined with two types of "subjective" values, pertinence and bias. Broadbent (1971) put 
forward two mechanisms of attention: a mechanism for selecting elements known as 
filtering (based on pertinence) and one for selecting categories referred to as pigeonholing 
(based on bias).
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The rate of processing v(x,z) of a categorisation in the race is given by Equation 3.2. 
v(x,i) = rj{x, i)Pt WxÆæ x.................... Equation 3.2
Z eS
The filtering mechanism is therefore represented by attentional weights Wx derived 
from pertinence values ttj. Bundesen (1990) gives an illustration of how the mechanism 
works by supposing that the perceptual category i is a target category. The selection of 
elements in the visual field that belong to category i is favoured by letting the pertinence 
value of category i, be high in relation to pertinence values of other categories. 
Therefore, if nt is increased, then the attentional weight of any element x  is increased by an 
amount proportional to rj{x,i), the strength of the sensory evidence that the element belongs 
to category i.
The resultant effect is therefore to increase attentional weights of elements that 
belong to category i rather than to increase attentional weights of other elements and, 
accordingly, to favour selection of elements belonging to category i by speeding up 
processing of such elements at the expense of any other elements. The filtering mechanism 
increases the likelihood that elements belonging to a target category are perceived 
(selected) without biasing perception in favour of perceiving the elements as belonging to 
any particular category.
The pigeonholing mechanism on the other hand is represented by perceptual 
decision bias parameters /3[. Again, suppose the perceptual category i is relevant for action. 
Categorisation of any element x as belonging to category i is favoured by letting the bias 
associated with category i be high in relation to biases associated with other categories. If
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increased, then for every element x in the visual field, the v value of the categorisation 
that X  belongs to i is increased (in direct proportion to Pi, as expressed in Equation 3.2, but 
other V values are not affected. Bundesen (1990) stated that pigeonholing is a pure 
categorical bias mechanism, complementary to filtering. Bundesen (1990) considered an 
experiment in which filtering and pigeonholing may be combined. In the experiment, 
participants were to report the identity of red target letters amongst black distractor letters, 
the black distractors must be filtered out, and the red targets must be categorized with 
respect to letter identity. In TVA terms, pertinence should be high for red and low for black 
stimuli and bias should be high for letter identities and low for all other categories. In other 
words, the filtering is based on colour and pigeonholing on the letter identity.
Selection is therefore determined by a processing race between possible perceptual 
categorisations toward the short-term store. By Equations 3.1 and 3.2, processing rates of 
categorisations depend on three types of parameters: eta (strength of sensory evidence), 
beta (perceptual decision bias), and pi (pertinence) values.
To this end, with regards to the present study, this theory presupposes that if both 
strength of sensory evidence rj and perceptual bias P  in the equations above were kept 
constant, an increase in the pertinence value which is regarded as a critical level of 
displaying features on information dashboards would lead to an increase in the rate of 
processing and therefore likely to generate a higher utility amongst users. Furthermore, in a 
goal oriented setting where users come to expect information to be displayed in certain 
manner, e.g. “find the next unattended pink vertical bar to the left of the current location”.
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this could lead to a negative user experience if their preferences were not taken into 
account.
3.4 Adaptive Control of Thought- Rational Theory
Adaptive Control of Thought- Rational (ACT-R) originally developed by Anderson (1993) 
is a theory of computational model of human cognitive architecture. As a theory, it 
proposes a systematic hypothesis on the basic structure of human cognitive system and the 
functions of these structures in information processing to generate the human cognitive 
behaviour; as a computational model, to quantitatively simulate and predict human 
behaviour to a wide range of cognitive tasks. The model has been applied to several 
modelling domains like Tower of Hanoi, mathematical solving problem in classroom, 
navigation through a computer maze, computer programming and human memory and has 
provided good models of human cognition (Andersen et al., 1997).
ACT-R, as its predecessor ACT (Andersen, 1983) involves a distinction between 
declarative and procedural knowledge. Declarative knowledge corresponds to the things 
that we are aware we know and can easily describe to others. Examples of declarative 
knowledge include “George Washington was the first president of the United States” and 
“Three plus four is seven”. On the other hand, procedural knowledge is the knowledge that 
we display in our behaviour but of which we are not conscious of. Andersen (1983) and 
Andersen et al. (1997) stated that Procedural knowledge basically specifies how to bring 
declarative knowledge to bear in solving problems.
In ACT-R, declarative knowledge is represented in structures called chunks 
whereas procedural knowledge is represented as rules called productions. Together, these 
two components are the building blocks of the ACT-R model.
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In ACT-R a chunk is defined by its type and its slots. One can think of chunk types 
as categories (e.g. birds) and slots as category attributes (e.g. colour and size). They are 
schema-like structures consisting of an “isa” pointer specifying their category and some 
number of additional pointers encoding their contents (Andersen et al., 1997). Qin et al. 
(2007) further added that a chunk also has a name which can be used to reference it, but the 
name is not considered to be part of the chunk itself. Below is a chunk encoding the 
addition fact that 3 + 4 = 7. The name of the chunk is Faet3+4. The isa slot is special and 
specifies the type of the chunk which is addition-faet in this example.
Faet3+4
isa addition-faet
addend 1 three
addend2  four
sum seven
A production rule is a statement of a particular contingency that controls behaviour. 
Production rules specify how to retrieve declarative knowledge to solve problems 
(Andersen et al. 1997; Qin et al. 2007). As an example, consider a child working on the 10s 
column in the following multicolumn addition problem:
234 
+ 746 
0
An example of a production rule may be:
IF the goal is to add nl and n2 in a column, 
and nl + n2 = n3
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THEN set as a subgoal to write n3 in the eolumn 
Qin et al. (2007) noted that the condition of a production rule (the IF part) consists 
of a specification of the chunks in various buffers. The action of a production rule (the 
THEN part) consists of modifications of the chunks in the buffers, requests for other 
chunks to be placed into the buffers, and/or requests for other actions to be taken.
When applied to the preceding problem, this production rule would retrieve the 
addition fact 3 + 4  = 7 and set the sub-goal to write out 7 in the 10s eolumn. At this point, 
other productions would apply, which would deal with operations like carrying into or out 
of the column or writing out the answer. Productions in ACT-R generally have this basic 
character of responding to the same goal, retrieving information from declarative memory 
and possibly taking some action or setting a sub goal. In ACT-R, cognition proceeds step 
by step by the firing of such production rules (Andersen et al., 1997).
3.4.1 ACT-R Theory of Visual Attention
Although ACT-R provided good models of human cognition and well accepted within 
cognitive fields, however, by the standards of human-eomputer interaction (HCI), it has a 
serious failing. This is because it ignored many of the details by which the subject 
interacted with the external environment. For example all the applications of ACT-R 
involved people reading from a computer screen and using a mouse and keyboard but there 
was no theory of how this input and output took place. Therefore Andersen et al. (1997) 
sought to fill this theoretical gap by introducing a theory of how ACT-R interacts with 
computer applications. In effect, this introduces the theory of visual attention into the 
original ACT-R theory of higher level cognition. Figure 3.1 provides a basic overview of 
the system which shows the three related entities; first of which is the ACT-R system itself,
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the environment with which the system is interacting (i.e. computer application in this 
ease), and an iconic memory which is a feature representation of the information on a 
screen. As can be seen, there is limited number of actions that ACT-R can take- it can issue 
key strokes and mouse presses to the computer, and it can move its attention around its 
iconic memory. Wherever it moves its attention, it can synthesise the features located there 
into declarative chunks that can then be processed by the ACT-R system. The computer 
program with which it is interacting can issue updates to the screen and then to the iconic 
memory, either spontaneously or in response to actions of the ACT-R.
Mourn# Action#  
Kiy P r# is# s
ACT-R
Attention#! 
Shift#
Env i ronm on t
(Application)
Iconic
Memory
Updat## on Window# 
and thair Contant#
Figure 3.1: relation among ACT-R, the environment and iconic memory (Andersen et ah, 
Andersen et al., (1997) concluded that in processing information from a computer 
screen, users do not have constant access to everything as they often have to search for 
information. On the other hand, users rarely have to do an exhaustive search of the entire 
screen to find what we are seeking. ACT-R’s theory of visual attention demonstrated how 
ACT-R finds and extracts information from the iconic memory. The infonnation in the
visual icon consists of features, but ACT-R cannot process visual features directly. It can
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only process chunks representing the objects that these features compose. ACT-R can use 
three basic types of information to guide where attention goes on a screen: Firstly, ACT-R 
can look in particular locations and directions and secondly look for particular features and 
lastly request to scan for objects that have not yet been attended. The theory further pointed 
out that ACT-R can conjoin these in scanning requests, although at one time, it had been 
argued that attention could be drawn only by single features Tresiman and Gelade (1980). 
However, a more current view is that attention can be guided by a conjunction of features, 
although such conjunction searches tend to be noisier (Wolfe, 1994). An example of 
conjunction search could be “find the next unattended bar to the left of the current 
location.”
This theory provides basis for this research through its prescriptions of guidelines 
for visual attention through order of presentation (i.e. visual arrangement) and information 
feature or content, as well as the ability of users to conjoin multiple features in searching 
for information. It is worth mentioning that this theory has also more recently been 
similarly applied to models of information seeking on the Web such as SNIP-ACT and 
ACT-IF, which predicts the observed choice of Web links in given tasks by computing the 
utility of actions based on an analysis of the relationship cues from the user interface to the 
user’s goals (Pirolli and Card, 1999; Pirolli, 2005; Pirolli and Fu, 2007).
3.5 Theory of Visual Presentation
Attempts to determine if the order of presentation of visual materials affect performance
has yielded inconsistent results (Richer, 1990). A study by Noonen and Dwyer (1993)
concluded that college level learners benefited regardless of the visual or verbal sequence
when presented with identical content that focused on the physiology and functions of the
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human heart. The researchers attributed the results to the experiential level of the subjects 
and their ability to adapt to varied sequencing (Henke, 1998). Studies by Childress (1995) 
and Mayer and Anderson (1991) also concluded that the order of presentation of visual 
information did not produce significant differences in recall performance. Childress (1995) 
concluded that “...the presentation order of the material may not be as important as the 
content of the presentation in which verbal information is presented”.
On the other hand, Sperling (1960) carried out an experiment on order of report 
which showed that all subjects reported the top row of the stimulus more accurately than 
the bottom row, if they were not instructed with regard to the order in which they must 
report the rows or when the instruction to report each row is given with equal frequency. 
On the whole, however, the overall accuracy of the report decreases slightly with the delay 
of the instruction to report one row first.
The results of this experiment therefore support the conclusion that both a position 
preference and the order of report although ordinarily correlate with the accuracy of the 
response, probably neither of them are necessary conditions for response accuracy. This 
finding is in opposition to Lawrence and Laberge’s (1956) contention that accuracy is 
accounted for by the order of report. However Sperling (1960) further argues that although 
accuracy and order are often correlated, if a favourable order of report is not necessary for 
accuracy, then it cannot be the cause of accuracy.
To this end, the researcher conjectures that that a favourable arrangement of 
features is likely to generate a higher utility amongst users.
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3.6 Presentation Format
Another important aspect of cognitive science in the visual information design area where 
several researchers have over the years investigated, is presentation format i.e. graphical 
and tabular representations, on decision making performance.
In their paper. Smith et al. (2002) emphasised the ubiquity of inscriptions in 
general, stating that one way to appreciate the role of inscriptions in science is to consider 
the part they play in the process of observation.
They suggested that although empiricists have long presumed that science begins, 
epistemologically speaking, with the observation of entities of a domain, the remarkable 
fact is that scientists rarely observe their subject matter at all but rather are more interested 
in inscriptions- and for them, it is these inscriptions that constitute the face of nature. For 
example. Nuclear physicists look at photographs of bubble chambers (not subatomic 
particles), chemists observe micrographs and spectrographs (not chemical samples), 
economists observe charts of productivity and spending (not factory workers or mall 
shoppers), and rather than observing actual problem behaviours, clinical researchers devote 
much of their time to reviewing data from assessment instruments and recordings 
(Golinski, 1998; Lynch, 1990; Lynch and Woolgar, 1990; Woolgar, 1998).
Similarly, management information systems scholars and managers observe 
monitor business performance through key performance indicators presented on an 
information dashboard through the use of graphs and tables (not customers purchasing 
goods in store).
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However, researchers have further argued that to speak of inscriptions as ubiquitous 
treasures of science do not mean that all inscriptions are equally valuable Smith et al. 
(2002). One conclusion that has emerged is that graphs represent an especially potent and 
persuasive type of visual device (Amann and Knorr-Cetina, 1990; Latour and Woolgar, 
1986; Tufte, 1983).
Another conclusion was reached by Vessey (1991) who also tried to explain under 
what circumstances one outperforms the other through the introduction of the cognitive fit 
theory which is based on information processing theory. The theory suggested that 
although graphical and tabular representations may contain the same information, they 
present that information in fundamentally different ways; whilst graphical representations 
emphasise spatial information, tables emphasise symbolic information which also 
corresponds to the tasks involved i.e. spatial and symbolic task respectively. Vessey (1991) 
concluded that the performance on a task will be enhanced when there is a cognitive fit 
(match) between the information displayed and the required task type; that is, when graphs 
support spatial tasks and tables support symbolic tasks. This implies that so long as there is 
a complete fit of representation, processes, and task type, each representation will lead to 
both quicker and more accurate problem solving.
This additional design factor imposes an extra layer of complexity to the on-going 
research; in addition to visual order of presentation, the presentation format of features is 
would also be considered within the application domain of a balanced scorecard in the 
Experiment 2 of this study.
64
3.7 Cognitive Fit
Cognitive fit adopts an information processing approach as the theoretical basis for 
addressing the controversy surrounding the use of graphs versus table. It argues that since 
humans are limited information processors, more effective problem solving will result 
when the complexity in the task environment is reduced. Therefore, the notion that 
complexity in the task environment will be effectively reduced when the problem-solving 
aids (tools, techniques, and/or problem representations) support the task strategies 
(methods or processes) required to perform the task (Vessey, 1991; Vessey and Galletta, 
1991; Umanath and Vessey, 1994). This implies that problem solving with cognitive fit 
results in increased problem solving efficiency and effectiveness.
The literature provides substantial support for the fact that decision makers use 
processes that match problem representation. For example, the human information 
processing literature on problem isomorphs demonstrated that subjects constructed 
different mental representations for structurally similar problems i.e. deriving the mental 
representation that was most readily available from the problem representation (Hayes and 
Simon, 1974; Simon and Hayes, 1976) and that the structure and organisation of the 
problem representation greatly influence the structure of the problem space and the 
problem-solving processes that will be used (Newell and Simon, 1972 ).
Another example comes from both the consumer behaviour literature where many 
of the studies carried out examined three problem representations: (1) brand organised 
representation, in which each alternative is presented on a separate page; (2) an attribute 
organised representation, in which each attribute is presented on a separate page and (3) a
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matrix representation, which presents each attribute information by brand. Bettman and 
Kakkar (1977) found for example, that subjects tended to process information consistent 
with the representation of the information. Hence, they processed by brand when they 
received brand-organised representations. Other evidences from research into judgement 
and uncertainty have shown that decision makers use three heuristics: representativeness, 
availability, and anchoring and adjustment (Nisbett and Ross, 1980; Slovic and Tversky, 
1982). Based on these evidences, Vessey (1991) presented a general model of problem 
solving on which the cognitive fit argument is based (see Figure 3.2).
Problem
R e p r e s e n t a t i o n
Problem  Solving  
T a s k
Problem
Solution
Mental
R e p r e s e n t a t i o n
Figure 3.2: The cognitive f i t  model (Vessey, 1991).
The model suggests that problem solving is an outcome of the relationship between 
problem representation and problem solving task. From the model, it can be deduced that 
the mental representation is the way the problem is represented in human working memory 
and is formulated using the characteristics of both the problem representation and the task. 
Vessey (1991) argued that mental representation “is derived from the interaction of the 
appropriate process on the information in the problem representation and that required to 
solve the problem”.
By implication, matching representation to task leads to the use of similar, and
therefore consistent, problem-solving processes, and thus the formulation of a consistent
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mental representation. On the other hand, when a mismatch occurs between problem 
representation and task, similar processes cannot be used to both act on the problem 
representation and solve the problem, and problem solvers will therefore no longer be 
guided by their choice of problem solving process.
This theory is akin to the theory of representational congruence which predicts a 
more favourable effect on decision performance when the external presentation format 
matches the user’s cognitive model or internal representation (Chandra and Kriovi, 1999). 
Similarly, the theory stated that a mismatch leads to a high cognitive load and a less 
effective information retrieval, negatively affecting the decision maker’s performance. The 
cognitive fit model has been extended (Shaft and Vessey, 2006) as shown in Figure 3.3.
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for Task 
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Figure 3.3: The extended cognitive j i t  model (Shaft and Vessey, 2006).
3.8 Graphs Versus Tables
Tables and graphs are the two most commonly used types of inscription in science (Smith 
et al., 2002). This view is equally shared by other researchers who also agree that modem 
information technologies facilitate the use of table and graph for information presentation 
(Meyer, 2000).
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A large number of studies had been conducted to test the relative merits of tables or 
graphs for presentation of information. Research in this area yielded conflicting results 
(Vessey, 1991; Coil and Coil, 1993).
Research in information systems, decision sciences, and management generally 
supports the expectation that graphical problem representations can aid managers in 
performing tasks that require human judgement. For example, Jarvenpaa and Dickson 
(1988) concluded that graphs are better at summarising data, showing trends, and showing 
points and patterns whereas tables are better for point/value reading. Some experimental 
research on human perception also suggests that tables are inferior to graphs for conveying 
trends in data (Legge et al., 1989; Meyer et al. 1997). However, Krohn (1991) found tables 
were, at most, quickly scanned for salient features before being converted into graphs for 
detailed perusal and use in model building. More recent studies and literature reviews are 
consistent with these conclusions (Gelman and Stem, 2006; Gillan, Wickens, Hollands and 
Carswell, 1988; Meyer, Shamo and Gopher, 1999).
Therefore, it is generally believed that compared with graphs, tables have the
advantage of showing precise numerical values which can be difficult to read with
accuracy off a graph but are perceived to lack the capacity of graphs to reveal subtle
pattems in data or to be imposed on synoptic displays. The question of what people think
about different displays is undoubtedly of importance in MIS where decision support
systems and performance measurement systems have gained prominence in recent times
both amongst academics and practitioners. Clearly, a user's choice or preference for a
display will depend on their beliefs about the display thereby engaging the user’s
perceptual and cognitive processes (Gillan and Callahan, 2000). For example, Cardinaels,
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(2008) examined the effect of individual differences (i.e. domain knowledge) of decision 
makers, on presentation format (graphs and tables) in an experimental setting. Specifically, 
the results showed that decision makers with a low level of cost accounting knowledge 
attain higher profits when they use a graphical format in comparison to a tabular format, 
whereas graphs (versus tables) have an adverse effect on profit for users with a high level 
of cost knowledge. A prescription for MIS was therefore put forward; that firms may need 
to adapt presentation formats to the level of sophistication of users was put forward.
Similarly, Vessey (1991) had earlier tried to put an end to the graph versus tables 
controversy by introducing the Cognitive Fit model and as such issuing some guidelines 
for using graphs and tables arguing that although graphical and tabular representations may 
contain the same information, they present that information in many different ways; 
graphical representations present spatial information: they tend to emphasise relationships 
in the data and provide a holistic view by presenting the data at a glance. Such formats are 
most appropriate when decision makers have to compare alternatives or tasks that require 
integration of data. In contrast, tables present symbolic information: by emphasising 
discrete values, they provide an analytical view and facilitate the extraction of specific 
values (item-by-item evaluation) and the evaluation of changes in variables (Mackay and 
Villarreal, 1987; Vessey, 1991). Therefore, provided there is a complete fit of 
representation, processes, and task types, each representation will lead to both quicker and 
more accurate problem solving. Going by this theory, since the information displayed on 
balanced scorecards are typically spatial in nature, it is expected that graphs would 
generate higher preferences or utilities amongst users over tables.
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Nonetheless, the evidence on task type remains inconclusive. For instance. Amer 
(1991) and Frownfelter-Lohrke (1998) show little difference in decision making between 
bar charts and tables that are either symbolic or spatial in nature. Furthermore, studies in 
management have shown beneficial of graphs ( Stock and Watson, 1984; Wright, 1995) as 
well as favourable effects of tables for tasks and questions that are sufficiently complex 
(Davis, 1989; So and Smith, 2004).
3.9 The Role of Individual Differences
Obviously, research that compares the relative impact of graphical versus tabular format 
remains inconclusive (Vessey, 1991). One explanation for these disparate results is that 
user characteristics are ignored. Therefore, in an attempt to resolve the controversy, a 
considerable number of studies have suggested looking at individual differences amongst 
the users of information (Amer, 1991; Chandra and Krovi, 1999; Ganzach, 1993).
Several factors are believed to influence the success experienced by organisations 
regarding their development of management information systems (MIS). These include, 
organisational characteristics, environmental characteristics, task characteristics, personal 
characteristics, interpersonal characteristics, MIS staff characteristics, and MIS policies. A 
few researchers however agree that the largest amount of research activity have involved 
the influence of individual differences on MIS design, implementation and usage.
Firstly the term “individual differences” could be used most generally to be 
suggestive of any dissimilarities across people, including differences in perceptions and 
behaviour (Agarwal, 1999). More specifically, it refers to user factors that such as 
personality and demographic variables, as well as situational variables that account for
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differences attributable to circumstances such as experience and training (Harrison and 
Rainer, 1992; Alavi and Joachimsthaler, 1992).
Furthermore, other studies have found that individual differences are significant 
factors in both end-user computing (Harrison and Rainer, 1992) and décision-support 
systems (Alavi and Joachimsthaler, 1992).The theory of planned behaviour also suggests 
that individual differences could directly affect usage over and above PU and PEOU 
through their effect on users’ perceived behavioural control—their perceptions of 
constraints on their behaviour. According to Ajzen (1985; 1991), when behaviour is not 
completely volitional, perceived behavioural control directly affects intentions and 
behaviour, over and above attitudes and subjective norms.
Zmud (1979) presented a model which is represented in Figure 3.4 illustrating that
the manner in which individual differences are believed to impact MIS success can be
characterised as cognitive and attitudinal influences. According to the model, two distinct
paths were conceptualised. Firstly, an upper path which finds individual differences
amplifying or dampening limitations in human information processing and decision
behaviour, thereby imposing or suggesting MIS design alternatives directed toward
motivating or facilitating MIS usage. A second path which is the lower one depicts the
impact of individual differences upon the attitudes held by potential MIS users and upon
the tendencies for MIS users to involve themselves in the MIS development effort. Zmud,
1979 suggested that these paths represent the cognitive and attitudinal influences of
individual differences upon MIS success. This study falls within the domain of the former,
as it makes use of the knowledge of cognitive behaviour in the design of visual
information. Notably, a decade after the review by Zmud (1979), Davis (1989) put forward
71
the Technology Acceptance Model (TAM) which was to lead a string of related research 
along the attitudinal path. In particular, Agarwal (1999) extended the technology 
acceptance model by specifying the role of individual differences in the model and 
presented an example of how the process through which such variables influence IT 
acceptance may be explicated. In particular, it was suggested that beliefs or perceptions as 
represented in TAM “intervene” between individual difference variables and IT 
acceptance.
Figure 3.4: Impact o f individual differences upon MIS success (Zmud, 1979).
MIS researchers believe that individual differences most relevant to MIS success 
can be grouped into three classes: cognitive style (Zmud, 1979) personality and 
demographic/situational variables (Harrison and Rainer, 1992; Alavi and Joachimsthaler, 
1992; Agarwal, 1999). Whilst cognitive styles represent characteristic modes of 
functioning shown by individuals in their perceptual and thinking behaviour, are dependent 
on task and situational elements and generally agreed to be multidimensional (Zmud, 
1979), personality refers to both the cognitive and affective structures maintained by 
individuals to facilitate their adjustments to the events, people and situations encountered
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in life (Gough, 1976). Some personality variables believed to strongly impact MIS success 
include; locus of control, dogmatism, ambiguity tolerance, extroversion/introversion, need 
for achievement, risk taking propensity, evaluative defensiveness, and anxiety level 
(Klauss and Jewett, 1974).
Lastly, demographic/situational variables are believed to cover a broad spectrum of 
personal characteristics. In particular, demographic variables such as sex, age, experience, 
education, professional orientation and organisational level are believed to influence MIS 
usage, as have attributes such as general intellectual abilities and knowledge of specific 
content areas. Similarly, Davis (1989) suggested familiarity or experience as other 
variables that could be examined in the Technology Acceptance Model (TAM) to 
determined MIS usage.
Of the large number of studies that have addressed the impact of individual 
differences upon information processing and decision behaviour, the strongest associations 
have been observed with regard to the personal characteristics that directly relate to 
individual perception and structuring of environmental stimuli (Zmud, 1979).
For example, some researchers have tested the effect of subject variations or
situational factors such as specific knowledge on decision making accuracy and
performance (Cardinaels, 2007) and task complexity (Bonner, 1994). According to Zmud
(1979), results have shown that subjects with higher general intelligence have been
observed to process information faster, select information more effectively, retain
information better, make decisions faster, and to better organize information in their minds
(Hunt and Lansman, 1975). Subjects with higher quantitative abilities make more use of
short-term memory but less use of long-term memory than do subjects with lower
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quantitative abilities (Hunt and Lansman, 1975), and subjects with greater verbal abilities 
possess enhanced short-term memory when compared with subjects with lesser verbal 
abilities Hunt et al. (1973). Experienced decision makers were shown to select information 
more effectively but to integrate it less effectively and to be more flexible but less 
confident (Taylor and Dunnette, 1974). Zmud (1979) however noted that cognitive 
behaviours are also dependent on contextual i.e. task and environmental, factors in addition 
to individual differences.
More recently Cardinaels (2007), contributed to the on-going debate on graphs 
versus tables by demonstrating that based on the theory of representational congruence, a 
graphical ABC format is likely to reduce cognitive burden of less knowledgeable decision 
makers by providing a fit to analogue graphical representations that are stored in memory 
(Morarity, 1979; Stock and Watson, 1984; Wright, 1995). Thus, this fit should facilitate 
data retrieval and in turn their performance should improve. Knowledge can influence the 
internal memory representations of a decision maker and could therefore be linked to the 
external presentation format.
3.10 Decision Outcomes
Most of the research in this area has focused on the impact of information design on 
performance (usually measured in terms of decision quality, which is accuracy or surrogate 
for accuracy), interpretation accuracy, confidence in the results obtained or satisfaction in 
decision making, speed of interpretation, problem solving Vessey (1991) or firm 
profitability Cardinaels (2002) but not on judgement and choice. However, there is 
considerable evidence that decision makers make use of difference processes in different 
types of tasks. Several researchers addressed the differences in processing strategies
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employed in judgement and choiee tasks. (Einhom and Hogarth, 1981; Slovic and 
Lichtenstein, 1983; Tversky et ah, 1988). Vessey (1991) stated that while judgment in 
simple terms requires making decisions about a number of alternatives in a set, choice 
requires selection of the preferred alternative. They further stated that judgement generally 
occurs via a holistic or alternative processing approach, while choice occurs most 
frequently via a dimensional or attribute processing approach (Rosen and Rosenkoetter, 
1976). Other researchers have compared processes employed in the judgement and choice 
tasks for the purpose of characterising different processing strategies. They concluded that 
compared with judgement subjects, subjects in choice tasks take less time, use different 
information search patterns, use approaches that directly compare alternatives rather than 
considering them sequentially and devote their attention to different aspects of decision 
making (Schkade and Johnson, 1988; Johnson et al., 1988).
To this end, overall preference would be used as dependent variable adopted in the 
current research to determine choice. For this purpose, the researcher defines overall 
preference as encompassing sets of user experiences that is used to assess subjects’ overall 
understanding of the material/prototypes which they have been exposed to.
3.11 The Concept of Interaction Design
Interaction design can be broadly described as the designing of spaces for human
communication and interaction (Winograd, 1997). Put another way, it is “the why as well
as the how of our daily interactions using computers” (Thackara, 2001, p. 50). More
specifically. Sharp et al., (2007) define interaction design as “designing interactive
products to support the way people communicate and interact in their everyday and
working lives” (2007, p. 8). Interaction design is about developing interactive products that
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are easy, effective and enjoyable to use- from the user’s perspective (Sharp et ah, 2007). 
Therefore, the focus of interaction design is very much concerned with the practice of how 
to design user experiences.
To this end, a central concern of interaction design is to develop interactive 
products that are usable. Typically, these products; which more often than not, require 
users to interact with them, in order to carry out their tasks e.g., buying a ticket online from 
the Web, have been engineered as a system to perform set functions. While they may work 
effectively from an engineering perspective, it is often at the expense of how the system 
will be used by the real people. A main aim of interaction design is to redress this concern.
Sharp et al. (2007) argue that interaction design is not confined to a particular way 
of doing design, but is more dynamic, promoting the use of a range of methods, techniques 
and frameworks. Some interaction designers have since begun to put forward their own 
perspective. For example. Cooper and Reiman (2003) adopted a ‘goal-directed’ approach 
to interaction design whilst Lowgren and Stolterman (2004) view the concept from a 
‘thoughtful’ perspective. A key question for interaction design is therefore is: how do you 
optimise the users’ interaction with a system, environment, or product, so that they support 
and extend the users’ activities in effective, useful and usable ways (Sharp et al., 2007).
3.12 The User Experience
The concept of user experience (UX) is still an elusive notion with many different 
definitions despite some recent attempts to develop a unified view (Law et al. 2008). 
Garrett (2003) describes user experience as how a product behaves and is used by people in 
the real world. Similarly, Alben (1996) defines UX as all the aspects of how people use an 
interactive product: the way it feels in their hands, how well they understand how it works,
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how they feel about it while they’re using it, how well it serves their purposes, and how 
well it fits into the entire context in which they are using it.
Other definitions include: Hassenzahl and Tractinsky (2006) who define UX as a 
consequence of a user’s internal state (predispositions, expectations, needs, motivation, 
mood, etc.), the characteristics of the designed system (e.g. complexity, purpose, usability, 
functionality, etc.) and the context (or the environment) within which the interaction occurs 
(e.g. organisational/social setting, meaningfulness of the activity, voluntariness of use, 
etc.). Wikipedia (2009): User experience is a term used to describe the overall experience 
and satisfaction a user has when using a product or system. Nielsen-Norman (2009): All 
aspects of the end-user’s interaction with the company, its services, and its products. 
Makela and Fulton Suri (2001): A result of motivated action in a certain context.
Therefore, UX is all about how people feel about a product and their pleasure and 
satisfaction when using it, looking at it, holding it, and opening or closing it. It includes 
their overall impression of how good it is to use right down to the sensual effect small 
details have on them, such as how smoothly a switch rotates or the sound of the click and 
the touch of a button when pressing it. It thus suffices to say that every product that is used 
by someone has a user experience.
Although diverse ideas have been generated in scientific activities that aim to 
develop a common understanding about the meaning and scope of UX, the lack of it may 
confuse or mislead customers of a product/service or even undermine the effectiveness of 
researching, managing and teaching UX. Nevertheless, a common view among 
practitioners is that the concept of user experience has become central to interaction design 
(Sharp et al., 2007; Law et al. 2008).
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Finally, it is however imperative to note that one cannot design a user experience, 
but only design for a user experience (Sharp et al. 2007). For example, one cannot design a 
sensual experience, but only create the design features that can evoke it. Similarly, the 
outside case of a cell phone can be designed to be smooth, silky, and fit in the palm of hand 
such that when held, touched, looked at, and interacted with, can provoke a sensual and 
satisfying user experience. Conversely, if it is designed to be heavy and awkward to hold, 
it is much more likely to end up providing a poor user experience which is uncomfortable 
and unpleasant. Garrett (2006) agrees that experiences can’t really be designed as they are 
personal, emotional and ephemeral- the subjective perception of a particular moment in 
time. Every product creates an experience for its users. That experience can be the result of 
planning and conscious intent- or it can be the unplanned consequence of the product 
designer’s choices. But creating an experience instead of an artefact requires a deliberate 
way of thinking about design.
3.13 User-Centred Design Methodology
The user-centred design methodology is essential for developing successful user interfaces 
Wolfe and McCracken (2004). It is user centric, not data centric, involving users in the 
process as much as possible with the goal of creating an interface that meets user 
expectations. This may include such activities as inviting users to participate on the design 
team, asking users to try out the product and following up on their feedback. Wolfe and 
McCracken (2004) further argue that user-centred design is highly interdisciplinary, 
drawing on knowledge from diverse fields such as art, psychology, computer science, 
amongst others.
Cato (2001) outlined the benefits of user-centred design as:
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• Increased usefulness: The more evidently useful a product is, the greater the 
acceptance and the greater the desire the user has to use it
• Increased Efficiency: Helps users work in the way they prefer so they can be 
effective and efficient, rather than being ineffective wrestling with a poorly 
designed user interface
• Improved Productivity: Because the user is more effective and efficient, 
concentrating on the job in hand rather than the user interface
• Fewer Errors: Much of human error can be the result of a badly designed user 
interface. Really understanding the way the user is aware of what they see, how 
they understand it and how they will act can significantly reduce human error.
• Reduced Training Time: Consistency, support and reinforcement in a user- 
sensitive manner can reduce learning and competency time.
• Improved Acceptance: A quickly accepted interface leads to a system the user 
will trust and enjoy using. Enjoyment reduces stress and reduces the chance of 
rejection.
User experience design has its roots in user-centred design, a philosophy that places the 
end user at the centre of all design activities. User-centred design and other related areas 
(such as human factors engineering, human-computer interaction, interaction design, 
usability engineering and so on) all seek to humanise our interaction with technology 
Sward (2006). Figure 3.5 shows the relationship between user-centred design and user 
experience design.
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While user-centred design generally focuses on usability: graphics and other design 
elements serve to facilitate and enhance the end user’s interaction with a product or 
service, user experience design is a process that extends the user-centred philosophy to 
incorporate all aspects of the end user’s interaction—even those that might seem 
intangible.
3.14 Usability Goals
Usability is generally regarded as ensuring that interactive products are easy to learn, 
effective to use, and enjoyable from the user perspective (Norman, 1988; Cato, 2001; 
Sharp et al., 2007). It involves optimising the interactions people have with interactive 
products to enable them carry out their activities at work, school, and in their everyday life 
Sharp et al. (2007). More specifically usability is broken down into the following goals in 
Table 3.1.
Usability Goals Usability Criteria
Effective to use Effectiveness
Efficient to use Efficieney
Safe to use Safety
Having good utility Utility
Easy to learn Leamability
Easy to remember how to use Memorability
Table 3.1: Usability goals and criteria (Sharp et a l, 2007).
As well as couching usability goals in terms of specific questions, they are turned 
into usability criteria. These are specific objectives that enable the usability of a product to 
be assessed in terms of how it can improve (or not) user’s performance. Examples of
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commonly used usability criteria are time to complete a task (efficiency), time to leam a 
task (leamability), and the manner of errors made when carrying out a given task over time 
(memorability).
Schneidermann (1998) defined five attributes of usability as:
• Leamability: The system should be easy to leam, so the user can quickly get 
some work done.
• Efficiency: Once users have teamed the system, they should be able to use it 
productively.
• Memorability: The system should be easy to remember, so the casual user is 
able to use the system again without having to releam everything.
• Errors: the system should have a low error rate, so the user feels they are 
making positive progress and are in control, and if they do make errors they 
should be able to recover from them easily. Catastrophic errors should not 
occur.
• Satisfaction: the system should be pleasant to use, so users are subjectively 
satisfied when using it
Cato (2001) suggested other key attributes as:
• Control: Users feel they are in control rather than the system controlling them.
• Skills: users feel that the system supports, supplements and enhances their skills 
and expertise- it has respect for the user.
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• Privacy: The system helps users to protect information belonging to them or 
their clients.
The International Standards Organisation (ISO) model (ISO 9241) defines usability 
as measures of the following.
• Efficiency: The accuracy and completeness the user achieves with respect to the 
goals.
• Effectiveness: The user effort required to achieve the user and the domain goal.
• Satisfaction: The measure of user satisfaction on a number of attributes.
• Usefulness: The measure of the value the user places on the product.
Although, these can provide quantitative indicators of the extent to which productivity has 
increased, or how work, training, or learning, have been improved, they do not however 
address the overall quality of the user experience, which is where user experience goals 
come into play Sharp et al. (2007).
3.15 User Experience Goals
A number of user experience goals are beginning to be articulated in interaction design. 
These are adjectives that are both positive and negative in nature, possessing subjective 
qualities concerned with how a system feels to a user. Examples of user experience goals 
are listed in Table 3.2. These differ from the more objective usability goals in that they are 
concerned with how users experience an interactive product from their perspective, rather 
than assessing how useful or productive a system is from its own perspective Sharp et al. 
(2007).
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User Experience Goals
Satisfying Aesthetically pleasing Surprising
Enjoyable Supportive Emotionally fulfilling
Engaging Cognitively stimulating Challenging
Pleasurable Rewarding Enhancing sociability
Exciting Fun Boring
Entertaining Provocative Fmstrating
Helpful Annoying
Motivating Cutesy
Table 3.2: User experience goals (Sharp et al, 2007).
3.16 The Elements of User Experience
Several IS researchers and practitioners have taken different approaches to identifying the 
elements of user experience. They however tend to generally agree that the user experience 
is not one simple action but an interconnected cycle McMullin (2004) or interrelated steps 
Garrett (2007), taking into account the possibility of every action the user is likely to take 
and understanding the user’s expectations at every step of the way.
McMullin (2004) introduced the Experience Cycle model displayed in Figure 3.5, 
which is mainly generic in nature and synthesises work from three main sources: Don 
Norman’s work with mapping (Norman, 1998) and subsequent cognitive walkthrough 
methods (Norman, 2001). The AIDA model from marketing literature- Awareness, 
Interest, Desire, Action (Strong, 1925). And lastly, the game theory notion of repeated 
expected utility Neumann and Morgenstem (1944). This has been further explored in the 
interactive domain particularly in the area of information foraging theory McMullin
(2004).
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Figure 3.5: Experience cycle model (McMullin, 2004).
Trigger Some circumstance triggers a need and a corresponding expectation of 
satisfaction.
Expectation What does the user expect to do, how do they expect to do it, what do 
they expect to get out of it in the end?
Proximity How close is the user to the necessary part of the system? Are they on 
the right Webpage, near the in-store kiosk, or next to the information 
desk at the airport?
Awareness Does the user notice the necessary part of the system - the link, the 
kiosk, or the information desk? Or are they distracted by something 
else, like a spinning logo?
Connection Does the user make the connection between their need and the 
necessary part of the system? Do the system cues match their 
expectation so that they can make this connection and then act on it?
Action Can the user take action, or is there a mismatch with how they 
expected to act and the actual action required?
Response The system provides a response to the user's action - is it the expected 
response? Does it meet the need?
Evaluation The user compares the response with the expectation. Based on this 
comparison, the user will adjust their expectations. - If expectations 
are managed well, and are met consistently, the user will continue the 
cycle until their initial need is satisfied. - If expectations are not met, 
the user will stop using the system and try other channels or abandon 
the goal for the time being.
Table 3.3: The facets o f the experience cycle (McMullin, 2004).
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McMullin (2004) describes each of the facets of the cycle as follows in Table 3.3. 
A second and more Web centred approach adopted by Garrett (2003) introduced the five 
planes of user experience as strategy, scope, structure, skeleton and surface. Each of these 
steps is defined in Table 3.4.
The Surface Plane
On the surface, a series of Web pages are seen. These are 
made up of images and texts that can be clicked on to carry 
out a specific function such as taking you to a shopping 
cart.
The Skeleton Plane
Beneath the surface is the skeleton of the site: the 
placement of buttons, tabs, photos and blocks of text. The 
skeleton is designed to optimise the arrangement of these 
elements for maximum effect and efficiency.
The Structure Plane
Next to the skeleton is the structure of the site. The 
skeleton is a concrete expression of the more abstract 
structure of the site. E.g., The skeleton might define the 
placement of the interface elements on a checkout page; 
the structure would define how users got to that page and 
where they could go when they are finished from there.
The Scope Plane
The structure defines the way in which the various features 
and function of the site fit together. What those features 
and functions are constitutes the scope of the site. 
Importantly, the question of whether that feature- or any 
feature at all- is included on a site is a question of scope.
The Strategy Plane
The scope is fundamentally determined by the strategy of 
the site. This strategy incorporates not only what the 
people running the site want to get out of it but what the 
users want to get out of the site as well.
Table 3.4: Elements o f user experience (Garrett, 2003).
These elements provide a conceptual framework for discussing user experience 
problems and the tools used in solving them by adopting a bottom up strategy whereby 
each plane is dependent on the planes below it i.e. the surface depends on the skeleton,
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which depends on the structure, which depends on the scope, which in turn depends on the 
strategy. The nature o f the issues being dealt with range along the concrete to abstract 
continuum as you move up and down the chain as displayed in Figure 3.6.
Figure 3.6: The concrete-abstract continuum o f user experience (Garrett, 2003).
The researcher however notes that the scope o f this study falls within the skeleton 
plane. The skeleton plane essentially breaks down into three components. Using the 
functional-infonnational duality dimension, Garrett (2003) argues that, on both sides are o f  
the user experience framework are infonnation design issues: the presentation o f  
information in a way that facilitates understanding. On the functionality dimension, the 
skeleton also includes interface design, or arranging interface elements to enable users to 
interaet with the functionality o f the system.
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Garrett (2003) concluded that the interface for an information space is its 
navigation design and that successful navigation designs must accomplish two goals: they 
must communicate to the user the choices available to them, and they must help the user 
access the content of his or her choice. Both the functional and the informational aspects of 
a product benefit from good information design, crafting the presentation of informational 
and functional elements so that they can be easily understood.
3.17 Web Usability Theory
The design and usability of Web sites has received much attention in IS literature (Turban 
and Gehrke, 2000; McKinney et al, 2002; Torkzadeh and Dhillon, 2002). However, it was 
not until recently that the basic principles of usability of information systems in general 
have been extended to Web sites especially in the context of understanding B2C e- 
commerce. These were mainly centred on the development of a framework for assessing 
the usability of Web sites to include; navigation, response time, credibility, and content 
Nielsen (2000). These factors were further conceptualised by Palmer (2002) to include; 
download delay (speed of access and display rate within the Web site), navigation 
(organisation, arrangement, layout, and sequencing), content (amount and variety of 
product information), interactivity (customisation and interactivity), and responsiveness 
(feedback options and FAQs). These Web usability factors were found to have significant 
associations with the performance of Web sites indicating that the constructs demonstrate 
good nomological validity. Similarly, Agarwal and Venkatesh (2002) suggested guidelines 
for measuring Web site usability using the Microsoft Usability Guidelines (MUG). They 
presented a five factor model for assessing Web site usability which included Ease of use- 
a widely accepted measure in MIS research (Davis et ah, 1989). Ease of use is
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conceptualised through the second order factors such as goals, structure and feedback 
Agarwal and Venkatesh (2002). The second was referred to as Made-for-the-medium 
which relates to designing a Web site to fit user needs and requirements and conceptualised 
by community, personalisation, and refinement. A third dimension identified as Emotion 
refers to areas which tap into the affective reactions invoked by a Web site. This is 
subcategorised as challenge, plot, character strength and pace. Content, which is the fourth 
dimension, assesses the informational and transactional capabilities of a Web site and is 
similar to the technology acceptance construct of perceived usefulness (Davis et al., 1989). 
Content is further conceptualised by relevance, media use, depth/breath and current 
information. Finally, promotion, the fifth dimension captures the advertising of a Web site 
on the Internet and other media. Although not a direct outcome of design decisions made 
regarding a specific Web site, Agarwal and Venkatesh (2002) noted that promotion is 
critical to drive traffic to the site. In the MUG, promotion is notably not broken down into 
subcategories.
Green and Pearson (2007) carried out a confirmatory factor analysis on both the 
Agarwal and Venkatesh (2002) and Palmer (2002) Web site usability instruments in an 
attempt to validate both instruments. The results of their study indicated that although both 
provided some degree of reliability and robustness in measuring Web site usability, the 
Palmer instrument exhibited more satisfactory measurement properties. This lead to their 
proposition of a modified instrument of Web site usability which is expected to provide a 
more valid and more robust measure consisting of navigation, customisation and 
personalisation, download speed, accessibility, and ease of use provided.
Interestingly enough, content was not a statistically significant predictor of Web 
site satisfaction or intent to return to the Web site. They concluded that content was not a 
necessary component of Web site usability -  that users’ considered content to be part of 
usefulness. This differs from most previous research in this area, but intuitively makes 
sense Green and Pearson (2007).
Thus, based on previous work on Web usability (Turban and Gehrke, 2000; 
Agarwal and Venkatesh, 2002; McKinney et a l, 2002; Palmer, 2002) and the findings of 
Green and Pearson (2007), Green et al. (2007) studied the relative importance of these five 
dimensions (navigation, customisation and personalisation, download speed, accessibility, 
and ease of use) in an individual's assessment of Web site usability using a multi-criteria 
decision-making approach, policy capturing. This method allowed the researchers to 
determine the relative impact of the independent variables (navigation, ease of use, 
personalisation and customisation, download speed, and accessibility) on the dependent 
variable of interest (Web usability).
Their findings suggest that ease of use and navigation are the most important
criteria in determining Web site usability while personalisation and customisation are the
least important. This finding supports much of the technology adoption literature, as
previous studies in this area have consistently found that ease of use is a significant
predictor of intention to adopt and to utilise a new technology. They further suggested that
the fact that navigation is also a significant predictor of Web site usability is not surprising;
from an intuitive perspective, Web sites which have broken links or poor Web site design
would not be considered very user friendly. But perhaps the most intriguing aspect of their
finding was the low emphasis placed on personalisation and customisation by the
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respondents of this study. Green et al. (2007) noted that organisations have been spending 
a considerable amount of time and money trying to add this very feature to their Web sites. 
They however conjecture that organisations would be better served to redesign their Web 
sites to enhance ease of use and clear navigation. The five dimensions of Web usability 
studied by Green et ah, 2007 are specifically discussed in detail in the following section.
Navigation has been an specific issue for a long time. According to the Winston 
dictionary, “to navigate” means to steer or manage a ship or plane Winston (1954). The 
idea of steering or choosing a path of travel carries over to Web. Navigation, or choosing a 
path through a Website’s information space, is a key aspect of a site’s usability. In a study 
comparing organised and unorganised screen designs, Shneiderman (1987) found that 
novice users made twice as many navigation errors and had to think twice as long when 
using an unorganised screen. Similarly, in their review of literature on Web usability, many 
researchers found that navigational controls were important for Web sites Turban and 
Gehrke (2000) and that consumers prefer Web sites that lend themselves to navigation 
efficiency. Ultimately, navigation was found to influence Web site usability because 
without good navigation, users tend to experience cognitive overload Tarafdar and Zhang
(2005). Navigation that is simple, efficient, user-centred, and flexible will help the 
customer achieve intended goals and increase the likelihood of return visits Green et al. 
(2007). Nonetheless, Wolfe and McCracken (2004) argued that effective navigation is the 
product of two factors: the first is an appropriate content organisation, chosen after 
interviewing users; the second is a visual organisation that reinforces the content 
organisation. This dimension is therefore of particular relevance to this research as it
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reinforces the importance of developing a user-centred visual order of presentation of 
information content on Web sites.
3.18 Conclusion
Cognitive science was identified as another theory which provided a useful theoretical 
foundation and as such a knowledge base upon which the proposed artefact can be built as 
with most design science research studies. A number of cognitive theories and empirical 
studies in this area were evaluated in this chapter. Amongst these were the theory of visual 
attention (TVA), ACT-R and ACT-R theory of visual attention.
The original ACT-R theory was a model of human cognition but which ignored 
human interaction with the external environment such as information visualisation on a 
computer screen. For this reason, the TVA was introduced into the original ACT-R to 
overcome this shortcoming. The new theory concluded that in goal oriented situations, 
users have certain expectations about what to find in particular locations of a user interface. 
Furthermore, these scanning requests can often be conjoin together. However, if these 
expectations are unmet, this may lead to dissatisfaction and de-motivation amongst users. 
This conclusion provides a theoretical basis for this research through its suggestion of a 
possible relationship between the visual order of presentation of on a Web site and user 
preference. Furthermore, the cognitive fit theory helped to introduce the notion that 
problem solving is an outcome of the relationship between problem representation and 
problem solving task. Therefore, the researcher expects that graphs would generate higher 
preferences or utilities amongst users over tables when applied to the application domain of 
a balanced scorecard in the second experiment undertaken in this research. Furthermore, 
the concept of individual differences was identified and discussed as an important
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moderating factor in the usability and general acceptance of information systems. Lastly, 
overall user preference was identified as the decision outcome (dependent variable) to be 
used in this study.
This chapter also explored the concept of interaction design; a practice of how to 
design for user experiences. User experiences generally have a user-centred design 
philosophy at their core and are essential for designing successful user interfaces (Wolfe 
and McCracken, 2004). The chapter also considered other alternatives for designing user 
interfaces such as the use of heuristics and design principles. Whilst these alternatives were 
found to be useful under certain circumstances, the use of heuristics for example -which 
are mainly expert recommendations and evaluations) proved to be quite an expensive 
exercise for larger projects thus defeating the purpose of a quick and cheap alternative. 
Design principles mainly referred to the use Gestalt principles of the 1920s and were found 
to be mostly generic and not well suited or adapted for specific domain of users.
Two models of user experience were examined. The first, which was called the 
Experience Cycle Model (McMullin, 2004), a combination of mapping (Norman, 1998) 
and cognitive walkthrough methods (Norman, 2001), The AIDA model (Strong, 1925) and 
lastly, the game theory notion of repeated expected utility Neumann and Morgenstem 
(1944). Whilst this model proved to be generic in application, a more Web centred user 
experience model was suggested by Garrett (2003) and it presents a conceptual framework 
for discussing user experience particularly in a Web environment using its five planes of 
user experience namely, strategy, scope, stmcture, skeleton and surface.
Most of the work done in the area of Web usability theory to date has centred
mainly on determining a framework for assessing the usability of Web sites. The most
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prominent dimensions are navigation, personalisation and customisation, download speed, 
accessibility and ease of use. This study was particularly found to be centred on navigation 
as it had to do with the visual order of presentation of information content on Web sites 
and reinforcing the importance and relevance of the study.
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Chapter 4: Information Artefacts
4.1 Introduction
This chapter identifies performance measurement systems as an information artefact and 
thus discusses the artefact in general as the application context which is of interest to the 
researcher for the study. The chapter starts by looking into the evolution of performance 
measurement systems dating back to the use of traditional MIS and Decision Support 
Systems firom the 1980s to currently used performance measurement systems. It discusses 
their design elements as well as determinants of their use. Five different types of 
contemporary PMSs are examined and compared. The Balanced Scorecards, a primary 
application domain in this research, is also studied in greater detail. Finally, Web 
Information Systems were also identified as a second kind of information artefact with 
examples studied in this penultimate chapter of literature review.
4.2 The Evolution of Performance Measurement Systems
The potential for utilisation of computers as part of information systems in the business 
environment was realised as early as the 1960s. The earliest approach was the introduction 
of Management Information Systems (MIS). These systems were operated by systems 
professionals and were used to generate regular, pre-defined, reports containing 
information about the organisation (Millet et al., 1991). A later attempt to assist managers 
in their jobs is the utilisation of Decision Support Systems (DSS). These provided 
assistance with specific decision making tasks. However, despite the superiority of both of 
these approaches over non-computerised systems, and their relative success with lower and
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middle management, they failed to provide the necessary support to executive managers in 
organisations (Watson et ah, 1991).
Since efforts to satisfy executives' information needs through computerised systems 
operated by other people had proven unsuccessful. Information Systems professionals took 
up a new challenge: the development of information systems to be used directly by 
executives. This challenge was met by the emergence of Executive Information Systems 
(EISs). This was an attempt to solve many of the problems experienced with previous types 
of information systems for management. They focus on executives' information needs and 
provide them with direct access to information.
In much of the literature the term Executive Support Systems (ESS) is used 
interchangeably with EISs to describe the same kind of system. Rockart and Delong (Rockart 
and Delong, 1988) however made a distinction between the two terms. They define and use the 
term ESS to refer to systems with a broader set of capabilities than EISs. While the term EIS 
denotes providing information, ESS implies that other support capabilities are provided. EISs 
can therefore be defined as computerised information systems designed to be operated directly 
by executive managers without the need of any intermediaries. Their aim is to provide fast and 
easy access to information from a variety of sources (both internal and external to the 
organisation). This information is presented in a format that can be easily accessed and most 
readily interpreted and is usually achieved by the utilisation of multiple modes of accessing 
data and the use of Graphical User Interfaces (GUIs).
Some authors view EIS as management dashboards that translate a set of strategic 
objectives into critical success factors, to which are associated key performance indicators 
(Palpanas et al., 2007). Dashboards represent a succinct information presentation mode,
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based on the “cockpit” metaphor (Georges, 2002), where indicators are immediately 
captured through ergonomically designed graphics (Epstein and Manzoni, 1998).
Several authors agree that infonnation dashboards provide executives with a set of 
indicators that allows them to monitor and control a firm’s progress but also that following 
the evolution of management measurement systems, the notion of dashboard or “tableau de 
bord” or scorecards have evolved into a balanced form, away from EIS into a full-fledged 
PMS (Kaplan and Norton, 1998; Edwards and Thomas, 2005; Fernandez, 2005; Marchand 
and Raymond, 2008). This evolution is represented in Figure 4.1.
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Figure 4.1: The evolution o f measurement and information artefacts (Source: Author). 
Marchand and Raymond (2008) emphasised the difference between EIS and PMS 
stating that PMS aetually emerged in the 1990s, ten years after EIS, and thus benefited 
from greater advanced in IT. Furthermore, studies of EIS seemingly ceased in the IS field 
in the late 1990s, at a time when research on PMS was noticeably ehanging. They stated 
that:
“One could say that EIS... are the predecessors o f PMS within the greater business 
intelligence family that tends to integrate all IS in the organisation and make their 
information more accessible to executives in answer to their personal needs ”.
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Therefore, as a step towards distinguishing PMS from EIS, Marchand and Raymond (2008) 
compared the two types of systems on the basis of five characteristics that are meant to clearly 
and fully describe them as both IS and information artefacts, namely the systems’ user, focus, 
architecture, alignment and function, as presented in Table 4.1.
Characteristic EIS (1980-1999) PMS (1990 and after)
User Top-managers at 
first, then extends 
to all managers
Top-managers, but all decision-makers 
engaged in performance management can also 
be users
Focus Management
level
Critical success 
factors. Survival 
and success
Multidimensional performance, defined in 
relation to strategy and important shareholder 
expectations
Scope:
dimensions of 
performance
Mostly intra- 
organisational; 
various functions 
and processes
No specific 
consideration of 
shareholders. The 
balanced view is 
not an objective of 
the system
Holistic and balanced view of the 
organisations, functions, critical processes and 
activities of the organisation.
Includes data/information from important 
multiple stake holders and competitors
Architecture Vertical Horizontal (processes and projects) Vertical 
(functions) Balanced (horizontal and vertical)
Alignment Not necessarily 
aligned on the 
performance logic 
of the organisation
Ideally aligned on the performance logic of the 
organisation (embodied in a performance 
measurement framework)
Function Expected
Organisational
role
To support 
executive work
To support decision making, continuous 
improvement, strategy diffusion and 
development, and alignment of operations with 
strategy
To promote managerial development 
For benchmarking purposes
Information 
output: form
Key performance 
indicators related 
to critical success 
factors
Balanced performance indicators
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Information Quantitative, Balanced: quantitative and qualitative,
output: nature emphasis on performance results and determinants,
results, operational operational and strategic, internal and external, 
and strategic, short and long term value,
mostly internal
Table 4.1: Evolution of performance measurement systems (Marchand and Raymond, 2008).
4.3 Performance Measurement Systems
A PMS provides the requisite information for the monitor, control, evaluation and 
feedback functions for operations management and thus a driver for motivation, 
management action, continuous improvement, and the achievement of strategic objectives, 
and the achievement of strategic objectives (Olsen et al., 2007; Tapinos et al., 2005; 
Lohman et al., 2004). Although not exclusively designed for executives, PMS can be used 
collectively by the managers of the organisation (Kaplan and Norton, 1996b; Lorino, 2001, 
Fernandez, 2005) either as internal systems (Kueng, 2000; Sharif, 2002) or external 
diagnostic tools (Cagliano et ah, 2001) Delisle and St-Pierre, 2006) and thus have an 
executive information system (EIS) component (Turban et ah, 2002,2007).
Over the years, several researchers have shown interest in PMS that support 
organisational and managerial development (Burgess et al., 2007; Bourne et al., 2000; 
Garengo et al., 2005; Ho and Chan, 2002). However, since they first appeared as an object 
of management research, PMS have also kept pace with the evolution of information 
technologies, including web-based technologies. PMS can be enriched with new system 
functionalities that allow them to move beyond simple measurement by providing more 
extensive and customised support for decision making in the firm. Through this
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enrichment, PMS now play a more important role in the organisation (Marchand and 
Raymond, 2008; Sinclair and Zairi, 2000).
In light of this evolution, there is need for continuous evaluation and improvement 
on how PMSs are designed. In this regard, Dhavale (1996) noted that poorly designed or 
poorly implemented PMSs can encourage dysfunctional and sub-optimal working 
throughout an organisation. Research in this area has mainly focussed on the re­
conceptualisation, definition and the appropriate characterisation of PMS as IS (Marchand 
and Raymond, 2008; Burgess et al., 2007). Only recently have researchers started to 
consider the design of a PMS (Tapinos et ah, 2005; Thakkar et ah, 2007). Whereas much 
of previous research relied on cognitive theory and the use elementary information- 
processing (EIP) tasks (Vessey and Galleta, 1991), the BSC framework for example is a 
complex task requiring multi-attribute judgements (Lipe and Salterio, 2002). Furthermore 
research in information systems suggests that altering or supplementing the manner in 
which information is presented can improve performance on decision requiring complex 
judgements (Tuttle and Kershaw 1998; Dull and Tegarden 1999; Lipe and Salterio 2002; 
Dilla and Steinbart, 2005). Therefore, the present study follows this new line of emerging 
research by adopting the use of a multi-attribute trade-off approach in the visual design of 
information displayed on a PMS and the effect of alternative designs on user experience.
4.3.1 Design Elements of a PMS
Several researchers (Kim et al., 1997; Globerson, 1985) agree on what the PMS of an 
organisation should include: a set of well-designed and measurable criterion; standards of 
performance of each criterion; routine to measure each criterion; procedures to measure
99
and compare actual performance to that defined in the standard; and procedures for dealing 
with discrepancies between actual and desired performance.
Burgess et al., (2007) also identified a range of characteristics that can be perceived 
to enhance PMS. They include: linking PMS to the business strategy; linking measures 
hierarchically from strategy through operational detail; balanced measures such as 
financial measures and non-financial measures and internal and external; the system should 
be easy to understand, be simple to use and provide timely information; provides a 
feedback mechanism to enable corrective actions and flow of information to decision­
making function of the company and allowing on-going updating and modifications (Dixon 
et al., 1990; Lynch and Cross, 1991; Waggoner et al., 1999; Bititci et al., 1997; Ghalayini 
and Noble, 1996).
4.3.2 Determinants of PMS Design and Use
Factors affecting the use of a PMS can be both internal and external (Neely and Bourne, 
2000). Typical external factors affecting organisations may include changed levels of 
competition, new IT and other technologies, the changing nature of work and changing 
demands such as deregulation. On the other hand, researchers such as (Burgess et al., 2007; 
Lawrence and Lorsch, 1967; Speckbacher et al., 2003; Gerang et al., 2005; Davila, 2005) 
have investigated the effect of various internal factors such as size, age, ownership, culture 
and strategy.
Davis et al. (1989) found that perceived usefulness and ease of use (of information) 
were the factors that were most closely related to individual intentions to use a particular 
system (means) of communication. Madonik (1990) on the other hand, suggested that in
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general people use a variety of means to gather and select information thereby leading to a 
natural preference for a particular mode of information gathering and processing. 
Communication with such individuals can therefore be improved by relating it to their 
preferred modes and unique models of the world. Zeffane and Cheek (1994) further 
explored this view by investigating the demographic characteristics, information 
processing constraint, nature of task, type of organisation structure and the easiness of 
access that might be brought about by the adoption of computerised systems. These 
include: Demographic Effects, Level of Certainty/Uncertainty, Task Characteristics, 
Structural Effects, Impact of Computerisation.
Some researchers have sought to examine the effects on decision processes of 
different channels of information thus underlining the need to consider potential factors 
affecting the extent and differential usage of various information sources (Stone and 
Schakadle, 1991; O’Reilly, 1982; Fulmer et al., 1990).
In general, the way in which characteristics of individuals and the attributes of the 
tasks they perform, affect the use of different information sources is a pertinent issue and 
an important consideration in information systems development and management.
Zeffane and Cheek (1994) concluded that research in this area needs to control for 
intervening variables such as demographic characteristics that may have differential usage 
of different information channels. In addition, information processing requisites, task and 
structural characteristics may also have differential effects on the use of various 
types/channels of information (Tushman, 1979; Draft and Macintosh, 1981; Zeffane and 
Gul, 1993). More specifically, tasks and structure may have a greater impact (and hence
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bear greater explanatory power) on the tendency to use written information. In contrast, the 
extent of use of and dependency on computers might explain the greatest degree of 
variance in the extent of use of computer-based information (Ghani, 1992; Zeffane and 
Check, 1993).
Consistent with these suggestions and latest developments in PMS literature, 
proponents of BSC expect that companies that continuously improve their capabilities (e.g. 
by implementing advanced work place practices, which are to be monitored via innovation 
and learning perspective) should achieve better performance in their internal business 
process perspective which will in turn, lead to better performance in their customer 
perspective. All such efforts should lead to improved financial efforts. This BSC 
framework therefore has implications for a hierarchical organisation of information and 
measures relating to each of these four perspectives as information tends to be Lastly, 
Management research has always advocated that information should be organised in a 
hierarchy i.e. hierarchical arrangement of information (Dixon et al., 1990; Lynch and 
Cross, 1991).
4.4 Performance Measurement Systems in Practice
As Performance Measurement Systems evolved, several PMSs were developed to 
overcome the drawbacks of traditional performance measurements systems. According to 
Frigo and Krumwiede (1999), survey data suggest that between 40 and 60 percent of 
companies significantly changed their measurement systems between 1995 and 2000. Five 
of the commonly used PMSs namely, the Balanced Scorecard (Kaplan and Norton, 1992), 
the Tableau de Bord (a French approach developed in the 1930s), the Performance Prism
102
(Neely and Adams, 2000), the Performance Pyramid (Lynch and Cross, 1991), and the 
Productivity Measurement and Enhancement System (Pritchard, 1990) are discussed next.
4.4.1 The Balanced Scorecard (BSC)
Since Balanced Scorecards focus on organisational performance or can at least be 
considered as a means of reaching organisational objectives (Townley et al., 2003), they 
may be regarded as a type of performance measurement system (PMS). The concept of the 
balanced scorecard was introduced by Kaplan and Norton in the early 1990s and has 
continued to gain wide acceptance and usage in business. It is claimed that the use of non- 
financial performance measures via three perspectives (i.e. customer, internal business 
processes, and learning and innovation) to supplement traditional financial measure- the 
fourth perspective, collectively underpin the achievement of the organisation’s vision as 
well as enables organisations to achieve an integrated and aligned balanced focus thus 
providing an excellent balanced solution for facing challenges (Kaplan and Norton, 1992, 
1993, 1996).
Customer perspective
Learning & growth perspective
F inar^ l perspective
Internal business perspective
Figure 4.2: Kaplan and Norton’s balanced scorecard (1992).
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They further argue that, traditionally, performance measurement systems have all 
too often, narrowly focussed on financial figures and functional level performance. In 
contrast, the balanced scorecard was built around the premise that companies can no longer 
gain sustainable competitive advantage solely by developing these tangible assets. 
Therefore, the ability of a company to build its “intangible assets” or “intellectual capital” 
has become a critical success factor in creating and sustaining competitive advantage. 
These scorecards in turn, serve as dials on a dashboard and guide businesses into greater 
profitability.
Scorecards typically contain between 12 and 28 different measures grouped into 
four to six categories. Kaplan and Norton (1993,1996) content that scorecards improve 
performance by translating strategy into tangible objectives linked by a causal chain of 
leading and lagging indicators covering the different scorecard perspective.
Kaplan and Norton (1992; 1996a; 1996b) defined BSC as:
“Â multidimensional framework for describing, implementing and managing 
strategy at all levels o f an enterprise by linking, through a logical structure, the 
objectives, initiatives, and measures to an organisation’s strategy”.
Therefore, the balanced scorecard provides an enterprise view of an organisation’s overall 
performance: it complements the traditional financial performance measures with key 
performance indicators (KPIs) in three non-financial areas. The four building blocks of the 
BSC are:
• Financial Perspective. This perspective answers the question: “To succeed 
financially, how should we appear to our shareholders?” and is typically
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related to profitability. It is measured, for example, by the Return on Investment 
(ROI), Return on Capital Employed (ROCE), and Return on Equity (ROE).
• Customer Perspective. This perspective answers the question: “To achieve our 
vision, how should we appear to our customers? ” It includes several core or 
generic measures of successful outcomes fi*om the company, like, customer 
satisfaction, service quality and market share in targeted segments.
• Internal Processes. In this perspective, the following question is answered: “To 
satisfy our shareholders and customers, what business processes must we excel 
at?”. This perspective focuses on the internal processes that will have the 
greatest impact on customer satisfaction and on achieving the organisation’s 
financial perspectives such as the speed of innovation, efficiency of distribution 
and supplier relations.
• Learning and Growth. The question: “To achieve our vision, how will we 
sustain our ability to change and improve?” is answered in this perspective. 
The infrastructure the organisation has to build and manage to create long-term 
growth and improvement through people, systems and organisational 
procedures, is identified in this perspective. Examples include measures such as 
product innovation, investment in new technology and information exchange.
According to Kaplan and Norton (1996), the scorecard translates the vision and
strategy of a business unit into objectives and measures in the four different areas. The
execution of this strategy is then monitored through an internal performance measurement
framework with a set of goals, drivers and indicators grouped into each of the four
perspectives (Abran and Buglione, 2003). This is also depicted in Figure 4.3
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Sharif (2002) argues that the reason for naming such a set of scored measures, as a 
balanced scorecard, is that factors which may not be non-financial in nature can be 
compared to purely figurative, quantitative data in order to assess the impact of an 
organisation’s strategic planning initiatives. This view is being shared by Sim and Koh 
(2001) who stated that the balanced scorecards calls on managers to first make a 
commitment to introduce an array of measures or scorecards that will guide their decisions 
away from the narrowly focused financial measures.
To this end, Sharif (2002) stated four ways in which the BSC can be used.
1. An Operational control took To view and act upon historic, and usually financial, 
factors
2. A strategic planning took for monitoring the strategic intent across all departments and 
divisions within an organisation
3. A management reporting tool (MS): providing access to organisation wide information 
in addition to quantitative financial reporting; providing additional context and 
visibility to non-quantitative, qualitative measures such as employee empowerment 
(i.e. linking knowledge to performance metrics). This can even to a hill knowledge 
measurement system, if the context of the reporting is required to be more in-depth or 
is required across multiple facets/roles of the organisation
4. A change management facilitation tool: By leveraging organisation-wide knowledge 
and information, using aspects of the previous three methods, strategic, tactical and 
operational issues on the management agenda can be made accessible and visible, and 
be open to discussion and implementation.
106
ViSiODi
and
Strategy
Figure 4.3: The four perspectives o f  the BSC (Kaplan and Norton, 1996a).
4.5 Interrelationships Between Measures
Many authors, including Kaplan and Norton (1996b), assume the following eausal 
relationship: improvements in organisational learning and growth precede improvements in 
internal business processes, which precede improvements in the customer perspeetive, 
which in turn precede improvements in financial measures. The measures of organisational 
learning and growth are therefore the drivers of the measures of the internal business 
processes. This allows the measurements in non-finaneial areas to be used to predict future 
financial performance. In this regard, Abran and Buglione, (2003) agree that the BSC is not 
a static list of measures, but rather a logieal framework for implementing and aligning 
complex programs of change, and, indeed, for managing strategy-focused organisations.
Kaplan and Norton (1996b) suggested the use of correlation analysis to test the 
expected relationship in the scorecards. Accordingly, Figure 4.4 provides a BSC 
framework for the manufacturing division of a company (Sim and Koh, 2001).
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Figure 4.4: The balanced scorecardfor a manufacturing division (Sim and Koh, 2001).
4.6 Criticisms of Balanced Scorecards
In contrast to the expressed optimism about BSCs being widely used in industry, the 
balanced scorecards has been criticised for its lack of prescriptive power; as it is viewed as 
being unable to provide neither a bottom line score or clear recommendations, but only a 
list of metrics (Jensen, 2001), and also limited in scope to tactical decision making as 
opposed to developing strategies (Rohm, 2004). A number of researchers also found that 
the important and common claim of the linkages between strategy and measures appeared 
weak in analysis. Although Kaplan and Norton (2001) argue that one of the primary 
benefits of the balanced scorecard is its use in gauging the success of strategy, archival and 
field research has yielded mixed results on the benefits of balanced scorecard usage for 
strategy-evaluation purposes (Kunda, 1990; Gilovich, 1991; Ditto and Lopez, 1992; Ditto 
et al., 1998; Dawson et al., 2002; Ditto et al., 2003).This notion has continued to gain 
increasing popularity and attention (Ax and Bjomenak, 2005; Cohen et al., 2005).
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Researcher and practitioners have also identified a number of important gaps 
between the theory and reality of BSC implementation (Olsen et ah, 2007). Norreklit 
(2000, 2003) questioned the usefulness of the BSC as a practical theory by referring to 
some of its assumptions, especially the cause-and-effect relationships between the 
measurement areas. Neely et al. (2000) found that the BSC provides little guidance on how 
the appropriate measures can be identified, introduced and ultimately used to manage 
business. Kennerly and Neely (2002) also pointed out several limitations not least its lack 
of a competitive dimension.
Despite these criticisms according to Abran and Buglione (2003), BSC still has the 
largest market penetration of all PMSs and tackles performance at several levels, from the 
organisational levels to smaller business unit, and even down to individual level.
Furthermore, Up to 60% of Fortune 1000 companies in the USA have had 
experience with Balanced Scorecards (Silk, 1998) and its format and content appear to 
meet several management needs Butler et al. (1997).
In Europe, however, the BSC seems to be less popular. Speckbacher et al. (2003), 
in a study conducted in Germany, Austria and Switzerland, find that only 26% of their 
sample of 174 firms used some form of a BSC, and then usually only a limited or 
incomplete version. Also in France, the BSC has not received a particularly warm 
welcome, where the Tableau de Bord has been used for at least 50 years. According to 
Bourguignon et al. (2004), the BSC was known to only 41% of the responding firms and 
only 3% aimed to implement one. The Tableau de Bord is in many ways similar to the 
BSC, and some authors have even suggested that, being a precursor of the Balanced
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Scorecard, it may have inspired its development (Chiapello and Lebas, 2001). The Tableau 
de Bord is discussed in the next subsection.
4.7 The Tableau de Bord (TdB)
The Tableau de Bord (TdB) was introduced in France in the 1930s and was described as 
“being similar to a “dashboard” (i.e. the literal translation of “tableau de bord”) used by 
“pilots” (i.e. managers) to guide organisations to their destinations” (Bessire, Baker, 2004). 
It has since gained widespread acceptance and usage throughout the French business 
community but relatively unknown outside France itself (Daum, 2005). The TdB. was first 
developed by process engineers who were looking for ways to improve their production 
process by better understanding cause-and-effect relationships (the relationships between 
actions and process performance) and as such has its roots in technical engineering. The 
French literature on the Tableau de Bord concept often uses the metaphor or a vehicle 
driver or aircraft pilot to explain its basic principles. The same principle was then applied 
at the top management level, to give senior managers a set of indicators allowing them to 
monitor the progress of business, compare it to the goals that had been set, and take 
corrective actions. The term Pilotage is used commonly and frequently among managers, 
often in the same breath as “tableau de bord”. It stands for ambitious, results-oriented and
targeted enterprise control, what is today often referred to as “performance management”
as depicted in Figure 4.5. Basic Philosophy of the Tableau de Bord Concept and Example 
Usage (Daum, 2005).
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Figure 4.5: basic philosophy o f  the Tableu de Bord concept and example (Daum, 2005).
According to Epstein and Manzoni (1998), the initial objeetive of giving managers 
a brief and preeise overview of key parameters to support deeision making, has two 
important implieations: First, the TdB cannot be a single document applying equally well 
to the whole finn; because each sub-unit, and in fact each manager, has different 
responsibilities and objectives, there should be one TdB for each sub-unit. These 
“dashboards” should be integrated in a nested strueture, as illustrated in Figure 4.6. In this 
context, the firm’s overall TdB would be translated into a series of doeuments supporting 
loeal decision making (Chiapello and Lebas, 2001).
Seeondly, the various TdBs used within the firm should not be limited to financial 
indicators. Operational measures often give better information on the impact of local 
events and decisions, and thus on cause-and-effect relationships, than overall financial 
indicators. From its origin, the TdB was coneeived of as a “balanced” eombination of 
financial and non-financial indicators and many authors have emphasized the need to use
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non-financial indicators (e.g., Epstein and Manzoni, 1998). The development of a Tableau 
de Bord involves translating the unit’s mission and vision into a set of objectives, from 
which the unit identifies its Key Success Factors, which then get translated into a series of 
quantitative Key Performance Indicators (KPIs).
According to Epstein and Manzoni (1998), the TdB should primarily contain KPIs 
that are largely controllable by the sub-unit. At the same time, sub-units often need to 
collaborate on interdependent tasks and projects. Such areas of interdependence should be 
identified, and then reflected by choosing indicators that capture the interdependence and 
encourage sub-units to collaborate more effectively. Furthermore, Bourguignon et al. 
(2004) state that most authors insist on including a learning perspective in the TdB, 
according to which the measures represent a basis for learning about the cause-and-effect 
relationships of actions.
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Figure 4.6: The nested structure o f  the Tableu de Bord (DeGuerney et a l, 1990).
Although there are clear similarities between the TdB and the BSC, there is a 
considerable French reluctance to the BSC. They state that the practice of the TdB has 
been far more developed in 60 years than the BSC, which only exists for less than 20 years.
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Also, reluctance is created by translation problems, caused by the French translation of 
BSC into Tableau de Bord Prospectif, which likely creates confusion (Bourguignon et al., 
2004). The biggest limitation perhaps of the TdB is its undefined structure. Because of its 
lack of predefined performance areas, there is a risk of managers implementing the TdB 
with a set of performance indicators that is not balanced in terms of financial and non- 
financial, lead and lag, strategic and operational, and related to effectiveness and efficiency 
(Lardenoije et al., 2005).
4.8 The Performance Prism (PPR)
A criticism of the balanced scorecard is the oversimplification of the business environment 
in which a form operates, often neglecting the various stakeholders in a firm. In this regard, 
Shapiro (2002) stated that the Balanced Scorecard’s shortcomings also include the fact that 
many stakeholders -  suppliers, intermediaries, regulators -  are not included. Hence, it is 
not uncommon to end up with what has been dubbed a “biased scorecard” -  that is, a 
scorecard biased towards only certain, often easy to measure, stakeholders.
In order to address this shortcoming, Neely and Adams (2000) developed the 
Performance Prism (PPR) organised around five distinct but linked perspectives of 
performance: stakeholder satisfaction, strategies, processes, capabilities, and stakeholder 
contributions (Kennerley, Neely, 2002). These perspectives are represented by a three 
dimensional model in the shape of a prism, which can be seen in Figure 4.7.
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Figure 4.7: The performance prism (Neely and Adams, 2000).
These five distinct, but logically interlinked, perspectives on performance identified by 
Neely and Adams (2000) principally aim to match up the capabilities of the organisation 
against each stakeholder group. It captures the cause and effect relationship over the five 
facets as the prism flows from the top to the bottom, linking stakeholder requirements to 
strategy, strategy to processes, processes to capabilities, and capabilities to contributions 
made by stakeholders, thus raising five key questions for measurement design.
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Stakeholder Satisfaction. The key question in this perspective is: who are the key 
stakeholders and what do they want and need? Those organisations aspiring to be 
successful in the long term within today’s business environment have an 
exceptionally clear picture of who their key stakeholders are and what they want. 
This perspeetive is deliberately broader than the balanced scorecard view of 
stakeholders, which encompasses only shareholders and customers (Neely et al., 
2001).______________________________________________________________________
Strategies. The key question here is: what strategies do we have to put in place to 
satisfy the wants and needs of these key stakeholders? These organisations have 
defined what strategies they will pursue to ensure that value is delivered to these 
stakeholders. The Performance Prism’s strategy measures monitor whether goals are 
being met and provide the data for informed executive decisions.________________
Processes. What critical processes do we require if we are to execute these 
strategies? Companies have to understand what processes the enterprise requires if 
the strategies defined before are to be delivered.______________________________
Capabilities. The main question in this perspective is: what capabilities do we need 
to operate and enhance these processes? Capabilities are the combination of people, 
practices, technology and infrastructure that together enable the execution of the 
organisation’s business processes (both now and in the future). Companies must 
consider which capabilities are needed to execute the processes defined before. 
These are the fundamental building blocks of a corporation’s ability to compete.
Stakeholder contribution. What contributions do we require from our stakeholders, if 
we are to maintain and develop these capabilities? This facet has been included as a 
separate component since it recognises the fact that not only organisations have to 
deliver value to their stakeholders, but also that organisations enter into a 
relationship with their stakeholders, which should involve the stakeholders 
contributing to the organisation. In essence, organisations should have a clear 
business model and an explicit understanding of what constitutes and drives good 
performance.____________________________ ______________________________
Therefore, unlike the Balanced Scorecard which starts with strategy the first step,
the Performance Prism starts with a comprehensive understanding of stakeholders. In
addition, the PPR distinguishes itself from other PMSs by not only taking into account
shareholders like customers and employees, but also suppliers, regulators, local
communities or pressure groups, who are nowadays essential stakeholder groups to
consider (Shapiro, 2002). As firms become less vertically integrated and become more and
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more dependent on their suppliers since they outsource non-core business, the inclusion of 
this strategic group of stakeholders in performance measurement cannot be over 
emphasised.
Lastly, there seems to be little evidence that the PPR works in practice. Neely et al. 
(2001) present three case studies. They conclude that the feedback from the companies 
involved was overwhelmingly positive. It seemed that the PPR’s principal appeal lies in 
the logieal interrelationships between the five perspectives; its comprehensiveness and 
adaptability, allowing different entry points; and the fact that stakeholders are addressed in 
a wholly original and radical way (Neely et al., 2001).
4.9 The Performance Pyramid System (PPS)
The Performance Pyramid System (PPS) was developed by Lynch and Cross (1991) as a 
Performance Measurement Revolution. Lynch and Cross use a pyramid-shaped “map” for 
understanding and defining the relevant objectives and measures for each level of the 
business organisation. The four levels of the PPS embody the corporate vision, 
accountability of the business units, competitive dimensions for business operating 
systems, and specific operational criteria. In sum, the PPS is an interrelated system of 
different performance variables, which are controlled at different organisational levels. 
Whilst strategic objectives flow top-down through the organisation, information flows in a 
reverse bottom-up manner as depicted in the PPS framework in Figure 4.8.
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Figure 4.8: The performance pyramid (Lynch and Cross, 1991).
Laitinen (2002), agrees stating that the purpose of the PPS is “to link an 
organisation’s strategy to its operations by translating objectives from the top down (based 
on customer priorities) and measures from the bottom up”. According to him, “the 
development of a fmu’s performance pyramid starts with the definition of an overall 
corporate vision (the highest or first level of objectives), which is then translated into 
individual business unit objectives at the second level. At the second level of objectives 
key market and financial measures are identified as ways of monitoring performance in 
achieving the vision. In order to attain these market and financial objectives, key measures 
of customer satisfaction, flexibility and productivity are also derived. These key measures 
at the third level are further converted into specific operational measures, which form the 
base of the pyramid. These measures (quality, delivery, cycle time and waste) relate to 
individual departments”.
The strengths of this framework are that it ties together the hierarchical view of
business performance measurement to the business process view. Secondly, it makes
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explicit the difference between measures that are of interest to external parties i.e. customer 
satisfaction, quality and delivery, and measures that are of primary interest within the 
business i.e. productivity, cycle time and waste. (Neely et al., 2000). Furthermore, Lynch 
and Cross (1991) argue that the performance pyramid is useful for describing how 
objectives are communicated down to the operational level and how measures are 
conveyed back up to higher levels. They also identify the use of the PPS in a feedback 
context, whereby it is used explicitly to monitor organisational performance. Finally, they 
argue that this model is equally useful for monitoring performance at the corporate, the 
SBU, the Business Operating Systems, and the departmental and work-centre levels of the 
organisation. Although the original version of the PPS was not designed to cope with 
performance measurement at the individual level, later adaptations do specify its potential 
for measuring the performance of individuals and teams.
A major criticism of the PPS however is that stakeholder other than customers and 
shareholders do not feature prominently in the framework. Therefore, the user needs to pay 
close attention and make conscious efforts in ensuring that measures at the different levels 
of the pyramid relate to other principal stakeholders, such as suppliers.
4.10 Productivity Measurement and Enhancement System (ProMES)
The productivity measurement and enhancement system (ProMES) was originally
developed by Pritchard (1990). ProMES is a participative development method for 
performance management systems, designed to be a practical method of measuring 
organisational productivity.
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The model is based on the assumption that if the personnel in an organisation 
adequately modify their attitudes, productivity increases. This assertion is based on another 
more general assumption, i.e. that the behaviour of personnel in an organisation has an 
important impact on productivity.
In essence, ProMES is a formal, step-by-step process that identifies organisational 
objectives, develops a measurement system to assess how well the unit is meeting those 
objectives, and develops a feedback system which gives unit personnel and managers 
information on how well the unit is performing (Pritchard et al., 2002). As shown in Figure 
4.11, the ProMES system is built up around the concept of motivational force.
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Figure 4.10: The ProMES framework (Pritchard, 2002).
According to Pritchard et al. (2002), ProMES is based on the theory of work behaviour 
(see also Naylor et al., 1980). Motivation in this theory is seen as a resource allocation 
process where the resource is a person’s time and energy, which is allocated across 
possible actions or tasks. Motivational force is defined as the degree to which a person 
believes that changes in the amount of personal resources in the form of time and energy
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(effort) devoted to different acts (tasks) over time will result in a change in anticipated 
need satisfaction (Pritchard et al., 2002).
Pritchard et al. (2002) stated that the motivational force of a person is the result of 
his acts, products, evaluations, outcomes and need satisfaction (see Figure 4.9). An act is 
the “doing” of something, for example running or talking, which is characterized by 
amplitude and direction. Products are the results of acts and often the person’s output. 
When products are observed and evaluated, this results in evaluations where an evaluator 
places the measured product on a good to bad evaluative continuum. After evaluations are 
made, outcomes occur. These are intrinsic such as a feeling of accomplishment from 
writing a good paper, or extrinsic such as forms of recognition. Outcomes get their 
motivating power because of their ties to need satisfaction. Positive affect occurs when 
needs are satisfied and negative affect occurs when needs are not satisfied. Between each 
of these elements determining motivational force, relationships called contingencies (see 
Figure 4.101). These contingencies can be linear as well as non-linear.
The ProMES system can be developed and implemented with the following seven step 
process (Pritchard et al., 2002):
1. Form a design team, composed of those who will be measured, one or two 
supervisors, and one or two facilitators who familiar with ProMES.
2. Identify objectives for the unit.
3. For each objective, identify one of more quantitative measures, called indicators 
that measure how well these objectives are being met. Indicators have to be 
largely under control of the people being measured.
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4. Define contingencies. A contingency is a function that defines how much of an 
indicator is how good for the organisation.
5. Design the feedback system.
6. Give and respond to feedback.
7. Monitor the project over time and adjust if needed.
Although ProMES is not as popular as the BSC, up to 2002, about 120 ProMES 
projects have been executed in various types of organisations in nine different countries 
(Pritchard et al., 2002).
An important aspect of ProMES is the bottom-up approach. The participatory 
approach in designing the system increases the acceptance of the system as a whole since 
people are involved. Another important feature of the system is the use of contingencies. 
By allowing for contingencies, priorities for improvement can be set. However, these 
contingencies make the system more difficult to develop and more effort has to be put into 
explaining the system. Another disadvantage of ProMES is that the indicators do not 
necessarily need to be balanced if the objectives are not balanced. (Pritchard et al., 2002). 
Figure 4.10 is a summary of the five performance measurement systems examined.
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Figure 4.10: The five performance measurement systems addressed.
4.11 Web Information Systems
Several researchers agree that a dashboard is a view of the most important information 
needed to take action and make decisions. It is confined to a single page and is usually the 
starting point of an application. Dashboards are important because they enable users to 
access information and take action without having to dig through the application. 
Jovanovic (2010) however argues that many Web applications have dashboards and 
distinguished between open and closed applications. Whilst open systems are online 
applications that are easily accessible to anyone who opens an account and users can 
access such applications via the Web for free or by paying a fee, closed systems (or line-of- 
business applications) are usually not accessible outside the company that uses it, and they 
can be considered “offline” applications. Although many systems expose their 
functionality to business partners via either services or specialized interfaces, such systems 
usually run on the company’s local network and are available only to employees. For 
example, the Xero open web application in Figure 4.11 shows a user’s most important 
financial information (e.g. bank accounts and credit cards) in its dashboard, making it easy 
for users to quickly see the status of their financial data.
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Figure 4.11: Xero open Web application (Source: www.xero.com).
Another common example of a web information system is the homepage of loyalty 
programs. An example of hotel loyalty program’s user homepage is displayed in Figure 
4.12. This helps the user to view current points balance, history of stay at the hotel, what 
they are currently eligible for and who they need to do in order to move up to the next tier, 
all at a glance.
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Figure 4.12: The homepage o f  Marriott’s loyalty programme.
Finally, Zhang et al. (1999) presented a framework for user satisfaction with web 
user interfaces. This comprises of three components contributing to user satisfaction or 
dissatisfaction with a web interface namely: features in the web environment, user's 
information seeking tasks, and information seeker eharacteristies. They suggested that 
user's satisfaction or dissatisfaction with a web interface is the result of the interplay 
between the three components.
4.12 Conclusion
This chapter helped in identifying the two application domains in which this research 
would be carried out. Firstly, the balance scorecard concept is a type of performance 
management systems which is reported as the most widely used, often through the aid of a 
GUI. Scorecards typically contain between 12 and 28 different measures grouped into four 
to six categories. In particular, the BSC framework is a complex task requiring multi­
attribute judgements. Secondly, Web Infonnation Systems were identified as another form
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of information dashboard or artefact. A distinction was made between closed and opened 
web applications. The homepage of a hotel loyalty program was cited as an example of an 
open web application.
Finally, the way in which characteristics of individuals and the attributes of the 
tasks they perform, affect the use of different information sources is a pertinent issue and 
an important consideration when designing information systems.
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Chapter 5: Conjoint Analysis
5.1 Introduction
Current methodologies used in IS research range from case study methodologies that use a 
case method of data collection (with varied analysis methods such as trend analysis and 
regressions) to experimental methodologies. Conjoint Analysis falls under the 
experimental methodologies and is commonly found in behavioural studies (Green and 
Srinivasan, 1978) and in marketing studies (Green and Rao, 1971) where the predictor 
variables are called attributes, and the dependent variable is often an overall evaluation of a 
product. This methodology is relatively less used in IS research. The distinctive 
characteristic of conjoint analysis as a decompositional technique where a subject’s overall 
evaluation (preference) is decomposed to give utilities for each predictor variable and for 
each level of a predictor variable is discussed.
The origin and definitions of conjoint analysis are first discussed followed by a 
description of the methodology, and the structure of a typical conjoint analysis study. 
Lastly, the conjoint methodology would be compared to other commonly used 
methodologies in IS research.
5.2 The Origin of Conjoint Analysis
The origin of conjoint analysis can be traced to Debreu (1960) an economist and 
independently Luce and Tukey (1964) a mathematical psychologist and statistician 
respectively. Luce and Tukey's (1964) exposition was algebraic and was therefore 
considered more general than Debreu's topological work (Luce and Suppes, 2002). It was 
however not until the early 1970s that it was introduced into marketing literature (Green
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and Rao, 1971; Johnson 1974). It has since then developed into a method of preference 
studies that receives much attention from both theoreticians and practitioners (Green and 
Srinivsan, 1978; Cattin and Wittink, 1982; Carroll and Green 1995). Green and Srinivasan, 
(1978) first used the term to explain the models and techniques that emphasise the 
transformation of subjective responses into estimated parameters. These responses are due 
to variations in objective stimuli (Cox et al., 2003). Therefore, the significance of the 
theory of conjoint measurement lies in the fact that non-geometric or "intensive" properties 
and systems can be quantified. Hence, the quantification of such things as psychological 
attributes (e.g. attitudes, cognitive abilities and utility) is a logical possibility (Luce and 
Suppes, 2002).
The word conjoint indicates "jointly". Thus, conjoint analysis is the study of the
joint effects of varying attributes or features (or independent "factors") on an individual's
ultimate decision or judgment. The subjects are required to make decision or judgments on
several possible "profiles" that are obtained from the combination of the varying factors at
different presentation order. The fundamental interest of using this methodology relates to
the combination rule that guides an individual to judge between factor levels to yield the
importance attached to a given profile (Cox et al., 2003). The concept of conjoint analysis
is similarly described by Hair et al (1995) as a multivariate technique used specifically to
understand how respondents develop preferences for products or services. It is based on the
simple premise that subjects evaluate the value or utility of a product/service/idea (real or
hypothetical) by combining the separate amounts of value (referred to as utility) provided
by each attribute, in this study, visual information on user interfaces. The value of conjoint
analysis lies in the fact that it estimates how much each of these attributes is valued and as
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a result, relies on the ability of respondents to make judgments about stimuli. These stimuli 
represent some predetermined combinations of attributes, and during a laboratory 
experiment, respondents are asked to make judgments about their preferences for various 
attribute combinations (Churchill and lacobucci, 2002). The researcher argues that similar 
judgment abilities are required for designing visual information on user interfaces. To this 
end, conjoint analysis is a decompositional technique, because a subject’s overall 
evaluation (preference) is decomposed to give utilities for each predictor variable, and for 
each level of a predictor variable.
5.3 Conjoint Analysis for Experiment
Conjoint Analysis is related to traditional experimentation, in which the effects of levels of 
independent variables are determined on a dependent variable. In situations involving 
human behaviour, such as in IS, we want to also determine the effects of levels of certain 
variables (equivalent to independent variables) on the dependent variable, which is often an 
overall rating or preference or an adoption decision. The “independent variables” in human 
behaviour studies are often qualitatively specified (Green and Srinivasan, 1978). These 
were earlier identified through literature review and further discussed in the methodology 
Chapters 6 and 8.
Therefore, a conjoint analysis study has two primary objectives. The first is to 
determine the contributions of various predictor variables and their respective values (or 
levels) to the dependent variable (overall preference). The second objective is to establish a 
predictive model for both the optimal combination (the designed artefact) and new 
combinations based on values taken from the predictor variables (Bajaj, 1998).
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In a conjoint experiment, the underlying structure of the respondents’ decision 
rules, over a series of decisions, can be statistically inferred by estimating the regression 
equations underlying the model Louviere (1988).
The basic model for a conjoint analysis can be expressed in Equation 5.1:
Yi = Xi +X 2 +Xs +  + Xn...........Equation 5.1
{metric or non-metric) {non-metric)
One of the main advantages of conjoint analysis is its ability to accommodate both metric 
and non-metric dependent variables (Hair, 1992). Whereas the predictor variables (i.e. Xi, 
X 2, X 3 ,J are often called attributes, and the dependent variable (Yj) is often an overall 
evaluation of a product or service or idea which can be either real or hypothetical. Overall 
preference is adopted in this research as dependent variable. Therefore, it is typical for 
each respondent to evaluate a series of independent decision profiles, with each 
representing a different attribute-level combination as independent variables. The 
estimated betas associated with the independent variables are the utilities (preference 
scores) for the levels.
Another advantage is that conjoint analysis allows for a more realistic decision 
model for a population, because it forces subjects to evaluate the profiles holistically 
(similar to real life); it forms individual decision models for each subject and it allows the 
formation of an aggregate decision model across all the subjects. The third advantage is the 
fact that the methodology makes no assumptions about the nature of the relationships 
between the attributes and the dependent variable. This makes it very useful when 
exploring unknown variables as potential predictor variables (Bajaj, 1998).
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5.4 Reasons for the Choice of Conjoint
The choice of the conjoint design approach was motivated by three considerations. First, it 
lends itself to a decompositional which not only helps to decompose a subject’s overall 
evaluation to give utilities for each predictor variable and level of a predictor variable, it is 
also supported by the ACT-R and TVA theories examined earlier in the review of 
literature. Second, conjoint design allows for an examination of how users may consider 
information features on a user interface in tandem and as such presents a more realistic 
platform for assessing each profile. Third, this approach combines the generalisability of a 
survey with the precision of a laboratory experiment. Lastly, conjoint analysis is frequently 
used by researchers, albeit rarely in the IS domain, to understand the trade-offs that 
individuals make among product or service attributes when faced with judgement or choice 
decisions. This study lends itself to such judgment based approach.
5.5 Steps Involved in Conjoint Analysis
Many conjoint theorists and researchers have suggested the use of a process flow diagram 
in carrying out a practical conjoint analysis (Green and Srinivasan, 1978).
Step Alternative Methods
Selection of a model of 
preferenee
The following models can be used depending on attribute sealing: Partial 
benefit value model, vector model, ideal-point model, part-worth function 
model, mixed model
Selection o f data 
collection method
Two-factor-at-a-time (trade-off analysis), full-profile (concept evaluation). 
Adaptive conjoint analysis (ACA)
Selection of data 
collection design
Fractional factorial design, full profile design, random sampling from 
multivariate distribution
Selection of the way 
stimuli arc presented
Verbal description (multiple cue, stimulus card), paragraph description, visual, 
pictorial or three-dimensional model representation
Selection of data 
collection procedure
Person-to-person interview, mail survey, computer interview
Selection of the method 
for evaluating the stimuli 
(measurement scale for 
the dependent variable)
• Metric scales • Non-metrie scales
o Rating scales, o Paired profile 
o Constant-sufcBfibale comparisons, 
o Dollar metrics °  Rank order
Estimation of benefit 
values method
Estimation method for metric; Estimation method for non-
T . c metric:• Least Squares
. • MONANOVA PREFMAP,
• Multiple Regression LINMAP,
• LOGIT, PROBIT
• Johnson’s numeric trade-off 
analysis
Table 5.1: Steps involved in conjoint analysis (Green and Srinivasan, 1978).
Green and Srinivasan, 1990; Hausmckinger and Herker, 1992; Vriens, 1995; 
Schweikl, 1985; Schubert 1991). Green and Srinivasan (1978) argue that by focusing 
attention on the steps themselves, better overall combinations may emerge. One the other 
hand, Gustafsson et al. (2003) noted that although each step is suitable for revealing 
findings and future development of the research areas, no one should think that individual 
steps could be carried out one after the other, and that decision could be made 
independently. Table 5.1 outlines the steps involved in a carrying out a conjoint analysis.
The preference function is the basis for determining partial benefit values for the 
respective attributes that reflect the preferences of the persons interviewed (Gutsche, 1995; 
Green and Srinivasan, 1978; Schweikl, 1985; Gustafsson et al., 2003), and is often the first 
step in the selection of the preference function based on which the influence i.e. that the 
defined attributes have on respondents’ preferences, shall be determined (Gustafsson et al., 
2003). Other authors have emphasised the importance of selecting attributes and their 
levels as the first step (Vriens, 1995).
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Nevertheless, most authors seem to agree that the most frequently used models are 
the: ideal vector model, ideal point model, and the partial benefit or part-worth function 
model (Srinivasan and Shocker, 1973; Parker and Srinivasan, 1976; Green and Srinivasan, 
1978; Schweikl, 1985; Vriens, 1995). The three models are further described below.
First, let
= 1, 2, ..., t ..................................Equation 5.2
denote the set of t attributes or factors that have been chosen. Next let yjp denote the level 
of the ^ th attribute for theyth stimulus. Consider the case where is a continuous variable.
The ideal vector model of preference states that the preference Sj for the yth stimulus is 
given by:
^  W p y j p ......................Equation 5.3
Where the {wp} are the individual’s weights for t attributes. Gustafsson et al. (2003) noted 
that the weights {wp} will, in general, be different for different individuals in the sample. 
Geometrically, the preference sj can be represented as the projection of the, stimulus point 
{yjp} on the vector {wp} in the t-dimensional attribute space.
When using the ideal vector model, a proportional relationship is assumed between a 
partial benefit value and the manifestation of an attribute. This means that benefit increases 
( Wp > 0) or decreases (wp < 0) with an increasing or decreasing manifestation of the 
attribute (Vriens, 1995; Srinivasan et al., 1983; Allenby et al., 1995).
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The ideal point model is used when the researcher assumes the existence of an ideal
manifestation. The benefit value of a manifestation drops as soon as it falls below or
exceeds the ideal point (Green and Tull, 1982).
The ideal-point model st; s that the preference is negatively related to the
squared (weighted) distance dj^  of the location {yjp} of the yth stimulus from the
individual's ideal point {Xp}, where dj^  is defined as:
2 2 
d j  — ^  W p (y jp  -  X p )  .............. Equation 5.4
p = \
Thus, stimuli which are closer to the ideal point will be the more preferred ones.
5.5.1 The Part-Worth Function Model
This is also known as the partial benefit model and can be stated as follows:
f p  ( y jp )  Equation 5.5
Where fp is the function denoting the path worth of different levels of yjp for the pth 
attribute.
In practice,^ (yjp) is only estimated for a select set of levels for typically three 
or four. The part worth for intermediate yjp and yjp that fall outside the range of estimation 
can therefore be interpolated or extrapolated respectively. However, the validity of the 
latter is questionable. In this regard, Green and Srinivasan (1978) advise the researcher to 
try to employ the full range of attributes, wherever practical.
Nonetheless, the part-worth function approach has received wide acceptance partly due to 
the ready interpretability of the graphically displayed attribute part-worth function.
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In addition, the path-worth model is the most flexible of all the 3 models in the 
sense that it allows different shapes for the preference function along each of the attributes 
(Green and Srinivasan, 1978) or better still includes the ideal vector and the ideal point 
models as special cases (Carroll, 1972).
Green and Srinivasan (1978) however noted that although the part-worth model 
seems to be the most attractive in terms of being compatible with an arbitrary shape for the 
preference function, this benefit comes at a cost of having to estimate additional 
parameters thereby lowering their reliability. Consequently, as we go from the ideal vector 
to the ideal point and to the part-worth function models, the reliability of the estimated 
parameters is likely to decrease. As a result, the relative desirability of the three models is 
not clear.
On the other hand, if the attribute is categorical (e.g. mode of travel -  auto versus 
carpool versus public transit or type of educational institution- junior college, private 
university, state university), the researcher is forced to use the part-worth function model 
(Green and Srinivasan, 1978). This particular scenario is analogous to the three levels of 
critical display of information systems which would later be adopted in this study- critical, 
important, and desirable. Based on these considerations, the type of preference model to be 
used in this study would the part-worth function model. Figure 5.1 displays in graphical 
format the three alternative models of preference.
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Figure 5.1: Alternative models o f  preference (green and Srinivasan, 1978).
5.6 Data Collection Method
Following the selection of the preference model, the next step is to determine the way in 
which the prototypes or mock ups are presented to respondents for evaluation. Data 
collection methods in conjoint analysis have mainly involved variations of two basic 
methods: the two-factor procedure (Johnson, 1974), and the full-profile approach (Green 
and Rao, 1971).
5.6.1 The Two-Factor Method
The two-factor procedure is also referred to as the trade-off analysis or two-at-a-time 
procedure. As the name implies it considers factors (attributes) on a two-at-a-time basis. 
The respondent is asked to rank the various combinations of each pair of factor levels from 
most preferred to least preferred. Therefore, it reveals preferences for prototypes only that 
are partially described by 2<K attributes (Mohn, 1989).
In practice, both factors that are considered are combined together in a matrix with 
the levels of a factor allocated either horizontally or vertically on the matrix. Ranked 
preferences are indicated in the cells for all combinations within the matrix. Although the
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two-factor procedure is simple to apply, reduces information overload on the part of the 
respondent and also lends itself easily to mail questionnaire form, since no special props 
are needed, it is not without its limitations:
First, the approach has been generally criticised for its being limited to raking data 
(Wittink et ah, 1994). Notwithstanding, its original introduced by Johnson (1994) for 
ranking data, Aust (1996) points out that it can be easily generalised for nearly other 
evaluation scale that is common in conjoint analysis.
Second, in decomposing the overall set of factors to two- at-a-time combinations, 
there is some sacrifice in realism. Moreover, respondents are usually unclear as to what 
should be assumed about the remaining t-2 factors that are not being considered in a 
specific evaluation task. Consequently, when the attributes of a product or service are 
correlated (e.g., for technological reasons), what the rank order in a particular table 
corresponds to is not clear (Green and Srinivasan, 1978).
Third, given an unwieldy number of conjoint tasks to be evaluated, respondent 
fatigue may introduce non-sampling errors into the study. For instance, given a 
hypothetical scenario of say, six factors with each at four levels, the respondent could be 
asked to fill out 15 tables, each consisting of 24 cells. While partially balanced incomplete 
block designs (Green, 1974) can be used to reduce the number of two-way tables, the total 
number of required judgments is still quite large.
Fourth, there is the tendency for respondents to either forget where they are in the 
table or to adopt patemised types of responses, such as always attending to variations in 
one factor before considering the other (Johnson, 1976).
136
Lastly, Green and Srinivasan (1978) argue that the two-factor method appears to be 
most suited to verbal descriptions of factor combinations, rather than pictorial or other 
kinds of iconic presentations. For example, a study of package designs in which colour 
logo, size and shape can be simultaneously varied and portrayed graphically would not 
lend itself well to this approach.
5.6.2 The Full-Profile Method
The full-profile method is also known as the concept evaluation task or the multiple factor 
evaluation method. This method utilises the complete set of factors or attributes 
considered. The main argument in favour of the full-profile approach is that it gives a more 
realistic description of stimuli by defining the levels of each of the factors and possibly 
taking into account the potential environmental correlations between factors in real stimuli. 
This strength also appears to be its downfall in the sense that it makes the evaluation task 
tedious for the respondent by having to consider several factors at one time. Because of 
this overload problem, the full-profile procedure is generally confined to, at most, five or 
six factors in any specific sort (Green and Srinivasan, 1978). Based on these two 
considerations. Green and Srinivasan (1978) suggested that “in contexts where the 
environmental correlation between factors is large and the number of factors on the 
stimulus card is small (but greater than two), the full-profile approach is likely to be better 
in terms of predictive validity. However, if the environmental correlation between the 
factors is small and the number of factors on the stimulus card is large, the two-factor-at-a- 
time approach is likely to be better”. It is however noteworthy that when some industrial 
studies have involved up to 25 factors, each at from two to six levels, the analyst is forced 
to incorporate “bridging-type” factors. Here, the idea is to prepare several card decks in
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which the full set of factors is first split into subsets of five or six factors each. Each card 
deck is then composed of factor combinations that involve up to five factors only. In each 
case one or two factors are common across decks so that they provide a basis for linking 
part-worth functions across the various subsets of factors. Table 5.2 compares the strengths 
and weaknesses of the two approaches to data collection.
Strengths: Two-Factor Method Strengths: Full-Profile Method
• Simplicity in application
• Reduces information overload
• No special props are needed hence 
lends its self to self-completion and 
mail questionnaire forms
• Relatively larger number of factors can 
be accommodated
• Utilises the complete set of factors 
hence portrays more realism
• Flexibility in accommodating both rank 
order and rating scales
• Most suited for graphical and pictorial 
descriptions of factors.
Weaknesses: Two-Factor Method Weaknesses: Full-Profile Method
More suitable for ranking data
Departure from realism due to the 
decomposition of overall set of factors 
to two-at-a-time combinations
Respondent fatigue as a result of large 
number of evaluation tasks
Pattemised type of responses
Most suited to verbal descriptions of 
factor combinations
Limit on levels of continuous 
variables for manageability of trade­
off tables
Problem of potential overload of 
information
Limit of 5 to 6 factors
Limit on levels of continuous variables 
for manageability
Table 5.2: strengths and weaknesses of the two-factor and full-profile method.
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Thus, it is clear that a full-profile approach would be best suited for this study based on the 
following considerations:
• The environmental correlation between factors is large i.e. information features
appear in tandem in a graphical format on the user interface.
• The number of factors on the stimulus card would be greater than two and less than
six.
5.6.3 Hybrid Conjoint Analysis
Another data collection method in conjoint analysis includes the hybrid conjoint analysis. 
This method combines a direct (compositional) part of the study in which the respondents 
have to give direct judgements about the importance of individual attributes and an indirect 
(decompositional) part of the study that represents the actual conjoint interview with 
selected combination of attributes (Green et al., 1981; Green, 1984; Schubert, 1991).
5.6.4 Adaptive Conjoint analysis
The adaptive conjoint analysis (ACA) method is viewed as a modem form of the two- 
factor method (Johnson, 1987; Schubert, 1991). This method can provide a detailed 
analysis of the individual benefit stmcture of each respondent because the questions asked 
are adapted to the previous answers in a computer-aided data collection process (Green and 
Srinivasan, 1990).
According to Safizadeh (1989) the increasing popularity of the full-profile 
approach is due to the fact that multiple-factor evaluations have less problems resulting 
from overvaluation of single major attributes taken out of their context as compared to the 
other approaches. However, Wittink et al. (1994) have shown that adaptive conjoint is 
gaining ground.
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The number of attributes that could be integrated into a conjoint design increases 
with the development of ACA or hybrid procedure. It therefore makes sense to pay 
attention to studies where these attributes are the object of interest. For instance, Orme et 
al. (1997) in their study concluded that an affirmative or negative presentation of items 
may influence the evaluation of alternatives. This proves the loss aversion effect from 
description decision theory (Kahneman and Tversky 1979, 1991).
5.7 Selection of Data Collection Design
In addition to the way in which the respondents are supposed to evaluate stimuli, the 
number of stimuli is of relevance (Gustafsson et al., 2003). This is because it is often 
expensive (Pearson and Boruch, 1986) and a source of respondent fatigue when all 
possible combination of factors are evaluated as in a complete factorial design. It is 
therefore important to keep the number of stimuli to be evaluated as low as possible. An 
upper limit of 30 is recommended (Green and Srinivasan, 1978). Therefore, a reduced 
design represents the complete design based on a smaller number of stimuli and is 
desirable (Green, 1974; Bauer and Thomas, 1984). There are two main ways of reducing 
the number of stimuli in conjoint analysis (Gustafsson et al., 2003). This can be either 
through the random sampling or the orthogonality method. As the name implies, the former 
involves taking as many stimuli as required out of the design by random selection. This 
method is however not commonly used in practice. It is however common to reduce the 
design systematically in such a way that othogonality, i.e. the independence of the factors 
(attributes) is retained. An orthogonal array refers to a special experimental design in 
which the test combinations are selected so that the independent contributions of all factors
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involved are balanced. In this way each factor’s weight is kept separate and is not confused 
with those of other factors (Green and Wind, 1975).
This second method would be adopted in this study. The orthogonal design 
procedure in SPSS, adopts a fractional factorial design, and therefore makes it possible to 
gather information on a considerable number of prototypes although respondents only rated 
a limited number of prototypes. Importantly, the fractional factorial design maintained the 
effectiveness of evaluating the relative importance of the multi-dimensional attributes of an 
artefact.
5.8 Selection of the Way Stimuli are Presented
Two main ways of presenting incentives are through the verbal and visual presentation 
(Vriens, 1995; Schubert and Wolf, 1993). When presentation is verbal, the stimuli can be 
presented on product information sheets using key words, descriptive sentences or a 
combination of key words and explanatory sentences (Gustafsson et al., 2003). When 
presentation is visual, a graphic representation is appropriate. This latter approach is most 
suitable for a study of this nature as it deals with the visual order of presentation of 
information features and the display of presentation formats. To this end, a brief definition 
of each feature would first be presented to each respondent at the beginning of the 
interview, followed by the evaluation of prototypes.
141
An example of the prototypes developed for each of the 11 generated profiles used 
for the experiment is presented in Figure 5.2.
Welcome, [Member name]
Account inroimatian
Current point tislance 
srrtsrsfiip Le. -I
Accmnt number
McmbcrsJilp mroimaQon
0
Bionze
iTur Ptsîr. ïtibn »Stays Recorded 
Our record! show no stay made in the last 10 months
Rewards Requested Sroer Re/, arts »
%u can view a fat of all currently ordered oertiflcates that ha'^ not yet been isdeemed ISr a rewaid 
Our record! show rw art her points earned in the last 10 months
Other Paints Earned
Our records show no other points earned in the last 10 months
l/cre ‘.v s.str Eyn
Figure 5.2: A prototype o f  the homepage o f  a loyalty programme.
5.9 Selection of Data Collection Procedure
Subjects who participate in a study can make their statements depending on the way in 
which the incentives are presented either in person-to-person interviews, in writing by 
mail, phone or using computer (Vriens, 1995). According to Wittink and Cattin (1989) 
surveys by phone and mail are mainly used to ensure geographic representativeness. This 
therefore precludes the use of both methods.
5.10 Selection of the Preference Scales
The scales to be used by subjects for evaluating stimuli can be divided into metric and non­
metric variants (Green and Krieger, 1993). A metric scale is assumed for rating scales
whilst a non-metric scale level is assumed for rankings and paired profiles comparisons.
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Both scales have been widely adopted and debated in previous studies. Carmone et al. 
(1978) found in their studies that rating scales will provide more accurate results than 
ranking scales. Scott and Reiser (1984) oppose this finding after evaluating their own data. 
They argue that when subjects evaluated the profiles based on ranking, predictive validity 
was greater as compared to rating. A third perspective was taken by Gustafsson et al. 
(2003) who in their study argue that results obtained using the rating method do not 
significantly deviate from those obtained using ranking. It is imperative to note that the 
variable being measured here is the dependent variable. Overall user preference being the 
collective measure of user experience in the current study was used as the dependent 
variable.
5.11 Estimation of Benefit Values
In order to analyse the preference data collected outlined in the previous steps, the partial
benefit values will have to be estimated for all manifestations of attributes. The methods
that are available for analysis will depend on decisions made so far in the conjoint analysis
(Vriens, 1995). In particular, provide the preference model and scale level of the
preference data collected provide the framework for analysing the conjoint data. The use of
algorithms is usually adopted in estimation. Non-metric algorithms include PREFMAP as
developed by Carroll (1972), LINMAP (Srinivasan and Shocker, 1973; 1977), POLYGON
(Young, 1972), MONANOVA (Kruskal, 1965). For metric scale level, the method most
frequently used is regular dummy regression analysis (Kruskal, 1964a; Kruskal, 1964b).
The most important estimation techniques are MONANOVA, LINMAP and OLS (Wittink
et al., 1994). MONANOVA is an additive (main effects) model for performing conjoint
analysis with factorial designs. Operationally, this means that each respondent is given a
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set of descriptions to rank or otherwise respond to. Each of these descriptions is formed 
from a combination of the levels of the two or more independent variables and according to 
a factorial design. The analysis finds utility values for each level of each independent 
variable such that the ranking of main-effects combinations best preserves the original 
ranking of the design descriptions. MONANOVA is capable of analysing data for multiple 
respondents or aggregate data for a group of respondents (Kruskal, 1964).
5.12 Conclusion
Conjoint analysis was identified as the technique to be adopted in addressing the objectives 
of the study which primarily involves the building of the proposed IT artefact. This is 
based on the decompositional and multi-attribute judgement characteristic of the technique 
which was found to be suitable for addressing a problem of this nature by the researcher. 
To this end, the recommended guidelines in conducting a conjoint study were adopted to 
firstly justify the use of conjoint analysis and thereafter analyse the steps which would be 
taken towards addressing the objectives of the study.
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Chapter 6: Experiment 1
6.1 Introduction
The primary purpose of this chapter is to provide a detailed explanation of the 
methodology of research adopted in fulfilling the objectives formulated at the outset of this 
study which has mainly to do with the building of the proposed artefact. The multi-method 
approach adopted in the first experiment is discussed in this chapter, along with the 
experimental results. First, a qualitative assessment of the nature and display of 
information features on the homepage of a loyalty website which was used as the 
application domain in this first experiment was carried out. The initial phase (Phase 1) was 
useful in developing a base conjoint profile and an experimental design for the next phase 
of the study. A quantitative conjoint experimental design which is a multi-attribute 
judgment analysis technique involving a posterior decomposition of a respondents decision 
process (Priem, 1992) was adopted in the subsequent phase of the study. Through this 
approach, the underlying structure of the respondents’ decision rules over a series of 
decisions can be statistically inferred by estimating the regression equations underlying the 
model (Louviere, 1988). Each participant evaluates a series of independent information 
design profiles which represent a loyalty program’s homepage information design with a 
different visual order of presentation of information features involving 35 subjects (Phase 
2 and 3) aimed at building the proposed artefact.
The justifications for adopting these methodologies, the process and elements of the 
design of the survey instruments (i.e. questionnaire and prototypes) as well as the data 
collection process are discussed in this chapter. A 3-Phase multi-method research approach
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is presented in Figure 6.1 below. The experimental results are presented at the end of the 
chapter.
6.2 The Objectives of the Study
Against the background of the overall objective of designing the visual information of a 
user interface using a multi-attribute judgement conjoint analysis approach, it is expected 
that the findings of the study would contribute to the body of knowledge in the following 
areas as expected of a design science research:
• To understand the relative importance of the information features displayed on the 
homepage of a hotel loyalty website
• To examine the effect of the visual order of presentation of information features on 
user preference
• To prescribe a design combination of the information features which optimises user 
preference
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Phase 1 : Conjoint development
Literature review to draw similarities 
to relevant areas of academ ic 
fields including MIS
W eb search to identify features 
common to the hom epage of 
loyalty websites and visual 
information display
Develop an experimental design 
based on literature and web search
P hase  2: Conjoint questionnaire design
Development of base  conjoint profile
Generation of orthogonal profiles i.e. 
minimum number of profiles required 
For statistical reliability using 
SP SS  Conjoint Alcorithm___________
Design of prototypes based  on 
orthogonal profiles
Feedback on designed profiles by 
experienced MIS academ ics and 
practitioners
P hase  3: Conjoint questionnaire administration
Introduction to Lab Experiment
Demographic and profiling questions
Definitions of features and introduction 
of Task____________________________
Show prototypes #1 to #11
A ssessm ent of prototypes #1 to #11
Source: Author
Figure 6.1: An overview o f the multi-method research approach for Experiment 1.
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6.3 The Nature of Research
Following the identification of the theoretical research paradigm for this study in Chapter 1 
of this thesis, most researchers agree on the next stage in the research design process which 
has to do with the determination of the appropriate methodology to be used in conducting 
the research (Denzin and Lincoln, 1994; Grotty, 1998; Sarantakos, 1998). Therefore, at this 
juncture, it is imperative to address the nature of research.
Within the boundaries of advancing knowledge, addressing business issues and 
solving managerial problems, the purpose and context of research can vary considerably. 
Despite this variety, research studies can be placed on a continuum according to their 
purpose and context. At one extreme of the continuum is research that is undertaken purely 
to understand the processes of business as well as management issues and their outcomes 
(Saunders et al, 2000) or “carried out mainly to enhance the understanding of certain 
problems that commonly occur in organisational settings and seeking methods of solving 
them” (Sekaran, 2003). Such research is undertaken largely in universities and largely as a 
result of an academic agenda (Saunders et al., 2000). This is often termed, basic, 
fundamental or pure research (Sekaran, 2003; Saunders et al., 2000). On the other end of 
the continuum is research done with the intention of applying the results of the findings to 
solve specific problems currently being experienced in an organisation (Sekaran, 2003) 
that is of direct relevance to managers, addresses issues that they see as important, and is 
presented in ways that they understand and act on (Saunders et. al., 2000). This is termed 
applied research (Sekaran, 2003; Saunders et al., 2000). Although this research is primarily 
about developing an artefact and its goal being that of utility, which seems to share
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similarities with applied research, it has however being argued by design science 
researchers that design science studies are complementary in nature to behavioural science 
and often lead to theories which support the usage of these artefacts and thus still forms 
part of the academic agenda. As discussed earlier, whilst the goal of behavioural-science 
research is truth, the goal of design-science research is utility. Truth and utility are 
inseparable because truth informs design and utility informs theory. Therefore, both the 
design-science and behavioural science are complementary paradigms and are needed to 
ensure the relevance and effectiveness as well as to advance knowledge within IS research 
(Hevner et al., 2004). Based on the nature of this contribution to the design science 
paradigm earlier discussed, this study can be regarded as a basic research.
6.4 Research Methodology
A research methodology is a plan and structure of investigation so conceived as to obtain 
answers to the research question (Kerlinger, 1992). Similary, Sekaran (2000) defines 
scientific research as focussing on the goal of problem solving and pursues a step-by-step 
logical, organised and rigorous method to identify problems, gather and analyse them in 
order to draw valid conclusions. According to Sekaran (2003), adopting a scientific 
approach to research allows the researcher to make comparisons with previous studies and 
helps to state findings with accuracy and confidence. The following section examines the 
six basic aspects of research methodology. The research design for the 3-phase multi­
method approach would be properly delineated. This will cover aspects such as the purpose 
of study, type of investigation, extent of researcher interference, study setting, unit of 
analysis and time horizon as well as the steps involved in carrying out a conjoint analysis 
earlier discussed.
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6.5 Methodology I (Qualitative): Phase 1- Conjoint Development
A preliminary qualitative assessment of the homepages of different loyalty Web sites in the
hotel industry was carried out to identify information features which are common to these 
information dashboards as well as how information is presented. This methodology was 
adopted because prior that point in time, there was no such information existing in the 
body of literature to the knowledge of the researcher. Thus, the methodology adopted in 
this phase of the study can be further analysed under the following six basic areas of 
research design.
6.5.1 Purpose of Study
Studies may either be exploratory or descriptive in nature, or may be conducted to test 
hypotheses. The nature of the study- whether it is exploratory, descriptive, or hypothesis 
testing, depends on the stage to which knowledge about the research topic has advanced 
(Sekaran, 2003). In effect, an exploratory study is undertaken when not much is known 
about the situation at hand, or no information is available on how similar problems or 
issues have been solved in the past. (Sekaran, 2003). According to Sekaran (2003), a 
descriptive study is undertaken for such reasons as to: ascertain and be able to describe and 
understand the characteristics of a group in a given situation, think systematically about 
aspects in a given situation, offer ideas for further probe and research and/or help make 
certain simple decisions. Whereas qualitative data obtained through observation or 
interviewing individuals may promote the understanding of the phenomena at the 
exploratory stages of a study, quantitative data become necessary in terms of descriptive 
studies. Studies that are involved in hypothesis testing usually explain the nature of certain
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relationships, or establish the differences among groups or the independence of two or 
more factors in a situation, thereby offering an enhanced understanding of the relationships 
that exists among variables. Because this preliminary phase of study is important in 
obtaining a good grasp of information features that are common to loyalty Web sites which 
is the phenomena of interest, and advancing knowledge through subsequent building of the 
conjoint base profile, the purpose of this phase of the study can therefore be best described 
as an exploratory qualitative assessment.
6.5.2 Type of Investigation
Sekaran (2003) classifies the type of investigation as being causal or correlational in 
fulfilling the objectives of a study. In general, whether a study is causal or correlational 
depends on the type of research questions asked and how the problem is defined. Whilst 
the former is done when it is necessary to establish a definitive cause-and-effect 
relationship, the latter seeks to identify the important factors associated with the problem. 
Sekaran (2003) concluded that more often, the researcher is asked to identify the crucial 
factors associated with the problem, rather than establish a cause-and-effect relationship 
given the complex nature of relationships that exist amongst several organisational factors. 
To this end, this initial phase of the study may be classified as a correlational study as the 
intention here is not to establish a causal connection but to merely identify the information 
features that are associated with the homepage of loyalty Web sites in the hotel industry.
6.5.3 Extent of Researcher Interference
Unlike in causal studies where the researcher tries to manipulate certain variables so as to 
study the effects of such manipulation on the dependent variable of interest, correlational 
studies are carried out within the natural environment of the organisation or target
151
audience, with minimum interference from the researcher (Sekaran, 2003). This phase of 
the study was carried out with minimal interference from the researcher.
6.5.4 Study Setting
As most of the study took place on the computer by observing a select number of loyalty 
Web sites, this can be said to have taken place in a non-contrived setting (i.e. the natural 
environment where Web sites are naturally viewed). Sekaran (2003) noted that 
correlational studies are invariably conducted in non-contrived settings, whereas most 
rigorous causal studies are done in contrived lab settings.
6.5.5 Unit of Analysis
The unit of analysis refers to the level of aggregation of the data collected during the 
subsequent data analysis stage. This may be broadly classified as individual, dyads and 
groups (Sekaran, 2003). Since, the homepages of loyalty programs are the sources of 
information for this study; data was collected from each organisation’s homepage being 
treated as an individual data source. Therefore, the unit of analysis for this preliminary 
study is the user homepage.
6.5.6 Data Collection
Data was collected only once, over a two-week period, from the July 18* to July 3U\ 
2007. This can be regarded as a one-shot or cross-sectional survey (Sekaran, 2003).
Data collection methods are an integral part of research design. The sources of data 
may be primary and secondary sources. However, whilst primary data refer to information 
obtained first-hand by the researcher on the variables of interest for the specific purpose of 
the study which may be collected through sources such as from individuals, focus groups 
panel of respondents or some unobtrusive sources, secondary data refers to information
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gathered from sources already existing and may be collected from sources such as 
company records or archives, government publications, industry analysis, internet etc.
Interviewing, administering questionnaires and observing people and phenomena 
are the three main data collection methods in survey research (Sekaran, 2003). An 
unobtrusive data collection method was adopted for the preliminary study through careful 
observation and an assessment of the homepage of the loyalty programs of the largest five 
hotel chains. Unobtrusive measures can be analysed, as surveys can be; letters, memos, and 
other "qualitative" information can be content-analysed, just as interviews and direct 
observations are. Sometimes, unobtrusive measures can save a great deal of time and 
money, because a point can be made using existing data instead of new data.
6.6 Loyalty Programs
The author has considered using the homepage of online loyalty programs in this research 
first because the nature of tasks involved is goal oriented in nature and secondly because 
they are typical of online information dashboards having a variety of information features 
which are necessary to attract and sustain the interest of the user over the lifetime of the 
user on the program. Therefore, the level of involvement of users with such Web pages 
could be said to be relatively high.
In their elaborate study. Brown et al. (2006) compared the homepage designs of the 
fastest growing companies to the largest ‘Fortune 30’ companies in the USA and to 
benchmark the designs against best practices in the industry. Their study concluded that the 
largest companies in the USA used designs that are more consistent with the best practices. 
Thus, the researcher has assumed the validity of this finding in the hotel industry in 
deciding on the choice of hotel chains to be understudied.
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A recent study confirmed the InterContinental Hotel Group as the largest hotel company in 
the world by room numbers. The UK-based company has surpassed the 600,000 room 
mark keeping it in the number one spot since 2004 (www.caterersearch.com). According to 
their research, the list below comprises the Top 10 hotel groups in the world.
1. InterContinental Hotels Group
2. Wyndham Worldwide
3. Marriott International
4. Hilton Hotels
5. Accor Group
6. Choice Hotels
7. Best Western
8. Starwood Hotels & Resorts
9. Carlson (holdings in Rezidor Hotel Group)
10. Global Hyatt
6.6.1 Sampling
The top five were purposively selected out of the 10 hotel chains listed through a purposive 
sampling technique. It is however worth mentioning that Accor Group at the number five 
spot was substituted with the Global Hyatt as they did not readily have an online loyalty 
program at the group level. The name and homepage of the final five selections which 
were understudied are as follows:
• InterContinental Hotels (Priority Club) www.ichotelssroun.com/Drioritvclub
• Wyndham Worldwide ( Wyndham Rewards) www.wvndhamrewards.com
• Marriott International (Marriott Rewards) www.marriott.com/rewards
• Hilton Hotels (Hilton Honours) www.hiltonhonours.co.uk/honours
• Global Hyatt (Hyatt Gold Passport) www.goldpassnort.hvatt.com
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In order to gain access to the user homepage which effectively serves as the 
platform for comparing information features across these online loyalty programs and 
therefore data collection, it was necessary for the researcher to sign up for each of the five 
hotel loyalty programs. The following are examples of the user homepage of some hotel 
loyalty programs displayed in Figure 6.2 and 6.3.
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Figure 6.2: Hilton’s loyalty programme.
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Figure 6.3: InterContinentaFs loyalty programme.
6.7 Phase 1 (Qualitative Assessment): Results
The methodology adopted involved a qualitative assessment of the information features of 
the homepage of a loyalty Web site. This is required for the subsequent development of a 
base conjoint profile. The homepage of the online loyalty programs of five major hotel 
chains were used. The examination was carried out specifically to identify information 
features that are common to these online loyalty programs and to understand how these are 
presented and arranged. The study identified four prominent information features which 
include:
Membership Feature: This principally displays information on the account user’s 
name, number, membership level, points balance and earning preference- which 
could either be points or miles or both.
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Account Feature: This provides more detailed information on the transactions 
carried out on the account. These may include the number of stays at a hotel, 
ordered reward certificates, and additional points earned through other means apart 
from hotel stays.
Context Feature: A third feature was identified as context feature, which refers to 
the rewards and benefits which the account user qualifies for based on his or her 
current point balance and member profile. These rewards could be in form of hard 
or soft benefits, points or perks (Ferguson, 2006), necessary or luxury (Kivetz and 
Simonson, 2002), monetary or non-monetary (Chandon et al., 2000). In support of 
this. Few (2006) argues that ‘contexts’ makes the difference between numbers that 
just sit there on the screen and those that enlighten and inspire action.
Challenge Feature: Lastly, loyalty Web sites have also devoted attention to 
challenge features aimed at motivating consumers to reach a target. This concept 
can be likened to the “dangling of the proverbial carrot” which is an ancient art that 
is commonly understood to be at the heart of human behaviour, psychology, 
motivation, and, in particular, business. It is analogous to promotion in the original 
4Ps of marketing. Lastly the concept is also not new to IS literature as Agarwal and 
Venkatesh (2002) noted that promotion is critical to drive traffic to a Web site. The 
use of pressure features in information systems has also been demonstrated to 
improve the efficiency of systems (van der Heijden, 2006).
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Figure 6.4: Phase 1 results.
6.8 Conceptual Experimental Design
The four main information features identified in this preliminary study were; Membership 
feature, Account feature. Context feature and Challenge feature. From the analysis in 
Figure 6.4, this can also be each of these features can be visually arranged or displayed in 
either of three levels. For the purpose of this study the researcher adopts a top-down 
hierarchy of arrangement namely; Critical, Important and Desirable. This leads to a multi­
factor level model presented in Figure 6.5.
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Figure 6.5: A multi-factor conjoint experimental design.
This can also be represented by Table 6.1 which displays the four factors representing the 
information features and 3 factor levels representing the order of presentation, considered 
in this study.
Table 6.1: A Conjoint Experimental Design
Factors (i.e. features)
Account
feature
Membership
feature
Context
feature
Challenge
feature
Factor
Levels
Critical Critical Critical Critical
Important Important Important Important
Desirable Desirable Desirable Desirable
A total of 81 (i.e. 3X3X3X3) possible combinations of the factor levels are achievable 
from this design. However, as with most full-profile conjoint studies, only the main (i.e.
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orthogonal) effects of the experimental design were generated by SPSS thereby reducing
the number of profiles to be displayed considerably (Hair et al. 1995).
6.9 Methodology II (Quantitative): Phase 2&3 - Conjoint Questionnaire Design and 
Administration
Following the identification of the information features of loyalty programs in the 
preliminary qualitative assessment, Phase 1, an experimental design was developed. This 
framework was used in the development of a base conjoint profile for Phase 2. The base 
conjoint profile would be presented and discussed in the next section.
6.9.1 Purpose of the Study
As earlier discussed, this phase of the study addresses a design science research objective 
as it principally aims to build an IT artefact. Therefore, unlike the positivist philosophy 
which deals with problem-solving and the testing of the theories derived to test these 
understandings, it is also not design research, in which IT artefacts are designed to improve 
processes. Models and prototypes are often the products of design research.
6.9.2 Type of Investigation
This study would follow a causal investigation approach where the researcher typically 
tries to manipulate certain variables so as to be able to study the effects of such 
manipulation on the dependent variable of interest to establish a definitive cause-and-effect 
relationship. In particular, the criticality of the display of the identified information 
features will be manipulated in this research to examine its effect on user experience (as 
measured by overall preference). Figure 6.6 is a presentation of the base conjoint profile.
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6.9.3 Extent of Researcher Interference
Unlike in correlational studies which are being conducted in the natural environment of the 
organisation or the phenomena being measured, with minimum interference by the 
researcher with the normal flow of activities, in causal studies however, the researcher 
deliberately alters certain variables in the setting and interferes with the events as they 
normal occur. In this study, since the criticality of display is being manipulated at varying 
levels i.e. Critical, Important and Desirable, in order to have different attribute-level design 
combinations, there is a high degree of researcher interference.
6.9.4 Conjoint Questionnaire Design
A fractional factorial conjoint design was implemented using SPSS CONJOINT algorithm,
which generates the minimum number of attribute combinations needed for data collection.
This algorithm generated eleven profiles that were later developed into prototypes (see
Appendix A5) and evaluated by each respondent. The prototypes were pretested with a
161
group of five MIS professionals both in academia and industry to ensure that the 
instrument was unambiguous, possessed face validity and the profiles were realistic.
The four information features used in the study were Account Information Feature, 
Membership Information Feature, Context Information Feature and Challenge Information 
Feature. As part of the conjoint design, each subject was presented with the same series of 
eleven prototypes, each of which had the four information features earlier discussed. These 
information features can be thought of as factors or attributes of the homepage of loyalty 
programs and can each be displayed or arranged at different levels of criticality from 
critical, important to desirable in a top-down fashion. Each scenario presented a different 
product profile with a unique combination of attribute values for the four information 
features.
A set of demographic and profiling questions were first introduced in the 
questionnaire. Following this, an introduction to the experiment which introduced the task 
as well as provided instructions and a definition of each information feature was presented 
to each respondent (see Appendix A3). Membership Information was defined as 
“information on the member’s name, number, membership level, points balance and 
earning preference- which could either be points or miles or both”. Account Information 
was defined as “information on the transactions carried out on the account. This may 
include the number of stays at a hotel or flights taken, ordered reward certificates, and 
additional points earned through other means apart from hotel stays or flights taken”. 
Reward Information was defined as “rewards and benefits which the member qualifies for 
based on his or her current point balance and member profile”. Lastly, Challenge
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Information was defined as “information aimed at motivating members to reach a specific 
target such as what you need to do to reach the next level of membership”.
The dependent variable was measured by the ranking of the prototypes in order of 
preference from a rank of 1 being the most preferred prototype to 11 being the least 
preferred prototype. As the experiment was paper based, subjects were asked to record the 
ranks in a separate sheet provided.
6.9.5 Study Setting
While correlational studies are invariably conducted in non-contrived settings; where work 
normally proceeds, the most rigorous causal studies are done in artificial contrived lab 
settings. Experiments done to establish cause and effect relationship beyond the possibility 
of at least doubt, require the creation of an artificial, contrived environment in which all 
extraneous factors are strictly controlled. Similar subjects are chosen carefully to respond 
to certain manipulated stimuli and are being referred to as lab experiments (Sekaran, 2003). 
Table 6.2 summarises the distinction amongst the different kinds of study settings.
Following this distinction, it is clear that this study would be carried out through a 
laboratory experiment. Therefore, respondents were purposely invited into a lab where they 
evaluated different prototypes designed by the researcher.
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Research
Setting
Description
Field Studies Where various factors are examined in the natural setting in which daily 
activities go on as normal with minimal researcher interference
Field
Experiments
Where cause and effect relationships are studied with some amount of 
researcher interference but still in the natural setting where work 
continues in the normal fashion
Lab
Experiments
Where the researcher explores cause and effect relationships not only 
exercising a high degree of control but also in an artificial and 
deliberately created setting
Table 6.2: Differences in types of research settings (adaptedfrom Sekaran, 2003).
6.9.6 Model Specification
In this study, the profiles were homepage prototypes and the attributes were the four 
different information features of an online loyalty program earlier identified. Subjects were 
asked to rank the profiles in order of preference of how they would like the information 
features on the homepage of their online loyalty program to be arranged. From these 
responses, the part worth utility for each information feature was computed. This indicates 
the value that each respondent associates with a given information feature. The relative 
importance of each attribute is indicated by its regression weight (aj). aj, which represents 
the relative importance of the jth attribute is estimated by considering it in the context of 
the other three attributes in the model. Overall preference was then estimated as a multi­
attribute function of the 4 attributes and summarized in Equation 6.1.
User preference = Uo + 2  aj x Xj+ 8i....................Equation 6.1
Information 
feature j= l
Where, uj = relative importance of information feature j 
X j  = order level of information feature j for a given profile 
£i = residual error term
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Because the researcher is interested in assessing how the visual order of 
presentation of the four information features of the homepage of loyalty programs predict 
user preference for the information system, the model can further be specified as follows: 
User Preference= ao + «account x Account + «membership x Membership
«context X Context 4 «challenge X Challenge (6.2)
In the model, the dependent variable of interest is expressed as a function of the four 
information features discussed in the preceding section. The alpha coefficients of Equation
6.2 provide insights into the relative importance of these attributes in explaining user 
preferences. The model can provide important insights into the user preferences of 
information dashboard designs, thus providing the basis for constructing an optimal 
presentation order of information design that applies different weights to the various 
information features. The results can also inform developers of user interfaces about the 
relative importance of the information features that can affect the commercial success of an 
online loyalty program.
6.9.7 Unit of Analysis
The unit of analysis would be individuals, since the objective of the study is to optimise the 
user experience of interface designs. Therefore, data would be collected at individual 
respondent level. In support of this. Green and Srinivasan (1978) argued that because of 
the substantial amount of among-person variation in consumer preferences, conjoint 
analysis is usually carried out at an individual level. The form of the preference model 
(composition rule) is generally assumed to be the same for all individuals, but the 
parameters of the model are permitted to vary across the sample of individuals from 
relevant target population.
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6.9.8 Sampling and Data Collection
The materials were first pretested with 2 Web designers and 3 senior MIS academics to 
ensure that the instrument was unambiguous, possessed face validity and that the 
prototypes were realistic. Data was collected only once, over a two-week period. This can 
be regarded as a one-shot or cross-sectional survey (Sekaran, 2003).
For the conjoint study, a total of 35 postgraduate students who were current 
members of an online loyalty program were invited into a computer lab (i.e. contrived 
study setting) to participate in the study. These were the ideal respondents for the study as 
they are users of the information available on loyalty website and are familiar with the 
system.
Firstly, an application for ethical consent was submitted to the University of Surrey, 
board of ethics (see Appendix A9). Following the successful review of the proposal for the 
study, an email invite (see Appendix A2) was sent out through the University’s email 
system to only postgraduate students at the School of Management. Only qualifying 
students who were current members of an online loyalty program were invited to 
participate in the experiment in the laboratory. The experiment was conducted through 
Paper and Pen Interviews (PAPI). Therefore, the laboratory experiment instructions, short 
questionnaire and eleven prototypes were all printed in hard copies. The prototypes were 
especially printed in colour and on a hard cardboard paper. Following a short introduction 
to the experiment, participants were asked to complete some demographic questions and a 
series of questions measure usage and familiarity of the subjects to information dashboards 
(see Appendix A4). Each respondent was thereafter presented with the eleven prototypes-
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each identical to the first but with different arrangement of the information features, which 
they evaluated by ranking firom the most preferred to the least preferred. A total of 35 
completed set of responses provided 385 profile evaluations (11 profiles x 35 respondents) 
for the purpose of statistical analysis. Orme (1998) noted that although sampling error 
tends to reduce with increasing sample sizes, however, for investigational work and 
developing hypotheses about a market, between thirty and sixty respondents may prove 
sufficient for a conjoint study. Nonetheless, one should include enough conjoint questions 
or cards to reduce measurement error sufficiently. In this regard. Orme (1998) suggests 
asking enough questions to obtain three times the number of observations as parameters to 
be estimated, or a number equal to 3(K-k+l), where K is the total number of levels across 
all attributes and k is the number of attributes.
6.10 Summary Using Recommended Guidelines for Conjoint Analysis
The recommended guidelines for conjoint analysis study were closely observed throughout
the data collection process and are summarised in Table 6.3
167
Steps This Study
1. Select a 
model of 
preference
Part-worth: The type of preference model to be used in this study would the 
part-worth function model. This is because when the attribute is the researcher 
is forced to use the part-worth function model (Green and Srinivasan, 1978). 
The three levels of critical display of information systems adopted in this 
study- critical, important, and desirable- can be considered as categorical.
2. Data 
collection 
method
Full-profile: A full-profile approach was used in this study because the 
number of factors on the stimulus card is greater than two and less than six. 
Therefore, all the four information features can be presented at a time without 
any problem of overload.
3. Data 
collection 
design
Fractional Factorial: A fractional factorial design was adopted. This method 
design generated eleven hypothetical Web page prototypes of which two were 
holdout profiles. The two holdout Web page profiles were rated by respondents 
but not used in the estimation of utility values. These holdout Web page 
profiles made it possible to determine how consistently the conjoint model 
could predict user preferences for new Web page prototypes that were not 
evaluated in the survey and as such serve to validate the fitted conjoint model 
(SPSS, 2007).
4. Stimulus 
presentation
Visual Presentation: A visual presentation is most suitable for a study of this 
nature as it deals with the visual ordering of features. A brief definition of each 
feature was first presented to each respondent at the beginning of the interview, 
followed by the evaluation of the prototypes
5. Data 
collection 
procedure
Laboratory Experiment (PAPI): Participants were invited to the laboratory. 
The experiment was conducted through Paper and Pen Interviews (PAPI). 
Therefore printed materials were used
6. Estimation 
method scale
Non-metric: The author favoured the use of ranking scales in the current study 
because of their perceived practicality when comparing stimuli. Respondents 
were therefore asked to rank the prototypes in order of their individual 
preference by giving the prototype most preferred a rank of 1 and the one least 
preferred a rank of 11. The scores were recorded by respondents in a table 
provided for the experiment (see Appendix A4).
7. Benefit 
values 
estimation
MONANOVA: Since the Preference model adopted in the current study is 
non-metric and as a result preference ranking scales were used, the 
MONANOVA algorithm is most appropriate for estimation. Cattin and Bliemel 
(1978) proved the superiority of MONANOVA as compared to an OLS 
estimation for deterministic data.
Table 6.3: Steps involved in conjoint analysis.
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6.11 Results
A total of 35 postgraduate students who were current members of an online loyalty 
program participated in the study. An analysis of the socio-demographic variables of the 
survey sample revealed that 52 per cent of these were males and 48 per cent of respondents 
were females. 81 per cent of respondents were aged 35 years or less, and 76 per cent of the 
postgraduate students were studying full-time.
The questionnaires were analysed using SPSS vl5. Pearson’s R and Kendall’s tau 
association values were used to assess the validity of the conjoint analysis model. 
Pearson’s correlation coefficient is a robust parametric statistic that can be used to measure 
the strength of association between two variables even when mathematical assumptions 
appear violated (Smith and Albaum, 2004). Kendall’s tau however is a non-parametric 
measure of association that makes no assumption regarding frequency distribution (Field, 
2003). The Pearson’s R (0.852) and Kendall’s tau (0.722) values were high and indicated 
strong agreement between the profile rankings and the predicted utilities from the conjoint 
analysis model. In addition, the correlations were also found to be significant at 99% 
confidence level i.e. ^ =0.002 and^=0.003 respectively.
In order to measure the reliability of the conjoint model, Kendall’s tau correlation 
for the two holdout cards was used to determine how consistently the conjoint model could 
predict user preferences for Webpage concepts that were not evaluated in the survey. 
Overall, a Kendall’s tau value of 1.000 for the two holdouts suggested perfect agreement 
between the holdout rankings and the model predictions (SPSS, 2007; Tsalikis et al., 
2001). It was therefore possible to safely analyse user preferences for alternative Web page 
designs which were not evaluated in the survey.
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Averaged
Importance
(outoflDD)
Attribute Attribute Level Utility Estimate Std. Error
19.SB7 Mem bers hip feature Critical -0.270* 0.412
important -0.540 0.K4
Desirable -0.810 1.236
27.S97 Acount feature Critical -1.143* 0.412
Important -2.286 0.824
Desirable -3.429 1.236
31.6S2 Context feature Cntlcal -0.651* 0.412
Important -1.302 0.824
Desirable -1.952 1.236
23.333 Challenge feature Critical -0.032* 0.412
Important -0.053 0.824
Desirable -0.095 1.236
{Constant) 9.130 1.683
Note: ‘Higher utilities iiKÜoate greater preference
Table 6.4: Summary of the conjoint analysis.
The conjoint analysis procedure in SPSS calculated coefficients using
MONANOVA estimations, expressed as utility values, which linked the attribute levels to
changes in profile evaluations. The derived utility values were then used to determine the
importance of each attribute (expressed out of 100). This helped in determining the
relative importance of each feature (referred to as averaged importance) presented in Table
6.4. This Table shows the utility (part-worth) scores and the standard errors for each
feature level. Higher utility values indicate greater preference (lower negative values mean
higher utility). The values are computed by taking the utility range for each feature
separately and dividing by the sum of the utility ranges for all features. The values thus
represent percentages and have the property that they sum to 100. The calculations, it
should be noted, are done separately for each subject, and the results are then averaged
over all of the subjects (SPSS, 2007). The conjoint procedure was able to reveal that
respondents were most influenced by the Context and Account features with averaged
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attribute importance values of 31.68 (out of 100) and 27.99 (out of 100) respectively (see 
Figure 6.7).
Conte xt Feature 31.7
A ccount Feature 28.0
Challenge Feature 20.3
M embership Feature 20.0
Figure 6.7: Importance o f  information features.
Therefore, critical (Membership feature), critical (Account feature), critical (Context 
feature) and critical (Challenge feature), elicited the highest utility values of -0.270, - 
1.1413, -0.651 and -0.032 respectively.
Since utilities are all expressed in a common unit, they can be added together to 
give the total utility of any combination (SPSS, 2007). For example, the total utility of a 
Web page design with a critical member information, critical account information, critical 
context infonuation and critical challenge information, which can be labelled as C-C-C-C, 
is expected to yield the highest possible utility:
Critical Member FeaturC(utiiity) + Critical Account FeaturC(utiiity) + Critical Context
FeaturC(utiiity) + Critical Challenge Feature(utiiity) + Constant
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or
(-0.270) + (-1.1413) + (-0.651) + (-0.032) + 9.190 = 7.094
By the same token, a design with desirable member information, desirable account 
information, desirable context information, and desirable challenge information i.e. D-D- 
D-D is expected to yield the lowest utility:
Desirable Member Featurc(utiiity) + Desirable Account FeaturC(utiiity) + Desirable 
Context Featurc(utiiity) + Desirable Challenge Featurc(utiiity) + Constant 
or
(-0.810) + (-3.429) + (-1.952) + (-0.095) + 9.190 = 2.904.
Figure 6.8 is a graph displaying the utilities of profiles having features equally displayed 
each of the three levels of presentation order.
€.523
7.094
4.999
y = -1.4094x +
R= = 0.9441
C-C-l-DC-C-C-C 1111 D-D-D-D
Figure 6.8: Utility graph.
Although displaying all the four features at a critical level, (i.e. C-C-C-C) generates
the highest utility (7.094), however, due to technical constraints this may not be
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operationally feasible especially in smaller user interfaces such as mobile devices Avhere 
visual order of presentation is often vertical due to space constraint. This is a common 
phenomenon in most conjoint studies as the profile that generates the highest utility may 
not necessarily be operationally feasible SPSS (2007).
To this end, the optimal design is the alternative that seeks to maximise the utility 
whilst being operationally feasible for design purposes. One of the ways this can be 
achieved is by using the hierarchy of the relative importance of features in Figure 7.1 as a 
basis. This entails giving the most important features the most critical level of display. 
Thus, the combination C-C-I-D represented by the equation below generates a utility of 
6.523 and considered the highest utility that is deemed feasible for design. This 
combination is also presented in Figure 7.3.
Critical Context Feature(utiiity) + Critical Account Feature(utiiity) + Important
Challenge Feature(utiiity) + Desirable Membership Feature(utiiity) + Constant 
or
(-0.651) + (-1.143) + (-0.063) + (-0.810) + 9.190 = 6.523
6.12 Conclusion
This chapter has sought to address the primary objective of this study which aims to 
develop a computationally based Web information display that optimises user experience 
as an IT artefact. The impact of the visual order of presentation of the four information 
features identified in the preliminary study on user’s overall preference was investigated 
using a conjoint analysis approach. Towards achieving this objective, the author has 
considered the design combination which combines operational feasibility with a high level 
of utility as one which fulfils the objective of this research. The result of the conjoint
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analysis carried out in this chapter helped in identifying the design combination C-C-I-D is 
the design which satisfies both requirements and therefore fulfils the objective of this study 
as the designed artefact. In particular, The C-C-I-D design generated a total utility of 
6.523, which falls between the two highest thresholds of display as presented in Figure 6.8. 
A prototype of the designed artefact is presented in Figure 6.9.
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Figure 6.9: Designed artefact.
The next stage of research i.e. Experiment 2 would seek to address two issues 
raised in this first experiment. First, the problem of internal validity which was a criticism 
of the study because a paper based full-profile method was used in the laboratory instead of 
real web sites as the application environment (i.e. the internet). Secondly, the effect of user 
characteristics or differences- an important consideration in the use of MIS- on the results 
was not examined in the first experiment. It is expected that this concluding experiment of
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the research would help to generally raise the level of rigour and the strength of evidence 
of this research.
175
Chapter 7: Experiment 2
7.1 Introduction
The purpose of this chapter is to provide a detailed explanation of the methodology of 
research adopted in fulfilling the objectives of the second experiment, and to present the 
results of that experiment. A similar 3-Phase multi-method approach which was adopted in 
the first experiment was applied and is further discussed in this chapter. In this second 
experiment, the researcher adopts a different application domain as user interface by using 
a balanced scorecard as difference user interface and a form of information dashboard. As 
such, a qualitative assessment of the nature and display of information features on a 
balanced scorecard was first carried out. This first phase (i.e. Phase 1) of the experiment 
was useful in developing an experimental design and base conjoint profile for the next 
phase of the study. This was similarly followed by a quantitative conjoint experiment. Each 
participant evaluates a series of balanced scorecard design profiles with a different visual 
order of presentation or arrangement, and presentation format of the four perspectives of a 
balanced scorecard. The objectives as well as the details of the methodology adopted are 
discussed in this chapter.
First, the 3-phase multi-method research approach is presented in Figure 7.1.
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Phase 1; Conjoint development
Literature review to draw similarities 
to relevant areas of academic 
fields Including MIS
Both online and offline search of 
different balanced scorecard design 
arrangement and presentation 
formats
Develop an experimental design 
based on literature and search
Phase 2: Conjoint questionnaire design
Development of base conjoint profile
Generation of orthogonal profiles I.e. 
minimum number of profiles required 
For statistical reliability using 
SPSS Conloint Algorithm___________
Design of prototypes based on 
orthogonal profiles and online scripting
Feedback on designed profiles by 
experienced MIS academics and 
practitioners
Phase 3: Online conjoint experiment
Email Invitation to participate In online 
Experiment and general Introduction
Demographic and profiling questions 
including familiarity and awareness
Definitions of features and Introduction 
of Task _______________
Display of prototypes #1 to #20
Ranking of prototypes #1 to #20
Source: Current Study
Figure 7.1: An ovei'view o f the multi-method research approach for Experiment 2.
177
7.2 The Objectives of the Study
Against the background of the overall objective of designing the visual information of a 
user interface using a multi-attribute judgement conjoint analysis approach, it is expected 
that the findings of the study would contribute to the body of knowledge in the following 
areas as expected of a design science research:
• To understand the relative importance of the information features (the four 
perspectives) displayed on a balanced scorecard
• To examine the effect of the visual order of presentation of the information features 
(the four perspectives) on user preference
• To understand the impact of graphical and tabular presentation formats on user 
preference
• To understand the impact of system familiarity on the user preference of an 
information system
• To prescribe a design combination of the information features which optimises user 
preference.
7.3 Research Methodology
One of the criticisms of the first experiment was concerned with the use of paper 
prototypes which did not reflect reality as loyalty websites are often viewed online, 
typically on a GUI or display screen. Therefore, as a way of further strengthening the 
internal validity, in this second study, this experiment was computer based. This was made 
possible through the scripting of the questionnaire and designed prototypes on HTML page 
using the ASP program. A database was created using Microsoft Access to receive data in 
the backend. To this end, this section constitutes a step-by-step examination of the basic 
aspects of the 3-Phase multi-method research methodology adopted. This will cover 
aspects such as the purpose of study, type of investigation, extent of researcher
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interference, study setting, unit of analysis and time horizon as well as the steps involved in 
carrying out a conjoint analysis earlier discussed.
7.4 Methodology I (Qualitative): Phase 1- Conjoint Development
A preliminary qualitative assessment of the different balanced scorecards was carried out
to identify performance measures which are common to balanced scorecards as well as 
how these measures are usually presented. As suggested by Kaplan and Norton (1992), 
balanced scorecards consisted of four perspectives; Financial, Customer, Internal, Learning 
& Growth. Each of these perspectives in turn consists of up to four performance metrics.
Although there have been a number of studies examining differences in the use 
of common and unique measures of balanced scorecards by organisations (Banker et al., 
2003; Gagne et al., 2006), the researcher has considered the use of the common measures, 
as the study is primarily concerned with how these measures are visual ordered and 
presented. A list of metrics based on the extensive work of Cohen et al., (2005) in this area 
is presented in Table 7.1. A further compilation of balanced scorecard metrics can be found 
in Appendix Al.
Ratio Abbrerâlion Literature
Return on assets ROA Evans (200-1) and Ittner et oL (2003)
Return on equity ROE E\nns (200-1), Kaplan and Atkinson (1998) and
Kaplan and Norton (1996a)
Inventory turnover rr Banker et al (200-1) and Lipe and Salterio (2002)
Debtois turnover DT Banker et al (20&1) and Lipe and Salterio (2002)
Sales margin SVI Lipe and Salterio (2002) and Libbj' et al (200-1)
Assets turnover AT Banker et al (2001)
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Qualitative variables Abbreviations Literature
Learning atidgrmclh Lterspedtve
Divestments in new technology InvTech
Lmorative p'oducts and services IPS
Collaboration and information FCoEx
exchange in the organization
Rromotion of common business plans FPCBP
with co-operating companies
Exchange of information with FExCo
co-operating companies
Cooperative œmpanies monitoring CCM
itlem al business and production process pers{)cctivc 
Effective dispatching of orders (in EDO
terms of price, specifications and 
delivery time)
Degree of cooperation with suppliers
Degree of cooperation with
distribution channels
Speed of adopting innovations already
introduced in the market
Speed of adopting innovations not yet
introduced in the market
Customer persj}cdive
Market share
Brand awareness 
Brand image
Perceived level of service
Perceived level of quality 
Perceived value of money
DoCS
DoCDC
SoAIal
SoAInl
MSh
BA
BI
PLoS
PLoQ
PVoM
Perceived level of trust to the products PLoT
After-sales service 
Percentage of lost clients
AfSS
PLC
Percentage of customers’ complaints PCC
Kajdan and Norton (1996a)
Evans (20&Î), Kaplan and Atkinson 
(1998) and liiplrm and Norton (1996a) 
Aidemark (2001) and Kaplan and 
Norton (1996a)
Johnson et al (2005) and Kaplan and 
Norton (1996a)
Ittner et al (2003) and Kaplan and 
Norton (1996a)
Malina and Sello (2001) and Kaplan 
and Norton (1996a)
Evans (2004)
Johnson et al (2005), Laudon and 
Laudon (200-1), Cherhall (2005), 
Aidemark (2001) and Lipe and Salterio 
(2002)
Johnson et al (2005), Aidemark (2001) 
and Kaplan and Norton (1996a) 
Pandey (2005), Evans (200-1) and 
Kaplan and Norton (1996a)
Evans (2001), DeBudc et al (2003) and 
Canibano et al (1999)
Evuns (2004), Banker et ci (200-1), 
Malina and Selto (2001), Kaplan and 
Atkinson (1598) and Kaplan and 
Norton (1996a)
Kaplan and Norton (1996a)
Kapdan and Atkinson (1998) and 
Kaplan and Norton (1996a)
Mtdina and Selto (2001), I&plan and 
Atkinson (1998) and Kaplan and 
Norton (1996a)
Evans (2001)
Malina and Selto (2001), Kaplan and 
Atkinson (1998) and Kaplan and 
Norton (1996a)
Lipe and Salterio (2002) and Kaplan 
and Norton (1996a)
Ev^ ans (2001) and Kaplan and Norton 
(1996a)
DeBusk et al (2003), Kaplan and 
Atkinson (1998) and Kaplan and 
Norton (1996a)
Lipe and Salterio (2002), Kaplan and 
Atkinson (1998) and Kaplan and 
Norton (1996a)
Table 7.1: Commonly adopted balanced scorecard metrics (Cohen et a l, 2005.)
Following the identification of metrics commonly adopted in balanced scorecards, the 
researcher extracts metrics which are of relevance to context of the task selected by the 
researcher, which is an outsourced IT consultancy. Therefore, for the purpose of this
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research, the following metrics were adopted for each perspective of the balanced 
scorecard.
• Financial
Return on Equity (ROE)
Return on Asset (ROA)
Debtors Turnover (DT)
Customer
Market Share (MSh)
Brand Awareness (BA)
Service Quality (SQ)
Internal Process 
Speed of Innovation (Sol)
Efficiency of Distribution (EoD)
Supplier Relations (SR)
Learning and Growth 
Product Innovation (PI)
Investment in New Technology (INT)
Information Exchange (IE)
7.4.1 Purpose of Study
Because this preliminary phase of study is important in obtaining a good grasp of measures 
that are commonly presented on balanced scorecards, the purpose of this phase of the study 
can therefore be best described as an exploratory qualitative assessment. Data obtained 
through the observation or interviewing individuals to promote the understanding of the 
phenomena at the exploratory stages of a study, is often referred to as qualitative in nature 
(Sekaran, 2003).
7.4.2 Type of Investigation
This initial phase of the study may also be classified as a correlational study as the 
intention is not to establish a causal connection but to merely identify the information 
features that are associated with the arrangement and presentation of information features 
on a balanced scorecard. Sekaran (2003) stated that this type of investigation helps to
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identify the important factors associated with a problem. Sekaran (2003) concluded that 
more often, the researcher is asked to identify the crucial factors associated with the 
problem, rather than establish a cause-and-effect relationship given the complex nature of 
relationships that exist amongst several organisational factors.
7.4.3 Extent of Researcher Interference
Correlational studies are often carried out within the natural environment of the 
organisation or target audience with minimum interference from the researcher (Sekaran, 
2003). This phase of the study was carried out with minimal interference from the 
researcher.
7.4.4 Study Setting
This phase of the study principally took place on the internet through the aid of a computer 
by studying and observing several balanced scorecards, it can therefore be said that this 
phase took place in a non-contrived setting (i.e. the natural environment where balanced 
scorecards are naturally viewed). Sekaran (2003) noted that correlational studies are 
invariably conducted in non-contrived settings, whereas most rigorous causal studies are 
done in contrived lab settings.
7.4.5 Unit of Analysis
Since, the balanced scorecards of different organisations were the sources of information 
for this study; data collected from each organisation was being treated as an individual data 
source. Therefore, the unit of analysis for this preliminary study is the balanced scorecard. 
Unit of analysis may be broadly classified as individual, dyads and groups (Sekaran, 2003).
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7.4.6 Data Collection
Data was collected only once, over a two-week period, from February 2"  ^to February 16*, 
2010. This can be regarded as a one-shot or cross-sectional survey (Sekaran, 2003).
An unobtrusive data collection method was adopted for the study through careful 
observation and assessment of the balanced scorecards of different organisations. 
Unobtrusive measures can be analysed, as surveys can be; letters, memos, and other 
"qualitative" information can be content-analysed, just as interviews and direct 
observations are. The balanced scorecards assessed cut across government, non-profit and 
commercial organisations. A few examples are listed in Figure 7.2, 7.3 and 7.4.
Regional Airline Balanced Scorecard
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Figure 7.2: An example o f  a commercial organisation’s balanced scorecard 
(Scorecard Institute, 2008).
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Credit Card Company Balanced Scorecard
ie«|. tS*pàA*di fttrjtWCK T
Figure 7.3: An example o f  a commercial organisation’s balanced scorecard 
(Scorecard Institute, 2008).
Mobile Phone Manufacturer Balanced Scorecard
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Figure 7.4: An example o f  a mobile phone company’s balanced scorecard (Active
184
7.5 Conceptual Experimental Design
From the assessment, it was observed that different order of visual presentation of the four 
perspectives is being adopted across various organisations. The four main information 
features (balanced scorecard perspectives) previously identified were; Financial 
perspective, Customer perspective. Internal perspective and Learning & Growth 
perspective. Similar to Experiment 1, the researcher adopts a top-down visual ordering 
based on the criticality of display i.e. Critical, Important and Desirable. Therefore, this 
study would seek to prescribe a user centred design through the use of a conjoint 
technique. In addition to the visual order of presentation of the perspectives on a balanced 
scorecard, another important feature of balance scorecards is presentation formats. In 
practice, information is typically presented either in tabular and graphical representations 
on balanced scorecards. In this regard, Vessey (1991) concluded that performance on a task 
will be enhanced when there is a cognitive fit (match) between the information displayed 
and the required task type; that is, when graphs support spatial tasks and tables support 
symbolic tasks. This leads to a multi-factor level model presented in Table 7.2 as the 
experimental design for the conjoint model.
Table 7.2 : Experimental conjoint design
Visual Order Visual Presentation
Financial
Metrics
Customer
Metrics
Internal
business
process
Metrics
Learning
and
Growth
Metrics
Financial
Metrics
Customer
Metrics
Internal
business
process
Metrics
Learning
and
Growth
Metrics
Critical Critical Critical Critical Table Tables Tables Tables
Important Important Important Important Graphical Graphical Graphical Graphical
Desirable Desirable Desirable Desirable
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7.6 Methodology II (Quantitative): Phase 2&3- Conjoint Questionnaire Design and 
Administration
Following the identification of metrics commonly used in balanced scorecards through the 
preliminary qualitative assessment (i.e. phase 1) and an assessment of how these measures 
are often presented; i.e. graphs and tables, an experimental design was developed and 
presented. This framework was used in the development of a base conjoint profile for 
Phase 2. The base conjoint profile would be presented and discussed in subsequent 
sections.
7.6.1 Purpose of the Study
Models and prototypes are often the products of design science research. Therefore this 
phase of the study addresses a design science objective as it principally aims to build an IT 
artefact. Therefore, unlike the positivist philosophy which deals with problem-solving and 
the testing of the theories derived to test these understandings. IT artefacts are designed to 
improve processes.
7.6.2 Type of Investigation
The order of presentation (i.e. critical important and desirable) as well as the presentation 
format (i.e. tables and graphs) of the metrics used in the four perspectives of the balanced 
scorecard will be manipulated in this research to examine its effect on user experience (as 
measured by overall preference). Therefore, the study would follow a causal investigation 
approach where the researcher typically tries to manipulate certain variables so as to be 
able to study the effects of such manipulation on the dependent variable of interest to 
establish a definitive cause-and-effect relationship. In particular. Figure 7.5 is a 
presentation of the base conjoint profile.
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FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
RETURN ON EQUITY (ROE)
Actual A verage
90 90
91 91
89 90
87 89 ______
RETURN ON ASSET (ROA)
Feb
Actual A verage
87
87
92
DEBTORS TURNOVER (DT)
%  Actual Average
Dec 7 7  7 7
J a n  7 7  7 7
78 77
Mar 77 77
MARKET SHARE (MSh)
BRAND AWARENESS (BA)
%
Feb
Mar
Feb
Mar
Actual A verage
89 89
90 90
90 æ
91 90 _____
SERVICE QUALITY (SQ)
A ctual Average
85 œ
88 87
INTERNAL PROCESS
SPEED OF INNOVATION (Sol)
LEARNING & GROWTH
PRODUCT INNOVATION (PI)
% Actual Average % A*m A v ^a g e % Actual A verage
Dec 60 60 Dec 50 50 Dec 60 60 m
Je n 62 61 Jan 54 52 65 63 m
61 61 Feb 61 55 Feb 64 63 m
Mar 65 62 B I Mar 62 57 mm Mar 67 64 ■ 1
EFFICIENCY OF DISTRIBUTION (EoD)
%  A ctual A verage
Dec 08 88
•‘a" 86 67
Feb 88 87
Mar 89 88
SUPPLIER RELATIONS (SR)
87 87
%  Actual A verage
Dec 70 70
Jan 73 72
Feb 73 72
Mar 75 73
INVESTMENT IN NEW TECHNOLOGY
%
Feb
Mar
Actual A verage
45 45
50 48
50 48
50 49
INFORMATION EXCHANGE (IE)
Feb
Mar
Actual A verage
85 85
88 87
88 87
Figure 7.5: Base conjoint profile (current profile).
7.6.3 Extent of Researcher Interference
Due to the manipulation of the order of presentation and presentation format of the 
features, there was a high degree of researcher interference. Unlike in correlational studies 
which are being conducted in the natural environment of the organisation or the 
phenomena being measured, with minimum interference by the researcher with the normal 
flow of activities, in causal studies however, the researcher deliberately alters certain 
variables in the setting and interferes with the events as they nonnal occur.
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7.6.4 Conjoint Questionnaire Design
A fractional factorial conjoint design was implemented using SPSS CONJOINT algorithm. 
This system helped to generate the minimum number of attribute combinations needed for 
data collection. This algorithm generated twenty orthogonal profiles that were later 
developed into prototypes (see Appendix A8) and evaluated by each respondent. Similar 
to Experiment 1, the prototypes were pretested with a group of five MIS professionals both 
in academia and industry to ensure that the instrument was unambiguous, possessed face 
validity and the profiles were realistic.
The four perspectives of the balanced scorecard were used in the study as 
information features. They include Financial, Customer, Internal, Learning & Growth 
perspectives. Each of these perspectives was further measured by three common key 
performance indicators or metrics earlier identified. Thus, as part of the conjoint design, 
each participant was presented with the same series of twenty prototypes, each of which 
had the four information features earlier discussed. These Information features can be 
thought of as factors or attributes of the balanced scorecard design and can each be 
displayed either as a graph or table and arranged at different levels of criticality from 
critical, important to desirable in a top-down fashion. Each scenario presented a different 
product profile with a unique design combination.
In terms of the questionnaire flow, a set of demographic and profiling questions
were first introduced in the questionnaire. This included questions on the level of
awareness of the KPI measures used as well as familiarity with the use of balanced
scorecards. Following this, an introduction to the experiment which introduced the task as
well as provided instructions was presented to each respondent (see Appendix A7). The
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dependent variable was measured by the ranking of the prototypes in order of preference 
from a rank of 1 being the most preferred prototype to 20 being the least preferred 
prototype. As the experiment was computer based, subjects were asked to type in the ranks 
next to the prototypes.
7.6.5 Study Setting
The experiment was carried out online. An invitation to participate in the online 
experiment was sent by email to students with a link to participate in the online 
experiment. Another group of students were also invited into the laboratory to participate 
in the experiment. Experiments done to establish cause and effect relationship beyond the 
possibility of doubt, require the creation of an artificial, contrived environment in which all 
extraneous factors are strictly controlled. Similar subjects are chosen carefully to respond 
to certain manipulated stimuli and are being referred to as lab experiments (Sekaran, 2003).
7.6.6 Model Specification
Because the researcher is interested in assessing how the visual order of presentation of the 
four information features of balanced scorecard as well as their presentation format 
influence user preference for the information system, the model can be specified as 
follows:
User Preference= aO + afinancial x Financial + acustomer x Customer
+ aintemal x Internal + aleaming & growth x Learning & 
Growth + apresentation format x Presentation Format
 Equation (8.1)
In the model, the dependent variable of interest is expressed as a function of the 
four perspectives and presentation formats earlier discussed. The alpha coefficients of
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Equation 8.1 provide insights into the relative importance of these attributes in explaining 
user preferences. The model can provide important insights into the user preferences of 
information dashboard designs, thus providing the basis for constructing an optimal visual 
information design that applies different weights to the various information features. The 
results can also inform developers of user interfaces about the relative importance of the 
features that can affect the success of an organisation’s balanced scorecard. In this 
experiment, the profiles were balanced scorecard prototypes. Subjects were asked to rank 
the profiles in order of preference of how they would like the information available on their 
balanced scorecards to be arranged and presented. From these responses, the participant 
associates with a given perspective.
7.6.7 Unit of Analysis
The unit of analysis would be individuals, since the objective of the study is to optimise the 
user experience of interface designs. Therefore, data would be collected at individual 
respondent level. In support of this. Green and Srinivasan, (1978) argued that because of 
the substantial amount of among-person variation in consumer preferences, conjoint 
analysis is usually carried out at an individual level. The form of the preference model 
(composition rule) is generally assumed to be the same for all individuals, but the 
parameters of the model are permitted to vary across the sample of individuals from 
relevant target population.
7.6.8 Sampling and Data Collection
Data was collected only once, over a two-week period. This can be regarded as a one-shot 
or cross-sectional survey (Sekaran, 2003).
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As similarly carried out in experiment 1, the materials were first pretested with 2 Web 
designers and 3 senior MIS academics to ensure that the instrument was unambiguous, 
possessed face validity and that the prototypes were realistic.
For the conjoint study, a total of 102 postgraduate students were invited to 
participate in the study. Participants who were both familiar and unfamiliar with the 
balanced scorecards participated in the study.
Prior to sending out email invitations, an application for ethical consent was 
submitted to the University of Surrey, Board of ethics (see Appendix A9). Following the 
successful review of the proposal for the study, an email invite (see Appendix A6) was sent 
out through the University’s email system to only postgraduate students at the School of 
Management. The experiment was conducted online. Therefore, following a short 
introduction to the experiment, participants were asked to complete some demographic 
questions and a series of questions measure awareness and familiarity of the subjects to 
balanced scorecards (see Appendix A7). Each respondent was thereafter presented with the 
twenty prototypes- each identical to the first but with different arrangement of the 
information features, which they evaluated by ranking from the most preferred to the least 
preferred. A total of 102 completed set of responses provided 2,040 profile evaluations (20 
profiles x 102 respondents) for the purpose of statistical analysis. A £20 gift voucher was 
given out as incentive to 20 participants (selected at random), who completed the 
experiment.
7.6.9 Summary Using Recommended Guidelines for Conjoint Analysis
The recommended guidelines for conjoint analysis study were closely observed throughout
the data collection process and are summarised in Table 7.3
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Steps This Study
Select a model of 
preference
Part-worth: A part-worth function model was adopted. This is because 
the three levels of critical display of information systems adopted in this 
study- critical, important, and desirable- as well as the two modes of 
presentation formats- graphs and tables- can be considered as 
categorical (Green and Srinivasan, 1978).
Data collection 
method
Full-profile: A full-profile approach was adopted due to the number of 
factors being less than six. Thus, all the four information features were 
presented at a time without any problem of overload.
Data collection 
design
Fractional Factorial: A fractional factorial design was adopted. This 
method generated twenty hypothetical Web page prototypes of which 
two were holdout profiles. These holdout Web page profiles made it 
possible to determine how consistently the conjoint model could predict 
user preferences for new balanced scorecard prototypes that were not 
evaluated in the survey and as such serve to validate the fitted conjoint 
model (SPSS, 2007).
Stimulus
presentation
Visual Presentation: A visual presentation is most suitable for a study 
of this nature as it deals with the visual order of presentation of features. 
A brief definition of each feature was first presented to each respondent 
at the beginning of the interview, followed by the evaluation of the 
prototypes
Data collection 
procedure
Online Experiment: Participants took the experiment online. The 
survey was scripted in HTML format using ASP program and the data 
was collected using MS Access database in the back end
Estimation Scale Non-metric: The author favoured the use of ranking scales in the 
current study because of their perceived practicality when comparing 
stimuli. Respondents were therefore asked to rank the prototypes in 
order of their individual preference by giving the prototype most 
preferred a rank of 1 and the one least preferred a rank of 20.
Benefit Estimation 
Method
MONANOVA: Since the Preference model adopted in the experiment 
is non-metric and as a result preference ranking scales were used, the 
MONANOVA algorithm is most appropriate for estimation. Cattin and 
Bliemel (1978) proved the superiority of MONANOVA as compared to 
an OLS estimation for deterministic data.
Table 7.3: Steps in conjoint analysis (current study).
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7.7 Results
Participants were 102 students enrolled on a three-year business program at the University 
of Surrey. An analysis of the demographic variables of the sample revealed a nearly even 
gender split; 52 per cent of subjects were males and 48 per cent were females.
Table 7.4: Gender
Frequency Percent Valid Percent Cumulative Percent
Valid Male 53 52.0 52.0 52.0
Female 49 48.0 48.0 100.0
Total 102 100.0 100.0
In terms of age, 96 per cent of subjects were aged 30 years or less. In particular, a 
higher skew towards younger age groups especially 21-25 years (53.9%) which is 
generally reflective of graduate student age is displayed in the histogram and normal curve 
in Figure 7.6. The skewness and kurtosis values of 0.915 and 1.604 are indicative of a 
positive skew.
Table 7.5: Age
Frequency Percent Valid Percent Cumulative Percent
Valid 18-20 years 28 27.5 27.5 27.5
21-25 years 55 53.9 53.9 81.4
26-30 years 15 14.7 14.7 96.1
31-35 years 3 2.9 2.9 99.0
36-40 years 1 1.0 1.0 100.0
Total 102 100.0 100.0
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Figure 7.6: Age distribution- histogram and normal curve 
The bulk of the subjects were level 2 students (52%) followed by postgraduate MSc 
students (28.4%) and as such were expected to have gained an appreciable knowledge of 
business performance indicators in general. The skewness and kurtosis values of 0.748 and 
0.290 are a further indication of a positive skew.
Table 7.6: Student Status
Frequency Percent Valid Percent
Cumulative
Percent
Valid Level 1 UG-SOM 6 5.9 5.9 5.9
Level 2 UG-SOM 53 52.0 52.0 57.8
Level 3 UG-SOM 6 5.9 5.9 63.7
MSc PGT-SOM 29 28.4 28.4 92.2
MBA PGT-SOM 4 3.9 3.9 96.1
PHD PGR-SOM 4 3.9 3.9 100.0
Total 102 100.0 100.0
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Figure 7.7: Student status distribution- histogram and normal curve.
7.8 Prior Experience of Balance Scorecards
A number of studies have suggested looking at individual differences amongst users of
information (Amer, 1991; Chandra and Krovi, 1999; Ganzach, 1993). More specifically
others have suggested the inclusion of system familiarity or experience as a variable in
understanding the effect of user differences in the adoption and usage of information
systems (Davis, 1993). A few researchers have however subsequently conducted studies in
this area. Cardinaels (2007) tested the joint effect of domain knowledge and presentation
format on user perfonnance and found a strong relation between the two. Thus, prior to
administering the task and participating in the experiment, each participant’s level of
knowledge, familiarity and usage of balanced scorecards were directly elicited. About half
(49%) of the subjects were generally aware of balanced scorecards. Nearly a third (30.4%)
claimed familiarity with the concept, whilst more than a tenth (11.8%) had used balanced
scorecards before as shown in Tables 7.7, 7.8 and 7.9 respectively.
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Table 7,7;
Have you ever heard about the concept of balanced scorecards?
Frequency Percent Valid Percent Cumulative Percent
Valid Yes 50 49.0 49.0 49.0
No 52 51.0 51.0 100.0
Total 102 100.0 100.0
Table 7.8:
Would you say that you are familiar with the concept of balanced scorecards?
Frequency Percent Valid Percent Cumulative Percent
Valid Yes 31 30.4 30.4 30.4
No 71 69.6 69.6 100.0
Total 102 100.0 100.0
Table 7.9:
Have you ever used a balanced scorecard before?
Frequency Perceit Valid Percent Cumulative Percent
Valid Yes 12 11.8 11.8 11.8
No 90 882 88.2 100.0
Total 102 100.0 100.0
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7.9 Prior Experience of KPIs
Similarly, prior experience of the metrics used in the balanced scorecard was elicited as 
possible control variables. On average, more than half (52%) of the subjects were aware of 
the KPIs used in designing the balanced scorecards whilst over a third (38%) claimed 
familiarity with the KPIs as shown in Table 7.10.
Table 7.10: Prior Experience of KPIs
n=102 (%) Yes No
Return on Equity (ROE) Awareness 58.8 41.2
Familiarity 38.2 61.8
Return on Assets (ROA) Awareness 52.9 47.1
Familiarity 38.2 61.8
Debtor Turnover Awareness 51 49
Familiarity 37.3 62.7
Market Share Awareness 54.9 45.1
Familiarity 46.1 53.9
Brand Awareness Awareness 52.9 47.1
Familiarity 43.1 56.9
Service Quality Awareness 48 52
Familiarity 48 52
Product Innovation Awareness 52 48
Familiarity 33.3 66.7
Investment in Technology Awareness 52.9 47.1
Familiarity 33.3 66.7
Information Exchange Awareness 52 48
Familiarity 33.3 66.7
Speed of Innovation Awareness 45.1 54.9
Familiarity 33.3 66.7
Effective Distribution Awareness 52 48
Familiarity 31.4 68.6
Supplier Relations Awareness 45.1 54.9
Familiarity 37.3 62.7
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7.10 Analysis
The conjoint analysis procedure in SPSS calculated coefficients using MONANOVA 
estimations, expressed as utility values (Estimates), which linked the attribute levels to 
changes in design evaluations. The derived utility values were then used to determine the 
importance of each attribute (expressed out of 100). The conjoint methodology adopted the 
use of five factors in the experimental design of the balanced scorecards, four of which 
represented the four perspectives of the balanced scorecards namely, Financial, Customer, 
Internal Process, Learning and Growth (Kaplan and Norton, 1992, 1993, 1996). Each of 
these perspectives had three common used KPIs associated with them. In addition, each 
perspective was displayed on either of three positions; critical, important and desirable.
The fifth factor was visual presentation. This factor had two levels i.e. graphs and 
table as the metrics on a balanced scorecard could be presented either in a graphical or 
tabular format. The conjoint analysis generated 17 orthogonal designs of different balanced 
scorecard designs. Three additional designs were generated as hold-out cards to test the 
validity of the utilities. In total, 20 different balanced scorecard designs were evaluated by 
participants.
7.10.1 Validity and Reliability Analysis
Statistical data analysis was carried out using SPSS vl7. In particular, Pearson’s R and 
Kendall’s tau association values were used to assess the validity of the conjoint analysis 
model. Pearson’s correlation coefficient is a robust parametric statistic that can be used to 
measure the strength of association between two variables even when mathematical 
assumptions appear violated (Smith and Albaum, 2004). Kendall’s tau however is a non- 
parametric measure of association that makes no assumption regarding frequency
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distribution (Field, 2003). The Pearson’s R (0.896) and Kendall’s tau (0.717) values were 
high and indicated strong agreement between the design rankings and the predicted utilities 
from the conjoint analysis model. In addition, the correlations were also found to be 
significant at 99% confidence level i.e. P=0.000 and P=0.000 respectively.
In order to measure the reliability of the conjoint model, Kendall’s tau correlation for 
the three holdout cards was used to determine how consistently the conjoint model could 
predict user preferences for the balanced scorecard experimental designs that were not 
evaluated in the study. Overall, a Kendall’s tau value of 0.990 for the three holdouts 
suggested a nearly perfect agreement between the holdout rankings and the model 
predictions (SPSS, 2007; Tsalikis et al., 2001). It was therefore possible to safely analyse 
user preferences for balanced scorecard designs which were also not evaluated in the 
survey.
7.11 Conjoint Analysis (All Participants)
First, the conjoint analysis was carried out based on all participants. The importance of 
each factor (referred to as averaged importance) is presented in Table 7.11. The table also 
shows the utility (part-worth) scores and the standard errors for each factor level. Higher 
utility values indicate greater preference (lower negative values mean higher utility). The 
values are computed by taking the utility range for each feature separately and dividing by 
the sum of the utility ranges for all features. The values thus represent percentages and 
have the property that they sum to 100. The calculations, it should be noted, are done 
separately for each subject, and the results are then averaged over all of the subjects (SPSS, 
2007). The results are summarised in the Table 9.8.
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Table 7.11: Conjoint analysis using all participants.
Averaged 
Importanee 
(out of 100)
Attributes Attribute Levels Utility Estimate Std.Error
18.11 Financial Critieal -0.007 0.205
Important 0.145* 0.241
Desirable -0.139 0.241
16.455 Customer Critical 0.145* 0.205
Important -0.206 0.241
Desirable 0.061 0.241
22.064 Internal Process Critical 0.694* 0.205
Important -0.329 0.241
Desirable -0.366 0.241
16.747 Learning & Growth Critical 0.279* 0.205
Important 0.232 0.241
Desirable -0.511 0.241
26.624 Presentation Format Table 0.407* 0.154
Graph -0.407 0.154
(Constant) 8.222 0.185
Note: *Higher utilities indicate greater preference
To this end, results of the conjoint analysis carried out suggest that respondents were 
mostly influenced by the presentation format (i.e. whether the balanced scorecard was 
presented either as a table or graph) with averaged importance values of 26.624 (out of 
100). This is followed by Internal Process (22.064), Financial (18.11), Learning & Growth 
(16.747), and Customer (16.455) as shown in Figure 7.8.
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Therefore, it can be deduced that important (Financial), critical (Customer), critical 
(Internal Process), critical (Learning and Growth), visual presentation (Table) elicited the 
highest utility values of 0.145, 0.145, 0.694, 0.279, 0.407 respectively.
Since utilities are all expressed in a common unit, they can be added together to 
give the total utility of any combination (SPSS, 2007). Therefore, the total utility of a 
balanced scorecard designed such that its Financial perspective is displayed at an 
important position. Customer perspective as critical. Internal Process perspective as 
critical. Learning and Growth as critical, and Tabular presentation format, which can also 
be represented as 1-C-C-C-T, is expected to yield the highest possible utility. This is further 
presented in Equation 9.1.
Important Financial K P l ( u t i i i t y )  + Critical Customer K P l ( u t i i i t y )  + Critical Internal 
Process KPl(utiiity) + Critical Learning and Growth KPl(utiiity) + Tabular Visual 
Presentation(utiiity) + Constant = 9.892......................Equation (9.1)
2 0 1
or
(0.145) + (0.145) + (0.694) + (0.279) + (0.407) + 8.222 = 9.892 
By the same token, a balanced scorecard design with its Financial perspective displayed at 
a desirable level. Customer perspective as important. Internal Process as desirable. 
Learning and Growth as desirable with a Graphical presentation format i.e. D-l-D-D-G is 
expected to yield the lowest utility and is represented in Equation (9.2) below.
Desirable Financial KPl(utiiity) + Important Customer KPl(utiiity) + Desirable Internal
Process(utiiity) + Desirable Learning and Growth(utiiity) + Graphical Visual
Presentation(utiiity) + Constant= 6.593.....................Equation (9.2)
or
(-0.139) + (-0.206) + (-0.366) + (-0.511) + (-0.407) + 8.222 = 6.593.
Therefore, Figure 7.9 displays the utilities of the designs, starting from the design that 
generates the highest utility amongst subjects to the design that generates the least utility 
amongst subjects.
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Figure 7:9: Utility graph.
From the graph, although a tabular design with all the four perspectives displayed at a 
critical level of display, (i.e. C-C-C-C-T) expectedly generates a high utility (9.74) 
amongst users, when financial KPIs are displayed at a less critical level, a higher utility is 
achieved i.e. optimal level is reached at (9.892). To this end, the optimal design is the 
design alternative that seeks to maximise utility whilst being operationally feasible for 
design purposes. This design artefact is presented in Figure 7.10.
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Figure 7.10: The Designed artefact.
However, based works of Ame (1991), Chandra and Krovi, (1999), Ganzach, (1993), 
Davis (1993) and Cardinaels (2007) earlier discussed, it is imperative to analyse the results 
by user difference. The level of participant’s prior awareness of balanced scorecards was 
used as a measure of experience and familiarity with the information system.
7.12 Conjoint Analysis (All aware participants)
Table 7.12 presents the conjoint analysis only amongst participants who are aware of 
balanced scorecards. The design that generates the maximum utility is presented in 
Equation (9.3).
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Table 7.12: Summary o f conjoint analysis (Aware n= 50 )
KPl KPl Level UtilityEstimate
Std.
Error
Financial Critical 0.167* 0.205
Important -0.143 0.241
Desirable -0.023 0.241
Customer Critical 0.16* 0.205
Important -0.17 0.241
Desirable 0.01 0.241
Internal Process Critical 0.44* 0.205
Important -0.36 0.241
Desirable -0.08 0.241
Learning & Growth Critical 0.457* 0.205
Important -0.011 0.241
Desirable -0.446 0.241
Visual Presentation Table 0.867* 0.154
Graph -0.867 0.154
(Constant) 8.194 0.185
Note: *Higher utilities indicate greater preference
Critical Financial(utiiity) + Critical Customer(utiiity) + Critical Internal Process(utiiity) + 
Critical Learning and Growth(utiiity) + Tabular Visual Presentation(utiiity) + Constant
= 10.285............................Equation (9.3)
or
(0.167) + (0.16) + (0.44) + (0.457) + (0.867) + 8.194 = 10.285 
This design artefact is presented in Figure 7.11.
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Figure 7.11: The designed artefact (all aware).
7.13 Conjoint Analysis (All non-aware participants)
Similarly, conjoint analysis was conducted amongst participants who had no prior 
knowledge of balanced scorecards; the design which generates the highest utility amongst 
respondents is presented below.
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Table 7.13
KPl K Pl Level Utility
Estimate
Std.
Error
Financial Critical -0.173 0.333
Important 0.423* 0.391
Desirable -0.25 0.391
Customer Critical 0.131* 0.333
Important -0.241 0.391
Desirable 0.11 0.391
Internal Process Critical 0.939* 0.333
Important -0.299 0.391
Desirable -0.64 0.391
Learning & Critical 0.109 0.333
Growth Important 0.465* 0.391
Desirable -0.574 0.391
Visual Table -0.036 0.25
Presentation Graph 0.036* 0.25
(Constant) 8.248 0.301
Note: *Higher utilities indicate greater preference
Important Financial(utiiity) + Critical Customer(utiiity) + Critical Internal ProcesS(utiiity) 
+ Important Learning and Growth(utiiity) + Graphical Visual Presentation(utiiity) +
Constant = 10.242.............................Equation (9.4).
or
(0.423) + (0.131) + (0.939) + (0.465) + (0.036) + 8.248 = 10.242
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Figure 7.12: The designed artefact (all unaware).
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7.14 Conclusion
This chapter has sought to address the primary objective of this study which aims to design 
the visual information of a user interface using a multi-attribute judgement conjoint 
analysis approach. The impact of the visual order of presentation of the five features on the 
user’s overall preference was investigated using a conjoint analysis approach. Towards 
achieving this objective, the author has considered the design which combines operational 
feasibility with the highest level of utility possible as one which fulfils the objective of this 
research. The result of the conjoint analysis carried out in this chapter helped in identifying 
the design combination I-C-C-C-T as the design which satisfies both requirements and 
therefore fulfils the objective of this study as a design artefact. In particular, The I-C-C-C- 
T design generated a total utility of 9.892. A prototype of the designed artefact was 
presented in Figure 7.10 as well as the designed artefacts preferred amongst both high and 
low awareness users in Figures 7.11 and 7.12 respectively.
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Chapter 8: Discussion and Conclusion
8.1 Introduction
The overarching goal of this research was to design the visual information of a user 
interface through a conjoint analysis approach in order to optimise user preference. The 
findings of the two experiments conducted prove that this objective could be achieved 
using a conjoint analysis approach. Consequently, the study has important theoretical and 
practical implications for design science research and the field of MIS in general.
To this end, this chapter discusses these implications and conclusions of the study. In 
particular, it starts with a discussion of the main findings, followed by the theoretical 
contribution this study makes to the knowledge base. The implications for practitioners 
such as information dashboard designers, users and mangers of performance monitoring 
systems are also discussed, as well as the theoretical and methodological contributions. In a 
final analysis, the guidelines recommended by Hevner et al. (2004) for conducting Design 
Science research, which was set out at the begirming of this research and used in 
structuring the study, is used in the assessment and evaluation of this study as fulfilling the 
requirements of a Design Science research Finally, the study limitations and directions for 
future research are also discussed as well as areas of future research.
8.2 Summary of Findings
The main interest of the study was to design the visual information of a user interface
using a conjoint analysis approach. In order to address this objective, five main objectives
were used to guide the research. The study aimed:
• To understand the relative importance of the information features displayed on the 
user interface
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• To examine the effect of the visual order of presentation of the information features 
on user preference
• To understand the impact of graphical and tabular presentation formats on user 
preference
• To understand the impact of system familiarity on the user preference of an 
information system
• To prescribe a design combination of the information features which optimises user 
preference
To summarise the main findings of the thesis, the results will be discussed consecutively in
relation to each of these objectives. The discussions of these findings would cover the two
experiments carried out in a consecutive manner, where applicable.
First, the research aimed to understand the relative importance o f the information
features on user preference. In Experiment 1, the analysis of user preference of the
different homepage prototypes of hotel loyalty websites (in Chapter 7), with a sample size
of 35 postgraduate students who were current members of an online loyalty program,
predominantly under the age of 35 years, identified a hierarchy of importance of the four
information features earlier identified in the first part of the study. The conjoint analysis
results indicate that based on the preference for a critical display of information, the
context feature (31.7%) was the most important information feature. This is followed by
account (28%), challenge (20.3%) and membership (20.0%) features. For this purpose of
this research ‘Context’ feature, referred to information pertaining to the rewards and
benefits which the account user qualifies for, based on his or her current point balance and
member profile These rewards could be in form of hard or soft benefits, points or perks
necessary or luxury, monetary or non-monetary rewards (Chandon et al., 2000; Kivetz and
Simonson 2002; Ferguson, 2006). The researcher conjectures that this is perhaps the
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primary reason for a member joining the loyalty programs in the first place, therefore it is 
plausible that members would require related information to be critically displayed. Few 
(2006) shares a similar view on the importance of ‘contexts’ stating that they make the 
difference between numbers that just sit there on the screen and those that enlighten and 
inspire action.
Similarly, the results of Experiment 2 with a total sample of 102 postgraduate 
students, predominantly under the age of 35 years, indicate that the presentation format 
(27%) was the single most important information feature, followed by Internal Process 
(22%), Financial (18%), Learning and Growth (17%) and Customer (16%) perspectives. 
This result suggests that the format in which measures are presented i.e. (graphs or tables) 
on a balanced scorecard is of a more critical importance than any of the four perspectives 
displayed on a balanced scorecard. Researchers such as Ghani (1992), Zeffane and Check 
(1993) concur, stating that tasks and structure may have a greater impact (and hence bear 
greater explanatory power of) on the tendency to use information. They however further 
stated that in contrast, the extent of use of and dependency on computers might explain the 
greatest degree of variance in the extent of use of computer-based information. This would 
be discussed under the fourth study objective in this section. Nonetheless, the information 
processing theory provides a theoretical explanation based on its argument that since 
humans are limited information processors, more effective problem solving will result 
when the complexity in the task environment is reduced. It therefore supports the notion 
that complexity in the task environment will be effectively reduced when the problem­
solving aids (tools, techniques, and/or problem representations) support the task strategies
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(methods or processes) required to perform the task (Vessey, 1991; Vessey and Galletta, 
1991; Umanath and Vessey, 1994).
Following from above, the second objective was to examine the effect o f the visual 
order o f presentation o f information features on user preference. Bearing in mind that 
higher utility values indicate greater preference (lower negative values mean higher 
utility), the utility (part-worth) scores and their standard errors for each feature level 
suggests a linear relationship between order of presentation of information feature and 
utility; with critical levels of display corresponding to higher utilities. A linear relationship 
can also be seen in Experiment 2, where a linear relationship between the utilities of the 
designs and criticality of display starting from the design that generates the highest utility 
amongst subjects to the design that generates the least utility amongst subjects. 
Management research has always advocated that information should be organised in a 
hierarchy i.e. hierarchical arrangement of information and thus confirms the works of 
Dixon et al., 1990; Lynch and Cross, 1991). This finding helps to fulfill a theoretical 
contribution which is discussed later in this chapter.
The third objective was to understand the impact o f graphical and tabular
presentation formats on user preference. This objective was only covered in Experiment 2.
As such, based on the evaluations of the design features, the design combination I-C-C-C-
T proved to be the optimal design with the highest utility (9.892). This design can be
mathematically expressed as Important Financial KPI(utiiity) + Critical Customer KPI(utiuty) +
Critical Internal Process KPI(utiiity) + Critical Learning and Growth KPI(utiiity) + Tabular
Visual Presentation(utiiity) + Constant. In particular, this optimal model equation in
Experiment 2 suggests a higher user preference for a tabular presentation format over a
graphical format. This however appear to run contrary to the cognitive fit theory which
suggests a graphical format as being more preferable for presenting spatial information.
Vessey (1991) argued that if the information is spatial, a graphical presentation would lead
to a higher level of interpretation and therefore a cognitive fit. The researcher however
identifies two limitations of this theory. Firstly, their paper failed to give guidelines on a
minimum duration requirement for spatial information to be presented in a graphical
presentation, therefore, the December to March (4 month) period presented in the balanced
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scorecard task may fall outside the requirements for a graphical representation. Secondly, 
user characteristics such as the level of system awareness and familiarity were ignored in 
their work. This factor has been identified as important in the use of MIS (Cardinaels, 
2007; Davis, 1989) and its effect on user preference would be considered and discussed in 
the next objective.
The penultimate objective was to understand the impact o f system familiarity on the 
user preference o f an information system. This objective also only applies to Experiment 2, 
The conjoint analysis was carried out based on level of awareness (i.e. those previously 
aware and those not aware of balanced scorecards), subjects who were aware of balanced 
scorecards had a preference for all the perspectives to be displayed at a critical level. In 
addition, their preference was for a tabular presentation of KPIs, whereas those who were 
not aware of balanced scorecards prior to the experiment require both the customer and 
internal process perspectives to be more critically displayed than both the financial and 
learning & growth perspectives. In terms of visual presentation, this group of subjects 
prefer information to be presented as graphs i.e. subjects who had no previous experience 
of balanced scorecards derived a higher utility from a graphical presentation format whilst 
subjects who were previously aware of balanced scorecard derived higher utilities from a 
tabular presentation. This finding is consistent with the work of Cardinaels (2007) who in 
their study found that decision makers with a low level of cost accounting knowledge 
attained higher profits when they used graphical format in comparison to a tabular format 
and therefore posit that based on the theory of representational congruence (Chandra and 
Krovi, 1999), a graphical format is likely to reduce the cognitive burden of less 
knowledgeable decision makers by providing a fit to analogue graphical representations 
that are stored in memory. This fit should therefore facilitate data retrieval and in turn 
improvement in performance (Moriarity, 1979; Stock and Watson, 1984; Wright, 1995). In 
order words, subjects previously aware of balanced scorecards were happier with tabular 
presentation format of the perspectives and KPl measures, whereas those who were 
previously unaware of the balanced scorecards preferred graphical visual presentation of 
the features. This helps to fulfill a theoretical objective as well as has important practical
214
implications for practitioners such as system designers which are further discussed in the 
next section.
The final objective was to prescribe a design combination o f the information 
features which optimises user preference. From Experiment 1, the conjoint analysis 
approach helped to identify a design combination of the Web features that optimised user 
preference. For this purpose a total of 11 prototypes were being evaluated by subjects. Two 
out of these were holdout cards which although were equally ranked by subjects, were not 
used in calculating the utilities. Rather, these were used in checking the validity and 
reliability of the conjoint model. Both the validity and reliability results proved extremely 
positive and demonstrated that the model can be safely used in estimating designs that 
might not have been evaluated in the study. Finally, based on the importance ranking of the 
prototypes, the design combination C-C-I-D proved to be the most operationally feasible 
whilst maintaining a high level of utility (6.523). This design can be mathematically 
expressed as [Critical Context Feature(utiiity) + Critical Account Feature(utiiity) + Important 
Challenge Feature(utiiity) + Desirable Membership Feature(utiiity) + Constant] and therefore 
fulfils the requirement for the design artefact proposed at the beginning of the study.
Table 8.1 is a summary of the optimal visual order of presentation and presentation 
format of a balanced scorecard. This is presented by the level of each of the factors (i.e. 
balanced scorecard perspectives) that generate the highest utility amongst subjects.
Table 8.1: Conjoint analysis summary
All (n=102) Aware (n=50) Unaware (n=52)
Financial Important Critical Important
Customer Critical Critical Critical
Internal Process Critical Critical Critical
Learning & Growth Critical Critical Important
Presentation Format Table Table Graph
From Table 8.1, taking all at participants together, the customer, internal process and 
learning and growth perspectives should be given a more critical level of display, than the
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financial perspective. A tabular presentation format was also found to generate a higher 
utility.
8.3 Design Ranking
To the extent that the utility derived from each level of the design factors by participants in 
this empirical study is determined, it is therefore possible to establish a ranking of cards 
used in the experiment as well as any other design combination of interest not previously 
evaluated by subjects during the experiment.
To this end, a comparison is made between a ranking based on direct evaluations of 
the experimental designs and from the experimental results through conjoint simulation.
8.3.1 Design Ranking Based on Direct Evaluation
Table 8.2 is a ranking based on the calculated mean ranks for each of the 20 designs across 
all 102 subjects. From the table, a mean rank closer to 1 indicates higher preference 
whereas a mean rank closer to 20 indicates a lower preference. Therefore, sorting from 
most preferred to the least preferred. Design P2 (C-C-C-C-T) is the most preferred. This 
design is similar to the design combination particularly amongst those who were aware of 
balanced scorecards earlier identified.
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Table 8.2:
Ranking of designs based on direct evaluation.
Financial Customer
Internal
Process
Learning & 
Growth
Visual
Presentation Design
Mean
Rank
Critical Critical Critical Critical Table P2 8.2 1st
Important Important Critical Important Table PI 8.4 2nd
Important Desirable Critical Critical Table P7 9.0 3rd
Desirable Critical Desirable Critical Table Pll 9.3 4th
Critical Critical Critical Critical Graph P6 9.6 5th
Critical Critical Critical Important Graph P5 9.8 6th
Critical Desirable Important Critical Table P12 9.8 7th
Critical Critical Critical Desirable Table P15 10.0 8th
Desirable Desirable Critical Desirable Graph P4 10.3 9th
Desirable Critical Important Important Table P14 10.3 10th
Desirable Important Critical Critical Graph PIO 10.9 nth
Critical Important Important Critical Graph P13 10.9 12th
Important Critical Desirable Critical Graph P9 11.0 13th
Critical Desirable Desirable Important Graph P8 11.1 14th
Critical Important Desirable Desirable Table P16 11.2 15th
Important Critical Important Desirable Graph P3 11.6 16th
Critical Desirable Critical Critical Graph P19 11.9 17th
Desirable Important Critical Desirable Table P18 12.0 18th
Desirable Critical Important Critical Graph P20 12.1 19th
Critical Critical Important Critical Graph P17 12.6 20th
8.3.2 Design Ranking Based on Conjoint Simulation
The Conjoint procedure uses the analysis of the experimental data to make predictions 
about the relative preference for each of the simulation designs. Simulation cases are not 
usually rated by the subjects but represent product profiles of interest.
Therefore, if we assume all of the 20 designs to be designs of interest and run a 
simulation analysis using conjoint analysis to determine the preference probabilities for 
rankings, the results of the Bradley-Terry-Luce model in Table 8.3 ranks design 2 as 
having highest preference probability, which is consistent with the results of the direct 
mean rankings earlier established.
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Table 8.3:
Design ranking using preference probabilities of 
simulations
Card
Number ID
Maximum
Utility
Bradley-
Terry-
Luce Logit
2 2 6.9% 5.8% 84%
7 7 12.3% 5.7% 9j%
1 1 11.8% 5.6% 10.1%
15 15 8.3% 5.3% 7J%
6 6 2.0% 5.2% 34%
5 5 10.3% 5.2% 84%
19 19 .5% 5.2% 1.6%
12 12 4.9% 5.1% 44%
14 14 6.4% 5.1% 63%
11 11 6.9% 5.1% 7.1%
18 18 1.0% 5.1% 2.4%
10 10 2.9% 5.0% 4.1%
9 9 5.4% 4.7% 4.1%
17 17 .0% 4.7% 1.5%
4 4 1.5% 4.7% 2.0%
20 20 3.4% 4.6% 3.7%
16 16 3.4% 4.5% 3.3%
8 8 7.4% 4.5% 5.9%
13 13 2.9% 4.5% 2.8%
3 3 2.0% 4.3% 2.4%
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8.4 A Theoretically Based Design for Balanced Scorecards
The balanced scorecard was originally introduced by Kaplan and Norton (1992) and was 
presented with financial perspective displayed at the most prominent position i.e. topmost 
level, followed by the customer perspective. The internal process and learning and growth 
perspectives have always been displayed at a lower visual display level perhaps due to the 
suggested interrelatedness of the variables. Therefore, this particular visual order of 
presentation has been widely adopted both in the field of academics and industry without 
much scrutiny and little or no consideration from a user perspective.
On the other hand, regarding presentation format, Vessey (1991) argue that if the 
information is spatial, graphical presentation would lead to a higher level of interpretation 
and therefore a cognitive fit, although as pointed out earlier, their paper failed to give 
guidelines on a minimum duration requirement for graphical presentations in the instance 
of spatial information, in their work, they attempted to put to rest the inconsistency in the 
research that has been conducted in the area of the use of graphical and tabular 
representations.
Therefore, given the nature of the task presented to participants which presents 
spatial information on a balanced scorecard, a theoretically constructed balanced scorecard 
may take the form presented in Chapter 7, as summarised in Table 8.4.
Table 8.4: A theory based design
Financial Customer
Internal
Process
Learning and 
Growth
Visual
Presentation
Critical Important Desirable Desirable Graph
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A comparison of the optimal design earlier derived from experimental data (i.e. design 
no,2) and the theoretically adopted design was carried out through conjoint simulation 
analysis. A simulation was possible through the use of the experimental data collected and 
the predicted model. The simulation results are presented in Table 8.5. All three simulation 
models, predict a higher probability of preference for the experimental card as displayed in 
Table 10.5 based on all participants.
Table 8.5: Preference probabilities o f simulations.
Card Number ID
Maximum
Utility
Bradley-Terry-
Luce Logit
Experiment(l) 1 65.2% 59.0% 63.5%
Theory(2) 2 34.8% 41.0% 36.5%
8.5 Implications of Findings
This study experimentally investigated the joint effect of visual order of presentation and 
presentation format on user experience in the context of a relatively simple spatial task that 
requires users to express their preference for the way information is presented on a user 
interface.
The study advances our understanding of managerial decision-making in several 
ways. First, it demonstrated that different designs influence user preference differently and 
consequently, the utility derived, thereby advancing the argument for a user-centred design 
philosophy into the science of designing information dashboards in general. Further 
analysis by user’s prior knowledge and experience of balanced scorecards demonstrated 
that users without prior experience of balanced scorecards preferred balanced scorecards to
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be presented in a graphical presentation format whereas the more experienced users prefer 
the same information to be presented to them in tabular format. This finding is consistent 
with previous studies in this area.
On the other hand, with regards to visual order of presentation, the study 
demonstrated that whilst the more experienced users prefer all the metrics on a balanced 
scorecard to be presented in a critical display position, the less experienced ones prefer 
customer and internal process related information to be displayed first, followed by 
financial and learning and growth related metrics.
Second, these findings have important practical implications in that there is no 
unique way to present balanced scorecard information to users. To derive optimum utility 
from users, performance measurement systems may need to adjust dashboard information 
to the user’s level of experience with the use of such systems. Some researchers also agree 
that for instance, in most firms, many non-accountants make use of accounting information 
systems (Shields, 1995; Mauldin and Ruchala, 1999; Bimberg, 2000) and that these non­
accountants are better served by graphical presentation on accounting information. In 
contrast, accountants are likely to receive appropriate access to the data by means of 
traditional tables (Cardinaels, 2007). Therefore, from a view point of practice, it is 
advocated therefore that systems designers first examine the level previous level of 
experience of the user with the system. They should then support these users with the 
appropriate representation that supports the task, but also their level of prior experience 
with the system.
Similarly, the findings on visual presentation order suggest a hierarchical and more
systematic release of information displayed on performance monitoring systems to
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inexperienced users; possibly to avoid overload of information, whereas, the more 
sophisticated users can afford to have all the relevant metrics displayed at the same time to 
them; perhaps to facilitate a critical evaluation of the business situation.
Third, from a theoretical viewpoint, whilst previous studies have either investigated
the effect of presentation format and visual order of presentation on the user separately
(Vessey, 1991) or researched the joint effects of prior experience and presentation format
on the user (Cardinaels, 2007), no study has examined the combined effects of these three
variables on the user. Therefore the results of this study help to explain some of the
conflicting results in earlier studies. Based on the findings of this study which indicate that
presentation format is the most important feature when compared with the visual order of
presentation of the four perspectives individually, it therefore suggests that researchers can
expect adverse performance effects when, first the external presentation format and second,
the visual arrangement of the information displayed are not well aligned with the user’s
level of experience with the system. In addition, the direct linear relationship identified
between visual order of presentation of the information features and utility provides
evidence for a relationship between order of presentation and user preference. This helps to
fulfil a theoretical objective and has important practical implications for practitioners such
as Web designers and online marketers especially against the backdrop of the recent
introduction of internet and 3G services in mobile devices, such as handheld PDAs and
smart phones. These devices aim to deliver a more ubiquitous access to the Web, but
unlike traditional Web user interfaces such as desktop screens which offer a more generous
platform for designing various Web page layouts, the restrictive display size of these small
internet devices militate against this prospect. This findings of this study helps to devise a
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methodology which ensures that information is being displayed in such a manner that the 
user experience is optimised.
Fourth, a methodological contribution to the design science paradigm was achieved
in this study. Unlike previous research, the novelty in the use of conjoint analysis as a
methodology in information dashboard design is a notable contribution to the paradigm.
Hevner et al. (2004) noted that the creative development of novel, appropriately evaluated
constructs, models, methods, or instantiations that extend and improve the existing
foundations in the design-science knowledge base are also important contributions. Thus,
the creative use of a conjoint methodology in providing a mathematical basis for measuring
and optimising the user experience of an information system provides methodological
contributions to IS research. In addition to providing the required multi-factor level
framework for analysis, conjoint analysis was instrumental in the generation of design
alternatives for testing in which subjects were presented with profiles of possible
information dashboards i.e. Webpage profiles and balanced scorecards, based on four
information features and four perspectives respectively. Each feature was manipulated at
three levels of information display: “Critical, “Important”, “Desirable”. The fractional
factorial design employed resulted in eleven profiles in the first experiment and twenty
profiles in the second experiment. Unlike in traditional design experiments in IS, this
approach helps to eliminate the need to present all possible 81 and 162 combinations
respectively in both experiments by presenting an orthogonal array in which the four
features are balanced. This helps to save time and resources employed in carrying out the
experiment as well as help to reduce respondent fatigue considerably, a common source of
non-sampling error. To this end, conjoint analysis lends itself very well to studies where
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smaller samples may be involved due to the high number of experimental designs 
generated. Conjoint Analysis is a design tool that fits in nicely with Design Science 
approaches to research. In effect, using the Hevner et al. (2004) terminology, it provides a 
method of searching for a useful design from a large set of available designs, which is of 
practical value. Nonetheless, the limitation here is that only the main effects are estimated 
which is consistent with the model the researcher is attempting to examine (additive 
model). Another methodological contribution lies in the decompositional approach of the 
conjoint analysis, which needs to know only the subject’s overall preference for a specific 
design combination. Therefore, conjoint analysis differs from other traditional IS 
approached (i.e. regression) because ratings for each information feature (e.g. account 
information) are not needed. Rather than relating separate individual information feature 
ratings or rankings to the overall preference ranking, which often leads to all features being 
important to subjects, the conjoint analysis approach obtained the value of each 
information feature by decomposing the overall preference rating. This approach works 
backwards and estimates each individual’s “part-worth” utility for each level of the 
information feature so as to be consistent with the behavioural results of sorting, ranking 
and/or rating of the various profiles presented. As a result of these utility estimates, the 
relative importance of each information feature can be calculated. This approach is 
particularly useful in user studies as prototypes are being presented as close as possible to 
reality.
8.6 Validation as Design Science Research
In this final analysis, the seven guidelines suggested by Hevner et al. (2004) for assisting 
researchers, reviewers, editors and readers, in assessing and evaluating a study as fulfilling
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the requirements for an effective design science research are examined in turn. It is argued 
that each of these guidelines should be addressed in some manner for design-science 
research to be complete and as such answers the research question of assessing the 
suitability of conjoint analysis for design science research.
Guideline 1: Design as an Artefact
The critical nature of design-science research in IS lies in the identification of as 
yet undeveloped capabilities needed to expand IS into new realms not previously believed 
amenable to IT support (Markus et al. 2002). This results in a purposeful IT artefact 
created to address an important organisational problem. It must be described effectively, 
enabling its implementation and application in an appropriate domain (Hevner et al. 2004). 
The design artefact produced in this research is a mathematically (conjoint) based visual 
information design which optimises the user preference a user interface (an instantiation). 
The application of a conjoint methodology to this problem provides a mathematical and 
computational basis for testing alternatives and thus a novel approach to visual information 
design. As such, the design combination that optimises user experience was prescribed by 
examining the utilities of alternative designs. IT artefacts are rarely full-grown information 
systems that are used in practice. Instead, artefacts are innovations that define the ideas, 
practices, technical capabilities, and products through which the analysis, design, 
implementation, and use of information systems can be effectively and efficiently 
accomplished (Tsichritzis, 1997; Denning, 1997). It is worthy to note that this definition of 
the artefact is consistent with the concept of IS "design theory" as used by Walls et al.
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(1992) and Markus et al. (2002) where the theory addresses both the process of design and 
the designed product (Hevner et al., 2004).
Guideline 2: Problem Relevance
Unlike behavioural science which seek to fulfil a research goal through the 
development and justification of theories explaining or predicting phenomena that occur, 
design science approaches this goal through the construction of innovative artefacts aimed 
at changing the phenomena that occur (Hevner et al. 2004). A fundamental design 
challenge of information dashboards for IS practitioners is to display all relevant 
information on a single screen, clearly and without distraction, in a manner that can be 
quickly examined and understood. The relevance of any design-science research effort is 
with respect to a constituent community (Hevner et al. 2004). Thus, the design of an 
effective user interface which optimises user experience is of crucial importance, not only 
to practitioners who plan, manage, design, implement, operate and evaluate information 
systems, but also the business managers who are responsible for promoting repeat business 
and continued patronage of an information system by its users.
Guideline 3: Design Evaluation
Hevner et al. (2004) noted that evaluation is a crucial component of the research
process. They further stated that the utility, quality and efficacy of a design artefact must
be rigorously demonstrated via well executed evaluated methods which may involve the
integration of the artefact within the technical infrastructure of the business environment.
Some of the metrics against which IT artefacts are evaluated include functionality,
completeness, consistency, accuracy, performance, reliability, usability and fit with the
organisation, and other relevant quality attributes. Where analytical metrics are
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appropriate, designed artefacts may be mathematically evaluated (Hevner et ah, 2004). 
Therefore, in constructing the artefact proposed in this research, an evaluation of the 
efficacy of the design artefact against currently existing designs or theoretically supported 
designs (albeit using experimental results) to demonstrate a potentially higher utility 
through user preferences was carried out. The evaluation of design artefacts typically 
adopts different methodologies summarised in Table 10.5. In this regard, Hevner et al. 
(2004) suggested that the selection of the evaluation methods must be matched 
appropriately with the designed artefact and the selected evaluation metrics. As such, 
experimental methods through controlled experiments and simulations were adopted in 
evaluating the designs for this study.
1. Observational Case Study -  Study artefact in depth in business environment
Field Study -  Monitor use of artefact in multiple projects
2. Analytical Static Analysis -  Examine structure of artefact for static 
qualities (e.g., complexity)
Architecture Analysis -  Study fit of artefact into technical IS 
architecture
Optimisation -  Demonstrate inherent optimal properties of 
artefact or provide optimality bounds on artefact behaviour
Dynamic Analysis -  Study artefact in use for dynamic qualities 
(e.g., performance)
3. Experimental Controlled Experiment -  Study artefact in controlled 
environment for qualities (e.g., usability)
Simulation -  Execute artefact with artificial data
4. Testing Functional (Black Box) Testing -  Execute artefact interfaces to 
discover failures and identify defects
Structural (White Box) Testing -  Perform coverage testing of 
some metric (e.g., execution paths) in the artefact 
implementation
5. Descriptive Informed Argument -  Use information from the knowledge 
base (e.g., relevant research) to build a convincing argument 
for the artefact’s utility
Scenarios -  Construct detailed scenarios around the artefact to 
demonstrate its utility
Table 10.5: Design evaluation methods (Hevner et ah, 2004).
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Guideline 4: Research Contributions
The ultimate assessment for any research is “What are the new and interesting 
contributions?” (Hevner et al., 2004). Therefore, effective design-science research must 
provide clear contributions in the areas of the design artefact, design construction 
knowledge (i.e., foundations), and/or design evaluation knowledge (i.e., methodologies). 
This research seeks to make contributions in all these three areas.
Firstly, a notable contribution of this research is the design artefact which it 
developed i.e. a mathematically (conjoint) based visual information that optimises user 
preference. Hevner at al. (2004) agree that most often, the contribution of design-science 
research is the artefact itself. The artefact may extend the knowledge base or apply existing 
knowledge in new and innovative ways.
Secondly, the creative development of novel, appropriately evaluated constructs, 
models, methods, or instantiations that extend and improve the existing foundations in the 
design-science knowledge base are also important contributions. This study extends earlier 
research which has so far examined the impact of sequencing on a stimulus, on the user; to 
now include the type of information content displayed (Sperling, 1960; Noonen and 
Dwyer, 1993; Mayer and Anderson, 1991). An examination of the different types of 
information content displayed as well as the visual order of presentation (i.e. criticality of 
display) and presentation was carried out. Furthermore, the study experimentally 
investigated the joint effect of visual order of presentation and presentation format on user 
experience in the context of a relatively simple spatial task that requires users to express
their preference for the way information is presented on a user interface.
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Finally, the use of conjoint analysis provided a method of searching for a useful 
design from a large set of available designs thereby lending itself to Design Science 
approaches to research where a high number of experimental designs are often generated 
for testing purposes.
Guideline 5: Research Rigour
Rigour addresses the way in which research is conducted. As with behavioural 
science, rigour in design science is derived from the effective use of theoretical 
foundations and research methodologies. Success is predicated on the researcher’s skilled 
selection of appropriate techniques to develop or construct a theory or artefact and the 
selection of appropriate means to justify the theory or evaluate the artefact (Hevner et al.,
2004).
Furthermore, design-science artefacts are often the "machine" part of the human 
machine system constituting an information system, it is therefore imperative to understand 
why an artefact works or does not work to enable new artefacts to be constructed that 
exploit the former and avoid the latter. For such artefacts, knowledge of behavioural 
theories and empirical work are necessary to construct and evaluate such artefacts. To this 
end, relevant theories and past research such as user experience and cognitive theories 
were duly examined, reviewed and adopted in designing the artefact in this research. 
Nevertheless, Hevner et al., 2004 cautioned that the principal aim in design science is to 
determine how well an artefact works and not to theorise about or prove anything about 
why the artefact works.
Guideline 6: Design as a Search Process
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Design is essentially a search process to discover an effective solution to a problem. 
Therefore, design science is inherently iterative. The search for the best, or optimal, design 
is often difficult for realistic information systems problems. Simon (1996) describes the 
nature of the design process as a Generate/Test Cycle represented in Figure 8.1.
/
\
Alternatives
Test Aftematives 
Against 
Requirements/Constraints
Figure 8.1: The generate/test cycle (Simon, 1996).
The researcher argues that the search process is a sub-process within the build aspect of the 
design process cycle as depicted in the Figure 8.2.
BUILD
EVALUATE
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Figure 8.2: The generate/test cycle within design science (adaptedfrom Hevner, 2004).
Problem solving can be viewed as utilising available means to reach desired ends 
while satisfying laws existing in the environment (Simon 1996). Abstraction and 
representation of appropriate means, ends, and laws are crucial components of design 
science research. Design-science research often simplifies a problem by explicitly 
representing only a subset of the relevant means, ends, and laws or by decomposing a 
problem into simpler sub-problems. The means, ends, and laws for IS design problems can 
often be represented using the tools of mathematics and operations research. Means are 
represented by decision variables whose values constitute an implementable design 
solution while ends are represented using a utility function and constraints that can be 
expressed in terms of decision variables and constants. This research has demonstrated that 
the conjoint methodology inherently possesses these search characteristics of the process of 
design-science. It facilitates the abstraction of means and ends using mathematical 
representations. Furthermore, the set of possible design solutions can be specified as all 
possible means that satisfy all end conditions consistent with identified laws. When these 
can be formulated appropriately and posed mathematically, the methodology can be used 
to determine an optimal solution for the specified end conditions.
Different problem representations may provide varying techniques for measuring
how good a solution is. One approach may be to prove or demonstrate that a heuristic
design solution is always within close proximity of an "optimal" solution. Another is to
compare produced solutions with those constructed by expert human designers for the
same problem situation (Hevner et al., 2004). Specifically, in this research a comparison
was made between direct evaluations, theoretically suggested designs and the experimental
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designs through simulation techniques. The simulation analysis showed that the 
experimental design artefact generated higher utilities than the theoretical designs, in all 
three simulation methods considered, thus suggesting a user centred philosophy in design.
Guideline 7: Communication o f Research
Design-science research must be presented both to technology-oriented as well as 
management-oriented audiences (Hevner et al., 2004). This research has relevance to both 
audiences and as such its presentation is aimed at not only system developers with interest 
in user interfaces and information dashboards in general, but also business and information 
managers. To this end, the findings of this study helps to devise a methodology which 
ensures that information is being displayed in such a manner that the user experience is 
optimised especially against the backdrop of the recent introduction of internet and 3 G 
services in mobile devices, such as handheld PDAs and smart phones which aim to deliver 
a more ubiquitous access to the Web, but unlike traditional Web user interfaces such as 
desktop screens which offer a more generous platform for designing various Web page 
layouts, the restrictive display size of these small internet devices militate against this 
prospect. Furthermore, the use of conjoint analysis delivered practical value as it provided 
a method of searching for a useful design from a large set of available designs. This has 
implications for the management, in the areas of resource control and efficiency.
8.7 Limitations
This study has adopted a top-down (vertical dimensional) approach in determining the 
level of criticality of display of information. Other possible perspectives such as a 
horizontal approach assume reading from left to right. However, especially amongst
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oriental cultures where the reverse is the case, this study may not be generalisable to such 
users.
Secondly, the practice of presenting these metrics to users may vary across firms. 
Sometimes balanced scorecards use colour indicators such as red, yellow and green ratings 
for their performance metrics (Malina and Selto, 2001).
Thirdly, the balanced scorecard designs presented to the subjects were hypothetical. 
Although in reality users are not faced with situations in which they have to make a 
decision between two or more balanced scorecards, conjoint methodology is appropriate 
for modelling the importance that users place on the features investigated when faced with 
making judgement choices amongst several alternatives, and as such, found suitable in 
addressing the objectives of the study. Furthermore, the use of prior literature guided the 
use of the features used in this study.
Fourth, the experiment was not carried out amongst real users but University 
students who may not be representative of the users of online loyalty programs or balanced 
scorecards. Notwithstanding, students are commonly used for experimental research of this 
nature. One advantage is that the researcher can better capture the participant’s knowledge 
component without the noise expertise acquired via work experience (Libby, 1995; Rose 
and Wolfe, 2000; Umanath and Vessey, 1994; Cardinaels, 2007). Moreover, the use of 
students enabled the researcher to examine the difference between people who have had 
previous experience of the system and those who haven’t, thus leading to some useful 
contributions.
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Fifth, a single-item measure was used to assess user preference. Although the use of 
single-item measures is common in conjoint studies, such measures cannot be assessed for 
reliability.
Finally, overall preference was measured and not actual behaviour. Additional 
research is needed to test the extent to which intentions translate into actual behaviour. 
However, a vast body of work has shown that intentions and behaviours are tightly 
correlated (e.g. Mathieson, 1991; Taylor and Todd, 1995).
8.8 Future Research Directions
The research work undertaken has so far focussed on one aspect of the design process 
which involves generating design alternatives and testing of the alternatives against 
requirements to develop the design artefact. Both the construction of new artefacts and 
their initial evaluation (testing) are usually done in laboratories (livari, 2007).
Following the development of the artefact, the next stage in the design phase 
involves an evaluation of the developed artefact in real life settings. Hevner (2007) stated 
that the output from the design science research must be returned into the environment for 
study and evaluation in the application domain. This is identified as field testing within the 
Relevance Cycle in the annotated diagram in Figure 8.3.
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Figure 8.3: Designs science research cycles annotated (Hevner, 2007). 
livari (2007) agrees that the essence of Information Systems as design science lies 
in the scientific evaluation of artefacts but argue that the term ‘evaluation’ has been used 
by Hevner (2007) in a more constrained meaning than that of Hevner et al., (2004), where 
it also covers the field testing of the relevance cycle.
Further research will need to be carried out in order to answer questions such as: 
Does the design artefact improve the environment and how can this improvement be 
measured? The result of the field testing will determine whether additional iterations of the 
relevance cycle are needed in this design science research project. The new artefact may 
have deficiencies in functionality or in its inherent qualities (e.g. performance, usability) 
that may limit its utility in practice. By carrying out this study, it will become clear to what 
extent the developed artefact performs against known alternatives.
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APPENDIX A l: A COMPILATION OF BALANCED SCORECARD 
MEASURES
Common Financial Measures
Source: www.effectivenessgroup.com
Accounts receivable turnover 
Cash flow
Compound growth rate
Contribution margin
Cost per Thousand Impressions (CPM)
Credit rating 
Current ratio 
Day sales in receivables 
Day sales in inventory 
Days in payables 
Debt
Debt to equity 
Dividends
Earnings before interest, taxes, depreciation, and amortization [EBITDA) 
Economic value added [EVA)
Efficiency ratio 
Financial leverage 
Gross margin
Internal rate of return [IRR)
Inventory turnover ratio/inventory turns per period 
Long-term debt to capital 
Margin %
Market value
Market value added [MVA)
Net income
Net operating profit after tax [NOPAT)
Net present value [NPV)
Payback
Profit as % of sales 
Profit as % of total assets 
Profit per employee
Profit margin [net income/sal Return on capital employed [ROCE)
Return on equity [ROE)
Return on investment [ROl)
Return on net assets 
Return on sales [ROS)
Return on total assets 
Revenue
Revenue from new products 
Revenue per employee
Revenues/total assets________________________________________
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Sales, units 
Share price 
Shareholder loyalty 
Shareholder mix 
Times interest earned 
Total assets 
Total assets/employee 
Total costs 
Unit margin
Value added per employee
Common Customer Measures
Abandonment rate/customers lost
Annual sales per customer
Average customer size
Average duration of customer relationship
Awareness %
Brand development index 
Brand penetration 
Brand recognition 
Category development index 
Complaints
Complaints resolved on first contact
Customer acquisition rate
Customer lifetime value
Customer loyalty _________________
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Customer profitability
Customer satisfaction
Customer service expense per customer
Customer visits to the company
Customers per employee
Direct price
Frequency [number of sales transactions) 
Hours spent with customers 
Market share
Marketing cost as a percentage of sales 
Number of ads placed 
Number of customers 
Number of proposals made 
Number of trade shows attended 
Penetration share
Percent of revenue from new customers 
Price relative to competition 
Relative market share 
Retention rate/loyalty 
Repeat volume 
Response rate
Response time per customer request
Return rates
Sales per channel
Sales volume
Share of requirements
Share of target customer spending
Total cost to customer
Unit market share
Wallet share
Win rate (sales closed/sales contacts)
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Common Internal Process Measures
Average age of patents 
Average cost per transaction 
Average lead time 
Average wait times 
Breakeven time 
Community involvement 
Continuous improvement 
Cost per order 
Cost per customer acquired 
Cost per unit
Customer database availability 
Cycle time improvement 
Defect percentage 
Downtime
Environmental emissions 
Frequency of returned purchases 
Internal rate of return on new products 
Inventory turnover 
Labour utilization rates 
Lead user identification 
Manufacturing yield 
New products introduced 
Number of positive media stories 
On-time completion 
On-time delivery 
Out-of-stock %
Patents pending 
Planning accuracy
Products and services in the pipeline 
Ratio of new products to total offerings 
Research and development expense 
Response time to customer requests 
Rework
Space utilization
Time to market of new products/services 
Warranty claims 
Waste reduction
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Common Learning and Growth Measures
Absenteeism 
Average years of service
Communication planning Competency coverage ratio 
Cross-functional assignments 
Diversity rates
Employee participation in professional or trade associations 
Employee productivity 
Employee satisfaction 
Employee suggestions
Empowerment index [number and levels of managers)
Ethics violations
Health promotion
Internal communication rating
Knowledge management
Leadership development
Lost-time accidents
Motivation index
Number of cross-trained employees
Number of scorecards produced
Outstanding number of applications for employment
Participation in stock ownership plans
Percentage of employees with advanced degrees
Percentage of employees with computers
Personal goal achievement
Quality of work environment
Reportable accidents
Strategic information ratio
Timely completion of performance appraisals
Training hours
Training investment per customer
Turnover rate
Value added per employee
2 5 7
APPENDIX A2: EMAIL INVITE EXPERIMENT 1
Do you fancy a chance to win gift vouchers redeemable in more than 70 high street 
shops and some of the best leisure and holiday resorts in the UK?
Are you a member of an online loyalty program, such as Air Miles, Hotel Loyalty 
Programs etc?
...then pop into Room 73MS03 at the School of Management next Thursday 29th or 
Friday 30* May 2008, anytime between 10am to 5pm to participate in a short
20-minute lab experiment on the design of Web sites.
This experiment will be limited to the first 25 participants and would each qualify 
for a gift voucher.
Hopefully, this would be as much fun for you as it has been for me! 
See you then.
NB: This study is approved by the research ethics committee of the faculty of 
management and law.
Tosin Ogunkunle (BSc., MBA) 
PhD Researcher 
School of Management 
University of Surrey
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APPENDIX A3: INTRODUCTION TO LAB EXPERIMENT 1
Imagine you are a member of a hotel loyalty program and on this occasion you 
have decided to visit the Web site of your loyalty program. The following are 11 
prototypes of Web page designs i.e. PI to P ll . Each prototype contains 4 main 
information features which are normally available on the homepage of a loyalty 
Web site. These can be categorised as:
Membership Information: displays information on the member’s name, number, 
membership level, points balance and earning preference- which could either be 
points or miles or both.
Account Information: provides more detailed information on the transactions 
carried out on the account. This may include the number of stays at a hotel or 
flights taken, ordered reward certificates, and additional points earned through 
other means apart from hotel stays or flights taken.
Reward Information: refers to the rewards and benefits which the member 
qualifies for based on his or her current point balance and member profile.
Challenge information: This is aimed at motivating members to reach a specific 
target such as what you need to do to reach the next level of membership.
The order of placement of these information areas is different for each prototype. 
Please rank these prototypes in order of your preference, by giving the prototype 
whose information arrangement you most prefer a rank of 1 and that which you 
least prefer a rank of 11. Please record your rank for each prototype in the 
preference sheet provided for you.
Thank You
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APPENDIX A4: LABORATORY QUESTIONNAIRE: EXPERIMENT 1
Good afternoon, I am a PhD student at the University of Surrey, Guildford, currently 
carrying out a piece of academic research on the design of Web sites and would like you to 
kindly complete a brief questionnaire. This study has been approved by the faculty’s 
research ethics committee and the information provided by you would be treated as 
confidential and only used for academic purposes.
There are two main sections in this questionnaire. Please complete both sections as 
accurately and sincerely as you can. There are no right or wrong answers. Thank you for 
your time and effort.
Participant’s name__________________________________
Participant’s email address________________________________
Please circle the appropriate code: 
Gender
Male 1
Female 2
Age
18-20  years 1
2 1 -2 5  years 2
2 6 -3 0  years 3
3 1 -3 5  years 4
3 6 -4 0  years 5
Above 40 years 6
Status
Full-time student 1
Part-time student 2
Non-student 3
Section 1:
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First, I am going to ask you a few questions about yourself.
Ql. Do you currently own a mobile/smart/PDA phone?
Yes 1
No 2
Q2. Does your current phone have an internet browsing or 3G service?
Yes 1
No 2
Q3. How often do you use the internet browsing or 3G service on your phone?
I use it everyday 1
I use it every 2-3 days 2
I use it weekly 3
I use it every 2 weeks 4
Less often 5
Never 6
Q4. Do you currently belong to a loyalty program, such as Air Miles, hotel loyalty programs 
etc?
Yes 1
No 2
Q5. How long have you been a member of a loyalty program?
Less than 6 months 1
6 months to 1 year 2
1 -2  years 3
2-5 years 4
More than 5 years 5
Q6. Have you ever accessed this loyalty program online?
Yes 1
No 2
Q7. Which of these means have you ever used in accessing your loyalty program’s website?
Desktop PC 1
Laptops 2
PDAs 3
Mobile phones 4
Smart phones (iphone) 5
Others 6
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Q8. How often do you visit the Web site of your loyalty program?
I visit it everyday 1
I visit it weekly 2
I visit it monthly 3
I visit it Less often 4
Q9. Have you ever redeemed points or rewards firom your loyalty program online?
Yes 1
No 2
26 2
Section 2: Please refer to the introduction to laboratory experiment document 
Preference Sheet
Preference RankPrototype
P4
PIO
Pll
Please comment on reasons for 
most preferred
Please comment on reasons for 
least preferred
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APPENDIX AS: PROTOTYPES FOR EXPERIMENT I
PI
W elcome, [Member name]
Account Information
Current point balance 0
M embership Level Bronze
Account num ber 86375418
Earning Preference Points
Membership Information
Stays Recorded
Our records show no stay m ade In the last 10 months
Your Rewards
Earn up to  10,000 points 
Join M ega Bonus today > 
Win a trip  2 anywhere
Your Challenge
Additional nights needed 
To achieve Silver:
Nights stayed this year:
Your Reservation »
-Back to  top
Rewards Requested O rder Rewards »
You can view a list of all currently ordered certificates th a t have not yet been redeem ed for a rew ard
Our records show no o ther points earned  In the last 10 months 
O ther Points Earned
Our records show no o ther points earned  In the last 10 months
-Backto top
M ore Ways to  Earn »
10
0
W elcome, [Member name]
Membership Information
Stays Recorded
Our records show no stay m ade In the last 10 months
Your Reservation »
-Back to  top
Rewards Requested O rder Rewards »
You can view a list of all currently ordered  certificates th a t have not yet been redeem ed  for a rew ard
Our records show no other points earned  In the last 10 months 
Other Points Earned
Our records show no other points earned  In the last 10 months
Account Information
Current point balance 
M embership Level
0
-Back to  top
M ore Ways to  Earn »
P2
Account number 
Earning Preference
Your Rewards
Earn up to  10,000 points 
Join M ega Bonus today > 
Win a trip 2 anywhere
86375418
Points
Your Challenge
Additional nights needed 
To achieve Silver;
Nights stayed this year:
10
0
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W elcome, [Member name]
Your Rewards
Earn up to  10,000 points 
Join M ega Bonus today > 
Win a trip 2 anyw here
Membership Information
Stays Recorded Your Reservation »
Our records show no stay m ade in the last 10 months
-Back to  top
Rewards Requested Order Rewards »
You can view a list of all currently ordered certificates th a t have 
not yet been redeem ed for a rew ard
Our records show no other points earned In the last 10 months
-Back to  top
O ther Points Earned M ore Ways to  Earn »
Our records show no other points earned In the last 10 months
Your Challenge
Additional nights needed 
To achieve Silver:
Nights stayed this year:
10
0
P3
Account Information
Current point balance
M em bership Level
Account num ber
Earning Preference
0
86375418
Points
P4
W elcome, [Member name]
Membership Information
Stays Recorded 
Your Reservation »
Our records show no stay made 
In the last 10 months
-Back to  top
Rewards Requested 
O rder Rewards »
You can view a list of all currently 
ordered certificates tha t have 
not yet been redeem ed for a 
rew ard
Our records show no other points 
earned In the last 10 months
-Back to  top
O ther Points Earned 
M ore Ways to  Earn »
Our records show no other points 
earned In the last 10 months
Account Information
Current point balance 
M embership Level
Account number 
Earning Preference
0
Bronze
Your Rewards
Earn up to  10,000 points 
Join M ega Bonus today > 
Win a trip 2 anywhere
Your Challenge
Additional nights needed 
To achieve Silver:
Nights stayed this year:
10
0
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P5
W elcome, [Member name]
Your Rewards
Earn up to  10,000 points 
Join M ega Bonus today > 
Win a trip  2 anywhere
Your Challenge
Additional nights needed 
To achieve Silver:
Nights stayed this year:
Membership Information
Stays Recorded
10
0
Your Reservation »
Our records show no stay m ade In the last 10 months
-Back to  top
Rewards Requested O rder Rewards »
You can view a list of all currently ordered  certificates th a t have 
not yet been redeem ed  for a rew ard
Our records show no o ther points earned  In the last 10 months
-Back to  top
O ther Points Earned M ore Ways to  Earn »
Our records show no o ther points earned  In the last 10 months
Account Information
Current point balance
M embership Level
Account num ber 
Earning Preference
0
Bronze
86375418
Points
P6
W elcome, [Member name]
Membership Information
Stays Recorded
Our records show no stay m ade In the last 10 m onths
Your Reservation »
-Back to  top
Rewards Requested O rder Rewards »
You can view a list of all currently ordered  certificates th a t have not yet been redeem ed  for a rew ard
Our records show no other points earned In the last 10 months 
O ther Points Earned
Our records show no other points earned  In the last 10 months
Account Information
Current point balance 
M embership Level
Account num ber 
Earning Preference
Your Rewards
Earn up to  10,000 points 
Join Mega Bonus today > 
Win a trip  2 anywhere
0
Bronze
86375418
Points
Your Challenge
Additional nights needed 
To achieve Silver:
Nights stayed this year:
-Back to  top
More Ways to  Earn »
10
0
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W elcome, [Member name]
Your Challenge
Additional nights needed
To achieve Silver: 10
Nights stayed this year: 0
Account information
Current point balance 0
M embership Level Bronze
Account num ber 86375418
Earning Preference Points
Membership Information
Stays Recorded
Our records show no stay m ade in the last 10 months
Your Rewards
Earn up to  10,000 points 
Join Mega Bonus today > 
Win a trip  2 anywhere
Your Reservation »
-Back to  top
Rewards Requested O rder Rewards »
You can view a list of all currently ordered certificates th a t have not yet been redeem ed for a rew ard
Our records show no o ther points earned  In the last 10 months 
O ther Points Earned
Our records show no other points earned  In the last 10 months
-Back to  top 
M ore Ways to  Earn ;
P7
W elcome, [Member name]
Your Rewards
Earn up to  10,000 points 
Join M ega Bonus today > 
Win a trip  2 anywhere
Membership Information
Stays Recorded
Our records show no stay m ade in the last 10 months
Your Reservation »
-Back to  top
Rewards Requested O rder Rewards »
You can view a list of all currently ordered  certificates th a t have not yet been redeem ed  for a rew ard
Our records show no other points earned  In the last 10 months 
Other Points Earned
Our records show no other points earned  In the last 10 m onths
Account Information
Current point balance 
M embership Level
Account number 
Earning Preference
0
Bronze
86375418
Points
Your Challenge
Additional nights needed 
To achieve Silver:
Nights stayed this year:
-Back to  top
M ore Ways to  Earn »
10
0
P8
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P9
Your Reservation »
W elcome, [Member name]
Membership Information
Stays Recorded 
Our records show no stay m ade In the last 10 months
-Back to  top
Rewards Requested O rder Rewards »
You can view a list of all currently ordered  certificates th a t have not yet been redeem ed for a rew ard
Our records show no o ther points earned  In the last 10 months
-Back to  top
O ther Points Earned M ore Ways to  Earn »
Our records show no o ther points earned  In the last 10 months
Your Rewards
Earn up to  10,000 points 
Join M ega Bonus today > 
Win a trip  2 anywhere
Account information
Current point balance 
M embership Level
Account number 
Earning Preference
0
86375418
Points
Your Challenge
Additional nights needed 
To achieve Silver:
Nights stayed this year:
10
0
Welcome, (Member name]
Membership Information
Stays Recorded Your Reservation »
Our records show no stay m ade in the  last 10 m onths
-Back to top
Rewards Requested Order Rewards »
You can view a list of all currently ordered certificates tha t have 
not yet been redeem ed for a reward
Our records show no other points earned in the last 10 m onths
-Back to  top
O ther Points Earned M ore Ways to  Earn »
Our records show no other points earned in the  last 10 m onths
Additional nights needed
To achieve Silver; 10
Nights stayed this year: 0
Current point balance 
M embership Level
0
Bronze
PIO
Your Rewards
Earn up to  10,000 points 
Join Mega Bonus today > 
Win a trip 2 anyw here
Account num ber 
Earning Preference
86375418
Points
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P l l
Welcome, [Member name)
Your Rewards
Earn up to  10,000 points 
Join Mega Bonus today > 
Win a trip 2 anyw here
Membership Information
Stays Recorded Your Reservation »
Our records show no stay m ade in the  last 10 m onths
-Back to top
Your Challenge
Additional nights needed 
To achieve Silver:
Nights stayed this year;
10
0
Rewards Requested Order Rewards »
You can view a list of all currently ordered certificates tha t have 
not yet been redeem ed for a rew ard
Our records show no o ther points earned in the  last 10 m onths
-Back to  top
Other Points Earned M ore Ways to  Earn »
Our records show no other points earned in the  last 10 m onths
Account Information
Current point balance
M embership Level
0
Bronze
Account num ber
Earning Preference
86375418
Points
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APPENDIX A6: EMAIL INVITE- EXPERIMENT 2
Subject: Chance to win £20 each for 20 participants in an online experiment!
Hi,
I am currently conducting an experiment on the design of information dashboards and 
have set up an online questionnaire. Please click on the link below to go the experiment.
Go To Experiment
All the information you need to participate in the experiment would be supplied online at 
the start of the experiment.
Participants who complete the experiment will be entered into a draw where the prize is a 
£20 high street gift voucher for each of 20 randomly selected participants. The draw 
will be conducted randomly using participant numbers, and the winners will be 
notified through their University email.
N.B. Please do not complete this questionnaire if you have done so before as your 
response will not be registered, and therefore you will not be entered into the draw.
This study has received a favourable ethical opinion from the University Of Surrey Ethics 
Committee.
Thank you for your help.
Tosin Ogunkunle
School of Management,
Faculty of Management and Law, 
University of Surrey,
Guildford, GU2 7XH, UK 
Phone: +44 (0) 1483 683102 
Fax: +44 (0) 1483 686301
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APPENDIX A7: ONLINE QUESTIONNAIRE: EXPERIMENT 2
lîSÛM y
Academic Research On The Design Of Information Dashboards
Prey Next
000
Personal Introduction
D e ar P artic ip an t,
This exp lo ra to ry  pro jec t a im s  to  find out th e  form  in w hich u s e r s  of inform ation w ould like to  s e e  
inform ation d isp la y ed  an d  p re se n te d  on an  inform ation d a sh b o a rd . Y our p ercep tio n s  of a  s e r ie s  of 
hypo thetica l d e s ig n s  w ould po ten tially  help  u s  in optim ising  y o u r e x p e rie n c e  a s  a  u se r , w hich is 
v aluable to  u s .
All you  are  required  to  do is to  in d ica te  y o u r p re ference  for d e s ig n s  w hich you  will be p re se n te d  with 
a s  y ou  co m p le te  th is  online q u estio n n a ire . You are  not obliged to  ta k e  part and  a re  free to  w ithdraw  
from  th e  s tu d y  a t a n y  tim e w ithout n ee d in g  to  ju stify  y o u r d ec isio n . T his e x e rc ise  is e x p e c te d  to  ta k e  
b etw een  20  to  30 m in u te s  of y o u r tim e .
T he q u estio n n a ire  is in tw o p a r ts . P le a s e  co m p le te  both s e c tio n s  a s  ob jectively an d  s in c e re ly  a s  you 
c a n . T here are no right or w rong a n sw e rs . T he inform ation provided by y ou  will b e  tre a te d  a s  
CONFIDENTIAL an d  will only be u se d  for th e  p u rp o se  of th is  a c a d e m ic  re se a rc h .
P a rtic ip a n ts  w ho co m p le te  th e  ex p e rim en t will be e n te re d  into a  draw , w here  th e  prize is a  £ 20  high 
s tre e t  gift vo u ch er for e a c h  of 20  random ly  se le c te d  p a rtic ip a n ts . P a rtic ip a n ts  w ould be given 
random ly  g e n e ra te d  ID n u m b ers  in order to  e n su re  an o n y m ity  an d  th e  d raw  will be c o n d u c te d  
random ly  u sin g  th e  a llo ca ted  ID. P a rtic ip a n ts  s e le c te d  a t th e  prize draw  will be notified only  by  the ir 
university  em ail a c c o u n t w hich is u su a lly  m a d e  up  of an  a lia s  an d  not real n a m e s  to  further m ain tain  
anonym ity .
T his s tu d y  h a s  received  a  favourable eth ica l opinion from th e  U niversity of S u rre y  E th ics  C o m m ittee .
T h an k  you for your a n tic ip a te d  partic ipa tion  in th is  pro jec t. 
T osin  O gunkunle 
T O Q u n k u n le @ su rre v .a c u k
P lease Use The Prev/Next Button On Top Left Corner To Navigate
f uNi\-min'Oi
#  S U R R E Y
Academic Research On The Design Of information Dashboards
Prey Next
[mm 0
ODD
Enter Your University of Surrey Email Address ( ...needed for gift voucher... )
xx@i<>'.com - P lease  Update
Gender
Male © 
Female ©
Age
18 20 years O  
21 25 years O 
26 30 years © 
31 35 years O 
36 40 years O  
Above 40 years 0
Status
Level 1 UG-SOM O  
Level 2 UG-SOM O  
Level 3 UG-SOM © 
MSc PGT-SOM © 
MBA PGT-SOM O  
PHD PGR-SOM O
Submit Entries
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Academic Research On The Design Of information Dashboards
Prey Next
MIHM
t t e W l i i i
010 wan wo
QG
F irs t, I a m  g o in g  to  a s k  y o u  a  fe w  q u e s t io n s  a b o u t  y o u rs e lf .
1. Have you  ever heard  ab o u t th e  c o n c ep t of b a la n ced  s c o re c a rd s ?
2. W ould you  s a y  th a t  you  are familiar with th e  c o n c e p t of b a la n ced  s c o re c a rd s ?
3. Have you  ever u se d  a  b a la n ced  sc o re c a rd  before?
4. H ere is a  list of perform ance m e a su re s  often u sed  in b a la n ced  s c o re c a rd s .
Could you  tell m e if an y  you  have ever hea rd  of an d  are familiar with by  placing a  tick  
w here appropria te?
Options Awareness of M easures Familiarity with Measures
Yes No
©  
’ ©
©
G
O O
Return on equity □ □
Return on assets □ □
Debtors turnover □ □
Market share □ □
Brand awareness □ □
Service quality □ □
Product innovation □ □
Investment in new technology □ □
Information exchange □ □
Speed of innovation □ □
Efficiency of distribution □ □
Supplier relations □ □
^SURREY
Academic Research On The Design Of information Dashboards
Prev Next
•liRl
OGO
Introduction to design experiment
Im agine you  are a  sen io r executive a t  F lex  IT LTD.. an  o u tso u rce d  tec h n o lo g y  firm th a t h a s  been  
operating  for 3 y e a rs  in th e  UK, w hich recen tly  im p lem en ted  a  perform ance m e a su re m e n t s y s te m  
b a se d  on th e  b a la n ced  sc o re c a rd . O n th is  o c c a s io n  you  have d ec id ed  to  visit th e  b a la n ced  sc o re c a rd  
to  obtain  information on th e  perform ance of th e  b u s in e s s  (YTD M arch 2009). T he b a la n ced  sc o re c a rd  
h a s  four persp ectiv es  (and  th re e  key  perform ance m e a su re s  within e a c h  p erspective) nam ely ; 
C u s to m e r  P e r s p e c t iv e  (m arket sh a re , brand  a w a re n e ss , service quality). F in a n c ia l  
P e rs p e c tiv e ( re tu m  on equity , d eb to rs  turnover, return on a s s e ts ) .  L e a rn in g  a n d  G ro w th  
P e r s p e c t iv e  (product innovation, investm en t in new  techno logy), and  Internal P r o c e s s  P ersp e c tiv e  
(sp e ed  of innovation, efficiency of distribution, supp lie r re la tions).
P re se n te d  below  using  th u m b n ails  are 20  different w a y s  in w hich th e  b a la n ced  sc o re c a rd  could  be 
d es ig n ed . N otice th a t th e  position of th e  m e a su re s  re p rese n tin g  e a c h  of th e  four p e rsp ectiv es  have 
been  arranged  in a  top-dow n fash io n , and  p re se n te d  either in a  tab u la r or graphical form at.
You m ay  c lick  on a thum bnail to  view a d esig n . B y  clicking on th e  d isp la y ed  d esig n , a  larger im age of 
th e  design  is p re sen ted .
P le a s e  rank  th e s e  d e s ig n s  in order of your pre ference  by  giving th e  d esig n  w h o se  information 
a rrangem en t an d  p re sen ta tio n  form at you  m o s t  p r e f e r  a  ra n k  o f  1 and  th a t  w hich you l e a s t  p r e f e r  a  
r a n k  o f  20.
P le a s e  record your preference rank  for e a c h  d esig n  in th e  s p a c e  provided below  th e  d e s ig n 's  
thum bnail.
Click on th e  'S ubm it E n trie s ' button w hen you have fin ished  ranking all th e  d e s ig n s  to  end  th e  survey.
Thank You
nil
i I I
i i
I 1 I 
I 1 I
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APPENDIX A8: PROTOTYPES FOR EXPERIMENT!
PI
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
SPEED OF INNOVATION (Sot) EFFICIENCY OF DISTRIBUTION (EoD)
% Actual Average
Dec 50 50
Jan 54 52
Feb 61 55
Mar 62 57
RETURN ON EQUITY (ROE)
% Actual Average
Dec 90 90
Jan 91 91
Feb 89 90
Mar 87 89
RETURN ON ASSET (ROA)
% Actual Average
Dec 85 85
Jan 88 87
Feb 89 87
Mar 92 89
DEBTORS TURNOVER (DT)
% Actual Average
Dec 77 77
Jan 77 77
Feb 78 77
Mar 77 77
I
% Actual Average % Actual
Dec 88 88 Dec 70
Jan 86 87 o Jan 73
Feb 88 87 Feb 73
Mar 89 88 Mar 75
%
Dec
Jan
Feb
Mar
%
Dec
Jan
Feb
Mar
%
Dec
Jan
Feb
Mar
MARKET SHARE (MSb)
Actual Average
60
62
61
60
61
61
65 62
BRAND AWARENESS (BA)
Actual Average
89 89
90 90
90 90
91 90
SERVICE QUAl
Actual Average
85 85
88 87
86
87
SUPPLIER RELATIONS (SR)
70
72
72
73
I
PRODUCT INNOVATION (PI)
%
Dec
Jan
Feb
Mar
Actual Average
60 60
65 63
64 63
67 64
INVESTMENT IN NEW TECHNOLOGY
87
% Actual Average j
Dec 45 45
Jan 50 48 I
Feb 50 48 I
Mar 50 49
Y(SQ) INFORMATION EXCHANGE (IE)
% Actual Average
Dec 85 85
Jan 88 87
Feb 88 87
Mar 89 88
P2
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FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
%
%
RETURN ON EQUITY (ROE)
Actual A verage
90 90
91 91
89 90
87 89 _______
RETURN ON ASSET (ROA)
Actual A verage
85 85
88 87
89 87
92 89 ______
DEBTORS TURNOVER (DT)
Actual Average
77 77
%
MARKET SHARE (MSh)
A ctual Average
BRAND AWARENESS (BA)
A ctual Average
Feb
Mar
%
Feb
Mar
SERVICE QUALITY (SO)
A ctual Average
85 85
88 87
INTERNAL PROCESS
SPEED OF INNOVATION (Sol)
%
Feb
Actual A verage
50 50
54 52
61 55
62 57
EFFICIENCY OF DISTMBUTION (EoD)
%  Actual Average
Dec ^  æ
86 87
Feb 88 87
Mar 89 88
SUPPLIER RELATIONS (SR)
87 87
% Actual
Ü Dec 70
Jan 73
wm 73
EM 75
PRODUCT INNOVATION (PI)
%
Feb
Mar
Actual Average
60 60
65 63
64 63
67 64
INVESTMENT IN NEW TECHNOLOGY
%  A ctual A verage
Feb
Mar
45 45
50 48
50 48
50 49
INFORMATION EXCHANGE (IE)
%
Dec
Feb
Mar
Actual A verage
85 85
88 87
88 87
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P3
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
% MARKET SHARE (MSh> BRAND AWARENESS (BA) SERVICE QUALITY (SQ)
jii rkft iM-
RETURN ON EQUITY (ROE)
J»
RETURN ON ASSET (ROA)
INTERNAL PROCESS
% SPEED OF INNOVATION (Sol)
C=]*rBa9! I lArWiamm —
EFFICIENCY OF DISTRIBUTION (EoD)
DEBTORS TURNOVER(DT)
I------  ^A r i l  S o n ------- H q p t
SUPPLIER RELATIONS (SR)
3«arBi9! I-----lAcwiamm — "Anpî
% PRODUCT INNOVATION (PI) INVESTMENT IN NEW TECHNOLOGY INFORMATION EXCHANGE (IE)
I LA ifaip  I — 'Mngt — T u y t C = 3 Aï *b I Sure —
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P4
FLEX IT LTD. B A L A N C ED  SC O R E C A R D  (DEC - M AR 2 0 0 9 )
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
% SPEED OF INNOVATION (Sol)
ID )
EFFICIENCY OF DISTRIBUTION (EoD) SUPPLIER RELATIONS (SR)
II
ffek U r ftk lU" urn Rk lU"
1 = 1  JtaTBiiP I------- lA tW I a a n  [ = 1 * » 1-----lA r m i  u r n --------u i g n  [ = ]  A r n g t  1----- lA U u l U r i c ------- U i y t
RETURN ON EQUITY (ROE) % MARKET SHARE (MSh) % PRODUCT INNOVATION (PI)
D E  U l  R k U k  R k  lU -
1= 1  A rm y  II-----A rm y  ,------ lA rkH lSart------U iy t
□ e  R k  lU -
DAroay (=]AkWiamn "U:yt|
RETURN ON ASSET(ROA)
□ b  Urn R k
BRAND AWARENESS (BA)
M t  R k
INVESTMENT IN NEW TECHNOLOGY
CK JBl R k
|c = A r m y  c = i* z m i^ ik  ~U»yt[ |[= iA rm y  <=iAgmiaER — "Utyt| 11=1 A rm y c=A U =iam m  — U :y t|
DEBTORS TURNOVER (DT) SERVICE QUALITY (SQ) INFORMATION EXCHANGE (IE)
[Z Z H A rH a y  1 lA U B lS M n ' 'U i y t  t = | A r m y  1 lA t k a l U k w  "XlEyt
□ k  R k  lU -
| [ = ] A m y  i= ] A E a a ia B ic  — U i y t l
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P5
FLEX IT LTD. B A LA N C ED  SC O R E C A R D  (DEC - M AR 2 0 0 9 )
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
% RETURN OH EQUITY (ROE)
IS
S)
B
D
i l l
C Z O A m m y  I-------- l A c f c l a a r t  — - B t g a
RETURN ON ASSET (ROA)
A i  R k  u r
% MARKET SHARE (MSh)
J i l  R k  IR-
I lAciBiaMik---
BRAND AWARENESS (BA)
3AVB19 ( i i a a n  "REyt
g g g g g g
% SPEED OF INN OVATION (Sol)
A k  R k  la r
-ni^
EFFICIENCY OF DISTRIBUTION (EoD)
D B  Jtil R k
I l A d B l R k n : --------- * n g p t
DEBTORS TURNOVER (DT) SERVICE QUALITY (SQ) SUPPLIER RELATIONS (SR)
A k R k  ik r
I lAEteiaant — DMBk^ I lAcWl^ m---
PRODUCT INNOVATION (PI) INVESTMENT IN HEW TECHNOLOGY INFORMATION EXCHANGE (IE)
D B  R k
I c m it a fB a ^  C Z Z D A ck aiaan  U n # I
□ b  i l l  R k
crznAt»Kiia»n! "Biyll
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P6
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
% MARKET SHARE (MSW% RETURN OH EQUITY (ROE)
INTERNAL PROCESS
RETURN ON ASSET (ROA) BRAND AWARENESS (BA)
% SPEED OF INNOVATION (Sol) % PRODUCT INNOVATION (PI)
COAimy I lArkBiaara----- □M BIM n 'Biy!
EFFICIENCY OF DISTRIBUTION (EoD) INVESTMENT IN NEW TECHNOLOGY
□iursa^ I lAUHlMn 'Bit*
DEBTORS TURNOVER (DT) SERVICE QUALITY (SQ) SUPPLIER RELATIONS (SR) INFORMATION EXCHANGE (IE)
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P7
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 20 0 9 )
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
j g g g g g
SPEED OF INNOVATION (Sol) PRODUCT INNOVATION (PI)
% Actual Average r Actual Average
Dec 50 50 1 Dec 60 60
Jan 54 52 1 Jan 65 63
Feb 61 55 1 Feb 64 63
Mar 62 57 1 Mar 67 64
EFFICIENCY OF DISTRIBUTION (EoD) INVESTMENT IN HEW TECHNOLOGY
% Actual Average % Actual Average
Dec 88 88 Dec 45 45
Jan 86 87 Jan 50 48
Feb 88 87 Feb 50 48
Mar 89 88 Mar 50 49
SUPPLIER RELATIONS (SR) INFORMATION EXCHANGE (IE)
% Actual Average % Actual Average
Dec 70 70 Dec 85 85
Jan 73 72 Jan 88 87
Feb 73 72 Feb 88 87
Mar 75 73 Mar 89 88
RETURN OH EQUITY (ROE) RETURN OH ASSET (ROA) DEBTORS TURHOVER(DT)
% Actual Average
Dec 90 90
Jan 91 91
Feb 89 90
Mar 87 89
MARKET SHARE (MSh)
% Actual Average
Dec 60 60
Jan 62 61
Feb 61 61
Mar 65 62
% Actual Average % Actual Average
Dec 85 85 Dec 77 77
Jan 88 87 Jan 77 77
Feb 89 87 Feb 78 77
Mar 92 89 Mar 77 77
%
BRAND AWARENESS (BA)
Actual Average
Dec 89 89
Jan 90 90
Feb 90 90
Mar 91 90
SERVICE QUALITY (SQ)
% Actual Average
Dec 85 85
Jan 88 87 
Feb 06 86 
Mar 87 87
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P8
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
RETURN ON EQUITY (ROE)
% 1
I lAOBiaare-----
RETURN ON ASSET (ROA) DEBTORS TURNOVER (DT)
PRODUCT INNOVATION (PI) INVESTMENT IN NEWTECHNOLOGV INFORMATION EXCHANGE (IE)
. « 1 ^  CZZ3As»Bia«re — fcZjaafHip l= l** fc ia» i*  — 'S iyt
MARKET SHARE (MSI))
! I IA O B I ^ I »  —
BRAND AWARENESS (BA)
I-----  ^A tm  I ^  IT
SERVICE QUALITY (SQ)
 'Aiytl
SPEED OF INNOVATION (Sol)
C=|AE>al»iR •
EFFICIENCY OF DISTRIBUTION (EoD)
I lA fW i^ R -----
SUPPLIER RELATIONS (SR)
I  "migü
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P9
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
MARKET SHARE (MSh)
BRAND AWARENESS (BA)
SERVICE QUALITY (SQ)
LEARNING & GROWTH
PRODUCT INNOVATION (PI)
l=J*rB a9! (
INVESTMENT IN NEW TECHNOLOGY
CZZJAferagt I iAr»u^ ig "Biyt
INFORMATION EXCHANGE (IE)
I lA rR il^ rt (=)il9mgr I lAcWl^ R —
RETURN ON EQUITY (ROE) RETURN ON ASSET(ROA) DEBTORS TURNOVER (DT)
czrjAtBase czrjAHBiiSRf*.
SPEED OF INNOVATION (Sol) EFFICIENCY OF DISTRIBUTION (EoD)
C=)JtarBagi i lAtfcl^ re .
SUPPLIER RELATIONS (SR)
f jArfcHaara .
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PIO
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
INTERNAL PROCESS LEARNING & GROWTH
% SPEED OF INNOVATION (Sol) % PRODUCT INNOVATION (PI)
I lABfiaaiB —
EFFICIENCY OF DISTRIBUTION (EoD) INVESTMENT IN NEW TECHNOLOGY
OB m  R k
SUPPLIER RELATIONS (SR)
C=l*fkni^  cmAEkaiaan 'Bigrt
INFORMATION EXCHANGE (IE)
3üam 9 I . C3*r=kg! I .
MARKET SHARE (MSH) BRAND AWARENESS (BA) SERVICE QUALITY (SQ)
RETURN ON EQUITY (ROE) RETURN ON ASSET(ROA) DEBTORS TURNOVER (DT)
-■Bisrti |c=|AlfBiy C=DAeBll^ n .
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P l i
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
MARKET SHARE (MSH)
LEARNING & GROWTH
PRODUCT INNOVATION (PI)
% Actual Average % Actual Average
Dec 60 60 Dec 60 60
Jan 62 61 Jan 65 63
Feb 61 61 Feb 64 63
65 Mar 67 64
BRAND AWARENESS (BA) INVESTMENT IN NEW TECHNOLOG
% Actual Average j % Actual Average
Dec 89 89 1 Dec 45 45
Jan 90 90 1 Jan 50 48
Feb 90 90 1 Feb 50 48
Mar 91 90 Mar 50 49
SERVICE QUALITY (SQ) INFORMATION EXCHANGE (IE)
% Actual Average | % Actual Average 1
Dec 85 85 1 Dec 85 es 1
Jan 88 87 I Jan 88 67 1
Feb 86 86 1 Feb 88 67 1
Mar 87 87 1 Mar 89 88 1
RETURN ON EQUITY (ROE)
% * Actual' Average
RETURN ON ASSET (ROA) DEBTORS TURNOVER (DT)
Feb
90 90
91 91
89 90
87 89
Jan
Feb
Mar
Actual Average
85 85
88 87
89 87
92 89
%
Feb
Actual Average
77 77
77 77
78 77
77 77
SPEED OF INNOVATION (Sol)
% Actual Average
Oec 50 50
Jan 54 52
Feb 61 55
Mar 62 57
EFFICIENCY OF DISTRIBUTION (EoD)
% Actual Average
Dec 88  88
Jan 86 87
Feb æ  87
Mar 89 88
SUPPLIER RELATIONS (SR)
% Actual Average
Dec 70  70
Jan 73 72
Feb 73 72
Mar 75  73
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P12
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
Feb
Mar
%
Feb
%
Feb
Mar
RETURN ON EQUITY (ROE)
Actual Average
9 0  90
91 91
89  90
87  89  _______
RETURN ON ASSET (ROA)
Actual Average
85  85
8 8  87
89  87
9 2  89  _______
DEBTORS TURNOVER (DT)
Actual Average
77  77
77
78  
77
77
77
77
PRODUCT INNOVATION (PI)
% Actual Average
Dec 60 60
Jan 65 63
Feb 64 63
Mar 67 64
INVESTMENT IN NEW TECHNOLOGY
% ' Actual Average
Dec 45 45
Jan 50  48
Feb 50  48
Mar 50  49  _______
INFORMATION EXCHANGE (IE)
% Actual Average
Dec 85 85
Jan 88 87
Feb 88 87
ESI Mar 89 88
SPEED OF INNOVATION (Sol) EFFICIENCY OF DISTRIBUTION (EoD) SUPPLIER RELATIONS (SR)
% Actual Average
Dec 50 5 0
Jan 54 52
Feb 61 55
Mar 62 57
% Actual Average
Dec 88 88
Jan 86 87
Feb 88 87
Mar 89 88
%
Dec
Jan
Feb
Mar
Actual Average
70  70
7 3  72
7 3  72
75  73
MARKET SHARE (MSh) BRAND AWARENESS (BA) SERVICE QUALITY (SQ)
% Actual Average % Average % Actual Average
Dec 60 60 Dec 89 89 Dec 85 85
Jan 62 61 Jan 90 90 Jan 88 87
Feb 61 61 Feb 90 90 Feb 85 86
Mar 65 62 Mar 91 90 Mar 87 87
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P13
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
■BED m a m m
% RETURN ON EQUITY (ROE) % PRODUCT INNOVATION (PI)
RETURN ON ASSET (ROA) INVESTMENT IN NEW TECHNOLOGY
DEBTORS TURNOVER (DT) INFORMATION EXCHANGE (IE)
MARKET SHARE (MSh)
INTERNAL PROCESS
SPEED OF INNOVATION (Sol)
BRAND AWARENESS (BA) EFFICIENCY OF DISTRIBUTION (EoD)
SERVICE QUALITY (SQ) SUPPLIER RELATIONS (SR)
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P14
FLEX IT LTD. BA LA N C ED  SC O R E C A R D  (DEC - MAR 2 0 0 9 )
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
INTERNAL PROCESS LEARNING & GROWTH
SPEED OF INNOVATION (Sol) PRODUCT INNOVATION (PI)
% Actual Average % Actual Average
Dec 5 0 5 0 Dec 6 0 6 0
Jan 5 4 5 2 Jan 6 5 6 3
Feb 61 5 5 Feb 6 4 6 3
Mar 6 2 5 7 Mar 6 7 64
EFFICIENCY OF DISTRIBUTION (EoD) INVESTMENTIN HEWTECHNOLOC
% Actual Average % Actual Average
Dec 8 8 8 8 Dec 45 4 5
Jan 8 6 8 7 Jan 50 4 8
Feb 8 8 8 7 Feb 5 0 4 8
Mar 8 9 8 8 Mar 5 0 4 9
SUPPLIERRELATIONS (SR) INFORMATION EXCHANGE (IE)
% Actual Average % Actual Average
Dec 7 0 7 0 Dec 85 8 5
Jan 7 3 7 2 Jan 88 8 7
Feb 73 72 Feb 88 8 7
Mar 7 5 73 Mar 8 9 8 8
RETURN ON EQUITY (ROE) RETURN ON ASSET (ROA) DEBTORS TURNOVER (DT)
% Actual Average % Actual Average % Actual Average
Dec 90 9 0 Dec 85 8 5 Dec 7 7 7 7
Jan 91 91 Jan 88 8 7 Jan 77 7 7
Feb 8 9 9 0 Feb 8 9 8 7 Feb 7 8 7 7
Mar 8 7 8 9 Mar 9 2 8 9 Mar 7 7 7 7
MARKET SHARE (MSh) BRAND AWARENESS (BA) SERVICE QUALITY (SQ)
% Actual Average % Actual Average % Actual Average
Dec 6 0 6 0 Dec 8 9 8 9 Dec 8 5 8 5
Jan 6 2 61 Jan 90 9 0 Jan 8 8 8 7
Feb 61 61 Feb 90 9 0 Feb 8 6 8 6
Mar 65 6 2 Mar 91 9 0 Mar 8 7 8 7
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PIS
FLEX IT LTD. B A LA N C ED  SC O R E C A R D  (DEC - M AR 2 0 0 9 )
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
RETURN ON EQUITY (ROE) MARKET SHARE (MSh) SPEED OF INNOVATION (Sol)
% Actual Average % Actual Average % Actual Average
Dec 90 90 Dec 60 60 Dec 50 50
Jan 91““ 91 Jan 62 61 Jan 54 52
Feb 89 90 Feb 61 61 Feb 61 55
Mar 87 89 Mar 65 62 Mar 62 57
RETURN OH ASSET (ROA) BRAND AWARENESS (BA) EFFICIENCY OF DISTRIBUTION (Eol
% Actual Average % Actual Average % Actual Average
Dec 85 85 Dec 89 89 Dec 88 88
Jan 88 87 Jan 90 90 Jan 86 87
Feb 89 87 Feb 90 90 Feb 88 87
Mar 92 89 Mar 91 90 K B Mar 89 88
DEBTORS TURNOVER (DT) SERVICE QUALITY (SO) SUPPLIER RELATIONS (SR)
% Actual Average j % Actual Average % Actual Average
Dec 77 77 Dec 85 85 Dec 70 70
Jan 77 77 Jan 88 87 Jan 73 72
Feb 78 77 Feb 86 86 Feb 73 72
Mar 77 77 1 Mar 87 87 I Mar 75 73
PRODUCT INNOVATION (PI) INVESTMENT IN NEW TECHNOLOGY INFORMATION EXCHANGE (IE)
% Actual Average % Actual Average
1
Actual Average
Dec 60 60 Dec 45 45 1 Dec 85 85
Jan 65 63 Jan 50 48 1 Jan 88 87
Feb 64 63 Feb 50 48 j Feb 88 87
Mar 67 64 Mar 50 49 Mar 89 88
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P 16
FLEX IT LTD. BA LA N C ED  SC O R E C A R D  (DEC - MAR 2 0 0 9 )
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
RETURN ON EQUITY (ROE) RETURN ON ASSET (ROA) DEBTORS TURNOVER (DT)
% Actual Average % Actual Average % Actual Average
Dec 90 90 ■ a Dec 85 85 Dec 77 77
Jan 91 91 Jan 88 87 Jan 77 77
Feb 89 90 Feb 89 87 Feb 78 77
Mar 87 89 Mar 92 89 Mar 77 77
MARKET SHARE (MSh) BRAND AWARENESS (BA) SERVICE QUALITY (SQ)
% Actual A verage | % Actual A verage j 1 ^
Actual A verage
Dec 60 60  I Dec 89 89 I 1 Dec 85 85
Ja n 62 61 I Jan 90 90  I 1 Jan 88 87
Feb 61 61 I Feb 90 90  I I Feb æ 86
Mar 65 62  1 Mar 91 90 I Mar 87 87
INTERNAL PROCESS
SPEED OF INNOVATION (Sol)
LEARNING & GROWTH
PRODUCT INNOVATION (PI)
% Actual A verage r Actual A verage
Dec 50 50 1 Dec 60 60
Jan 54 52 1 Jan 65 63
Feb 61 55 1 Feb 64 63
Mar 62 57 1 Mar 67 64
EFFICIENCY OF DISTRIBUTION (EoD) INVESTMENT IN NEWTECHNOLO
% Actual A verage % Actual A verage
Dec 88 88 Dec 45 45
Jan 86 87 Jan 50 48
Feb 88 87 Feb 50 48
Mar 89 88 Mar 50 49
SUPPLIER RELATIONS (SR) INFORMATION EXCHANGE (IE)
% A verage % Actual A verage
Dec 70 70 1 Dec 85 85
Jan 73 72 1 Jan 88 87
Feb 73 72 Feb 88 87
Mar 75 73 Mar 89 88
28 8
P17
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
% MARKET SHARE (MSh)
BI9t
BRAND AWARENESS (BA)
I lArtaiaan!---
m m m M
% PRODUCT INNOVATION (PI)
DE J il Rk
-•W9«
INVESTMENT IN NEW TECHNOLOGY
I  livt
SERVICE QUALITY (SQ)
c=3Ad=l: .nisrt
INFORMATION EXCHANGE (IE)
RETURN ON EQUITY (ROE) RETURN ON ASSET (ROA) DEBTORS TURNOVER (DT)
[ = I « * E Z 9 !  I l A c W i a m n !  « > 9 »  i------- lA c f c l ^ r e -------- c m ü o f B a ^  I----------------------- l A r E a l M l T ---------« 19 »
EFFICIENCY OF DISTRIBUTION (EoD) SUPPLIER RELATIONS (SR)SPEED OF INNOVATION (Sol)
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P18
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH. MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
SPEED OF INNOVATION (Sol)
%  Actual Average
EFFICIENCY OF DISTRIBUTION (EoD) SUPPLIER RELATIONS (SR)
Dec 50 50
Jan 54 52
Feb 61 55
Mar 62 57 ^ 3
MARKET SHARE (MSh)
% Actual Average
60 60
Jan 52 61
Feb 61 61
Mar 65 62
%  Actual Average
Dec 88  88
86 87
Feb 88 87
Mar 89 88
BRAND AWARENESS (BA)
%  Actual Average
Dec 89 89
Jan 90 90
Feb 9 0  90
Mar 91 90
% Actual Average
Dec 70 70
Jan 73 72
Feb 73 72
Mar 75 73
SERVICE QUALITY (SQ)
% Actual A verage |
Dec 85 85
Jan 88 87 j
Feb 86 86
Mar 87 87
RETURN ON EQUITY (ROE)
%
Dec
Jan
Feb
Mar
%
Dec
Jan
Feb
Mar
%
Jan
Feb
Mar
Actual Average
90 90
91 91
89 90
87 89
RETURN ON ASSET(ROA)
Actual Average
85 85
88 87
89 87
92 89
DEBTORS TURNOVER (DT)
Actual Average
77 77
77
78 
77
77
77
77
LEARNING & GROWTH
PRODUCT INNOVATION (PI)
% Actual A verage
Dec 60 60
Jan 65 63
Feb 64 63
Mar 67 64
INVESTMENT IN NEW TECHNOLOGY
% Actual Average
Dec 45 45 El
Jan 50 48
Feb 50 48
Mar 50 49
INFORMATION EXCHANGE (IE)
%  Actual Average
Dec
Jan
Feb
Mar
85
89
85
87
87
2 9 0
P19
FLEX IT LTD. BALA N C ED  SC O R E C A R D  (DEC - MAR 2 0 0 9 )
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
% RETURN ON EQUITY (ROE)
I D
25
D
SPEED OF INNOVATION (Sol) PRODUCT INNOVATION (PI)
Rk
DlkTBsge I "Rgyt C r z i * f H i ^  I l A c W l ^ m  T M y t
% RETURN ON ASSET (ROA) EFFICIENCY OF DISTRIBUTION (EoD) INVESTMENT IN NEW TECHNOLOGY
O E  A k  R k  IR - I R Db  R i  R k U r
|[= ]A k » m g !  1------— 'm c y tj | c = l A v a k 9  1------ lA zkniam m  - --TÜVt| IcziAfmp t---lAkW ISkmm-- - R I ^
% DEBTORS TURNOVER (DT) SUPPLIER RELATIONS (SR) INFORMATION EXCHANGE (IE)
1BD 1ED I B
Rk
I lAtkBiaait. -HISS HZDArBkÿ I lArkalSmtr %^nrt
R k
CiiDikfBage i lArwiamm '^ igl
MARKET SHARE (MSh) BRAND AWARENESS (BA)
-•BiSrt
SERVICE QUALITY (SQ)
JBi R k
C m A k w y  dZUAtfcJiaMrr .
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P 20
FLEX IT LTD. BALANCED SCORECARD (DEC - MAR 2009)
OBJECTIVE: BUSINESS GROWTH, MARKET PENETRATION, INNOVATION AND INFORMATION MANAGEMENT
% MARKET SHARE (MSh)
DB R k  i R
(= 3 A c k a lta n ------
BRAND AWARENESS (BA)
RE Jki R k
I lA tk a U k E ii.
SERVICE QUALITY (SQ)
d D A rm j!  I-----iAj BHBmit — R : ^
% PRODUCT IN NOVATION (PI)
CZlRM ny I-----lAiRiiaBiB — R i ^
INVESTMENT IN HEW TECHNOLOGY
CB R k R k  IR-
Icz^Rrerasr C^AjcBiaoire — Rgytl
INFORMATION EXCHANGE (IE)
Mm Rk IR-
|cH3ArBai|B d=]AE>Bt9ten ——1il7t|
SPEED OF INNOVATION (Sol) EFFICIENCY OF DISTRIBUTION (EoD) SUPPLIER RELATIONS (SR)
RETURN OH EQUITY (ROE) RETURN ON ASSET (ROA) DEBTORS TURNOVER (DT)
R k  R k  ik r
^kDTBage i lA k k B ia k ire  R i y t  i------ ---------------------------- R i 9 ^  c z t j R t b i »  i-------lA tk B lR k i» --------R V t
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APPENDIX A9
UNIVERSITY OF
 ^ SURREY
Tosin Ogunkunle
SoM
FML
Ethics Com m ittee
29 March 2010 
Dear Tosin
A Conioint Approach to  th e  Visual Information Design o f  a W eb-based user 
interface EC/2010/24/FML
On behalf o f the Ethics Committee, I am pleased to confirm a favourable ethical opinion for the 
above research on the basis described in the submitted protocol and supporting 
documentation.
Date of confirmation of ethical opinion: 26 March 2010.
The final list of documents reviewed by the Committee is as follows:
Document Date
Summary of the project 26 Mar 10
Detailed protocol fo r the project 26 Mar 10
Information sheet for participants 26 Mar 10
Questionnaire/interview schedule 26 Mar 10
Email invite 26 Mar 10
Copy of a similar submission made to  the FML EC in June 2007 26 Mar 10
This opinion is given on the understanding that you will comply w ith the University’s Ethical 
Guidelines for Teaching and Research. If the project includes distribution o f a survey or 
questionnaire to  members of the University community, researchers are asked to  include a 
statement advising that the project has been reviewed by the University's Ethics Committee.
The Committee should be notified o f any amendments to  the protocol, any adverse reactions 
suffered by research participants, and if the study is terminated earlier than expected w ith 
reasons. Please be advised that the Ethics Committee is able to  audit research to  ensure that 
researchers are abiding by the University requirements and guidelines.
You are asked to  note that a further submission to the Ethics Committee w ill be required in the 
event that the study is not completed w ithin five years o f the above date.
Please inform me when the research has been completed.
Yours sincerely 
Glenn Moulton
Secretary, University Ethics Committee 
Registry
cc: Professor S Williamson, Chairman, Ethics Committee
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