Multi-Fidelity Reduced-Order Modeling Applied to Fields with Inconsistent Representations by Perron, Christian
MULTI-FIDELITY REDUCED-ORDER MODELING APPLIED TO







of the Requirements for the Degree
Doctor of Philosophy in the
School of Aerospace Engineering
Georgia Institute of Technology
December 2020
Copyright © Christian Perron 2020
MULTI-FIDELITY REDUCED-ORDER MODELING APPLIED TO
FIELDS WITH INCONSISTENT REPRESENTATIONS
Approved by:
Professor Dimitri N. Mavris
School of Aerospace Engineering
Georgia Institute of Technology
Professor Stephen M. Ruffin
School of Aerospace Engineering
Georgia Institute of Technology
Professor Graeme J. Kennedy
School of Aerospace Engineering
Georgia Institute of Technology
Dr. Chung Lee
School of Aerospace Engineering




Date Approved: November 30th, 2020
Essentially all models are wrong, but some are useful
George E.P. Box
À mes parents, Agathe et Luc Perron
ACKNOWLEDGMENTS
It feels like not so long ago, I was leaving Canada to begin my journey as a Ph.D.
student at Georgia Tech. Throughout my degree, I had the privilege of participating
in stimulating research projects, learning from knowledgeable professors, and forming
both personal and professional connections. While this dissertation is a personal
achievement, it is only made possible through the support of several people in the
background to whom I am obliged.
Firstly, I would like to express my gratitude toward my advisor, Prof. Dimitri
Mavris, who gave me this unique opportunity and pushed me to my full potential.
His patience, compassion, and willingness to go the extra mile for his students made
my experience at Georgia Tech a fulfilling one. I have to admit, it took me some time
to understand his teachings, but looking back at my journey, his mentoring had a
profound impact on the researcher I am today. Thank you, Prof. Mavris, and I hope
you can be proud of this dissertation.
Secondly, I would like to acknowledge and thank the members of my thesis com-
mittee. In addition to my advisor, these are Prof. Stephen Ruffin, Prof. Graeme
Kennedy, Dr. Chung Lee, and Simon Coggon. The comments and suggestions of-
fered by my committee have helped me improve the quality and reach of my research.
Thirdly, I had the privilege of being part of the large ASDL community during
my time at Georgia Tech. Learning and working with fellow ASDL students from all
around the world exposed me to great minds and expanded my capabilities beyond my
expectations. I am also very appreciative of the skills that I developed from working
on exciting projects with ASDL research engineers and members of the aerospace
industry. It is an honor to be part of the ASDL, and I am thankful for the assistance
of all my colleagues.
v
Finally, I cannot express how thankful I am for the endless support from my family
and friends, both here in Atlanta and back at home. A Ph.D. degree is a challenging
endeavor, and sharing this burden with them has helped me in more ways than one.
I must specifically thank my parents, Agathe and Luc Perron, that stayed behind
me this entire time. You knew the importance of this journey to me, and you never
wavered in your support. For that, I am endlessly grateful to you both.
vi
TABLE OF CONTENTS
Acknowledgments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
List of Tables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xiii
List of Figures . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xvi
List of Acronyms . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxii
Nomenclature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xxiv
Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xxviii
Chapter 1: Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Numerical Simulations in Aircraft Design . . . . . . . . . . . . . . . . 1
1.2 Approximation via Surrogate Models . . . . . . . . . . . . . . . . . . 4
1.2.1 Prediction of Scalars . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 Prediction of Fields . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.3 Observations on Surrogate Models . . . . . . . . . . . . . . . 9
1.3 Intrusive vs. Non-Intrusive ROMs . . . . . . . . . . . . . . . . . . . . 10
1.3.1 Observations on Parametric ROMs . . . . . . . . . . . . . . . 12
1.4 Cost and Accuracy Trade-Off of Surrogate Models . . . . . . . . . . . 13
1.4.1 Multi-Fidelity Modeling . . . . . . . . . . . . . . . . . . . . . 14
1.4.2 Adaptive Sampling . . . . . . . . . . . . . . . . . . . . . . . . 18
1.4.3 Observations on Cost Reduction Strategies . . . . . . . . . . . 19
vii
1.5 Challenges of Multi-Fidelity Fields . . . . . . . . . . . . . . . . . . . 20
1.5.1 Inconsistent Dimensionalities . . . . . . . . . . . . . . . . . . 20
1.5.2 Inconsistent Topologies . . . . . . . . . . . . . . . . . . . . . . 21
1.5.3 Inconsistent Features . . . . . . . . . . . . . . . . . . . . . . . 22
1.5.4 Observations on Multi-Fidelity Fields . . . . . . . . . . . . . . 23
1.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
Chapter 2: Background and Literature . . . . . . . . . . . . . . . . . . 28
2.1 Dimensionality Reduction . . . . . . . . . . . . . . . . . . . . . . . . 28
2.1.1 Linear vs. Non-Linear Methods . . . . . . . . . . . . . . . . . 30
2.1.2 Supervised vs. Unsupervised Methods . . . . . . . . . . . . . 33
2.2 Manifold Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.2.1 Procrustes Manifold Alignment . . . . . . . . . . . . . . . . . 36
2.2.2 Semi-Supervised Manifold Alignment . . . . . . . . . . . . . . 37
2.2.3 Manifold Alignment and Multi-fidelity Fields . . . . . . . . . 38
2.3 Multi-Fidelity Data-Fit Models . . . . . . . . . . . . . . . . . . . . . 39
2.3.1 Adaptation-Based Methods . . . . . . . . . . . . . . . . . . . 39
2.3.2 Fusion-Based Methods . . . . . . . . . . . . . . . . . . . . . . 41
2.3.3 Inconsistent Input Parametrizations . . . . . . . . . . . . . . 43
2.4 Review of Single-Fidelity Non-Intrusive ROM . . . . . . . . . . . . . 43
2.4.1 Selection of Models . . . . . . . . . . . . . . . . . . . . . . . . 44
2.4.2 Engineering Applications . . . . . . . . . . . . . . . . . . . . 46
2.4.3 Input Dimensionality and Training Cost . . . . . . . . . . . . 47
viii
2.5 Review of Existing Multi-Fidelity ROMs . . . . . . . . . . . . . . . . 48
2.5.1 Adaptation-Based Methods . . . . . . . . . . . . . . . . . . . 48
2.5.2 Fusion-Based Methods . . . . . . . . . . . . . . . . . . . . . . 51
2.5.3 Observations on Existing Multi-Fidelity ROMs . . . . . . . . 54
2.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
Chapter 3: Proposed Method . . . . . . . . . . . . . . . . . . . . . . . 58
3.1 Proper Orthogonal Decomposition . . . . . . . . . . . . . . . . . . . 58
3.1.1 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.1.2 Dual Form . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.1.3 Singular Value Decomposition . . . . . . . . . . . . . . . . . . 62
3.2 Manifold Alignment . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2.1 Multi-Fidelity ROM Context . . . . . . . . . . . . . . . . . . 64
3.2.2 Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.2.3 Datasets with Different Latent Dimensionality . . . . . . . . . 68
3.3 Multi-Fidelity Regression . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.3.1 Kriging Formulation . . . . . . . . . . . . . . . . . . . . . . . 70
3.3.2 Maximum Likelihood Estimation . . . . . . . . . . . . . . . . 73
3.3.3 CoKriging Formulation . . . . . . . . . . . . . . . . . . . . . . 74
3.4 Multi-Fidelity ROM with Manifold Alignment . . . . . . . . . . . . . 76
Chapter 4: Research Formulation . . . . . . . . . . . . . . . . . . . . . 80
4.1 Research Questions . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.1.1 Multi-Fidelity Performance . . . . . . . . . . . . . . . . . . . 81
ix
4.1.2 Effect of Field Inconsistencies . . . . . . . . . . . . . . . . . . 84
4.1.3 Comparison with Existing Multi-fidelity Methods . . . . . . . 85
4.2 Description of the Test Cases . . . . . . . . . . . . . . . . . . . . . . 88
4.2.1 Transonic Airfoil . . . . . . . . . . . . . . . . . . . . . . . . . 88
4.2.2 Transonic Wing . . . . . . . . . . . . . . . . . . . . . . . . . . 94
4.3 Model Performance Metrics . . . . . . . . . . . . . . . . . . . . . . . 100
4.3.1 Field Prediction Error . . . . . . . . . . . . . . . . . . . . . . 100
4.3.2 Integrated Scalar Error . . . . . . . . . . . . . . . . . . . . . . 102
4.3.3 Computational Training Cost . . . . . . . . . . . . . . . . . . 103
Chapter 5: Experiments and Results . . . . . . . . . . . . . . . . . . . 105
5.1 Experiment 1: Multi-Fidelity Performance with Transonic Airfoil . . 105
5.1.1 Problem Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.1.2 Prediction of Pressure Field . . . . . . . . . . . . . . . . . . . 107
5.1.3 Prediction of Aerodynamic Coefficients . . . . . . . . . . . . . 113
5.1.4 Effect of Input Space Dimensionality . . . . . . . . . . . . . . 116
5.1.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
5.2 Experiment 2: Multi-Fidelity Performance with Transonic Wing . . . 124
5.2.1 Problem Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 124
5.2.2 Prediction of Surface Pressure Field . . . . . . . . . . . . . . 125
5.2.3 Prediction of Aerodynamic Coefficients . . . . . . . . . . . . . 131
5.2.4 Effect of Input Space Dimensionality . . . . . . . . . . . . . . 136
5.2.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 140
x
5.3 Experiment 3: Effect of Field Inconsistencies . . . . . . . . . . . . . . 142
5.3.1 Experiment 3.1: Inconsistent Dimensionalities . . . . . . . . . 142
5.3.2 Experiment 3.2: Inconsistent Topologies . . . . . . . . . . . . 147
5.3.3 Experiment 3.3: Inconsistent Features . . . . . . . . . . . . . 151
5.3.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
5.4 Experiment 4: Comparison with Existing Multi-fidelity Methods . . . 159
5.4.1 Problem Setup . . . . . . . . . . . . . . . . . . . . . . . . . . 161
5.4.2 Comparison With Fusion-Based Methods . . . . . . . . . . . . 163
5.4.3 Comparison With Adaptation-Based Methods . . . . . . . . . 167
5.4.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 170
5.5 Supplementary Observations . . . . . . . . . . . . . . . . . . . . . . . 171
5.5.1 Benefits of the Manifold Alignment . . . . . . . . . . . . . . . 171
5.5.2 Low-Fidelity vs. Multi-Fidelity ROMs . . . . . . . . . . . . . 174
5.5.3 Error Distribution within Design Space . . . . . . . . . . . . . 177
Chapter 6: Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
6.1 Summary of Research Questions and Findings . . . . . . . . . . . . . 181
6.1.1 Multi-Fidelity Performance . . . . . . . . . . . . . . . . . . . 182
6.1.2 Effect of Field Inconsistencies . . . . . . . . . . . . . . . . . . 184
6.1.3 Comparison with Existing Multi-Fidelity Methods . . . . . . . 186
6.2 Opportunities for Future Research . . . . . . . . . . . . . . . . . . . 188
Appendix A: Proofs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 191
A.1 Breakdown of the Field Prediction Error . . . . . . . . . . . . . . . . 191
xi
Appendix B: Supplementary Results . . . . . . . . . . . . . . . . . . . 194
B.1 Pressure Visualization for the Transonic Airfoil Test Case . . . . . . . 194
B.2 Pressure Visualization for the Transonic Wing Test Case . . . . . . . 194
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 200
xii
LIST OF TABLES
2.1 Existing literature on single-fidelity and non-intrusive ROMs applied
to industrial applications. . . . . . . . . . . . . . . . . . . . . . . . . 45
4.1 Existing literature on single-fidelity and non-intrusive ROMs applied
to industrial applications. . . . . . . . . . . . . . . . . . . . . . . . . 86
4.2 Grid convergence study of the RAE 2822 CFD with comparison to
experimental [32] and numerical [90] results from the literature. The
flow conditions correspond to Case 9 of the experimental campaign
(Re∞ = 6.5× 106 and M∞ = 0.73). . . . . . . . . . . . . . . . . . . . 91
4.3 Design parametrizations for the RAE 2822 airfoil. . . . . . . . . . . . 93
4.4 Description of the various fidelity levels for the RAE 2822 test case. . 94
4.5 Grid convergence study of the CRM wing CFD and comparison to pre-
viously published CFD results [101]. The flow conditions correspond
to Re∞ = 5× 106 and M∞ = 0.85. . . . . . . . . . . . . . . . . . . . 97
4.6 Description of the various fidelity levels for the CRM wing test case. . 100
5.1 Detailed breakdown of the CP field prediction error for the RAE 2822
test case and the b = 3 parametrization. . . . . . . . . . . . . . . . . 110
5.2 Estimated training cost of single- and multi-fidelity ROMs given a
target prediction error. Results are for the RAE 2822 test case with a
b = 3 parametrization. Results in parentheses indicate percent change
with respect to an equivalent single-fidelity ROM. . . . . . . . . . . . 112
5.3 Estimated prediction error of single- and multi-fidelity ROMs given a
target training cost. Results are for the RAE 2822 test case with a
b = 3 parametrization. Results in parentheses indicate percent change
with respect to an equivalent single-fidelity ROM. . . . . . . . . . . . 112
5.4 Global statistics of the aerodynamic coefficients computed from the A1
fidelity results for the RAE 2822 test case with a b = 3 parametrization.115
xiii
5.5 Detailed aerodynamic coefficient errors computed from ROM and MA-
ROM predictions of the RAE 2822 airfoil CP distribution for the b = 3
parametrization. Results in parentheses indicate percent change with
respect to an equivalent single-fidelity ROM. . . . . . . . . . . . . . . 118
5.6 Estimated training cost of single- and multi-fidelity ROMs given a
target prediction error. Results are for the RAE 2822 test case with
a b = 5, 7, and 9 parametrizations. Results in parentheses indicate
percent change with respect to an equivalent single-fidelity ROM. . . 122
5.7 Estimated prediction error single- and multi-fidelity ROMs given a
target training cost. Results are for the RAE 2822 test case with
a b = 5, 7, and 9 parametrizations. Results in parentheses indicate
percent change with respect to an equivalent single-fidelity ROM. . . 122
5.8 Detailed breakdown of the flow field CP prediction error for the CRM
wing test case and the b = 2 parametrization. . . . . . . . . . . . . . 128
5.9 Estimated training cost of single- and multi-fidelity ROMs given a
target prediction error. Results are for the CRM wing test case with a
b = 2 parametrization. Results in parentheses indicate percent change
with respect to an equivalent single-fidelity ROM. . . . . . . . . . . . 130
5.10 Estimated prediction error of single- and multi-fidelity ROMs given a
target training cost. Results are for the CRM wing test case with a
b = 2 parametrization. Results in parentheses indicate percent change
with respect to an equivalent single-fidelity ROM. . . . . . . . . . . . 130
5.11 Global statistics of the aerodynamic coefficients computed from the
W1 fidelity results for the CRM wing test case with a b = 2 parametriza-
tion. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 135
5.12 Detailed aerodynamic coefficient errors computed from ROM and MA-
ROM predictions of the CRM wing CP distribution for the b = 2
parametrization. Results in parentheses indicate percent change with
respect to an equivalent single-fidelity ROM. . . . . . . . . . . . . . . 137
5.13 Estimated training cost of single- and multi-fidelity ROMs given a
target prediction error. Results are for the CRM wing test case with
the b = 5 parametrization. Results in parentheses indicate percent
change with respect to an equivalent single-fidelity ROM. . . . . . . . 139
xiv
5.14 Estimated prediction error of single- and multi-fidelity ROMs given a
target training cost. Results are for the CRM wing test case with the
b = 5 parametrization. Results in parentheses indicate percent change
with respect to an equivalent single-fidelity ROM. . . . . . . . . . . . 139
5.15 Detailed breakdown of the flow field CP prediction error for the CRM
wing test case and the b = 5 parametrization. . . . . . . . . . . . . . 140
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SUMMARY
Our ever-increasing capacity for high-performance computing has progressively ele-
vated the role of physics-based simulations in the conceptual and preliminary phases
of aircraft design. This virtualization of the early design process has allowed for
additional design freedom and shorter development time while engineers continu-
ously strive for cleaner and quieter aircraft. While modern high-fidelity simulations
can provide results with great accuracy, their application is often hindered by their
steep computational cost and the limited availability of computing resources. This
is especially prohibitive for design problems requiring the analysis of many aircraft
configurations and at several flight conditions. To overcome the overwhelming cost
of high-fidelity simulations, these are often replaced in practice by cheaper surrogate
models generated using a handful of previously obtained solutions. When applied
to physics-based results, surrogate models are typically associated with the predic-
tion of integrated quantities. Recently, a new form of surrogate modeling, referred
to as Reduced-Order Modeling (ROM), was developed for the prediction of high-
dimensional field quantities. In addition to providing physically richer results than
conventional surrogate models, this form of approximation is especially relevant for
multi-disciplinary applications where the physical quantities exchanged between the
disciplines are typically fields.
As with most empirical models, the accuracy of a ROM is contingent on the
amount of data used for their construction. While these models offer fast predic-
tions, collecting a sufficiently large dataset to achieve the desired accuracy can be
impractical when applied to high-fidelity simulations, especially when considering
many design parameters. Hence, the main objective of this dissertation is to im-
prove current ROM methods by requiring less high-fidelity data while maintaining
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adequate accuracy. Specifically, we consider a multi-fidelity approach that enhances
a few high-fidelity solutions with results from an inexpensive low-fidelity simulation.
While various multi-fidelity solutions exist for conventional surrogate models, few are
available for reduced-order modeling. A major factor behind the scarcity of multi-
fidelity ROMs is that simulations of different fidelity generally produce fields with
disparate representations. As a result, this work focuses on this issue and investigate
methods to allow the fusion of inconsistent fields.
This dissertation contributes to the field of reduced-order modeling by proposing
a multi-fidelity method that employs manifold alignment to find a common low-
dimensional representation of two datasets with heterogeneous fields. Once aligned, a
single prediction model combines the multi-fidelity datasets with an approach inspired
by existing fusion-based multi-fidelity techniques. Therefore, the developed method
can combine fields from various models irrespective of their representations. The
produced ROM then potentially has better performance than a single-fidelity model
trained with the same computational budget.
The viability of the proposed method is validated using two practical problems,
i.e., the aerodynamic analysis of a transonic airfoil and a transonic wing. Multiple
multi-fidelity scenarios are considered with different fidelity combinations, various
model configurations, and inconsistent fields. In many cases, the developed method
can effectively provide improved predictions compared to an equivalent single-fidelity
approach despite fusing results with inconsistent representations. At worst, when the
proposed method is applied to datasets with a large fidelity difference, the accuracy
of the resulting ROM tends to that of a single-fidelity model. Also, the results show
that the developed method behaves similarly to existing multi-fidelity ROM methods




1.1 Numerical Simulations in Aircraft Design
Progress in physical modeling, numerical methods, and high-performance computing
have steadily advanced the role of numerical simulations in aerospace engineering.
This industry trend is further reinforced by our continuous growth in computer power
as predicted by the acclaimed Moore’s law [140]. In the past, a lack of computing re-
sources and physically accurate simulations meant that engineers were heavily reliant
on experimental facilities, such as wind tunnels, to characterize the performance of
a new concept. A significant drawback of an experiment-centric approach is that de-
sign modifications often require the construction of a new scaled prototype, which is
both a lengthy and costly process. With the current shift towards a more simulation-
focused process, an aircraft can remain virtual, and the time between making a design
change and assessing its effect is greatly shortened. As a result, more design freedom
is available in the early phases of the design process, and the overall development
time is reduced. This recent simulation paradigm is exemplified in a lecture made
by Airbus in 2008 [43] at the Royal Aeronautical Society, Hamburg Branch, where a
reduction of 40% in wind tunnel testing time was claimed for the development of the
A350, which was presumably compensated with an increase in simulation time. It
should be mentioned that experimental testing remains a key component of any air-
craft design process, although its role has been relegated to later design phases when
the aircraft concept is more mature and design changes are minor and less frequent.
Also, the rise of numerical simulations in the early phases of aircraft design has
enabled a specific class of design activities referred to as many-query or outer-loop
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applications [119, 138]. Loosely speaking, these terms describe any scenarios where
a given computational model is evaluated multiple times for different design param-
eters to achieve some specific goal. For instance, numerical optimization is a type of
many-query applications where an optimizer iteratively samples some model to find
a set of design parameters that are optimal, subject to some design objective and
constraints. Other applications such as design space exploration, uncertainty quan-
tification, inverse design, and sensitivity analysis also fall into this category and are
common in aircraft design. These are still areas of active research and the literature
contains many examples where these applications have important contributions to
the design process [85, 146]. Although many-query applications are not just limited
to computational models, they are made possible for aircraft design by the short
turnaround time of numerical simulations.
Nonetheless, the vast number of simulations entailed by the many-query context
can be problematic in some scenarios. For instance, when performing uncertainty
quantification with the Monte Carlo method, the error of the Monte Carlo estimator
behaves in O(n−1/2) where n is the number of evaluations [26]. This slow convergence
implies that a considerable number of simulations must be carried out to obtain a
reasonably small error. As for optimization, using a global algorithm can easily re-
quire thousands of iterations to locate the optimum of a function. While the use
of a gradient-based algorithm can greatly reduce the computational cost [176, 181],
computing the gradient efficiently can be a challenge in itself and the optimizer might
converge to a sub-optimal solution. Besides, the overall aircraft design involves multi-
ple disciplines (e.g., aerodynamics, structures, propulsion, etc.) interacting with each
other. The use of many-query applications at the vehicle level has the additional
constraint of maintaining the consistency between the various physical models [108],
further adding to the computational burden. In consequence, many-query applica-
tions are often limited in practice to simplified simulations with a relatively low cost.
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a) Blended-Wing-Body b) Truss-Braced Wing c) Over-the-Wing Nacelles 
Figure 1.1: Examples of unconventional aircraft configuration. From left to right,
concepts are (a) the NASA N3-X, (b) the Boeing SUGAR Volt, and (c) the Lockheed
Martin Hybrid Wing Body.
At the same time, as the aerospace industry continuously strives towards more
efficient and cleaner aircraft, aerospace engineers are compelled to use more com-
plex simulations earlier in the design process to meet future demands. Ambitious
design objectives can require a radical departure from the conventional tube-and-
wing configuration, thus requiring more advanced and tightly intertwined physical
modeling. Some of these unconventional aircraft configurations are shown in Fig-
ure 1.1 and include the blended-wing-body[94, 100], truss-braced wing [57, 142], and
over-the-wing nacelles [16, 49, 69] concepts. For the above reasons, the current en-
gineering trend is to incorporate continuously more physically accurate and realistic
models such as Computational Fluid Dynamics (CFD) and Finite Element Method
(FEM), in the preliminary and conceptual design phases. These advanced simulations
come with a high computational cost and often require many hours, if not days, to
solve despite being run on modern supercomputers. When used in conjunction with
multi-disciplinary analysis, optimization, or other many-query applications, their long
runtime can easily become prohibitive.
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1.2 Approximation via Surrogate Models
A popular solution to reconcile the need for fast models with the desire for higher
accuracy is to replace these high-fidelity simulations with a surrogate model, i.e., a
cheap-to-evaluate mathematical model designed to mimic the output of a more com-
plex and expensive model. This enables engineers to perform many-query applications
at a reasonable cost while partially maintaining the physical accuracy of expensive
simulations. In mathematical terms, any physical system can be abstracted as a func-
tion f : p 7→ x that maps an input vector p ∈ Rb to an output vector x ∈ Rd, where b
and d are the dimensions of the input and output spaces respectively. A surrogate
model can be defined as a function f̃ : p 7→ x̃, where x̃ ∈ Rd is an estimate of x that
is obtained with a considerably shorter runtime.
Admittedly, despite having a low evaluation cost, the training cost of a surrogate
model, i.e., the cost to create the model itself and gather the data needed for training,
can be substantial. In a sense, a surrogate model is a way to trade-off a large upfront
computational cost during an offline phase to accelerate many evaluations during an
online phase. This compromise is oftentimes worthwhile in the many-query context,
especially since the same model can be reused for a variety of tasks.
In the literature, surrogate models are often implicitly associated with the pre-
diction of scalar quantities (i.e., where d = 1). However, some engineering problems
require instead the prediction of field quantities (i.e., where d  1), which brings ad-
ditional difficulties and requires a more specialized approach. The following section
discusses the similarity, differences, and challenges of both scenarios, which is a key
component of the research objective of this dissertation.
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1.2.1 Prediction of Scalars
In many design problems, the performance of a system can often be summarized by
a handful of global or integrated results, e.g., lift, drag, pitching moment, and gross
weight, to name a few. When performing optimization or design space exploration,
it is generally sufficient to focus on these few metrics rather than the more detailed
solutions of the simulations. For such situations, data-fit models1 (also known as
response surface models) are surrogate models where the output of interest is a scalar
and are well suited for the prediction of integrated quantities. This particular type of
surrogate model has been the subject of many reviews over the years, some notable
ones being from Forrester and Keane [44], Queipo et al. [122], Yondo et al. [174], and
Bhosekar and Ierapetritou [18]. Data-fit models are constructed empirically using
a database of results that are generated in an offline phase. The samples of the
training data are carefully selected using a Design of Experiment (DoE) [122, 174],
such that the information gained from the expensive simulation is maximized and
the input space is adequately covered. The prediction of new results (online phase)
is then achieved using a form of interpolation or regression with respect to the input
parameters. Interestingly, the intrinsic details of the underlying physical modeling
are unimportant when constructing a data-fit model. Only the inputs and outputs are
relevant such that the underlying high-fidelity model is essentially treated as a black-
box2. This means that data-fit models can indiscriminately replace any simulations, or
even experiments, which makes them a highly versatile solution. However, by ignoring
the governing physics, data-fit models can sometimes be prone to non-physical results
and may have additional difficulties predicting complex phenomena.
The literature on data-fit models can be traced back to the 1950s [22]. Early
1Some authors associate the term surrogate model with data-fit models exclusively. In this thesis,
a broader definition of the surrogate model is used that includes both data-fit and reduced-order
models [40].
2The term black-box describes a system or function with inputs and outputs that can be observed
and interacted with, but whose inner workings are unknown to the user.
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applications relied mostly on polynomial regression, a method still widely used in
engineering despite its simplicity. Nowadays, more complex methods have become
increasingly popular such as Radial Basis Function (RBF) [20, 58] and Kriging3 [80,
84, 106, 126], of which both use a linear combination of basis functions. It is worth
noting that Kriging is a variant of Gaussian Process Regression (GPR) that represents
observed values as a combination of random functions following a Gaussian distribu-
tion. As a result, Kriging models can also provide an estimate of the error or un-
certainty in their predictions, which makes this type of surrogate model particularly
appealing for engineering applications. Also, machine learning techniques, such as
Support Vector Regression (SVR) [31, 148] and Artificial Neural Network (ANN) [96,
109, 142, 177], can be used as data-fit models and have been used increasingly in
recent years. In the case of ANNs, their scalability makes them especially well-suited
to applications involving large datasets, a situation becoming more common in en-
gineering with our increasing capacity to generate and store data. Overall, data-fit
surrogate modeling is a relatively mature subject and many authors have studied the
benefits of this strategy in the context of optimization [28, 45, 71, 75, 76, 127, 128,
129, 130, 131], uncertainty quantification [4, 118, 119, 151], and multi-disciplinary
analysis [108, 143, 149].
1.2.2 Prediction of Fields
Complex simulations are typically based on a set of governing or conservation laws
that are expressed as Partial Differential Equations (PDEs). The raw solution of these
equations is the spatial and temporal distribution of some physical quantities from
which engineering results are then derived. We define these spatially and temporally
varying quantities as physical fields. With a few exceptions, these governing equations
cannot be solved analytically. Solutions are instead obtained numerically by discretiz-
3Named in honor of the geostatistician Daniel G. Krige who pioneered the method.
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Figure 1.2: Demonstration of the multi-disciplinary coupling between the high-
dimensional fields of an aerodynamic and a structural model.
ing the PDEs into grids, usually in the form of finite elements or volumes. Therefore,
the field solutions of complex simulations are expressed as high-dimensional vectors
in practice.
Furthermore, in scenarios involving tightly coupled physical simulations, such as
in aeroelastic or aerothermal problems, the field solutions of the individual disciplines
act as coupling variables. For instance, consider the notional flexible wing problem
shown in Figure 1.2. This problem represents a coupled multi-disciplinary system
consisting of a structural and an aerodynamic model. For a given flight condition,
the aerodynamic model computes the pressure and shear-stress distribution on the
wing. The structural model uses this information to calculate the wing deflection and
feeds it back to the aerodynamic model. The aerodynamic loads are then recomputed
with the new wing shape that, in turn, updates the structural deformation, and so
forth until the solution converges to a consistent aeroelastic shape.
Considering only the aerodynamics, if one were to replace the simulation with a
surrogate model, this model would need to predict the aerodynamic load distribution
as a function of the wing shape. Assuming a typical CFD grid, this could represent
an output with millions of dimensions. Considering the structural simulation instead
would produce a similar situation except that the structural displacement field would
instead be the output of interest. Typical data-fit models are designed for scalar
outputs and are inadequate for such tasks. While it is technically possible to predict
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the individual components of a discretized field by an equal number of separate data-
fit surrogate models, this approach would be computationally inefficient. It would also
disregard completely any spatial or temporal coherence potentially existing within the
fields.
A relatively recent solution to field prediction is to employ a Reduced-Order Model
(ROM) [98], which is essentially a low-dimensional representation of a physical sys-
tem. These models assume that the high-dimensional solution of a physical system
can be reduced to a small number of fundamental features, thus exploiting the in-
trinsic structure of the output space. Most ROMs are projection-based and the model
reduction is achieved by projecting the physical model into a lower-dimensional sub-
space, also known as latent space, that best retains the dominant characteristics of the
solution [15]. In other words, a linear combination of dominant features represents
the output space of the physical model. While there exist many methods to con-
struct the low-dimensional latent space of a ROM, the most widely used is arguably
the Proper Orthogonal Decomposition (POD). Lumley [99] initially introduced this
method for the decomposition of turbulent flows into coherent structures. In other
fields of science, POD is also closely related to the Karhunen-Loève Transformation
(KLT), Singular Value Decomposition (SVD), and Principal Component Analysis
(PCA) [74]. The POD basis is extracted empirically from a set of sampled solutions,
also known as snapshots [144], collected during an offline phase for a range of input
parameter values. The POD basis vectors (also known as POD modes) are selected
such that they best capture the variance of the training data, which equivalently min-
imizes the reconstruction error of the snapshots (see Bishop [19] for detailed proof).
The content of Chapter 3 provides additional details on the POD method.
Although the purpose of ROMs is to predict field results, one should note that
predicted fields can still be used to compute integrated quantities at a relatively low
cost. For instance, let us consider the prediction of aerodynamic forces and moments
8









Figure 1.3: Notional example of the offline construction of a POD-based ROM.
over an airfoil by using a CFD simulation as illustrated in Figure 1.3. Given a set of
design parameters, the raw solution of the CFD code contains the pressure and skin
friction fields that are integrated at the airfoil surface to obtain the lift, drag, and
pitching moment. A data-fit model would abstract both the CFD simulation and the
surface integration such that only the relation between the aerodynamic forces and
the design parameters is preserved. On the other hand, a ROM would only replace
the CFD code and directly predict the fields of interest. Since the integration step
is relatively inexpensive, the aerodynamic forces are then readily computed using
the airfoil geometry and the ROM output. Figure 1.3 also highlights that ROM
predictions are closer to the underlying simulation and contain richer physics. As
a matter of fact, some authors have noted that integrated quantities derived from
ROM results are generally more accurate than those predicted via traditional data-fit
models [46]. It is also worth noting that with a data-fit model, the prediction of each
aerodynamic forces and moments (e.g., lift, drag, etc.) requires a separate surrogate
model. With a ROM, the same field prediction can provide all integrated quantities
at once.
1.2.3 Observations on Surrogate Models
As the design process increasingly leverage physically accurate models for the con-
ceptual and preliminary phases, the more intertwined the various disciplines have
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become. In NASA’s CFD Visions 2030 study [147], the seamless integration of CFD
analysis with multi-disciplinary analyses is identified as one of the key capabilities to
be developed. In the same report, the authors also noted that “the use of optimization
with multiple disciplines treated using high-fidelity methods is still within the realm
of advanced research and is by no means a routine practice.” Since the quantities
exchanged between coupled simulations are often fields, replacing these individual
analyses with cheap approximations necessitate the prediction of field results. While
we should not perceive data-fit models as obsolete by any means, the inclusion of
surrogate models in future design processes requires the unique capabilities of ROMs.
Even in settings requiring the prediction of integrated quantities, the physically richer
results of ROMs can potentially improve the prediction. This highlights the impor-
tance of reduced-order modeling research for the advancement of aircraft design and
is a key motivation for the current dissertation.
1.3 Intrusive vs. Non-Intrusive ROMs
When applied to the prediction of fields with respect to some parametrization,
we can generally categorize ROM methods as either intrusive or non-intrusive. In
both approaches, the projection-based ROM is constructed in an offline phase as
shown in Figure 1.4. During this phase, field solutions are generated from a DoE
and are used to uncover the dominant modes present in the data, typically using the
POD method. Once the projection basis is identified, new fields are reconstructed
by linearly combining the extracted modes as shown in Figure 1.5. As such, the
prediction of a new high-dimensional field is reduced to finding the few coefficients of
this linear expansion, which are also known as latent variables or latent coordinates.
The main differences between intrusive and non-intrusive methods arise mostly from















Mode 1: Mode 2: Mode 3:
Field Output :
POD Coefficients
Figure 1.5: Notional example of the online prediction of a new field using a POD-
based ROM.
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With an intrusive approach, the governing equations of the original physical sys-
tem are projected into the extracted lower-dimensional subspace using a Galerkin
method [98, 145]. A reduced set of equations is still solved, yet the complexity of
the system is greatly reduced. The scientific literature contains multiple examples
showing this method applied to problems such as aerodynamic prediction [24, 166,
173] and aeroelastic analysis [6, 7, 95, 155]. The main drawback of intrusive ROMs is
that in order to perform the Galerkin projection, the method must have direct access
to the discretized equations of the physical system and often requires modification of
the simulation source code. Therefore, intrusive methods are restricted to white-box4
simulations, which typically implies open-source or in-house codes. Furthermore, the
presence of non-linear terms in the governing equations, which is the case for CFD,
poses additional challenges [15].
On the other hand, non-intrusive ROMs represent the sampled data into the ex-
tracted latent space and then interpolate between the latent coordinates of those
solutions. In other words, non-intrusive methods are a combination of a dimensional-
ity reduction (see Section 2.1) method and a regression or interpolation model. New
predictions are achieved without solving any system of equations, which means that
non-intrusive ROMs can be applied to any high-dimensional fields regardless of what
model produced the data, essentially treating the original model as a black-box. In
theory, the regression step could use any data-fit models, and some have demon-
strated this method using cubic splines [23], RBF [47, 78], Kriging [46, 180], and
ANN [68, 117, 152].
1.3.1 Observations on Parametric ROMs
In comparison to their intrusive counterpart, non-intrusive ROMs generally tend to
be less accurate, especially in scenarios involving strongly non-linear phenomena such
4The term white-box refers to a system or function whose inner workings are known or available
for inspection, i.e., the opposite of a black-box.
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as shock waves [92] or boundary layer separations. However, their versatility and
easier implementation more than compensate for this deficiency since their applica-
tion is agnostic to the underlying simulation. In the context of replacing expensive
simulations in the early design phases, this feature is particularly relevant since a
non-intrusive approach is guaranteed to be feasible regardless of the simulation being
used, open-source or not. Because non-intrusive methods are disconnected from the
governing equations, they are also capable of predicting a subset of a field solution
only. For instance, one can construct a non-intrusive ROM to predict the pressure at
the surface of a wing only, which is all that is required to compute the aerodynamic
loads. This allows for smaller training datasets and even greater adaptability. For
the above reasons, this dissertation focuses specifically on non-intrusive ROMs.
1.4 Cost and Accuracy Trade-Off of Surrogate Models
As with most empirical methods, the performance of a data-fit model or a POD-based
ROM is closely connected to the quality and size of the training data. As a general
rule, the more densely sampled is the design space, the more accurate a surrogate
model is. In the context of interpolation, the prediction uncertainty at an unob-
served point increases the further away it is from the observed data, especially when
the point of interest is outside of the convex hull of the data. Likewise with POD,
many observations are required to ensure that the extracted POD modes represent
the most statistically significant features of the problem. Also, the volume of data re-
quired to sample adequately the input space increases exponentially with the number
of input parameters, a phenomenon often referred to as the curse of dimensional-
ity [65]. Since surrogate models are meant to replace simulations with considerably
long runtime, collecting large volumes of data can be a computationally expensive
endeavor. One must carefully balance the surrogate model accuracy with its training
cost, which is mostly comprised of the computational cost of creating the training
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dataset. Generally, the upfront training cost of a surrogate model is entirely offset by
its fast execution in many-query settings, especially if more than one design problem
can reuse the same surrogate model. However, in some particularly challenging sce-
narios, i.e., with an expensive physical model and high-dimensional inputs, surrogate
modeling might not be a viable option.
To address this issue, researchers have developed methods to mitigate the high
training cost of a surrogate model without sacrificing its prediction accuracy. These
modeling approaches can generally be divided into two strategies: multi-fidelity mod-
eling and adaptive sampling.
1.4.1 Multi-Fidelity Modeling
One way to address the dilemma between accuracy and training costs is to build
a surrogate model using more than one source of data. Most engineering problems
can be solved using different analysis alternatives with various trade-offs between
accuracy and computational cost. In the context of this work, a high-fidelity model
is a simulation model that is sufficiently detailed for the problem at hand. This will
conceivably be a model whose purpose is to capture complex physics and is most likely
computationally expensive. In comparison, a low-fidelity model is any simplified yet
physics-based analysis that sacrifices accuracy for a significant decrease in computing
time compared to the high-fidelity model. However, the quality of the results is
assumed insufficient for the problem under consideration such that the low-fidelity
model is not an adequate substitute for a high-fidelity model. Even though a low-
fidelity model is deemed inaccurate, its data potentially share some relation with the
data from a high-fidelity model such that useful information can still be exploited.
Additionally, with what some low-fidelity data may lack in quality, it can compensate
in quantity due to the short evaluation runtime of the low-fidelity model.
Instead of choosing either the high- or the low-fidelity data, a multi-fidelity sur-
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rogate model (also called a variable-fidelity model) attempts to combine both sources
of information in a synergistic manner [119]. In principle, a multi-fidelity surrogate
is generated using a few high-fidelity samples, and many low-fidelity samples to keep
the joint sampling cost relatively low. The sparse high-fidelity data establish the
accuracy of the surrogate while the dense low-fidelity data provide a useful approx-
imation of the rest of the design space. Loosely speaking, the low-fidelity model is
used to fill in the likely large voids unexplored with the high-fidelity model. Assuming
the high- and low-fidelity models are related and the latter is substantially faster to
evaluate, an accurate surrogate model is obtained at a lower overall computational
cost. The concept of a multi-fidelity model is illustrated with a canonical problem in
Figure 1.6. In this example, we observe that a single-fidelity model cannot properly
capture the complexity of the high-fidelity model due to limited samples. By augment-
ing the high-fidelity data with some low-fidelity samples, a much better prediction is
achieved. It should be mentioned that the current discussion on multi-fidelity sur-
rogate models is limited to scenarios with two levels of fidelity, i.e., one high- and
one low-fidelity model. Nonetheless, extending the approach to additional levels of
fidelity is usually possible and straightforward [87, 89]. The literature contains many
examples of multi-fidelity methods applied to surrogate modeling [62, 64, 80, 88] and
surrogate-based optimization [1, 40, 45, 159].
Types of Model Simplification
Within a discipline, subject-matter experts are usually aware of multiple simplifica-
tions that can be applied to a given simulation to reduce its computational cost. As
such, different low-fidelity models can be derived from the same high-fidelity model
with varying trade-offs between cost and accuracy.
One possible simplification is to abstract, or even omit, some physical phenomena
depending on their influence on the overall solution. For instance, let us consider
15


















Figure 1.6: Comparison of a single- and multi-fidelity surrogate model on a canonical
problem. The acronyms in the legend are high-fidelity (HF), low-fidelity (LF), single-
fidelity (SF), and multi-fidelity (MF). Inspired from the work of Forrester et al. [45].
the context of aerodynamic analysis. A Reynolds-Averaged Navier-Stokes (RANS)
simulation is usually perceived as a high-fidelity model, at least for design purposes.
By neglecting viscous phenomena such as turbulence and boundary layers, RANS can
be simplified into a more economical inviscid simulation based on the Euler equations.
If one further omits non-linear aerodynamic effects such as shock waves, cheaper
potential flow methods such as the Vortex Lattice Method (VLM) can be used instead.
To put these methods in perspective, a RANS simulation requires a runtime of many
hours on a computer cluster. In comparison, a normal desktop computer can solve
a VLM simulation in a matter of seconds. However, a VLM model is unable to
predict skin friction or wave drag whereas a RANS model can. When designing a
transonic transport aircraft, this level of simplification leads to a large error on the
cruise performance prediction. A similar hierarchy also exists in structural analyses
where, from higher to lower fidelity, a structure can be analyzed using a solid model,
a shell model, or a stick-beam model.
In addition to physical modeling, simplifications can be made with respect to the
numerical methodology. For simulations relying on a grid discretization, reducing
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the grid size will have a strong impact on the computational cost. In general, coarser
grids require fewer numerical operations and have a smaller memory footprint, but
also reduces the accuracy of the results. Furthermore, most large-scale numerical
simulations rely on an iterative solver to obtain a solution. In such cases, the solver
iterates until the solution converges and reaches some stopping criteria. By loosen-
ing those criteria, the simulation will end in fewer iterations at the expense of an
unconverged solution.
Other Auxiliary Datasets
Although multi-fidelity models usually imply high-fidelity data supplemented with a
low-fidelity dataset, the auxiliary dataset in this context does not necessarily need to
be of lower fidelity. In fact, the main requirement is for the auxiliary data to be related
to the main dataset, i.e., the high-fidelity, and to be available in larger quantities.
A viable alternative to using a lower-fidelity simulation is to take advantage of pre-
existing data from a different, yet similar, problem. This data could be from a
previous and comparable design problem or be a dataset of a different quantity of
interest related to the one being predicted. This scenario can be enticing since the
auxiliary data might be readily available and could augment a surrogate model with
little additional cost.
Furthermore, some authors have suggested enhancing surrogate models by ex-
ploiting gradient information [21, 63, 180]. These approaches have similarities with
multi-fidelity methods, although the gradient of the underlying simulation is used
as the auxiliary dataset. With the recent progress of adjoint solvers and automatic
differentiation [107], the gradient of scalar quantities can be obtained at a reasonably
low cost, especially with problems having high-dimensional input spaces. The above
techniques usually require specialized codes, and without a fast means of evaluating
the gradient, one must then rely on finite differences which can be highly inefficient.
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1.4.2 Adaptive Sampling
The governing principle of adaptive sampling is that a surrogate model can be im-
proved sequentially to meet some requirements. Each new sample is informed by
the previous ones and maximizes the quality of the surrogate model for the least
amount of effort. The selection process of the next sample usually takes the form of
a sub-optimization problem where some infill criterion is optimized. Usually, these
infill criteria are formulated such that the next design point offers a balance between
exploration and exploitation [44]. In this context, exploration implies a better cap-
ture of the entire design space, while exploitation means an improved accuracy near
a potential area of interest, usually an optimum. In the literature some of the most
common infill criteria include:
• Probability of Improvement [75]
• Expected Improvement [76]
• Goal Seeking [75]
• Integrated Mean Square Error [65]
It should be noted that the previous criteria assume a stochastic surrogate model
such as Kriging. An infill criterion based on the bumpiness of the surrogate model
response is also available for RBF [20, 58], a deterministic surrogate model.
Typically, adaptive sampling is used in the context of optimization and is a core
component of Efficient Global Optimization (EGO) [76], a popular surrogate-based
optimization strategy. Adaptive sampling can, moreover, be combined with multi-
fidelity modeling [87]. In that context, the selection of the next training sample also
considers which fidelity level to query and best improve the multi-fidelity surrogate
model. While new samples are usually added sequentially, methods to select multi-
ple infill points at once also exist [59]. This allows the user to parallelize the data
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generation and fully utilize the available computing resources.
One of the major limitations of adaptive sampling is that it tends to perform
poorly with high-dimensional input spaces [97]. Indeed, a poor surrogate model
constructed using a limited number of samples will produce unreliable values for
most infill criteria. This is why an initial or warm-up dataset with a minimum size is
usually provided before beginning the adaptive sampling process. As the number of
input variables increases, the size required for the initial dataset grows exponentially,
which further illustrates the consequences of the curse of dimensionality. Besides, the
sub-optimization problem of adaptive sampling becomes increasingly challenging to
solve with higher dimensional input spaces.
1.4.3 Observations on Cost Reduction Strategies
In the context of optimization with high-fidelity simulations, multiple studies have
shown that adaptive sampling can effectively construct a surrogate model that ac-
curately captures the optimum at a reasonable cost [20, 58, 76, 97]. However, a
surrogate model created in such a way is not guaranteed to be reusable in other
problems nor is it to be accurate away from the discovered optimum. Also, adaptive
sampling is not necessarily suited for applications other than optimization, such as
design space exploration, uncertainty quantification, etc. On the other hand, multi-
fidelity modeling aims to improve the overall prediction accuracy of the surrogate
model. This ability indiscriminately benefits all many-query scenarios including op-
timization. Furthermore, multi-fidelity methods do not have any inherent limitations
with high-dimensional input spaces. Multi-fidelity surrogate models could even be
used to improve adaptive sampling in hard problems. From the above observations,
we assume that multi-fidelity modeling is a more comprehensive strategy to reduce
the training cost of surrogate models for many-query applications.
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1.5 Challenges of Multi-Fidelity Fields
In the previous section, multi-fidelity methods were established as an effective means
of reducing the training cost of a surrogate model while maintaining reasonable accu-
racy. Many examples can be found in the literature where this strategy was applied to
the prediction of scalar quantities [62, 64, 80, 88]. When it comes to the prediction of
fields, the multi-fidelity literature is relatively sparse on the subject and only a handful
of studies exists (more details in Section 2.5). While the recent introduction of ROMs
in engineering problems can partially explain the scarcity of multi-fidelity methods,
it is more seemingly due to the inherent difficulty of combining disparate field results.
Indeed, simulations of different fidelity levels will likely produce field solutions with
dissimilar representations, even though they correspond to the same design problem.
Here, we identify and provide examples for three types of inconsistencies associated
with field dimensionality, topology, and features.
1.5.1 Inconsistent Dimensionalities
As mentioned in Section 1.4.1, a common way of lowering the fidelity of a simula-
tion is to use a coarser discretization. This increases the discretization error of the
solution in exchange for a substantially lower computational cost. An example of
this inconsistency is illustrated in Figure 1.7, where the flow field around an airfoil is
discretized with both a coarse and a fine grid. The flow field with the fine grid will
have a higher dimensionality than the coarse grid since it contains more cells. Con-
sequently, the two discretized fields do not exist in the same vector space and cannot
directly be compared. Differences in grid sizes can also be the result of simulations
having different requirements. For instance, the grid for a RANS CFD simulation
must be refined near walls to adequately capture large velocity gradients within the
boundary layers. This grid refinement is not required for an inviscid CFD simulation
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a) Coarse Grid b) Fine Grid
Figure 1.7: A coarse (a) and fine (b) discretization for the CFD analysis of a notional
airfoil.
since it does not model boundary layers. In fact, the use of closely bunched cells with
high aspect ratios and without a correspondingly large flow gradient could potentially
have an adverse effect on the numerical solver.
To circumvent inconsistent dimensionalities between high- and low-fidelity solu-
tions, some authors have elected to map all the results onto a common grid, often
the coarser one, during a pre-processing step, i.e., before constructing the ROM [12,
14, 105]. Although this approach is not particularly difficult, a drawback of mapping
some solutions onto a different grid is the potential introduction of interpolation er-
rors into the results. Besides, if the high-fidelity fields are mapped onto a grid with
a coarser discretization, it will degrade the resolution of the high-fidelity solutions.
1.5.2 Inconsistent Topologies
In some cases, a lower fidelity simulation requires a simplified geometry. For in-
stance, in aerodynamics, a VLM simulation will represent an aircraft as thin surfaces
as demonstrated in Figure 1.8. In comparison, a more complex simulation such as
CFD will use the Outer Mold Line (OML) to model the wetted surface of the aircraft.
As a consequence, the surface fields of a VLM and CFD analysis, say their surface
pressure distribution, are associated respectively with geometries having inconsistent
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a) Thin surfaces b) Actual geometry
Figure 1.8: A thin surface representation (a) of a transport aircraft compared to
the OML geometry (b). The aircraft geometries correspond to the NASA Common
Research Model [164].
topologies. A similar situation is also common in a structural analysis where the
structure of a wing is often simplified by using shell or even beam elements. Even in
cases where the dimensionality is the same, fields linked to inconsistent topologies are
likely not contained in the same subspace, thus preventing a point by point compari-
son. Unlike in Section 1.5.1 with inconsistent dimensionalities, mapping field results
onto a baseline grid to reconcile inconsistent topologies is not straightforward.
1.5.3 Inconsistent Features
As mentioned in Section 1.4.1, an interesting feature of multi-fidelity surrogate models
is that the high- and low-fidelity datasets can use different physical quantities, as long
as they are related. For example, one could better predict the pitching moment of an
airfoil by supplementing it with lift data, assuming the latter is readily available in
greater quantity. Therefore, predicting a given field with a different, yet related, one is
a reasonable application. Let us consider the skin friction and the surface pressure of
a wing as illustrated in Figure 1.9. Let us also assume that both fields are produced by
different models and that pressure fields are easier to obtain than skin friction results.
A likely cause of this would be that the pressure results are produced by an inviscid
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Figure 1.9: Distribution of the skin friction coefficient (left) and pressure coefficient
(right) over a transonic wing.
simulation while the skin friction is given by a RANS simulation. From Figure 1.9,
we can see that both fields share some similarities, yet have slightly different features.
Applying POD on these fields will reasonably result in different sets of modes and
latent variables, despite potentially having a consistent dimensionality and topology.
Consequently, it is not immediately obvious how the skin friction and pressure fields
can be combined such that their interrelation can be exploited in a multi-fidelity
context.
1.5.4 Observations on Multi-Fidelity Fields
Whereas multi-fidelity methods abound for the prediction of scalars, the potential
inconsistencies between fields of different fidelity levels result in additional challenges
for the multi-fidelity prediction fields. A potential solution is to limit the multi-
fidelity combination to simulations using the same representation across all fidelity
levels and to rely solely on simpler numerical methods to achieve some computational
savings [17, 111, 110]. Alternatively, if the various fields are associated with the same
geometry but have inconsistent dimensionalities, one can reasonably interpolate all
the multi-fidelity results onto a common grid [12, 14, 105]. The above approaches do
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not resolve, however, possible inconsistencies in topologies or features. This leaves
many multi-fidelity combinations of high- and low-fidelity simulations incompatible
with current multi-fidelity ROM methods. This motivates the development of a multi-
fidelity method that could bridge any potential inconsistency in dimensionalities,
topologies, and features.
1.6 Summary
The conceptual and preliminary phases of aircraft design rely heavily on numerical
simulations for many-query applications such as design space exploration, optimiza-
tion, and uncertainty quantification. At the same time, ambitious design objective
and unconventional aircraft configuration motivate the adoption of computationally
expensive and high-fidelity models earlier in the design process. In the many-query
context, the high computational cost entailed by these high-fidelity simulations is
impractical. A generally accepted solution is to approximate them with surrogate
models. Whereas surrogate models are conventionally associated with data-fits and
the prediction of scalars, a more recent type of model, referred to as ROMs, modify
this paradigm by instead predicting field solutions.
This chapter provided an overview of ROMs and outlined their potential benefits
for aircraft design, especially in scenarios involving high-fidelity and multi-disciplinary
analysis. Intrusive and non-intrusive ROMs methods were compared and our focus
on the latter was justified by their greater applicability. This was followed by a
discussion on the challenges of surrogate models, such as the potentially large upfront
cost of generating the training data. Multi-fidelity methods and adaptive sampling
were presented as a means to mitigate large training costs and we argued that the
former strategy is more versatile. While well-established multi-fidelity models exist
for the prediction of scalar outputs, we discussed the additional difficulties of the
multi-fidelity prediction of field quantities. Namely, the multi-fidelity combination of
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fields can be afflicted with inconsistencies in field dimensionalities, topologies, and
features.
For the sake of clarity, the content of this chapter is structured and summarized
into the following key observations:
Observations 1
1.1 Many-query applications employing high-fidelity and multi-disciplinary
analysis are key enablers for the design of future aircraft.
1.2 The shared variables of multi-disciplinary analysis are often field quan-
tities. Replacing the individual analysis with cheaper approximations
requires the unique capabilities of ROMs.
1.3 Even in cases where integrated quantities are required, ROMs can po-
tentially provide better prediction than conventional data-fit models by
retaining more physics information in their predictions.
1.4 Compared to intrusive methods, non-intrusive methods are more practical
and allow for a broader adoption of ROMs since their construction is
independent of the underlying simulation being replaced.
1.5 Although ROMs are fast to evaluate, problems involving expensive simu-
lations and many design parameters can incur a prohibitive upfront train-
ing cost.
1.6 Both adaptive sampling and multi-fidelity methods can effectively reduce
the training cost of a surrogate model. However, the former is best suited
for optimization while the latter can benefit general applications.
1.7 Compared to scalar quantities, the multi-fidelity combination of fields is
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considerably more challenging due to potential inconsistencies in dimen-
sionalities, topologies, and features, between results of different models.
1.8 Interpolating fields with different discretization onto a common grid can
resolve dimensionality differences. Yet, it can introduce interpolation
errors and does not resolve other types of field inconsistencies.
The above observations highlight the importance of non-intrusive ROMs and
multi-fidelity methods in a high-fidelity and many-query context. This allows us
to premise the following research objective that is the foundation of the current dis-
sertation:
Research Objective
To develop or improve a non-intrusive and multi-fidelity reduced-order modeling
method for the purpose of many-query applications, and with an emphasis on
combining multi-fidelity fields with disparate representations, i.e., fields having
inconsistent dimensionalities, topologies, and features.
The remaining chapters of this dissertation are divided as follows:
• Chapter 2 presents some background information on dimensionality reduction
and multi-fidelity modeling. We also review the relevant literature on single-
and multi-fidelity ROMs.
• Chapter 3 describes the proposed multi-fidelity ROM method and provides
details on the various numerical techniques that are being leveraged.
• Chapter 4 outlines the research formulation used to demonstrate the perfor-
mance of the proposed method with respect to the current objective. This
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includes descriptions of the research questions, test cases, and performance
metrics, used in the experimental approach.
• Chapter 5 lays out the experiments used to address the research questions of
this work. This is followed by a discussion of the obtained results.
• Chapter 6 summarizes the contributions and the main findings of this disser-




In this chapter, we explore the field of dimensionality reduction, which is a funda-
mental component of projection-based reduced-order modeling. We then present an
extension of dimensionality reduction methods, i.e., manifold alignment, and demon-
strate how it can combine fields with disparate representations. This is followed by
a brief overview of the current state of the art for multi-fidelity data-fit models. A
review of existing non-intrusive ROMs, both single- and multi-fidelity, is then con-
sidered, and the gaps with the current approaches are established. The contents of
this chapter are then summarized into key observations that are used to formulate
the overall hypothesis of this thesis.
2.1 Dimensionality Reduction
The efficient analysis of high-dimensional data is a challenging task that goes beyond
reduced-order modeling. For example, in image classification, the data to be ana-
lyzed is composed of numerous images, which can easily contain thousands or even
millions of pixels. This difficulty also extends to signal processing, pattern recogni-
tion, image compression, data visualization, etc. As such, dimensionality reduction
(also known as feature extraction or representation learning) is a general process from
the field of machine learning that attempts to reduce large-scale data into a small
and manageable number of dimensions [163]. The overall assumption of dimensional-
ity reduction is that within most high-dimensional datasets, there exists an intrinsic
coherence with some dimensions being interdependent. With some clever transfor-
mation, the redundant information contained in large-scale data can be removed such
that only a handful of relevant dimensions remain. In mathematical terms, given some
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high-dimensional dataset X = [x1, . . . ,xn] ∈ Rd×n containing n samples of dimen-
sionality d, there exists an analog low-dimensional dataset Z = [z1, . . . , zn] ∈ Rk×n
that is a faithful representation of X. Here, we denote k as the latent or effective
dimensionality of the data, where k  d. The objective of dimensionality reduction
is, therefore, to uncover the mapping
M : x ∈ Rd 7→ z ∈ Rk (2.1)
which maps a sample in the data space (or full space) to a so-called latent space (or
reduced space) of lower dimensionality. One can also consider the latent variable z
as being a set of coordinates on a k-dimensional manifold that is embedded in a
d-dimensional space.
The POD method previously mentioned in Section 1.2.2 and used in many ROMs,
is an instance of dimensionality reduction. This method is more commonly referred
to as Principal Component Analysis (PCA) in the fields of statistical analysis and
machine learning. In this context, the principal components and their coefficients
are the counterparts of the POD modes and the POD coefficients. The following
discussion will use the term POD instead of PCA to remain consistent with the
reduced-order modeling literature, but the reader should note that both methods are
equivalent for all practical purposes.
A key difficulty in finding M is in defining how exactly Z is representative of X.
Indeed, the similarity between the full and reduced spaces can be assessed by several
criteria, the choice of which will be dependent on the application and the type of data
being reduced. Furthermore, some methods make assumptions regarding the struc-
ture of the low-dimensional manifold to alleviate the complexity of the dimensionality
reduction task. Figure 2.1 provides a brief taxonomy of some of the most common


























Figure 2.1: Taxonomy of some common dimensionality reduction methods. Meth-
ods listed are: Principal Component Analysis (PCA) [74], Locality Preserving Projec-
tion (LPP) [67], Neighborhood Preserving Embedding (NPE) [66], Linear Discrimi-
nant Analysis (LDA) [42], Partial Least Square (PLS) [104], Canonical Correlation
Analysis (CCA) [104], Supervised Probabilistic PCA (SPPCA) [175], Isomap [154],
Locally Linear Embedding (LLE) [136], Laplacian Eigenmap (LE) [10], Local Tan-
gent Space Alignment (LTSA) [179], T-distributed Stochastic Neighbor Embedding
(t-SNE) [103], Autoencoder [37], Kernel PCA (K-PCA) [141], Kernel Fisher Dis-
criminant (KFD) [112], Kernel PLS (K-PLS) [135], Kernel CCA (K-CCA) [70], and
Manifold Alignment (MA) [169].
proaches using two overall dichotomies: linear vs. non-linear methods and supervised
vs. unsupervised methods, which are elaborated in the following section.
2.1.1 Linear vs. Non-Linear Methods
With a linear dimensionality reduction approach, the latent data Z is obtained with
a linear transformation of X. The mapping M corresponds, in this case, to a pro-
jection matrix Φ ∈ Rk×d that projects vectors from a d-dimensional data space onto
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a k-dimensional latent subspace. The POD method is a well-known instance of lin-
ear dimensionality reduction where the mapping and latent variables are given by
the principal modes and the corresponding coefficients respectively. In comparison,
non-linear methods map the data onto a curved manifold, which allows them to out-
perform linear methods on complex tasks [163]. This is why non-linear dimensionality
reduction methods are sometimes referred to as manifold learning methods. A linear
method can also be made non-linear by applying them in a reproducing kernel Hilbert
space using the so-called kernel trick [135].
The difference between linear and non-linear methods is made clear in Figure 2.2.
In this canonical example, the latent manifold is a two-dimensional sheet warped
into a three-dimensional S-shape. The linear and non-linear methods used for this
demonstration are POD and Isomap [154] respectively. From Figure 2.2a, we see that
the linear method simply projects the points onto a two-dimensional plane and the
actual curved manifold is not recovered. On the other hand, the results of Figure 2.2b
show that the S-shape is correctly unraveled into a sheet by the non-linear method,
although with some distortions.
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Figure 2.2: Demonstration of curved manifold (a) analyzed using a linear (b)
and a non-linear (c) dimensionality reduction method. The S-shape is given by
[sin(z1), z2, (cos(z1) − 1)sgn(z1)] where −3π/2 ≤ z1 ≤ 3π/2 and 0 ≤ z2 ≤ 2. The
linear and non-linear methods correspond to POD and Isomap respectively.
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A major drawback of non-linear methods is that most provide the latent vari-
ables directly, making the mapping M implicit. In other words, the correspondence
between the full and reduced spaces is known only for the data used for the dimension-
ality reduction task. The absence of an explicit function for M means that mapping
new points onto the latent space requires the user to repeat the dimensionality re-
duction or use some approximation. Similarly, the inverse mapping M−1 from the
reduced to full space is not available with most non-linear dimensionality reduction
techniques. Consequently, the original dataset cannot be easily reconstructed from
the reduced data. In the context of a ROM, the reconstruction of the field is a cru-
cial part of the method and the absence of an inverse map can be a major obstacle.
The work of Franz et al. [47, 48] is an example of a ROM using a non-linear dimen-
sionality reduction method. More specifically, the authors used Isomap to create an
interpolation-based ROM. They solved the inverse mapping issue by using a weighted
nearest-neighbor interpolation based on the coordinates in the latent space. The same
approach was then used by Decker et al. [36] to construct a non-intrusive ROM using
Locality Linear Embedding (LLE) [136] instead, another non-linear dimensionality
reduction method.
On the other hand, with linear dimensionality reduction, the mapping is a pro-
jection matrix that is given explicitly by the method and defined for any point in the
data space. Adding new points to the latent space is then a simple linear transfor-
mation and defining the inverse map is relatively straightforward. This is especially
effortless if the projection matrix forms an orthonormal basis, in which case, the
inverse map M−1 is merely ΦT , i.e., the transpose of the original projection.
Furthermore, Van Der Maaten et al. [163] have shown in their review that despite
being superior on artificial data sets, non-linear dimensionality reduction does not
necessarily surpass linear methods on real-world data. Also, most ROM datasets are
under-sampled, i.e., the number of samples n is smaller than the dimensionality d of
32
the field. In this situation, Kokiopoulou et al. [83] have shown that the result of many
non-linear methods is, in actuality, a linear subspace. For all the above reasons, the
limitations of non-linear dimensionality reduction typically outweigh their theoretical
advantages when applied to reduced-order modeling. This explains the popularity
of linear methods for ROM, of which, POD is usually the method of choice since
it is optimal in terms of reconstruction error (discussed in Section 3.1). In fact,
Decker et al. [36] demonstrated recently that POD-based ROMs generally have a
lower global prediction error than equivalent non-linear ROMs constructed with either
Isomap or LLE. However, the non-linear methods exhibited smaller local errors near
discontinuities such as shocks.
2.1.2 Supervised vs. Unsupervised Methods
In machine learning terminology, the data used in dimensionality reduction is often
unlabeled, i.e., is not augmented with some descriptive data, at least in the con-
text of the task. When this is the case, the dimensionality reduction is said to be
unsupervised. The method identifies the inner structure of the data based on the com-
monalities existing between each sample. The POD is an example of an unsupervised
dimensionality reduction method that identifies the principal subspace using the vari-
ance of the data. On the other hand, dimensionality reduction can also be supervised
such that the data set being reduced is labeled, i.e., is associated with some response
information. For instance, the data to be reduced can be the high-dimensional inputs
to some model and the labels are the corresponding outputs. By considering both
the inputs and outputs, a supervised method will define the latent space based on the
connection existing between the pair of data instead of the information within the
inputs alone. This is particularly advantageous when the dimensionality reduction is
ultimately a pre-processing step to a regression or classification task, i.e., other forms
of supervised learning.
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It should be noted that for reduced-order modeling, the intent is to reduce the
dimensionality of some response fields. In comparison, most supervised dimensional-
ity reduction methods are aimed at transforming some input or label datasets with
respect to some outputs. As such, ROMs are constructed almost exclusively with
unsupervised methods such as POD, Isomap, or LLE.
2.2 Manifold Alignment
Dimensionality reduction tasks are typically concerned with the extraction of a lower-
dimensional representation of a single high-dimensional dataset. Other situations
require instead the analysis of multiple high-dimensional datasets together to learn the
potential correspondence existing between them. The goal is then to potentially share
and transfer knowledge between these distinct datasets, assuming they are somehow
related. The task of matching high-dimensional datasets is often complicated by their
heterogeneity, i.e., their different representations, thus preventing a simple side-by-
side comparison. However, from the premise that they are related, it follows that
these disparate datasets are potentially characterized by a similar low-dimensional
representation. Rather than comparing heterogeneous and high-dimensional data
in their original state, it is likely much easier to match, or even align, their latent
representations.
The purpose of manifold alignment [61, 169] is to map disparate, yet related,
datasets onto a common latent space, i.e., a shared manifold. This task is a hybrid
between unsupervised and supervised dimensionality reduction since the resulting
low-dimensional representation should provide correspondences between the datasets,
yet still capture their individually dominant features. More formally, let us consider
two datasets X = [x1, . . . ,xn] ∈ Rd×n and Y = [y1, . . . ,ym] ∈ Rq×m with different
features as shown in Figure 2.3, but whose samples are presumed to be embedded




Figure 2.3: Example of manifold alignment where two datasets X and Y are mapped
to a common latent variable Z.
following mappings
Mx : x ∈ Rd 7→ z ∈ Rk (2.2a)
My : y ∈ Rq 7→ z ∈ Rk (2.2b)
which transform some high-dimensional quantities x and y respectively into a latent
variable z existing on a shared lower dimensional manifold, i.e., where d  k and
q  k. Note that for notional samples xi and yi that are in exact correspondence, the
obtained mapping does not necessarily guarantee them to have identical embeddings,
i.e., Mx(xi) 6= My(yi). Nonetheless, their associated latent variables should exist
close to each other on the shared manifold.
The reader is referred to the work of Wang and Mahadevan [170] for a detailed
description of manifold alignment and its applications in machine learning. For con-
ciseness, the following section will present two of the forms of manifold alignment that






Figure 2.4: Example showing the three main steps of the Procrustes analysis, i.e.,
(a) scaling, (b) translation, (c) rotation. Adapted from Klingenberg [82], distributed
under a CC BY 4.0 license.
2.2.1 Procrustes Manifold Alignment
The Procrustes Analysis1 [54, 55] is a process in which two different shapes or datasets
are aligned using an affine transformation as shown in Figure 2.4. In other words, the
method consists of finding the optimal translation, scaling, and rotation, that min-
imize the Euclidean distances between corresponding points of each dataset. Along
similar lines, the Procrustes Manifold Alignment method proposed by Wang and Ma-
hadevan [168] attempts to match two dissimilar datasets via a Procrustes analysis
of their respective latent representations. This approach is described as a two-step
process since the low-dimensional embeddings of the individual datasets are first
computed, and then, the manifold alignment is executed. Therefore, the Procrustes
manifold alignment must be combined with a conventional dimensionality reduction
method as described in Section 2.1.
The transformation performed by the Procrustes analysis is linear. It is known
1The name of the method is inspired by the Greek myth of Procrustes, a bandit who would either
stretch or amputate his victims so their size would match his iron bed.
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for any point on both manifolds and preserves the global structure of the data. For
this reason, linear dimensionality reduction methods (e.g., POD) that have similar
properties are arguably a better combination for the Procrustes manifold alignment.
Furthermore, the projection matrix Φ produced by a linear dimensionality reduction
and the affine transformation of the manifold alignment can easily be combined into
a single linear operation. This means that the projection of new samples onto the
shared manifold is straightforward. Conversely, the inverse mapping that would allow
the reconstruction of a high-dimensional sample of either dataset from its associated
latent variable is also easily obtained.
An example of the Procrustes manifold alignment is given by Wang and Mahade-
van [168] where it is used to align the 3D structure of proteins. In the same study,
the authors also show how their method can be used for the cross-lingual retrieval of
documents written in different languages.
2.2.2 Semi-Supervised Manifold Alignment
A more complex form of manifold alignment is the Semi-Supervised Manifold Align-
ment that was first introduced by Ham et al. [60, 61] and later developed by Wang and
Mahadevan [167, 169]. This method is non-linear in nature and is based on spectral
graph theory. As such, semi-supervised manifold alignment shares many similarities
with non-linear dimensionality reduction methods such as LLE. The overall idea of
this method is to create graphs of the respective datasets where neighboring points
are connected with an edge. Then, the individual datasets are joined together by
adding edges to points having a correspondence. The embeddings of all the data are
obtained by performing a spectral decomposition of the joint graph Laplacian. This
approach obtains the shared latent representation of both datasets in a single step,
as opposed to the two-step process of the Procrustes manifold alignment.
As with most non-linear dimensionality reduction methods, a significant drawback
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of the semi-supervised manifold alignment is the absence of an explicit mapping be-
tween the original high-dimensional space and the low-dimensional manifold. There-
fore, the entire process must be repeated to map new samples to the manifold, and
the reconstruction of latent variables into high-dimensional fields is non-trivial. To
mitigate this issue, Wang and Mahadevan [169] developed a linearized version of the
algorithm that provides an explicit mapping between the high- and low-dimensional
spaces.
The semi-supervised manifold alignment method was used by Ham et al. [61] for
the alignment of images belonging to two different sets. This method was also used
by Guerrero et al. [56] to improve the classification of magnetic resonance images
by combining results with two different resolutions. Furthermore, Liao et al. [93]
used semi-supervised alignment to combine hyperspectral and conventional images to
provide a visualization of the former with natural colors and finer details.
2.2.3 Manifold Alignment and Multi-fidelity Fields
It is worth noting that the contexts of manifold alignment and multi-fidelity mod-
eling share many similarities. In both cases, the objective is to transfer knowledge
between different sources of data to improve an overarching task. Loosely speaking,
manifold alignment can be perceived as a multi-fidelity extension of dimensionality
reduction, especially if applied on high-dimensional datasets having different fidelity
levels. Also, its formulation is based on the assumption that the datasets being
aligned have different features, meaning that it can readily be applied to field results
having disparate representations. Therefore, manifold alignment brings a potential
solution to the research objective of the current thesis.
We also note that a fundamental difference between the formulation of the Pro-
crustes and semi-supervised manifold alignment is that the former is a global method
while the latter is local [167]. In other words, the objective of the Procrustes analy-
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sis is to minimize the overall discrepancy between two datasets and considers every
pairwise combination of samples. On the other hand, the graph-based approach of
the semi-supervised method attempts to minimize the local differences among sam-
ples within various neighborhoods and never considers the data globally. A common
application in machine learning is the classification of data, and in that context, dif-
ferentiating between points having small differences is critical. For regression tasks,
the concern is instead to capture the entire response space and small local errors can
be acceptable. As such, the local properties of semi-supervised manifold alignment
that clusters similar instances are well suited for classification problems and examples
in the literature support this [56, 61, 161, 169]. The global formulation of Procrustes
manifold alignment is, in comparison, more in line with regression tasks.
Since reduced-order modeling is akin to a regression task, it follows that Procrustes
manifold alignment would be better suited if applied to the construction of a ROM.
Furthermore, the extensively used POD method is also perceived as a global approach
and offers a more coherent combination with the Procrustes manifold alignment.
2.3 Multi-Fidelity Data-Fit Models
Before considering multi-fidelity reduced-order modeling, we briefly review the more
exhaustive literature specific to multi-fidelity data-fit models. For clarity, we divide
the existing multi-fidelity techniques into two categories: adaptation- and fusion-based
methods. We also briefly mention the additional difficulty of multi-fidelity methods
with models having disparate design parametrizations.
2.3.1 Adaptation-Based Methods
In an adaptation-based multi-fidelity method, the results from the low-fidelity model
are corrected such that they mimic the response of a high-fidelity model. This is
achieved by generating a surrogate model of the discrepancies measured between the
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high- and low-fidelity results, which is often called a bridge function or a correction
function. The bridge function usually takes the form of either a multiplicative [1, 27]
or an additive [30, 40, 153] correction.
Let fhi : p 7→ xhi be a high-fidelity model predicting a scalar xhi given some
input vector p ∈ Rb. Similarly, let flo : p 7→ xlo be a low-fidelity counterpart
to fhi. Also, let Xhi = [xhi,1, . . . , xhi,n] ∈ Rn and Xlo = [xlo,1, . . . , xlo,n] ∈ Rn be
datasets of previously sampled solutions for both high- and low-fidelity models. In
the multiplicative approach, the multi-fidelity surrogate model is given by
f̃hi(p) = ρ(p) flo(p) (2.3)
where ρ(p) is a function that predicts the quotient between Xhi and Xlo. As for the
additive correction, the surrogate model is instead
f̃hi(p) = flo(p) + ϵ(p) (2.4)
where ϵ(p) is a correction model that is constructed using the differences between Xhi
and Xlo. The additive correction is typically preferred over the multiplicative one
since the latter can be singular if xlo tends to zero. Additionally, the multiplicative
and additive approaches can be combined into a hybrid correction [63, 116, 178] that
can provide superior results. This correction is given by
f̃hi(p) = βflo(p) + ϵ(p) (2.5)
where β is a constant scaling factor which is usually obtained via a least-squares
regression. Gano et al. [50, 51] also introduced a hybrid correction that is a weighted
combination of the multiplicative and additive corrections.
From the above equations, we see that obtaining an estimate of the high-fidelity
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solution with an adaptation-based method usually requires the evaluation of the low-
fidelity model. In scenarios where the low-fidelity model is still too expensive to
evaluate, a separate surrogate model of the low-fidelity results can substitute for it.
The bridge function is then applied to the low-fidelity approximation rather than
the physical model. One should note that the different surrogate models forming
the adaptation-based methods (ϵ(p), ρ(p), and f̃ lo(p)) can essentially be constructed
with any type of data-fit methods.
In addition to adapting the low-fidelity model such that its output is consistent
with the high-fidelity model, i.e., a zeroth-order correction, one can also use a first-
order correction to ensure consistency with the high-fidelity gradient. For instance,
Alexandrov et al. [1, 2, 3] developed the Trust Region Management Method (TRMM),
an optimization algorithm that uses a quadratic bridge function with first-order con-
sistency, and have shown that matching the gradient of the high-fidelity model is
essential for the convergence of the method. Eldred et al. [40] later improved the
TRMM by adding a second-order correction to also match the Hessian matrix of the
high-fidelity model, which accelerated the optimization process. For a multi-fidelity
surrogate model not restricted to optimization, Han et al. [63] developed a gradient-
enhanced Kriging model using a hybrid correction and have shown better results than
a gradient-free correction method. However, it should be mentioned that the above
examples assume that both the high- and low-fidelity models can provide gradient
information efficiently.
2.3.2 Fusion-Based Methods
When using a multi-fidelity fusion-based method, a single surrogate model combines
the information from all levels of fidelity. In doing so, tighter integration of the high-
and low-fidelity data is achieved. The resulting multi-fidelity surrogate usually takes
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the following form
f̃hi(p) = βf̃ lo(p) + ϵ(p) (2.6)
At first glance, the formulation of Eq. (2.6) appears almost identical to the one of
Eq. (2.5) for a hybrid correction except that flo(p) is replaced by a surrogate model
f̃ lo(p). A key difference between both approaches is in how the model is trained.
With the adaptation-based method, the scaling factor β is chosen such that the
scaled difference Xhi − βXlo is minimized. The resulting discrepancy is then used to
train ϵ(p). With the fusion-based approach, β is instead estimated jointly with the
training of ϵ(p) to better predict Xhi. As a result, the obtained β tends to improve
the smoothness of ϵ(p), and perhaps counterintuitively, does not generally maximize
the agreement between the high- and low-fidelity models. The training process with a
fusion-based method is usually achieved via statistical inference, and as such, f̃ lo(p)
and ϵ(p) are commonly represented as Gaussian processes, e.g., Kriging models.
Generally speaking, fusion-based methods are considered more accurate than
adaptation-based methods [53, 62, 116], although their implementation is typically
more involved. A common fusion-based surrogate model is CoKriging, a method
initially developed by the geostatistics community [114]. It is essentially an ex-
tension of conventional Kriging using auxiliary sources of information. Kennedy
and O’Hagan [80] proposed an autoregressive formulation of CoKriging specifically
adapted to computer simulations, and more recently, Han et al. [64] suggested a
simplified implementation of the method. In the field of aerospace engineering, CoK-
riging has been successfully applied to various multi-fidelity problems such as airfoil
aerodynamic prediction [64, 88], wing aerodynamic optimization [45], the fusion of
experimental and computational aerodynamic data [86], and high-pressure compres-
sor optimization [158, 159]. An alternative to CoKriging is Hierarchical Kriging, a
method proposed by Han and Görtz [62]. This method offers performances similar to
CoKriging but is simpler to implement and provides an error estimation that is more
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suitable for optimization.
It is worth noting that a limitation of Kriging and CoKriging models is their poor
scaling with a large amount of training samples. For instance, Forester and Keane [44]
suggest against Kriging-based models for datasets greater than 500 samples. In these
circumstances, it is worth considering other approaches that leverage artificial neural
networks such as Deep Multi-Fidelity Gaussian Processes [34, 123]. In the context
of expensive simulations and limited computational resources, it is reasonable to
assume that the training data will be sparse. In which case, conventional Kriging and
CoKriging methods should be adequate.
2.3.3 Inconsistent Input Parametrizations
Most studies using multi-fidelity surrogate models implicitly assume that both the
high- and low-fidelity models share the same design parametrization. More specif-
ically, the input vector p is assumed to exist in the same vector space for both
fhi(p) and flo(p). In some scenarios, however, the high- and low-fidelity models can
use slightly different parametrizations. For instance, if the low-fidelity model uses a
simplified geometry, some detailed parameters could be accessible only to the high-
fidelity model with a more granular geometry description. To resolve this potential
issue, Robinson et al. [132, 133, 134] proposed two strategies using space mapping
and POD respectively, and applied them to an optimization problem. That being
said, the additional difficulties associated with inconsistent input parametrizations
are out of the scope of the current dissertation.
2.4 Review of Single-Fidelity Non-Intrusive ROM
To better illustrate the current use of single-fidelity and non-intrusive ROMs in the
context of aerospace engineering, we briefly present in this section the relevant liter-
ature on the subject. More specifically, we set forth a subset of the literature with
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a focus on practical applications. The content of Table 2.1 presents the relevant
literature with some key information such as the application considered, the num-
ber of design parameters b, and the size of the training data n. Since non-intrusive
ROMs essentially combine both a dimensionality reduction and regression model, the
methods chosen by the various authors are also listed in Table 2.1.
2.4.1 Selection of Models
From Table 2.1, we note that several aerodynamic applications have been studied
using non-intrusive ROMs. One exception is the work of Lee et al. [91] that employs
the Expectation-Maximization PCA (EM-PCA) [137, 156], a probabilistic variant of
PCA. In this study, the authors constructed a ROM to predict engine performance
tables generated with an engine cycle analysis code. Due to convergence issues, the
generated fields would contain missing data and the EM-PCA is capable of extracting
the principal subspace of incomplete datasets. It is worth noting that EM-PCA is
closely related to POD, and when applied to complete data, the results of both
methods are consistent. We should also mention the work of Franz et al. [47] and
Decker et al. [36] that considered both POD and non-linear dimensionality reduction
methods (see Section 2.1.1) for the construction of ROMs. Both studies noted that
non-linear ROMs could better capture discontinuities such as shocks. Decker et al.
also identified that POD-based ROMs generally have a lower prediction error globally
at the expense of larger local errors.
With regards to the regression model, Table 2.1 shows that many of the popular
data-fit models are used for reduced-order modeling, i.e., Kriging, ANN, RBF, etc.
However, there does not seem to be any consensus in the literature concerning the
choice of the regression model for non-intrusive ROMs. In fact, Swischuk et al. [152]
considered multiple choices of data-fit models including ANN, k-Nearest Neighbor,
Decision Tree, and polynomial regression. Interestingly, the authors observed that the
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Table 2.1: Existing literature on single-fidelity and non-intrusive ROMs applied to industrial applications.
Authors Year DimensionalityReduction
Regression
Model Application b n
Bui-Thanh et al. [23] 2003 POD Cubic Spline Airfoil Aerodynamics 2 231
Lee et al. [91] 2011 EM-PCA ANN Engine Cycle Analysis 6 500
Park et al. [117] 2013 POD ANN Aircraft Aerodynamics 5 10
Franz et al. [47] 2014 POD/Isomap RBF Airfoil Aerodynamics 2 30
Wing Aerodynamics 2 25
Kato and Funazaki [78] 2014 POD RBF Turbine Aerodynamics 4 300
Fossati [46] 2015 POD Kriging Wing Aerodynamics 1 10
Aircraft Aerodynamics 2 85
Rotor Aerodynamics 2 55
Li and Zhang [92] 2016 POD Cubic Spline Airfoil Aerodynamics 1 100
Ulu et al. [162] 2016 POD ANN Topology Optimization 4 400
Chen et al. [29] 2017 POD RBF Airfoil Aerodynamics 1 30
Swischuk et al. [152] 2019 POD See Note∗ Composite Panel Analysis 5 3,000
Airfoil Aerodynamics 2 127
Rajaram et al. [124, 125] 2020 POD RBF Airfoil Aerodynamics 3 1,047
Decker et al. [36] 2020 POD/Isomap/LLE RBF Airfoil Aerodynamics 2 100
∗ANN, k-Nearest Neighbor, Decision Tree, and polynomial regression
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availability of data in an engineering context is typically much less than in machine
learning applications due to the cost of physics-based simulation. When faced with
sparse data, simpler approaches such as polynomial regression might be more suited
for non-intrusive ROMs than highly expressive models such as ANN.
2.4.2 Engineering Applications
We also observe from Table 2.1 that the non-intrusive ROM literature is mostly cen-
tered around aerodynamic applications. The likely motivation for this is the arguably
higher computational cost and physical complexity of CFD simulations in comparison
to other disciplines. As a result, high-fidelity aerodynamic simulations are generally
perceived as the bottleneck in the preliminary design process. We further note that
many authors in Table 2.1 demonstrated their ROM methodology with the aerody-
namic analysis of an airfoil. This is presumably to capture some of the physical
complexity of CFD simulations while maintaining an affordable computational cost
by using a simpler 2D problem. For the same reason, few studies have applied non-
intrusive ROMs to more expensive 3D problems. Among those that do, some make
compromises on the fidelity of the simulation. For instance, Park et al. [117] used an
inviscid CFD simulation and a coarse grid of only 287,798 cells for the aerodynamic
analysis of a fighter aircraft. As for the work of Fossati [46], one of the test cases
he used was taken from the fourth AIAA CFD Drag Prediction Workshop [165] and
consisted of a fuselage with a wing and horizontal tail. In this case, the chosen grid
contained 11 million cells that, despite being a large size, was below average compared
to all the grids considered during the AIAA workshop.
Applications of non-intrusive ROMs in disciplines other than aerodynamics can
also be found in the literature. For example, Ulu et al. [162] used a ROM to predict
the optimal structures generated by a topology optimization solver. In the context
of structural analysis, Swischuck et al. [152] predicted the structural state of a com-
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posite panel undergoing local degradation with ROMs. Lastly, Lee et al. [91] applied
reduced-order modeling to the prediction of engine performance data within a coupled
airframe and propulsion sizing environment.
2.4.3 Input Dimensionality and Training Cost
From the input space dimensionality b showed in Table 2.1, we notice that many
applications in the literature only consider a small number of input parameters. The
listed input sizes are between 1 and 6, with a median of 2 and an average of 2.75.
Therefore, we note that constructing non-intrusive ROMs with many design param-
eters is not a common practice in the literature. This is presumably to maintain a
reasonable accuracy and avoid excessive training costs as a consequence of the curse
of dimensionality, as explained in Section 1.4.
Along the same lines, Table 2.1 also shows that most non-intrusive ROMs are
constructed with a relatively low number of training samples n. More specifically, the
sizes of the training datasets are between 10 and 3,000 for the considered literature,
with a median of 100 and an average of 378. We also notice that most applications
with many input parameters unsurprisingly have large training datasets, which is
consistent with the curse of dimensionality. Yet, it is worth noting that the studies
having large training datasets also employ relatively inexpensive physics model to
generate the data. For instance, Swischuk et al. [152] used 3,000 training samples to
train a ROM for the structural analysis of a composite panel. However, the underlying
physical model is relatively coarse. Although the authors did not provide an estimate
of the computational cost, an average desktop could likely run a single simulation
within a handful of minutes at most. Similarly, Rajaram et al. [125] used a training
dataset of 1,047 RANS simulations of an airfoil, and each analysis required roughly
10 minutes to complete using a single CPU. In comparison, studies involving more
expensive simulations such as the aerodynamic analysis of a wing, an entire aircraft,
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or a helicopter rotor [46], are restricted to smaller training datasets.
The lack of studies in Table 2.1 with many design parameters, large training
datasets, and expensive simulations, is an example of the computational cost limi-
tations associated with the training empirical models using high-fidelity data. This
relates to the observations made in Section 1.6 and further justify the research objec-
tive of this thesis.
2.5 Review of Existing Multi-Fidelity ROMs
With the advantages of multi-fidelity methods for data-fit models, many authors
understood that a similar strategy could also prove beneficial for non-intrusive ROMs.
While the literature on multi-fidelity reduced-order modeling is much sparser than
for data-fit models, a handful of authors have successfully combined different levels of
fidelity to enhance the prediction of a ROM. This section thus presents a summary of
the existing multi-fidelity ROMs methods. As in Section 2.3, we organize the multi-
fidelity methods into adaptation- and fusion-based approaches. The former category
implies that a given model corrects the solution of a low-fidelity model into a high-
fidelity result, while the latter attempts to fuse the different sources of information
into a single prediction model.
2.5.1 Adaptation-Based Methods
Additive Correction
One of the early attempts at multi-fidelity reduced-order modeling is the work of
Malouin et al. [105] who combined the CFD results of a transonic airfoil computed
on two different grids. Both fidelity levels used the same simulation setup, except
that the high- and low-fidelity models used a fine and coarse grid respectively. Since
both simulations produced solutions with inconsistent dimensionalities, the authors
interpolated the results of the high-fidelity model onto the low-fidelity grid in a pre-
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processing step. The approach proposed by Malouin et al. is to compute the differ-
ences between the high- and low-fidelity field solutions and then construct a ROM of
the obtained discrepancy fields. The resulting ROM acts as a bridge function between
the high- and low-fidelity simulations similarly to the additive correction of Eq. (2.4).
To obtain new predictions of the high-fidelity model, the authors would then run the
low-fidelity model at the desired design parameters and apply the additive correction
calculated from their multi-fidelity ROM.
GPOD Reconstruction
Another interesting multi-fidelity ROM approach was suggested by Toal [157], and
is based on the Gappy Proper Orthogonal Decomposition (GPOD). Everson and
Sirovich [41] originally developed the GPOD method to reconstruct incomplete im-
ages. It was later used by Bui-Thanh et al. [23, 25] for the reconstruction of aero-
dynamic data and the inverse design of airfoils. In his multi-fidelity method, Toal
suggests reconstructing a high-fidelity field from a corresponding low-fidelity solution
using GPOD, essentially using the output of the low-fidelity model as an input to the
ROM.
In short, given a high- and low-fidelity dataset Xhi ∈ Rd×n and Xlo ∈ Rq×n
sampled with the same set of parameters, Toal proposed to stack column-wise the
solutions of all fidelity levels into a single dataset and find the corresponding POD
basis and latent variables. For readers familiar with POD (see Section 3.1 for details),
this approach is given by
Xhi/lo = Φhi/lo Z (2.7)




 ∈ R(d+q)×n Φhi/lo =
Φhi
Φlo
 ∈ R(d+q)×k (2.8)
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Note that the above POD basis is split into Φhi ∈ Rd×k and Φlo ∈ Rq×k for the recon-
struction of Xhi and Xlo respectively. In Eq. (2.7), the same set of latent variables Z
is used to describe both the high- an low-fidelity samples. As such, Eq. (2.7) can be
divided into
Xhi = Φhi Z (2.9a)
Xlo = Φlo Z (2.9b)






In a sense, this GPOD reconstruction method can be viewed as a non-intrusive
ROM of the high-fidelity model, where the regression model is a linear mapping and
the input space is given by the low-fidelity field. Interestingly, Toal’s approach does
not require the high- and low-fidelity fields to have consistent representations, i.e.,
the dimensionality d and q of the high- and low-fidelity dataset respectively need not
be the same. This approach was later combined with an adaptive sampling strategy
by Benamara et al. [13] to perform a multi-fidelity optimization of a transonic airfoil.
Latent Variables Mapping
Recently, Wang et al. [171] introduced a multi-fidelity ROM that maps the latent
variables of the low-fidelity data to the latent variables of the high-fidelity results.
More specifically, the proposed approach consists of applying POD on both the high-
and low-fidelity datasets separately. Then, a data-fit model g : zlo 7→ zhi is constructed
where zhi ∈ Rkhi and zlo ∈ Rklo are latent variables of the high- and low-fidelity
solutions respectively, i.e., khi 6= klo. Note that different dimensionality can be used
for zhi and zlo. Afterwards, high-fidelity fields are predicted by obtaining a new
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low-fidelity solution at the desired design parameters, computing zlo from the low-
fidelity POD basis, predicting the associated zhi with the trained mapping, and finally,
reconstructing the high-fidelity field prediction.
One obvious issue with the method proposed by Wang et al. is that the latent
space of the low-fidelity fields can easily contain many POD modes, i.e., have a
dimensionality klo of 10 or greater. Due to the curse of dimensionality, training
the mapping g with a high-dimensional zlo can be challenging and costly. In their
study, Wang et al. applied this method to the analysis of a lid-driven cavity flow
and the transonic flow field around an airfoil. In both test cases, the authors only
considered ROMs with at most 14 POD modes for the low-fidelity fields. They also
observed a worse multi-fidelity prediction with mappings trained using zlo of higher
dimensionality. Therefore, this approach seems more suited to problems involving
simpler field responses and would likely scale poorly with more complex applications.
2.5.2 Fusion-Based Methods
Common POD Basis
A simple strategy for the construction of a multi-fidelity ROM is to use the same
POD basis for the projection of both the high- and low-fidelity solutions. However,
this implicitly imposes that the fields of all fidelity levels must share a common
representation. Mifsud et al. [110, 111] used this approach to construct a non-intrusive
and multi-fidelity ROM for the prediction of the pressure distribution over a projectile.
In their study, the high- and low-fidelity models were both CFD simulations and
shared the same grid, yet differed in the numerical scheme used by the solver. More
precisely, a combination of third- and second-order accurate schemes were used for
the high-fidelity simulation while the low-fidelity used a first-order scheme. Likewise,
Bertram et al. [17] also used a common POD basis for the aerodynamic design of a
road vehicle. In their work, the application was the CFD analysis of a Volkswagen
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Passat with both a RANS simulation and a much more expensive Detached-Eddy
Simulation (DES) for the low- and high-fidelity respectively. Once again, both fidelity
levels used the same discretization to ensure compatibility between the fields in terms
of dimensionality, topology, and features.
To construct the common POD basis, both sets of authors joined together the
high- and low-fidelity samples into a single dataset on which the POD was applied.
The obtained POD modes would then span the combined latent space of both fidelity
levels. For instance, let us consider the datasets Xhi ∈ Rd×n and Xlo ∈ Rd×m con-
taining n high-fidelity samples and m low-fidelity samples respectively. The common
POD basis (see Section 3.1 for details) satisfies
Xhi+lo = ΦZhi+lo (2.11)










The POD basis of Eq. (2.11) is subsequently used to project the high- and low-fidelity
results into their corresponding latent variables Zhi and Zlo. Each fidelity levels would
have different sets of latent variables, yet they would be associated with the same
POD modes. Afterwards, a multi-fidelity regression model (e.g., CoKriging) would
be trained with both Zhi and Zlo. Given some design parameters, this regression
model would predict the corresponding high-fidelity latent variables. These would
then be converted into a high-fidelity field using the previously obtained POD basis.
Hence, the multi-fidelity ROM produced by this approach combines a multi-fidelity
regression model with a common POD basis. In both works by Mifsud et al. and
Bertram et al., supplementing the high-fidelity samples with low-fidelity results was
shown to improve the predictions of the ROM.
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Extended POD basis
One issue of executing POD on a dataset indiscriminately comprised of both high-
and low-fidelity solutions is that the resulting POD modes will naturally favor the
low-fidelity samples since, in most cases, they are available in greater number. Con-
sequently, the computed basis is not guaranteed to provide an optimal reconstruction
of the high-fidelity results. In a slight variation of the previous method, Benamara et
al. [12, 14] recommended to compute instead the optimal high-fidelity basis given the
available data, and extend it with results from the low-fidelity model. The proposed
method first computes the high-fidelity basis together with its complementary null
space by performing a QR decomposition of the high-fidelity data. The low-fidelity
data is subsequently projected onto the null space of the high-fidelity results such that
only the information not captured by the initial high-fidelity basis remains. Addi-
tional POD modes would then be computed from the projected low-fidelity data and
supplement the previously computed high-fidelity basis. This extended basis would
be used to transform both the high- and low-fidelity results into their respective la-
tent variables. Similarly to the common POD approach, the multi-fidelity ROM is
constructed by combining the extended POD basis with a multi-fidelity regression
model trained with both sets of latent variables.
Benamara et al. demonstrated their proposed method with the aerodynamic
analysis of a low-pressure compressor. Both fidelity levels used 3D RANS simulations,
but the low-fidelity model used a coarser grid than the high-fidelity. As with the
common POD basis method, the extended POD basis approach requires a consistent
representation among all fidelity levels. Therefore, the authors interpolated the high-
fidelity results onto the coarser low-fidelity grid in a pre-processing step. The results
of Benamara et al. showed that their multi-fidelity ROM had improved predictions of
both the POD basis and the latent variables compared to an equivalent single-fidelity
ROM.
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2.5.3 Observations on Existing Multi-Fidelity ROMs
Here, we note that among the existing multi-fidelity ROM methods, few address the
challenges of multi-fidelity fields having inconsistent dimensionalities, topologies, and
features. Mifsud et al. [111, 110] and Bertram et al. [17] circumvented the issue
by using the same discretization for all fidelity levels. Along similar lines, Malouin
et al. [105] and Benamara et al. [12, 14] resolved differences in dimensionalities by
interpolating all the results on a common grid but did not provide a solution for
fields having inconsistent topologies or features. While the methods proposed by
Toal [157] and Wand et al. [171] can technically be applied to any field regardless
of their representation, they are adaptation-based methods that require new eval-
uations of the low-fidelity model to apply their correction. This means that the
online evaluation of these multi-fidelity ROMs will only be as fast as the low-fidelity
model. This can be problematic in the many-query context unless the lower fidelity
simulation is exceptionally cheap. While the low-fidelity model could arguably be
replaced by a conventional ROM model, this scenario was considered by neither Toal
and Wand et al. The accuracy of the multi-fidelity predictions would also likely be
impacted by the correctness of the low-fidelity ROM. As with data-fit models (see
Section 2.3), a method that fuses all the data into a single model is likely to out-
perform an adaptation-based approach. All in all, this literature review support the
challenges identified in Section 1.5 with multi-fidelity fields and further motivate the
current research.
Nevertheless, the considered multi-fidelity ROM studies show that in the absence
of field inconsistencies, it is possible and advantageous to enhance the model predic-
tions by combining fields from different fidelity levels. The fusion-based approaches
using a multi-fidelity regression model to combine the latent variables of the differ-
ent fidelity are of particular interest since the resulting multi-fidelity ROM is self-
contained. In other words, a single model tightly integrates the high- and low-fidelity
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datasets such that new field predictions can be generated efficiently. Moreover, the
literature on multi-fidelity data-fit models suggests that this approach should be supe-
rior to an adaptation-based method [53, 62, 116]. We postulate that if one can resolve
the differences in representations between the high- and low-fidelity fields such that
their latent variables are consistent, a similar fusion-based approach could be used to
construct a multi-fidelity ROM.
2.6 Summary
To establish the context of this discussion, we first recall the research objective pre-
viously defined in Chapter 1 and formulated as:
Research Objective
To develop or improve a non-intrusive and multi-fidelity reduced-order modeling
method for the purpose of many-query applications, and with an emphasis on
combining multi-fidelity fields with disparate representations, i.e., fields having
inconsistent dimensionalities, topologies, and features.
For that purpose, this chapter presented some background material of relevant
fields such as dimensionality reduction, manifold alignment, and multi-fidelity model-
ing. The intent was to provide a perspective on the methodological aspects of reduce-
order modeling and to identify possible enablers to the current objective. This was
followed by a review of the literature on both single- and multi-fidelity non-intrusive
ROMs to ascertain the current state of the art and to diagnose the limitations of




2.1 Linear dimensionality reduction methods, such as POD, are a more conve-
nient option for reduced-order modeling since they can provide an explicit
mapping between the full and latent spaces.
2.2 Datasets with disparate dimensionality and features can effectively be
compared by using manifold alignment to map them onto a common
latent space.
2.3 The Procrustes manifold alignment, a linear and global method, allows
for a coherent combination with the popular POD method, which is also
linear and global.
2.4 Multi-fidelity data-fit methods with a fusion-based approach, such as
CoKriging, are generally superior to those using a simpler adaptation-
based method.
2.5 The literature on non-intrusive ROMs establishes the prevalence of POD
for model construction. It also illustrates the computational challenges
of training models with expensive simulations and many parameters.
2.6 In cases with consistent fields, fusing the latent variables from different fi-
delity levels using a multi-fidelity regression model can effectively enhance
the ROM predictions.
2.7 Some adaptation-based multi-fidelity ROMs can combine inconsistent
fields but requires the generation of a new low-fidelity field to apply their
correction.
In light of the above observations, we surmise that the challenges of combin-
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ing fields with disparate representations can effectively be solved by using manifold
alignment. By resolving the inconsistencies and projecting all the datasets onto a
common latent space, it enables a fusion-based approach for the multi-fidelity ROM
construction as defined in Section 2.5.2. A fusion-based method is preferred over an
adaptation-based one since the former allows for tighter integration of the different
datasets and should provide superior predictions according to Observation 2.4. It
also avoids the need for evaluating the low-fidelity model during online predictions.
The discussion from this chapter allows us to define the following overall hypothesis
that will guide the development of our methodology:
Overall Hypothesis
A non-intrusive and multi-fidelity reduced-order modeling method combining
manifold alignment and multi-fidelity regression should match or surpass the
predictive performance of existing multi-fidelity ROM methods and provide the




Following the formulation of the overall hypothesis in the previous chapter, we outline
here the multi-fidelity and non-intrusive ROM method proposed in this work. The
developed approach borrows from three distinct numerical methods: Proper Orthogo-
nal Decomposition, Manifold Alignment, and Multi-Fidelity Regression. This chapter
first provides the fundamentals of these techniques in the context of multi-fidelity
ROMs. Lastly, we demonstrate how the aforementioned methods are combined into
a single ROM to address our research objective.
3.1 Proper Orthogonal Decomposition
As mentioned previously, the Proper Orthogonal Decomposition (POD) is a linear and
unsupervised dimensionality reduction method that is extensively used in projection-
based ROMs (see Table 2.1). For all practical purposes, the POD is equivalent to the
Principal Component Analysis (PCA), the latter name being preferred in statistical
analysis and machine learning. The content of the following section is compatible with
either the POD or PCA, but we will use the former name since it is the preferred
designation for reduced-order modeling.
3.1.1 Formulation
To begin with, consider the data matrix X = [x1, . . . ,xn] ∈ Rd×n obtained at different
input values, whose j-th column corresponds to the sample xj ∈ Rd. The sample mean
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(xj − x) (xj − x)T (3.2)
For convenience and without loss of generality, we assume that the results in X have
been centered beforehand such that x = 0. Therefore, we will omit the sample mean
in the following derivation. Some authors neglect the division by n in Eq. (3.2) such
that S is instead a scatter matrix. Using a scatter rather than a covariance matrix is
acceptable if one is only interested in the POD basis.
The objective of the POD method is to find basis vectors ϕj ∈ Rd along which
the variance of the data is maximum. This essentially assumes that directions of
high variance contain more useful information than those of low variance [35]. In






which correspond to the optimization of a Rayleigh quotient [104]. The solution
of (3.3) is given by the following eigenproblem
Sϕj = λjϕj s.t. ‖ϕj‖ = 1 (3.4)
where λj is the j-th eigenvalue of S in decreasing order and ϕj is the corresponding
eigenvector. Since S is symmetric and positive semidefinite, all the eigenvalues are real
and the corresponding eigenvectors form an orthonormal basis. The objective (3.3)
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is maximized when ϕj is the eigenvector corresponding to the largest λj.
Let Φ = [ϕ1, . . . ,ϕd] ∈ Rd×d be an orthogonal matrix formed by all the eigenvec-
tors of Eq. (3.4). We define the POD basis Φk ∈ Rd×k as a low-rank approximation
of Φ and whose columns are composed of the ϕj with the k-largest eigenvalues, where




where zj ∈ Rk contains the POD coefficients of the j-th sample. Conversely, the
approximate reconstruction of the field x̃j is obtained by
x̃j = Φk zj (3.6)
In this case, x̃j is an approximation of xj since it is reconstructed using only the






‖xj − x̃j‖2 (3.7)
it can be shown that the basis vectors which maximize Eq. (3.3) interestingly also
minimize ε. As such, the POD basis defines the subspace that provides the optimal






which is simply the sum of the d−k smallest eigenvalues, and whose eigenvectors are
orthogonal to the POD basis.
The dimensionality k of the POD subspace can be chosen using the Relative
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The RIC criterion essentially represents the fraction of the total variance captured
by the POD basis. The dimension k is selected such that the RIC is greater than
some user prescribed threshold. For reduced-order modeling applications, RIC values
of 99.9% or higher are fairly common.
3.1.2 Dual Form
Note that S has dimensions d× d and that the eigendecomposition of this matrix is
of complexity O(d3). In the context of reduced-order modeling, the fields of interest
can have several million dimensions, which would require significant computational
resources to apply POD on the data. Additionally, the ROM data are usually under-
sampled such that the dimensionality of the field d is much greater than the number
of samples n. The set of samples then defines a linear subspace whose dimensionality
is at most n − 1, and applying POD will result in no more than n − 1 non-zero
eigenvalues. As such, the POD method can be solved more efficiently by considering
its dual form [19, 35], whereas the solution of Eq. (3.4) corresponds to the primal
form of the method. This alternative formulation is also referred to as the method of
snapshots [144].
Consider the matrix X ∈ Rd×n containing the centered data. The primal form of
Eq. (3.4) is then rewritten as
1
n
XXTϕj = λjϕj (3.10)
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Pre-multiplying both sides with XT such that
1
n
XTX(XTϕj) = λj(XTϕj) (3.11)
and then substituting νj = XTϕj ∈ Rn and K = XTX ∈ Rn×n, gives
1
n
Kνj = λiνj (3.12)
where j = 1, . . . , n in this case. We can see from Eq. (3.12) that the matrix K
contains the same n − 1 non-zero eigenvalues as S up to a factor n. However, this
eigenproblem is computed with a complexity of O(n3) instead of O(d3). For high-
dimensional fields, this reformulation represents considerable computational savings.
Furthermore, the eigenvectors ϕj and νj are related. Provided that ‖νj‖ = 1, we can





It is worth noting that the matrix K is, in fact, a Gramian or kernel matrix con-
structed using a linear kernel function. Consequently, the dual form of POD can be
used to make this method non-linear by forming K using a non-linear kernel function.
In the context of machine learning, the resulting dimensionality reduction method is
referred to as kernel PCA [141].
3.1.3 Singular Value Decomposition
The POD method is also closely related to the Singular Value Decomposition (SVD)
and many authors use the latter method to compute the POD modes. For instance,
let X ∈ Rd×n be a matrix containing the centered data and d ≥ n. Performing an
SVD on X will result in the following decomposition
X = UΣVT (3.14)
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where U ∈ Rd×n contains the right singular vectors, V ∈ Rn×n contains the left
singular vectors, and Σ ∈ Rn×n is a diagonal matrix where the entries Σii = σi are
called singular values. By construction, both U and V are orthonormal bases and
σi ≥ 0 ∀i.






Compared to Eq. (3.10), we see that the result of Eq. (3.15) is akin to the eigende-
composition of S. More specifically, we can relate the left-singular vectors of X to its







Comparing the above result with the derivation of Eq. (3.12), we now obtain an
equivalence between the right-singular vectors and the eigenvectors of the dual form
of the POD.
Although the eigendecomposition of S and the SVD of X are mathematically
equivalent, practitioners tend to prefer the latter for the calculation of the POD
basis. Since SVD algorithms do not explicitly compute the product XXT , they are
less prone to numerical truncation errors and are considered more stable.
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3.2 Manifold Alignment
As highlighted previously, the field inconsistencies between the results of different
fidelity levels are a major obstacle to the construction of a multi-fidelity ROM, and
existing methods do not fully address this challenge (see Section 2.5). We showed
in Section 2.2 that disparate datasets can be combined into a common latent space
using manifold alignment. Here, we consider the Procrustes manifold alignment for
the formulation of the proposed multi-fidelity ROM (see Section 2.2.1). In essence,
this method performs a Procrustes analysis on the individual latent coordinates of
two or more datasets, thus embedding these results on a shared latent space. De-
spite having potentially inconsistent representations in the physical space, the latent
representation of the different datasets becomes consistent following the alignment.
It is worth noting that this approach is inherently global and linear, and as such,
can be combined with the established POD method in a consistent manner. The
Procrustes manifold alignment allows us to keep the benefits of the POD while re-
solving any inconsistencies in the field representations. As it will become evident at
the end of this chapter, a ROM constructed with Procrustes manifold alignment is a
relatively straightforward multi-fidelity extension to most POD-based ROMs.
3.2.1 Multi-Fidelity ROM Context
In the context of a non-intrusive ROM, a new field x̃ ∈ Rd is generated by first
predicting the corresponding latent coordinate z̃ ∈ Rk. Given a design vector p, each
component of the latent coordinate is predicted with separate regression models such
that g̃i : p 7→ z̃i, where z̃i is the i-component of z̃. Here, we treat the components
of z̃ as independent variables because the POD modes form an orthonormal basis.
Considering a single-fidelity ROM, these regression models are trained with a dataset
Z = [z1, . . . , zn] ∈ Rk×n containing the high-fidelity latent coordinates. Yet, with
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a fusion-based multi-fidelity approach similar to the one of Mifsud et al. [110, 111],
Bertram et al. [17], and Benamara et al. [12, 14], these regression models must also be
trained with the low-fidelity latent coordinates, which we represent with the dataset
W = [w1, . . . ,wm] ∈ Rk×m. Because each component of z̃ is predicted separately,
the datasets Z and W must be combined component-wise (i.e., row-wise) for each
regression model g̃i(p).
The effectiveness of a multi-fidelity regression model strongly depends on the
correlation between the high- and low-fidelity training datasets. Since the high- and
low-fidelity fields potentially reside in different latent spaces, the i-component of
W is not necessarily the one sharing the highest correlation with the i-component
of Z. In other words, the coefficients of the i-th POD mode of the high-fidelity
dataset is not guaranteed to vary jointly with the ones of the i-th low-fidelity mode,
and a different mode might offer a better correlation. As a result, even though Z
and W are presumably related, naively fusing these datasets component-wise can
result in a set of regression models g̃i(p) that cannot fully leverage the additional
information contained within the low-fidelity dataset. The goal of the Procrustes
manifold alignment is thus to harmonize the variations of the high- and low-fidelity
latent variables. We achieve this by transforming W such that each component of
the low-fidelity latent coordinates best matches the corresponding high-fidelity one.
The aligned version of W can then be fused with Z component-wise in a manner
that maximizes the effectiveness of each multi-fidelity regression model gi(p). The
benefits of the Procrustes manifold alignment in the context of a multi-fidelity ROM
is demonstrated later in Section 5.5.1 with a simple experiment.
3.2.2 Formulation
Consider the data matrices X = [x1, . . . ,xn] ∈ Rd×n whose columns are high-fidelity
results xj ∈ Rd, where j = 1, . . . , n. The high-fidelity data are complemented with
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a low-fidelity dataset Y = [y1, . . . ,ym] ∈ Rq×m containing low-fidelity solutions yj ∈
Rq, where j = 1, . . . ,m. In the multi-fidelity context, we expect that low-fidelity data
are available in greater numbers than high-fidelity results such that m > n. We also
assume that the representations of xj and yj are not necessarily consistent such that
d 6= q. Additionally, let the n first solutions xj and yj have a pair-wise correspondence,
i.e., where yj and xj are generated with the same design parameter values. The last
m − n columns of Y are then low-fidelity samples that are not related to any high-
fidelity field. The low-fidelity results are thus partitioned into Y = [YL,YU], where
YL ∈ Rq×n contains the solutions linked to X, while YU ∈ Rq×(m−n) holds the unlinked
data.
Following the methodology of Wang and Mahadevan [168], the Procrustes mani-
fold alignment can be divided into three main steps: learning the individual embed-
dings, finding the optimal alignment, and mapping the data onto the shared manifold.
These are detailed as follows:
Step 1: Learning the Individual Embeddings
The first step of the Procrustes manifold alignment is to find the low-dimensional
latent representation (or embeddings) of the individual datasets. As a result, we
define Z = [z1, . . . , zn] ∈ Rk×n and W = [w1, . . . ,wm] ∈ Rk×m as the k-dimensional
latent variables of X and Y respectively, i.e., the high- and low-fidelity datasets. As
previously, we partition the low-fidelity data into W = [WL,WU] where WL ∈ Rk×n
are latent variables linked to Z and WU ∈ Rk×(m−n) are unlinked latent variables.
For the proposed method, the embeddings Z and W are learned via the POD
method. These latent variables are given by the following projections
Z = ΦTkX (3.19)
W = ΨTkY (3.20)
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where Φk ∈ Rd×k and Ψk ∈ Rq×k are orthonormal bases formed by the k-first POD
modes of X and Y respectively. At this stage, the dimensionality of Z and W is the
same, but both datasets do not necessarily reside on a common manifold.
Step 2: Finding the Optimal Alignment
Once both low-dimensional embeddings are identified, the following step is to perform
a Procrustes analysis and find an affine transformation (i.e., translation, scaling,
rotation, and reflection) that would optimally align WL with Z. More specifically,
we seek the transformation which minimizes the following objective
min
s,t,Q
‖Z− sQ(WL − t)‖F s.t. QTQ = I (3.21)
where s is an isotropic scaling factor, t ∈ Rk is a translation vector, and Q ∈ Rk×k
is an orthogonal transformation matrix. Note that if det(Q) = 1, the transformation
of Q represents a rotation and if det(Q) = −1, it is instead the combination of a
rotation and a reflection [54].
The optimal translation is obtained by shifting both Z and WL such that their
centroids are at the origin. Since we assume that X and Y have been centered prior
to the POD (see Section 3.1.1), the mean of Z and W are both zero. However, the
dataset WL, as a subset of W, is not necessarily centered. The optimal translation





wj = 0 (3.22)








where W′L = WL − t contains the shifted low-fidelity latent variables. It can be
shown [33] that the optimal orthogonal transformation matrix is given by
Q = VUT (3.24)





Step 3: Mapping the Data onto the Shared Manifold
Having used the linked dataset WL to identify the optimal affine transformation, the
final step is to apply it to all the low-fidelity latent variables W, i.e., both the linked
and unlinked data. The aligned latent variables are thus given by
Zlo = sQ (W − t) (3.26)
where Zlo ∈ Rk×m contains the latent variables of the low-fidelity data projected onto
the high-fidelity manifold. For the sake of consistency, the set of high-fidelity variables
Z is referred to as Zhi from here onward. With this transformed representation, both
the high- and low-fidelity data are represented in the same latent space such that they
can be easily compared and fused into a multi-fidelity model. Also, the mappings of
Eq. (3.19) along with the transformation of Eq. (3.26) can be readily combined to
allow the projection of new low-fidelity samples onto the shared manifold.
3.2.3 Datasets with Different Latent Dimensionality
In the previous section, we have assumed that the dimensionality of the high- and low-
fidelity latent variables Z and W was identical. However, due to a greater amount
of data, the dimensionality of W can conceivably be larger than Z in some cases.
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The algorithm of Section 3.2.2 can still be applied in such an event, thus making use
of all the information available. The manifold alignment then becomes a projection
Procrustes problem [54, 55] such that Q is instead an orthonormal projection matrix.
In the opposite scenario where the latent dimensionality of W is less than Z, the
current algorithm can also be used by artificially extending the dimensionality of W.
This is achieved by padding the missing dimensions of W with zero vectors. Note
that in such a case, the information transfer from the low- to the high-fidelity data
will likely be weaker.
3.3 Multi-Fidelity Regression
The purpose of the regression model inside a non-intrusive ROM is to predict coor-
dinates in the latent space given a set of new design parameters. These coordinates,
together with some previously extracted POD modes, are used to reconstruct the






where x̃ ∈ Rd is a field prediction, ϕi is the i-th POD mode, and g̃i : p 7→ z̃i is a
regression model predicting the i-th coordinate z̃i in the POD latent space. With
a k-dimensional latent space, a set of k regression models g̃(p) = [̃g1(p), . . . , g̃k(p)]
are trained to predict all k components of a latent variable z ∈ Rk. Since the latent
space coordinates are all orthogonal to each other, each model g̃i(p) can be trained
independently.
In practice, g̃i(p) can be constructed with any type of data-fit model and one
of the popular options for single-fidelity ROM is Kriging [46, 180]. However, for a
multi-fidelity ROM with a fusion-based approach, the regression model must be able
to incorporate the information of both high- and low-fidelity results, i.e., Zhi and Zlo
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in the context of manifold alignment. As noted in Section 2.3, the current state of
the art for multi-fidelity data-fit model is CoKriging [80], a multi-fidelity extension
of Kriging. This section first provides an overview of the Kriging formulation which
is then used to introduce the CoKriging prediction model.
3.3.1 Kriging Formulation
As noted in Section 1.2.1, Kriging is a very popular interpolation model that was first
introduced by Krige [84] in the field of geostatistics, and is equivalent to Gaussian
Process Regression (GPR) for all practical purposes. In this approach, we represent
the output of some deterministic function as the realization of a random process. The
Kriging model is then constructed such that predictions are a linear combination of
previous observations and the prediction error is unbiased.
Consider the function g : p 7→ z which maps some design parameters p ∈ Rb to
some scalar output z. We represent this function as a stochastic process such that
g(p) = µ+ ϵ(p) (3.28)
where µ is an estimated mean and ϵ(p) is a stationary random process. We assume
that ϵ(p) is normally distributed with a zero mean and a covariance given by
Cov [ϵ(p), ϵ(p′)] = σ2 r (p,p′) (3.29)
where σ2 is the process variance, and r(p,p′) is a correlation or kernel function.
Assuming that g(p) is continuous, one can reasonably expect that two observations
zi and zj made close to each other, i.e., where ‖pi − pj‖ → 0, will have similar
values. As such, the correlation function represents the spatial dependence between
two coordinates in the parameter space. This function should tend to one when pi and











































Note that the parameters θk used to compute the distance ∆ between two parameters
are the length scales of the correlation function and are determined through the
training process. Loosely speaking, the choice of θk will affect how fast the correlation
between pi and pj drops off. When the data are noisy, one can also append a noise









+ σ2n δi,j (3.34)
where σ2n is the noise variance and δi,j is the Kronecker delta, which is one if i = j and
zero otherwise. Even if the data do not contain any noise, the variable σ2n can still be
used as a regularization parameter to prevent overfitting and increase the robustness
of the prediction. The value of the noise can be set to a known value or determined
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through the training process together with θk.
Suppose the function g(p) is sampled with the following set of design parameters
P = [p1, . . . ,pn] ∈ Rb×n such that the set of observations Z = [z1, . . . , zn] ∈ Rn is
collected. With an adequate choice of correlation function, the Kriging predictor g(p)
is then given by the expected value of Eq. (3.28) conditioned by the observations in Z.
As demonstrated by Rasmussen and Williams [126], this predictor is formulated as







 ∈ Rn R =

r (p1,p1) . . . r (p1,pn)
... . . . ...
r (pn,p1) . . . r (pn,pn)
 ∈ Rn×n (3.36)
The term R−1(Z − µ1) in Eq. (3.35) solely depends on the observed values and only
needs to be computed once. Therefore, for simplicity, the Kriging predictor can be
reformulated as
g̃(p) = µ+ wT r(p) (3.37)
where w ∈ Rn is a weight vector defined as
w = R−1(Z − µ1) (3.38)
One salient feature of the stochastic formulation of a Kriging model is that, in
addition to providing the expected value of g(p), it can also estimate the variance of
the prediction. This information can then serve as an assessment of the prediction
accuracy or be used in the context of adaptive sampling and surrogate-based opti-
mization [76]. As showed by Jones [75], the prediction variance can be evaluated with
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var (̃g(p)) = σ2
[





3.3.2 Maximum Likelihood Estimation
For a Kriging model to provide the best possible predictions, one must select adequate
values for the model parameters µ, σ2, σ2n, and θk. These quantities are referred to
as the hyper-parameters of the Kriging model and are determined during the training
process. The most popular method for doing so is to choose the hyper-parameters
that maximize the likelihood of the random process given the observed data [106].
This is loosely equivalent to finding the hyper-parameters that are the most consistent
with the available information.
Without going into the details of the derivation [126], the logarithm of the likeli-
hood function is given by









The optimal values of µ and σ2 are obtained by computing the derivatives of Eq. (3.40)
with respect those parameters and setting them to zero. As such, their maximum






(Z − µML1)TR−1(Z − µML1)
n
(3.42)
Substituting µML and σ2ML into Eq. (3.40) and omitting the constant terms results in








A closed-form solution for the optimal length-scales θk and the noise σ2n unfortunately
does not exist. The estimation of these hyper-parameters requires instead the numer-
ical optimization of Eq. (3.43). This can be achieved efficiently with a gradient-based
optimization method. An analytical expression for the gradient of Eq. (3.43) with
respect to θk and σ2n is given by Toal et al. [160]. Ollar et al. [115] also suggested
a gradient-based hyper-parameter optimization method that includes a constraint
on the condition number of the correlation matrix R to prevent the Kriging model
from becoming ill-conditioned. However, the likelihood function is non-convex and
can have multiple maxima. It is customary to repeat the hyper-parameter optimiza-
tion several times with different random initialization in an attempt to find globally
optimal values.
3.3.3 CoKriging Formulation
The Kriging formulation presented in Section 3.3.1 assumed that the mean µ, also
known as the trend, of the random process is constant throughout the parameter
space. However, the Kriging model can also be augmented with a mean having a
spatial dependence. For instance, the method known as universal Kriging [172] uses
a general polynomial to represent the mean of the model. Alternatively, an auxiliary
non-linear function can also represent the mean, and this approach is referred to as
Kriging with external drift [172].
In the context of multi-fidelity surrogate models, CoKriging [80] is a multi-fidelity
variation of Kriging where the mean of the high-fidelity random process is given
by a second random process representing some low-fidelity data. In other words,
CoKriging is equivalent to a Kriging model of the high-fidelity data, but where the
mean follows a separate Kriging model of some low-fidelity observations. Given some
high-fidelity observations Zhi = [zhi,1, . . . , zhi,n] ∈ Rn corresponding to the set of
parameters P = [p1, . . . ,pn] ∈ Rb×n, the formulation of the CoKriging predictor is
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given by
g̃hi(p) = β g̃lo(p) + r(p)TR−1(Zhi − β Zlo) (3.44)
where β is a scaling factor, and g̃lo(p) is a low-fidelity Kriging model. Also, the vector
Zlo ∈ Rn contains low-fidelity observations obtained at the same design parameters
as Zhi. If the low-fidelity samples do not coincide with every high-fidelity observation,
it is admissible to replace Zlo with the estimations Z̃lo = [̃glo(p1), . . . , g̃lo(pn)] ∈ Rn
produced by the low-fidelity Kriging model [62].
The mean model g̃lo(p) in Eq. (3.44) only depends on the low-fidelity observations
and can be trained prior to the CoKriging model [80]. As with any multi-fidelity
methodology, we assume that the low-fidelity observations are available in greater
quantity and that they are related to the high-fidelity samples. For simplicity, most
authors use the same correlation function for both g̃lo(p) and g̃hi(p), but each model
has their own set of optimal hyper-parameters.
As for conventional Kriging models, the hyper-parameters of CoKriging models
are typically obtained using maximum likelihood estimations. In which case, the






(Zhi − βML Zlo)T R−1(Zhi − βML Zlo)
n
(3.46)
The optimal value of the length-scales θk and noise σ2n of the correlation function are
then estimated by numerically optimizing the concentrated log-likelihood function of
Eq. (3.43). This can once again be done with a gradient-based approach with random
restarts.
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3.4 Multi-Fidelity ROM with Manifold Alignment
Having described the fundamentals of the POD, Procrustes manifold alignment, and
multi-fidelity regression, we now demonstrate how these methods are integrated into
a non-intrusive ROM that utilizes multi-fidelity information, potentially from het-
erogeneous data. We refer to this proposed multi-fidelity ROM as Manifold Aligned
Reduced-Order Model (MA-ROM), which is illustrated in Figure 3.1. We denote the
high- and low-fidelity models as fx : p 7→ x and fy : p 7→ y respectively, where x ∈ Rd
and y ∈ Rq are high- and low-fidelity fields, and p ∈ Rb is a b-dimensional vector of
design parameters common to both models. We also assume that the sample sizes n
and m for the high- and low-fidelity datasets respectively are such that low-fidelity
results are available in greater numbers, i.e., n < m. Note that no assumptions are
made regarding the dimensions or the topology of the fields, thus allowing the high-
and low-fidelity datasets to be heterogeneous.
As with most surrogate models, the methodology of MA-ROM is divided into
two phases: an offline phase to train the model and an online phase to make new
predictions. For the offline phase, the overall process is given by the following steps:
Step 1 - Generate Linked Data: Select a set of n distinct designs PL =
[p1, . . . ,pn] ∈ Rb×n for the linked data. Then, sample both fx and fy to
generate the matrices X and YL, which form the linked multi-fidelity
datasets.
Step 2 - Generate Unlinked Data: Select a set of m − n additional designs
PU = [pn+1, . . . ,pm] ∈ Rb×(m−n) for the unlinked data. Ideally, PU
should not repeat points in PL. Then, sample only fy with PU to
generate the matrix YU, which is the unlinked dataset.
Step 3 - Align Manifolds: Apply the Procrustes manifold alignment on X,
YL, and YU, to obtain high- and low-fidelity latent variables Zhi and
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Zlo. This is divided into the following three sub-steps:
(a) Extract the high- and low-fidelity POD modes, i.e., Φk and Ψk,
as well as their latent variables Zhi and W.
(b) Perform the Procrustes analysis of Zhi and WL to evaluate the
optimal scaling s, translation t, and orthonormal projection Q.
(c) Apply the optimal transformation to W such that Zlo contains the
embeddings of Y onto the shared manifold.
Step 4 - Fit Regression Model: Train a set of k multi-fidelity regression mod-
els g̃(p) = [̃g1(p), . . . , g̃k(p)] using CoKriging. These models combine
the information from both Zhi and Zlo, together with their associated
design parameters P = [PL,PU] ∈ Rb×m.
In Steps 1 and 2, the design parameters for the training data can be selected using a
Design of Experiment (DoE). For models based on computer experiments, Santner et
al. [139] recommend using space-filling designs. Popular options include Latin Hyper-
cube Sampling (LHS), quasi-random sequences (e.g., Sobol or Halton sequence), and
Maximum Projection Design [77]. Also, in Step 3, the computation of Ψk is required
to obtain W, but the low-fidelity modes are not needed for the online predictions
of the ROM and can be safely be discarded. As for the online phase, the process is
identical to most projection-based ROM and is described by the following steps:
Step 5 - Predict Latent Variable: Given an out-of-sample design parameter
p∗, predict the corresponding latent variable z̃∗ using g̃(p).
Step 6 - Reconstruct Field: Using Φk together with Eq. (3.6), compute the
predicted value of the new high-fidelity field x̃∗ given z̃∗.
Before proceeding forward, we highlight the salient features of the novel MA-ROM
method:
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• By reducing the dimensionality of X and Y separately and then aligning both
subspaces, both sets of solutions do not need to be consistent in terms of di-
mensionality or topology. Therefore, the proposed method does not require
any pre-processing and is agnostic to the representation of the individual fields.
Although, the low- and high-fidelity fields must still be somewhat interrelated
for any multi-fidelity model to be effective.
• Since all the high- and low-fidelity solutions are projected onto the same latent
space, the number of samples available for the training of the regression models
g̃(p) can be relatively larger. This will aid in reducing the prediction error
of new latent space coordinates, especially for problems where the number of
design parameters is large.
• During manifold alignment, the POD modes Φk of the high-fidelity data are
left untouched, and as such, MA-ROM will not improve the accuracy of the
dimensionality reduction in terms of reconstruction error (see Eq. (4.4)). Con-
sequently, the proposed approach will mostly benefit situations where the pre-
diction error of a non-intrusive ROMs is dominated by the accuracy of the
underlying regression model (see Eq. (4.5)). We will demonstrate in Chapter 5
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Figure 3.1: Flowchart of the proposed MA-ROM method. This process is broken




We have previously established in Chapter 1 the need for cheap-to-evaluate and non-
intrusive ROMs for advanced aircraft design, and we have shown the benefits that
a multi-fidelity modeling approach can offer. The unresolved challenges associated
with the multi-fidelity combination of fields have led to the overall research objective
of this dissertation that we repeat here for convenience:
Research Objective
To develop or improve a non-intrusive and multi-fidelity reduced-order modeling
method for the purpose of many-query applications, and with an emphasis on
combining multi-fidelity fields with disparate representations, i.e., fields having
inconsistent dimensionalities, topologies, and features.
After reviewing the literature on dimensionality reduction, multi-fidelity meth-
ods, and reduced-order modeling in Chapter 2, we have determined that the above
objective could be addressed using manifold alignment, and in particular, using the
Procrustes manifold alignment method outlined in Chapter 3. Together with a multi-
fidelity regression model, the proposed approach would extend the capability of exist-
ing multi-fidelity ROMs to fuse fields having disparate representation. As such, the
overall hypothesis of this research was formulated as:
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Overall Hypothesis
A non-intrusive and multi-fidelity reduced-order modeling method combining
manifold alignment and multi-fidelity regression should match or surpass the
predictive performance of existing multi-fidelity ROM methods and provide the
capability of fusing high- and low-fidelity fields having different representations.
The purpose of the current chapter is to identify the unresolved questions con-
cerning the applicability of the Manifold Aligned Reduced-Order Model (MA-ROM)
in the context of aircraft design. This is followed by an experimental plan designed
to address these questions and verify the overall hypothesis. The results from this
process will then ultimately demonstrate if the overall objective of this thesis has been
adequately met.
4.1 Research Questions
In the following section, we detail the research questions that this dissertation will
address. The purpose of these questions is to gain some insight into the strengths
and weaknesses of the proposed method, and to support the viability of MA-ROM
for engineering applications.
4.1.1 Multi-Fidelity Performance
The overarching goal of any multi-fidelity model is to provide improved predictions at
a lower overall training cost when compared to an equivalent single-fidelity approach
(see Section 1.4.1). This typically implies a more accurate model for a given compu-
tational budget, or conversely, the same precision at a lower overall training cost. As
such, the first research question is simply given by:
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Research Question 1
Compared to an equivalent single-fidelity ROM, can the proposed multi-fidelity
method improve the overall performance of the model, in terms of accuracy and
training cost, by augmenting high-fidelity data with low-fidelity results?
Here, the accuracy of a model is defined as some prediction error measured on
some previously unseen designs, i.e., a testing dataset. As for the training cost,
it refers to the computational cost required to generate the training data for the
surrogate model. For the multi-fidelity approach, this includes the cost of both the
high- and low-fidelity datasets. Multi-fidelity models should require more samples
overall, but since the low-fidelity simulation is assumed to be much cheaper than the
high-fidelity, the added cost should be relatively small. One could also consider the
computational cost of training the model itself, but this effort is typically insignificant
when compared to the evaluation cost of high-fidelity simulations. These accuracy
and cost metrics are defined in more detail in Section 4.3.
From the literature, it is generally accepted that multi-fidelity models require the
high- and low-fidelity results to be related. As such, their performance mainly depends
on two factors: the ratio of high- and low-fidelity data, and the level of affinity existing
between the high- and low-fidelity models [158]. Loosely speaking, the accuracy of
a multi-fidelity model is mostly obtained from the high-fidelity data, while the low-
fidelity results provide the general trend. The accuracy of a multi-fidelity model is
further improved by adding high-fidelity than low-fidelity results in equal numbers.
Although, since they can be more easily generated, the potentially greater number
of low-fidelity samples compensates for their lower accuracy. Therefore, the balance
between accuracy and cost of a multi-fidelity model will depend on the proportion
of high- and low-fidelity results in the training data. As for the effect of the high-
and low-fidelity interrelation, it is worth noting that not all low-fidelity models are
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equal. Low-fidelity simulations that are further away from the high-fidelity model in
terms of assumptions and discretization tend to offer more computational savings,
but also have a weaker correlation to the high-fidelity results. The strength of this
correlation will then affect how much low-fidelity information the multi-fidelity model
can leverage for the high-fidelity prediction. In fact, if the high- and low-fidelity
results are completely unrelated, the multi-fidelity model can potentially offer worse
predictions than a single-fidelity approach. Consequently, the accuracy and cost of
a multi-fidelity model also depend on the fidelity of the auxiliary dataset. From the
above discussion, we can then formulate the following hypothesis for the first research
question:
Hypothesis 1.1
Similarly to multi-fidelity data-fit models, the performance of a MA-ROM, in
terms of accuracy and training costs, should be superior to an equivalent single-
fidelity model. Furthermore, the performance improvement between a multi-
and single-fidelity model, if any, should depend on the ratio of high- and low-
fidelity results, and the fidelity difference between both sources of data.
Also, as mentioned in Section 1.4, the accuracy of any surrogate model, both
single- and multi-fidelity, tends to be negatively affected by the number of design
parameters due to the curse of dimensionality. Nonetheless, a multi-fidelity approach
should still be able to improve the prediction of a surrogate model despite having
a high-dimensional input space. We expect the relative improvement offered by the




Similarly to multi-fidelity data-fit models, the relative benefits of a MA-ROM
compared to an equivalent single-fidelity ROM, in terms of cost and accuracy,
should be preserved in situations with many design parameters.
4.1.2 Effect of Field Inconsistencies
We previously outlined in Section 1.5 the unique challenges associated with the multi-
fidelity combination of fields. Namely, field solutions produced by simulations of
varying fidelity can possibly have inconsistent representations in terms of dimension-
ality, topology, and features. These difficulties are at the core of the current research
objective, and the MA-ROM method was developed specifically to overcome potential
inconsistency issues. However, the consequences, if any, of combining solutions hav-
ing different representations on the performance of a multi-fidelity ROM is unclear.
This motivates our second research question that is given as:
Research Question 2
Is the multi-fidelity performance of the proposed MA-ROM method affected by
inconsistencies between the high- and low-fidelity field representations in terms
of dimensionality, topology, and feature?
Recall that the cornerstone of the proposed approach is the Procrustes manifold
alignment method. As detailed in Section 3.2, this method consists of individually
projecting the high- and low-fidelity fields into their respective latent space, and then,
linearly align these subspaces to minimize the discrepancies between their latent co-
ordinates. Since both datasets are independently projected, their respective bases
can be selected to account for their individual field representation. The high- and
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low-fidelity solutions are only combined in the latent space after differences in dimen-
sionality, topology, and features have been removed by the dimensionality reduction.
Consequently, the performance of MA-ROM will ultimately depend on the interrela-
tion between the high- and low-fidelity latent variables, but should not be contingent
on the original representation of these datasets. We should mention that differences in
fidelity levels should still affect the performance of the proposed multi-fidelity ROM
as mentioned in Hypothesis 1.1. As such, our hypothesis for the second research
question is:
Hypothesis 2
Aside from differences in terms of fidelity levels, inconsistencies between the
field representations of the high- and low-fidelity results should not directly
affect the performance of the MA-ROM method since the multi-fidelity datasets
are fused after being projected onto a shared latent space.
4.1.3 Comparison with Existing Multi-fidelity Methods
As presented in Section 2.5, other authors have previously proposed multi-fidelity
methods for non-intrusive ROMs. These techniques are listed in Table 4.1 for con-
venience. Here, we distinguish between adaptation- and fusion-based methods. In
the former case, a high-fidelity prediction is obtained by correcting the results from
a low-fidelity simulation. This implies that a new low-fidelity field must be produced
before estimating the high-fidelity result. This can either be achieved by evaluating
the low-fidelity simulation directly if it is sufficiently inexpensive, or by using the
prediction of a separate ROM trained on the low-fidelity results only. On the other
hand, in fusion-based methods, both high- and low-fidelity data are combined into
a self-contained predictive model. We also note that, except for the GPOD method
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Table 4.1: Existing literature on single-fidelity and non-intrusive ROMs applied to
industrial applications.
Multi-Fidelity Method Type Requires Consistent Fields
Additive Correction [105] Adaptation 3
GPOD Reconstruction [157] Adaptation 7
Common POD Basis [111] Fusion 3
Extended POD Basis [12] Fusion 3
of Toal [157], the existing multi-fidelity ROM methods require the representation of
high- and low-fidelity fields to be consistent.
While the proposed MA-ROM method has been developed specifically to address
the challenges of combining disparate fields, it can also conceivably be applied to
problems where the training data fortuitously have a consistent representation. For
instance, the high- and low-fidelity models can share the same discretization, or all the
results can be conveniently mapped to a common grid. For such scenarios, the benefits
of the proposed method, if any, are not immediately apparent, and the other multi-
fidelity approaches of Table 4.1 are potential alternatives. One can then reasonably
ask if the MA-ROM remains a viable multi-fidelity approach in situations where field
inconsistencies are absent. As such, the third research question of this dissertation is
formulated as follows:
Research Question 3
In situations where high- and low-fidelity results have a consistent field rep-
resentation, is the performance of the MA-ROM method comparable to other
multi-fidelity ROM methods existing in the literature?
As mentioned previously, the manifold alignment within MA-ROM aims to mini-
mize the discrepancies between the high- and low-fidelity latent variables prior to the
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training of the multi-fidelity regression model. This process can be applied to any
two sets of latent variables regardless of how they were obtained from their respec-
tive high-dimensional field results. The Procrustes manifold alignment can equally
be applied to multi-fidelity fields with either consistent or inconsistent representation
as long as there exists a relation between them. Also, if the high- and low-fidelity
results are related such that their latent representations are inherently aligned, then
the Procrustes alignment would not modify the data, and at worst, be superfluous.
Therefore, it is reasonable to expect that the MA-ROM method would perform as
well with consistent multi-fidelity fields than with inconsistent ones, assuming their
interrelation remains similar.
When compared to the other multi-fidelity methods present in the literature, the
MA-ROM method shares many similarities with the fusion-based approach of Mifsud
et al. [110, 111] and Benamara et al. [12, 14]. These methods also combine the
high- and low-fidelity results in the latent space and make new predictions using a
multi-fidelity regression model. However, MA-ROM use individually optimal bases for
both datasets and then apply manifold alignment to combine the results in a common
subspace. In comparison, the fusion-based methods of Table 4.1 use a common basis
to project both the high- and low-fidelity datasets into a shared latent space. These
approaches are built on the implicit assumption that both high- and low-fidelity data
have nearly identical features, and consequently, are embedded in similar subspaces.
In scenarios where this assumption is indeed correct, the manifold alignment in MA-
ROM becomes unnecessary and the resulting model has a formulation essentially
equivalent to the other fusion-based approaches. Therefore, the MA-ROM method
is likely to perform at least as well as the Common and Extended POD methods of
Table 4.1 in a situation without field inconsistencies.
In light of the above observations, our hypothesis associated with the third re-
search question is formulated as follows:
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Hypothesis 3
In problems involving high- and low-fidelity results with a consistent field repre-
sentation, the MA-ROM method should perform comparably to existing fusion-
based multi-fidelity ROM methods on the basis that their formulations are alike.
4.2 Description of the Test Cases
To address the research questions of the previous section, we define two practical test
cases that will provide insights into the proposed multi-fidelity ROM. More specif-
ically, the MA-ROM method is applied to the aerodynamic analysis of a transonic
airfoil and a transonic wing. These test cases are meant to represent real engineering
problems that can be encountered in early aircraft design.
4.2.1 Transonic Airfoil
Despite being a relatively simple problem, the aerodynamic analysis of an airfoil in-
volves essentially the same governing equations as that of a complete aircraft. Indeed,
the two-dimensional CFD simulation of an airfoil can exhibit complex physical phe-
nomena such as boundary layers, flow separation, shock waves, etc. Field results
with a complexity representative of large-scale simulations can be generated at a
substantially lower cost, making this test case ideal for exploratory studies. This
explains why many existing ROM studies focusing on engineering problems also use
the aerodynamic analysis of an airfoil as their main use case (see Table 2.1).
Geometry
The airfoil geometry used for this thesis corresponds to the RAE 2822, which is
presented in Figure 4.1. This airfoil is designed for transonic flow conditions, and as
such, is representative of the airfoils used for civil transport aircraft. The choice of
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Figure 4.1: The RAE 2822 transonic airfoil [32]. The dimensions shown are nor-
malized by the airfoil chord.
the RAE 2822 is motivated by the availability of experimental data [32], which we
used to validate our CFD methodology. This airfoil has been the subject of many
CFD studies and is the initial geometry of the second benchmark problem defined
by the AIAA Aerodynamic Design Optimization Discussion Group (ADODG) [8, 90,
121].
Simulation Setup
We use a compressible CFD simulation of the RAE 2822 to analyze the flow field
around this airfoil in transonic conditions. The simulations are performed using
the open-source SU2 code1 [39], and we solve for the turbulent flow field using the
Reynolds-Averaged Navier-Stokes (RANS) equations and the Spalart-Allmaras tur-
bulence model [150]. The Jameson-Schmidt-Turkel (JST) scheme [72] is used for
the spatial discretization, and the steady-state solution is obtained using a backward
Euler scheme. The fluid domain around the airfoil is discretized using a structured
O-grid topology extruded using a hyperbolic solver, an example of which is shown
in Figure 4.2. The distance between the far-field of the fluid domain and the airfoil
surface is roughly 100 times the airfoil chord.
A brief grid convergence study is performed to evaluate the accuracy of the dis-
cretization, and the obtained aerodynamic coefficients are compared to both exper-
imental and numerical results from Cook et al. [32] and Lee et al. [90] respectively.
1The simulations of this thesis use the release 7.0.0 of the SU2 code.
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Figure 4.2: Baseline O-grid (41,796 nodes) of the RAE 2822 generated using a
hyperbolic solver.
This comparison considers a freestream Mach number of M∞ = 0.73 and Reynolds
number of Re∞ = 6.5× 106 that correspond to Case 9 of the experimental campaign
performed by Cook et al. The results of the grid convergence study are reported
in Table 4.2 and presented graphically in Figure 4.3 for the normal force coefficient
CN and the pitching moment coefficient CMz . Note that the wind tunnel experiment
of the RAE 2822 originally used an angle of attack of α = 3.19◦ whereas the CFD
simulations use α = 2.79◦ to account for the walls interference [52]. The data in
Figure 4.3 show that the CN results asymptotically converge from the coarse to the
fine grid to a value close to the reference results. The CM,z results of the current
setup converge to a pitching moment that is higher than the experimental value, but
this offset is consistent with the CFD result of Lee et al. As for the drag coefficient
CD, the results on the finest grid is within less than a drag count of the reference
values. All in all, the current CFD setup provides aerodynamic coefficients having a
good agreement with previous experimental and numerical studies.
Parametrization
The angle of attack and the airfoil shape are considered as the design parameters
for this test case. The airfoil shape is parametrized using a Free Form Deformation
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Table 4.2: Grid convergence study of the RAE 2822 CFD with comparison to
experimental [32] and numerical [90] results from the literature. The flow conditions
correspond to Case 9 of the experimental campaign (Re∞ = 6.5×106 and M∞ = 0.73).
Cases Grid Size α [deg] CN CM,z CD [104]
Fine 166,536 2.79 0.806 -0.089 165.9
Baseline 41,796 2.79 0.787 -0.085 162.6
Coarse 10,530 2.79 0.765 -0.082 167.7
Cook et al. [32] N/A∗ 2.79† 0.803 -0.099 168.0
Lee et al. [90] 12,067,328 2.79 0.802 -0.091 167.0
∗Experimental results
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Figure 4.3: Grid convergence of the CN and CM,z values for the RAE 2822 test case
with comparison to previous experimental [32] and numerical [90] studies. The flow
conditions correspond to Case 9 of the experimental campaign (Re∞ = 6.5× 106 and
M∞ = 0.73).
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(FFD) [81] approach as illustrated in Figure 4.4. This type of parametrization en-
closes a geometry into an FFD volume (or box), which is a simple rectangle in this use
case. The FFD volume essentially acts as a flexible rubber-like material, and by dis-
placing the boundary nodes of the FFD volume, the geometry within is subsequently
deformed. With this technique, geometries of any complexity can easily be modified
without the need for CAD software. Once the new airfoil geometry is generated, the
deformation is propagated into the rest of the flow field grid using a linear elasticity
approach [38]. It is worth noting that the tools required for this FFD parametrization
and grid deformation are all included in the SU2 code suite.
a) Original Geometry b) Deformed Geometry
Airfoil
FFD Box
Figure 4.4: Free form deformation of the RAE 2822 airfoil using a 4×2 FFD volume.
The airfoil deformation is exaggerated for demonstration purposes.
In this test case, the input space dimensionality b is varied between 3 and 9 design
parameters as shown in Table 4.3. Each of the design parametrizations includes the
angle of attack and a flexible number of FFD control points. To prevent the FFD
deformation from affecting the angle of attack of the airfoil, we fix the nodes at the
leading and trailing edge. We also limit the FFD control points to move along the
vertical axis only. In all of the parametrizations, the angle of attack is varied between
0◦ and 4◦, while the FFD control point displacements are limited to ±0.03 chord
length. For example, the parametrization with b = 5 (α plus 4 FFD control points)
is illustrated in Figure 4.4.
92
Table 4.3: Design parametrizations for the RAE 2822 airfoil. Note, only vertical
movement of the FFD control points are considered and the control points at the
airfoil leading and trailing edge are kept fixed.
b Parametrization Size of FFD box
3 α + 2 FFD control points 3× 2
5 α + 4 FFD control points 4× 2
7 α + 6 FFD control points 5× 2
9 α + 8 FFD control points 6× 2
Fidelity Levels
The main purpose of a multi-fidelity model is to combine expensive simulation results
with a cheaper auxiliary source of data to obtain an accurate model at a lower overall
cost. The present study considers the following datasets of different fidelity levels and
computational costs:
A1 - RANS CFD simulation using a baseline grid (41,796 nodes);
A2 - RANS CFD simulation using a coarse grid (10,530 nodes);
A3 - Inviscid CFD simulation using a coarse grid without near-wall refinement
(8,910 nodes).
For all the ROMs used in this study, the fidelity A1 is used as the high-fidelity
model and combined with one of the other fidelity levels to construct a multi-fidelity
model. Table 4.4 provides a comparison of the computational cost required to gen-
erate samples for each fidelity levels. These costs represent the time to converge
the corresponding simulations with the reference flow conditions and an undeformed
airfoil geometry using an Intel Xeon Gold 6248 CPU. It is worth noting that the
execution times of the fidelity A2 and A3 are roughly 6.8 and 10.8 times shorter
than A1 respectively. These computational savings are achieved by using a coarser
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Table 4.4: Description of the various fidelity levels for the RAE 2822 test case.
Fidelity Physics Model Grid Size Cost/Sample [CPU-min]∗
A1 RANS 41,796 8.191
A2 RANS 10,530 1.201
A3 Inviscid 8,910 0.760
∗CPU times are based on an Intel Xeon Gold 6248 CPU
discretization, and in the case of A3, a simplified physical model. The above datasets
all use grids of different sizes, and thus, have inconsistent dimensionality. For the A3
fidelity, the features of the flow field should also be inconsistent with those of A1 due
to the absence of viscous effects.
4.2.2 Transonic Wing
While the general characteristics of the MA-ROM method can be assessed with the
analysis of a simple airfoil, the low computational cost of this simulation, even with a
fine grid, is unlikely to necessitate a multi-fidelity approach in an industrial setting.
The proposed method is intended to be used in situations where the training cost is
prohibitive from an aircraft design perspective. Hence, this second use case considers
the analysis of a transonic wing to demonstrate the relevance of MA-ROM for large-
scale problems representative of an industrial design process. Although this test case
does not consider the entire airframe, the wing is usually the component responsible
for most of the flow complexity and at the center of any aerodynamic design. Also,
the computational cost of a wing CFD simulation is still orders of magnitude greater
than that of the two-dimensional analysis of an airfoil. Repeatedly sampling this high-
fidelity model can require days of effort on a specialized cluster, and the promises of
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Figure 4.5: Top, rear, and side view of the CRM wing as defined by the ADODG.
The dimensions provided are normalized by the mean aerodynamic chord whose value
is 275.8 in. The top right isometric view shows the wing in context of the full aircraft
configuration.
Geometry
The geometry considered for this test case is the wing of the NASA Common Research
Model (CRM) [164] and is shown in Figure 4.5. The CRM is a transonic transport
aircraft geometry specifically designed to provide a relevant and challenging problem
for academia and the development of aerodynamic prediction methods. Similar to
the airfoil test case, the CRM wing is also part of the suite of benchmark problems
defined by the ADODG, and multiple researchers have published numerical results
on this geometry [8, 90, 100, 101, 102].
Solver Setup
The CFD simulation setup for the CRM wing follows a very similar approach to
that of the RAE 2822 airfoil described previously. The open-source SU2 code is
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Figure 4.6: Coarse grid (450K nodes) of the CRM wing surface and symmetry plane.
used once again to solve the steady-state RANS equations together with the Spalart-
Allmaras turbulence model, the JST convection scheme, and the backward Euler
scheme. For the discretization of the fluid domain, we use the grids provided by the
Multidisciplinary Design Optimization Laboratory [113] of the University of Michigan
as part of the ADODG benchmark case. These consist of multi-block structured grids
of various sizes that were previously used by Lyu et al. [102] for a multilevel RANS-
based aerodynamic shape optimization of the CRM wing. An example of the smallest
grid size is presented in Figure 4.6. Since SU2 is an unstructured CFD code, these
structured grids are converted to an unstructured data format before being used.
To validate the current CFD setup, simulations of the CRM wing are evalu-
ated on each grid size, and the obtained results are compared to those of Lyu et
al. [101]. These simulations are evaluated at a fixed lift coefficient of CL = 0.5 and
at a freestream condition of Re∞ = 5 × 106 and M∞ = 0.85. The validation results
are presented in Table 4.5 and the convergence of the drag coefficient CD is shown
graphically in Figure 4.7. Overall, we observe a good agreement between the current
and the published results. The largest disagreement is observed with the coarser grid
(450K nodes) where the angle of attack α and drag coefficient CD discrepancies are
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Table 4.5: Grid convergence study of the CRM wing CFD and comparison to previ-
ously published CFD results [101]. The flow conditions correspond to Re∞ = 5× 106
and M∞ = 0.85.
Grid Level Grid Size CL
Current Study Lyu et al. [101]
α [deg] CD [104] α [deg] CD [104]
Fine 28,835,840 0.50 2.219 199.1 2.210 199.7
Baseline 3,604,480 0.50 2.239 202.5 2.184 201.7



















Figure 4.7: Grid convergence of CD values for the CRM wing test case with com-
parison to previously published CFD results [101]. The flow conditions correspond to
CL = 0.5, Re∞ = 5× 106, and M∞ = 0.85.
0.15◦ and 5.7 drag counts respectively. These discrepancies are reduced to only 0.009◦
and 0.6 drag counts respectively on the finest grid (28.8M nodes).
In addition to CFD simulations, the CRM wing is also analyzed with a Vortex
Lattice Method (VLM) [79]. These simulations are performed with the aerodynamic
module of the open-source OpenAeroStruct code [73]. The VLM is based on the po-
tential flow equations and uses a flattened representation of the wing (see Figure 1.8
for an example). Compared to RANS simulations, VLM models use simplified phys-
ical assumptions that make them unable to predict either viscous effects or shocks.






a) Original Geometry b) Deformed Geometry
Figure 4.8: Twist deformation of the CRM wing using a 2 × 5 × 2 FFD volume.
The wing deformation is exaggerated for demonstration purposes.
VLM simulations in the order of minutes. This type of aerodynamic analysis is usually
perceived as a low-fidelity model.
Parametrization
The shape of the CRM wing is modified by changing its twist distribution. As with the
RAE 2822 test case, the wing twist is parametrized using the FFD method. However,
instead of displacing each point individually, all the control points of a given cross-
section are rotated in unison in order to modify the wing twist. This rotation is
centered around the local quarter-chord line of the wing as shown in Figure 4.8. For
this dissertation, two twist parametrizations are considered with numbers of design
parameters b = 2 and b = 5 respectively. The first parametrization modifies the
twist at both the root and tip of the wing using a 2 × 2 × 2 FFD box. The second
parametrization uses instead a 2 × 5 × 2 FFD box with a total of 5 twist stations
distributed equally between the wing root and tip (see Figure 4.8). In both design
parametrizations, the twist modifications are limited to ±2◦ and ±5◦ at the wing root
and tip respectively, with a linear variation in between. Also, the flow conditions are
kept fixed at α = 2◦, Re∞ = 5× 106, and M∞ = 0.85.
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Fidelity Levels
To provide the MA-ROM method with results of different fidelity, three fidelity levels
are defined for the CRM wing with varying accuracy and cost. The levels are the
following:
W1 - RANS CFD simulation using a baseline grid (3.6M nodes);
W2 - RANS CFD simulation using a coarse grid (450K nodes);
W3 - VLM simulation using a thin wing representation (5,015 vortex panels).
The W1 fidelity level is considered the high-fidelity level and the other two fidelity are
used as an auxiliary source of data for multi-fidelity modeling. The computational
costs of these fidelity levels have been measured on an Intel Xeon E5-2698 CPU and
are listed in Table 4.6. This table also provides the grid sizes of these simulations
that are in part responsible for the computational cost differences between the levels.
For the sake of completeness, the discretization of the CRM wing surface is also made
available since this experiment will focus on the prediction of aerodynamic loads.
The W2 and W3 levels are 28 and 17,000 times faster respectively to evaluate
than the W1 level, which represents a much larger relative cost difference between
the fidelity levels compared to the RAE 2822 test case. It should also be mentioned
that the grids of each fidelity levels are of different sizes such that their field results
have inconsistent dimensionalities. In the case of the W3 fidelity level, the computed
fields also have an inconsistent topology with respect to the other two fidelity levels
since the CRM wing is represented as a thin surface in a VLM simulation. In transonic
flow conditions, a RANS simulation will likely display shocks while a VLM analysis
will not, thus making the results from W1 and W3 fidelity further inconsistent in
terms of field features. For the above reasons, the combination of the W1 and W3
fidelity levels represents arguably an extreme multi-fidelity scenario for the MA-ROM
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W1 RANS 3.6× 106 45,177 91.20
W2 RANS 450× 103 11,325 3.233
W3 VLM - 4,872† 5.37× 10−3
∗CPU times are based on an Intel Xeon E5-2698 CPU
†Number of vortex panels in the VLM model
method, and we do not expect it to perform strongly. Nonetheless, the W1 and W3
fidelity combination is included in this experiment to demonstrate the lower bound
of the multi-fidelity performance of the proposed method.
4.3 Model Performance Metrics
The performance of the proposed multi-fidelity method is assessed by comparing
its accuracy and training cost to an equivalent single-fidelity model. The following
section defines the metrics used in this dissertation to quantify the accuracy and cost
of single- and multi-fidelity ROMs.
4.3.1 Field Prediction Error
The main metric to quantify the accuracy of a surrogate model is the field prediction
error that represents the differences between the actual and predicted fields. Given
a design sample not used during the training phase of the model and with an exact
solution xj ∈ Rd, we define the sample prediction error as
e(x)j = ‖x∗j − x̃j‖2 (4.1)
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where x̃j ∈ Rd is the ROM prediction corresponding to x∗j . Here, we use the L2-norm
of the error field to provide an integrated measure of the prediction error for a given
sample. Let us then consider a verification dataset containing nt test samples, the
global prediction error of the model is computed using the Root-Mean-Square (RMS)






Note that the magnitude of E(x) is dependent on the field quantity being considered.
To compare errors between different design problems, we also define a normalized




It is worth noting that the normalization term used in Eq. (4.3) is essentially the
total standard deviation of the testing dataset. As a result, the definition of Ê(x)
represents the ratio between the variation of x unexplained by the ROM and the total
variation of the data.
Recognizing that a non-intrusive ROM is essentially a combination between a
dimensionality reduction model and a regression model, we decompose the prediction
error into a reconstruction and a regression component. We define the reconstruction
error as the discrepancy linked to the mapping between the latent and physical spaces,
or in the case of POD, the error associated with the accuracy of the POD basis.
Loosely speaking, it represents the information lost due to the compression of the high-
dimensional data into a handful of latent variables. The RMS of the reconstruction






Note that Erc(x) is different from the reconstruction residual ε defined in Eq. (3.7).
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The former is computed from previously unseen data, while the latter is associated
with the training dataset.
As for the regression error, it is characterized as the discrepancies in the latent
space between the actual and predicted latent coordinates. In other words, it is caused
by the inaccuracies of the underlying regression models g(p). We define the RMS of
the regression error as
Erg(x) =
√∑nt
j=1‖Φk(ΦTk x∗j − z̃j)‖22
nt
(4.5)
where z̃j is the predicted latent space coordinates corresponding to x∗j .
One can also view the reconstruction and regression errors as being the compo-
nents of the prediction error that are respectively perpendicular and aligned with the
POD subspace. Since both of these components are orthogonal to each other, it can
be shown that Erc(x) and Erg(x) can be combined into E(x) as follows
E(x) =
√
Erc(x)2 + Erg(x)2 (4.6)
For additional details, the above relation is demonstrated in Appendix A.
4.3.2 Integrated Scalar Error
While the main purpose of a ROM is to predict fields, its result can also be used to
compute other integrated quantities as previously mentioned in Section 1.2.2. For
example, in aerodynamic problems, one can integrate the pressure and skin friction
distributions into aerodynamic coefficients. In addition to considering the errors of
predicted fields, it is worth taking into account the consequences of these inaccuracies
on derived quantities. For the current test cases, these are aerodynamic quantities
such as lift, drag, and pitching moment.




√√√√∑ntj=1 (C∗L,j − C̃L,j)2
nt
(4.7)
where C∗L,j is the lift coefficient of the j-th test sample computed with the actual
CFD solution, while C̃L,j is the corresponding coefficient obtained from the predicted
field. The formulation of Eq. (4.7) also applies to other aerodynamic quantities such
as the drag coefficient CD or the pitching moment CMz. For the transonic wing test
case, the root bending moment CMy is also of interest since it has a direct impact on
the structural design.
It should be mentioned that the above aerodynamic coefficient can be decomposed
into their pressure and skin friction contributions. For instance, the drag coefficient
CD can be divided into CDp and CDf for its pressure and friction components respec-
tively. This decomposition facilitates the error quantification associated with either
the pressure and skin friction distributions.
4.3.3 Computational Training Cost
Recall that the computational cost of a surrogate model can be separated into its
evaluation and training costs. The former designates the cost of predicting new
results and should be negligible. Therefore, we focus on the training component that
itself can be divided into the cost of making the model and the cost of generating
the training data. Depending on the size of the data, the modeling choices, and the
computer hardware being used, creating a ROM can take anywhere from less than a
minute to a few hours. In comparison, a single CFD simulation will require a handful
of hours to complete on a cluster composed of multiple CPUs, meaning that a dataset
of tens of cases can take days. The data generation is responsible for nearly all of
the upfront training cost of a ROM, at least in practical engineering problems. In
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the context of this dissertation, we focus on the data generation cost when referring
to the training cost of a ROM, omitting the costs of creating the model itself. Note
that for a multi-fidelity model, the training cost is the compounded cost of generating
both the high- and low-fidelity datasets.
The generation of training data is typically a parallelizable task. For one, the indi-
vidual simulations can be distributed over many CPUs to accelerate their completion.
For another, each case in a DoE need not be run sequentially, and one can batch mul-
tiple simulations together if the computing resources are available. Consequently, the
actual time (or wall-time) to complete all the simulations is highly dependent on how
the process is parallelized. A more meaningful measure of the training cost is the
CPU time, usually in CPU-hr, which is the total amount of computational time used
by each processing unit involved. The CPU time can then be divided by the number
of CPUs available to obtain an estimate of the wall-time, neglecting any performance
loss from the parallelization. For the current thesis, since the simulation time of each
design within a DoE varies, a constant cost is assumed for each sample of the air-
foil and wing use cases. The corresponding CPU times were presented in Tables 4.4
and 4.6 respectively. The total training cost of ROMs in this study is then taken as
the number of training samples times the constant cost per sample.
Although we mostly use the CPU time to quantify the computational cost of a
model, it is worth mentioning that one can also give a monetary value to this metric.
Computing facilities typically define a rate in $/CPU-hr that incorporates various
operational factors such as equipment acquisition, energy costs, server utilization, etc.
For instance, at the time of this writing, some compute-optimized nodes can be rented
from the Amazon Web Services for prices starting at $0.034 per CPU-hr [5]. When
considering a large scale and high-fidelity simulation, generating a sizable training




Having outlined the research formulation of this work, the following chapter presents
experiments to answer our research questions and discusses the obtained results. More
specifically, we first study the multi-fidelity performance of the MA-ROM method us-
ing the RAE 2822 airfoil and the CRM wing test cases. This is followed by an inves-
tigation of the effect of inconsistent representations on the accuracy of the proposed
method. Finally, predictions of the MA-ROM method and existing multi-fidelity
ROM methods are compared on applications with consistent high- and low-fidelity
fields.
5.1 Experiment 1: Multi-Fidelity Performance with Transonic Airfoil
The goal of the following experiments is to assess the multi-fidelity performance, in
terms of accuracy and cost, of the MA-ROM method using the RAE 2822 test case. As
discussed in Section 4.2.1, we use the RAE 2822 geometry since it is representative
of the aerodynamic design seen on modern transonic aircraft. Despite being a 2D
problem with a relatively low computational cost, the CFD analysis of a transonic
airfoil exhibits the same complex physics observed in larger-scale problems. Also,
the low cost of this test case facilitates the data generation and allows us to explore
many model configurations with different training datasets, design parametrizations,
and fidelity combinations. For these reasons, other authors have also considered this
airfoil in their work on reduced-order modeling (see Table 2.1).
The results of these experiments are intended to answer Research Question 1 and
to corroborate the related Hypotheses 1.1 and 1.2. To cover many training scenarios,
this section presents and discusses the prediction error and training cost of various
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MA-ROM configurations, i.e., with different sizes of training data, ratios of high- and
low-fidelity results, choices of fidelity levels, numbers of design parameters, etc. We
then compare the performance of MA-ROM and an equivalent single-fidelity ROM
to verify if the proposed method can truly provide improved predictions at a lower
overall cost.
5.1.1 Problem Setup
To measure the model accuracy, large datasets of 2,500 CFD simulations of the
RAE 2822 airfoil are compiled for each fidelity levels listed in Table 4.4 and each
parametrization listed in Table 4.3. These samples are selected using a LHS design.
For a given model configuration, a subset of n training cases is randomly selected
from the dataset of the A1 fidelity level and is used to train a conventional ROM.
For the training of a MA-ROM, the same n cases and an additional m− n cases are
selected from one of the auxiliary datasets corresponding to the A2 or A3 fidelity
level. For the single-fidelity ROM, values of n ranging from 10 to 1,000 are evaluated.
As for the multi-fidelity MA-ROM, the value of m is scaled proportionally with n via
the multi-fidelity ratio τ = m/n. Ratios of τ = 2, 4, and 8, are considered together
with the limit m ≤ 1, 200.
Once the training is complete, we then use the remaining cases from the high-
fidelity dataset as a testing set to measure the prediction error for both the ROM and
MA-ROM models. Since each CFD dataset contains 2,500 samples and at most 1,000
are used for the training, the created models are tested with a minimum of 1,500 test
samples. This process is repeated at least 100 times for each model configuration
with different training and testing sets, and the average prediction error is recorded
for each configuration. These repetitions are to ensure the presented results are not
biased toward a specific selection of training samples, but rather provide a general
expectation of the ROM and MA-ROM performance.
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Also, when applying the POD on both the high- and low-fidelity datasets, the
criterion RIC ≥ 99.9999% (see Eq. (3.9)) is used for all the models to select the
number of POD modes k. This high RIC value ensures that the generated single- and
multi-fidelity ROMs fully exploit the information available in the provided data and
keep the training error to a minimum, even if this results in slightly larger models.
Note that choosing a high RIC is common in the ROM literature and some authors
even elect to preserve all the POD modes [47], essentially resulting in RIC = 100%.
5.1.2 Prediction of Pressure Field
In this section, we present the results regarding the field prediction error of MA-ROM.
More specifically, we examine the metric Ê(CP ), i.e., the normalized field prediction
error of the coefficient of pressure CP in the two-dimensional flow field surrounding
the RAE 2822. We first focus on the field solutions for an airfoil parametrization
with three design parameters, i.e., with b = 3. Section 5.1.4 later considers scenarios
with higher-dimensional inputs. The averaged Ê(CP ) for the single-fidelity ROM and
the MA-ROM methods as a function of n and the total training cost are shown in
Figures 5.1 and 5.2. The former figure shows the multi-fidelity results joining the A1
(baseline RANS CFD) and A2 (coarse RANS CFD) fidelity levels, while the latter
presents the results of combining the data of the A1 and A3 (coarse inviscid CFD)
fidelity levels.
For all considered model configurations, Figures 5.1 and 5.2 shows an exponential
decrease in Ê(CP ) as we provide more training data. We observe that augmenting
the high-fidelity data with either of the lower-fidelity datasets yields a consistent
reduction in Ê(CP ) for a given n in all multi-fidelity cases. We further note that
increasing τ improves the accuracy of the multi-fidelity method, although it appears
that this improvement slowly stalls with increasing τ . Comparing Figures 5.1 and 5.2




















Figure 5.1: Normalized prediction error of the RAE 2822 flow field CP distribution



















Figure 5.2: Normalized prediction error of the RAE 2822 flow field CP distribution
for the A1 + A3 fidelity combination, and the b = 3 parametrization.
108
augmenting the high-fidelity results with the A2 rather than the A3 fidelity level.
When compared to the A2 fidelity, a simpler physical model and coarser grid are
used for the aerodynamic analysis of the RAE 2822 with the A3 fidelity level. Its
connection with the high-fidelity data is expected to be weaker, and in turn, hinders
the multi-fidelity performance of MA-ROM. Nonetheless, the overall performance of
the MA-ROM method combining both the A1 and A3 fidelity levels remains better
than a conventional ROM model using the A1 fidelity level alone.
To understand better the effects of the proposed multi-fidelity method, Table 5.1
offers a closer look at some of the results shown in Figure 5.1. For the current test
case, we see from Table 5.1 that for a conventional ROM, the normalized regression
error Êrg(CP ) is the dominant contributor to Ê(CP ). Although high for small n, the
reconstruction error Êrc(CP ) is quickly reduced by increasing the training data size
which allows for additional and more accurate POD modes. This is consistent with
the high RIC criterion chosen for this study. As discussed in Section 3.4, a MA-ROM
trained with a comparable number of high-fidelity data, say n = 100, will rely on an
equivalent POD basis for the high-fidelity field reconstruction. It will accordingly have
a similar Êrc(CP ) than a single-fidelity model. However, the governing idea of MA-
ROM is to enrich the latent space with low-fidelity data to improve the prediction
of the latent space coordinates. The results of Table 5.1 support this statement
and indeed show a clear reduction in Êrg(CP ) with additional low-fidelity data. In
contrast, Êrc(CP ) remain more or less the same, yet at a low value.
In practice, the availability of training data is limited by the amount of computing
resources at one’s disposal. Figures 5.1 and 5.2 also provide the prediction errors of
the MA-ROM method as a function of the computational cost to generate the training
data, taking into account the size of both the high- and low-fidelity datasets. The
training cost is measured in terms of CPU time and uses the cost per sample listed in
Table 4.4. With the A2 data as the low-fidelity fields, the results of Figure 5.1 indicate
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Table 5.1: Detailed breakdown of the CP field prediction error for the RAE 2822
test case and the b = 3 parametrization.
Fidelity n τ m k Ê(CP ) Êrc(CP ) Êrg(CP )
10 9 36.3% 16.2% 32.4%
A1 100 - - 58 10.7% 1.06% 10.6%
1000 92 3.46% 0.14% 3.46%
2 200 58 7.88% 1.11% 7.80%
A1 + A2 100 4 400 58 6.22% 1.10% 6.11%
8 800 58 5.31% 1.10% 5.19%
2 200 58 9.26% 1.12% 9.19%
A1 + A3 100 4 400 58 8.46% 1.07% 8.39%
8 800 58 8.20% 1.10% 8.12%
that the MA-ROM method can provide a significant reduction in the training cost
over a single-fidelity approach for a prescribed Ê(CP ). As for the data of Figure 5.1,
we once again observe that the A3 fidelity level offers a more modest multi-fidelity
improvement. In both cases, the cost of multi-fidelity models with τ = 8 seems to be
similar or worse than models with τ = 4. This suggests there is a practical limit to
the amount of information that the low-fidelity data can convey to the high-fidelity
predictions.
To better establish the potential cost savings that the MA-ROM method can offer,
Table 5.2 compares the total training cost of both single-fidelity ROMs and MA-ROMs
for a target Ê(CP ) value. These costs are estimated via a log-linear interpolation of
the results of Figures 5.1 and 5.2. The values in Table 5.2 show that with τ = 4, a
MA-ROM fusing the A1 and A2 fidelity levels requires 68% less high-fidelity samples
than an equivalently accurate ROM using the A1 data only. This translates into
49% less CPU time for the multi-fidelity model. Using the A3 in place of the A2
fidelity level, the cost savings for τ = 4 are cut down to 18% less CPU time for the
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same target Ê(CP ). It is worth noting that with the A1 + A2 results, there are no
appreciable benefits of using τ values greater than four. In fact, with the A1 and A3
fidelity combination, the results with τ = 8 are noticeably worse than with τ = 4.
Turning around the comparison, Table 5.3 presents the estimated Ê(CP ) for a target
training cost. In this scenario, the data shows that for an equivalent CPU time, the
CP field predicted by a single-fidelity ROM trained with the A1 fidelity only is up to
29% less accurate than a MA-ROM enhanced with the A2 fidelity level. Even with
the A3 rather than the A2 fidelity level, the multi-fidelity ROM offers up to 8.7%
better predictions given the same computational budget. Once again, the results of
Table 5.3 indicates that for the current application, there is little to no benefit in
using τ > 4.
To complement the previous results, Figure 5.3a offers a visualization of the actual
CP field of the RAE 2822 for a notional design point. This solution is compared to
the field predicted by a single-fidelity ROM with n = 100 in Figure 5.3b together with
the discrepancy field between the actual and predicted results. Figures 5.3c and 5.3d
then provide the corresponding visualizations for MA-ROMs trained with the same
n high-fidelity samples and with m = 400 additional low-fidelity results. The former
figure uses the A2 fidelity level for the low-fidelity data, while the latter uses the A3
fidelity level. We should note that the test sample selected for these visualizations
have a sample prediction error comparable to the average results of Table 5.1 for
a similar model configuration. If the reader is interested in visualizing the results
for the test samples having the lowest and highest error, these are made available
in Appendix B.1. From the aforementioned figures, we observe that the single- and
multi-fidelity ROMs can reproduce the pressure field around the RAE 2822 with
reasonable accuracy. A glance at the error fields of Figure 5.3 also reveals that the
majority of the field prediction error is concentrated near a strong shock on the airfoil’s
upper surface in all the considered scenarios. It is a known fact that POD-based
111
Table 5.2: Estimated training cost of single- and multi-fidelity ROMs given a target
prediction error. Results are for the RAE 2822 test case with a b = 3 parametrization.
Results in parentheses indicate percent change with respect to an equivalent single-
fidelity ROM.
Target Ê(CP ) b Fidelity τ n CPU-hr
10% 3 A1 - 116 15.8
2 60 (↓ 48%) 10.6 (↓ 33%)
10% 3 A1 + A2 4 37 (↓ 68%) 8.01 (↓ 49%)
8 27 (↓ 77%) 8.01 (↓ 49%)
2 84 (↓ 28%) 13.6 (↓ 14%)
10% 3 A1 + A3 4 69 (↓ 41%) 12.9 (↓ 18%)
8 65 (↓ 44%) 15.5 (↓ 2.4%)
Table 5.3: Estimated prediction error of single- and multi-fidelity ROMs given a
target training cost. Results are for the RAE 2822 test case with a b = 3 parametriza-
tion. Results in parentheses indicate percent change with respect to an equivalent
single-fidelity ROM.
Target CPU-hr b Fidelity τ n Ê(CP )
20 3 A1 - 147 8.99%
2 113 7.42% (↓ 17%)
20 3 A1 + A2 4 92 6.46% (↓ 28%)
8 67 6.41% (↓ 29%)
2 124 8.36% (↓ 7.0%)
20 3 A1 + A3 4 107 8.21% (↓ 8.7%)
8 84 8.84% (↓ 1.6%)
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ROMs tend to struggle with the prediction of discontinuities such as shock waves [92],
and the current visualizations support this. Despite this limitation, predictions from
the proposed MA-ROM method offer an error field that is both narrower and of
lower intensity near this discontinuity, thus capturing the shock more accurately. We
also note that the error field for the MA-ROM method using the A1 + A2 fidelity
combination is lower than with the same method using the A1 + A3 fidelity level.
This is consistent with the previously discussed results of Figures 5.1 and 5.2. On the
whole, the visualizations of Figure 5.3 provide a qualitative validation of the main
observations of this experiment.
5.1.3 Prediction of Aerodynamic Coefficients
To investigate further the accuracy of the proposed MA-ROM method, the following
experiment provides the integrated error of the RAE 2822 aerodynamic coefficients.
These coefficients are calculated from the integration of the pressure fields predicted
previously in Section 5.1.2 at the airfoil surface for both single- and multi-fidelity
ROMs. Namely, we consider the pressure component of the lift, drag, and pitching
coefficients, i.e., CLp, CDp, and CMz,p. As in Section 5.1.2, the following multi-fidelity
results consider both the A1 + A2 and A1 + A3 fidelity combinations with the
b = 3 parametrization of the airfoil geometry. It is worth noting that in the current
experiment, our single- and multi-fidelity ROMs predict the pressure of the entire
flow field, while only the surface results are integrated into aerodynamic coefficients.
Therefore, the models are not specifically optimized for accurate surface predictions.
In practice, one could instead train a ROM to predict the surface pressure only for
more accurate estimates of CLp, CDp, and CMz,p. This is unnecessary for the current
study since we are interested in measuring the relative improvement of MA-ROM
over a single-fidelity model.














































































b) Single-Fidelity ROM Prediction (A1)
Figure 5.3: Comparison of the predicted CP field (left) and its error (right) with
respect to the actual solution for both single- and multi-fidelity ROMs. Results are
for the RAE 2822 test case with n = 100, τ = 4 (MA-ROM only), and b = 3.
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Table 5.4: Global statistics of the aerodynamic coefficients computed from the A1
fidelity results for the RAE 2822 test case with a b = 3 parametrization.
CLp CDp [10
4] CMz,p
Mean 0.6122 92.39 -0.2426
Minimum 0.0542 20.67 -0.3558
Maximum 1.0155 334.0 -0.1242
Std. Deviation 0.2200 75.88 0.0713
and the multi-fidelity ratio τ are shown in Figures 5.4, 5.5, and 5.6 respectively. For
each of these figures, the left and right sides display the results for the A1 + A2 and
A1 + A3 fidelity combinations. To provide some perspective regarding the physical
meaning of these results, Table 5.4 presents some key statistics regarding the lift and
drag from the CFD dataset of 2,500 cases used for both the training and testing of the
single- and multi-fidelity ROMs. From the left side of Figures 5.4 to 5.6, we note that
the MA-ROMs combining the A1 and A2 fidelity can better predict the aerodynamic
coefficients of the RAE 2822 airfoil than single-fidelity ROMs with the same number
of high-fidelity samples. Unlike for the field prediction error, the relative multi-fidelity
improvement of the method is not constant with n and tends to be larger for small
training datasets. At large n, the error trends appear to converge to the single-fidelity
errors. Admittedly, at that point, the evaluation error for either CLp, CDp, and CMz,p,
becomes reasonably small, at least for design purposes. As with the prediction of
the CP field, the values of E(CLp), E(CDp), and E(CMz,p), are improved when the
MA-ROMs are provided with more low-fidelity data, although there is no significant
benefit of using more than τ = 4. Regarding the A1 and A3 fidelity combination,
the results presented on the right side of the aforementioned figures indicate that
the data from the A3 fidelity level do not appreciably improve the computation of
the RAE 2822 aerodynamic coefficients. While the values of E(CLp), E(CDp), and
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E(CMz,p), are barely smaller than those of a single-fidelity model at small n, the
multi-fidelity improvement quickly becomes negligible with additional training data.
For large n, the MA-ROM error with the A1 + A3 fidelity combination is even slightly
worse than that of a conventional ROM.
For additional insights on the multi-fidelity prediction of CLp, CDp, and CMz,p,
some of the results of Figures 5.4, 5.5, and 5.6, are detailed in Table 5.5. We can see
that with τ = 4 and the A1 + A2 fidelity combination, the prediction error on the lift
is reduced by 80% at n = 10. For the same configuration, the errors on the drag and
pitching moment are reduced by 59% and 69% respectively. However, this impressive
improvement is reduced to 15%, 39%, and 23% for CLp, CDp, and CMzp respectively
at n = 300. In comparison, the multi-fidelity performance of the MA-ROM method
with the A1 + A3 fidelity combination is overall weaker than with the A1 + A2
combination. The multi-fidelity results for n = 300 are up to 17% worse than for
a single-fidelity ROM trained with the same high-fidelity samples. We should note
that in the same situation, the results of Section 5.1.2 showed that the CP predictions
of the MA-ROM method were actually better than those of a single-fidelity ROM.
However, the results of Table 5.5 demonstrates that the higher accuracy of the CP
field prediction does not necessarily guarantee a more precise integration of the field
into aerodynamic coefficients.
5.1.4 Effect of Input Space Dimensionality
Having demonstrated the effectiveness of MA-ROM on a parametrization with three
design parameters, the following section extends the previous analysis to applications
with higher-dimensional input spaces. As such, the proposed multi-fidelity method is
applied to the RAE 2822 test case with input space dimensionalities b = 5, 7, and 9.
The additional design parameters are obtained by adding more control points to the
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Figure 5.4: Lift coefficient errors computed from MA-ROM predictions of the
RAE 2822 airfoil surface pressure for the A1 + A2 (a) and A1 + A3 (b) fidelity
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Figure 5.5: Drag coefficient errors computed from MA-ROM predictions of the
RAE 2822 airfoil surface pressure for the A1 + A2 (a) and A1 + A3 (b) fidelity
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Figure 5.6: Pitching moment coefficient errors computed from MA-ROM predictions
of the RAE 2822 airfoil surface pressure for the A1 + A2 (a) and A1 + A3 (b) fidelity
combinations, and the b = 3 parametrization.
Table 5.5: Detailed aerodynamic coefficient errors computed from ROM and MA-
ROM predictions of the RAE 2822 airfoil CP distribution for the b = 3 parametriza-
tion. Results in parentheses indicate percent change with respect to an equivalent
single-fidelity ROM.
Fidelity τ n E(CLp) [103] E(CDp) [104] E(CMz,p) [103]
10 42.09 32.47 13.83
A1 - 100 2.332 4.087 1.342
300 0.790 1.431 0.520
10 8.269 (↓ 80%) 13.218 (↓ 59%) 4.352 (↓ 69%)
A1 + A2 4 100 1.252 (↓ 46%) 1.705 (↓ 58%) 0.739 (↓ 45%)
300 0.672 (↓ 15%) 0.874 (↓ 39%) 0.398 (↓ 23%)
10 24.71 (↓ 41%) 23.802 (↓ 27%) 11.95 (↓ 14%)
A1 + A3 4 100 2.262 (↓ 3.0%) 4.007 (↓ 2.0%) 1.317 (↓ 1.9%)
300 0.909 (↑ 15%) 1.677 (↑ 17%) 0.567 (↑ 9.1%)
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the multi-fidelity combination of the A1 and A2 fidelity only.
The results in Figure 5.7 show the accuracy and cost trade-off of the MA-ROM
method when applied to a design problem with 5 to 9 design parameters. Compared
to Figure 5.1, we observe an all-around increase in Ê(CP ) as we consider more design
parameters. A slower decrease in the error when adding more training data is also
observed for all the presented results. This degradation of both the ROM and MA-
ROM performance is consistent with how empirical models generally behave with
higher-dimensional input spaces and the so-called curse of dimensionality. That being
said, the proposed multi-fidelity ROM method continues to provide a substantial
reduction in the prediction error compared to an equivalent single-fidelity model.
Examining Figures 5.7a, 5.7b, and 5.7c together, we observe a nearly identical trend
between Ê(CP ) and n despite the error magnitude being different on each figure.
These trends are also generally equivalent or slightly better than those observed in
Figure 5.1 with b = 3.
In Figures 5.7b and 5.7c, we further notice an unusually high prediction error for
the single-fidelity models at very low n that is not observed on Figures 5.7a and 5.1.
This behavior is likely due to the input space having a similar size to the training
dataset which leads to overfitting. In essence, overfitting occurs in surrogate mod-
els when not enough available data are available to support the model complexity
such that small variations in the response are mistakenly interpreted as being sig-
nificant [19]. To resolve this issue, practitioners must either provide more training
data or resort to a less expressive model. Interestingly, the multi-fidelity results of
Figure 5.7 do not display the same error spike at low n since the models are trained
with an effectively larger dataset that includes both high- and low-fidelity data.
For additional insights on the accuracy and cost trade-off of MA-ROM with a
larger input space, Tables 5.6 and 5.7 estimate the error and cost reductions that






















































c) RAE 2822, A1 + A2, b = 9
Figure 5.7: Normalized prediction error of the RAE 2822 flow field CP distribution
for the A1 + A2 fidelity combination, and the b = 5 (a), b = 7 (b), and b = 9 (c)
parametrizations.
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are limited to τ = 4 and are obtained from the results of Figure 5.7 via a simple
log-linear interpolation. With a target Ê(CP ) of 15% and b = 5, Table 5.6 shows
that augmenting the A1 fidelity level with the results of the A2 fidelity can lower the
required number of high-fidelity training samples by 73% and consequently decrease
the CPU time by 57% when compared to an equivalent single-fidelity model. Almost
identical results are also observed for model configurations having higher input di-
mensionalities and a larger target error to account for the curse of dimensionality. In
comparison, Table 5.2 presented a reduction in the cost of 49% for a similar scenario,
but with 3 design parameters and a target error of 10%. Fixing the computational
budget instead, Table 5.7 shows that when the MA-ROM method is applied to the
high-dimensional input cases, a 20% to 23% reduction in the field prediction error
can be achieved when compared to an equivalent single-fidelity ROM. This is slightly
lower than the 28% presented in Table 5.3 for similar circumstances, yet for b = 3.
On the whole, this experiment shows that the accuracy of the MA-ROM method
is negatively affected by the addition of more design parameters, as most empirical
models are due to the curse of dimensionality. Nevertheless, the relative improvement
that the multi-fidelity method offers over an equivalent single-fidelity ROM remains
strong, despite the additional design parameters. The percent reduction in both
prediction error and training cost witnessed for b = 9 are loosely on par with those
observed for b = 3. Therefore, the proposed MA-ROM method can effectively mitigate
the adverse effects of the curse of dimensionality.
5.1.5 Summary
The main outcome of this experiment is that the MA-ROM method applied to the
RAE 2822 test case has been shown to yield improved performance, in terms of ac-
curacy and training cost, when compared to an equivalent single-fidelity ROM. For
instance, by combining the A1 and A2 fidelity levels, the results of this section show
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Table 5.6: Estimated training cost of single- and multi-fidelity ROMs given a target
prediction error. Results are for the RAE 2822 test case with a b = 5, 7, and 9
parametrizations. Results in parentheses indicate percent change with respect to an
equivalent single-fidelity ROM.
Target Ê(CP ) b Fidelity τ n CPU-hr
A1 - 192 26.2
15% 5
A1+A2 4 52 (↓ 73%) 11.3 (↓ 57%)
A1 - 169 23.1
20% 7
A1+A2 4 46 (↓ 73%) 10.0 (↓ 57%)
A1 - 128 17.5
25% 9
A1+A2 4 35 (↓ 73%) 7.58 (↓ 57%)
Table 5.7: Estimated prediction error single- and multi-fidelity ROMs given a tar-
get training cost. Results are for the RAE 2822 test case with a b = 5, 7, and 9
parametrizations. Results in parentheses indicate percent change with respect to an
equivalent single-fidelity ROM.
Target CPU-hr b Fidelity τ n Ê(CP )
A1 - 147 16.3%
20 5
A1+A2 4 92 12.5% (↓ 23%)
A1 - 147 20.7%
20 7
A1+A2 4 92 16.6% (↓ 20%)
A1 - 147 24.0%
20 9
A1+A2 4 92 19.1% (↓ 20%)
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that multi-fidelity ROMs using the proposed method can be trained with up to 57%
fewer computational resources while maintaining the same field prediction accuracy
than a conventional ROM. Equivalently, if we fix the computational budget, using the
MA-ROM method can reduce the field prediction error by up to 29%. The improved
field prediction of the multi-fidelity method also allows for more accurate estimations
of integrated aerodynamic coefficients for the lift, drag, and pitching moment of the
airfoil. These positive results for both the CP field and the aerodynamic predictions
provide strong evidence for our Hypothesis 1.1. Furthermore, the multi-fidelity bene-
fits of the MA-ROM method were shown to be scalable to applications with additional
design parameters. The overall performance of the multi-fidelity ROM would still be
negatively affected by a higher-dimensional design space, but the relative improve-
ment compared to a single-fidelity approach would remain more or less the same.
This supports our Hypothesis 1.2 stating that the multi-fidelity improvement of the
MA-ROM method should be preserved in situations with many design parameters.
While the above results are encouraging, there exist some caveats, and this exper-
iment has also highlighted some potential limitations of the proposed multi-fidelity
ROM. For one, as with any multi-fidelity methods, the fidelity of the auxiliary data
will affects the performance of MA-ROM. Multi-fidelity ROMs trained using the A2
fidelity level for the auxiliary data offer noticeably better training cost and accuracy
than equivalent models trained with the A3 fidelity level. In some scenarios, the
MA-ROMs leveraging the A1 + A3 fidelity combination would even perform worse
than single-fidelity models training with the A1 data only. For another, given a fixed
high-fidelity dataset, adding low-fidelity data will improve the model predictions, but
only up to a point. This experiment considered multi-fidelity ratios τ from 2 to 8,
and in most cases, little to no improvement is observed with MA-ROM models using
τ > 4. Roughly speaking, this indicates that the amount of information transferable
from the low- to the high-fidelity data can become saturated. Ultimately, the lack
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of high-fidelity data cannot be entirely remedied with an abundance of low-fidelity
results.
5.2 Experiment 2: Multi-Fidelity Performance with Transonic Wing
To complement the results of Experiment 1, the following section examines the multi-
fidelity performance of the MA-ROM method applied to the CRM wing test case. As
mentioned previously in Section 4.2.2, NASA has designed the CRM to be repre-
sentative of a modern transport aircraft [164], which makes this test case relevant
for industrial applications. We focus here on only the wing of the CRM since it is
the component that contributes the most to the aerodynamic design of an aircraft.
This test case considers a twist parametrization of the wing since twist modifications
are relatively frequent during the design process due to uncertainties in the aerody-
namic loads and the structural sizing. Also, compared to the previous experiments
using the RAE 2822 airfoil, the aerodynamic analysis of the CRM wing requires CFD
simulations with a scale and computational cost more representative of an industrial
application of reduced-order modeling. Therefore, the secondary purpose of this study
is to demonstrate the viability of the proposed method on a realistic design problem.
As in the previous section, multi-fidelity ROMs of the CRM wing are trained with
different configurations of training data sizes, fidelity combinations, and parametriza-
tions. The benefits of the proposed method, in terms of accuracy and cost, are then
assessed by comparing the results of MA-ROMs and equivalent single-fidelity ROMs.
As with Section 5.1, the goal of this experiment is to provide answers to Research
Question 1 and to verify the associated Hypotheses 1.1 and 1.2.
5.2.1 Problem Setup
The single-fidelity ROMs of the following experiments are trained using a dataset
of 400 CFD simulations for the W1 fidelity level. From this data, a subset of n
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training samples is randomly selected, and the m − n remaining results are used
for validation purposes. We consider values of n between 10 and 300 samples that
guarantee a minimum of 100 samples for the measurement of the model prediction
errors. For the multi-fidelity ROMs, two additional datasets of 1,500 simulations are
compiled for both the W2 and W3 fidelity levels. Given a fixed multi-fidelity ratio
τ , the high-fidelity data is augmented with m additional samples selected from these
datasets. As in Section 5.1.1, the above process is repeated at least 100 times for
each model configuration, and the averaged results are reported. These repetitions
are to ensure that the evaluation metrics for a given model configuration are not
dependent on the specific subset of the training data used. Also, for both single- and
multi-fidelity ROMs, the numbers of POD modes are selected using a RIC criterion
of at least 99.9999%.
5.2.2 Prediction of Surface Pressure Field
We begin this experiment by applying the MA-ROM method to the pressure field
prediction of the CRM wing. Unlike the RAE 2822 test case, we only consider the
pressure distribution at the wing surface rather than the entire flow field. Most
design applications are simply concerned with the prediction of the aerodynamic
performance and loads, and these only depend on the surface pressure and shear-
stress distributions. Although ROMs are capable of modeling the entire flow field, we
focus here on the surface results for the sake of practicality. We present in Figures 5.8
and 5.9 the normalized prediction error Ê(CP ) of the CRM wing CP distribution
obtained with both the proposed MA-ROM method and a single-fidelity approach.
In the first figure, the multi-fidelity ROMs are augmented with the W2 (coarse RANS
CFD) fidelity results to better predict solutions of the W1 (baseline RANS CFD)
fidelity level. The second figure uses the W3 (VLM) fidelity level as the auxiliary
dataset instead. In both cases, the results are for the CRM wing with the b = 2
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parametrization, i.e., the root and tip twist.
From Figure 5.8, we observe that the predictions from all MA-ROMs using the
W1 + W2 fidelity combination are more accurate than those of single-fidelity ROMs at
comparable n values. We also note that most of the reductions in Ê(CP ) are achieved
with τ = 2, meaning that the MA-ROM method is quickly saturated with low-fidelity
information. Compared to the results of the RAE 2822 test case of Section 5.1.2, the
multi-fidelity improvement offered by the proposed method appears overall weaker in
the current scenario. However, the cost difference between the W1 and W2 fidelity of
the CRM wing problem is relatively larger than the corresponding fidelity levels for
the RAE 2822 test case. As a result, the addition of low-fidelity results has a lesser
impact on the compounded training cost of the MA-ROM method.
As for the results of Figure 5.9, we see that the accuracy of MA-ROMs with the
W1 + W3 fidelity combination and conventional ROMs are more or less the same.
This suggests that the results from the W3 fidelity level constitute a poor auxiliary
dataset for the field predictions of the W1 fidelity level. It should be noted that the
VLM approach used in the W3 fidelity level contains many simplifications that the
RANS CFD simulation of the W1 fidelity level does not. For instance, the VLM is
based on the potential flow assumption, does not capture shocks, and uses a simplified
thin surface representation of the wing. The W1 and W3 levels are very distant in
terms of model fidelity and represent an extreme multi-fidelity scenario. With that
in mind, the poor multi-fidelity performance displayed in Figure 5.9 is not entirely
surprising. These results show that a poor choice of low-fidelity data will, at worse,
make the prediction accuracy of the MA-ROM method similar to that of a single-
fidelity method. Although, the exceptionally small computational cost of the VLM
method is such that the additional low-fidelity samples barely affect the total training
cost of the multi-fidelity models.



















Figure 5.8: Normalized prediction error of the CRM wing surface CP for the


















Figure 5.9: Normalized prediction error of the CRM wing surface CP for the
W1 + W3 fidelity combination, and the b = 2 parametrization.
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Table 5.8: Detailed breakdown of the flow field CP prediction error for the CRM
wing test case and the b = 2 parametrization.
Fidelity n τ m k Ê(CP ) Êrc(CP ) Êrg(CP )
10 9 35.6% 20.7% 28.7%
W1 100 - - 92 9.36% 4.55% 8.18%
300 218 5.26% 1.72% 4.96%
2 200 92 7.74% 4.65% 6.18%
W1 + W2 100 4 400 92 7.06% 4.47% 5.46%
8 800 92 7.11% 4.53% 5.47%
2 200 92 9.44% 4.53% 8.28%
W1 + W3 100 4 400 92 9.32% 4.49% 8.16%
8 800 92 9.50% 4.58% 8.32%
are broken down into Êrc(CP ) and Êrg(CP ), i.e., the reconstruction and regression
errors, and are listed in Table 5.8. As with the results of Table 5.1, the data in
Table 5.8 show that Êrg(CP ) is once again the largest contributor to the overall
error. The results for the W1 + W2 fidelity combination demonstrate that the MA-
ROM method only operates on the regression component of the error as detailed in
Section 3.4. In contrast with the RAE 2822 use case, the values of Êrc(CP ) and
Êrg(CP ) are relatively closer to each other. This smaller gap between Êrc(CP ) and
Êrg(CP ) implies that the potential for improvement using the proposed multi-fidelity
method is consequently lower. This is likely the cause behind the weaker performance
of the MA-ROM in the current scenario than the previous airfoil problem.
From the above results, the multi-fidelity performance of MA-ROM on the current
test case is quantified by setting a target prediction error and comparing the training
cost to a single-fidelity model. This is achieved with a log-linear interpolation of the
results of Figures 5.8 and 5.9, and the estimated costs are presented in Table 5.9.
Given a target error of 10% and τ = 4, we see that the MA-ROM method with the
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W1 + W2 fidelity combination requires 48% less high-fidelity training samples, and
consequently, 40% less computing resources. Increasing τ to 8 allows the multi-fidelity
model to use a smaller n, but the additional low-fidelity samples result in a smaller
cost reduction in the end. As for the W1 + W3 fidelity combination, we observe that
the training cost of the MA-ROM method tends to be slightly larger than that of a
single-fidelity ROM with the same prediction error. In a similar manner, Table 5.10
presents the prediction error of the MA-ROM for a fixed computational budget. In
this scenario, the multi-fidelity combination of the W1 and W2 fidelity levels improve
the model accuracy by up to 20% compared to a similar single-fidelity ROM. However,
the lowest error is observed at τ = 4, and the results at τ = 8 are slightly worse.
Considering instead the W1 + W3 fidelity combination, we establish once again from
Table 5.10 that incorporating VLM results into the multi-fidelity model produces
virtually no advantage compared to without any low-fidelity results.
Finally, the visualizations of Figures 5.10 and 5.11 provide together a qualitative
evaluation of the multi-fidelity performance of the MA-ROM method with the CRM
wing test case. More specifically, Figure 5.10 displays the actual CP distribution
over the wing at a notional design point. For the sake of completeness, the results
on both the upper and lower surfaces of the wing are shown. However, we focus
on the former since most of the interesting flow features are on the upper surface
of the current design. Figure 5.11 then presents the predicted C̃P obtained with a
single-fidelity ROM, a MA-ROM using the W2 fidelity level as the low-fidelity model,
and a MA-ROM using the W3 level instead. These models are generated using the
same n = 100 high-fidelity samples, and the multi-fidelity models are trained with
m = 400 additional low-fidelity results. As with Figure 5.3, the sample selected for
these visualizations corresponds to a wing design with a sample prediction error on
par with the average results presented in Table 5.8. The field predictions for the test
samples with both the lowest and highest errors are not shown here for conciseness
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Table 5.9: Estimated training cost of single- and multi-fidelity ROMs given a target
prediction error. Results are for the CRM wing test case with a b = 2 parametrization.
Results in parentheses indicate percent change with respect to an equivalent single-
fidelity ROM.
Target Ê(CP ) b Fidelity τ n CPU-hr
10% 2 W1 88 8026
2 53 (↓ 40%) 5176 (↓ 36%)
10% 2 W1 + W2 4 46 (↓ 48%) 4790 (↓ 40%)
8 44 (↓ 50%) 5151 (↓ 36%)
2 88 (0.0%) 8027 (0.0%)
10% 2 W1 + W3 4 89 (↑ 1.1%) 8119 (↑ 1.2%)
8 91 (↑ 3.4%) 8303 (↑ 3.5%)
Table 5.10: Estimated prediction error of single- and multi-fidelity ROMs given a
target training cost. Results are for the CRM wing test case with a b = 2 parametriza-
tion. Results in parentheses indicate percent change with respect to an equivalent
single-fidelity ROM.
Target CPU-hr b Fidelity τ n Ê(CP )
10,000 2 W1 110 8.99%
2 102 7.65% (↓ 15%)
10,000 2 W1 + W2 4 96 7.21% (↓ 20%)
8 85 7.57% (↓ 16%)
2 110 8.96% (↓ 0.4%)
10,000 2 W1 + W3 4 110 8.93% (↓ 0.6%)
8 110 9.04% (↑ 0.5%)
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Figure 5.10: Actual CP field over the CRM wing upper (left) and lower(right)
surfaces for the CRM wing test case with the b = 2 parametrization and the W1
fidelity level.
and are presented in Appendix B.2 instead. All in all, the field results of Figure 5.11
are an adequate prediction of the actual CP field of Figure 5.10. As with Figure 5.3 for
the RAE 2822 test case, the spikes in the error fields are correlated with the presence
of shocks on the upper surface of the CRM wing. The MA-ROM results with the
W1 and W2 fidelity levels show a sharper shock capturing that is associated with an
appreciable reduction of the error field. On the other hand, the results of Figures 5.11a
and 5.11c for the single-fidelity ROM and the MA-ROM with the W1 + W3 fidelity
combinations respectively are visually equivalent. This is in line with the previous
observations made for the CRM wing test case.
5.2.3 Prediction of Aerodynamic Coefficients
In addition to the field prediction error, the following experiment considers the error
on integrated scalar quantities computed from the field predictions of the MA-ROM
method for the CRM wing test case. More specifically, we examine the accuracy of
CLp, CDp, and CMx,p, i.e., the pressure component of the lift, drag, and root bending
moment coefficients, computed from the predicted CP distribution over the wing
surface. These aerodynamic coefficient errors are computed from the results of MA-
ROM augmented with both the W2 and W3 fidelity levels. They are then compared
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a) Single-Fidelity ROM Prediction (W1)
-1.0 0.0 0.5-0.5 1.0 -0.1 0.0 0.05-0.05 0.1
b) MA-ROM Prediction (W1 + W2)
-1.0 0.0 0.5-0.5 1.0 -0.1 0.0 0.05-0.05 0.1
c) MA-ROM Prediction (W1 + W3)
-1.0 0.0 0.5-0.5 1.0 -0.1 0.0 0.05-0.05 0.1
Figure 5.11: Comparison of the predicted CP field (left) of the CRM upper surface
and its error (right) with respect to the actual solution (see Figure 5.10) for both
single- and multi-fidelity ROMs. Results are for the CRM wing test case with n = 100,
τ = 4 (MA-ROM only), and b = 2.
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to the errors of an equivalent single-fidelity ROM. We focus on the root bending
moment instead of the pitching moment since the former is an important metric for
structural sizing and gives some insights regarding the benefits of the current work on
aero-structural problems. The values of E(CLp) from the MA-ROM predictions using
the W1 + W2 and the W1 + W3 fidelity combinations are presented in Figure 5.12.
These results are followed in Figures 5.13 and 5.14 by the E(CDp) and E(CMx,p)
values respectively for the same multi-fidelity combinations. To give some context
regarding the significance of these errors, Table 5.11 provide the distributions of CLp,
CDp, and CMx,p, computed from the high-fidelity training dataset.
Compared to the single-fidelity errors, the left side of Figures 5.12 to 5.14 show
that E(CLp), E(CDp), and E(CMx,p), are effectively reduced by the proposed multi-
fidelity method when using the W1 + W2 fidelity combination. As with the CP field
prediction of Figure 5.8, using τ values greater than two do not improve significantly
the computation of aerodynamic coefficients with the MA-ROM method. We also
note that the multi-fidelity approach produces a stronger reduction in the errors for
CLp and CMx,p than for CDp. Moreover, the error reduction offered by the MA-ROM
method is larger for small n values and becomes negligible with larger high-fidelity
training datasets. A similar trend was also observed in Figure 5.4 for the RAE 2822
airfoil test case. Comparing the trends of Figures 5.12 and 5.14, we note that E(CMx,p)
results are similar to those of E(CLp). Since the root bending moment is essentially
the span-wise integration of the wing sectional lift distribution, it makes sense for
the errors of these two quantities to be related. Regarding the W1 + W3 fidelity
combination, the right sides of Figures 5.12 to 5.14 suggest that for the CRM wing test
case, the proposed method augmented with the W3 fidelity level does not provide any
appreciable benefits over a conventional single-fidelity ROM for the computation of all
aerodynamic coefficients. This is consistent with the results of Section 5.2.2 regarding
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Figure 5.12: Lift coefficient errors computed from MA-ROM predictions of the CRM
wing surface pressure for the W1 + W2 (a) and W1 + W3 (b) fidelity combinations,
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Figure 5.13: Drag coefficient errors computed from MA-ROM predictions of the
CRM wing surface pressure for the W1 + W2 (a) and W1 + W3 (b) fidelity combi-
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Figure 5.14: Root bending moment coefficient errors computed from MA-ROM
predictions of the CRM wing surface pressure for the W1 + W2 (a) and W1 + W3 (b)
fidelity combinations, and the b = 2 parametrization.
Table 5.11: Global statistics of the aerodynamic coefficients computed from the W1
fidelity results for the CRM wing test case with a b = 2 parametrization.
CLp CDp [10
4] CMx,p
Mean 0.4049 132.5 0.6269
Minimum 0.0603 33.58 0.0243
Maximum 0.7246 631.9 1.1059
Std. Deviation 0.1612 110.3 0.2543
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To provide a more detailed analysis of the above errors, a small selection of the
errors in Figures 5.12 to 5.14 are enumerated in Table 5.12. From the inspection of
these results, we remark that with the W1 + W2 fidelity combination and τ = 4, the
reduction in E(CLp) offered by the MA-ROM method relative to the single-fidelity
results varies from 78% at n = 10 to only 6% at n = 300. The E(CMx,p) values for
the root bending moment follow a similar trend, and reduction from 72% to 3.5%
are observed over the same interval. For the drag coefficient, the results indicate a
weaker relative reduction in E(CDp) that goes from a 22% decrease to a 2% increase
in similar circumstances. Similarly to the RAE 2822 airfoil test case, the results of
Table 5.12 demonstrate that the multi-fidelity performance of the MA-ROM method
regarding the evaluations of integrated aerodynamic coefficients is better for small
training datasets. As for the W1 and W3 multi-fidelity combination, we see from
Table 5.12 that the overall performance of the MA-ROM method is worse than a
single-fidelity method. Recall that the W1 fidelity level uses a RANS simulation to
generate the CRM wing aerodynamic data while the W3 level uses a VLM simulation.
As discussed in Section 5.2.2, the poor performance of the MA-ROM method for
this specific fidelity combination is attributed to the large discrepancy between the
physical assumptions of both modeling approaches.
5.2.4 Effect of Input Space Dimensionality
We continue the analysis of the accuracy and training cost of the MA-ROM by ex-
amining a parametrization with a larger number of design variables. Namely, we
consider a parametrization of the CRM wing twist controlled at 5 span-wise stations,
i.e., b = 5, distributed uniformly from root to tip (see Section 4.2.2). Recall that
the parametrization of Sections 5.2.2 and 5.2.3 consisted of only 2 twist stations, i.e.,
b = 2. Due to the poor performance of the MA-ROM method with the W1 + W3
fidelity combination observed previously, we focus here on the W1 and W2 multi-
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Table 5.12: Detailed aerodynamic coefficient errors computed from ROM and MA-
ROM predictions of the CRM wing CP distribution for the b = 2 parametrization.
Results in parentheses indicate percent change with respect to an equivalent single-
fidelity ROM.
Fidelity τ n E(CLp) [103] E(CDp) [104] E(CMx,p) [103]
10 19.81 11.51 44.33
W1 - 100 0.916 1.246 2.100
300 0.278 0.452 0.453
10 4.369 (↓ 78%) 9.005 (↓ 22%) 12.46 (↓ 72%)
W1 + W2 4 100 0.597 (↓ 35%) 1.002 (↓ 20%) 0.811 (↓ 61%)
300 0.261 (↓ 6.4%) 0.461 (↑ 1.8%) 0.438 (↓ 3.5%)
10 27.19 (↑ 37%) 10.51 (↓ 8.7%) 51.57 (↑ 16%)
W1 + W3 4 100 0.906 (↓ 1.1%) 1.233 (↓ 1.0%) 2.031 (↓ 3.3%)
300 0.325 (↑ 17%) 0.530 (↑ 17%) 0.543 (↑ 20%)
fidelity combination only.
The field prediction errors for the CP distribution over the wing as a function
of n, τ , and the training cost, are shown in Figure 5.15. From this figure, we see that
the Ê(CP ) is globally larger than in Section 5.2.2 for all combinations of n and τ , as
expected of design problems with a higher-dimensional input space. However, when
compared to the results in Figure 5.8 for b = 2, we remark that the MA-ROM method
provides a much stronger reduction in prediction errors than a single-fidelity method
in the current test case with b = 5. Previously, with the b = 2 parametrization we
observed no appreciable benefits of setting τ to values higher than four. In the current
problem, the results of Figure 5.15 suggests that incorporating more low-fidelity data
in the training of the MA-ROM method continues to improve the performance of the
multi-fidelity ROM with τ = 8 and possibly beyond. In fact, for cases at higher n,


















Figure 5.15: Normalized prediction error of the CRM wing surface CP for the
W1 + W2 fidelity combination and the b = 5 parametrization.
with larger τ . All in all, the relative performance of the MA-ROM method applied
to the CRM wing use case appears to be positively affected by the larger input space
dimensionality. In comparison, the performance of the proposed method was more or
less the same with increasing b values with the RAE 2822 airfoil test case.
To quantify the accuracy and training cost trade-off of the MA-ROM method for
the CRM wing with b = 5, we evaluate the training cost of the method given some
desired error threshold, or similarly, the achievable accuracy for a fixed computa-
tional budget. These estimates are obtained from the results of Figure 5.15 and are
presented in Tables 5.13 and 5.14 respectively. These estimated costs and errors are
also compared to the prediction error and training cost of an equivalent single-fidelity
ROM. From Table 5.13, we see that the MA-ROM method with τ = 2 requires 53%
less high-fidelity training samples than an equivalent single-fidelity model, and in
turn, results in a 49% reduction in CPU time. With τ = 8, the compounded CPU
time to produce the high- and low-fidelity training data is reduced by 78% instead.
By fixing the desired training cost, Table 5.14 shows that the proposed multi-fidelity
method can provide a model accuracy between 18% and 42% superior to a single-
fidelity ROM. When compared to Tables 5.9 and 5.10, these results reaffirm that the
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Table 5.13: Estimated training cost of single- and multi-fidelity ROMs given a
target prediction error. Results are for the CRM wing test case with the b = 5
parametrization. Results in parentheses indicate percent change with respect to an
equivalent single-fidelity ROM.
Target Ê(CP ) b Fidelity τ n CPU-hr
30% 5 W1 93 8482
2 44 (↓ 53%) 4297 (↓ 49%)
30% 5 W1 + W2 4 24 (↓ 74%) 2499 (↓ 71%)
8 16 (↓ 83%) 1873 (↓ 78%)
Table 5.14: Estimated prediction error of single- and multi-fidelity ROMs given
a target training cost. Results are for the CRM wing test case with the b = 5
parametrization. Results in parentheses indicate percent change with respect to an
equivalent single-fidelity ROM.
Target CPU-hr b Fidelity τ n Ê(CP )
10,000 2 W1 110 28.7%
5 102 23.4% (↓ 18%)
10,000 5 W1 + W2 4 96 19.8% (↓ 31%)
8 85 16.7% (↓ 42%)
multi-fidelity benefits of the MA-ROM method are greater with b = 5 design variables
than with b = 2.
To investigate further the multi-fidelity performance of the MA-ROM method with
the b = 5 parametrization of the CRM wing, Table 5.15 provides a breakdown of some
of the results from Figure 5.15 in terms of the reconstruction and regression errors.
Compared to the results of Table 5.8 for b = 2, both Êrc(CP ) and Êrg(CP ) are generally
larger in the current problem. However, we note that the gap between Êrc(CP ) and
Êrg(CP ) is larger for b = 5 than it was for b = 2. For instance, if we consider the
error breakdown for the single-fidelity ROM, Table 5.8 shows a difference of roughly
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Table 5.15: Detailed breakdown of the flow field CP prediction error for the CRM
wing test case and the b = 5 parametrization.
Fidelity n τ m k Ê(CP ) Êrc(CP ) Êrg(CP )
10 9 65.1% 30.5% 57.0%
W1 100 - - 98 29.4% 7.74% 28.3%
300 274 21.0% 3.04% 20.7%
2 200 98 23.6% 7.63% 22.3%
W1 + W2 100 4 400 98 19.6% 7.55% 18.1%
8 800 98 15.7% 7.60% 13.7%
4% between the reconstruction and regression errors with b = 2. Assuming n = 100,
this represents approximately half of the total prediction error. For the b = 5 cases,
Table 5.15 reveal that for the same single-fidelity approach, the difference between
Êrc(CP ) and Êrg(CP ) is around 20% and represent a bigger fraction of Ê(CP ). As
mentioned previously, the MA-ROM method is formulated to reduce the regression
component of the prediction error by providing low-fidelity latent coordinates to the
regression model within the ROM. Since Êrg(CP ) is larger relative to Êrc(CP ) for
b = 5, it follows that the potential for improvement is larger when using the MA-
ROM method. This would explain why the proposed multi-fidelity method performs
better with the higher-dimensional parametrization of the CRM wing.
5.2.5 Summary
While we established in Experiment 1 that the MA-ROM method can effectively
reduce the training cost of a ROM, the current experiment demonstrated that the
method is also applicable to problems of larger scales such as the aerodynamic analysis
of a transonic wing. By applying MA-ROM to the prediction of the pressure distri-
bution over the CRM wing, the results of this experiment show that a cost reduction
of up to 78% compared to an equally accurate single-fidelity model is attainable.
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These same results alternatively establish that for a given amount of CPU time, the
proposed multi-fidelity method could reduce the field prediction error by up to 42%.
This higher accuracy of the predicted field can subsequently improve the prediction of
some integrated quantities such as the lift, drag, or root bending moment. In short,
the results of this section together with the observations previously made in Experi-
ment 1 further support our Hypothesis 1.1 concerning the multi-fidelity performance
of the MA-ROM method.
The application of MA-ROM to the CRM wing use case has also highlighted some
additional characteristics of the proposed method. For instance, by augmenting the
results from a RANS CFD simulation with VLM data, i.e., the W1 + W3 fidelity
combination, we demonstrated the consequence of using MA-ROM with fidelity levels
that are too far apart from each other. The results show that in this extreme scenario,
the performance of MA-ROM is essentially comparable to a single-fidelity ROM, thus
negating any benefits from the multi-fidelity approach. This indicates that the source
of the low-fidelity data must be chosen with some considerations and that there is a
practical lower limit to its fidelity level.
Furthermore, the current experiment establishes the importance of the regres-
sion error on the overall performance of MA-ROM. In cases where the gap between
the reconstruction and regression errors was the largest, the proposed multi-fidelity
method was shown to excel in both accuracy and training costs. This behavior can be
directly linked to the formulation of MA-ROM centered around enhancing the pre-
diction of high-fidelity latent coordinates using aligned low-fidelity data. Therefore,
the proposed multi-fidelity method is better suited for ROM problems dominated by
regression errors. We also note that with the CRM wing test case, the dimensionality
of the parametrization affected the gap between the reconstruction and regression
errors. In the context of Hypothesis 1.2, this shows that there is an indirect de-
pendence between the input dimensionality and the multi-fidelity performance of the
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MA-ROM method. However, the use of a higher-dimensional parametrization had a
positive effect on the multi-fidelity method and still suggests that its application is
scalable to larger input spaces.
5.3 Experiment 3: Effect of Field Inconsistencies
The salient feature of the MA-ROM method is its ability to combine fields of different
fidelity levels and potentially with disparate representations. These inconsistent rep-
resentations represent a difficulty unique to multi-fidelity ROMs and can be caused
by differences in terms of dimensionality, topology, and field features. In this section,
we verify if the proposed multi-fidelity method can truly resolve differences in field
representation and investigate the effect of these inconsistencies on the accuracy of
the model. The outcome of this experiment is aimed at addressing Research Ques-
tion 2 and validating the related Hypothesis 2. This section presents and discusses
three distinct experiments associated with each type of field inconsistency considered.
As with Experiments 1 and 2, we consider here the transonic airfoil and wing test
cases due to their physical complexity and their relevance for industrial applications.
5.3.1 Experiment 3.1: Inconsistent Dimensionalities
Among the considered field inconsistencies, differences in terms of dimensionality are
perhaps the most common in the context of multi-fidelity simulations. Indeed, given
a complex physics-based simulation solving some discretized governing equations, one
of the more convenient ways of reducing the computational cost is to use a coarser
grid, albeit at the expense of reduced accuracy. Also, simulations of different fidelity
naturally tend to have different grid requirements.
It is worth noting that all of the fidelity levels in both the transonic airfoil and
the transonic wing test cases have inconsistent grid sizes (see Tables 4.4 and 4.6).
Consequently, all of the previous MA-ROM results of Sections 5.1 and 5.2 involved
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the combination of fields having disparate dimensionalities. These experiments were
performed without any pre-processing that would ensure a consistent dimensionality
among all the training datasets. While the results of Sections 5.1 and 5.2 demon-
strated that the MA-ROM method can successfully combine multi-fidelity fields into
a more accurate and cheaper model, they also establish that it can do so with fields
having inconsistent dimensionalities. For instance, the results of Table 5.3 show that
for a computation budget of 20 CPU-hr, the MA-ROM method with the A1 + A2
fidelity combination can generate results up to 29% more accurate than an equiva-
lent single-fidelity ROM despite the grid of the A2 fidelity being roughly four times
smaller than the A1 fidelity.
To assess clearly the impact of inconsistent field dimensionalities on the perfor-
mance of MA-ROM, we perform an additional experiment where the proposed method
is applied to multi-fidelity fields with consistent grid size. These results are then com-
pared to the prediction of an equivalent multi-fidelity model trained with fields having
inconsistent dimensionalities. Any differences in the model accuracies would represent
the potential effect of inconsistent dimensionalities on the multi-fidelity performance
of MA-ROM.
Problem Setup
For this experiment, we select the RAE 2822 test cases with the A1 + A2 fidelity
combination that was previously evaluated in Section 5.1.2. The simulations of the
A1 and A2 fidelity levels use grids with 41,796 and 10,530 nodes respectively. To
make the results of these two fidelity levels consistent in terms of dimensionality,
the solutions of the A1 fidelity level are interpolated onto the coarser grid of the A2
level using a weighted linear interpolation. This pre-processing step is done using the
interpolation schemes available in the Paraview visualization software [9]. For clarity,
we denote the interpolated results of the A1 fidelity as A1-I.
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The accuracy of the MA-ROMs using either the A1 or A1-I fidelity levels is then
compared in terms of the CP normalized field prediction error. The value of Ê(CP ) is
obtained using the approach described in Section 5.1.1. As with previous experiments,
the error values presented here are an average of at least 100 unique models trained
with different subsets of the available high- and low-fidelity data. We also consider
both the b = 3 and 5 design parametrizations of the airfoil.
Results
The field prediction error of the MA-ROM method applied to fields with and without
consistent grid sizes are shown in Figures 5.16 and 5.17 as a function of n and τ . These
figures present results for cases with b = 3 and 5 design parameters respectively.
We note that the Ê(CP ) values for MA-ROMs trained with the A1 + A2 fidelity
combination are identical to the results presented in Section 5.1 for the same model
configuration. From Figure 5.16, we see that using A1-I instead of A1 fidelity level
with the MA-ROM method, i.e., by interpolating the high-fidelity results on the coarse
low-fidelity grid, did not have any visible effect on the multi-fidelity performance of
the method. This observation also applies to the results of Figure 5.17 with a higher-
dimensional parametrization. Despite the overall higher prediction error due to the
additional design parameters, the multi-fidelity results with the A1-I + A2 fidelity
combination appear to match exactly those for the A1 + A2 combination.
Since there is no visible differences in Figures 5.16 and 5.17 between cases with
and without consistent dimensionalities, the results from the above figures for n = 100
are enumerated in Table 5.16. From this table, we note that the accuracies of multi-
fidelity ROMs trained with either the A1 + A2 or the A1-I + A2 fidelity combinations
are indeed closely similar. The Ê(CP ) values of cases with similar b, n, and τ , are
within less than 0.05% of each other. Therefore, the results of Table 5.16 together with
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Figure 5.16: Field prediction errors of MA-ROMs generated with and without
inconsistent dimensionalities. Models are trained with the A1 + A2 (a) and A1-
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Figure 5.17: Field prediction errors of MA-ROMs generated with and without
inconsistent dimensionalities. Models are trained with the A1 + A2 (a) and A1-
I + A2 (b) fidelity combinations for the RAE 2822 test case and with b = 5.
145
Table 5.16: Tabulated Ê(CP ) of MA-ROMs trained with and without inconsistent
dimensionalities. Models are trained with the A1 + A2 and A1-I + A2 fidelity
combinations for the RAE 2822 test case.
b Fidelity n τ m Ê(CP )
3 A1 100 - - 10.67%
2 200 7.878%
3 A1 + A2 100 4 400 6.218%
8 800 5.306%
2 200 7.845%
3 A1-I + A2 100 4 400 6.212%
8 800 5.313%
5 A1 100 - - 18.37%
2 200 14.70%
5 A1 + A2 100 4 400 12.18%
8 800 10.09%
2 200 14.75%
5 A1-I + A2 100 4 400 12.17%
8 800 10.10%
insensitive to differences in dimensionality between the multi-fidelity fields. That is
not to say that the fidelity of the individual datasets is irrelevant, but rather that for
a given fidelity combination, interpolating results with inconsistent discretization on
a common grid is redundant. This is advantageous from a practical standpoint since
no additional pre-processing is required before applying the MA-ROM method on a
given multi-fidelity dataset.
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5.3.2 Experiment 3.2: Inconsistent Topologies
As explained in Section 1.5.2, fields with inconsistent topologies can be the result of
using a simplified geometry for the low-fidelity simulation. For instance, a CFD and
a VLM simulation of an aircraft will produce solutions having different topologies
since the former considers the vehicle OML while the latter uses a thin surface repre-
sentation of the geometry (see Figure 1.8). In Section 5.2.2, we considered a similar
scenario where the MA-ROM method combines the solutions from a RANS CFD and
a VLM simulation, i.e., the W1 and W3 fidelity levels. We demonstrated that the
proposed method could indeed combine these two datasets despite their inconsistent
topologies, but the accuracy of the resulting models did not show any improvement
over an equivalent single-fidelity level. However, this poor multi-fidelity performance
was attributed to the large fidelity gap between the W1 and W3 levels rather than
the disparate topologies of the fields.
To fully establish the capability of MA-ROM to combine solutions with inconsis-
tent topologies, we consider here an experiment where the proposed method is applied
on fields having disparate topologies, but without a large difference in fidelity levels.
The resulting multi-fidelity ROM is then compared to a model trained with fields of
similar fidelity, but with consistent topologies.
Problem Setup
As with Section 5.1.2, this experiment considers the prediction of the CP field of
the RAE 2822 airfoil test cases and the A1 + A2 fidelity combinations. Although
the A1 and A2 fidelity levels use grids of different sizes, they both consider the
same airfoil geometry and the same fluid domain, making their topology consistent.
We also note that the results of Section 5.1.2 show that the A1 and A2 levels are
sufficiently close in terms of model fidelity that the MA-ROM method can provide an












0.0 0.2 0.4 0.6 0.8 1.0
x/c
a) Flow-Field b) Airfoil Surface
Figure 5.18: Comparison between the flow field (a) and surface (b) CP distribution
for the RAE 2822 test case.
to an equivalent single-fidelity ROM.
Besides, we define a new scenario where the MA-ROM method predicts the flow
field CP of the A1 fidelity level augmented with the A2 level, but where the low-
fidelity results are the CP distributions at the airfoil surface only. In other words,
instead of using the entire flow field solution from the A2 fidelity level, only the results
at the airfoil surface are used to augment the multi-fidelity models, which we refer to
as the A2-S fidelity level. The A1 and A2-S fidelity levels use inconsistent topologies
since the former considers the entire flow field while the latter only considers the
surface CP distribution. At the same time, the fidelity gap between the A1 and
A2-S levels is the same as for the A1 + A2 fidelity combination, and was shown to
be adequate for the MA-ROM method. Figure 5.18 illustrates both the flow field
and surface CP distribution of the RAE 2822 airfoil. Although both pressure fields
have fundamentally different representations, a clear relationship exists between the
features of Figures 5.18a and 5.18b that the proposed method can exploit. We also
note that scenarios can occur in practice where aerodynamic results are only available
at the airfoil surface. For instance, in wind tunnel experiments, pressure results are
typically limited to measurements at the geometry surface obtained using embedded
pressure taps.
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If the proposed method can truly combine fields with inconsistent topologies,
then the prediction error of a model trained with the A1 + A2-S fidelity combination
should be equivalent to the error of a model trained with the A1 + A2 combination.
For this experiment, the accuracy of the different MA-ROMs is assessed once more
using the normalized field prediction of the CP field. The value of Ê(CP ) is obtained
following the methodology described previously in Section 5.1.1. Also, this experiment
considers both the b = 3 and 5 parametrizations of the RAE 2822.
Results
Figures 5.19 and 5.20 present the values of Ê(CP ) as a function of the number of high-
fidelity training samples and the multi-fidelity ratio τ . The former figure shows the
results for the b = 3 parametrization while the latter considers the b = 5 parametriza-
tion. The left plots of these figures give the field prediction errors of the MA-ROM
method combining the A1 + A2 fidelity levels and the right plots contain the er-
rors for the A1 + A2-S fidelity combination, i.e., with inconsistent topologies. We
also include the results of a conventional single-fidelity ROM for reference purposes.
Comparing side by side the errors of Figures 5.19a and 5.19b for the b = 3 cases, we
see that augmenting the proposed multi-fidelity method with either the low-fidelity
flow field or surface CP distribution, i.e., the A2 and A2-S fidelity levels, essentially
produces the same model accuracy. Looking closer, one can discern some small dif-
ferences between individual points, but those variations are small and would likely
have a negligible impact in practice. Considering instead the results of Figure 5.20
for the b = 5 cases, we observe that the value of Ê(CP ) is overall higher due to
the additional design parameters, but the error trends with both the A1 + A2 and
A1 + A2-S fidelity combinations are again more or less the same.
In an attempt to better quantify the differences between MA-ROMs augmented
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Figure 5.19: Field prediction errors of MA-ROMs generated with and without
inconsistent topologies. Models are trained with the A1 + A2 (a) and A1 + A2-S (b)
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Figure 5.20: Field prediction errors of MA-ROMs generated with and without
inconsistent topologies. Models are trained with the A1 + A2 (a) and A1 + A2-S (b)
fidelity combinations for the RAE 2822 test case and with b = 5.
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ures 5.19 and 5.20 for n = 100. For a given parameter b, the results of Table 5.17
show that the normalized prediction errors between multi-fidelity ROMs trained with
either the A2 and A2-S fidelity levels are within 0.3% of each other, with the latter
being slightly higher. These differences in Ê(CP ) are relatively small when com-
pared to the error reduction of roughly 3% to 8% that the multi-fidelity models offer
over single-fidelity ROMs trained with the same high-fidelity samples. Therefore, the
above results demonstrate that the MA-ROM method is capable of combining multi-
fidelity fields with inconsistent topologies. As long as the fields being combined are
adequately related, differences in terms of topology do not appear to have a significant
impact on the multi-fidelity performance of the proposed method.
5.3.3 Experiment 3.3: Inconsistent Features
Differences in the field features is the third and last type of field inconsistency con-
sidered in this work. In the context of POD-based ROMs, this inconsistency arises
when comparing field results having distinct POD modes despite having potentially
consistent dimensionality and topology. Even though these fields exist in different
subspaces, their variation in terms of latent coordinates can still be related, and a
multi-fidelity method can exploit this connection. For example, one can consider the
CF and CP , i.e., skin friction and pressure coefficient, over the CRM wing shown in
Figure 5.21. Both of these fields have unmistakably different distributions, but it is
reasonable to assume that they can vary in a coordinated manner. The following sec-
tion presents an experiment designed to assess the effect of inconsistent flow features
on the multi-fidelity performance of the MA-ROM method.
Problem Setup
The effect of inconsistent features is evaluated by using the MA-ROM method to
combine solutions with different physical quantities. More specifically, we consider
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Table 5.17: Tabulated Ê(CP ) of MA-ROMs trained with and without inconsistent
topologies. Models are trained with the A1 + A2 and A1 + A2-S fidelity combinations
for the RAE 2822 test case.
b Fidelity n τ m Ê(CP )
3 A1 100 - - 10.67%
2 200 7.878%
3 A1 + A2 100 4 400 6.218%
8 800 5.306%
2 200 8.020%
3 A1 + A2-S 100 4 400 6.506%
8 800 5.656%
5 A1 100 - - 18.37%
2 200 14.70%
5 A1 + A2 100 4 400 12.18%
8 800 10.09%
2 200 14.82%
5 A1 + A2-S 100 4 400 12.40%
8 800 10.33%
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Figure 5.21: Distribution of the CF magnitude (left) and CP (right) distributions
over the CRM wing test case.
a scenario where the high-fidelity solutions to be predicted are the CF distributions
over the CRM wing, while the low-fidelity results are the corresponding CP distribu-
tions. The same topology is used for both the high- and low-fidelity data, but they
differ in terms of field features as illustrated in Figure 5.21. In practice, this multi-
fidelity scenario could represent a situation where the low-fidelity results are given
by an inviscid CFD simulation such that the skin friction distribution is not imme-
diately available. Alternatively, the low-fidelity fields could come from experimental
results where the pressure distribution over the CRM wing is obtained with embedded
pressure taps or with a pressure-sensitive paint [11]. This experiment also has the
advantage of demonstrating the predictive capability of the MA-ROM method on a
physical quantity other than the pressure field.
The accuracies of multi-fidelity ROMs trained with the CF and CP fields are
then compared to models constructed using an equivalent multi-fidelity combination,
but where the CF distribution is used for both the high- and low-fidelity data, i.e.,
with consistent field features. The high- and low-fidelity results are obtained from
the solutions of the W1 and W2 fidelity levels, and we use the suffixes CP and CF to
denote which field is being used for a given set of results. If the MA-ROM method can
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properly fuse multi-fidelity fields with inconsistent features, then the field prediction
error of models trained with either the W1-CF + W2-CF and the W1-CF + W2-CP
fidelity combination should be similar. For the sake of thoroughness, we consider the
results of both the b = 2 and 5 design parametrizations. The field prediction error of
the trained models are computed in the same manner described in Section 5.2.1 with
the exception that the field of interest is the CF distribution and the corresponding
normalized error is Ê(CF ).
Results
The normalized prediction errors of the CF distribution over the CRM wing are dis-
played in Figures 5.22 and 5.23 for b = 2 and 5 respectively. These figures compare
the Ê(CF ) values of MA-ROMs augmented with either the W2-CF or the W2-CP ,
i.e., the low-fidelity CF and CP fields, as a function of n and τ . From Figure 5.22a,
we see that the proposed multi-fidelity method with the W1-CF + W2-CF fidelity
combination can effectively improve the prediction of the CF field for all the cases
considered. Compared to the prediction of the CP field, the current Ê(CF ) values are
overall higher than the Ê(CP ) values shown in Figure 5.8. Yet, the relative reduction
in error offered by MA-ROM is more or less the same for cases with an equivalent
model configuration. As for supplementing the CF field prediction with low-fidelity
CP solutions, the results of Figure 5.22b show that the MA-ROM method with the
W1-CF + W2-CP fidelity combination has reduced errors compared to an equivalent
single-fidelity ROM. Therefore, the multi-fidelity method can leverage the auxiliary
results to improve the model prediction despite the high- and low-fidelity fields repre-
senting different physical quantities and having disparate features. However, compar-
ing Figures 5.22a and 5.22b, we note that the multi-fidelity performance offered by
the W1-CF + W2-CP fidelity combination is weaker than for the W1-CF + W2-CF
combination. In other words, the MA-ROM method performs worse when the high-
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and low-fidelity results represent different quantities of interest, yet better than a
single-fidelity ROM.
Looking instead at Figure 5.23, we note that the higher number of design pa-
rameters causes the prediction error to be generally higher. As observed in Sec-
tion 5.2.4, the results also show that the MA-ROM method performs generally better
with the more granular parametrization of the CRM wing. Both the results using the
W1-CF + W2-CF and the W1-CF + W2-CF fidelity combinations display a stronger
decrease in Ê(CF ) compared to a single-fidelity ROM, and this effect increases with
larger τ . Nevertheless, comparing Figures 5.23a and 5.23b side-by-side show us that
the prediction error with the W1-CF + W2-CF fidelity combination is overall lower
than the W1-CF + W2-CP combination. This is consistent with the trends observed
in Figure 5.22 for cases with b = 2.
To provide a closer look on the above results, Table 5.23 present the numerical
values of the results from Figures 5.22 and 5.23 for cases with n = 100. From
that table, we observe that when compared to a single-fidelity model, the MA-ROM
errors with b = 2 are up to 14.9% and 9.85% lower using the W1-CF + W2-CF and
W1-CF + W2-CP fidelity combinations respectively. Considering instead the b = 5
parametrization, the error reduction becomes 38.1% and 25.9% for the same fidelity
combinations. Therefore, augmenting the prediction of the CF field using low-fidelity
CP solutions can still provide a viable improvement to the model accuracy. At the
very least, this experiment shows that the applicability of the proposed method is not
restricted to the multi-fidelity combination of fields having consistent features. The
results suggest that the high- and low-fidelity datasets should have a similar set of
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Figure 5.22: Field prediction errors of MA-ROMs generated with and without
inconsistent field features. Models are trained with the W1-CF + W2-CF and
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Figure 5.23: Field prediction errors of MA-ROMs generated with and without
inconsistent field features. Models are trained with the W1-CF + W2-CF and
W1-CF + W2-CP fidelity combinations for the CRM wing test case and with b = 5.
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Table 5.18: Tabulated Ê(CP ) of MA-ROMs trained with and without inconsistent
field features. Models are trained with the W1-CF + W2-CF and W1-CF + W2-CP
fidelity combinations for the CRM wing test case.
b Fidelity n τ m Ê(CP )
2 W1-CF 100 - - 15.53%
2 200 13.62%
2 W1-CF + W2-CF 100 4 400 13.39%
8 800 13.21%
2 200 14.22%
2 W1-CF + W2-CP 100 4 400 14.00%
8 800 14.22%
5 W1-CF 100 - - 36.58%
2 200 30.53%
5 W1-CF + W2-CF 100 4 400 26.92%
8 800 22.63%
2 200 31.87%




This section investigated the capability of the MA-ROM method to combine multi-
fidelity fields with disparate representations. We assessed the effect of inconsistent di-
mensionalities, topologies, and features, on the predictive performance of the method
beyond any differences in terms of model fidelity. Specifically, we performed ex-
periments combining multi-fidelity datasets where each type of field inconsistency is
introduced individually. The field prediction error of a MA-ROM with a given field
inconsistency was then compared to the results of an equivalent model trained on
data of the same fidelity levels, yet without the inconsistency of interest.
We tested the capability of the MA-ROM method to fuse fields with inconsistent
dimensionalities by considering two sets of multi-fidelity fields: one with the high-
and low-fidelity solutions having different grid sizes, and one with the high-fidelity
results interpolated onto the low-fidelity grid. We demonstrated in Experiment 3.1
that the proposed method can combine fields where the high- and low-fidelity results
have different discretizations, and this does not produce any adverse effect on the
performance of the MA-ROM method. This implies that if the high- and low-fidelity
simulations use different grids, their results can be combined as is, i.e., without the
need for additional pre-processing. Although, one can still decide to do so for reasons
other than the accuracy of the multi-fidelity method. As for differences in terms of
field topology, Experiment 3.2 used the MA-ROM method to augment the prediction
of the flow field CP around an airfoil with low-fidelity results at the airfoil surface
only. The obtained results suggest that the MA-ROM method can combine fields
with disparate topologies and, as long as their affinity is sufficiently high, this will
not have a significant impact on the performance of the method. Therefore, the
proposed method is a viable option to combine the solution of simulations applied
to different geometries or computational domain. Finally, regarding inconsistencies
in terms of field features, we considered in Experiment 3.3 a scenario where the CP
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distribution over the CRM wing is used as an auxiliary dataset for the prediction of
the CF field. Despite the high- and low-fidelity results representing different physical
quantities and having distinct features, the MA-ROM method was still able to fuse
both datasets and provide a superior accuracy than an equivalent single-fidelity ROM.
However, when compared to models trained with CF field results for both the high-
and low-fidelity data, the data show that using multi-fidelity fields with inconsistent
features incurs a penalty on the overall performance of the proposed method.
In short, the outcome of the above experiments establishes that the MA-ROM
method can effectively fuse multi-fidelity fields without any restrictions on their di-
mensionality, topology, or set of features. This flexibility enables the use of the
MA-ROM method for a wide spectrum of multi-fidelity applications. For the most
part, this supports our Hypothesis 2 stating that field inconsistencies will not handi-
cap the performance of the proposed method as long as the high- and low-fidelity data
are adequately related. One exception is the multi-fidelity combination of fields with
inconsistent features. While the proposed method can still leverage the information
of fields with different POD modes, it performs better when the training data has
consistent field features.
5.4 Experiment 4: Comparison with Existing Multi-fidelity Methods
We have identified in Section 2.5 a handful of existing multi-fidelity reduced-order
modeling method capable of combining fields of various fidelity into an improved
model. Unlike the MA-ROM method developed in this work, most of the current
methods cannot readily fuse multi-fidelity fields with disparate representations. As
such, the subsequent section outlines experiments that compare the performance of
the proposed method to other multi-fidelity methods available in the literature. Since
the existing multi-fidelity models are naturally divided into fusion- and adaptation-
based methods, separate comparisons are made for these two categories. The outcome
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of this experiment is meant to highlight the pros and cons of MA-ROM in the context
of the current state of the art. This is directly related to the Research Question 3
and the associated Hypothesis 3.
For the sake of convenience, the existing multi-fidelity reduced-order modeling
methods presented previously in Section 2.5 are summarized here. For the fusion-
based methods, these are:
• Common POD [111]: The high- and low-fidelity results are joined into a single
large dataset on which the POD is performed, and the obtained basis is used
to project all the fields onto a common latent space. A multi-fidelity regression
model is then used to combine the high- and low-fidelity latent variables.
• Extended POD [12]: The POD basis of the low-fidelity results is projected
onto the null space of the POD basis of the high-fidelity results to extend the
latter. The extended basis is then used to compute the high- and low-fidelity
results that are both used to train a multi-fidelity regression model.
As for the adaptation-based methods, these are the following:
• Additive Correction [105]: The differences between the high- and low-fidelity
results are computed, and a correction ROM is trained from the resulting dis-
crepancy fields. High-fidelity predictions are then made by applying the ROM
correction over the corresponding solutions generated by the low-fidelity model
or a surrogate of it.
• GPOD Reconstruction [157]: The d-dimensional high-fidelity fields and the
q-dimensional low-fidelity solutions are stacked such that they form a set of
vectors with d+ q dimensions. Using the GPOD method, a high-fidelity result
is then approximately reconstructed using a corresponding low-fidelity solution,
essentially treating the high-fidelity field as missing values.
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In Section 2.5, we also presented the latent variable mapping method of Wang et
al. [171]. This method consists of using the POD coefficients of the low-fidelity data
as input parameters for the regression model of the high-fidelity latent coordinates.
However, the CFD solutions in this work can require upward of 50 POD modes to
capture properly the main features of the fields. Considering that the accuracy of
a surrogate model quickly deteriorates with the dimensionality of the input space,
the method proposed by Wang et al. is unlikely to perform well with that many
low-fidelity coefficients. In fact, the authors only considered ten or less low-fidelity
POD modes in their work. For the above reason, the following experiments ignore
the latent variable mapping method.
5.4.1 Problem Setup
To compare the accuracy of all the multi-fidelity ROM methods, we once again use
the RAE 2822 airfoil test case. More specifically, we focus on the airfoil problem
parametrized with b = 3 design parameters. Similar to previous experiments, we
select the transonic airfoil test case due to the availability of challenging physics and
its relevance to aerodynamic design. As in Section 5.1, the field quantity predicted
by the ROMs is the CP distribution within the flow domain surrounding the airfoil.
For the high-fidelity results, we use the A1 fidelity level, and the low-fidelity data
is provided by either the A2 or A3 fidelity levels. Since the multi-fidelity fields of
the RAE 2822 test case all have different discretizations, the high-fidelity results are
interpolated onto the low-fidelity grids during a pre-processing step. In other words,
for the cases with the A1 + A2 fidelity combination, all the results are mapped onto
the coarse RANS grid described in Table 4.4 (10,530 nodes). The same goes for the
A1 + A3 fidelity combination except that the inviscid grid (8,910 nodes) of Table 4.4
is used instead. As with the experiment of Section 5.3.1, the interpolated fields are
processed using the Paraview visualization software.
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Following a methodology similar to Section 5.1.1, the accuracy of the various
multi-fidelity ROMs is quantified using the Ê(CP ) metric, i.e., the normalized predic-
tion error of the CP field. The multi-fidelity models are trained with n high-fidelity
results and m = τ ×n, where n is ranging between 10 and 300 samples and the multi-
fidelity ratio is fixed to τ = 4. We also assume a RIC of 99.9999% when computing
the POD basis of the various ROM methods. A total of 2,500 cases are available for
each fidelity level, and the solutions not considered for the training are used to com-
pute Ê(CP ) instead. As in all the previous experiments, at least 100 distinct models
are trained for every n value and ROM method, each using a different random subset
of the CFD database. The presented error is then an average of all the trained models
such that the results are not biased toward a specific training and verification set.
The prediction errors of a conventional single-fidelity ROM are also computed for
reference purposes.
To ensure a fair comparison between the MA-ROM and the other multi-fidelity
ROM methods, similar regression models are used for each method that requires
one. Single- and multi-fidelity regressions are performed using Kriging and CoKriging
models trained using the maximum likelihood criterion as described in Section 3.3.
We also note that for the adaptation-based multi-fidelity ROM method, predictions
of the high-fidelity results require corresponding low-fidelity solutions. Since the on-
line evaluation of the low-fidelity model can incur a prohibitive computational cost
in a many-query context, one can alternatively use the predictions of a ROM trained
using the low-fidelity results only. In that case, the low-fidelity ROM is a conventional
single-fidelity model trained with m samples and replacing entirely the low-fidelity
simulation. This allows the multi-fidelity ROM to be evaluated quickly, but the
resulting model must contend with the added inaccuracies of the low-fidelity ROM.
For thoroughness, this experiment considers both scenarios for the adaptation-based
methods, i.e., using the actual low-fidelity solutions or the predictions of a low-fidelity
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ROM.
5.4.2 Comparison With Fusion-Based Methods
The prediction errors of the proposed MA-ROM method and the existing fusion-
based multi-fidelity ROM are presented in Figures 5.24 and 5.25 for the A1 + A2
and the A1 + A3 fidelity combinations respectively. Both of these figures contain
results based on the RAE 2822 test case with τ = 4 and b = 3. Looking first at
Figure 5.24, we observe that the Ê(CP ) values with respect to n for the Common
and Extended POD methods follow a trend similar to the MA-ROM method. The
prediction errors for the Common POD method are lower than for the MA-ROM
method with few training samples, and the reverse is seen at larger n values. As for
the Extended POD method, its results closely follow the other two methods, yet its
prediction error is overall higher. Nevertheless, all the multi-fidelity ROM methods
of Figure 5.24 display a substantial reduction in Ê(CP ) compared to a single-fidelity
ROM trained with the same number of high-fidelity samples. This shows that for
the current test case and fidelity combination, i.e., RANS CFD simulations using a
baseline and coarse grids, the multi-fidelity performance of the MA-ROM method is
comparable to the other fusion-based methods. As discussed in Section 4.1.3, this
outcome is expected since the formulation of the MA-ROM method owes much to the
works of Mifsud et al. [110] and Benamara et al. [12].
Focusing instead on Figure 5.25 for the A1 + A3 fidelity combination, we note
that the Ê(CP ) results for the Common and Extended POD methods are not signif-
icantly lower than those for a conventional single-fidelity ROM. In comparison, the
prediction errors for the MA-ROM method is still noticeably better than the errors
of a single-fidelity model, although not as low as in Figure 5.24. Therefore, the MA-
ROM is clearly superior to the other two fusion-based multi-fidelity ROM methods in
the current scenario. The lackluster performance of the Common and Extended POD
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Figure 5.24: Field prediction error of the MA-ROM method compared to existing
fusion-based multi-fidelity ROM methods. Results correspond to the RAE test case
with the A1 + A2 fidelity combinations, τ = 4, and b = 3.















Figure 5.25: Field prediction error of the MA-ROM method compared to existing
fusion-based multi-fidelity ROM methods. Results correspond to the RAE test case
with the A1 + A3 fidelity combinations, τ = 4, and b = 3..
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methods is explained by the fact that a single POD basis is used to project both the
high- and low-fidelity data. This assumes that the computed latent space is repre-
sentative of both fidelity levels at once. With the A1 + A2 fidelity combination, this
assumption is reasonable since both the high- and low-fidelity models are RANS CFD
simulations, and differences in flow features should be reasonably small. Considering
instead the A1 + A3 fidelity combination, the high- and low-fidelity solutions use dif-
ferent physics models, i.e., RANS and inviscid CFD, such that the principal features
of both datasets are less likely to be overlapping. By then forcing the same projec-
tion basis on both datasets, the correspondence between the high- and low-fidelity
latent variables ends up being suboptimal for the multi-fidelity regression model. The
MA-ROM method avoids that issue by optimally aligning the high- and low-fidelity
latent variables with a Procrustes analysis before training the regression model. The
results of Figure 5.25 establish that the existing fusion-based methods struggle more
with challenging fidelity combinations than the proposed MA-ROM method.
To provide additional insights regarding the differences between the MA-ROM,
Common POD, and Extended POD methods, Table 5.19 presents a breakdown of the
prediction errors of Figures 5.24 and 5.25. Namely, these errors are expressed in terms
of their reconstruction and regression components, i.e., Êrc(CP ) and Êrg(CP ) respec-
tively. The results of this table show that for both the A1 + A2 and the A1 + A3
fidelity combinations, the Common and Extended POD methods have lower recon-
struction errors than the proposed method globally. Unlike the MA-ROM method,
the existing fusion-based methods compute the POD modes using both the high- and
low-fidelity data. This results in a more accurate projection basis and lower Êrc(CP )
values. As for the regression errors, the Êrg(CP ) results are lower for the MA-ROM
method, which directly highlights the benefit of the manifold alignment. Since the
reconstruction and regression errors have a similar order of magnitude with sparse
training samples, the lower Êrc(CP ) of the Common POD method explains why it
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Table 5.19: Tabulated Ê(CP ) of MA-ROMs trained with and without inconsistent
dimensionalities. Models are trained with the A1 + A2 and A1-I + A2 fidelity
combinations for the RAE 2822 test case.
Fidelity Method τ n Ê(CP ) Êrc(CP ) Êrg(CP )
10 20.3% 16.0% 12.4%
A1 + A2 MA-ROM 4 100 6.23% 0.90% 6.16%
300 3.75% 0.24% 3.74%
10 17.5% 2.94% 17.2%
A1 + A2 Common POD 4 100 6.70% 0.47% 6.68%
300 4.43% 0.26% 4.42%
10 20.8% 2.88% 20.62%
A1 + A2 Extended POD 4 100 6.83% 0.38% 6.82%
300 4.42% 0.17% 4.41%
10 28.7% 18.2% 22.2%
A1 + A3 MA-ROM 4 100 10.0% 1.01% 9.94%
300 6.30% 0.26% 6.29%
10 37.2% 5.18% 36.8%
A1 + A3 Common POD 4 100 11.7% 0.66% 11.7%
300 7.37% 0.31% 7.36%
10 37.2% 5.17% 36.9%
A1 + A3 Extended POD 4 100 12.0% 0.56% 12.0%
300 7.53% 0.21% 7.53%
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is superior to the MA-ROM method for smaller n. However, the reconstruction er-
ror rapidly becomes small with larger n values, while the regression error remains
substantial. Because of this, the MA-ROM method offers lower prediction errors
when we provide more training samples. The consequence of using separate POD
bases for the high- and low-fidelity datasets in the MA-ROM method is a slightly
higher Êrc(CP ) when compared to existing fusion-based methods. This drawback is
easily compensated by a reduced Êrg(CP ) and the capability of combining fields with
inconsistent representations.
5.4.3 Comparison With Adaptation-Based Methods
We show in Figure 5.26 the field prediction errors of the MA-ROM method compared
to those of existing adaptation-based methods combining RANS CFD solutions com-
puted with a baseline and coarse grid, i.e., the A1 + A2 fidelity combination. For the
Additive Correction and the GPOD Reconstruction methods, the solid lines repre-
sent cases where the adaptation-based methods are applied to the exact low-fidelity
solutions. The dashed lines of the same colors are instead results where the high-
fidelity predictions are based on low-fidelity solutions approximated by a ROM of the
low-fidelity training data, which we denote as LF-ROM. The results of Figure 5.26
reveal that the standard Additive Correction method (i.e., without the LF-ROM)
performs better than the proposed MA-ROM method for n <= 100. For cases where
this method is combined with a low-fidelity ROM to circumvent the costly evaluation
of the low-fidelity simulation (i.e., with the LF-ROM), the Ê(CP ) values are instead
higher than those of the MA-ROM method for n >= 30. Since a separate ROM
provides the low-fidelity solutions, the prediction errors are compounded with the
errors of the Additive Correction itself, thus degrading the overall performance of the
method. We should note that the many-query context requires fast evaluations and
would likely necessitate the use of a low-fidelity ROM for adaptation-based methods.
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In which case, the MA-ROM method would be a better candidate than the Additive
Correction method for the current multi-fidelity problem.
As for the GPOD Reconstruction, Figure 5.26 shows that for small n values, this
multi-fidelity method offers better predictions compared to a single-fidelity ROM.
However, this improvement disappears with larger training datasets. Reconstructing
the high-fidelity results from the LF-ROM predictions rather than the exact low-
fidelity solutions results in lower Ê(CP ), yet the GPOD Reconstruction method is
still inferior to the other multi-fidelity methods. We should mention that the GPOD
method is meant to reconstruct datasets with randomly missing entries [41]. In the
context of a multi-fidelity ROM, the high- and low-fidelity fields are assumed to be
two parts of the same solution where the high-fidelity entries are always assumed to
be missing, which is not random. Therefore, the formulation of the GPOD Recon-
struction method is not ideal for multi-fidelity applications.
In a similar way to Figure 5.26, the results of Figure 5.27 compares the perfor-
mance of the MA-ROM and existing adaptation-based methods, yet is applied to the
A1 + A3 fidelity combination instead of the A1 + A2 combination. As mentioned
in Section 5.4.2, this is a more challenging multi-fidelity problem since the high-
and low-fidelity simulations are based on different governing equations, i.e., RANS
and Euler equations. Consequently, the flow features between corresponding cases
of the different fidelity levels are not necessarily aligned and hinder the accuracy of
the multi-fidelity methods. The results of Figure 5.27 show that for the current fi-
delity combination, the field prediction errors of both the Additive Correction and the
GPOD Reconstruction are actually worse than those of a conventional single-fidelity
ROM trained with the same number of high-fidelity samples. In other words, the
addition of low-fidelity data to the adaptation-based methods degrades their accu-
racy rather than improving it for the A1 + A3 fidelity combination. Recall that in
similar circumstances, the fusion-based multi-fidelity methods also performed poorly
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Figure 5.26: Field prediction error of the MA-ROM method compared to exist-
ing adaptation-based methods applied to ROM predictions of the low-fidelity results
(LF-ROM). Results correspond to the RAE test case with the A1 + A2 fidelity com-
binations, τ = 4, and b = 3.




















Figure 5.27: Field prediction error of the MA-ROM method compared to exist-
ing adaptation-based methods applied to ROM predictions of the low-fidelity results
(LF-ROM). Results correspond to the RAE test case with the A1 + A3 fidelity com-
binations, τ = 4, and b = 3.
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as shown in Figure 5.25, yet their Ê(CP ) values were still slightly lower than those of
a single-fidelity method. Interestingly, the Ê(CP ) for the adaptation-based methods
applied to the exact low-fidelity fields is higher than for methods using the prediction
of a low-fidelity ROM. Although, in both cases the errors are still noticeably higher
than for a single-fidelity approach. It is also worth noting that while the adaptation-
based methods have disappointing performance in the current scenario, the proposed
MA-ROM method still offers an appreciable reduction in Ê(CP ) compared to a con-
ventional ROM.
5.4.4 Summary
The purpose of this experiment was to compare the prediction accuracy of the devel-
oped MA-ROM method to those of existing multi-fidelity ROM methods previously
identified in Section 2.5. As stated in Hypothesis 3, the formulation of the MA-ROM
method can be categorized as a fusion-based method, and its performance is expected
to be similar to the Common POD and the Extended POD methods in scenarios com-
bining fields with consistent representations. This was corroborated in Section 5.4.2
where the fusion-based methods were used to combined results of RANS CFD sim-
ulations using different grid sizes. While the Common POD methods had slightly
lower prediction errors with small training datasets, the MA-ROM was superior with
additional training data. However, when combining RANS and inviscid results, the
existing fusion-based methods generally performed poorly, and their accuracy was
on par with that of a single-fidelity approach. This is because the RANS and invis-
cid flow fields have slightly different features, and the Common and Extended POD
methods have no mechanism to address this inconsistency. The MA-ROM method
resolves this inconsistency with the manifold alignment and was still able to produce
more accurate results than a single-fidelity ROM.
As for adaptation-based methods, the results of Section 5.4.3 showed that only the
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Additive Correction method was able to produce better results than the MA-ROM
method. However, the developed method was only outperformed by the Additive Cor-
rection method applied to exact low-fidelity solutions and with the A1 + A2 fidelity
combination. In other cases using the low-fidelity ROM predictions or the A1 + A3
fidelity combinations, the MA-ROM method was overall superior to the existing
adaptation-based methods. Additionally, comparing the results of Sections 5.4.2
and 5.4.3, we note that the fusion-based methods generally have better predictions
than adaptation-based methods as it is the cases with multi-fidelity data-fit models
(see Section 2.3).
All in all, this experiment has demonstrated that the MA-ROM method developed
in this work is a viable solution for multi-fidelity problems even in the absence of field
inconsistencies. Even though the MA-ROM method was outperformed by some of
the alternative multi-fidelity ROMs in a handful of the considered cases, its accuracy
was generally as good or better than existing methods.
5.5 Supplementary Observations
This last section presents additional observations regarding the MA-ROM method
obtained from the results of the previous experiments. While these observations
do not directly answer the research questions outlined in Chapter 4, they remain
insightful and are provided here for completeness.
5.5.1 Benefits of the Manifold Alignment
In Section 3.2.1, we explained that in a non-intrusive ROM, the components of a
predicted latent variable z̃ ∈ Rk are obtained using a set of k regression models
g̃(p) = [̃g1(p), . . . , g̃k(p)]. With the MA-ROM method, g̃(p) is instead comprised of
multi-fidelity regression models trained with the high-fidelity latent variables Zhi ∈
Rk×n and the aligned low-fidelity latent variables Zlo ∈ Rk×m. Since each component
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of z̃ ∈ Rk is predicted separately, Zhi and Zlo are fused component-wise (i.e., row-
wise) by the multi-fidelity regression models. The purpose of the Procrustes manifold
alignment is thus to correctly match the components of the high- and low-fidelity
latent variables. In other words, the alignment ensures that the i-th component of
Zlo is best correlated to the i-th component of Zhi. As a result, each multi-fidelity
regression model within g̃(p) can fully leverage the additional information available
within the low-fidelity data.
To demonstrate the role of the Procrustes manifold alignment in the MA-ROM
method, we show in Figures 5.28 and 5.29 the consequences of omitting the alignment
step during the training of multi-fidelity models. These figures reuse the results of
Section 5.1.2 related to Experiment 1 with the RAE 2822 airfoil test case. Figure 5.28
shows Ê(CP ) as a function of n for the A1 and A2 fidelity combination, while Fig-
ure 5.29 presents the errors for the A1 and A3 combination. The left side of these
figures shows the original MA-ROM results, and the right side gives the prediction
errors for multi-fidelity ROMs without the manifold alignment. The latter models are
trained with an approach similar to MA-ROM except that the multi-fidelity regression
models g̃(p) are using W instead Zlo as the low-fidelity dataset, where W contains
the low-fidelity latent variables prior to the manifold alignment (see Section 3.2.2).
From the results of Figures 5.28 and 5.29, we note that multi-fidelity ROMs trained
with the manifold alignment are clearly superior to models trained without it. For
instance, with the A1 + A2 fidelity combination, n = 100, and τ = 4, the prediction
error of a MA-ROM as shown in Figure 5.28a is roughly half the error of a single-
fidelity ROM. In comparison, the error in Figure 5.28b for an equivalent multi-fidelity
ROM without the manifold alignment is barely lower than the single-fidelity result.
With the A1 and A3 fidelity combination instead, the results of Figure 5.29b sug-
gest that without the manifold alignment, the accuracies of single- and multi-fidelity
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Figure 5.28: Field prediction errors of multi-fidelity ROMs generated with (a) and
without (b) manifold alignment. Models are trained with the A1 + A2 fidelity com-













a) With Manifold Alignment
10 100 1000
n





Figure 5.29: Field prediction errors of multi-fidelity ROMs generated with (a) and
without (b) manifold alignment. Models are trained with the A1 + A3 fidelity com-
binations for the RAE 2822 test case and with b = 3.
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supporting the inclusion of the Procrustes manifold alignment within the developed
method. Without the alignment step, even though the Zhi and W datasets are re-
lated, their individual components (i.e., rows) are not necessarily correlated. In turn,
the effectiveness of g̃(p) is reduced and new latent variables cannot be predicted with
greater accuracy.
5.5.2 Low-Fidelity vs. Multi-Fidelity ROMs
An important assumption used throughout this thesis is that the accuracy of the
low-fidelity simulation is inadequate for a given design task. Indeed, we focused on
the prediction of the high-fidelity field, and we proposed the MA-ROM method to
achieve this at a lower computational cost. However, if limited computing resources
are available or if the accuracy of the field prediction is not critical, an argument
could be made for simply predicting the low-fidelity field instead of the high-fidelity
one.
For instance, let us consider the simulation error as the difference between the
high- and low-fidelity fields. Following the error definitions of Section 4.3, this error






where xj ∈ Rd and yj ∈ Rd are fields produced by the high- and low-fidelity simulation
respectively. Note that Esim(y) can only be calculated if the high- and low-fidelity
fields share the same representation. Also, the value of Esim(y) solely depends on
the fidelity difference between the considered simulations. Assuming that the high-
and low-fidelity fields are consistent, one could potentially use a ROM trained with
low-fidelity samples only to approximate the high-fidelity simulation. In which case,
the error of this low-fidelity ROM would combine the simulation error of Eq. (5.1)
and the prediction error of the surrogate model. Since the low-fidelity simulation
should be relatively cheap to evaluate, one can reasonably train a ROM with a small
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prediction error at a relatively low cost. If Esim(y) is also sufficiently small, then
using a ROM of the low-fidelity data could be a computationally cheaper substitute
for the high-fidelity simulation.
To demonstrate how a ROM of the low-fidelity data could be a viable option,
Figure 5.30 shows the prediction errors for ROMs trained with A1 data, ROMs trained
with A2 data, and MA-ROMs trained with the A1 + A2 fidelity combination. These
results use the RAE 2822 test case with the b = 3 parametrization as presented
previously in Section 5.1.2. For the ROMs trained with A2 data, the error values
represent the discrepancy between the actual high-fidelity and the predicted low-
fidelity CP fields. Since the A1 and A2 fidelity levels use different grid sizes, the
A2 ROM predictions are mapped to the high-fidelity grid to compute the error. From
Figure 5.30, we see that for small n, the A2 ROM error is dominated by the surrogate
error, and its Ê(CP ) value is similar to the A1 ROM results. With additional training
data, the A2 ROM error asymptotically converges to roughly 16%, which corresponds
to the simulation error of the A2 fidelity level. This demonstrates that approximating
the high-fidelity solutions with low-fidelity predictions will produce an error bounded
from below by the simulation error. However, if we take the computational cost
into account, the right side of Figure 5.30 shows that for a very small computational
budget, a ROM using A2 data provides a lower overall error than either a ROM
using A1 data or a multi-fidelity ROM combining both fidelity levels. At this lower
limit, the accuracy of the A2 ROM is still low but could be sufficient for some design
scenarios.
We can also extend this demonstration to a different fidelity combination and the
results of Figure 5.31 shows the prediction error for ROMs trained with A1 data,
ROMs trained with A3 data, and MA-ROMs trained with the A1 + A3 fidelity
combination. These results are obtained similarly to Figure 5.30 except that the


















A1 + A2 (τ = 4)
Figure 5.30: Normalized errors for single- and multi-fidelity ROMs trained with the
A1, A2, or A1 + A2 fidelity levels. Models are trained using the RAE 2822 test case
with b = 3, and all errors are with respect to the A1 fidelity level.
trained with only A3 data are constant at roughly 90%, which corresponds to the
simulation error between the A1 and A3 fidelity levels. This suggests that for this
fidelity combination, the low-fidelity fields are not an adequate replacement for the
high-fidelity solutions regardless of its lower computational cost. However, the A3
data can still be combined with the A1 data using a multi-fidelity ROM and produce
a more accurate model than a single-fidelity ROM trained with A1 data only.
In summary, the results of Figures 5.30 and 5.31 illustrates that one should not
necessarily assume that the low-fidelity results are inadequate. While training an
accurate ROM with either a single- or multi-fidelity method will require high-fidelity
data, this accuracy might not be needed for every design task. Alternatively, the
limited availability of computational resources could be such that producing enough
high-fidelity data is impractical, even with a multi-fidelity approach. Ultimately, the
adequate surrogate modeling option will depend on what trade-off between accuracy
and training cost is admissible for a given task. We argue that in many design
problems, the MA-ROM method is likely the better solution, but we also acknowledge





















A1 + A3 (τ = 4)
Figure 5.31: Normalized errors for single- and multi-fidelity ROMs trained with the
A1, A3, or A1 + A3 fidelity levels. Models are trained using the RAE 2822 test case
with b = 3, and all errors are with respect to the A1 fidelity level.
to point out that the current demonstration assumes that the high- and low-fidelity
fields have a consistent representation. Using only the low-fidelity results could be
infeasible simply because the fields might not have the correct representation, in which
case the MA-ROM method should be considered.
5.5.3 Error Distribution within Design Space
The prediction errors presented in the previous experiments of this chapter represent
the overall accuracy of a single- or multi-fidelity ROM across the design space. Con-
sidering for instance the CP field, the error e(CP ) of each test samples is combined
into the normalized RMS error Ê(CP ) as defined in Section 4.3.1. While a global error
metric is a helpful indicator of a ROM performance, individual test samples can have
a higher and lower prediction error depending on their design parameters values. As
such, the following section demonstrates what factors can affect the prediction error
distribution within the design space.
To illustrate the error variation across the design space, Figure 5.32 shows the
distribution of the sample error e(CP ) for a single-fidelity ROM of the CRM wing
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as defined in Section 5.2.2. This ROM is trained using n = 50 samples from the
W1 fidelity datasets and considers b = 2 design parameters, which corresponds to
the wing root and tip twists. We choose this scenario specifically for its low input
space dimensionality, which facilitates the visualization. To complement the results of
Figure 5.32, Figure 5.33 presents the e(CP ) distribution for a MA-ROM trained with
the same high-fidelity samples, and enhanced with m = 200 additional low-fidelity
samples from the W2 fidelity dataset.
From Figure 5.32, we observe that the sample error is highest in the upper right
region of the design space, which corresponds to the maximum root and tip twist
values. Twisting the wing root or tip upward raises the local angle of attack, and in
turn, increases the sectional lift of the wing. In transonic flow conditions, a higher lift
is typically associated with the presence of stronger shocks. As mentioned previously,
POD-based ROMs tend to struggle in situations involving strong discontinuities [92],
which would explain the increased error at larger twist values. This demonstrates that
the accuracy of a ROM is likely to be lower in regions of the design space having more
challenging physics. The results of Figure 5.32 also shows that the error is lower in the
vicinity of the training samples. This implies that the predictions are less accurate in
large unexplored regions of the design space. This behavior can be attributed to the
regression models within the ROM, which are Kriging models in this work. As defined
in Section 3.3.1, the Kriging predictor depends on the spatial correlation between
existing observations. Since this correlation is based on the distance between points
in the design space, the prediction uncertainty is higher when the point of interest is
far from existing observations, which explain the results of Figure 5.32. Additionally,
the results of Figure 5.33 show that enhancing the high-fidelity data with low-fidelity
samples produces a similar trend in the error distribution. The prediction error for
a MA-ROM is indeed highest at the maximum twist values and away from existing
high-fidelity samples. However, compared to Figure 5.32, the error is overall lower for
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Figure 5.32: Prediction error distribution within the design space for a single-fidelity
ROM of the W1 fidelity level. The results correspond to the CRM wing test case with
the b = 2 parametrization.






























Figure 5.33: Prediction error distribution within the design space for a MA-ROM
combining the A1 and A2 fidelity levels with τ = 4. The results correspond to the
CRM wing test case with the b = 2 parametrization.
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the multi-fidelity than for the single-fidelity ROM. This indicates that the benefits
of a multi-fidelity approach are more or less uniform across the design space as we
previously discussed in Section 1.4.3.
To summarize, this demonstration has established that the accuracy of a surrogate
is not constant within the design space. With the current single- and multi-fidelity
ROM methods, one can expect higher prediction errors in the presence of challenging
physics and in under-sampled regions of the design space. However, despite the





This dissertation has explored the use of ROMs as a replacement of high-fidelity sim-
ulations for preliminary aircraft design and the many-query context. Although these
models can predict high-dimensional fields results with relative ease, their accuracy
is conditional on the amount of data used for their construction. Gathering such
datasets of high-fidelity solutions can incur a prohibitive cost, and we address this
limitation by seeking a multi-fidelity variant of reduced-order modeling. Moreover,
field results of different fidelity can have disparate representations, which we identi-
fied as a major obstacle to the construction of multi-fidelity ROMs. We proposed a
novel multi-fidelity ROM method based on the Procrustes manifold alignment that is
capable of merging fields with inconsistent dimensionalities, topologies, and features.
An experimental approach with practical problems was then used to assess the per-
formance and limitations of the proposed method. The following chapter discusses
the main findings of this work and presents some avenues for future research.
6.1 Summary of Research Questions and Findings
The research formulation presented in Chapter 4 was the foundation of the experi-
mental approach taken in Chapter 5. This research focused on three main areas, i.e.,
the multi-fidelity performance of the MA-ROM method, the effects of field incon-
sistencies on the multi-fidelity predictions, and a comparison between the proposed
method and existing alternatives. The subsequent sections review the formulated
research questions and hypotheses considering the experimental results.
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6.1.1 Multi-Fidelity Performance
For the MA-ROM method to be a successful multi-fidelity solution, it must be able
to provide some benefits, in terms of accuracy and cost, when compared to a single-
fidelity approach. As such, we formulated the first research question of this work as
follows:
Research Question 1
Compared to an equivalent single-fidelity ROM, can the proposed multi-fidelity
method improve the overall performance of the model, in terms of accuracy and
training cost, by augmenting high-fidelity data with low-fidelity results?
From the literature on multi-fidelity surrogate modeling, it was determined that
the performance of a multi-fidelity method would depend on the fidelity gap between
the high- and low-fidelity results. Since low-fidelity fields augment the high-fidelity
results, the proportion of training samples coming from each dataset would also affect
the performance of the method. This led to the following hypothesis:
Hypothesis 1.1
Similarly to multi-fidelity data-fit models, the performance of a MA-ROM, in
terms of accuracy and training costs, should be superior to an equivalent single-
fidelity model. Furthermore, the performance improvement between a multi-
and single-fidelity model, if any, should depend on the ratio of high- and low-
fidelity results, and the fidelity difference between both sources of data.
The above hypothesis was verified with Experiments 1 and 2 (see Sections 5.1
and 5.2) that applied the MA-ROM method on test cases using the RAE 2822 airfoil
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and the CRM wing. These experiments tested multiple model configuration using
different fidelity combinations, training data sizes, and ratios between high- and low-
fidelity results. The outcomes showed that the developed method could reduce the
training cost by up to 78% when compared to a single-fidelity ROM with the same
prediction error. Similarly, the field prediction error given by the MA-ROM method
could be up to 42% lower than a conventional ROM training with the same compu-
tational budget. The potential improvement of the proposed method was also found
to depend on the fidelity combination being used. We observed that the MA-ROM
performed best when using high- and low-fidelity solutions obtained from similar sim-
ulations, yet with different discretizations. When combining fields issued from differ-
ent governing equations, such as the RANS and Euler equations, the performance of
the MA-ROM method was still superior to a single-fidelity ROM, but by a smaller
margin. At worst, if the high- and low-fidelity data are fundamentally different, the
results show that the MA-ROM will perform similarly to a single-fidelity ROM. It was
also observed from Experiments 1 and 2 that for a set of high-fidelity samples, the
proposed method would become more accurate with additional low-fidelity results,
but only up to a limit. In many cases, no appreciable benefits were observed from
using a ratio of low- to high-fidelity samples of four or more, especially when consid-
ering the compounded cost of generating the data. Therefore, one cannot solely rely
on the low-fidelity simulation to generate an accurate model.
Additionally, we identified that the high training cost of ROMs is mostly problem-
atic for design problems involving many design parameters. A multi-fidelity approach
was proposed specifically because it does not directly depend on the input dimension-
ality. This observation produced the following hypothesis:
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Hypothesis 1.2
Similarly to multi-fidelity data-fit models, the relative benefits of a MA-ROM
compared to an equivalent single-fidelity ROM, in terms of cost and accuracy,
should be preserved in situations with many design parameters.
As part of Experiments 1 and 2, the MA-ROM method was also applied to design
problems with parametrizations of different sizes. For cases involving the RAE 2822
airfoil, the absolute prediction error of both single- and multi-fidelity ROMs was
shown to degrade with additional design parameters. Nevertheless, the relative dif-
ference between the prediction errors of the MA-ROM and an equivalent single-fidelity
method was roughly the same for all the parametrization sizes. With the CRM wing
test case, an improvement in the relative performance of the MA-ROM method was
observed with additional design parameters instead. This behavior was attributed
to the smaller proportion of regression error associated with the lower-dimensional
parametrization.
Overall, the results of both Experiments 1 and 2 confirms our Hypotheses 1.1
and 1.2. This establishes that the developed method can indeed be used to improve
the prediction of models by augmenting high-fidelity data with low-fidelity results.
6.1.2 Effect of Field Inconsistencies
The development of the MA-ROM method was predominantly motivated by the issue
of field inconsistencies between solutions of different fidelity levels. As such, it is
necessary to verify that the proposed method is capable of fusing fields with disparate




Is the multi-fidelity performance of the proposed MA-ROM method affected by
inconsistencies between the high- and low-fidelity field representations in terms
of dimensionality, topology, and feature?
The formulation of the MA-ROM method is such that the high- and low-fidelity
data are individually projected in distinct subspaces. Once embedded in their re-
spective latent spaces, their coordinates are aligned with the Procrustes analysis.
The MA-ROM method fuses the latent representation of the high- and low-fidelity
data, which bypasses any inconsistencies in their original representation. From this
reasoning, the following hypothesis was formulated:
Hypothesis 2
Aside from differences in terms of fidelity levels, inconsistencies between the
field representations of the high- and low-fidelity results should not directly
affect the performance of the MA-ROM method since the multi-fidelity datasets
are fused after being projected onto a shared latent space.
As defined in Section 5.3, Experiment 3 verifies Hypothesis 3 by comparing side-
by-side multi-fidelity cases with and without consistent field representations among
the high- and low-fidelity data. These multi-fidelity problems would also use equiv-
alent fidelity combinations to isolate the effect of field inconsistencies on the perfor-
mance of MA-ROM. Since the inconsistencies between fields can either be in terms
of dimensionality, topology, or features, Experiment 3 was subdivided into three
sub-experiments, each testing a specific type of inconsistency. The results of Ex-
periment 3.1 demonstrated that fields using disparate discretizations, i.e., having
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different dimensionality, can be combined with the MA-ROM method without ad-
verse effect. Unlike other multi-fidelity ROM methods, the developed method can
be applied without mapping all the results onto a common grid beforehand. Simi-
larly, the results of Experiment 3.2 established that differences in topology did not
appreciably affect the performance of the MA-ROM method. In Experiment 3.3,
we used the proposed method to combine high- and low-fidelity results representing
different physical quantities, and as such, having different features. Specifically, the
high-fidelity CF distribution over the CRM wing was augmented by the low-fidelity
CP distribution. In this instance, the results showed that models fusing the CF and
CP fields had inferior performance when compared to equivalent models using the
CF fields for both the high- and low-fidelity data. Nonetheless, despite joining differ-
ent physical quantities, the prediction of the MA-ROM method was better than an
equivalent single-fidelity model.
In summary, the results of Experiment 3 partially confirm Hypothesis 2. While
combining fields with different features did have an impact on the MA-ROM method,
the loss in performance remained reasonably low, and the method could still provide
some benefits. At the very least, the results of Experiment 3 demonstrate that the
proposed method can successfully fuse multi-fidelity fields with disparate representa-
tions in practical applications.
6.1.3 Comparison with Existing Multi-Fidelity Methods
As described in Section 2.5, other researchers have previously developed for multi-
fidelity methods for reduced-order modeling. While most of these existing solutions
do not directly address the issue of field inconsistencies, they were shown to have
better performance than a single-fidelity model on practical problems. As such, it
is reasonable to compare the MA-ROM method of this work to these alternative
multi-fidelity methods, which motivated the following question:
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Research Question 3
In situations where high- and low-fidelity results have a consistent field rep-
resentation, is the performance of the MA-ROM method comparable to other
multi-fidelity ROM methods existing in the literature?
Since the MA-ROM combines both high- and low-fidelity results into a single
self-contained surrogate model, it can be qualified as a fusion-based method. For
that reason, the formulation of the developed method is comparable to other fusion-
based methods, e.g., the Common POD and the Extended POD methods of Mifsud
et al. [110, 111] and Benamara et al. [12, 14]. The main difference between the
MA-ROM method and existing fusion-based methods is the manifold alignment step
that should be superfluous in scenarios with no field inconsistency. This leads to the
following hypothesis:
Hypothesis 3
In problems involving high- and low-fidelity results with a consistent field repre-
sentation, the MA-ROM method should perform comparably to existing fusion-
based multi-fidelity ROM methods on the basis that their formulations are alike.
The above hypothesis is verified with Experiment 4 where the MA-ROM and
the existing multi-fidelity ROM methods were all applied to the same multi-fidelity
problems. To allow a fair comparison between the various methods, the high- and
low-fidelity results were interpolated onto a common grid to eliminate any differences
in field dimensionality as described in Section 5.4. When combining high- and low-
fidelity RANS solutions, the results of Experiment 4 showed that for a given model
configuration, the prediction errors of the MA-ROM method was indeed comparable
187
to those of existing fusion-based methods. More specifically, the Common POD and
Extended POD methods exhibited a lower reconstruction error while the MA-ROM
had a reduced regression error. However, when applied to high- and low-fidelity fields
with slightly different features, i.e., RANS and inviscid CFD solutions, the results
of Experiment 4 showed that the accuracies of existing fusion-based methods were
not significantly better than a single-fidelity approach. The MA-ROM method, on
the other hand, could still provide a substantial reduction in prediction errors in
similar circumstances. As for existing adaptation-based methods, we observed that
the MA-ROM and other fusion-based methods generally provide better performance.
All in all, the results of Experiment 4 confirm our Hypothesis 3 and establish the
MA-ROM as a competitive alternative to existing multi-fidelity ROM methods, even
in a situation with fields having a consistent representation.
6.2 Opportunities for Future Research
This dissertation has focused on high-fidelity aerodynamic applications due to their
complex physics are their relatively higher computational cost when compared to
other disciplines. While the RAE 2822 and CRM wing test case yielded positive
results, the MA-ROM is also relevant to other applications with unique multi-fidelity
challenges. For instance, in structural modeling, the solutions of beam, shell, and
solid models each have distinct representations and cannot be trivially combined.
Yet, the developed method could be employed to fuse such multi-fidelity results.
Demonstrating the benefits of the MA-ROM method on structural applications would
also lay the groundwork for the development of multi-fidelity ROMs in the context
of tightly coupled aero-structural problems.
Furthermore, this work has focused on POD-based ROM methods due to their
ease of use and their predominance in engineering applications. As illustrated by the
results of Figures 5.3 and 5.11, such methods tend to struggle in problems involv-
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ing strong discontinuities such as shock waves. To address this issue, some authors
have considered the use of non-linear ROM methods developed around more complex
dimensionality reduction methods, such as Isomap and LLE. Fundamentally, the Pro-
crustes manifold alignment, which is at the core of this work, can be applied to latent
variables produced by any dimensionality reduction methods. One could then mod-
ify the linear formulation of the MA-ROM method into a non-linear one by using
the Isomap or LLE methods to find the latent representations of the high- and low-
fidelity fields. Alternatively, one could examine other forms of manifold alignment
that are inherently non-linear, such as the semi-supervised method proposed Wang
and Mahadevan [167, 169]. Such an approach would join together the dimensionality
reduction and the manifold alignment steps of the MA-ROM method.
Lastly, the prediction of field quantities has been at the forefront of this work,
and we have shown that integrated quantities could still be computed using field
predictions. We demonstrated that the improved accuracy of the proposed multi-
fidelity method could also benefit the computation of integrated results. However,
both single- and multi-fidelity ROMs constructed in this work were not necessarily
optimized for the accurate computation of integrated quantities. Since many design
problems specifically revolve around performance metrics such as the lift, drag, or
take-off gross weight, a ROM formulation that minimizes the errors on both the field
predictions and some integrated results could be beneficial. One could potentially
formulate a model that would provide both field and scalar predictions at once, thus






A.1 Breakdown of the Field Prediction Error
In Section 4.3.1, we stated that the field prediction error E(x) of some field x ∈ Rd
can be decomposed as follows
E(x) =
√
Erc(x)2 + Erg(x)2 (A.1)
where Erc(x) and Erg(x) are the reconstruction and regression components of E(x)
respectively.
To demonstrate the above relation, let us consider the data matrix X∗ ∈ Rd×nt
whose j-th column contains the test sample x∗j ∈ Rd. Also, let X̃ ∈ Rd×nt be a matrix
whose j-th column contains the predicted field x̃j ∈ Rd corresponding to the test
sample x∗j . Using the definition of the Frobenius norm, the expression of E(x) given












Similarly, the definition of Eq. (4.4) and Eq. (4.5) for Erc(x) and Erg(x) respectively













where Z̃ = ΦTk X̃ ∈ Rk×nt is a matrix whose j-th column contains the predicted latent
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variable z̃j ∈ Rk used to construct x̃j.
To separate the reconstruction and regression components of E(x), we manipulate














∥∥∥(I−ΦkΦTk )X∗ +Φk(ΦTkX∗ − Z̃)∥∥∥2
F
(A.5)
We also consider the following property of the Frobenius norm
‖A+B‖2F = ‖A‖2F + ‖B‖2F + 2 tr(ATB) (A.6)
In the context of Eq. (A.5), the matrices A and B are substituted by




∗ − Z̃) (A.8)
Furthermore, we note that with the current formulation, the columns or A and B are
orthogonal to each other such that
ATB = (X∗)T (I−ΦkΦTk )Φk(ΦTkX∗ − Z̃)
= (X∗)T (Φk −Φk)(ΦTkX∗ − Z̃)
= 0 (A.9)

















B.1 Pressure Visualization for the Transonic Airfoil Test Case
In Section 5.1.2, the visualization of Figure 5.3 provided an example of the CP field
and the associated error field generated by a single-fidelity ROM and MA-ROMs
applied to the RAE 2822 airfoil test case. The results shown represented a test
sample with a prediction error comparable to the results presented in Table 5.1 for
similar model configurations. To complement Figure 5.3, Figures B.1 and B.2 present
instead visualizations for the samples having the lowest and highest prediction error
respectively among the test dataset. Specifically, these figures show the predicted CP
field around the RAE 2822 airfoil with b = 3 and n = 100. For the MA-ROM results,
both the A1 +A2 and the A1 + A3 fidelity combinations are considered with τ = 4.
B.2 Pressure Visualization for the Transonic Wing Test Case
As with the airfoil test case, Figure 5.11 of Section 5.2.2 compared the predicted CP
field and its associated error for a single-fidelity ROM and MA-ROMs applied to the
CRM wing test cases. The test sample selected for these figures had a prediction
error on par with the results presented in Table 5.8 for similar model configurations.
For completeness, Figures B.5 and B.6 shows the results for the test samples with
the lowest and highest prediction error respectively. These results are for a multi-
fidelity scenario with b = 2 and n = 100. Also, the multi-fidelity models consider
the W1 + W2 and the W1 + W3 fidelity combinations with τ = 4. For comparison,














































c) MA-ROM Prediction (A1 + A2)


































b) Single-Fidelity ROM Prediction (A1)
Figure B.1: Predicted CP fields (left) of the RAE 2822 airfoil test case and the
associated error fields (right) for the test sample with the lowest prediction error.
Results are for both single- and multi-fidelity ROMs with n = 100, τ = 4 (MA-ROM












































c) MA-ROM Prediction (A1 + A2)

































b) Single-Fidelity ROM Prediction (A1)
Figure B.2: Predicted CP fields (left) of the RAE 2822 airfoil test case and the
associated error fields (right) for the test sample with the highest prediction error.
Results are for both single- and multi-fidelity ROMs with n = 100, τ = 4 (MA-ROM
only), and b = 3.
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-0.8 0.0 0.4-0.4 0.8
Upper Surface Lower Surface
Figure B.3: Actual CP field over the CRM wing upper (left) and lower (right)
surfaces for the test sample with the lowest prediction error. Results are for the b = 2
parametrization and the W1 fidelity level.
-1.2 0.0 0.6-0.6 1.2
Upper Surface Lower Surface
Figure B.4: Actual CP field over the CRM wing upper (left) and lower (right)
surfaces for the test sample with the highest prediction error. Results are for the
b = 2 parametrization and the W1 fidelity level.
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a) Single-Fidelity ROM Prediction (W1)
-0.8 0.0 0.4-0.4 0.8 -0.02 0.0 0.01-0.01 0.02
b) MA-ROM Prediction (W1 + W2)
c) MA-ROM Prediction (W1 + W3)
Figure B.5: Predicted CP distributions (left) of the CRM wing and the associated
error fields (right) for the test sample with the lowest prediction error (See Figure B.3).
Results are for both single- and multi-fidelity ROMs with n = 100, τ = 4 (MA-ROM
only), and b = 2.
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a) Single-Fidelity ROM Prediction (W1)
-1.2 0.0 0.6-0.6 1.2 -0.4 0.0 0.2-0.2 0.4
b) MA-ROM Prediction (W1 + W2)
c) MA-ROM Prediction (W1 + W3)
Figure B.6: Predicted CP distributions (left) of the CRM wing and the associated
error fields (right) for the test sample with the highest prediction error (See Fig-
ure B.3). Results are for both single- and multi-fidelity ROMs with n = 100, τ = 4
(MA-ROM only), and b = 2.
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