Abstract-Breast imaging via microwave tomography involves estimating the distribution of dielectric properties within the patient's breast on a discrete mesh. The number of unknowns in the discrete mesh can be very large for 3-D imaging, and this results in computational challenges. We propose a new approach where the discrete mesh is replaced with a relatively small number of smooth basis functions. The dimension of the tomography problem is reduced by estimating the coefficients of the basis functions instead of the dielectric properties at each element in the discrete mesh. The basis functions are constructed using knowledge of the location of the breast surface. The number of functions used in the basis can be varied to balance resolution and computational complexity. The reduced dimension of the inverse problem enables application of a computationally efficient, multiple-frequency inverse scattering algorithm in 3-D. The efficacy of the proposed approach is verified using two 3-D anatomically realistic numerical breast phantoms. It is shown for the case of single-frequency microwave tomography that the imaging accuracy is comparable to that obtained when the original discrete mesh is used, despite the reduction of the dimension of the inverse problem. Results are also shown for a multiple-frequency algorithm where it is computationally challenging to use the original discrete mesh.
I. INTRODUCTION

M
ICROWAVE tomography is an imaging technique which is currently under investigation for breast cancer detection [1] - [5] and treatment monitoring applications [6] . Patient data is acquired using an array of antennas to transmit low-power microwaves into the breast and measure the resulting microwave scattered signals. Reconstruction algorithms are then applied to the multistatic data to estimate the spatial distribution of dielectric properties throughout the breast volume.
The dielectric properties of breast tissue at microwave frequencies [7] - [11] are sensitive to certain physiological factors of clinical interest, such as water content, temperature, and vascularization. It is for this reason that microwave tomography and various other microwave imaging approaches (e.g., see [12] and [13] and references therein) have the potential for detecting and monitoring malignancies. Recent results also show a positive correlation between reconstructed dielectric properties and mammographic breast density [5] . Mammographic breast density is recognized as an important factor in determining a patient's risk of breast cancer [14] . These results suggest that microwave tomography also offers the potential for characterizing normal breast tissue density and may play an important future clinical role as a nonionizing alternative to X-ray mammography breast cancer risk assessment.
The microwave tomography imaging problem is a specific example of what is known as electromagnetic inverse scattering [15] . The unknown spatial distribution of dielectric properties in a region of interest (e.g., a volume enclosing the breast) is usually estimated on a discrete mesh composed of electrically small elements. Examples of discrete elements in 2-D imaging include pixels [16] , [17] and finite-element triangles [18] , while voxels are frequently used in the 3-D setting (e.g., [19] - [21] ).
Irrespective of the nature of the mesh, the number of mesh elements is usually large. This is particularly true for three-dimensional imaging, where the large number of unknowns can preclude the use of certain reconstruction strategies due to computational limitations. However, the number of degrees-of-freedom of typical microwave 3-D breast imaging systems is far less than the number of fine resolution mesh elements needed to capture the detail of the breast surface and interior structure. The degrees-of-freedom of the problem are determined by factors such as the number and location of observations, the number of frequencies used, and the resolution of the illuminating wavelengths. For example, a 2-D analytical study [22] has shown how the degree of ill-posedness of the inverse problem varies with these factors.
Computationally tractable approaches to the 3-D microwave breast tomography problem can be achieved by making use of the fact that the system is highly underdetermined on a fine mesh. Several different techniques for reducing the dimension of the inverse scattering problem have been proposed. Conformal methods [18] constrain the inverse scattering problem within the shape of the patient's breast. Only mesh elements inside the breast volume are considered in the solution, leading to increased imaging accuracy [4] , [18] , [23] . However, the number of elements is still very large for the 3-D case unless the dimension of the voxels is large. Another option for reducing the dimension of the inverse scattering problem is to increase the dimension of the voxels, thereby reducing the number needed to represent a given volume. This is essentially the approach taken in 2-D by Paulsen et al. with their dual mesh finite element scheme [24] . The dual mesh method uses a nonuniform finite element mesh of varying node density to efficiently represent areas of slowly varying wavenumber distribution. In [25] , a 2-D pixel-based rectangular mesh is replaced with a set of smooth basis functions, which are chosen adaptively. This inverse scattering algorithm starts with a relatively small number of large scale basis functions and replaces a large scale basis function with several smaller scale basis functions if the result is determined to produce a better image. This adaptive procedure results in a large reduction in the dimension of the inverse problem when the object being imaged is relatively simple, e.g., a single homogeneous object in a homogeneous background. The dimension reducing methods of Paulsen et al. [24] and Baussard et al. [25] encounter increased challenges of computational complexity in a large-scale 3-D regime having unknown interior heterogeneity.
In this paper we propose a new strategy for solving the 3-D microwave inverse scattering problem. We replace a conventional mesh comprised of a very large number of voxels with a conformal basis having a relatively small number of smooth basis functions. These basis functions are custom constructed based on the volume defined by the interior of the breast surface. We thus refer to them as patient-specific basis functions, though we note that the design of the basis is independent of the heterogeneity of the interior tissue. The characteristics of the basis functions are chosen so that the resolution performance of the basis is matched to the resolution afforded by the measurement system. In contrast to the reduction of dimension achieved by replacing the fine mesh with a coarser voxel-based mesh, the use of patient-specific basis functions allows the reduction of the number of unknowns while avoiding discretization error of the breast surface and interior, which can adversely impact imaging performance.
Our patient-specific basis approach allows for implementation of more complex 3-D reconstruction strategies, which are computationally challenging with a high resolution voxel-based mesh. In particular, we implement a solution for simultaneous 3-D reconstruction at multiple-frequencies [26] , [27] . A common approach to inverse scattering involves solving for the distribution of dielectric properties at a single frequency. The stability and imaging performance of single-frequency algorithms tend to be very dependent upon the chosen frequency [28] . Multiple-frequency approaches can combine the stabilizing effects of lower frequencies with the improved resolution of higher frequencies [27] . A parametric dispersion model may be used in multiple-frequency methods to represent the frequency-dependent behavior of the dielectric properties. The ill-posed nature of the inverse problem is reduced by solving for the distribution of the parameters of the dispersion model [26] instead of solving for the dielectric properties at each frequency independently.
The memory storage requirements of the multiple-frequency approach is on the order of , where is the number of transmit-receive pairs in the array, is the number of frequencies, is the number of unknown elements in the reconstruction region, and is the number of parameters in the dispersion model. To date the multiple-frequency approach has only been applied to 2-D imaging problems for which is no larger than a few hundred [26] , [27] . In the 3-D examples considered in this paper, is as large as 30 000 when voxels are used, making the solution of even a single-frequency system extremely demanding of computational resources. The application of our patient-specific basis functions reduces to less than 700. This allows for data from a larger number of frequencies to be considered simultaneously.
Two computational testbeds are used to evaluate the efficacy of our approach to the 3-D multiple-frequency microwave tomography problem. Each testbed consists of an anatomically realistic numerical breast phantom derived from a 3-D magnetic resonance image (MRI). An array of antennas surrounds each numerical phantom, and multistatic measurements of the phantoms are simulated using the finite-difference time-domain (FDTD) method [29] . The first testbed contains a phantom derived from an MRI of a patient with "scattered fibroglandular" breast tissue, as classified according to the American College of Radiology's [30] Breast Imaging-Reporting and Data System (BI-RADS). The phantom in the second testbed is derived from an MRI of a patient having breast tissue classified as "heterogeneously dense." Each phantom is assigned realistic tissue properties using recently reported data from comprehensive large scale studies on the ultrawideband dielectric properties of breast tissue types [11] , [31] . This is the first study using numerical phantoms that are representative of both patient-derived anatomical structure and the most current dielectric properties data for malignant and normal breast tissues.
An overview of the inverse scattering methods used in this paper is given in the next section. In Section III, we show how the patient-specific basis functions are constructed when the location of the patient's breast surface is known. In Section IV, we describe the 3-D computational testbeds which are used to evaluate our methods. In Section V, the results from applying our methods to the computational testbeds are given. We first compare our basis function approach to the performance with the original voxel-based mesh for the case of 3-D microwave breast tomography at a single frequency. We then use our patient-specific basis function approach to solve the 3-D multiplefrequency breast tomography problem. Concluding remarks and discussion of the results are given in Section VI.
We note the following use of nomenclature throughout the paper. Electromagnetic field vectors and dyads are denoted by upper case letters with an overline (e.g., ). Position vectors are shown as lower case letters with an arrow overline (e.g., ), while all other vector quantities are indicated by lowercase boldface type (e.g., ). Matrices are denoted by uppercase boldface type (e.g., ); the matrix transpose and complex-conjugate transpose operations are represented by superscripts and , respectively. Some functions shown will be of the form . Here denotes the independent variable, while is a parameter.
II. INVERSE SCATTERING METHODS
Our approach is based on the distorted born iterative method (DBIM) [32] . This section starts with a description of the singlefrequency DBIM under the assumption of a voxel-based mesh. We then modify the DBIM for use with an alternative set of basis functions. We next extend the single-frequency DBIM to the multiple-frequency domain under the assumption of a parametric dispersion model. Finally, we describe the inversion techniques employed by our algorithm, as well as the initial and terminal points of the iterative procedure.
A. Distorted Born Iterative Method
The DBIM is an inverse scattering algorithm which is used to obtain an estimate of the spatial distribution of dielectric properties within a region . In this paper we define as the interior breast volume of a patient lying in the prone position and data is acquired by an antenna array exterior to . In sequence, each antenna transmits a microwave signal while the other antennas in the array measure the scattered field. For the th transmitting antenna, the nonlinear integral equation that relates the continuous spatial distribution of dielectric properties within to the scattered electric field at the th receiving antenna at a single frequency is given by [28] (1)
In (1), , and are the scattered, total, and background electric fields, respectively. The total field is measured at each antenna, but is unknown inside . The position vectors of the th transmitting and the th receiving antennas are given by and , respectively. Inside the integral, is the dyadic Green's function of the background medium, while and are the complex permittivity of the unknown object and the known background, respectively. The difference between the complex permittivity of the object and background is defined as the contrast function, which is denoted by [28] . The DBIM solves this nonlinear problem by using an estimate of the total complex permittivity as the background profile, where is the associated Green's function. The method iteratively refines the estimated profile of the heterogeneous background by solving the nonlinear system for the contrast function . Several simplifying assumptions and approximations are made prior to the solution of the system. Under the Born approximation [28] , the integral in (1) is linearized by replacing the unknown total electric field with the known background field . Using the scalar approximation [33] to simplify the computational complexity of the problem, we make a simplifying assumption that only the -directed component of the background field is nonzero and that only the -directed component of the electric field is measured by the receiving antennas. The impact of the information loss due to the scalar approximation depends upon the type of imaging application [34] , [35] . Previous work in 2-D microwave breast imaging has shown that the scalar approximation does not significantly impact imaging performance [36] and is therefore adopted here. These approximations yield the following simplified integral equation: (2) where represents the component of the Green's function dyad.
Equation (2) can be discretized, e.g., via the Riemann sum under the assumption that all quantities are constant over the discrete volume elements of the mesh. Discretization of (2) for all transmit-receive pairs results in the following set of linear equations:
In (3), is an -by-matrix, where is the number of transmit-receive pairs in the antenna array and denotes the number of elements in the discretization. Without loss of generality, we assume a uniform grid of cubic voxels of edge dimension . The -by-1 vector contains the unknown dielectric properties contrast for the voxels in , while is an -by-1 vector whose elements are equal to the residual scattered fields , where . Solving (3) results in a discrete approximation of the true distribution of contrast . The approximation may be improved by adding to the background and using a series of computational electromagnetics simulations to calculate the new background electric field and inhomogeneous Green's function for the new background profile [16] . These quantities are then substituted into (2) and a new discretization (3) is obtained. The iterative application of this sequence of computations forms the basis of the DBIM.
The DBIM algorithm begins with an initial assumption of the background profile. At the th iteration the background electric field and the Green's function are computed for the background profile , and the associated discretization (3) is given by (4) where is the discretization of (2) for and , and the vector contains the residual scattered fields due to background profile . Equation (4) is solved to obtain an estimate of the new contrast function. The background profile is then updated (5) The series of computational electromagnetics simulations performed at each iteration are often collectively referred to as the "forward solver." In this paper, the forward solver employs FDTD computations on the same voxel-based grid used in the discretization of (2). The FDTD simulations compute the background fields at the antennas and in the reconstruction region . The Green's function is calculated using the reciprocity of the background field observed at each voxel in for each antenna in the array [16] .
B. Extension to Basis Functions
We re-express the vector of dielectric properties contrast as a linear combination of basis functions:
. The linear system of (3) may now be rewritten as (6) The real-valued matrix is -by-, where is the number of basis functions in the expansion and is the number of discrete samples in each basis function. In the general case, the basis functions need not be sampled on the voxel-based grid, but the contrast estimated on the basis must then be resampled to the voxel mesh prior to the forward solver computation. In this paper since the basis functions are sampled at each voxel of the same grid used in the discretization of (2) .
Each column of represents a different basis function from the set. The -by-1 complex-valued vector contains the coefficients for the basis functions. The th iteration of the DBIM now consists of solving for the coefficients , and the estimated distribution of dielectric properties is given by (5) where .
C. Multiple-Frequency DBIM
Two types of dispersion models have been used in prior demonstrations of the multiple-frequency approach [26] , [27] . In [27] , Fang et al. incorporate linear and logarithmic dispersion models into their microwave tomography algorithm. Brandstatter et al. [26] assume a Cole-Cole model for complex conductivity within the context of multiple-frequency electrical impedance tomography. Generally the more complicated the assumed dispersion model and the wider the frequency range, the greater the number of unknown parameters that need to be estimated.
We use the Debye relation to model the dispersive behavior of the complex relative permittivity of breast tissue (7) where , and are the four parameters of the singlepole Debye model. Lazebnik et al. [37] have recently shown that (7) provides an accurate representation of the frequency-dependent behavior of the dielectric properties of breast tissue at microwave frequencies. For simplicity we consider , and to be unknown and we assume that the relaxation time constant is known and invariant with position. This is a reasonable assumption since does not vary extensively across the different biological tissues of the breast [11] , [31] , [37] , [38] .
The extension to the multiple-frequency case is the same for both the voxel and basis function versions of the DBIM. The multiple-frequency approach essentially involves solving (3) or (6) at multiple frequencies simultaneously. The systems of equations at different frequencies are coupled via the Debye model in (7), such that the contrast funtion represents the contrast of the unknown parameters of the model. Since the model parameters are real-valued, the first step is to separate the real and imaginary components of each set of equations. Then the real and imaginary parts of the complex permittivity are expressed in terms of the Debye parameters (7), to obtain the set of multiple-frequency shown in (8) at the bottom of the paper.
The matrix in (8) is either equal to if the Debye parameters are being estimated at the voxel level, or if basis functions are being used. The vector of unknowns on the left hand side of (8) is composed of three vectors of equal length:
, and . These subvectors contain the contrast functions for the respective Debye parameters, , and , for each of voxels or basis functions. Each iteration of the DBIM now involves solving (8) for these distributions of Debye parameters. The scaling factor is grouped with in order to provide solution stability [27] . For the remainder of this paper we use the symbol to refer to the matrix on the left-hand side of (8) and to refer to the vector of residual scattering components on the right-hand side. The dimension of is if voxels are being used and when basis functions are used.
D. Inverse Solutions
Our DBIM approach is equivalent to the Gauss-Newton method for least-mean squares problems [39] . Such methods can be very sensitive to the choice of initial guess, and we have observed that to be true of this 3-D breast imaging problem. We use a homogeneous distribution of infiltrated fat as the initial background ( , S/m, and ps) [38] . We then improve this initial guess by running a DBIM algorithm which estimates a single constant basis function defined over the full reconstruction volume. The resulting homogeneous estimate approximates the spatial average of the true distribution of the breast interior [23] ,
which is used as the initial background for the heterogeneous reconstruction algorithm. The linear system for the homogeneous estimate is formed by solving (8) with , where has only a single basis function which is constant over the reconstruction volume . At the th iteration of the DBIM, the contrasts of the scalar Debye parameters of the homogeneous estimate are found by solution of the well-known Tikhonov regularized [40] least squares problem (9) The Tikhonov regularization parameter is set to 20% of the largest singular value of , though we note that the homogeneous estimate is not very sensitive to this value. The DBIM iterations are terminated at the th iteration when the change in the norm of is less than 1% of the norm of . The linear system for the heterogeneous estimate is largescale and ill-posed so the inverse solution to (8) is solved by a regularized, inexact method. We approximate the solution using a conjugate gradient (CG) optimization algorithm applied to the system of normal equations. The system is first regularized by a Tikhonov approach in which the L-curve method [41] is used to choose the regularization parameter. The L-curve is a parametric plot of the norm of the residual versus the norm of the solution for a series of trial regularization parameters. The knee of the L-curve locates a regularization parameter that best reduces the residual error while preventing unchecked growth of the norm of the solution to the ill-posed system [41] . The termination condition for our heterogeneous estimation algorithm is the same as for the homogeneous estimation algorithm.
III. PATIENT-SPECIFIC BASIS FUNCTIONS
The extension of the voxel-based DBIM to a set of basis functions is described in Section II-B. We now describe our approach to generating a set of patient-specific basis functions for reducing the dimension of the inverse scattering problem. Consider a cuboidal region enclosing the patient's breast, defined by the coordinates: and , where , and
. A number of 1-D nonnegative functions are defined on each of the three intervals , and : functions for the interval, for the interval, and for the interval. Using these one-dimensional functions and the Kronecker product [42] , 3-D functions are generated. Each of these 3-D functions are sampled on a regular grid in the cuboidal volume and samples which are known to lie outside of the breast interior are set to zero. The samples for all of the 3-D functions are vectorized placed into the columns of a large matrix. In general this matrix may be nonorthogonal and rank-deficient. A singular value decomposition (SVD) [43] of the matrix is then used to generate a minimal orthonormal set of 3-D basis functions by removing any linear dependency from the original set of 3-D functions.
Without loss of generality, we describe the steps for creating the 3-D orthonormal basis functions for a specific example using univariate Gaussians as the 1-D functions. Let , , and denote the one-dimensional Gaussian functions for the , , and coordinate axes, respectively. We center one Gaussian function within each of the , and uniform subintervals on , and , respectively. The variance of the Gaussian functions is set such that adjacent functions overlap at 80% of their peak value. For example, the Gaussians covering the -axis are given by
Three-dimensional Gaussian functions are generated using the Kronecker product and the 1-D Gaussians for all combinations of , and
All 3-D Gaussian functions are sampled at the sample points chosen in the volume . Samples which are known to lay outside of the breast volume are set to zero, since the goal is to generate a set of bases whose domain is the interior of the breast. The samples for each 3-D Gaussian are reordered into a column vector, and a -by-matrix is formed using these vectors as columns. We choose to represent the average dielectric properties of the breast interior by a single constant basis function, in favor of the convenient physical interpretation. The remaining basis functions will represent the spatial variations about the mean. The procedure for enforcing this property of the basis is as follows. A 3-D binary mask of the interior region is reordered into a column vector , which is equal to one for all grid points inside the breast interior, and zero for all other grid points. This vector is selected as the first basis function and captures the mean of the dielectric properties of the breast interior. A Householder reflection [43] is applied to to generate a matrix whose columns are orthogonal to (11) We proceed under the assumption that the mean value is represented by a single basis function in the manner described, but note that this property is optional.
The SVD of this new matrix is given by , where is a diagonal matrix of singular values and are orthonormal bases for the columns (rows) of . The columns of form an orthonormal set of basis functions which are zero-mean due to the prior application of the Householder reflection. These basis functions are continuous throughout the entire breast volume, and their support is restricted to the breast interior since all samples outside of the breast are set to zero in the columns of the Gaussian matrix . The rank of is used to determine the number of significant singular values and is estimated using the "rank" function in Matlab. Only those columns 
IV. COMPUTATIONAL TESTBEDS
We use two computational testbeds to evaluate the efficacy of our inverse scattering approach. Each testbed consists of a 3-D numerical breast phantom and surrounding antenna array, both of which are immersed in an oil-like coupling medium. FDTD computational electromagnetics simulations are used to generate "measured" microwave scattered signals. The two numerical models, which have a spatial grid resolution of 0.5 mm, are shown in Fig. 1 and are described below.
A. Numerical Breast Phantoms
The numerical breast phantoms are derived from 3-D MRI datasets from two patients with different breast tissue density classifications, based on the American College of Radiology's [30] BI-RAD system. The first phantom is classified as having "scattered fibroglandular" breast tissue and is illustrated by the 3-D model in Fig. 1(a) and the cross sections of Fig. 2 . The second phantom is classified as having "heterogeneously dense" breast tissue and is illustrated by the 3-D model in Fig. 1(b) and the cross sections of Fig. 3 . The orthogonal cross sections displayed in Figs. 2 and 3 pass through the center of a 1-cm-diameter spherical inclusion that has been added to each phantom to represent a malignant lesion.
The numerical breast phantoms are created following the procedures reported in [23] , [44] , and [45] . The intensity of the voxels in each MRI dataset is converted to dispersive dielectric properties via a piecewise linear mapping. A single-pole Debye model (7) is used to describe the frequency-dependent behavior of the dielectric properties of all of the biological tissues in the computational model. We choose a spatially-invariant relaxation time constant of ps for FDTD algorithmic simplicity and efficiency. The frequency dependence of the complex permittivity of the constituent tissues is illustrated in Fig. 4 , and their Debye parameters are listed in Table I . The interior of each breast phantom is segmented into three distinct regions: adipose, fibroglandular, and transition. We adopt the dielectric properties reported in a recent large scale dielectric spectroscopy study [11] for the adipose and fibroglandular regions in our models. MRI voxel intensities in these two regions are mapped to % ranges about the mean Debye parameters given in Table I . Voxels in the transition region are mapped to the range spanning the maximum of the adipose range to the minimum of the fibroglandular range. The Debye parameters for adipose tissue are derived by first averaging all of the Cole-Cole curves from the large-scale tissue study [11] that correspond to breast tissue samples with 85%-100% adipose tissue (denoted "Group 3" in [11] ), and then fitting a Debye model with ps to the averaged curve over the frequency range of 500 MHz-3.5 GHz. The Debye parameters for fibroglandular tissue result from applying the same procedure to the "Group 2" Cole-Cole curves from [11] .
The 2-mm-thick skin layer is modeled using the dielectric properties for dry skin [38] which we approximate with the Debye parameters given in Table I . The dielectric properties assigned to the spherical inclusions are adapted from a recent study [31] and are representative of malignant breast tissue properties in our frequency range of interest. The cross sections of Figs. 2 and 3 show the dielectric properties at 1.5 GHz for each phantom. The auxiliary differential equation (ADE) approach is used to incorporate Debye dispersion into the FDTD simulations, and the boundary conditions consist of the dispersive media formulation of the Uniaxial perfectly matched layer (UPML) [29] . We also use FDTD as the forward solver within our DBIM algorithm. However, the spatial resolutions of the data generation and forward solver FDTD simulations are not the same. The grid cell dimension for the data-generation FDTD simulations is mm, while mm for the forward solver.
We generate patient-specific bases by the method of Section III-A using the specific Gaussian functions defined therein. We choose functions per axis for both phantoms to provide basis resolution on the order of 1 cm. Applying the procedure to the scattered fibroglandular numerical breast phantom reduces 29 108 voxels ( mm) to 665 patient-specific basis functions. For the heterogeneously dense phantom, the procedure reduces 30 787 voxels ( mm) to 691 patient-specific basis functions. The basis functions are arranged by the SVD procedure in order of increasing spatial variation, as illustrated by the two representative patient-specific basis functions of the scattered fibroglandular phantom shown in Fig. 5 . Both the design of the patient-specific basis functions and the FDTD forward solver require an estimate of the location of the breast surface and the thickness of the skin layer. In our testbeds, this information is obtained by taking the known skin region in each numerical breast phantom and downsampling by a factor of four in each dimension to the mm resolution. In practice, the breast surface could be estimated using the UWB microwave surface-sensing technique reported in [46] . Alternatively, technologies such as laser-video triangulation or time-of-flight laser scanning can be used. Breast skin thickness can be approximated using published studies [47] or radar signal processing techniques [48] . We further assume that the dispersive dielectric properties of the skin layer are known and we incorporate those properties into the FDTD forward solver. This is a reasonable assumption since the contrast between wet and dry skin has been shown to be only about 10% [38] . Fig. 1 illustrates the configuration of a 40-element cylindrical antenna array that surrounds each breast phantom. The array consists of five elliptical rings of eight electrically-small dipole antennas. The ring diameters are chosen to minimize the size of the computational domains while ensuring that no antenna is closer than 1 cm to the surface of the breast phantom. The ring diameters of the array for the scattered fibroglandular phantom are (9.6 12.4 cm) and for the heterogeneously dense phantom are (10.4 11.6 cm). The ring spacing in the -dimension is 1 cm for both array configurations. Each dipole antenna is modeled by two 6 mm segments of copper wire separated by a 2 mm gap. Coupling between array elements is minimized by rotating the placement of the dipoles in vertically adjacent rings by 22.5 . An FDTD simulation is conducted for each antenna in the array. In each simulation, one antenna array element is excited with a modulated Gaussian pulse ( dB bandwidth: 500 MHz-3.5 GHz) applied to the feed point of the -directed dipole antenna. The dB bandwidth of the radiated signal 5 cm away in the coupling medium is 875 MHz to 3.75 GHz. The -directed electric fields at the feed points of the other antennas in the array are recorded and transformed to phasors at the frequencies of interest via an on-the-fly discrete Fourier transform (DFT) computation [29] .
B. Antenna Array, Data Acquisition, and Calibration
As noted in Section IV-A, the grid cell dimensions for the data-generation and forward FDTD models are different. This results in an inherent mismatch between the two sets of simulations. The data and the forward solution will disagree by as much as 15% even when the same distribution of dielectric properties is simulated. We note that this adds an element of error to our experiments since we are not committing the so-called "inverse crime" [15] . The mismatch is partially corrected through the use of the calibration procedure proposed by Meaney et al. [1] . Both sets of FDTD calibration simulations are run for the case where the antenna array is immersed alone in the coupling medium. The calibration procedure consists of finding a complex-valued correction factor for each transmit-receive pair in the array, such that the two sets of calibration simulations agree. The correction factors are then applied to the output of the forward solver at each iteration of the DBIM. We also note that the two sets of FDTD simulations are run on different platforms. The data-generation FDTD simulations are run in parallel on a computing cluster, while the forward solver is run on a desktop computer utilizing Acceleware hardware acceleration technology [49] .
V. RESULTS
We first compare the imaging performance of the single-frequency, voxel-based DBIM to that of our patient-specific basis approach. We then present results for the patient-specific basis approach using multiple-frequency DBIM, for which it is not computationally practical to implement a voxel-based approach.
In the examples considered in this section, the patient-specific basis functions are sampled on the original voxel-based mesh, although as noted in Section II-B this does not have to be the case in general. For all the numerical examples of Section V-B, we have added white Gaussian noise to the simulated measurements with a signal to noise ratio (SNR) of 60 dB relative to the total signal. This SNR is considerably higher than the SNR reported in experimental microwave breast imaging systems [1] .
A. Comparison of Voxels and Patient-Specific Basis Functions
We have applied a single-frequency DBIM algorithm for both the voxel-based and the patient-specific basis approaches. Data is simulated at 1.5 GHz for the heterogeneously dense numerical breast phantom of Fig. 1(b) and Fig. 3 . This phantom has 30 787 voxels and 691 patient-specific basis functions. The frequency of 1.5 GHz was chosen to balance imaging resolution against algorithm stability. We have applied a two-stage algorithm similar to the multiple-frequency algorithm described in Section II-D, with the difference being that for the single-frequency case we solve (3) and (6) for the complex unknowns and instead of solving (8) for the real-valued Debye parameters. The average dielectric properties of the breast interior estimated by the homogeneous stage of the algorithm need only be found once since this step is mathematically equivalent for both the voxel-based mesh and the patient-specific basis. The algorithms were terminated after four iterations for both the homogeneous and heterogeneous estimation stages, which was sufficient to achieve convergence in each case.
The two resulting distributions are nearly identical qualitatively, as illustrated by the cross sections shown in Fig. 6 . To quantify this comparison, we observe that a comparable scattering residual is achieved by each method. The voxel-based approach reduced the norm of to a value slightly smaller than that reached with the patient-specfic basis function approach, a phenomenon we attribute to the extra degrees-of-freedom in the voxel-based mesh [22] . We also evaluate the root mean squared (rms) difference between the voxel and patient-specific basis reconstructions over all voxels in the breast volume. At 1.5 GHz, the rms difference between the reconstructions of relative permittivity is 1.74 and the rms difference between the reconstructions of effective conductivity is 0.115 S/m. There is a substantial lack of correlation between the spatial distribution of the permittivity and conductivity estimates of Fig. 6 , both of which differ substantially from the true profile of Fig. 3 . In particular, the estimated conductivity distribution exhibits greater qualitative error relative to the true spatial profile of Fig. 3 than does the estimated permittivity distribution. The poorer performance of the reconstruction of the conductivity profile in breast imaging has previously been discussed [50] and underscores the importance of implementing a multiple-frequency solution. However, these results show excellent agreement between the voxel-based and patient-specific basis solutions.
B. Multiple-Frequency DBIM With Patient-Specific Basis Functions
We now apply the multiple-frequency DBIM to the simulated data from each numerical breast phantom at six frequencies (1.2, 1.5, 1.8, 2.1, 2.4, and 2.7 GHz). Each phantom is simulated both with and without a 1-cm-diameter malignant inclusion positioned adjacent to areas of fibroglandular heterogeneity as shown in Figs. 2 and 3 . The voxel-based mesh requires over 2.5 GB to store the multiple-frequency matrix in single-precision for each of the breast phantoms. This amount would increase substantially if additional antenna measurements or frequencies were considered, or if a more complicated dispersion model were used (e.g., estimating all four Debye parameters). With the use of the patient-specific basis functions, the storage of requires only about 60 MB for each phantom. Given the computational limitations of the desktop computer on which we run the DBIM (2.01 GHz AMD Athlon 64 processor with 2 GB RAM), we do not attempt to solve the multiple-frequency problem with the voxel-based approach. We only show results when the patient-specific basis functions are used.
The 3-D reconstruction of the complex permittivity profile obtained by applying the multiple-frequency DBIM to the scattered fibroglandular phantom is illustrated in Fig. 7 by the 2-D orthogonal cross sections passing through the center of the inclusion. These images were created by converting the estimated 3-D spatial profile of Debye parameters to relative permittivity and effective conductivity at 1.5 GHz. The estimated properties distribution in the area of the inclusion is limited by the resolution of the system and is influenced by scattering contributions from the surrounding heterogeneous tissue, resulting in a smearing of the reconstructed inclusion. In addition, the orientation and vertical span of the cylindrical array result in a smearing of the reconstructed distribution along the z-axis.
The 1-D transections of Fig. 8 , taken through the center of the inclusion, further illustate a significantly underestimated reconstruction relative to the true profile of the phantom. The effect of the inclusion on the reconstruction is demonstrated in Fig. 8 by comparison of the sample 1-D transection of the phantom and reconstruction both with and without the inclusion. It is important to note that although such transections serve as a useful spot check and a convenient profile comparison, they are inherently limited in assessing the quality of the full 3-D image. Alternatively, subtraction of the full 3-D reconstructions with and without an inclusion reveals a compact contrast at the site of the inclusion, as shown in the 2-D difference images in the coronal plane in Fig. 9(a) and (c) , where the marker shows the location of the center of the inclusion in the phantom. The peak values of the difference profile at the inclusion site at 1.5 GHz are 9.5 in and 0.29 S/m in . The heterogeneously dense breast phantom (Fig. 3) presents a more challenging detection problem due to the extensive fibroglandular breast tissue within the phantom. The reconstruction of the complex permittivity profile obtained by applying the multiple-frequency DBIM to this phantom is shown in Fig. 10 . In comparison to Fig. 7 , the 2-D cross sections of the 3-D reconstruction for this denser phantom exhibit a larger area of elevated dielectric properties, corresponding to the higher normal fibroglandular tissue content of this phantom. The presence of the malignant inclusion is obscured in the images due to the limited resolution available from the system and the density of the fibroglandular tissue, which exhibits dielectric properties very similar to that of malignant tissues [11] , [31] . Despite the obfuscation of the effect of the inclusion, subtraction of the full 3-D reconstructions of the phantom with and without an inclusion again reveals a compact contrast at the site of the inclusion. 2-D cross sections of the difference in the coronal plane are shown in Fig. 9(b) and (d) , where the marker shows the location of the center of the inclusion in the phantom. The peak values of the difference profile at the inclusion site at 1.5 GHz are 8.2 in and 0.27 S/m in . Our two-stage approach to the multiple-frequency DBIM takes seven iterations to converge for both phantoms: four iterations for the average properties estimation, and three iterations for the estimation of the dielectric profile. Each iteration is completed in 42 min on average. This computation time is broken down as follows. The dispersive FDTD simulations running on the Acceleware card in the desktop computer [49] takes approximately 32 s per transmitting antenna for a total of 22 min. This time includes an on-the-fly discrete Fourier transform calculation for all voxels in every eight time steps [29] . About 14 min are needed for file I/O and the construction of . The remaining 6 min are used to choose the regularization parameter, solve (8) , and update the distributions of Debye parameters. In addition, the custom patient-specific basis must be created once per phantom and this process takes on the order of four minutes, depending on the size of the phantom. The computation time of the FDTD forward solution is the largest computational expense, and could be further reduced through parallel use of the FDTD accelerator hardware. We also note that our DBIM code is not optimized. For example, the main body of the DBIM code (written in MATLAB) currently transfers data via text files to and from a C++ code that accesses the accelerator card. Computation time could be further reduced by interfacing the card directly with MATLAB.
VI. CONCLUSION
We have presented a method for enhancing the computational efficiency of 3-D multiple-frequency microwave breast imaging. The multiple-frequency approach improves the conditioning of the inverse problem and enhances the resolution of the reconstruction. In addition, reconstruction of a frequency dependent model offers an inherent correlation between the real and imaginary parts of the complex permittivity. The importance of such behavior is evidenced by the presence of a correlation, both spatially and in magnitude, in actual tissue distributions as well as the lack of spatial correlation often seen in single-frequency reconstructions. Reducing the dimension of the inverse scattering problem relaxes the computational constraints and allows the consideration of a larger number of frequencies and measurements as compared to the solution of the problem on a fine voxel-based mesh. Specifically, we have proposed the use of patient-specific basis functions to reduce the dimension of the inverse scattering problem. The basis functions conform to the interior volume of the breast and are designed to represent details on the order of the resolution limits of the system. The conformal shape and the smoothness of these continuous basis functions avoid the discretization errors encountered by some other methods of dimensional reduction, while offering a reduction in dimension of nearly two orders of magnitude. We have showed using a single-frequency example that the resolution and profile distribution that can be reconstructed with the patient-specific basis is substantially similar to that of a high resolution voxel-based mesh. We have explored the performance of our 3-D multiple-frequency microwave breast imaging algorithm using two realistic computational testbeds. The testbeds consist of a high resolution numerical breast phantom derived from a 3-D MRI dataset, and represent two BI-RADS classifications of breast tissue distributions. The combined use of the fine detail available from the MRIs and data from the most recent and comprehensive dielectric properties studies results in highly realistic numerical breast phantoms.
Our 3-D microwave imaging results point to the challenge of tumor detection via the reconstruction of dielectric properties distributions in the breast interior. The electrically small features of the true profile are underestimated and the contribution to the reconstruction from even a scattered distribution of fibroglandular heterogeneity interferes with the ability to distinctly image the inclusion. These challenges are magnified for distributions such as the heterogeneously dense breast phantom. Irrespective of the detection challenges, the imaging results demonstrate the utility of this 3-D method to applications such as the characterization and monitoring of tissue distribution and density for all classifications of breast tissue. In order to evaluate the information available from the presence of a malignant inclusion, we have also compared reconstructions with and without the inclusion. Differential images formed by subtracting two 3-D reconstructions (with and without the inclusion) clearly and accurately locate the inclusion; 1-D transections of the two 3-D reconstructions also illustrate the impact of the inclusion on the estimated dielectric properties. It is premature to assess whether the formation of a differential microwave image for the purpose of cancer detection is clinically feasible. Baseline reconstructions of healthy breasts become less valid with time, as factors such as aging and image registration can cause a change in the distribution of normal breast tissues. Differential imaging is potentially applicable to contrast-enhanced microwave breast cancer detection, whereby contrast agents are introduced alter the dielectric properties of malignant tissue [51] , [52] . Such a method would consider two successive scans of the patient's breast before and after the introduction of the agents, such that the differential image will reveal the presence of the contrast agent that has accumulated in the tumor.
