To be useful for extremely stiff systems of ordinary differential equations, A -stability and a maximally damped condition as \h -* -°° (i.e., L-stability) are desirable. This paper investigates the condition of ¿-stability for a class of Runge-Kutta methods known as the Rosenbrock procedure.
simpler task compared to the first two approaches. In the following section, we will investigate some properties of the Rosenbrock procedure with respect to stability and attainable orders.
2. Conditions for ¿-Stability in Rosenbrock Procedure. We are concerned with the numerical solutions of the system of differential equations 0) dy/dx = f(y), x > x0, y(x0) = y0, where x e A, y(x) &R",y0&R" and /: A" -* R" is assumed to be analytic in the neighborhood of y0. The system of differential equations (1) Proof. N^rsett [12] has proved that the maximum order of an A-approximation (i.e., Rmniq) with only real poles) to exp( (7) is m + 1. It is easy to prove that Rrsiq) given by (4) is an A-approximation to exp(i7). Therefore, the maximum order of an ¿-stable, s-stage Rosenbrock procedure is r + 1 < s. O License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use (ii) ym + l/ym has lower numerator degree than denominator degree in q = Xh. Condition (ii) is achieved when Theorem 3 is satisfied. Thus, Rosenbrock procedures satisfying Theorem 3 and condition (i) simultaneously are ¿-stable methods with highest possible orders. The derivation of a specific Rosenbrock method requires the solution of a set of the order equations. These equations are obtained by matching terms of the same order in the Taylor series expansions of the Rosenbrock procedure. Alexander [1] has investigated this case for diagonally implicit Runge-Kutta methods.
The diagonally implicit Runge-Kutta method is defined by Eqs. (2) with Eq. (2b) replaced by (6) where ki = f\ym +hH aijkj ) for / = 1, 2, . Conclusions. New ¿-stable Rosenbrock processes of higher order can be derived by using theorems presented in Section 2. The only drawback for implementing Rosenbrock processes is the problem of evaluating the Jacobian matrix at every timestep. We are investigating procedures in which the Jacobian matrix is evaluated only once at the beginning of an interval of x, then the same value is used again for the whole interval.
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