ABSTRACT. We give a new proof and an improvement of two Theorems of J. Alev, M.A. Farinati, T. Lambre and A.L. Solotar [1] : the first one about Hochschild cohomology spaces of some twisted bimodules of the Weyl Algebra W , and the second one about Hochschild cohomology spaces of the smash product G * W (G a finite subgroup of SP (2n)), and as an application, we then give a new proof of a Theorem of P. Etingof and V. Ginzburg [12] , which shows that the Symplectic Reflection Algebras are deformations of G * W (and, in fact, all possible ones).
INTRODUCTION
This paper belongs to a very fascinating context of non-commutative geometry, for which we refer to [12] and [11] : in these papers, this context is perfectly described an developed, with many deep results, applications and examples (and all references). The problem is the study of deformations of G * W, where W is a Weyl Algebra, and G a finite subgroup of SP(2n). Following Gerstenhaber, one has to find H 2 (G * W ) (first order deformations), then H 3 (G * W ) (obstructions), and then universal models of deformations of G * W. It turns out that these models are the Symplectic Reflection Algebras of [12] . Let us quickly explain how this program was worked out.
In [1] , J. Alev, M.A. Farinati, T. Lambre and A.L. Solotar have found : (1) (A.F.L.S. Theorem 1) the dimension of the Hochschild cohomology spaces the parity of W ( [17] ). Part 2 gives the cohomology of W G , since W G and G * W are Morita-equivalent ( [15] . [1] ). Some more information about H • (G * W ), including a description of the cup-product, was obtained in [3] . For applications of the A.F.L.S. Theorem see. [1] and [3] . Later, a new proof of the AFLS Theorems was given by P. Etingof [11] .
In [12] (see also [11] ), among many other results, P. Etingof and V. Ginzburg have completely solved the problem of deformations of G * W , showing that their Symplectic Reflections Algebras are non trivial (algebraic) deformations of G * W , and describe (up to equivalence and change of parameter) all possible deformations (the E.G. Theorem).
The E.G. Theorem belongs to non-commutative geometry (see [12] ), and also to deformation quantization theory [5] , since the Symplectic Reflection Algebras are natural generalizations of algebras used to quantize Calogero-Moser systems (see [11] , [12] ).
The goal of the present paper is to give new proofs of the A.F.L.S. Theorems, and also of the E.G. Theorem. We do not pretend that our proofs are simpler than the original ones, they are different, and we believe that new different proofs of deep results may be of interest. Moreover, we prove a significant amelioration of the A.F.L.S. Theorems, let us call it the C.A. Theorems, which can be used to simplify the original proof of the E.G. Theorem, and is an essential argument to build the new proof of the E.G. Theorem.
Let us now describe the sections of the paper, and the results.
(1) In section 1, we revisit the Koszul complex of the Weyl Algebra, as defined in [17] [1] . Let us quickly explain why. When reading papers [17] , [1] , [3] , [12] , [11] , one has the feeling that the A.F.L.S. Theorems are not achieved : they give the dimensions of cohomology spaces, but no information about cocycles themselves. For instance, in [12] , P. Etingof and V. Ginzburg have to prove that their deformation is not trivial (Lemma (2.17)), and the proof is not at all trivial. To understand what is missing, let us give another example. Let S be a polynomial algebra, the Hochschild cohomology of S reduces to the cohomology of the Koszul complex, which is infinite dimensional at all degrees. But one can obtain much more information if one remarks that the Koszul complex is a subcomplex of the Bar resolution : it easily follows that the cohomology is the space of antisymmetric multivectors, and many other useful consequences. Now, we come back to the Weyl Algebra W. In that case, the Koszul complex is not a subcomplex of the Bar resolution, nevertheless the following holds :
LEMMA

The Koszul complex of W is a subcomplex of the normalized Bar resolution.
To our knowledge, this result has never been stated up to now. As a consequence, we prove :
Given a W-bimodule M, one has : (1) 
, where ω is the canonical twoform and p σ the projection on V σ coming from V = V σ ⊕ Im(σ − Id), W σ the twisted bimodule associated to σ . (2) can be chosen to be S-invariant.
Let us say of few words about the proof. As in [17] , [1] , or [11] , we introduce the Koszul complex, but then we follow arguments of [17] : we replace the differential by an equivalent one, split the new complex, and introduce explicit homotopies to deduce (1), then (2) and (3) follow from Theorem 1. Let us remark that the equivalence we use is natural in this context : it is built using operators which appear when showing that normal ordering and Weyl ordering define equivalent star-products.
(3) In section (3), we prove Part.2 of the C.A. Theorem. This is an easy consequence of Part.1: [13] , and using a convenient description of I C[G]-relative cocycles, the result follows.
Let Γ be the set of conjugacy classes of G,
C λ is a coboundary if and only if λ = 0, and the map λ → C λ induces an iso-
(2) and (3) are of interest since they describe the "emerged part" of cocycles. For instance Lemma (2.17) of [12] is a consequence of (2) 2n ⊗ g, i j ∈ I N, g ∈ G} is, resp. : whenh is formal, a
, resp. : whenh ∈ I C, a basis of Hh λ . As stated, the theorem is completely equivalent to the E.G.-Theorem, only the order of the claims and the proof differ. Let us give some details :
The original proof in [12] has two steps :
• First step (main one) : Hh λ , is a deformation due to the Koszul Deformation Principle of Beilinson, Ginzburg and Soergel (see [11] , [12] ).
• Second step : the deformation is not trivial. As mentioned before, this step can be simplified using the C.A. Theorems.
Our proof goes exactly in the opposite direction, giving another insight of the result :
• First step : using the C.A. Theorems, we prove that there exists a I C[G]-relative deformation where SRA relations hold.
• Second step : we normalize the deformation using an adapted equivalence defined by a symmetrization map. This is a classical argument (e.g [Dito] ). We then prove that the obtained deformation is polynomial, using a powerful formula of F.A. Berezin [6] [9] .
• Third step : we prove that the subalgebra (G * W ) [h] is isomorphic to Hh λ , which is therefore a deformation, and the PBW-property.
Obviously, such a proof can be tried because we know from the beginning what we want to find (i.e : Hh λ ), thanks to P. Etingof and V. Ginzburg ! On the other hand, the formula of Berezin is very explicit, and could be used to give some more light on the structure of Hh λ , but this is to be done.
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(1) THE KOSZUL COMPLEX OF THE WEYL ALGEBRA
.., p n , q n ] ; there are two algebra structures on W : the first one is the usual commutative product and the second one is the Moyal * .product (see eg. [19] for a short introduction); W , with Moyal * .product is the Weyl Algebra. Let V = span (p 1 , q 1 , ..., p n , q n ), and σ ∈ SP(2n) ; then σ extends to an automorphism of both algebra structures of W. A Darboux basis of V will be any basis of type {σ (p 1 ), σ (q 1 ), ..., σ (p n ), σ (q n )}, for some σ ∈ SP(2n).
We denote by Λ = ⊗ k≥0 Λ k the exterior algebra of V, and by i x , x ∈ V * , the corre-
where m * is the Moyal product, and
is a free resolution of the bimodule W (e.g : [17] ). Therefore, given a W-bimodule M, applying Hom
be the normalized Bar-resolution of W. Recall that B −1 = W, and
We define an inclusion from K k into B k by :
The Koszul complex K has a remarkable property with respect to the normalized Bar-resolution :
The Koszul complex K is a subcomplex of the normalized Bar-resolution (i.e : the inclusion map (1.3.1) is a chain map).
Proof : One checks that
(1.3.3) Remark : a similar result holds in the case, eg, of a polynomial algebra, and has useful consequences. For the Weyl Algebra, it also has useful consequences, as we shall show. 
By standard arguments ( [7] ), one has :
The restriction map induces an isomorphism in a cohomology.
, since the isomorphism is explicit : it comes from the restriction map. For instance, one has the following immediate consequence : (1.5) Remark : we have defined the Koszul resolution using the canonical Darboux basis p 1 , q 1 , ..., p n , q n , let us show that the Koszul resolution has an intrinsic nature, so that the formulas are valid in any basis of V. To do that, we define, for
be a Koszul cocycle of M, then there exists a Hoschild cocycle
, the result follows. We shall use this remark in section 2.
(2) HOCHSCHILD COHOMOLOGY OF THE TWISTED BIMODULE W σ (2.1) Given any automorphism σ of the Weyl Algebra, we denote by W σ the W-bimodule with underlying space W and action : [17] ; one has dim H 2n (W σ ) = 1, and H k (W σ ) = {0}, if k = 2n. As a consequence, if n > 1, W rigid in super-commutative deformation theory (see [16] [17] ) ; when n = 1 the enveloping algebra U (osp(1, 2)) provides a universal super-commutative deformation, [17] with deformation parameter the ghost of U (osp(1, 2)) ( [18] [4]).
(2.2) Let us assume that σ is the automorphism of W extending a diagonalizable element σ of SP(2n). We assume moreover that σ = Id, and introduce
Let x 1 , ..., x 2k σ be a Darboux basis of V σ , and ω σ :
(any choice of the Darboux basis will lead to the same w σ ) ; if w is the canonical two form, one has :
(3) Let S be a finite subgroup of SP(2n), commuting with σ . Denoting by H • S (W σ ) the S-invariant Hochschild cohomology (i.e : computed from S-invariant cochains), one has H
, and the cocycle of (2) can be chosen S-invariant.
Proof :
By [2] , there exists a Darboux basis P 1 , Q 1 , ..., P n , Q n of V such that :
We compute H • (W σ ) using the Koszul complex (see remark (1.5)). Using (1.2.3), and Moyal product, the differential is given by :
We define operators θ and A of W by :
It is easy to check that :
Since ∆ ′ 2 = 0, we get a new complex, with cohomology H • (∆ ′ ), and from
where ∆ ′ 1 corresponds to the case α i = −1, ∀i, and ∆ ′ 2 is a de-Rham type differential.
there exists a non trivial Hochschild cocycle
(2.2.8) We need some more notations. Let 
(2.2.9) The complex (K(W σ ), ∆ ′ ) splits into three sub-complexes : 
, one has, for Hochschild cocycles, Z(W τ ) = π x (Z(W σ )), the same for coboundaries, and π x induces an isomorphism from 
(2.4) Remark : We develop (2.3) in a context which will be used in the next section : Let G be a finite subgroup of SP(2n). Any g ∈ G satisfies g card G = 1, so g is diagonalizable, and we can apply all the results of (2.2) and (2.3). Given a conjugacy class γ of G, we fix σ ∈ γ, and use the notations of (2.2) and (2.3). If τ ∈ γ, one has k τ = k σ (denoted by k γ ) and ω τ = π x (ω σ ) for any x such that τ = x τ x −1 (2.3). Denote by S τ the centralizer of τ ∈ γ in G. One has
, the cohomology being onedimensional, concentrated in degree 2 k γ . Starting with an S σ -invariant Ω σ , given
.Ω τ , and one has Ω τ | Λ 2kγ = ω τ .
(3) COHOMOLOGY OF G * W (3.1) In this section, G is a finite subgroup of SP(2n), G * W is the algebra with underlying space W ⊗ I C[G]
, and product such that :
. The group G acts on G * W by conjugation :
and the product is invariant : [13] , hence Hochschild cohomology of G * W can be computed using I C[G]-relative cochains, i.e cochains C which satisfy :
It results that (D(a 1 , ..., a k )) = D(σ (a 1 ), ..., σ (a k )) 
So we can replace I C[G]-relative k-cochains on G * W by their restriction to ⊗ k W,
and this is what we shall now do. We denote by C k
C, and C is G-invariant.
Let us quickly recall what is a I C[G]-relative deformation of the product of G * W.
Denote by m * the product of G * W , and mh = m * + ∑ k≥1h k .m k the new-product. Adσ (mh(a 1 , a 2 )) = mh(σ (a 1 ), σ (a 2 )), ∀ σ ∈ G, a 1 , a 2 ∈ W ; in that case, one has :
mh is I C[G]-relative if all cochains m k are I C[G]-relative cochains. Observe that the product m * is G-invariant by (3.1.3). It results that mh is I C[G]-relative if and only if (3.2.7)
, the space of normalized cochains on W. We recall that G acts on C k (W ) by : −1 (a 1 ), ..., σ −1 (a k )) ). The G-invariance condition becomes :
Let S σ be the centralizer of σ in G, observe that π s (C σ ) = C σ , ∀s ∈ S σ , so that C σ has to be S σ -invariant. We shall use the notation :
Let Γ be the set of conjugacy classes of G ; we fix a section σ γ ∈ γ, ∀ γ ∈ Γ, and, with an abuse of notation, we write γ = {x ∈ G/S γ }, S γ being the centralizer
, and, using (3.3.2), one gets :
On the other hand, given
So we have proved : Proof : Let us assume that (1) The map T of (3.3.5) induces an isomorphism from H k
Proof
(1) We need only to prove that T is onto, but this is an immediate consequence
We apply (1) and (2.2.2). Q.E.D.
(3.4.4) it Remark : As proved in [1] , by dimension argument, there is an iso-
(3.5) Let us precise the isomorphism of (3.4.4). We assume that Γ 2k = φ , and
Adx(σ γ ), and decompose :
Proof : To obtain (1), we apply (3.4.3) ; then, we define C λ = ∑ γ∈Γ 2k λ (γ) C γ , and prove (2) using (3.5) and (3.5.1) (1) . (3) is consequence of (3.4.2) and (1.4.3). Q.E.D. G, by (3.4.3) , G * W is rigid. So let us assume the contrary. Given any λ ∈ I C Γ 2 , λ = 0, we construct a non-trivial 2-cocycle C λ by (3.5.1) (2) ; since (G * W ) = {0}, and varying λ , the procedure will provide a universal deformation formula (see [11] ) of G * W ; Using (3.5.1), one has :
At first order, we find exactly the relations of the Symplectic Reflection Algebra Hh λ of [12] . We call these relations the SRA-relations.
(4.1.2) By construction, since C λ is non trivial, the corresponding first order deformation is non trivial. 
by :
By definition, the SRA-relations hold in Hh λ . and we have to look for a second order still
, which is the SRA-condition. Using
Gerstenhaber bracket, the associativity condition at order 2 is dD = −
With the notations of (3.3), and -relative deformation satisfying the SRA-relations. We are going to renormalize, using an equivalence, to obtain a polynomial deformation still satisfying SRA-relations. We use arguments inspired of [8] and [14] . We recall that * is the Moyal product, that . is the abelian product, and that W is linearly generated by elements of type X * k = X k , X ∈ V, k ∈ I N (see e.g [20] ). 
relative, and a deformation of the Moyal product, * h satisfies:
relative. It results that we can define a new 
(4.4.4) By induction, we assure :
We need the following Lemma (a direct consequence of a formula of F.A. Berezin [6] , [9] ) :
where the B j are the Bernoulli numbers.
Proof :
Consider A, with its natural bracket, as a Lie Algebra, and let U be its enveloping algebra. By [9] , the formula is valid in U (i.e : with product of U ). But there exists an algebra morphism µ : U → A such that µ | A = Id A , and applying µ on the formula written in U , one obtains the formula written in A, as wanted.
Q.E.D.
From the induction assumption (4.4.4), taking first X i = X , next ones= Y, and
, if r + s ≤ k, and then, since W j is linearly generated by {X ℓ , ℓ ≤ j, X ∈ V } : .2), and the P.B.W. will follow.
We need some notations : ×h will be the product of Hh λ , which is generated, as an algebra, by X, g andh, X ∈ V, g ∈ G. We denote by * h the product on G * W [h]
constructed (and denoted by * ′ ) in (4.4.2). We denote by × the product on G * W coming from the abelian product of W. We also use the notation < a 1 , ..., a k > of (4.4.5). We observe that R λ (g(X ), g(Y )) = Ad g (R λ (X ,Y )), ∀ X ,Y ∈ V, g ∈ G, so the natural action of G on V is preserved in the quotient H¯h λ = G * T (V )[h] / I λ :
g(X) = g(X ) = Ad g(X ) = Ad g(X ), ∀ g ∈ G, X ∈ V. , which is onto. We define a section σ of π by :σ (X 1 ...X k ⊗ g) =< X 1 , ..., X k > ×h ×h g ; σ is one to one, so we can identify the spaces G * W and σ (G * W ). This being done, we have now G * W ⊂ Hh λ and the product × of G * W becomes :
(4.4.9) X 1 ...X k =< X 1 , ..., X k > ×h ∀ X i ∈ V, g × (X 1 ...X k ) = (g(X 1 )...g(X k ) ×h g = g ×h (X 1 ...X k ),
Denote by G * W (h) the subspace of Hh λ of elements which are polynomial of h, with coefficients in G * W, by G * W k (h) elements which are polynomial ofh with coefficients in G * W k . Repeating identically the arguments of (4.6), we obtain : Q.E.D.
