The primary purpose of this paper is to introduce the notion of fuzzy n-normed linear space as a generalization of n-normed space. Ascending family of α-n-norms corresponding to fuzzy n-norm is introduced. Best approximation sets in α-n-norms are defined. We also provide some results on best approximation sets in α-n-normed space.
Introduction
A satisfactory theory of 2-norm and n-norm on a linear space has been introduced and developed by Gähler in [9, 10] . Following Misiak [16] , Kim and Cho [13] and Malčeski [15] developed the theory of n-normed space. In [11] , Gunawan and Mashadi gave a simple way to derive an (n-1)-norm from the n-norm and realized that any n-normed space is an (n-1)-normed space. Best approximation theory in 2-normed space can be viewed in the papers [3, 4, 5, 9] . Different authors introduced the definitions of fuzzy norms on a linear space. For reference, one may see [2, 6, 7, 8, 12, 14, 17] . Following Cheng and Mordeson [2] , Bag and Samanta [1] introduced the concept of fuzzy norm on a linear space.
In the present paper, we introduce the concept of fuzzy n-normed linear space as a generalization of n-normed space by Gunawan and Mashadi [11] . Bag and Samanta [1] introduced α-norms on a linear space corresponding to the fuzzy norm on a linear space. As an analogue of Bag and Samanta [1] , we introduce the notion of α-n-norm on a linear space corresponding to the fuzzy n-norm on a linear space. Based on Elumalai et al. [3] and Elumalai and Souruparani [5] , we introduce the notion of best approximation sets in α-n-norms and establish some results on it.
Definition 3.1. Let X be a linear space over a real field F. A fuzzy subset N of X × ··· × X n ×R (R, set of real numbers) is called a fuzzy n-norm on X if and only if (N1) for all t ∈ R with t ≤ 0, N (x 1 ,x 2 ,...,x n ,t) = 0, (N2) for all t ∈ R with t > 0, N (x 1 ,x 2 ,...,x n ,t) = 1 if and only if x 1 ,x 2 ,...,x n are linearly dependent, (N3) N (x 1 ,x 2 ,...,x n ,t) is invariant under any permutation of x 1 ,x 2 ,...,x n , (N4) for all t ∈ R with t > 0,
is a nondecreasing function of R and lim t→∞ N(x 1 ,x 2 ,..., x n ,t) = 1. Then (X,N) is called a fuzzy n-normed linear space or in short f-n-NLS.
Remark 3.2.
From (N3), it follows that in an f-n-NLS, (N4) for all t ∈ R with t > 0,
The following example agrees with our notion of f-n-NLS.
Then (X,N) is an f-n-NLS. Similarly, if
Thus (X,N) is an f-n-NLS.
As a consequence of Theorem 2.5, we introduce an interesting notion of ascending family of α-n-norms corresponding to the fuzzy n-norm in the following theorem.
} is an ascending family of n-norms on X. These n-norms are called α-n-norms on X corresponding to the fuzzy n-norm on X.
..,x n are linearly dependent. Conversely assume that x 1 ,x 2 ,...,x n are linearly dependent. This N(x 1 ,x 2 ,...,x n ,t) is invariant under any permutation, it follows that x 1 ,x 2 ,..., x n α is invariant under any permutation.
(3) If c = 0, then
(3.27) (4)
which implies
Hence, { •, •, ...,• α : α ∈ (0,1)} is an ascending family of α-n-norms on X corresponding to the fuzzy n-norm on X.
Best approximation sets in α-n-normed space
Inspired by this α-n-norm on X, we introduce the notion of two subsets of X, namely, D x2,x3,...,xn (x 0 ,G) and P G,x2,x3,...,xn (x).
Definition 4.1. Let (X, •, •, ...,• α ) be an α-n-normed space corresponding to the fuzzy n-norm N on X. Let G be an arbitrary nonempty subset of X and x 0 ∈ X. Then for every x ∈ X and for every x 2 ,x 3 ,...,x n ∈ X\G which is independent of x and x 0 ,
where
For each G ⊂ X and x 0 ∈ X,we define
for any x 2 ,x 3 ,...,x n ∈ X\G which is independent of x and x 0 . We denote
where x 0 ∈ G.
We give the following examples in the α-2-normed linear space and α-n-normed linear space for the sets D x2,x3,...,xn (x 0 ,G) and P G,x2,x3,...,xn (x). It is easy to find the set P Define
where Let G = {(a,0,0) : a ∈ R} be a subset of X. Choose x 0 = (0,1,1) and (4.10) and 1,1,. ..,n times 1) and
That is,
3 ,...,k (2) n+1 ,
3 ,...,k (3) n+1 , . . . For x ∈ D x2,x3,...,xn (x 0 ,G) and y ∈ D x2,x3,...,xn (x,G) , 
(4.18) Therefore,
(ii) By (4.2), we have 
