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A Monte Carlo model of a polychromatic laboratory based (coded aperture) edge illumination x-ray phase
contrast imaging system has been developed and validated against experimental data. The ability for the
simulation framework to be used to model two-dimensional images is also shown. The Monte Carlo model
has been developed using the McXtrace engine and is polychromatic, i.e. results are obtained through the
use of the full x-ray spectrum rather than an effective energy. This type of simulation can in future be used
to model imaging of objects with complex geometry, for system prototyping, as well as providing a first step
towards the development of a simulation for modelling dose delivery as a part of translating the imaging
technique for use in clinical environments.
I. INTRODUCTION
X-rays are used for imaging in a wide range of ap-
plications encompassing the clinical through to the in-
dustrial, with images normally formed based on x-ray
absorption within the sample. Over recent years study
in x-ray imaging has instead been focused on exploit-
ing phase effects induced by the object, as for materials
and energies commonly used this effect is much larger
than absorption. For all applications this promises in-
creased image contrast, whilst also revealing previously
undetectable details due to the different physical princi-
ple behind contrast generation. For clinical uses, lower
patient doses are also a possibility as a lower x-ray flux
or higher x-ray energy should be required for equivalent
contrast.1
Various methods have been developed to detect these
object induced phase shifts, though the early meth-
ods were limited to spatially coherent x-ray sources.
This made these first methods impractical as micro-focal
sources currently provide limited x-ray flux leading to
long exposure times.2–11 Greater flux is achieved at syn-
chrotron facilities, but the scale of these makes them un-
suitable as an x-ray source for the widespread adoption
of x-ray phase contrast imaging (XPCi).
To enable using XPCi in the same settings as absorp-
tion based imaging a method was required that works
with an x-ray tube. The grating based Talbot-Lau in-
terferometer made a step towards this, as the introduc-
tion of a source grating allowed for such a source to be
used.12,13 A clinical system based on this method has
been developed to image articular cartilage in the hand,
with this XPCi system revealing details invisible in a con-
ventional absorption image.14 In addition to this recent
developments have also shown progress in implementing
analyser crystal based XPCi methods with conventional
x-ray tubes.15–18
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This work looks instead at the coded aperture edge il-
lumination XPCi method (here referred to just as edge
illumination XPCi), which uses masks with a much larger
pitch and works with an x-ray tube.19,20 This non-
interferometric method has recently been shown to have
comparable phase sensitivity to grating interferometry.21
Figure 1 shows a diagram of an edge illumination XPCi
system where the beam is split into an array of mini-
beams which, when deviated by a sample, create contrast
through movement either on to or off of the detector mask
apertures.
FIG. 1: A simplified diagram of an edge illumination
x-ray phase contrast system, depicting how a detail
imaged with the system generates contrast.
A single image taken with the system will contain a
mixture of absorption and phase signals, and by taking
images with the sample mask illuminating either side of
the detector apertures these can be separated.22 In ad-
dition, higher resolution images can be taken by shifting
the sample by sub-pixel steps and then interleaving these
to create a ‘dithered’ image.
Simulation of this type of system has already been
carried out using geometrical optics23 and the Fresnel-
Kirchhoff theory of diffraction24,25, with previous study
2showing that for an extended focal spot geometrical
optics and Fresnel-Kirchoff theory produce equivalent
results.24,26 A simple voxelized geometrical optics based
model has also been shown for an edge illumination
system.27 This work was not though quantitative, due to
the particular voxelized approach used as well as the use
of opaque mask strips and monochromatic x-ray beam.
Getting a direct correspondence between a polychro-
matic simulation and experimental image is challenging
as the response of all components in the system to x-
ray energy has to be understood. An effective energy is
instead usually chosen so that a monochromatic simula-
tion can be used, which is though problematic as it has
been shown that effective energy depends on the imaged
object.28
A Monte Carlo model can be made inherently poly-
chromatic through sampling of an x-ray spectrum and
using look up tables to determine x-ray refractive index.
Moreover, a Monte Carlo model provides no limits to
the orientation of components in the imaging system as
the often used paraxial approximation is relaxed. All
of this means that the development of a Monte Carlo
model of the edge illumination XPCi system would allow
for system prototyping that is not possible with current
Fresnel-Kirchhoff based models.
The field of view it is possible to simulate with current
Fresnel-Kirchhoff based models is limited as the entire
wavefront needs to be finely sampled and held in mem-
ory. A model such as that proposed here has no such lim-
itation as each ray is simulated individually. The compu-
tational power available with current desktop computers
allows for the simulation of fields of view orders of mag-
nitude larger than that possible with Fresnel-Kirchhoff
based models. Propagation of each ray can be computed
in parallel, with the code used here already suitable for
use with supercomputing facilities.
Here a fully polychromatic Monte Carlo model of an
edge illumination XPCi system is set out and validated
through simulation of wires using parameters matching
those used experimentally. Wires were chosen for sim-
ulation work as they provide a clear and unambiguous
refraction and absorption signal with a geometry that is
easily defined.
The model presented in this work builds on the pre-
viously presented synchrotron results showing a match
between simulation and experiment for ultra-small angle
scatter signal from microbubbles imaged using analyser
based imaging.29 The same microbubble code used in this
previous work can be included in the edge illumination
simulation framework presented here. This will in the
future allow for the simulation of the ultra-small angle
scatter signal from microbubbles using edge illumination.
II. MODEL
The model presented here is based on the McXtrace
Monte Carlo engine,30 which is optimised for parallel
computing architectures via Message Parsing Interface
(MPI), though the results set out are generic to other
Monte Carlo frameworks. In essence the system geome-
try is defined in a file termed the ‘instrument’ file, and
components within the system are set out in files termed
‘component’ files. Through writing additional C code
component files, and a custom instrument file, an arbi-
trary x-ray imaging system can be modelled. More detail
on the structure and function of McXtrace can be found
in Knudsen et al. 2013.30
To allow for McXtrace to be used to model an edge
illumination system, appropriate masks and sample had
to be coded. Furthermore, data are required to describe
all source parameters including the source spectrum, ma-
terial refractive indices, and geometry.
The output spectrum of the x-ray source was calcu-
lated using the data tables provided by Boone et al.,31
which consist of polynomials fitted to the measured spec-
tral output of molybdenum target x-ray tubes. Spectra
calculated from this model were then corrected for the
differing filtration before being used as input to the sim-
ulation, with the focal spot in the simulation modelled us-
ing a three-dimensional Gaussian determining the prob-
ability of event emission.
For this work xraylib32 was used as the source of the
refractive index data, with data tables created from this.
In principle McXtrace could directly call xraylib to access
this data, but this would need to be incorporated into
McXtrace at source code level. Direct access to xraylib
would then remove the need to interpolate from lookup
tables.
Current experimental masks consist of a 500 µm thick
graphite substrate with electroplated strips of gold form-
ing the absorbing parts. All x-rays passing through
the mask will be attenuated by the graphite substrate.
Whether the specific photon passes through the gold strip
or not is then calculated using the function T expressed
in Eq. 1, where p is the mask period, x is the location of
the event on the mask x-axis and w is the mask aperture
width. Attenuation is found according to the energy of
the incident ray and the complex refractive index values
from the graphite and, when needed, gold data tables.
T (x, y) =
{
1 if cos( 2pixp ) ≥ cos(piwp )
0, otherwise
(1)
Refraction caused by the wire phantom implemented
here is calculated through a vector form of Snell’s law,
and the Beer-Lambert law is used to calculate attenua-
tion. When an event reaches the wire, a function is called
to determine whether the event intersects the wire, and
if this is the case the intersection point is stored in mem-
ory. A surface normal is calculated and the refractive
index for that event’s energy is retrieved from the appro-
priate data table. After the event’s direction has been
modified according to refraction the event is propagated
again to find if or where it exits the wire, and refrac-
tion is calculated at the exit point. Using the entrance
3and exit points, the distance travelled through the wire is
found, and attenuation taken into account by adjusting
the event’s weight. The event is then propagated forward
in the simulation.
All of the experimental results shown here are the re-
sult of multiple exposures acquired at sub-pixel sample
displacement, which are then recombined to form high
resolution dithered images, which means that multiple
simulations are also required. This was all controlled
through MATLAB, which was used to set commonly var-
ied system parameters, launch simulations, read in and
combine dithered images, perform normalisation and plot
data. The result of this is a user-friendly interface to
perform Monte Carlo simulations of an edge illumina-
tion XPCi system, that can be used also with limited
knowledge on the specific technical details of the imag-
ing method.
III. SYSTEM
All experimental data shown here were acquired with
the same prototype edge illumination XPCi system, with
figure 2 showing an image of the sample mask, detector
mask and detector arrangement used.
An Anrad SMAM detector, with 85 µm pixels, is
mounted on an optical bench with masks mounted
on drive units to allow for automated alignment and
imaging.33 A Rigaku MicroMax 007 HF x-ray source with
molybdenum target was placed 2 m from the detector
with masks, made to the authors’ design by Creatv Mi-
croTech Inc. (Potomac, MD, USA), placed at approxi-
mately 1.57 and 1.96 m from the source respectively. The
sample is mounted directly behind the sample mask on
a third drive unit, which allows for dithering to be per-
formed to a high degree of accuracy. A pre-collimator is
used directly after the x-ray source that defines the beam
shape so it almost exactly matches the sample mask.
This system uses a sample mask with a pitch of 66.8
µm and apertures of 12 µm, and a detector mask with
pitch of 83.5 µm and apertures of 20 µm. The sample
mask is 48×48 mm and the detector mask is 60×60 mm
in size.
IV. ATTENUATION CURVE
Before any polychromatic simulations of the edge illu-
mination XPCi system can be performed, one first needs
to find whether the simulation can model the source-
detector combination without the masks present. If this
simplest case is not achieved, then further simulations
will not be possible either; furthermore any errors at this
stage are likely to propagate through and impact on edge
illumination simulations.
An attenuation curve can be measured by progressively
adding known thicknesses of a given material without
FIG. 2: Image of the prototype laboratory based edge
illumination system.
masks present and measuring the change in detected sig-
nal. To accurately model this, the source spectrum and
detector energy response have to be known. The Anrad
SMAM detector is a direct conversion amorphous sele-
nium detector, and to a first approximation its energy
response can be assumed to be directly proportional to
x-ray energy. Simulations performed using this approxi-
mation give an attenuation curve for which transmission
decreases slightly more rapidly than seen experimentally
(black dashed line figure 3). This suggests that the rela-
tive importance of high x-ray energies is underestimated
in the model.
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FIG. 3: Attenuation curve for aluminium taken at 40
kVp with the molybdenum x-ray source (red dots). The
simulation was performed using the approximation to
the detector response (black dashed line) and an
additional 1.5 mm carbon filter (blue solid line).
The materials protecting the detector components are
unknown, but a carbon fibre cover can clearly be seen
on the front of the detector. By including (before the
detector) a 1.5 mm layer of material of the same com-
plex refractive index as used to model the mask graphite,
the result shown in figure 3 (blue solid line) is achieved.
This additional carbon filter in front of the active detec-
tor components is reasonable, and provides a good basis
for moving towards a full simulation of the edge illumina-
4tion XPCi system. Future work will look into fully char-
acterising this detector, and once performed this will be
incorporated into further simulation work.
V. ILLUMINATION CURVES
By scanning the sample mask in the x direction (fig-
ure 1) a curve is mapped out which is related to the
system’s imaging performance.21 Thus, before the imag-
ing of an object can be simulated, a match is needed to
these curves. As can be seen in both figure 4a and fig-
ure 4b, when the masks are positioned with the apertures
completely mismatching, x-rays are still detected at both
35 and 40 kVp. This is due to transmission through the
gold parts of the masks, which is energy dependent. As
a consequence, for a polychromatic model, inputting an
accurate gold thickness is fundamental to obtain a corre-
spondence between simulation and experiment.
As discussed previously, in an ideal case mask strips
would be fully absorbing. With a polychromatic spec-
trum, especially with future designs aimed at operating
at higher energies, this may not prove possible, which
highlights the importance of performing simulation work
that takes mask transmission into account.
This was included in the simulations by introducing
two masks into the McXtrace instrument file used to
model the attenuation curve, both of which were given
the pitch and aperture size of that used experimentally.
Both masks were placed parallel to the detector, in the z
position resulting in the projected pitches matching that
of the detector pixels, with apertures oriented vertically.
Detector mask apertures were then positioned so that
they aligned with the centre of the detector pixels, and
the sample mask was set so that its x position could be
controlled from the MATLAB interface. All geometry
described above is the same as used experimentally. Illu-
mination curves are then created in both simulation and
experiment by stepping the sample mask in sub-pitch
steps, finding the mean of an image at each step, and
plotting the result.
System illumination curves were measured by step-
ping the sample mask in 2 µm steps over an entire pe-
riod. Mask thickness and source size within the simula-
tion were then found through iterative adjustment until
a match was found between simulation and experiment,
with 28.3 µm thick gold and a 67 µm FWHM source size
giving a reasonably good fit to the illumination curves at
the energies used in this work (figure 4). It is important
to note that the only difference between simulation re-
sults shown in figures 4a and 4b is the input spectrum,
which was also the only parameter that was changed ex-
perimentally.
The mask thickness and source size found are in rea-
sonable agreement with specifications and previous ob-
servations. Previous source sizes reported have been in
the region of 70 µm FWHM, and gold thickness was spec-
ified to the manufacturer as 30 µm. Even so these two
FIG. 4: Illumination curves, and corresponding
simulation, showing results for the spectra and system
parameters used for all simulations. (a) Illumination
curve taken at 35 kVp. (b) Illumination curve taken at
40 kVp.
values should not be seen as a definitive measurement,
but instead the real value slightly distorted by unavoid-
able errors propagated from the source spectrum, detec-
tor response, and potentially even attenuation coefficient
data used.
VI. PROFILES
Simulating a wire with the Monte Carlo model simply
requires adding the wire function to the instrument file,
providing it with geometry parameters, setting the sam-
ple mask to the correct position, and selecting the correct
source spectrum. All experimental results presented here
use 8 dithering steps, with the aim of finely sampling the
refraction peaks in the profiles. Simulations were then
performed using 32 dithering steps so that in the simu-
lation peak maximum and minimum were definitely not
missed.
All simulations were performed using 7.7× 106 events
per pixel per dithering step, which took approximately 6
seconds per step running on a standard desktop computer
with an Intel Core i7 2600s processor. This gives the
potential for performing even more complex simulations,
as a single simulation run is quick.
PEEK is a material that provides a strong refraction
signal but little absorption at the considered energies,
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FIG. 5: Profile of a PEEK wire, diameter 482 µm,
imaged at 40 kVp. The simulation was performed using
the same system parameters as for the illumination
curve in figure 4b, apart from the fixed sample mask
position and addition of the wire.
making it a good first material to test. An experimental
and simulated profile of a 482 µm diameter PEEK wire,
imaged at 40 kVp, is shown in figure 5, with the sample
mask in the simulation translated along the x axis by 9.3
µm from aperture alignment to match the experiment.
The fit between simulation and experiment for this low
absorbing object appears good. However, in a real use
case absorption will also be present. To test the simula-
tion of an absorbing object, a sapphire wire with diam-
eter of 250 µm, and a 200 µm diameter boron wire with
14 µm diameter tungsten core were imaged at 35 kVp
with a +8 µm sample mask offset; the results of this are
shown in figure 6. The tungsten core was simulated by
placing a tungsten wire directly behind the boron wire,
which is a reasonable approximation thanks to boron’s
low absorption. Future developments will though allow
for objects to be directly embedded within each other in
the simulation.
For both the sapphire wire (figure 6a) and boron wire
(figure 6b) a good match is again seen for the refrac-
tion peaks. This shows the flexibility of the simulation
approach as through changing diameter, refractive index
data, and spectrum a good fit is seen to this different
experimental data.
There is though some discrepancy due to absorption
through the thickest part of the wire, which can be seen
for the sapphire wire profile (figure 6a) . It is not though
possible to tell from the tungsten data the degree of dif-
ference as the minimum of the profile has not been sam-
pled in the experiment because of the very small diame-
ter. This difference is due to a difference in the detection
of lower energy x-rays in the simulation, which probably
relates back to the imperfectly known detector response.
Solving this problem requires precise measurements of
source spectrum and detector response.
The simulation was then tested against experimental
data of two PEEK wires imaged using the sample mask
shifted in the opposite direction by -8 µm, which causes
the maximum and minimum peaks to flip. The exper-
FIG. 6: (a) Profile of a sapphire (diameter 250 µm) and
(b) boron wire with tungsten core (diameter 200 and 14
µm respectively), imaged at 35 kVp.
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FIG. 7: Diagram showing how the wires were positioned
for the experimental and simulation results shown in
figure 8. The two wires were attached to a rotation
stage, rotation of which allowed for change in the
amount of overlap seen in a projection image.
imental data was acquired at 40 kVp with the PEEK
wires (470 and 210 µm), placed at 50 mm and 120 mm
from the sample mask respectively. The arrangement of
the two wires is shown in figure 7. By attaching the wires
vertically to a mount on a rotation stage it was possible
to adjust the position of the wires to change the overlap
seen in a projection image. In figure 8a the two wires are
positioned so that they are directly behind each other,
and in figure 8b the wires have been rotated so that the
maximum peaks overlap.
A monochromatic McXtrace model, using an effective
energy, has previously been compared against the exper-
imental data shown in figure 8.34 These previous results
6used masks with opaque strips, and included no model for
the detector response. Results shown in figure 8 demon-
strate that the edge illumination signal can be modelled
just as well without having to use an effective energy.
Instead by modelling the full source spectra, and mask
structure, the same match is achieved with the experi-
mental data.
FIG. 8: Experimental profiles, and corresponding
simulations, of two PEEK wires (diameter 470 and 210
µm) imaged at 40 kVp. (a) Both wires positioned with
centre at x = 0. (b) Wires positioned so the maximum
peaks overlap.
After changing sample mask position, spectrum, and
wire thickness in simulation and experiment, as good a fit
is seen for the two wires in figure 8 as figure 5. The com-
bined effect of two wires also produces an equivalent re-
sult in experiment and simulation, providing evidence of
simulation accuracy even when the complexity of the im-
aged sample is slightly increased. This demonstrates the
simulation’s amenability to ‘modular’ approaches, thus
showing promise for the simulation of more complex sce-
narios.
VII. IMAGES
An advantage of the Monte Carlo framework used is
that it is inherently three dimensional, which means that
no code change is required for extension to creating im-
ages instead of profiles. To generate an image the instru-
ment file is simply adjusted to specify a two dimensional
detector. As all code is written to be orientation invari-
ant this means that masks, wires and detector can all be
rotated in three dimensions with the imaging sequence
performed as before. This can be done just through mod-
ification of parameters in the instrument file.
FIG. 9: Experimental image of a sapphire (a) and
PEEK wire (c), with diameters 250 and 150 µm
respectively, at 35 kVp. (b) Simulated image of the
sapphire wire. (d) Simulated image of the PEEK wire.
All images are displayed on the same scale with axes
showing distance in micrometers at the sample mask.
Figure 9 shows the result of experiment and simulation
of a sapphire and PEEK wire; these images are made up
of 8 dithering steps each with a 7 second exposure to
achieve a good balance between image statistics, sam-
pling and total exposure time. The angle of rotation of
the sapphire and PEEK wire about the z axis was cal-
culated from the experimental images, and found to be
1.86o and 1.30o respectively, which was then input to the
simulation. The number of events used in the simulation
was then calculated by matching the standard deviation
of a background region in experiment and simulation,
sample mask was positioned to +8 µm and a 35 kVp
spectrum was used. The resulting simulations show a
good visual agreement, clearly demonstrating the differ-
ent appearance of the sapphire and PEEK wires in the
system.
Careful study of the wire edges in these images re-
veals that border intensity fluctuates, which is due to
inadequate sampling of the refraction peaks and could
be overcome by using more dithering steps. These re-
sults though show that this under sampling effect can be
correctly reproduced using the Monte Carlo model.
Being able to freely rotate and move system compo-
nents in three dimensions opens up the possibility of fully
prototyping systems through simulation. This includes
for example testing the tolerance of systems to mask
misalignment through simulation of imaging with vari-
ous degrees of mask rotation or misplacement, prototyp-
ing masks giving two-dimensional phase sensitivity35,36,
or modelling three dimensional imaging in computed to-
7mography. The fully polychromatic nature of the simula-
tion also allows for mask plating thickness, source spec-
tra, and detectors to be prototyped, as well as testing
alternative materials other than gold for mask plating.
A further use of a Monte Carlo model for such a system
is to model dose throughout the system. This is of par-
ticular importance with the edge illumination method,
where a mask before the sample splits the x-ray beam.
During a single exposure, radiation dose over the sample
is uneven, as thin blades of radiation pass through the
sample. A dithered acquisition results in the eventual
irradiation of the whole sample, but in certain applica-
tions it could easily be imagined that a dithered image
would not be required. As well as this there is also the
possibility of designing imaging sequences which exploit
the principle of using a thin radiation beam to actually
minimise dose delivered to the whole sample. All of this
requires Monte Carlo modelling, and this work provides
the basis for moving towards the development of a model
taking into account the physical interactions required to
model dose deposition.
VIII. CONCLUSION
A Monte Carlo model has been introduced that can be
used to model a coded aperture edge illumination XPCi
system. This model uses the best available information
for the system to model polychromatic signal without
using approximations such as effective energy. Such an
approach will be used for testing future system designs as
it allows for signal to be modelled using a polychromatic
source, is inherently three dimensional allowing for test-
ing of more complicated mask designs, as well as making
it possible to test a system’s tolerance to misalignment.
In the future, Monte Carlo modelling will also be impor-
tant for modelling dose delivery as a part of the method’s
translation to clinical environments; this work is a first
step towards this ultimate goal.
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