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One way to increase the quality of computing education research is to increase the
quality of the measurement tools that are available to researchers, especially measures
of students’ knowledge and skills. This paper represents a step toward increasing the
number of available thoroughly-evaluated tests that can be used in computing education
research by evaluating the psychometric properties of a multiple-choice test designed to
differentiate undergraduate students in terms of their mastery of foundational computing
concepts. Classical test theory and item response theory analyses are reported and
indicate that the test is a reliable, psychometrically-sound instrument suitable for research
with undergraduate students. Limitations and the importance of using standardized
measures of learning in education research are discussed.
Keywords: computational thinking, computer science education, computing education research, student learning,
test development
INTRODUCTION
As the number of jobs in the technology sector continues to grow and increasing numbers of
students choose to take computing courses at the K-12 and undergraduate levels, interest in
computing education research is growing as well. The learning outcomes used in computer science
(CS) education research are typically captured by classroom tests, grades, or students’ self-report of
learning, each of which is a problematic proxy for learning outcomes. The quality of classroom
tests can vary widely, and when reported in research, details about the development process
or psychometric characteristics are usually unavailable. Grades are composites of a variety of
factors (e.g., tests, performance assessments, participation) that differ widely across instructors and
courses, and as such, are of inconsistent and questionable validity when used as a generalizable
measure of learning (Brookhart et al., 2016). Self-reports of perceived learning also have validity
concerns. Students are not always good judges of how much they have learned, and research
examining the alignment of self- and teacher-assessment has yielded mixed results (see Ross, 2006
for a review). As others have pointed out (Tew and Guzdial, 2011; Shute et al., 2017), the lack
of psychometrically evaluated assessments that can be used in computing education research is
a challenge to researchers’ ability to draw conclusions and make comparisons across studies that
attempt to determine the effectiveness of various pedagogical approaches, learning activities, and
interventions. Making available higher-quality standardized measures of students’ learning will
facilitate generalizable research.
As part of our research on learning in undergraduate CS courses, we have developed
standardized assessments of core computing concepts. We intend for these assessments to be
available to other researchers conducting research in undergraduate settings. To that end, we
begin this paper by reviewing the literature on cognitive assessments appropriate for computing
education research. Then, we describe an assessment developed by our team. Next, we report a
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psychometric evaluation of the assessment, including both
classical test theory (CTT) and item response theory (IRT)
analyses before presenting limitations of the study and
concluding thoughts.
In order to develop and evaluate curricula and educational
interventions for computing education, a small number of
assessments of computational thinking and CS knowledge have
been created and used in research. Many of these tests have been
created for K-12 populations (Zur-Bargury et al., 2013; Grover
et al., 2014; Roman-Gonzalez, 2015; Rodriguez et al., 2017;
Roman-Gonzalez et al., 2017). Most tests for K-12 students were
created for middle school students in classes covering the basics
of computing. These tests have multiple choice items (Roman-
Gonzalez, 2015; Roman-Gonzalez et al., 2017) or open-ended
problem-solving items (Rodriguez et al., 2017), or a combination
of the two (Zur-Bargury et al., 2013; Grover et al., 2014).
At the post-secondary level, researchers have often measured
mastery of computational thinking and introductory CS content
through classroom assessments (e.g., see Table S4A of Freeman
et al., 2014). These classroom assessments are not readily
available to other researchers, and information about the quality
of the assessments is rarely provided. Relative to classroom
assessments, there are fewer instances of researchers using
standardized tests that have undergone psychometric evaluation.
Such assessments make possible comparisons among studies that
use different types of instructional interventions across a variety
of institutions and samples. A review of the literature yielded four
such tests, which are reviewed next.
Existing tests of computational thinking and CS knowledge
created for post-secondary students vary in the extent to which
they use code within the test. On one end of the code-
usage spectrum is the test built by Gouws et al. (2013), which
contains no computer code. It is a 25-item test of computational
thinking skills with both multiple-choice and constructed-
response items that were sourced from retired versions of the
South African Computer Olympiad “Talent Search” screening
test. The items themselves may have been evaluated when they
were created for the screening test, but detailed information
about the development and evaluation of the items is not
available. The evaluation provided by Gouws et al. (2013) does
not include traditional test-level or item-level psychometric
results such as internal consistency reliability, item difficulty, or
item discrimination.
On the other end of the spectrum of code usage is the
test presented by Lister (2005). This test was created as a final
exam for introductory CS students, and most items require
the examinee to interpret code written in Java. Lister’s analysis
of the test includes a breakdown item difficulty levels for the
students in each quartile, commentary on each question, and
the functioning of distractors. In the middle of the code-usage
spectrum are the tests developed by Tew (2010), Tew and
Guzdial (2010), and Tew and Guzdial (2011) and by Parker et al.
(2016). These tests, the Foundational CS1 Assessment (FCS1)
and the Second CS1 Assessment (SCS1), use pseud-code to test
students’ understanding of introductory CS concepts in a way
that is independent of students’ mastery of any particular coding
language. The pseudo-code was developed by Tew (2010) and
was designed to have minimal syntax and a simple structure. The
FCS1 and the SCS1 have been evaluated through IRT analysis
and have been found to have satisfactory psychometric properties
(Tew and Guzdial, 2011; Parker et al., 2016). Citing test security
concerns, the creators of the FCS1 and the SCS1 have restricted
access to their tests, so despite their intent to create assessments
available to the computing education research community, the
tests have seen limited use in research.
The test presented in this paper, the Nebraska Assessment of
Computing Knowledge (NACK), lies between the middle and
the code-free end of the code-usage spectrum. Similar to the
FCS1 and SCS1, the NACK uses pseudo-code for a small number
of items as it assesses undergraduate students’ computational
thinking and CS knowledge. The CS faculty involved in creating
the NACK identified content areas that reflected the wide range
of topics that are included in most introductory CS courses.
An initial pool of 26 conceptual and problem-solving items was
created by the faculty. Because of the need to keep the test
brief, the item pool was reduced, resulting in less coverage of
topics from the undergraduate CS curriculum. Over three cycles
of pilot testing, evaluation, and refinement, 13 multiple-choice
items were selected for the final version of the test. These items
cover content fundamental to CS, such as selection, looping,
arrays, functions, algorithms, search, and sorting.
The NACK was designed as a norm-referenced test, and the
final items were selected so that scores would be approximately
normally distributed with mean of roughly 50% correct. As a
result, few students taking the test are expected score very low
or very high. Details about the early phases of test development
have been previously reported (Nelson et al., 2015), and the
full test is available for download on the project website1 and
in the Supplementary Material section (originally published
in Peteranetz et al., 2018). Although the test was originally
developed for introductory CS students, it has also been given
in intermediate and advanced CS courses. In our research, web-
based survey platforms have been used for delivery. However,
a paper-pencil format could also be used. Other changes
may include modifications to terminology, so as to make
test content consistent with local usage. Substantial changes
to administration procedures or test content may impact the
psychometric properties of the test, in which case we recommend
that validation studies be conducted locally.
The purpose of this paper is to evaluate the psychometric
properties of the NACK, including reliability, item difficulty, item
discrimination, option performance, measurement invariance,
and differential item functioning. Results are intended to
help establish validity evidence in support of score inferences
based on the NACK, so as to encourage future research and
implementation in CS programs.
METHODS
Data collection took place over 6 years as part of a larger grant-
funded study aimed at developing and evaluating a learning
intervention in undergraduate courses. The final 13-item version
1https://cse.unl.edu/agents/ic2think/software.php
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of the NACK was administered electronically during the week
immediately prior to final exams as part of a survey battery that
included multiple non-cognitive assessments and demographic
questions. The survey was administered during class time and
participants used personal, web-enabled devices to access it via
the SurveyMonkey platform. The full battery of instruments has
been reported elsewhere (Shell and Soh, 2013; Nelson et al.,
2015). Completion of the survey was voluntary, and performance
on the test did not impact grades, decreasing the likelihood
of participants looking up answers, or keeping a record of the
test items.
When documenting consent to participate in the study,
participants could separately allow the researchers obtain their
final grade in the CS course from which they were recruited.
Final course grades for consenting participants were obtained
from official university records. At this institution, grades follow
the traditional A through F grading system, and letter grades
were converted to the numeric equivalents used for grade point
average calculation prior to analysis (i.e., A/A+ = 4, A- =
3.67. . . F= 0).
Participants
Participants were undergraduate students (N = 1,381) enrolled in
undergraduate CS courses at a large, research-focused institution
in the Midwestern United States from the fall 2012 semester
to the spring 2018 semester. Participants were recruited from
courses at all academic levels, resulting in a sample that
included students who had completed a wide range of CS
coursework. The unequal numbers of men (n = 1,148) and
women (n = 233) in the sample are reflective of the gender
imbalance of students taking CS courses at the university. All
academic levels were represented in the sample but most were
underclassmen (freshmen = 577, sophomores = 446, juniors =
227, seniors = 131). Participant race/ethnicity information was
not collected due to Institutional Review Board (IRB) concerns
about the possibility of secondary identification of students
from underrepresented minority groups. Informed consent
was obtained for all participants prior to their participation,
in accordance with the institution’s IRB policy. Participants
were not required to complete the survey, and there was no
compensation for doing so.
Analysis
A variety of statistical methods are available for analyzing the
psychometric properties of educational measures like the NACK.
These include what are referred to as CTT analyses and IRT
analyses (de Ayala, 2009). Both CTT and IRT were used here to
examine student performance at the total score and item levels.
Although some of the analyses can be used successfully with
incomplete data, to be consistent across analyses, we reduced the
item analysis sample to those students with valid responses on all
13 NACK items (N = 1,201). Not all participants consented to
having their grades included in the research (n= 933).
Within a CTT framework, we evaluated internal consistency
reliability using coefficients alpha and omega (McDonald, 1999).
These reliability indices summarize the extent to which test takers
respond in consistent ways across the NACK items, with lower
values (e.g., 0–0.60) indicating weak to moderate consistency
in scores and larger values (0.60–1.00) indicating moderate to
strong results. Although alpha is the more commonly reported of
the two indices, due to its simplicity of calculation, studies have
shown that the assumptions of alpha (equal factor loadings across
items) are often not met, in which case omega (which does not
assume equal loadings) is preferable (e.g., Trizano-Hermosilla
and Alvarado, 2016).
We calculated mean performance by item (a measure of item
difficulty, labeled p-value for proportion correct), the correlation
between performance on each item and performance on the
total test (a measure of item discrimination, labeled ITC for
item-total correlation), and coefficient alpha with each item
removed from the scale (alpha-if-item-deleted or AID). We
examined the quality of unscored response choices within each
item using an option analysis which broke down the response
choice distributions into three groups based on total score (the
bottom third, middle third, and top third).
We also examined differential item functioning (DIF), a
phenomenon in testing where students of the same underlying
ability level have different probabilities of correct response on
an item, and this difference depends on or can be predicted
using some student characteristic that is unrelated to the test,
typically a demographic variable such as gender or ethnicity.
A fair test is one in which knowledge, skills, and abilities in
the content being tested are the only significant predictors of
student performance. In this case, students of different groups but
the same ability level will have the same probabilities of correct
response. The presence of DIF indicates that an item may be
biased against certain subpopulations of students (Albano and
Rodriguez, 2013). DIF by gender was examined using theMantel-
Haenszel method (MH; Holland and Thayer, 1988), which relies
on contingency tables and odds ratios to break down student
performance at the item level.
We then used confirmatory factor analysis (CFA) to check the
factor structure of the NACK.We hypothesized a unidimensional
structure, with all items loading on a single factor and
uncorrelated error terms. Model fit statistics were used to
evaluate this hypothesis, including the comparative fit index
(CFI), where values above 0.95 were taken to indicate acceptable
model fit, and root mean square error of approximation
(RMSEA), where values below 0.05 indicated acceptable model
fit (Kline, 2016).
Next, an IRT model with parameters for person ability
(labeled θ), item difficulty (b), item discrimination (a), and lower
asymptote (c) was fit to the data. In this model, referred to as
a 3 parameter logistic model (3PL), the probability of correct
response P (X) is predicted from a logistic function that combines
person and item parameters as:
P (X) = c+
1− c
1+ e−a(θ−b)
.
Reduced forms of the model were also explored, including the
2 parameter logistic model or 2PL, in which c is constrained
to be 0, and the Rasch model in which c is 0 and a is 1,
leaving item difficulty b as the only item parameter (for additional
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details, see de Ayala, 2009). Models were compared using two
likelihood-based indices, the Akaike information criterion (AIC)
and Bayesian information criterion (BIC), where reduced values
from one model to the next indicated improvement in model fit.
Finally, we examined external indicators of the validity of
NACK scores. We compared the performance of students at
different points in the CS course progression and also correlated
NACK scores with student grades. This institution uses the
100–499 numbering system for first-year through senior-level
courses, and within the CS curriculum, students generally
are required to take lower-numbered courses before higher-
numbered courses (e.g., 100-level courses are prerequisites for
200-level courses). Comparing scores in courses at different
levels makes it possible to roughly compare the performance of
students with different degrees of exposure to CS instruction.
For this analysis, students in honors courses were considered
separately as they were considered a different population than
students in non-honors courses.
RESULTS
Item Analysis
CTT item analysis was conducted on the reduced sample of
students with complete data. Only cases that contained a valid
response for all 13 items were included in the item analysis (N
= 1,201). For this sample, coefficients alpha and omega were
both 0.77, which is generally considered acceptable for a cognitive
assessment used for research purposes. The mean number of
correct responses was 7.27 (SD = 3.31), and the distribution of
total scores was approximately normal. Item statistics are shown
in Table 1, with results broken down for the full sample, women
(n= 198), and men (n= 1,003).
The mean total score for men (7.29) was slightly higher than
for women (7.21), but the difference was not statistically or
practically significant (t286 = 0.29, p = 0.77). Differences in item
statistics by gender were not substantial, so we focus here on the
CTT results for the full sample. Item difficulty, or proportion
correct (p-value), ranged from 0.48 to 0.68, which is acceptable
for a norm-referenced test and in line with the test purpose of
discriminating among students in CS. The ITC, which ranged
from 0.40 to 0.61, also supported this test purpose. These values
indicate that item performance related moderately to strongly
with overall performance. None of the AIDwere above the overall
alpha of 0.77, indicating that all items contributed to the internal
consistency reliability of the measure.
Option Analysis
The option analysis results indicated that response choices
functioned well-overall. We considered two general guidelines
when evaluating the bivariate frequency distributions of ability
groups (total score divided into thirds) over options (Rodriguez
andAlbano, 2017). The first guideline is that all options be chosen
by a non-negligible number of test takers. It is recommended
that any unselected options be revised or removed. We found
that each response option was selected by at least 25 students,
or 2% of the full sample. The second guideline is that higher
ability groups choose the correct response with higher frequency
than low ability groups. This guideline relates to the need for a
positive relationship between item and total score performance.
Examining the percentages of students from the low, middle, and
high ability groups selecting the correct options, the majority
were always in the high ability group, indicating that the correct
response options functioned as intended.
Differential Item Functioning
DIF results are contained in Table 2. The MH statistics
indicated that all of the items fell within reasonable bounds for
group differences, that is, none exceeded accepted thresholds
for exhibiting DIF. Table 2 shows the MH statistics and
corresponding chi-square test statistics for each item, along with
chi-square p-values. Large chi-square, with p-values below a
criterion type-I error rate such as 0.05, would indicate statistically
significant differences in performance for women and men,
holding constant any ability differences.
Item Response Theory Analysis
CFA results indicated an acceptable fit for the unidimensional
model, with CFI of 0.976 and RMSEA of 0.025 (with 90%
confidence interval ranging from 0.018 to 0.033). This evidence of
a single underlying factor supported the subsequent modeling via
unidimensional IRT. When fitting the 3PL, the most complex of
the IRT models examined here, the estimation algorithm did not
converge. We expect this had to do with difficulty in identifying
suitable lower asymptotes for the item response functions, as is
often the case with the 3PL (de Ayala, 2009). The 2PL and Rasch
models both converged, and model fit statistics indicated that the
2PL was preferable, with lower AIC and BIC. Figure 1 shows the
item response functions for the 13 NACK items, and Table S1
shows item parameter estimates.
External Indicators of Validity
Average scores for participants enrolled at different course levels
differed significantly [F(5,1,321) = 83.69, p < 0.001, η
2
p = 0.241],
with participants who were further along in their CS degree
program tending to score higher on the NACK. Mean scores
tended to increase across the course levels for non-honors courses
(see Table 3). The 100-level course mean was significantly lower
than all other course levels, and the 400-level course mean
was significantly higher than all other non-honors course levels.
The difference between 200-level and 300-level courses was not
significant. The 100-level honors courses and 300-level honors
courses had nearly identical means, and were not significantly
different from the 400-level courses.
Correlations were calculated between NACK scores and
numeric grade equivalent scores. Both Pearson and Spearman
correlation coefficients were calculated because of the non-
normality of the grade distribution and the discrete nature
of both variables. The Pearson correlation is more commonly
used for test validity but is intended for continuous variables,
whereas the Spearman correlation ismore appropriate for ordinal
variables. The correlations (Pearson r = 0.284, Spearman r
= 0.313, ps < 0.001) indicate a positive relationship between
NACK scores and grades. As was previously noted, grades
are composites of several factors and not “pure” indicators of
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TABLE 1 | CTT item analysis results.
Full sample
N = 1,201
Women
N = 198
Men
N = 1,003
M = 7.27 SD = 3.31 α = 0.77 M = 7.21 SD = 3.23 α = 0.76 M = 7.29 SD = 3.33 α = 0.77
Item p-value ITC AID p-value ITC AID p-value ITC AID
1 0.48 0.42 0.77 0.48 0.31 0.76 0.49 0.44 0.77
2 0.65 0.42 0.77 0.63 0.40 0.75 0.66 0.43 0.77
3 0.52 0.56 0.75 0.50 0.58 0.73 0.52 0.55 0.76
4 0.57 0.60 0.75 0.60 0.52 0.74 0.57 0.62 0.75
5 0.58 0.61 0.74 0.54 0.61 0.72 0.58 0.61 0.75
6 0.56 0.55 0.75 0.55 0.56 0.73 0.56 0.54 0.76
7 0.53 0.43 0.77 0.53 0.35 0.76 0.53 0.45 0.77
8 0.62 0.51 0.76 0.61 0.50 0.74 0.62 0.51 0.76
9 0.52 0.41 0.77 0.52 0.38 0.75 0.51 0.41 0.77
10 0.68 0.59 0.75 0.70 0.58 0.73 0.68 0.60 0.75
11 0.51 0.56 0.75 0.52 0.58 0.73 0.50 0.56 0.75
12 0.52 0.47 0.76 0.51 0.52 0.74 0.53 0.46 0.77
13 0.54 0.59 0.75 0.53 0.63 0.72 0.54 0.58 0.75
ITC, corrected item-total correlation, AID, alpha if deleted.
TABLE 2 | Differential item functioning results.
Item MH χ2 p-value
1 0.96 0.02 0.89
2 1.10 0.20 0.66
3 1.15 0.37 0.54
4 0.82 0.96 0.33
5 1.32 1.68 0.19
6 1.03 0.00 0.96
7 0.99 0.00 1.00
8 1.02 0.00 0.99
9 0.91 0.23 0.63
10 0.85 0.42 0.51
11 0.91 0.17 0.68
12 1.04 0.02 0.89
13 1.02 0.00 0.98
MH, Mantel-Haenszel statistic.
learning. As a result, we provide these correlations as an initial
indicator of the relationship between NACK scores and CS
knowledge, while recognizing that additional validation against
other measures of CS knowledge are necessary.
Research examining students’ motivation and self-regulated
learning in CS courses also provides construct-related evidence
for the validity of NACK scores. Prior research (Shell et al.,
2013) found positive correlations between NACK scores and
CS course-specific measures of use of learning strategies,
adaptive goal setting, endogenous perceived instrumentality, and
positive course-related affect. Negative correlations were found
between NACK scores and difficulty self-regulating, maladaptive
goal setting, and exogenous perceived instrumentality. The
relationships with endogenous and exogenous perceived
instrumentality was later replicated, and a positive correlation
between NACK scores and aspirations for a career in CS was
also found (Peteranetz et al., 2018). Notably, these relationships
with perceived instrumentality and career aspirations were
stronger for NACK scores than they were for course grades.
Finally, Shell and Soh (2013) and Nelson et al. (2015) found
that students demonstrating adaptive patterns of motivation and
self-regulation in their CS1 course scored higher on the NACK
than students demonstrating maladaptive patterns of motivation
and self-regulated learning.
DISCUSSION
Collectively, the CTT, DIF, CFA, and IRT analyses, indicate
the NACK is psychometrically sound and suitable for research
purposes. With this large sample of undergraduate students
in CS courses, the NACK demonstrated adequate internal
consistency, unidimensionality, and well-functioning items
and response options, and no items showed gender-based
DIF. Furthermore, scores on the test were associated with
course grades and progression through the CS curriculum,
and have previously been shown to correlate with measures
of student motivation and self-regulated learning (Shell
et al., 2013; Peteranetz et al., 2018). To our knowledge,
this set of analyses marks the most thorough evaluation
of a non-commercial test of computational thinking
and CS knowledge. The available evidence supports the
continued use of the NACK as a measure of undergraduate
students’ mastery of computing knowledge and skills in
education research.
Limitations of the present analyses and evaluation must
be noted. First, the sample used in this study, though large,
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FIGURE 1 | 2PL IRT item response function.
TABLE 3 | Descriptive statistics for NACK scores for different course levels.
Course level M SD N
100 6.12 2.91 947
200 8.64 3.36 61
300 7.99 3.75 113
400 10.77 2.52 53
100 Honors 10.61 2.23 114
300 Honors 10.08 2.47 39
was drawn from a single, large, research-focused institution in
the Midwest region of the United States. Students from this
institution are not representative of the larger population of
undergraduate students in CS courses. Second and relatedly,
the largest single demographic group in this sample was white
males, and the majority of students in the sample were in
their first or second year of their post-secondary education.
Although the sample was consistent with the demographic
makeup of the courses from which it was drawn at this
institution, it is not representative of the larger population nor
of subpopulations in other regions or at other institutions.
Third, because race/ethnicity data were not available, we
were not able to conduct race/ethnicity-based DIF analysis.
Future research should test for the possibility for this and
other potential sources of DIF such as international student
status. Finally, scores from the NACK have not yet been
compared to scores on other similar tests of computational
thinking or CS knowledge, which would provide additional
validity evidence consistent with the classic criterion approach
to validity.
CONCLUSIONS
As computing disciplines and the demand for college graduates
in those disciplines continue to grow, the importance of
studying computing education and the ways it might be
improved will continue to grow as well. One way to increase
the quality of computing education research is to increase
the quality of the measurement tools that are available to
researchers, especially measures of students’ knowledge and
skills. It is common for CS education research to use grades
or classroom tests to measure student learning, but grades and
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classroom tests are generally not suitable for research purposes.
Reliability and validity concerns and standards are different
when considering measurement for research and for classroom
assessment (Smith, 2003; Cizek, 2009), and the different contexts
warrant different instruments. Research on student learning
typically calls for instruments that are standardized, norm-
referenced, and focused on a specific skill or content area, and
grades and classroom assessments do not meet those criteria.
This paper represents a step toward increasing the number
of available thoroughly-evaluated tests of students’ knowledge
and skills by documenting the psychometric properties of the
NACK. Continuing to build the pool of rigorously developed
and evaluated assessments of computational thinking and CS
knowledge will serve to strengthen the computing education
research community.
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