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Abstract
This doctoral thesis deals with the description of the mechanical behavior of arterial walls
under supra-physiological loading conditions. After a brief description of the continuum
mechanical basis, the focus is first set to continuum damage mechanics (CDM) formu-
lations for soft biological tissues. Thereby, different phenomenological damage equations
are introduced yielding smooth and non-smooth material tangent moduli at the induction
of initial damage, respectively. The performance of the latter formulations is investigated
in numerical calculations of inhomogeneous boundary value problems. Afterwards, a mi-
cromechanically motivated damage approach for arterial tissues is derived in the CDM
framework, taking into account statistically distributed microscopical parameters. The
model response is adjusted to experimental data of human arteries and used in a numer-
ical simulation of a simplified atherosclerotic artery model showing the applicability of
the proposed formulation in a finite element framework. Moreover, a relaxed incremental
variational formulation from the literature, which in contrast to the CDM formulations
avoids a potential loss of convexity, is extended in this work to account for arterial tis-
sues by the inclusion of fiber dispersion and hysteresis behavior. A framework denoted
as ’Optimal Uncertainty Quantification’ is utilized to compute bounds on the probability
of failure in a simplified diseased artery model after several overexpansions. Therefore, a
virtual experimental data set and two different rupture criteria are considered, which are
based on fiber stretch and fiber damage, respectively.
Zusammenfassung
Diese Dissertation behandelt die Beschreibung des mechanischen Verhaltens von Arte-
rienwa¨nden unter supraphysiologischen Belastungszusta¨nden. Nach einer kurzen Beschrei-
bung der kontinuumsmechanischen Grundlagen, wird der Schwerpunkt zuna¨chst auf For-
mulierungen im Rahmen der Kontinuumsscha¨digungsmechanik (KSM) fu¨r biologische We-
ichgewebe gelegt. Dabei werden unterschiedliche pha¨nomenologische Scha¨digungsfunktio-
nen eingefu¨hrt, die zu stetigen bzw. unstetigen Tangentenmoduln bei Scha¨digungsinizi-
ierung fu¨hren. Das Verhalten dieser Formulierungen wird in numerischen Berechnungen in-
homogener Randwertprobleme untersucht. Danach wird ein mikromechanisch motivierter
Scha¨digungsansatz im Rahmen der KSM unter Beru¨cksichtigung statistisch verteilter
mikroskopischer Parameter hergeleitet. Die Modellantwort wird an experimentelle Daten
menschlicher Arterien angepasst und in einer numerischen Simulation eines vereinfachten
atherosklerotischen Arterienmodells verwendet, wobei die Anwendbarkeit der vorgeschla-
genen Formulierung im Rahmen der Finite-Elemente-Methode gezeigt wird. Zusa¨tzlich
wird eine inkrementelle Variationsformulierung fu¨r Scha¨digung aus der Literatur, die
im Vergleich zu den KSM-Formulierungen einen mo¨glichen Konvexita¨tsverlust vermei-
det, durch Einbindung von Faserstreuung und Hystere-Verhalten fu¨r die Beschreibung
arteriellen Gewebes erweitert. Im Rahmen einer Methode, die als ’Optimale Unsicherheit-
squantifizierung’ bezeichnet wird, werden Grenzwerte fu¨r die Versagenswahrscheinlichkeit
an einem vereinfachten Modell einer erkrankten Arterie nach mehreren U¨berdehnun-
gen berechnet. Dafu¨r werden ein virtueller experimenteller Datensatz und zwei unter-
schiedliche Versagenskriterien beru¨cksichtigt, die auf der Faserdehnung bzw. auf der Faser-
scha¨digung basieren.
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This doctoral thesis is related to the field of biomechanics, a subdiscipline of mechanics.
According to Humphrey & Delange [120] biomechanics is the development, extension,
and application of mechanics for the purposes of understanding better the influence of
mechanical loads on the structure, properties, and function of living things. For an ex-
haustive introduction into the field, the reader is referred to textbooks as e.g. the ones by
Fung [83], Holzapfel & Ogden [111, 112] or Humphrey & Delange [120]. A large
variety of issues are associated to biomechanics, such as the study of the drag-reducing
properties of the skin of a dolphin or human athletic performance, to name only some
examples. Furthermore, biomechanics is important to the emerging field of biomedical
engineering, since it may help understanding health and disease of human organs and the
development of related treatment methods.
As first investigators, who can be associated to biomechanics Leonardo da Vinci (1452-
1519) and Galileo Galilei (1564-1642) are to be named. For example, da Vinci studied
the flight of birds, in order to find a way, how man could fly. This approach of designing
systems by adapting from nature is denoted as bionics, which is a subdiscipline of biome-
chanics. Galilei, on the other hand, studied the relation of structural design and strength
of bones, suggesting that bones are hollow to increase the strength-to-weight ratio. Later
on, Julius Wolff (1836-1902) suggested that the oriented trabeculae within bones follow
lines of tension arising from the applied loads. Such investigations of how mechanical
loads might influence tissue structure and function are summarized within the research
area of mechanobiology.
In the 1950s and 1960s several developments pushed forward the disciple of biome-
chanics. On the one hand, nonlinear theories in the framework of continuum mechan-
ics [239, 238, 68] achieved a more complete and rational foundation, which later on e.g.
allowed for the description of the complex nonlinear response of soft tissues. Moreover,
during the same period of time, foundations for the development of digital computers were
laid and powerful numerical methods, such as the finite element method, were introduced
enabling the solution of complex boundary value problems as often required in biome-
chanics. Furthermore, in the 1950s cornerstones for modern biology were laid through
the identification of the basic structure of proteins (by Pauling) and DNA (by Watson
and Crick).
One example of a pathological degeneration, whose treatment is aimed to be improved by
computational biomechanical methods, is atherosclerosis. The latter disease is accompa-
nied by a thickening and stiffening of an arterial wall due to the proliferation of connective
tissue, which forms a fibrous cap overlying deposits of fat (lipid). Further plaque compo-
nents are constituted by platelets (thrombocytes) and calcium. The formation of a plaque
narrows the arterial lumen and therefore reduces perfusion. This reduced blood flow to
organs represents a danger for the affected patient. Different hypotheses concerning the
pathogenesis of atherosclerosis have been proposed involving biochemical deteriorations
and/or mechanical injuries of the endothelium. However, the common treatment method
of atherosclerosis, the overstretching of the affected artery by means of a balloon catheter,
is mainly governed by the mechanical behavior of the tissue. During balloon angioplasty,
a softening of the overstretched tissue is observed, which is believed to arise from micro-
scopic tissue damage, and which leads to an increased arterial lumen under physiological
blood pressure after the treatment. Many authors have studied the arterial wall mechan-
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ics during overstretch by evaluating the distribution of mechanical stresses or damage by
means of finite element simulations, see e.g. [109, 197, 15, 203, 121, 206]. Thereby, the
material response was described in a continuum mechanical sense, meaning that the body
under consideration is characterized by continuous field quantities (density, temperature,
velocity, ...) instead by its detailed microstructure. However, microstructural information
can be included to some extend into the continuum modeling, for example through con-
sideration of a strain-energy with decoupled contributions from a ground matrix material
and embedded collagen fibers [134, 110, 108, 265, 86, 84, 171, 189, 202].
The collagen, which is distributed anisotropically within an isotropic ground substance
leads to overall orthotropic properties of the arterial wall, as first reported by Pa-
tel & Fry [173]. However, some experimental studies, such as the ones by Dobrin [53]
or Weizsa¨cker & Pinto [252] conclude, that under in vivo loading conditions ar-
terial tissue may be regarded as isotropic. Therefore, due to a lower number of pa-
rameters also isotropic constitutive models have been applied in arterial wall simu-
lations, see e.g. [35, 46, 9, 36, 183, 186, 11, 132, 63, 174, 43, 7, 150, 41]. On the
other hand, structural models for soft biological tissue accounting for anisotropy by
consideration of preferred fiber directions were e.g. proposed by Wuyts et al. [257],
Holzapfel et al. [110], Holzapfel & Gasser [108], Zullinger et al. [265],
Balzani et al. [16] or Sack et al. [202]. In some of the above approaches invari-
ants of structural tensors (cf. Spencer [231]) were applied to account for anisotropy.
Gasser et al. [86] introduced an improved model, which interpolates linearly between
the states of isotropy and perfect fiber alignment by means of a dispersion parameter.
Beside analytical approaches to fiber dispersion in soft biological tissues also numerical
approaches (see e.g. Alastrue´ et al. [3]) were proposed, which consider numerous fiber
directions and integrate their response over a unit sphere. This method is however accom-
panied by increased numerical costs. A further alternative approach to describe anisotropy
of soft tissues, which is consistent with the linear six-constant theory [231], was proposed
by Murphy [164]. One of the first direct comparisons between isotropic and anisotropic
models with respect to stress estimates from finite element analyses of two-dimensional
atherosclerotic artery models was performed by Williamson et al. [253]. Therein, also
a sensitivity analysis with respect to the material parameters was carried out, which is
an important issue especially regarding soft biological tissues with their large variability.
Holzapfel et al. [118] investigated 3D stress states according to an anisotropic model
and a neo-Hookean model in arterial components during balloon angioplasty and stent
deployment. Auricchio et al. [8] compared an isotropic model against and anisotropic
model in a carotid artery stenting analysis. In this thesis, an isotropic and and anisotropic
material model are compared against each other in three-dimensional arterial wall sim-
ulations considering supra-physiological loading states, whereby softening and remanent
strains are reflected, see also Schmidt, Pandya & Balzani [209].
As mentioned further above, due to supra-physiological loads during clinical interventions
microscopic damage and accompanying remanent strains may be induced into the arterial
tissue. Therefore, a further challenge is the modeling of damage, which is mostly done
in a continuum damage mechanics (CDM) framework. The first applications of CDM
at large strains can be found for rubbers and polymers, see Simo [224] and Govind-
jee & Simo [89], where the Mullins effect was modeled. These approaches were later
extended to also account for continuous damage (Miehe [157]) and saturation behavior
(Miehe & Keck [161]). An alternative way to model damage is related to pseudo-
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elasticity, see e.g. Ogden & Roxburgh [166, 167] and Dorfmann & Ogden [55].
Thereby, an additional term is considered providing that a change of the damage variable
does not change the value of the overall strain-energy. In Pen˜a & Doblare´ [180] and
Weisbecker et al. [251] the above approach was used to describe damage in soft bio-
logical tissues. A comparison of the Ogden and Roxburgh model against the continuum
damage model by Simo in terms of the capability to reflect the Mullins effect in indus-
trial rubber components is given in Gracia et al. [90]. One of the first approaches to
anisotropic damage modeling in arteries was proposed by Hokanson & Yazdani [104],
who applied a fourth order damage tensor to an isotropic Ogden-type material. In con-
trast, Balzani et al. [21] considered a decoupled representation of the strain-energy
[110] and preceded a one-dimensional damage variable to the transversely-isotropic fiber
energy in order to account for anisotropic damage, see also Schro¨der et al. [213].
Other authors assumed damage to also occur in the extracellular matrix material, see
e.g. Natali et al. [165], Rodr´ıguez et al. [198], Calvo et al. [32], Pen˜a et al. [179],
Pen˜a [176, 178] and Famaey et al. [70], as well as in smooth muscle cells [70], respec-
tively. Thereby, in [179] furthermore viscoelasticity was considered. Volokh [242, 243]
included energy limiters into anisotropic strain-energy functions to model damage in ar-
terial tissues. A further approach, which avoids the use of a damage function, was given
by Dargazany & Itskov [44], who described anisotropic damage in rubbers by means
of a network evolution model. In Ehret & Itskov [64] an evolution of structural tensors
was considered to account for anisotropic damage in soft biological tissues. In contrast
to above mentioned analytical models, also numerical approaches to anisotropic damage
have been proposed for soft biological tissues, see e.g. Gasser [84], Sa´ez et al. [203]
or Rebouah & Chagnon [189]. Thereby, either a one-dimensional damage variable or
an evolution function is associated to numerous fiber directions and integration of fiber
responses over a unit sphere is performed. Rey et al. [192] proposed a similar model to
describe stress-softening hysteresis in rubberlike materials by numerically integrating over
several one-dimensional constitutive equations, which behave like parallel spring slider el-
ements. Such numerical approaches are however computationally more expensive. Aside
from the softening of the material due to microscopic damage also the accompanying re-
manent strains are reflected by some models. For example, in Gasser & Holzapfel [85]
a finite plasticity framework was utilized to describe remanent strains in arterial tissue due
to overstretch. Thereby, remaining deformations of the collagen fibers were assumed, which
lead to remanent strains of the composite material.Maher et al. [150] considered an addi-
tional inelastic stress tensor, which is only updated in peak deformation states and which
causes plastic (residual) strains. In [176, 178] remanent strains of the composite material
are achieved through an additional softening variable. Within the constitutive framework
for soft tissues by Balzani et al. [15] and Brinkhues [29], remaining deformations of the
collagen fibers are controlled by the damage variable, which is embedded into an internal
function of the strain-energy and can therefore evoke a shift of the stress-free reference
configuration. A similar approach to obtain remanent strains has been followed in [189].
Further effects with respect to the cyclic loading of soft tissues in the supra-physiological
loading domain are, that second loading paths differ to first loading paths, but converge
to a stable response curve with increasing number of cycles at the same maximum load,
whereas the first effect is referred to as continuous damage and the second one is denoted
as saturation. The constitutive framework by [15, 29] considers both effects, namely by
using a damage variable, which increases in loading as well as in reloading paths, and
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by defining a maximum converging limit for damage, which increases with increasing ap-
plied maximum loads. In [178] different weighting factors are introduced to account for
continuous damage at the same stretch (preconditioning) and for discontinuous damage
due to bond rupture, respectively. Another recent damage approach for biological tissues
based on a transversely-isotropic version of the Arruda-Boyce eight-chain model [4] was
proposed by Rickaby & Scott [193]. Therein, besides hysteresis and remanent strains
of the composite material also stress relaxation and creep of remanent strains are taken
into account. Stress relaxation hereby denotes the effect, that a smaller amount of stress
is required in a second loading path to obtain an equivalent deformation as in the primary
loading path, hence the damage evolution includes continuous characteristics. Creep of
remanent strains denotes the effect, that remanent strains reduce over time, when the
material is in a state of zero stress after unloading.
The above summarized approaches describe damage of soft biological tissue rather phe-
nomenologically. To the author’s knowledge the first micromechanically motivated dam-
age model was the one by [198], which considers a statistically distributed waviness and
a subsequent rupture of individual collagen fibers. However, some publications indicate,
that damage may even be traced back to the fibril level, see e.g. Scott [220]. Therefore,
in this thesis an alternative micromechanically motivated damage approach is derived,
which takes into account statistically distributed fibril lengths, proteoglycan orientations
and ultimate proteoglycan stretches. Results concerning this approach were also pub-
lished in Schmidt, Balzani & Holzapfel [206]. Alternative ways of modeling dam-
age, which avoid a potential loss of convexity of the formulation, are given by consid-
eration of gradient-enhanced models, see e.g. Kuhl & Ramm [131], Steinmann [232],
Dmitrievic & Hackl [50] andWaffenschmidt et al. [244], or of relaxed incremental
variational formulations, see e.g. Francfort & Marigo [78], Francfort & Gar-
roni [77] and Gu¨rses & Miehe [95] for the small strain framework. In Balzani & Or-
tiz [17] a relaxed incremental variational damage approach for fiber-reinforced materials
at finite strains was proposed. In this thesis, the latter approach is further extended to
appropriately account for arterial tissues by the consideration of fiber dispersion and
hysteresis behavior.
The effect of tissue damage, which is accounted for by the above approaches leads to
a softening of the material and is therefore a desired effect during balloon angioplasty,
since then an increased arterial lumen will be obtained after the treatment. Another ef-
fect, which may occur when overexpanding the tissue or during other supra-physiological
loading situations is an undesired tissue rupture, which is here also referred to as material
failure. This can lead to fatal consequences for the affected patient, such as a myocar-
dial infarction or a stroke. It is still unclear, what is the most suitable criterion for the
prediction of an ultimate tissue failure, for example a variety of failure criteria have been
proposed in the literature for abdominal aortic aneurysms [187, 74, 73, 75, 241, 129, 130].
However, given that a suitable failure criterion is available and the patient-specific de-
termination of material properties is not possible, the prediction of the failure event in
practical applications will remain challenging due to the large variability of soft biological
tissues with respect to material parameters. These uncertain parameters enter numerical
models and will therefore influence the model response and the evaluation of the failure
criterion, respectively. Thus, here methods of forward uncertainty propagation may be
applied, which aim to quantify uncertainty of model outputs propagated from uncertain
inputs. A goal of the uncertainty quantification would then be to determine the probability
Thomas Schmidt 5
of the failure event under consideration of stochastically distributed material parameters.
The most well-known method for forward uncertainty propagation is Monte Carlo simula-
tion (MCS), which however would require knowledge of the probability density functions
(PDF) of the material parameters. Even in case that the PDFs were known, MCS would
still be quite expensive, since the PDF of the model response is constructed by sampling.
With respect to soft biological tissues in most of the cases it cannot be expected, that the
PDF of a distributed material parameter can be estimated from experimental data sets,
since the number of available samples is typically too small. However, depending on the
sample size the estimation of certain moments of the PDF may be admissible. Recognizing
that the PDFs of distributed material parameters are unknown, it is only possible to deter-
mine bounds on the probability of failure (PoF), but not the PoF itself. Bounds on the PoF
can be e.g. evaluated from Hoeffding’s [103] or McDiarmid’s inequality [154], which take
into account the ranges of distributed parameters. More recently, a methodology denoted
as ’Optimal Uncertainty Quantification’ (OUQ) was proposed by Owhadi et al. [170],
which in principle enables the determination of the sharpest bounds on the PoF for a
given information set (e.g. parameter ranges and estimated moments). In this thesis, the
OUQ approach is applied to compute bounds on the failure probability of soft biological
tissue, first results were also published in Balzani, Schmidt & Ortiz [19, 20].
Specifically, this doctoral thesis is structured as follows: Section 2 briefly outlines con-
tinuum mechanical principles, which are utilized here to determine e.g. deformation and
stress fields in the regarded boundary value problems. Thereby, at first the concepts of
kinematics and stress are explained. Then the balance equations of mass, linear momen-
tum, angular momentum, and energy as well as the entropy inequality are introduced.
Next, some fundamentals on material modeling are outlined, whereby a focus is set on
invariant theory. This is important with respect to the concept of structural tensors,
which are used in this work to describe anisotropic materials. Finally, it is explained, how
a boundary value problem is formulated, the underlying nonlinear differential equations
can be linearized, and a numerical solution can be obtained by means of the finite ele-
ment method.
Section 3 deals with the specifics of arterial wall mechanics. Therefore, at first the het-
erogeneous composition of arterial tissues is treated with a focus on the layer-like laminar
structure and on the main structural components elastin and collagen. The next sub-
section is on atherosclerosis, a common arterial disease. Therein, potential pathogenesis
and treatment methods are explained, which may subject the affected artery to supra-
physiological loadings. This will become relevant with respect to the material modeling
approaches and considered boundary value problems in this thesis. In particular, effects
such as residual stresses, softening and remanent strains may play a role concerning the
mechanical arterial behavior, as it is outlined in the last subsection of Section 3.
Section 4 is on damage modeling in soft biological tissues. It starts by explaining the
(1 − D)-approach, which is crucial for continuum damage mechanics. The next subsec-
tion outlines the constitutive framework [15, 29] utilized in this contribution to construct
continuum damage models. A following subsection is on phenomenological damage func-
tions and furthermore provides a numerical example showing the characteristic response
of the applied constitutive framework. With respect to the damage functions a distinc-
tive difference is the tangent modulus at the transition from the physiological to the
supra-physiological loading domain. Some damage functions yield a non-smooth tangent
modulus at this initial damage state, which may represent a potential disadvantage in
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numerical calculations, cf. Pen˜a [175]. Therefore, in the next subsection several damage
functions with smooth and non-smooth tangent moduli are considered and the respective
iterative convergence at damage initialization is compared for an inhomogeneous boundary
value problem. Thereby, also a new damage function is proposed. The results concern-
ing this part of the thesis were also published in Balzani & Schmidt [18]. After that,
moreover a micromechanically motivated damage model is introduced, which considers
statistical distributions of collagen fibril lengths, proteoglycan orientations and ultimate
proteoglycan stretches. Finally, comparative numerical computations are provided, which
use the derived continuum damage models and show their applicability in a finite element
setting. Afterwards, an alternative approach to damage modeling is presented, namely the
use of relaxed incremental variational formulations. Thereby, at first the model by [17]
is recapitulated. Then, several extensions, such as the inclusion of fiber dispersion and
hysteresis behavior are discussed and the model is adjusted to real experimental data of
the media of a human carotid artery.
Section 5 treats the comparison of isotropic and anisotropic material behavior of arte-
rial walls under supra-physiological loading. Therefore, an isotropic and an anisotropic
constitutive function are constructed according to the framework from [15, 29] and are
adjusted to uniaxial experimental data of four different tissue layers. Then, both consti-
tutive models are applied in numerical calculations of overstretched arterial sections and
their response is compared against each other.
Section 6 is on uncertainty quantification. After providing some introductory remarks and
terminology, an exhaustive overview over methods in forward uncertainty propagation, a
subdomain of uncertainty quantification, is given, whereby also the OUQ concept [170] is
explained. Then follows a section on failure certification in soft biological tissues. Therein,
the application of OUQ is outlined, some simple introductory examples are given, and
finally bounds on the failure probability of soft tissues are determined based on an artifi-
cial experimental data set and on a meta model. Section 7 concludes the thesis and gives
some prospects on future research.
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2 . Continuum Mechanical Preliminaries
Within the framework of continuum mechanics, bodies are described as a continuous
distribution of matter in space and time. Thus, it is not accounted for the specific mi-
crostructure of the real material, but it is replaced by certain field quantities such as
density, temperature and velocity. This represents a phenomenological description, which
is sufficient for the most engineering applications. Specifically, continuum mechanics deals
with the motion and deformation of bodies (kinematics), the study of stresses within the
continuum, as well as with the mathematical description of the fundamental physical laws
governing the mass, motion and temperature of a continuum.
The following section gives a brief overview over the continuum mechanical background
of this work and introduces the used notation. Extensive textbooks on the topic are,
for example, given by Truesdell & Toupin [239], Truesdell & Noll [238], Erin-
gen [68], Silhavy´ [223] and Holzapfel [105]. At the end of this section, the formulation
of a boundary value problem, as well as the associated variational- and finite element for-
mulation is given, which is used for the treatment of computational examples later in this
work. Concerning the finite element method, the reader is referred to Zienciewicz &
Taylor [264], Bathe [22] and Wriggers [255].
2.1 Kinematics
A body B0 ⊂ IR3 is considered in the undeformed reference configuration at time t = t0,
which also referred to as the material or Lagrangian configuration. The body is interpreted
as a composition of particles, whereby to each particle a position vector X in euclidean
three-dimensional space IR3 is assigned. Furthermore, a current (deformed) configuration
B ⊂ IR3 of the body is considered at time t ∈ IR+, which is also denoted as the spatial
or Eulerian configuration. Therein, a particle formerly located at X now has the position
vector x. For every time point t ∈ IR+ a motion function
χ(X, t) : B0 → B (2.1)
can be defined, which maps points X ∈ B0 onto points x ∈ B. Hence, for a specific time
point, the deformation map is given by
χt(X) : B0 → B. (2.2)
The deformation of the body can be described by parameter lines θa with a = 1, 2, 3. A
natural basis system is given in the reference and current configuration by derivingX and
x, which are given in euclidean coordinates ea (a = 1, 2, 3), with respect to the parameter



































Figure 2.1: Base vectors and parameter lines in reference - and current configuration of
the body under consideration.
By multiplication of the co- and contravariant base vectors
hi · hj = δij and ai · aj = δi j (2.5)
the so-called Kronecker delta δi j is obtained, which equals one if i = j, and equals zero
if i 6= j. Multiplication of the covariant base vectors gives the so-called covariant metric
coefficients
hij = hi · hj and aij = ai · aj . (2.6)
By deriving the current position of a particle with respect to its reference position, the
deformation gradient









= ai ⊗ hi (2.7)
is obtained. Since the current position is given by the motion function as x(X) = χt(X),
the deformation gradient is equivalent to the gradient of the motion function with respect
to the referential coordinatesX. As can be seen from (2.7) F is a two-field tensor, since it is
composed of a referential and a current base vector. Specifically, a mapping of a material
tangent vector to a spatial tangent vector is described by F : TXB0 → TxB, whereas
TXB0 denotes the material tangent space and TxB denotes the spatial tangent space,
respectively. In order to ensure a one-to-one mapping, F is restricted to be nonsingular,
which guarantees the existence of the inverse




Providing that the determinant of F is different from zero represents a sufficient condition
for the invertibility. Furthermore by demanding the continuity of χt(X), the restriction














Figure 2.2: Transport theorems from reference to current configuration.
is postulated for the Jacobi-determinant. By considering a displacement vector u describ-
ing the difference between the reference and the current position, the deformation gradient
can also be expressed as
F = I +Gradu. (2.10)
The transport of an infinitesimal line element from the reference to the current configu-
ration is given by
dx = F dX, (2.11)
an infinitesimal referential area element dA is transformed to the area element da in the
current configuration by Nanson’s formula
da = det[F ]F T−1dA = Cof[F ]dA. (2.12)
An area element is thereby represented by a normal vector to the area multiplied by the
size of the area, hence
da = nda, and dA =NdA, (2.13)
respectively. By considering an infinitesimal referential volume element to be the product
of a referential line element with the area spanned by two other referential line elements
represented by their cross-product, thus dV0 = (dX1×dX2) ·dX3, the following transport
can be derived
dV = det[F ]dV0. (2.14)
All derived transport theorems are summarizingly depicted in Fig. 2.2.
For some considerations it also makes sense to differ between pure rotational parts of
the deformation, which can be described by a rotation tensor R and pure stretch parts,
which are represented by stretch tensors U or V . This differentiation is significant, when
distinguishing between deformations, which actually yield a strain of the body, and pure
rigid body motions. The deformation gradient can be represented as
F = RU = V R, (2.15)
which is referred to as the left and right polar decomposition, respectively. Two important
measures, which account for the pure stretch part of deformation are the right Cauchy-
Green tensor C and the Finger tensor B (left Cauchy-Green tensor). Note, that with
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help of the orthogonal properties R−1 = RT of the rotation tensor, the latter deformation
measures can be derived as
C = F TF = (RU)TRU = UTRTRU = UTU ,
B = FF T = V R(V R)T = V RRTV T = V V T .
(2.16)
The deformation tensors C and B are related to the squares of a current and of a ref-
erential line element dx and dX, respectively. Therefore, they describe the deformation
with view from the reference and current configuration, respectively, which also becomes
clear when expressing C and B in the natural basis system
C = (ai ⊗ hi)T (ak ⊗ hk) = (hi ⊗ ai)(ak ⊗ hk) = aik(hi ⊗ hk),
B = (ai ⊗ hi)(ak ⊗ hk)T = (ai ⊗ hi)(hk ⊗ ak) = hik(ai ⊗ ak).
(2.17)
By considering the difference of squares of a current and referential line element (dx ·dx−
dX · dX), the Green and Almansi strain tensor
E = 1
2
(C − I) = 1
2
(aik − hik)hi ⊗ hk and
A = 1
2
(I −B−1) = 1
2
(aik − hik)ai ⊗ ak
(2.18)
can be derived, which characterize the strain with view from the reference configuration
and current configuration, respectively.
For viscous processes, furthermore the velocity field is required, which can be expressed
in the in the spatial as well as in the material setting utilizing the motion function
x˙(x, t) = x˙(X, t) = x˙(χ−1(x, t), t). (2.19)
A spatial velocity gradient L is introduced as the derivative of the velocity with respect
to the spatial coordinates x
L = grad x˙, with Li j = x˙
i
,j . (2.20)
The spatial velocity gradient can be split into a symmetrical part, denoted as the spatial
strain velocity
D = sym[L] = 1
2
(L +LT ) (2.21)
and a skew-symmetric part, denoted as the spin tensor
W = skew[L] = 1
2
(L− LT ). (2.22)


















= Grad x˙, (2.23)






= F˙ F−1. (2.24)








= JF T−1 : F˙ = J trL = J div x˙ (2.25)
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with index notation J˙ = Jx˙i,i, as well as of infinitesimal line, area and volume elements
dx˙ = Ldx
da˙ = div[x˙]da− LTda
dv˙ = div[x˙]dv.
(2.26)
2.2 Traction Vectors and Stress Tensors
In a loaded physical body in the deformed configuration, inner forces exist, which are
associated to the stresses within the body. When imaginary cutting the body, a normal
vector n can be considered to characterize the cut plane, and the inner stresses can be
represented by a traction vector t. The theorem of Cauchy states, that the normal vector
can be mapped to the traction vector as
t = σn (2.27)
by means of Cauchy stress tensor σ, which describes the physical stresses of a spatial point
independently from a considered cutting plane. Using the covariant basis, σ is given by
σ = σikai ⊗ ak. (2.28)
With help of the balance of angular momentum it can be shown, that σ is symmetric, see
Section 2.3.3.
A Lagrangian counterpart to the Cauchy theorem can be constructed in the reference
configuration as
t0 = Pn0 (2.29)
wherein the 1. Piola-Kirchhoff stress tensor P relates a referential normal vector n0 to
the referential traction vector t0. P is unsymmetric and is also denoted as nominal stress,
because it relates the true stress to an undeformed area. By means of (2.12), (2.27) and
the relation t0dA = tda the following expression for P can be derived
P = JσF T−1 = Jσik(ai ⊗ ak)F T−1 = Jσik(ai ⊗ hk). (2.30)
A further alternative stress measure to the Cauchy stresses is given by the so-called
Kirchhoff stress tensor, which also includes a weighting with the volume ratio J (compare
previous section)
τ = Jσ = Jσikai ⊗ ak. (2.31)
In order to construct a stress measure, which is completely located in the reference con-
figuration the following transformation is applied to the nominal traction vector
t˜0 = F
−1t0. (2.32)
Analogously to the Cauchy theorem, the relation
t˜0 = Sn0 (2.33)
can be defined by introducing the 2. Piola-Kirchhoff stress tensor
S = F −1P = F−1τF T−1 = JF−1σF T−1 = JσikF −1(ai ⊗ ak)F T−1 = Sik(hi ⊗ hk).
(2.34)
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As can be seen in (2.34) due to the symmetry of σ, the 2. Piola-Kirchhoff stress tensor is
also symmetric.
The rate of internal mechanical work, also denoted as stress power Pint, can be represented




σ : LdV (2.35)
Utilizing the symmetry of σ, it is sufficient to only consider the symmetrical part (2.21)















= P : F˙ dV0 =
∫
B0
S : E˙dV0 (2.38)
The pairs (τ ,D), (P , F˙ ) and (S, E˙) are referred to as work-conjugated pairs.
2.3 Balance Equations
In the sequel, fundamental relations of continuum mechanics are outlined, which hold
for every material. These relations represent axioms, which means, that they cannot be
derived from other laws, and that they are not violated by counterexamples. Here, the
focus is on closed systems of one-component continuums. Specifically, in the following,
the balance equations of mass, linear momentum, angular momentum, and energy, as
well as the entropy inequality (or Clausius-Duhem Inequality) are explained. The balance
of energy and the entropy inequality are also referred to as the first and the second
fundamental theorem of thermodynamics, respectively.
2.3.1 Balance of Mass This balance law states, that the mass M of a closed system







ρ(x, t)dV = const. (2.39)
Herein, ρ0 and ρ denote the referential and the current density, respectively. Considering





















(ρ˙J + ρJ˙)dV0 = 0. (2.41)
Consideration of (2.25) leads to the 2. local form of the balance of mass in the current
configuration
ρ˙+ ρ div x˙ = 0. (2.42)
2.3.2 Balance of Linear Momentum The balance equation of linear momentum
states, that the temporal change of linear momentum l equals the sum of external forces
k, thus




















Hereby b stands for an acceleration, which represents a volume force when multiplied by
the spatial density ρ and integrated over the volume, and t denotes a traction vector, i.e.
a force defined per area.
























(ρb + divσ)dV. (2.48)
As an alternative representation the local form of the balance of linear momentum reads
ρx¨ = ρb+ divσ, (2.49)
which is also referred to as Cauchy’s first equation of motion. Consideration of Nanson’s
formula (2.12), the volume transport (2.14) and the first local balance of mass (2.40)
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and for the derivation of the local form of the material balance of linear momentum
ρ0x¨ = ρ0b+DivP . (2.51)
2.3.3 Balance of Angular Momentum The balance equation of angular momen-
tum states, that the temporal change of angular momentum h(0) related to the fixed point















Recalling the transport theorem (2.14), the time derivative of J (2.25), as well as the 2.









Applying the Cauchy theorem to (2.54) and considering the divergence theorem∫
∂B
x× σnda = ∫
B





0 if two indices are equal,
+1 for e123, e231, e312,
−1 for e213, e132, e321,
(2.56)








(x× div[σ] + e : σT )dV, (2.57)
which under usage of (2.49) reduces to∫
B
e : σTdV = 0. (2.58)
The above expression holds only, if σ is symmetric, i.e.
σ = σT . (2.59)
From (2.59) also the symmetry of the 2. Piola-Kirchhoff stress tensor can be concluded.
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2.3.4 Balance of Energy The fourth axiom states, that the sum of rates of the
internal and kinetic energy of a physical body equals the sum of mechanical and thermal
power, the body is subjected to. The kinetic energy of the body transforms to kinetic
energy of the disordered atom movement and potential energy between the atoms, and is
therefore no longer observable from a continuum mechanical point of view. It is said to
pass into internal energy. The latter one is measurable as heat of the considered body.





where E = E(x, t) denotes the specific internal energy per unit reference mass. When
considering (2.14), (2.25) and the 2. local form of the mass balance (2.42), the temporal



















ρx˙ · x˙dV, (2.62)








ρx˙ · x˙dV =
∫
B
ρx˙ · x¨dV. (2.63)




x˙ · ρbdV +
∫
∂B








q · da, (2.65)
respectively. Therein, r = r(x, t) denotes an external heat source per unit reference mass
and q = q(x, t) stands for a heat flux vector. Thus, the balance of energy reads
E˙ + K˙ =W +Q. (2.66)
Considering (2.61), (2.63), (2.64), (2.65), as well as the Gauss integral theorem (2.47) and
the local form of the balance of linear momentum (2.49), the local form of the balance of
energy can be derived as
ρE˙ = σ :D + ρr − div q. (2.67)
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2.3.5 Entropy Inequality Rudolf Julius Emmanuel Clausius (1822-1888) stated the
first and second fundamental law of thermodynamics, namely that the energy of the
universe is constant, and that the entropy of the universe tends to a maximum. The first
statement can actually be interpreted as the balance equation of energy as outlined in
Section 2.3.4, and from the second statement the entropy inequality is derived, which
is also denoted as Clausius-Duhem Inequality. Consideration of the second statement
provides, that the overall entropy does not decrease. Therefore, the rate of entropy H
of a closed system must be greater than or at least equal to the difference of entropy
sources and entropy fluxes to the system. The rate of entropy is often closely related to
the thermal power [105] and the entropy sources and fluxes are assumed to be related to
the heat sources r and fluxes q by the proportional factor 1/θ, with θ = θ(x, t) denoting











q · da. (2.68)
The entropy H is also interpreted as that part of the heating energy, which cannot be
transformed into mechanical work. Also a specific entropy η = η(x, t) per unit reference















By transformation of the surface integrals into volume integrals, the local form of the










After reformulation of (2.71) and insertion of the local balance of mechanical energy (2.67),
the local form of the entropy inequality appears as
ρ(θη˙ − E˙) + σ :D − 1
θ
q · grad θ ≥ 0. (2.72)
When introducing the scalar-valued free Helmholtz energy Ψ˜ = E − θη defined per unit
reference mass, (2.72) can be recast as
−ρ( ˙˜Ψ + θ˙η) + σ :D − 1
θ
q · grad θ ≥ 0. (2.73)
Since in this work isothermal processes (θ˙ = 0 and q = 0) are regarded, the local form of
the entropy inequality is reduced to
σ :D − ρ ˙˜Ψ ≥ 0. (2.74)
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The above expression is formulated in the current configuration. The free energy can
alternatively be formulated per unit reference volume, i.e. Ψ = ρ0Ψ˜. Within the latter
representation the referential density ρ0 is included in the material parameters. Consid-
eration of another work-conjugated pair provides description of the entropy inequality in
the reference configuration
S : E˙ − Ψ˙ ≥ 0. (2.75)
For pure elastic materials (Ψ := Ψ(E)) Eq. (2.75) can be rewritten as
S : E˙ − ∂EΨ : E˙ ≥ 0. (2.76)








ensures, that (2.75) is fulfilled for each imaginable process. Alternatively, the free energy
can also be formulated in terms of the right Cauchy Green deformation tensor, i.e. Ψ :=
Ψ(C). Using the relation E˙ = 1
2
C˙, the entropy inequality becomes
1
2
S : C˙ − ∂CΨ : C˙ ≥ 0, (2.78)








Recalling the work-conjugated pair (P , F˙ ) and considering the free energy Ψ := Ψ(F ),
from the modified entropy inequality
P : F˙ − ∂FΨ : F˙ ≥ 0 (2.80)









The notion of constitutive equations is outlined in more detail in the following section.
2.4 Fundamentals of Continuum Mechanical Material Theory
The behavior of a solid continuum body can be described by balance equations, as out-
lined in the previous section. Specifically, one equation is provided each by the balance
principles of mass (2.42) and energy (2.67), whereas three equations are obtained from
the balance of linear momentum (2.49) due to its vectorial formulation. The balance of
angular momentum (2.59) yields the symmetry of the Cauchy stress tensor σ = σT , and
therefore reduces the number of independent components in σ from nine to six. Thus,
in total five equations for the description of equilibrium states can be used for the solu-
tion of initial- or boundary value problems, as, for example, deformation analyses. The
acceleration b and the external heat source r are known quantities within the considered
problem. Unknown are the motion function χ, the Cauchy stresses σ, the density ρ, the
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free energy Ψ, the specific entropy η, the temperature θ and the heat flux vector q. Hence,
in total there exist 16 (= 3+6+1+1+1+1+3) unknown quantities and five equations.
Since the system of equations is underdetermined, eleven (16−5) additional equations are
required, which are referred to as constitutive equations. In general, constitutive equations
are derived for the symmetric Cauchy stresses σ = σT , the free energy Ψ, the specific
entropy η and the heat flux q, which gives a total of eleven (= 6 + 1 + 1 + 3) equations.
The latter quantities are accordingly referred to as constitutive quantities.
Since in this work isothermal processes (θ =const., q = 0) are treated, the number
of unknown quantities reduces to twelve. Given the five equations for the description of
equilibrium states, only seven (= 12−5) additional equations are required. Thus, defining
constitutive equations for the symmetric Cauchy stresses σ and the stored energy Ψ is
sufficient to close the system of equations.
The challenge with respect to the definition of constitutive equations is, that they should
reproduce the specific characteristics of the material to be modeled. The entropy inequality
can be taken as an advice for the construction of material models. In order to fulfill it, the
stresses should be derived from the free energy function, see, for example (2.79). Thus,
the definition of scalar-valued function suffices to obtain a constitutive equation for the
free energy as well as for the stresses.
General principles of material modeling, that avoid the construction of physically unrea-
sonable approaches are given by Truesdell & Toupin [239] and Truesdell [237].
Special attention to the principle of material frame invariance, which is also referred to as
material objectivity, is paid in Holzapfel [105]. An outline of some important principles
is given in the following:
• principle of consistency
A constitutive law, that neither violates the balance principles as given in the previ-
ous section, nor the second law of thermodynamics, is said to be thermodynamically
consistent.
• principle of equipresence
The principle of equipresence [239] demands, that all constitutive laws depend on
the same set of arguments (the process variables).
• principle of causality
The principle of causality assumes, that the behavior of a body can be fully de-
scribed, when knowing the deformation and temperature in each material point.
Hence, deformation and temperature need to be independent process variables, and
the stresses σ, the heat flux q, the specific energy E and the specific entropy η must
be deducible from them.
• principle of local agency
According to this principle it is stated, that the constitutive quantities of a material
point are unaffected of constitutive variables of material points in a large distance
from the considered point.
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• principle of fading memory
This principle postulates, that the values of constitutive variables in a large distance
of time do not influence the actual values.
• principle of material frame invariance
The principle of material frame invariance states, that constitutive laws should be
invariant with respect to different observers. Different reference frames of different
observers can be related to each other by relative rotations. A change of observer may
be also interpreted as a rigid body rotation Q of the current configuration. Then,
the transformations x+ = Qx and F+ = QF hold. In order to fulfill material frame
invariance, the constitutive quantity Ψ has to be invariant with respect to the rigid
body rotation Q. Hence, in case that Ψ = Ψ(F ), the requirement
Ψ(F ) = Ψ(F+) ∀ Q ∈ SO(3). (2.82)
has to hold. Hereby SO(3) represents a special orthogonal group, namely the group
of arbitrary rigid body motions with detQ = 1 andQT = Q−1. In order to generally
ensure material frame invariance, the above requirement (2.82) would have to be
proven for every possible F and Q. Thus, it is advantageous to formulate the con-
stitutive quantity Ψ in terms of a deformation measure, that does not change due
to pure rigid body motions. Recalling the polar decomposition F = RU , the pure
rotational part of the deformation can be represented by R and the pure stretch
part by U , respectively. The right stretch tensor U is the unique square root of the
right Cauchy-Green deformation tensor C = U 2. The latter deformation measure
is therefore invariant with respect to rigid body motions
C+ = F+TF+ = F TQTQF = C. (2.83)
Thus, constitutive laws are commonly formulated in terms of C, in order to a priori
fulfill material frame invariance
Ψ(C) = Ψ(C+) ∀ Q ∈ SO(3). (2.84)
• principle of material symmetry
The principle of material symmetry, also denoted as the isotropy of space requires
the constitutive quantity to be invariant with respect to rigid body rotationsQ ∈ Gk
applied to the reference configuration. Gk identifies the symmetry group of the body
under consideration and defines the symmetry properties of the material. From
the transformations of a position vector X∗ = QX ∀ Q ∈ Gk one obtains the
relations F ∗ = FQT and C∗ = (F ∗)TF ∗ = QF TFQT = QCQT . The isotropy of
space postulates for a tensor-valued constitutive quantity Pˆ
QPˆ (C)QT = Pˆ (C∗) ∀ Q ∈ Gk, (2.85)
and for a scalar-valued constitutive quantity Ψ
Ψ(C) = Ψ(C∗) ∀ Q ∈ Gk, (2.86)
respectively. In case that the symmetry group Gk corresponds to the special group
SO(3), i.e. the group of arbitrary rigid body rotations with detQ = 1 and QT =
Q−1, then the material is isotropic.
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2.4.1 Description of Constitutive Quantities in the Framework of the Invari-
ant Formulation Constitutive quantities are mainly scalar-valued and tensor-valued
tensor functions. For the representation of isotropic and anisotropic tensor functions, the
reader is referred to Smith [226, 227] andWang [246, 247, 248, 249]. Further interesting
contributions to the representation theory are published in Zheng & Spencer [262]. A
unified invariant approach is given by Zheng [261].
As outlined in the last section the principle of material frame invariance can be satis-
fied by formulating the strain-energy Ψ = Ψ(C) in terms of the right Cauchy-Green
deformation tensor, which holds for all materials. However, in order to furthermore ful-
fill the requirement of material symmetry, the constitutive tensor function must be also
coordinate-invariant. This means in general, that for scalar-valued, vector-valued, and
tensor-valued tensor functions h,h,H the following relations have to hold
h(vj ,Ti, . . . ) = h(Qvj,QTiQ
T , . . . )
Qh(vj,Ti, . . . ) = h(Qvj,QTiQ
T , . . . )
QH(vj,Ti, . . . )Q
T =H(Qvj,QTiQ
T , . . . )

 ∀ Q ∈ G. (2.87)
The set of arguments in (2.87) contains a finite number of first-order tensors (vectors) vj ,
a finite number of second order tensors Ti and a finite number of higher order tensors.
In case that the group G corresponds to SO(3), i.e. the group of arbitrary rigid body
rotations with detQ = 1 and QT = Q−1, then h,h,H are isotropic tensor functions.
Otherwise, when G is only a subgroup of SO(3), then the tensor functions (2.87) are
called anisotropic.
In order to meet the requirements in (2.87), the tensor functions can be expressed in terms
of invariants. The representation theory states the possibility to express isotropic tensor
functions in terms of scalar-valued invariants Is, which are traces of powers of the argument
tensors, and in terms of tensor generators, respectively. The existence of an irreducible
number of invariants (the integrity basis) is ensured by the Hilbert Theorem, cf. [230].
In the sequel, a scalar-valued function formulated in terms of a symmetric second-order
tensor is considered. This is for example the case in isotropic hyperelasticity, when the
strain energy Ψ = Ψ(C) is defined as a function of the right Cauchy-Green deformation
tensor. For an eigenvalue λ˜ of C holds
Cn = λ˜n with n 6= 0, (2.88)
where n is the corresponding eigenvector to λ˜. The eigenvalue problem (2.88) can be
reformulated into a homogenous linear system of equations as
(C − λ˜I)n = 0. (2.89)
There exist non-trivial solutions to (2.89), if the characteristic polynomial of p(λ˜) van-
ishes, i.e.
p(λ˜) = det(C − λ˜I) = 0. (2.90)
The characteristic polynomial is independent of the chosen basis, its coefficients are there-
fore invariants of C. The so-called principal invariants of C are given by
I1 = trC, I2 = tr(CofC), I3 = detC. (2.91)
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The latter expressions can also be recast into the so-called basic invariants
J1 = trC, J2 = tr(C
2), J3 = tr(C
3), (2.92)
by the relations
J1 = I1, J2 = I
2
1 − 2I2, J3 = I31 − 3I1I2 + 3I3. (2.93)
In order to apply the above representation theorems to anisotropic constitutive equations,
the latter ones have to be formulated as isotropic tensor functions. For this purpose
the concept of structural tensors as introduced by Boehler [26] can be utilized. This
requires, that the anisotropy can be specified by certain directions, lines or planes. One
such a special case of anisotropy is transverse isotropy. Thereby, a preferred direction with
special properties and rotation-symmetric properties around this preferred direction can
be identified.
When considering a structural tensor M of second order and the constitutive equation
S = S(C,M), the principle of material symmetry demands within the material symme-
try group
QS(C,M)QT = S(QCQT ,QMQT ) ∀ Q ∈ Gti (2.94)
The aim is to construct the structural tensor in a way, such that the symmetry group Gti is
extended to the special orthogonal group SO(3). The vector A with |A| = 1 is considered
as the preferred direction in the reference configuration. Introducing
M = A⊗A with trM = 1 (2.95)
then yields the desired property
QS(C,M)QT = S(QCQT ,QMQT ) ∀ Q ∈ SO(3), (2.96)
which represents the definition of an isotropic tensor function. Therefore, a transversely-
isotropic constitutive equation can also be formulated in terms of scalar-valued invariants
and tensor generators. The invariants of the arguments (C,M) are given by traces of
powers of C andM as [27]
J4 = tr[CM ], J5 = tr[C
2M ], J6 = tr[CM
2], J7 = tr[C
2M 2], (2.97)
and the invariants (2.91) of C. Note, that due to the property (2.95)2 all basic invariants
ofM are equal to 1 and therefore not suitable for representation purposes. Due to |A| = 1
the equalities J6 = J4 and J7 = J5 hold, such that the polynomial basis for the description
of transversely-isotropic materials is given by
P = {I1, I2, I3, J4, J5}. (2.98)
For the fourth invariant in (2.98) an interesting physical interpretation can be derived
when considering the preferred direction in the actual configuration a = FA. The fourth
invariant can be reformulated as
J4 = A ·CA = FA · FA = |a|2. (2.99)
Thus, due to |A| = 1, J4 represents the square of the stretch in the preferred direction A.
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In Shariff [222], an alternative representation of the integrity basis (2.98) is proposed for
incompressible materials (I3 = 1), wherein all the invariants allow for physical interpreta-
tion. For transversely-isotropic materials the latter invariant set would read {λ1, λ2, ζ1, ζ2}
with the principal stretches
λi =
√
ei ·Cei i = 1, 2 (2.100)
in the principal directions ei of C and ζi = (A · ei)2 being the square of the cosine
between the principal direction ei and the preferred direction A. For λ3 holds in the









































2.5 Boundary Value Problem and Variational Formulation
A nonlinear boundary value problem is characterized by a set of nonlinear differential
equations and boundary conditions. In case of isothermal, hyperelastic problems the bal-
ance of linear momentum (2.51) and the constitutive equation (2.81) appear as nonlinear
differential equations. Here, the material balance of linear momentum for the quasi-static
case is considered
DivP + f = 0 ∀ X ∈ B0 (2.102)
with the 1. Piola-Kirchhoff stress tensor P = ∂FΨ and the volume force f = ρ0b. The
above equation represents the strong form of equilibrium. The domain boundary ∂B0 is
divided into the subsets ∂B0u and ∂B0t as
∂B0 = ∂B0t ∪ ∂B0u and ∂B0t ∩ ∂B0u = ∅. (2.103)
Depending on the prescribed quantity, boundary conditions are distinguished between
Neumann boundary conditions
Pn0 = t0 on ∂B0t (2.104)
and Dirichlet boundary conditions
u = u0 on ∂B0u. (2.105)
2.5.1 Variational Principles In most cases, it is not possible to solve the strong
from of equilibrium analytically in every pointX of the domain B0. Variational principles
can be used to transform (2.102) into a so-called weak form of equilibrium. The latter one
can be solved numerically on discretized domains within the finite element method.
One way of deriving the weak form is to directly start from the differential equation
(2.102). Multiplication by a test function δu, which vanishes at the boundaries (δu = 0
on ∂B0u) and integration over the domain B0 leads to∫
B0
(DivP + f ) · δudV0 = 0 (2.106)
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with boundary conditions (2.104) and (2.105). Recalling the relation
DivP · δu = Div(P T · δu)−P : Grad δu (2.107)




















whereby δF = Grad[δu].
The above weak form can be interpreted equivalently to the principle of virtual work.
Then, the vector-valued test function contains the virtual deformations, and Gint and Gext
denote the internal and external work done on the body B0, respectively. Alternatively, the
weak form can be obtained by derivation of the Euler-Lagrange equations (the stationary







f · udV0 −
∫
∂B0t
t0 · udA. → stat. (2.109)
2.5.2 Linearization of the Variational Formulation The weak form G(u, δu) as
derived in the previous section is solved numerically on discretized domains within the
finite element method. The use of the deformation measures C or E hereby introduces
geometric nonlinearities. Further nonlinearities may occur due to definition of the constitu-
tive equation for the stresses, which are referred to as physical nonlinearities. Therefore,
in general, the weak form has to be linearized in order to enable the application of a
Newton-Raphson iteration scheme for the solution. The linearization is carried out at a
point u¯ = u which characterizes the displacement of the last iteration
LinG(u¯, δu,∆u) = G(u¯, δu) + ∆G(u¯, δu,∆u). (2.110)
Thereby, the linear increment ∆G(u¯, δu,∆u) is computed by the directional derivative
DG at point u¯ in the direction of an incremental deformation ∆u. Considering conserva-
tive loads f and t0, the linear increment reads













Further required increments are given by
∆S = C : 1
2







∆C = ∆F TF + F T∆F ,
∆δC = δF T∆F +∆F T δF .
(2.112)
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Within a Newton-Raphson iteration, discrete incremental deformations ∆u are deter-
mined from the condition LinG = 0 in each iteration step and used for the update of
discrete deformations u¯. The iteration is carried out, until the residuum G(u¯, δu) falls
below a given tolerance. The computation of deformations and (based thereon) stresses
is performed with the finite element method.
2.5.3 Finite Element Method Within the finite element method, numerical solu-
tions of partial differential equations are computed. An approximation Bh0 of the physical
domain B0 is obtained by assembling a finite number of element domains Be0




Here, the method is applied to the linearized weak form in the three-dimensional refer-
ence setting (2.113). Since in this work the material behavior is going to be modeled as
quasi-incompressible, the effect of volume locking may occur, which leads to a rather poor
FE-convergence for the stresses and checkerboard patterns with respect to the stress dis-
tributions. Mixed finite element formulations may be used to avoid these effects. Thereby,
in addition to the displacements further solution variables such as strains and stresses
are introduced and the conditions, which must be fulfilled by the solution variables are
weakened, cf. Bathe [22]. The latter conditions are included into the potential (2.109) in
combination with Lagrange multipliers. Stability and convergence for several mixed for-
mulations could be proven in the linear case, while there are no results yet for the finite
deformation case. Most mixed formulations require a split of the strain-energy function
into two parts, which solely consider the isochoric and volumetric part of deformation,
respectively. In this work polyconvex energy functions are used, for which this split is not
generally possible, because some important terms for the decoupling are not polyconvex.
A mixed finite element approach, which does not demand modifications with respect to
the strain-energy, is the F-bar method. However, in Schro¨der et al. [217] checkerboard
patterns of the stresses were observed for both F-bar elements and displacement elements
in quasi-incompressible computations. After all, the appropriate choice of finite element
formulations is still subject to open research. Here, tetrahedral elements with quadratic
shape functions may be a reasonable choice, for which the finite element formulation is
derived in the sequel. Ansatz functions NI are assigned to each of the nen elemental
nodes, which interpolate the geometry of the element in the physical space as
X =X(ξ, η, ζ) =
nen∑
I=1












































X = Xˆ(ξ, η, ζ)
Figure 2.3: Illustration of the isoparametric concept for a ten-noded tetrahedral element,
which occupies the domain Ωe in the parameterized space and Be in the physical space,
respectively.
The ansatz functions are defined in terms of the natural coordinates of the isoparametric
space Ωe with η ∈ [0, 1], ξ ∈ [0, 1], and ζ ∈ [0, 1], namely as
N1 = λ(2λ− 1), N6 = 4ξη,
N2 = ξ(2ξ − 1), N7 = 4ηλ,
N3 = η(2η − 1), N8 = 4ζλ,
N4 = ζ(2ζ − 1), N9 = 4ξζ,
N5 = 4ξλ, N10 = 4ηζ.
(2.116)
Hereby the abbreviation λ = 1− ξ−η− ζ has been introduced. The current configuration
is obtained under consideration of the discrete nodal displacements dI as
xI =XI + dI . (2.117)
A mapping from the isoparametric space to the physical reference and current configura-







, with j = FJ and ξ = (ξ, η, ζ)T . (2.118)





NI(ξ, η, ζ)dI, δu =
nen∑
I=1
NI(ξ, η, ζ)δdI, ∆u =
nen∑
I=1
NI(ξ, η, ζ)∆dI. (2.119)
The variation and increment of the deformation are therefore given by
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In (2.120) occur the derivatives of the ansatz functions with respect to the physical refer-












From this point on for the remaining section the more compact Voigt notation is used,
wherein symmetric second-order tensors are represented by six-dimensional vectors and
symmetric fourth order tensors are represented by 6x6-matrices. The variation and incre-





















F11NI,X2 + F12NI,X1 F21NI,X2 + F22NI,X1 F31NI,X2 + F32NI,X1
F12NI,X3 + F13NI,X2 F22NI,X3 + F23NI,X2 F32NI,X3 + F33NI,X2
F11NI,X3 + F13NI,X1 F21NI,X3 + F23NI,X1 F31NI,X3 + F33NI,X1

 . (2.123)





















δdTI rI = (δd
e)Tre
(2.124)
where rI represents the nodal residual vector, and (δd
e)T and re denote the virtual dis-
placement vector and the residual vector of the element, respectively, i.e.
(δde)T = [δdT1 |δdT2 |...|δdTnen], re = [rT1 |rT2 |...|rTnen]T . (2.125)
The integrals over the element domain Be0 in (2.124) are evaluated numerically, cf. Zien-
ciewicz & Taylor [264].
For the last term in (2.113) the increment of the virtual Cauchy-Green tensor is required,

















































Thus, the discrete representation of the linearized weak form (2.113) for the element













IJ )∆dJ = 0. (2.127)








with the matrix representation Ce of the material tangent modulus C := 2∂CS. The














Assembling all element stiffness matrices and element residual vectors yields a global










The global discrete form of (2.113) for the domain B0 can be written as
δDT (K∆D +R) = 0 ⇒ ∆D = −K−1R. (2.132)
Within a Newton-Raphson iteration scheme the global nodal displacementsD are updated
as D ⇐D +∆D until the global residual vector R falls below a given tolerance.
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3 . Arterial Wall Mechanics
Within the cardiovascular system, arteries mostly carry oxygen-rich blood away from
the heart. Pulmonary arteries transport blood with low oxygen content to the lungs.
In general, it is differentiated between elastic arteries and muscular arteries, whereby
the denomination elastic is not strictly related to the mechanical term. Arteries with
large diameter, which are located close to the heart, are denoted as elastic arteries. They
provide a pulsating, but continuous perfusion during the relaxing part of the cardiac cycle
(diastole). During systole, they build a blood reservoir, which is discharged by passive
contraction during the pressure decrease in the subsequent diastole. This is also known as
the Windkessel effect. To the category of elastic arteries belong, for example, the aorta, or
the common carotid and iliac arteries. On the other hand, muscular arteries are smaller
and located rather in the periphery. Their task is to regulate the blood flow to the organs.
To the group of muscular arteries belong, for example, the femoral and renal arteries.
Within this work, the behavior of arterial walls is described by continuum mechanical
models. Therefore, in this section the mechanical properties of arterial walls are outlined
as far as it is necessary to understand the motivation for the used models and regarded
boundary value problems. At first, the composition of arterial walls is put to the fore-
front, which supports to some extend the understanding of possible degenerations, such as
atherosclerosis, as well as of the resulting mechanical behavior, which will both be briefly
explained later in this section. For detailed information on the topic, it should be referred
to textbooks as, for example, the ones by Junqueira & Carneiro [123], Fung [83],
Holzapfel & Ogden [111, 112], or Humphrey & Delange [120].
3.1 Composition of the Arterial Wall
The three main components of arterial tissue with respect to the mechanical response are
smooth muscle cells, elastin and collagen. The both latter constituents are embedded in an
extracellular, non-fibrous, glycosaminoglycan-rich matrix (cf. Dobrin [51]), where they
form a complex 3D network, see Baldock et al. [12]. In muscular arteries much more
muscle cells can be found compared against elastic arteries. In the latter ones, primarily
(passive) smooth muscle cells are observed, which are not capable to shrink actively.
Within this work, the focus will be on elastic arteries. Moreover, since the mechanical
properties are of interest here, artery components with rather physiological tasks, such
as vasa vasorum (blood vessels providing blood to the artery), nerves or perivascular
connective tissue are not further explained.
Healthy elastic arteries are characterized by a layered structure, which can be subdivided
into the intima (tunica intima), the media (tunica media) and the adventitia (tunica
externa). The intima denotes the innermost layer, which can be further subdivided into
the endothelium covering the inner vessel surface and the subendotheliate consisting of
thin connective tissue and in some cases smooth muscle cells. In terms of mechanical
considerations, the intima of a young healthy artery is negligible due to its small thickness,
see Holzapfel [106]. However, with age a thickening and stiffening of the intima usually
sets in, such that its mechanical contribution might play a role. Furthermore, intimal
thickening generally occurs in case of atherosclerosis as outlined in the next section.
The middle layer of the artery is denoted as media and consists of several concentric fiber-
reinforced layers. Within the layers, smooth muscle cells, as well as elastin fibrils and wavy
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collagen fibrils are contained. Fig. 3.1a shows the cross-section of an untreated sample
from the media of a human abdominal aorta, where all constituents can be identified. In
Fig. 3.1b,c cross-sections of enzyme treated [163, 54] samples are depicted, whereby only
smooth muscle cells as well as (b) collagen and (c) elastin, respectively, are left behind.
Within the media, a fibrous helical structure composed of elastin and collagen fibrils as
well as smooth muscle cells can be identified, which provides this layer with the ability
to sustain high loads in circumferential direction. The media is separated from the intima
and adventitia by the internal and external elastic lamina, respectively.
The outermost layer of the artery, which is denoted as adventitia, consists of ground
substance, thick bundles of collagen fibers as well as of fibroblasts and fibrocytes. Contrary
to the media, in the adventitia the orientation of collagen fibers is dispersed. The collagen
also constitutes two helically arranged families of fibers, but with large deviations from
the mean orientation.
Under high internal pressures, the collagen represents the main load-bearing constituent,
see Roach & Burton [195]. In the intima primarily collagen types I and III can be
observed, the media contains about 30% type I and 70% type III collagen, and in the
adventitia mainly type I occurs, see Holzapfel [107] and references therein. In the fol-
lowing, the microscopic composition of collagen fibers is described a little more detailed
due to the significance of their mechanical contribution and because they play an essen-
tial role related to the micromechanically motivated damage model, which is derived in
this work.
Collagen fibers basically consist of collagen fibrils, which have a thickness in between 50
and a few hundred nanometers. The fibrils assemble in a hierarchical way to macroscopic
structures as it is depicted in Fig. 3.2a. Several levels of fiber-like structures can be iden-
tified starting from tropocollagen molecules, which are composed of triple-helical protein
chains. The tropocollagen molecules align parallely to form a collagen fibril, whereby co-
valent bondings exist, which represent cross-links between the molecules. The collagen
Figure 3.1: Cross-section images from the media of a human abdominal aorta: (a) Elastica
van Gieson (EvG) staining of an untreated sample: elastic fibers and nuclei appear as black,
collagen as red, and smooth muscle cells as yellow/brown; (b) EvG-stained sample after
elastase treatment: Note, that the black elastic fibers are missing; (c) Picrosirius red-staining
of a collagenase treated sample: no collagen fibers are present. Scale bars: 50µm. Images
taken from Schriefl, Schmidt, Balzani & Holzapfel [210].
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fibrils are joined within the proteoglycan(PG)-rich matrix via PG bridges and constitute
collagen fibers. Fig. 3.2b shows an electron microscopy image of collagen fibrils and inter-
connecting PG bridges, which was taken by the work group of Prof. Holzapfel at Graz
University of Technology. Therein, three PGs are highlighted by red ellipses.
PG




Figure 3.2: (a) Schematic illustration of collagen fibrils composed of tropocollagen; the
proteoglycan(PG)-rich matrix interconnects the collagen fibrils and the cross-links (CL)
interconnect the tropocollagen on the molecular level (Adapted from Fratzl [80]); (b) col-
lagen fibrils and PG bridges (three are highlighted by red ellipses); taken from Schmidt,
Balzani, Schriefl & Holzapfel [208].
3.2 Atherosclerosis and Related Treatment Methods
Arteriosclerosis is a severe arterial degeneration, which leads to a thickening and stiffen-
ing of the arterial wall. Usually, these pathological changes are distinguished into three
different types according to their form of appearance. Arteriosclerosis, which leads to cal-
cium deposits in the media is referred to as Mo¨nckeberg’s sclerosis. When small arteries
and arterioles are affected, this is denoted as arteriolosclerosis. Before the two mentioned
types, of highest clinical relevance is the appearance of atherosclerosis, which is outlined
in the sequel in more detail. The reader is also referred to the textbooks by Lenz [141],
Bo¨cker [25] and Lu¨llmann-Rauch [148].
Atherosclerosis
Atherosclerosis primarily affects the intima and partially inner layers of the media. The
most frequent occurrence is observed in elastic arteries and in large arteries of muscu-
lar type. The atherosclerotic degeneration utters by the proliferation of connective tissue
forming a fibrous cap, which overlies deposits of fat (lipid). Other atheromatous plaque
components are formed by platelets (thrombocytes) and calcium. The plaque components
represent lesions to the arterial tissue. The above described degeneration leads to a nar-
rowing of the arterial lumen (stenosis) and therefore reduces the perfusion. This reduced
blood flow to the organs is referred to as ischemia and might cause starving of the affected
tissue. When it comes to plaque rupture, usually occurring at the shoulder of the fibrous
cap, which separates the lesions from the arterial lumen, a thrombus (blood clot) deploys,
which may cause fatal consequences such as a heart attack or a stroke.
Modeling the Biomechanics of Arterial Walls under Supra-Physiological Loading 32
Concerning the pathogenesis of atherosclerosis different hypotheses have been proposed
in the literature. The Response-to-injury hypothesis, see Ross & Glomset [200, 201]
and Ross [199] states, that atherosclerosis is caused by injury of the endothelium due
to, for example, high cholesterol levels in the blood, biochemical deterioration, or me-
chanical injuries evoked by hypertension. These lesions allow platelets and monocytes to
interact with the arterial wall and release growth factors. Once monocytes are within
the tissue they evolute to macrophages, which accumulate transport proteins (LDL: low
density lipoprotein) for cholesterol. Hereby generated cells are referred to as foam cells,
which can can be identified as ”fatty streaks” within histological preparations. Further-
more, proliferation of smooth muscle cells sets in, which produces extracellular matrix.
Brown & Goldstein [30] proposed the Lipoprotein-induced-atherosclerosis hypothesis,
according to which the oxidative modification of LDL to oxLDL (oxidized LDL) is seen as
the main catalyst of atherosclerosis. Due to the presence of oxLDL-receptors (scavenger
receptors) macrophages absorb oxLDL faster, which leads to an accelerated formation
of foam cells. The proceeding of atherosclerotic pathogenesis is equal for both proposed
hypotheses. Namely, that the necrosis of foam cells leads to leakage of the cell content
into the surrounding tissue building a lipid pool. This is accompanied by the formation of
fibrous cap. Furthermore, calcium inclusion develop over time. One complication related
to atherosclerosis is, that a rupture of the fibrous cap leads to the formation of a throm-
bus. An extensive description of atherogenesis and related complications can be found in
Libby & Ridker [143].
Figure 3.3: Segmented macroscopic view of a human atherosclerotic artery with bor-
derlines depicting the different tissue layers: adventitia (A), non-diseased media (M-nos),
non-diseased intima (I-nos), fibrous cap (I-fc), fibrous intima at the medial border (I-
fm), calcification (I-c), lipid pool (I-lp), and fibrous (diseased) media (M-f); taken from
Holzapfel et al. [117].
Atherosclerotic plaques evolve over a long time period of several years. Risk factors,
which support the development of atherosclerosis are, for example, hypertension, excessive
consumption of tobacco, diabetes, hypercholosterolemia, genetic predisposition, or age. A
pronounced atherosclerotic plaque often has to be treated invasively, i.e. by a bypass
surgery, an atherectomy (excision of the atherosclerotic plaque), or a balloon dilatation
(often accompanied by the insertion of a stent). For the latter two methods a catheter
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has to be introduced into the affected vessel. After entering the arterial system in the
groin or the upper thigh, the catheter is guided through the femoral artery and placed
at the location of the atherosclerotic plaque. In case that an atherectomy is going to be
performed, the catheter is equipped with a sharp blade or an abrasive material in order
to remove the plaque. This procedure is only applicable, when the plaque is considered
to be stiff enough to prohibit the break away of large plaque parts during the treatment,
which might clog smaller arteries. A successful atherectomy leaves behind an increased
arterial lumen. If this is not achieved, a subsequent balloon dilatation can be performed.
A lot of research towards predictive finite element simulations of catheter-based methods
has been carried out in the recent years, in order to improve those treatment methods.
In this work, circumferential overstretches of arterial walls are investigated, which, for
example, occur during balloon dilatation.
Balloon dilatation
In general, methods to dilate the narrowed lumen in order to enhance the perfusion,
are referred to as percutaneous transluminal angioplasty (PTA). One minimally invasive
method to perform the dilatation is by means of a balloon catheter. The latter method is
accordingly referred to as balloon angioplasty. Thereby, an empty and collapsed balloon
catheter is introduced and brought to the narrowed lumen (cf. Fig. 3.4a). At this position
the balloon is shortly inflated up to pressures between 6 and 20 bar (cf. Fig. 3.4b). Thereby,
mainly the healthy part of the diseased artery is overstretched [109], leading to remanent
deformations in the physiological state, and therefore to a larger lumen (cf. Fig. 3.4c).
The inflation process can be repeated several times until a sufficient lumen increase is








Figure 3.4: Balloon angioplasty procedure: (a) introduction of a collapsed balloon catheter
at the narrowed lumen; (b) overstretch of the arterial wall due to inflation of the
catheter; (c) increased arterial lumen after balloon angioplasty. Pictures adapted from
www.qualitycardiaccare.com.
The arterial lumen is visualized through angiograms during the above described inter-
vention. A potential accompanying effect of balloon angioplasty is the occurrence of an
undesired rupture of the plaque or of the healthy tissue. In this case, large parts of the
plaque could clog following arteries. Furthermore, when inducing cracks in the arterial
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wall, the formation of an aneurysm might be the consequence. In many cases a stent
is additionally inserted to support the affected part of the arterial wall. The drawback
when only performing a balloon angioplasty is, that usually after several months a lumen
decrease can be observed again (restenoses).
The idea of the transluminal angioplasty can be traced back to Charles Dotter,
who used multiple catheters with increasing diameter to treat atherosclerosis in femoral
arteries, see Dotter & Judkins [56]. Later, Andreas Gru¨ntzig developed a double-
lumen, polyvinyl balloon catheter [94] and enabled the dilatation of coronary arteries.
Hypertension
As outlined earlier in this section, one factor that promotes atherosclerosis is hyperten-
sion, which denotes high blood pressure. This is accompanied by a thickening of the
media due to structural changes of the extracellular matrix and of smooth muscle cells.
Thereby, a higher replication of the cells is referred to as hyperplasia, and an increase
of cell size is denoted as hypertrophy, cf. Section 8.1 in Humphrey [119]. Different lev-
els of blood pressures were defined in the JNC 7 (Seventh report of the Joint National
Committee on prevention, detection, evaluation and treatment of high blood pressure;
Chobanian et al. [39]). Specifically, therein systolic blood pressures up to 120 mmHg are
classified as normal, whereas systolic blood pressures of 120-139 mmHg are already re-
garded as prehypertensive. Systolic blood pressures of 140-159 mmHg and over 160 mmHg
are associated to stage 1 hypertension and stage 2 hypertension, respectively. The above
categorization is important in the context of this work, when it comes to the definition
of a physiological and a supra-physiological loading range, respectively. The physiological
loading range is hereby considered to represent ”normal” blood pressures, which according
to [39] may exceed 160 mmHg in case of hypertension. Thus, the upper limit of the physio-
logical domain is here assumed as 180 mmHg (24 kPa). A loading, which yields a pressure
beyond this limit is considered to be supra-physiological, meaning that it would not occur
under normal functioning of the artery, but due to, for example, surgical treatments such
as balloon angioplasty. Mechanical damage, which is modeled phenomenologically, will
only be considered to evolve in the supra-physiological loading domain, see Section 4.3.
3.3 Mechanical Behavior of Arterial Tissues
From the mechanical viewpoint, arterial tissue can be characterized as a fiber-reinforced
composite material. Specifically, two families of collagen fibers (cf. Fig. 3.5) are embedded
in a ground substance, whose mechanical response is mainly governed by the elastin. The
overall (passive) mechanical behavior of the arterial tissue is mainly determined by elastin
and collagen in the media and adventitia, see Dobrin [52]. Roach & Burton [195] were
the first ones to investigate the component-specific behavior of elastin and collagen in
human iliac arteries, finding that elastin is load-bearing at low and physiological pressures,
but primary at low ones. At higher pressures the load resistance of the tissue is almost
entirely due to collagen, which exhibits a strongly nonlinear response. Thereby, an initial
‘toe’ region is observed at small deformation, where only little force is required for the
extension of fibers due to the removal of macroscopic fibril crimps, seeDiamant et al. [48].
After that comes the so-called ‘heel’ region, which is due to a straightening of molecular
kinks in the gap, cf. [162], followed by a ‘linear’ region where molecular gliding within the






Figure 3.5: Schematic illustration of the two helically arranged families of collagen fibers
in the media and adventitia and their intermediate angles βM and βA, respectively.
With respect to the different layers it was experimentally observed in almost all types
of arteries, that the media is stiffer than the adventitia in the low loading domain, see
e.g. Maltzahn et al. [151], Xie et al. [258], Yu et al. [259], or Holzapfel et al. [116].
For example, Yu et al. [259] found for pig aortas, that the average elastic modulus close
to the no-load state is about one order of magnitude higher in the media than in the
adventitia. Therefore, the media is the main load-carrying layer under physiological pres-
sures. The intima can be neglected from mechanical considerations concerning young and
healthy arteries due to its small layer thickness, see Holzapfel [106]. For reviews on the
various experiments related to the mechanical arterial wall behavior in the physiological
domain, see, for example, Fung [83], Abe´ et al. [1], Humphrey [119] or Holzapfel &
Ogden [112].
The continuum mechanical description of arterial tissues in the physiological domain is
well-established. A commonly used model is the one by Holzapfel et al. [110]. Therein,
a decoupled form of the strain energy is introduced including an isotropic part and two
transversely-isotropic terms accounting for the mechanical contributions of the ground
substance and the collagen fiber families, respectively, as






Note, the notation here differs from the original paper. The penalty term Ψpen is included
to enforce incompressible deformations (J = 1). Arterial tissues are generally modeled as
incompressible due to their high water content. The transversely-isotropic contributions
Ψti(a) are defined to yield an exponential stiffening in fiber direction. Note, that Ψ
ti
(a) is
formulated in terms of the fourth mixed invariant, which is associated to the stretch in
the direction of fiber family a. The above model was later extended by the consideration
of dispersed fibers around the preferred directions, see Gasser et al. [86]. Famaey et al. [70]
furthermore incorporated an additional term into the decoupled representation, in order
to account for smooth muscle cells. A recent alternative approach of modeling the nonlin-
ear, anisotropic response of arterial tissue, which is consistent with the linear six-constant
theory (Spencer [231]) was proposed by Murphy [164]. In arteries of the muscular type,
that are located in the periphery, furthermore distinct viscoelastic responses can be ob-
served, which should be included in the related modeling. However, in this work the focus
is on elastic vessels of larger dimensions, where viscous effects play a minor role (see,
e.g., Fung [83]).
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Due to the tube-like arterial geometry, the outside of the arterial wall is subjected to
higher deformation than the inside, when an internal pressure is applied. The circum-
ferential stresses throughout the arterial wall are to some extend leveled, because the
outer adventitia is less stiff than the inner media and intima. The effect of leveling might
be furthermore supported by residual stresses within the arterial wall. It is observed in
vitro, that axial segments of unloaded elastic arteries spring open, when they are radially
cut, which indicates the presence of eigenstresses before the cut, see Vaishnav & Vos-
soughi [240]. Moreover, different opening angles of media and adventitia accommodate,
when a circumferential cut is performed between both layers, see Greenwald et al. [93],
indicating further residual stresses. Holzapfel et al. [115] investigated opening angles
of circumferentially cut axial segments as well as of axial strips of the adventitia, media
and intima of human aortas, clearly indicating the presence of a three-dimensional state
of stress before the cut. In a related modeling paper by Holzapfel & Ogden [113]
a method of approximating the residual stress state before the cut is proposed for the
adventitia, media and intima, respectively, which is based on transforming the opened
specimen geometry back to an idealized tube geometry obeying the incompressibility of
the material as well as equilibrium conditions. Famaey et al. [71] obtained a residually
stressed initial state numerically within a finite element calculation by numerically closing
an opened specimen geometry and applying an axial load. Another recent approach of
approximating residual stresses in finite element computations of arteries is proposed by
Schro¨der & Brinkhues [214], which aims at decreasing the stress gradient in radial
direction for each layer by superposing a residual stress, which represents the difference to
a volume averaged stress state. The latter approach is motivated by experimental findings
by Takamizawa & Hayashi [234]. A mechanism to contribute to the arising of residual
stresses in the aortic wall was identified by Azeloglu et al. [10]. In the latter study,
the hypothesis was proposed and verified, that charged proteoglycans within the arterial
wall produce a Donnan osmotic pressure, which is inhomogeneously distributed across
the wall thickness. Such a Donnan osmotic pressure in general occurs, when charged par-
ticles distribute unevenly near a semi-permeable membrane, which leads to an uneven
electrical charge.
With respect to the behavior of arterial tissues under supra-physiological loading con-
ditions, softening as well as remanent strains can be observed. For example, in the ex-
perimental investigations of Castaneda-Zuniga et al. [34] remanent deformations were
obtained after application of supra-physiological loads. Similar observations were made
by Oktay et al. [168] for carotid arteries of dogs, and by Holzapfel et al. [114] for
human iliac arteries. Schulze-Bauer et al. [218] carried out layer-specific experiments
of human adventitias under physiological as well as under supra-physiological conditions.
In the study of Sommer et al. [229] the focus was on the supra-physiological domain.
Therein, pronounced stress-softening hystereses were obtained by subjecting the tissue
to cyclic supra-physiological loadings. Weisbecker et al. [251] performed similar inves-
tigations and furthermore observed a subsequent irreversible alignment of the collagen
fibers, which was proposed to be the reason for softening. InMaher et al. [150] remanent
deformation and stress-softening were also observed in atherosclerotic plaque components.
The effect of softening, also referred to as stress-softening, is generally believed to arise
from microscopic damage due to overstretching. Interestingly, the softening has continuous
and discontinuous characteristics. Thus, for example, Pen˜a [178] introduces a continuous
as well as a discontinuous damage variable to capture the softening effects. When a cyclic
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loading with fixed maximum load is applied, then a continuous softening is observed until
a saturated response curve is reached. In case, that remanent deformations in the unloaded
state are not yet obtained, this is also referred to as preconditioning. Preconditioning is
usually performed when investigating soft biological tissues in vitro, because the stable
response curve after preconditioning is assumed to reflect the in vivo passive response.
When increasing the applied load further, an evolution of softening sets in. This yields
remanent deformations in the physiological domain. In the clinical field this effect is
referred to as a controlled vessel injury (see Castaneda-Zuniga [33]), when occurring







Figure 3.6: Qualitative passive stress-strain behavior of arterial tissue in uniaxial tension.
Remanent strains are obtained in the physiological domain.
However, it is sill unclear what ’damage’ of a soft biological material means, i.e. which
specific effects cause the softening behavior. In most cases, damage is modeled rather phe-
nomenologically in a continuum mechanical sense. As a first micromechanically motivated
approach, the one by Rodr´ıguez et al. [198] is to be mentioned here, wherein softening
is traced back to and modeled as the subsequent rupture of individual collagen fibers.
Gasser [84], for example, gives a different motivation for his phenomenological damage
model by referring to a sliding filament model by Scott [220]. The latter model aims
at the composition of proteoglycan (PG) bridges between the collagen fibrils. PG bridges
consist of two neighboring anionic glycosaminoglycan (AGAG) chains, which can bond
differently. The sliding filament model states, that the PG bridges can store reversible
strains in a certain domain and therefore enable reversible displacements of the collagen
fibrils relatively to each other. This is supposed to happen, because the AGAG chains
bond differently, if a stress is applied and return to their initial (energetically advan-
tageous) configuration on the release of stress. However, this process is described to be
only possible as long as a minimum overlap between the AGAG chains is not deceeded.
Thus, in case that the stretching of the respective PG bridge is associated to a mechanical
force, the above described process would provide a possible softening mechanism, because
PG bridges whose minimum overlap is deceeded would not further contribute to store
energy in subsequently applied loads. However, also conflicting arguments are provided
in the literature. Lujan et al. [147] found, that the quasi-static elastic material param-
eters of medical collateral ligaments were unaffected by the removal of dermatan sulfate
(DS) with chondroitinase B. Together with a decorin core proteins the glycosaminogly-
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cans DS constitute decorin PGs, which structurally interconnect type-I collagen fibrils.
Rigozzi et al. [194] performed a similar investigation for tendons, but found that the
influence of PGs on the mechanical response depends on the specific anatomical subre-
gion under consideration. Liao & Vesely [142] studied mitral valves and showed, that
under deformation the PGs remained attached to the fibrils, rotated, skewed and partially
elongated. From this observation, the authors deduced, that the PGs exhibit axial tension
and transfer loads. The above summarized results provide some insight into the conflicting
experimental results. It is however unclear, whether the described observations apply also
to arteries, because the related experiments were carried out for other tissue types with
different functioning. Within this work, a micromechanically motivated damage approach
is developed in Section 4.5, which considers the sliding filament model [220].
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4 . Damage Modeling in Soft Biological Tissue
As explained in Section 3, damage effects play an important role in arterial tissues, when
they are subjected to supra-physiological loading conditions, i.e. when stresses and de-
formations occur, that are higher than under normal blood pressure. In this section
the (1 − D)-approach as well as the effective stress concept is briefly outlined at first.
Thereby, it is deferred to the difference between continuous and discontinuous damage
and the consequences to the related stress-response are depicted. Next, the principle for
the construction of strain-energies including anisotropic damage, which is used in this
work, is outlined. This principle has initially been introduced in Balzani et al. [15] and
Brinkhues [29]. The fundamental capabilities of the latter approach are also depicted.
After that follow some general considerations concerning the damage equation in terms
of the numerical behavior at damage initialization, whereby furthermore a new damage
function is introduced. An alternative damage approach is then derived, which focuses on
the underlying microstructure of arterial tissues. Therefore, also remarks on the algorith-
mic implementation are provided, which differs to some extend to the one given in [15, 29].
Both new damage models are adjusted to experimental data and comparing numerical
examples are given. Thereby, it is demonstrated that these models, which are derived
in a classical continuum damage mechanics framework, in principle enable damage com-
putations in overstretched arteries. However, a drawback with respect to such classical
damage models is, that at certain deformations a loss of convexity occurs and mesh-
dependent solutions may be obtained. Therefore, in the last subsection of this section,
furthermore a relaxed incremental variational formulation for damage in fibrous materials
by Balzani & Ortiz [17], which preserves convexity, is extended to also reflect fiber
dispersion and hysteresis behavior. It is emphasized, that the focus in this contribution
is on damage modeling in soft biological tissue. For the general theory of damage me-
chanics, it can be referred to, for example, Lemaitre & Chaboche [138], Skrzypek
& Ganczarski [225], Lemaitre [139], De Souza Neto et al. [45], and Lemaitre &
Desmorat [140].
4.1 The (1−D)-Approach
Depending on the material under consideration, there are different definitions and inter-
pretations of the notion of damage. Damage may, for example, be related to defects as
the breaking of atomic bonds or plastic enlargement of microcavities. Especially in case
of soft biological materials it is unclear, what damage actually means. However, in case
that damage is associated to a loss of mechanical stiffness, it is often described within a
continuum damage mechanics framework by the (1 − D)-approach, which goes back to
Kachanov [124]. Thereby, the area A with normal n of a section of a finite volume is
regarded. Due to diluting defects as described above only a reduced (effective) area A˜ is
considered to be able to resist mechanical forces. The difference
AD = A− A˜ (4.1)
is thus associated to the defects. However, it would be extremely difficult to compute AD
(or A˜), due to a lack of knowledge of the defect geometry. Furthermore, the applicability
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is introduced as the mechanical measure of local damage with respect to the direction n.
The latter damage variable can be interpreted as the ratio of the area of defects to the
total area obtained by cutting the regarded finite volume by a plane with normal n. The
following states are possible [138]:
D(n) = 0  nondamaged/virgin state
0 ≤ D(n) < 1  damaged state
D(n) = 1  breaking of the volume element into two parts along a plane normal
to n
The above definition of D(n) is in principle also applicable to materials with preferred
directions of defects due to the dependency on the plane normal n. The latter case is
referred to as anisotropic damage. In case, that the defects are uniformly distributed in
all directions, the dependency on n vanishes, hence
D(n) = D ∀ n. (4.3)
In this case the damage state can be completely characterized by D, which is denoted as
isotropic damage. The introduction of a damage variable yields the concept of effective
stress, e.g., the stress over the effective area, which is able to resist forces. When a force
F is applied to the volume, one can evaluate the stress σ = F/A on a section with area
A, which is normal to F , by the equilibrium condition. In the presence of damage, the
load-resisting area is reduced to the effective area
A˜ = A− AD = A(1−D). (4.4)







with σ˜ = σ for the virgin material, and σ˜ →∞ at the moment of fracture. In the special
case of isotropic damage, A/A˜ is independent on the direction of the normal. Thus, the
(1−D)-term can be applied to all components of the stress tensor, such that one obtains
the effective stresses
σ˜ = σ/(1−D). (4.6)
However, soft biological tissues cannot be considered as isotropic materials due to the
fiber-reinforcement. More details on the structure of arterial layers and on the embedded
collagen fibers are given in Section 3. Therein, the damage effects, which are associated to a
loss of material stiffness due to supra-physiological overloadings have been depicted. These
damage effects contain continuous as well as discontinuous characteristics. For example,
in cyclic loading, reloading paths in the stress-strain diagram differ from their preceding
unloading paths, which is an indicator for continuous damage. When several cycles with
the same maximum load are applied, the latter effect decreases and the material behavior
converges to a stable response curve. However, an increase of the applied maximum load
will induce further damage. In general, damage models, which only consider damage
evolution, when the applied deformation exceeds the maximum exhibited deformation
during load history, are referred to as discontinuous. This is indicated in Fig. 4.1b, wherein
a schematic stress-strain response for a cyclic loading is depicted. The numbers in the
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diagram stand for the order, in which the associated points are reached within the load
history. The first loading cycle is from point 1 to 2. From point 2 to 3 follows an unloading
cycle until achievement of the undeformed state again. Thus, the points 1 and 3 coincide.
The path for the subsequent reloading cycle from 3 to 4 is identical to the path of the
preceding unloading cycle, because during unloading and reloading the applied strain is
smaller than in point 2 and therefore no further altering of the material occurs. Beyond
point 4, the material response follows the same path as it would have done directly after
point 2, in case that the deformation was further increased. Thus, the path from point
4 to 5 is again a primary loading path, because, the deformations exceed the maximum
deformations, which were applied before during load history. Therefore, further damage
is induced, which can be deduced from the unloading path from point 5 to 6, which
is different to the preceding loading path. The following reloading path from point 6
to 7 again coincides with the preceding unloading path, because in this situation no
damage propagation occurs at deformations, which are smaller than the ones in point 5.
This is different with respect to continuous damage, where damage also increases during
unloading and reloading paths. Therefore, in Fig. 4.1a the reloading path from point 3 to
4 is different to the unloading path from point 2 to 3, even in the regime where smaller












Figure 4.1: Qualitative material response for cyclic loading including (a) continuous damage
and (b) discontinuous damage.
Within this work, the constitutive framework from Balzani et al. [15] and
Brinkhues [29] is considered for the construction of strain-energy functions for arterial
tissues including damage effects as described previously. Thereby, damage is assumed to
occur mainly in the collagen fibers, which is in line with observations from the literature,
see e.g. Schriefl, Schmidt, Balzani, Sommer & Holzapfel [211]. Furthermore, the
short term behavior of arterial walls is investigated, which is, for example, of interest in
clinical interventions like balloon angioplasty. Specifically, remodeling and healing effects
are not considered, such that obtained damage states remain in subsequent unloading and
reloading cycles.
4.2 Construction of Strain-Energy Functions Including Damage
In order to incorporate a microscopic damage mechanism within a continuum damage
mechanics framework, the (1 − D)-approach is preceded to an undamaged (effective)
function Ψ0, such that the strain energy Ψ = (1 −D)Ψ0 is obtained. Here, the following
construction principle proposed by Balzani et al. [15] and Brinkhues [29] is utilized
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Consider the (internal) function P := (1−D) P¯ − c with the damage vari-
able D ∈ [0, 1[ and polyconvex function P¯ . Then include P into any arbitrary
(external) convex and monotonically increasing function m(P (X)), whose first
derivative is zero in the origin.
The above principle provides a damage model, which does not only describe macroscopic
softening as a result of microscopic damage, but furthermore includes remanent strains,
when the material is unloaded to the stress-free configuration. This is basically due to the
incorporation of the (1−D)-term into an internal function, which leads to a shift of the
stress-free reference configuration when D propagates. Similar ideas have been pursued
by Govindjee & Simo [89] and Ogden & Roxburgh [167]. In order to provide a
stress-free reference configuration also for the undamaged case, the constant c is chosen
to be equal to the value of the function P¯ in the undeformed state, thus
c = P¯ (C = I) . (4.7)
Furthermore, the construction principle from [15, 29] ensures polyconvexity of the strain-
energy function in the hyperelastic regime, i.e. as long as D = 0 holds. In the latter case,
the principle is equivalent to the one given in Balzani et al. [16], see also Balzani [14],
and therefore also guarantees a stress-free reference configuration.
Polyconvexity of the strain-energy function is an essential condition (see Ball [13]),
because it ensures the existence of minimizers in case that also coercivity is fulfilled.
Several polyconvex functions for isotropy, transverse isotropy and orthotropy can be found
in Schro¨der & Neff [215], see also [16], or Schro¨der et al. [216] for further symmetry
groups. These functions can be taken into account as internal functions P¯ in the above
described construction principle. In this thesis, the focus is on arterial tissues, which have
to be considered as fiber-reinforced materials. Therefore Ψ is formulated in terms of several
argument tensors. Specifically, besides the right Cauchy-Green tensor C also structural
tensors M(a) := A(a) ⊗ A(a) (cf. Section 2.4.1) are considered, in order to account for
anisotropic deformations. Hereby, A(a) denotes an orientation vector associated to fiber






2M(a)] to characterize the responses of the respective fiber
families. However, for reasons of polyconvexity, instead of J
(a)
5 , which is not polyconvex,
the alternative polyconvex functions can be used [215]
K
(a)
1 := tr[CofCM(a)] = J
(a)
5 − I1J (a)4 + I2,
K
(a)
2 := tr[C(I −M(a))] = I1 − J (a)4 ,
K
(a)
3 := tr[CofC(I −M(a))] = I1J (a)4 − J (a)5 .
(4.8)
Thus, a set of possible internal functions P¯ for transverse isotropy is given by
P¯1 := J
(a)
4 , P¯3 := K
(a)
1 , P¯2 := K
(a)
2 , P¯4 := K
(a)
3 ,
(P¯5 := I1, P¯6 := I2, P¯7 := I3).
(4.9)
For the modeling of the passive response of arterial tissues, in most cases an additive
decoupling of strain-energy function is taken into account. Therein, a penalty term Ψpen
enforces incompressibility, an isotropic contribution Ψiso accounts for ground-matrix ma-
terial, and two transversely isotropic parts Ψti(a) characterize the response of two embedded
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families of collagen fibers. Thus, the complete structure of the strain energy function reads
Ψ(C,M(1),M(2)) = Ψ














As outlined in Section 4.1 the main damage can be expected to occur in the collagen fibers.
Therefore, the transversely-isotropic parts of the strain-energy are constructed according
to the above principle as
Ψti(a) := m(P(a)(C, D(a))) with P(a) = (1−D(a))Iti,0(a) − c. (4.12)
Herein, the external functions m[(•)] = k1
2k2
[exp(k2〈(•)〉2)− 1] and m[(•)] = α1〈(•)〉α2 are
taken into account, respectively, which provide the desired stiffening of the fiber response.
The parameters k1 and α1 are stress-like and k2 and α2 are dimensionless. The use of
the Macaulay brackets 〈(•)〉 = 1
2
[(•) + |(•)|] filters out positive values. A damage variable
D(a) ∈ [0, 1[ and an undamaged transversely isotropic function Iti,0(a) are associated to each
fiber family a. The above structure of the damage model is the one introduced in [15, 29],













wherein the denominations m′ := ∂P(a)m, S
pen = 2∂CΨ
pen and Siso = 2∂CΨ
iso appear. In
order to construct physically admissible damage evolution functions, the Clausius-Duhem































m′Iti,0(a) D˙(a) ≥ 0, (4.15)
which has to be fulfilled for arbitrary mechanical states. Considering the standard consti-





m′Iti,0(a) D˙(a) ≥ 0. (4.16)
Here, m is chosen to yield a monotonic increase (m′ > 0) and is always positive or zero
(m ≥ 0) due to the use of the Macaulay bracket. Furthermore, the considered transversely-
isotropic functions Iti,0(a) are always greater or equal to zero. Therefore, the restrictions from
the Clausius-Duhem inequality reduce to the condition D˙(a) ≥ 0.
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Within the modeling of discontinuous damage (Simo [224]), no damage evolution is con-
sidered in un- or reloading. The damage criterion is of the type
f = Ξt − Ξm ≤ 0 . (4.17)
Therein, often the undamaged effective function Ψ0 at time t ∈ IR+ is taken as Ξt, and Ξm
is considered to be an internal variable at time t. The latter variable can be also denoted as
the threshold for damage or the radius of the damage surface at time t, which is specified
by the equation f = 0. Varying definitions for Ξt and Ξm can be found in the literature
either in the strain- or in the energy-space, see e.g. Natali et al. [165], Calvo et al. [32],
Balzani et al. [21, 15], or Brinkhues [29]. In case that a change of the effective function
Ψ0 in deformation is only due to a change of C, the damage criterion is purely defined
in the strain space f := f(Ct,Ξm). The evolution of the damage variable D(a) is then
according to [224, 32]
D˙(a) =
{
D˙(a) if f(a) = 0 and N : C˙ > 0,
0 otherwise ,
(4.18)
with N = ∂Cf(a) denoting the normal to the damage surface in the strain space.
4.3 Phenomenological Damage Equations
As depicted in Section 3, besides discontinuous damage also continuous softening can be
observed in arterial tissues, when they are subjected to cyclic supra-physiological loading.
Thereby, also a pronounced hysteresis of the stress-strain response is obtained even if the
maximum load per cycle is not increased. Hence, a further mechanism of damage evolution
can be taken into account. Since it is not standing for reason, that damage propagates
in unloading paths, Balzani et al. [15] and Brinkhues [29] assumed damage evolution
in loading- and reloading paths. Moreover, for soft biological tissues, a loading regime
should be defined, where no damage occurs. This corresponds to the regime, which can be
considered as physiological. Specifically, in [15, 29] the following definition of the internal
variable has been considered
β(a) :=
〈









Herein, the damage threshold (4.17) can be identified as Ξm = β(a). The parameter β˜
ini
(a)
characterizes the transition from the physiological to the supra-physiological domain. It is
obtained within a regarded boundary value problem at every material point as the respec-
tive value of β˜(a), when damage is initialized, and is therefore not a material parameter.
Since the loading state at every point may differ, the transition from the physiological to
the supra-physiological domain is also assumed to be inhomogeneously distributed. There
exist also other approaches in the literature, where the physiological regime is solely char-
acterized by a single material parameter, see, for example, Pen˜a et al. [181]. The pseudo-
time associated to the loading history is in (4.19) denoted by s ∈ IR+, whereby t ∈ IR+
stands for the current loading situation. Again, the Macaulay bracket 〈(•)〉 = 1
2
[(•)+ |(•)|]
ensures, that only positive arguments are considered.
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A further observed effect in cyclic loading under fixed maximum load is the saturation
of the stress hysteresis to a stable response curve. In [15, 29] this is accounted for by a
decomposition of the damage function as
D(a) = Ds,(a)Dβ,(a) . (4.20)
Therein, Dβ,(a) := Dβ,(a)(β(a)) represents the classical damage function as introduced
above with Dβ,(a) → 1 for β(a) → ∞ and Dβ,(a)(β(a) = 0) = 0.
To include the saturation behavior, Ds,(a) is chosen as a function of a further internal







The latter variable takes on the maximal difference of the transversely-isotropic function
to its value at damage initialization up to the current state. Such as β˜ ini(a), I
ti,0
(a),ini is evalu-
ated locally at every material point within the respective boundary value problem at the






− γ(a) ≤ 0 , (4.22)
and the evolution of Ds,(a) is according to
D˙s,(a) =
{
D˙s,(a) if f(a) = 0 and N˜ : C˙ > 0,
0 otherwise ,
(4.23)
with N˜ = ∂Cf(a). For the function Ds,(a) also an asymptotic behavior with Ds,(a) → 1
for γ(a) → ∞ is required in order to provide stability of numerical computations. Note,
that in order to obtain D(a) = 0 in the initial damage state, Ds,(a) does not necessarily
have to be zero. In [15, 29] a function is chosen, which fulfills Ds,(a)(γ(a) = 0) = 0.
However, there might be also cases, where the consideration of Ds,(a)(γ(a) = 0) 6= 0 is
reasonable. In order to ensure thermodynamical consistency, the dissipation inequality
(4.16) requires D˙(a) = ∂γ(a) Ds,(a) γ˙(a)Dβ,(a) + Ds,(a) ∂β(a)Dβ,(a) β˙(a) ≥ 0 to hold for every
mechanical state. Dβ,(a) and Ds,(a) can take on values in [0, 1[, thus D˙β,(a) and D˙s,(a) must
be positive. Since the evolution of the internal variables is per definition positive, the
latter requirement is reduced to ∂β(a)Dβ,(a) ≥ 0 and ∂γ(a)Ds,(a) ≥ 0, respectively. Specific
choices of Dβ,(a) and Ds,(a) as well as resulting properties are discussed in Section 4.4, see
also Balzani & Schmidt [18].
4.3.1 Numerical Example In the following, the characteristics of the here applied
constitutive framework [15, 29] are representatively depicted in combination with a phe-
nomenological damage equation. Therefore, a virtual uniaxial cyclic tension test is consid-
ered in two orthogonal directions, in order to show the anisotropy of the damage hysteresis.
The two orthogonal directions can be interpreted as the circumferential and axial direc-
tion of an arterial wall. Only the fiber response is regarded, such that the large remanent
strains in the unloaded state become visible.
Specifically, the strain-energy function by Holzapfel et al. [110] in combination with
a fiber dispersion approach (Gasser et al. [86]) and a damage term is considered to
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cf. Balzani et al. [15] and Brinkhues [29]. Therein, the dispersion parameter κ ∈ [0, 1/3]
interpolates between the states of perfect fiber alignment and isotropic fiber distribution.




















and internal variables β(a) and γ(a) according to Eqs. (4.19),(4.21) are used, respectively
(cf. [15, 29]). The constants rs, r∞ and D∞ in the above expressions are introduced for
numerical reasons and are here chosen as rs = r∞ = D∞ = 0.99. βs and γ∞ are material
parameters.
For the evaluation J
(a)
4 during the virtual cyclic tension test, the fiber orientation is
considered to be defined by the angle βf between the preferred fiber direction and the
circumferential direction of the artery. All used parameters are given in Table 4.1.
k1 k2 κ βf γ∞ βs
[kPa] [-] [-] [◦] [-] [-]
502.46 72.03 0.23 35.0 12.0 1.5
Table 4.1: Associated parameters to the response in Fig. 4.3.
The loading protocol in Fig. 4.2 is applied in two orthogonal directions (circumferential
and axial direction of the arterial wall). Thereby, five cycles are applied until the attain-
ment of the Cauchy stresses σ = 100, σ = 200 and σ = 300 kPa, respectively. Damage is



















Figure 4.2: Associated loading protocol to the response in Fig. 4.3
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Fig. 4.3 depicts the obtained response for (a) circumferential and (b) axial direction. The
anisotropy of stress-stretch behavior can be clearly observed. Furthermore, large remanent
deformations due to microscopic damage are obtained in the unloaded state. For fixed





















































Figure 4.3: Stress-stretch behavior of the fibers in a virtual cyclic tension test in two
orthogonal directions. The fiber orientations are defined such that the direction of the applied
load corresponds to the (a) circumferential direction and (b) axial direction of the arterial
wall, respectively.
4.4 General Considerations Regarding the Damage Equation
In this section, different damage equations are analyzed with respect to their proper-
ties at damage initialization. The results concerning this section were also published in
Balzani & Schmidt [18]. As outlined in Section 4.3, for reasons of thermodynamical
consistency the first derivatives of Dβ,(a) and Ds,(a) with respect to the associated internal
variable have to be greater or equal to zero. Moreover, at an initial damage state, charac-
terized by t = tini, the damage variable should be equal to zero, i.e. D(a)|tini = 0. Hence, it
is reasonable to consider Dβ,(a)|tini = 0, because Ds,(a) does not necessarily have to vanish
at t = tini.
A potential disadvantage with respect to numerical computations may arise for a non-
zero damage evolution in the initial damage state due to non-smooth tangent moduli, cf.
Pen˜a [175]. Thus, in the sequel the evolution
D˙(a) = D˙s,(a)Dβ,(a) +Ds,(a) D˙β,(a) (4.27)
is analyzed at the initial damage state. The first term in (4.27) vanishes a priori due to
Dβ,(a)(β(a) = 0) = 0. Therefore the evolution of Ds,(a) does not necessarily have to be
equal to zero at the initial damage state. The second term Ds,(a) D˙β,(a) also has to vanish
at t = tini, which requires the properties of Dβ,(a) to be dependent on the choice of Ds,(a).
In the following, three different cases are considered:
(i) Saturation function Dis,(a) is zero in the initial damage state









with γ∞ > 0 . (4.28)
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Therein, the material parameter γ∞ corresponds to the value of γ(a) in the fully damaged
situation (Dis,(a) → 1). The parameters D∞ ∈ [0, 1[ and r∞ ∈ [0, 1[ are introduced to
obtain a weaker, numerically advantageous formulation, and should be chosen close to 1.
In this contribution, r∞ = D∞ = 0.99 is considered, which means that γ∞ equals the
value of γ(a) at the fraction r∞ = 0.99 of D∞ = 0.99. Thereby, D∞ stands for the overall
maximum damage value. The above proposed definition provides D˙is,(a) ≥ 0 and thus
the requirement for thermodynamical consistency is satisfied. Furthermore, Dis,(a)|tini = 0
holds, such that the derivative of Dβ,(a) does not necessarily have to be zero in the initial
damage state to obtain smooth tangent moduli at the transition to the damage regime,
cf. (4.27). For example, the function proposed in [15, 29] can be used which reads






with βs > 0 . (4.29)
Therein, the material parameter βs equals the value of β(a) in the situation that the
damage variable is equal to Ds,(a). The fraction rs ∈ [0, 1[ of the maximum damage
value Ds,(a) under fixed maximum load level is introduced to again obtain a numerically
advantageous representation (here rs = 0.99). Thus, βs can be interpreted as the value of
β(a) at a saturated damage state. Since the damage function above provides D˙
I
β,(a) ≥ 0, in
combination with the saturation function (4.28) thermodynamical consistency is fulfilled.





= − ln(1− rs)
βs
6= 0 , (4.30)
equation (4.27) is equal to zero for t = tini. Hence, the model by [15, 29] provides smooth
tangent moduli at the transition from the undamaged to the damaged regime.
(ii) Saturation function Diis,(a) is not zero in the initial damage state
For certain material behaviors, the consideration of non-zero saturation functions in the
initial state might be reasonable. Since Ds,(a) is phenomenological, a non-zero initial value
is also admissible for the modeling of real arterial tissues. A possible function, which









, γ∞ > 0 , Ds0 ∈ [0, 1[ , (4.31)
with γ∞, D∞ and r∞ being analogously defined as in case (i). The value of D
ii
s,(a) at
damage initialization is characterized by Ds0. In case, that Ds0 is greater than zero, the
derivative of Dβ,(a) has to vanish at t = tini to obtain smooth tangent moduli. Therefore,













= 0 . (4.33)
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The characteristic behavior of the two functions DIIβ,(a) and D
I
β,(a) is depicted in Fig. 4.4
for different values of the parameter βs. As can be seen, the tangent is zero at β(a) = 0









































Figure 4.4: Characteristic behavior of (a) DII
β,(a) and (b) D
I
β,(a) for different values of
the material parameter βs, cf. Schmidt [205], Schmidt et al. [207] and Balzani &
Schmidt [18].
(iii) Special case, where no saturation occurs (Diiis,(a) = D∞ ≈ 1)
Furthermore, a special case is considered by neglecting the saturation part. Thereby, the
damage function from [15, 29] reduces to a similar one as considered in [21]. Specifically,
the saturation function is set to Diiis,(a) = D∞ ≈ 1, which results in the damage function
D(a) = D∞Dβ,(a). Since the saturation function is now greater than zero at t = tini,
the derivative D˙β,(a) has to be equal to zero to provide smooth tangent moduli at the
transition to the damaged regime, cf. (4.27). Thus, the function DIIβ,(a) can be used. In
conclusion, within the model from [21] smooth tangent moduli can be included through
the exchange of the damage function by (4.32). The damage evolution of the resulting
model is not restricted to follow a symmetric S-shape, as it is for example the case for the
sigmoid function proposed in Pen˜a [175]. However, the lack of saturation behavior is a
drawback in the modeling of arterial tissues, as outlined above.
Recapitulatory, the approach from [15, 29] yields the following advantageous features:
- It is capable of reproducing pronounced softening hysteresis including the saturating
behavior of arterial tissues as demonstrated in [15, 29].
- The damage evolution is not restricted to a symmetric S-shape as in [175].
- The specification of an initial damage state is enabled, and therewith the consid-
eration of an inhomogeneously distributed upper limit of the physiological loading
domain, which should for example be taken into account for arterial walls.
- At the transition from the undamaged to the damaged regime smooth tangent mod-
uli are provided.
- Only two material parameters (γ∞ and βs) are required within the approach. Note,




(a) are no material parameters.
- An initial saturation factor Ds,(a)|tini 6= 0 can be easily included. Therefore, only one
additional material parameter and incorporation of Diis,(a) (4.31) is required.
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4.4.1 Adjustment to Cyclic Experiments In this section, the parameters βs, γ∞
and Ds,0 (if applied) are adjusted to cyclic uniaxial tension tests of the media of a healthy
human carotid artery, see [15]. The latter experiments were carried out for specimens
excised during autopsy, and tested within 24 hours after death. Pre-conditioning was per-
formed by applying five loading and unloading cycles to each specimen, which led to stable
stress-strain curves under physiological loading. Next, uniaxial tension tests were carried
out at 37◦C in 0.9% NaCl solution, while continuously recording the tensile force, the strip
width and the gage length. It must be remarked, that the model response is adjusted to
in vitro experimental data of the tissue. Thereby, two different strain-energy functions are
taken into account, namely from Holzapfel et al. [110] and Balzani et al. [16]. Both
functions are modified by a (1−D(a))-term as well as by a fiber dispersion approach given












































with the neo-Hookean model Ψiso = c1(I1/I
1/3
3 − 3) as a descriptor for the isotropic
part. Altogether, the hyperelastic material parameters c1, k1, k2, α1, α2 are introduced,
whereby c1 > 0, k1 > 0, and α1 > 0 have the dimension of stress, and k2 > 0, α2 > 1 are
dimensionless (for smooth tangent moduli, α2 > 2 must hold). κ is a structural parameter
interpolating between the states of isotropic fiber distribution and perfect alignment of
the collagen fibers. Specifically, κ ∈ [0, 1/3] must hold for (4.34), and κ ∈ [0, 2/3] has
to be considered for (4.35). The Macaulay brackets ensure tension-only contribution of
the transversely-isotropic parts of the strain-energy. All introduced parameters c1, k1, k2,
α1, α2, κ, as well as the damage parameters and the angle βf between the orientation of
the first fiber family and the circumferential direction of the artery are adjusted to the
experimental stress-strain response. Note, that the orientation of the second fiber family
is symmetric with respect to the longitudinal direction of the artery, and therefore no
additional adjustment of this orientation is required. A least-square fit is performed in



















whereby all parameters are contained in the vector α. Within the evaluation of the objec-
tive function the difference between the experimentally measured Cauchy stress σexp and
the computed Cauchy stress σcomp is normalized by the maximum experimental stress in
the respective extension cycle i. The latter expressions are squared and summed up over
ncyc extension cycles with nmp,i measuring points each. One cyclic uniaxial tension test
in circumferential direction of the artery is considered and one in axial direction, hence
nexp = 2. The overall number of measuring points is nmp = 1793 for the circumferential
direction and nmp = 1271 for the axial direction. Within the optimization, incompressible
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deformations are assumed and uniaxial tension conditions are ensured through an itera-
tive procedure. Therefore, the penalty function does not have to be considered within the
adjustment procedure.
The parameter adjustment is carried out for combinations of the damage equations DIβ,(a)
and DIIβ,(a) with the situations (i) D
i
s,(a)|tini = 0 and (ii) Diis,(a)|tini 6= 0. The resulting models
problems are accordingly denoted as (I.i), (I.ii) and (II.i), (II.ii), respectively. Note, that
all models provide smooth tangent moduli except for (I.ii).
The material parameters obtained from the adjustment are given in Table 4.2. There,
also the associated value of the objective function r¯ is provided, which is regarded as the
error measure. It can be observed, that the errors for Ψ(BNSH) are lower than for Ψ(HGO)
and therefore indicate a slightly better fit. The qualitative adjustment results for the
different considered damage equations are comparable. Fig. 4.5 shows the resulting stress-
stretch response for all combinations of damage equations and hyperelastic strain energy
functions, whereby in every case a good reproduction of the experimental data is observed.
Apparently, smooth tangent moduli are not necessarily required at the transition to the
damage regime in order to provide a good representation of the experiments, because also
usage of the model (I.ii) results in a good error value of r¯ = 0.087. However, non-smooth
tangent moduli may yield problematic behavior in numerical computation as pointed out
in Pen˜a [175]. This is further investigated in the numerical example in Section 4.6.2.
c1 k1|α1 k2|α2 κ βf γ∞ βs Ds0 r¯
[kPa] [kPa] [-] [-] [◦] [-] [-] [-] [-]
(I.i)
Ψ(HGO) 7.5 1289.0 400.0 0.2 35.1 6.7 0.001 - 0.124
Ψ(BNSH) 9.0 1400.0 2.20 1e-8 39.9 18.0 0.060 - 0.062
(I.ii)
Ψ(HGO) 21.6 1481.0 539.1 0.09 37.7 7.5 1.193 0.0071 0.173
Ψ(BNSH) 7.8 985.2 2.08 1e-8 39.6 26.9 0.706 0.0051 0.087
(II.i)
Ψ(HGO) 12.5 1676.0 627.6 0.15 37.3 6.1 1e-8 - 0.154
Ψ(BNSH) 9.5 1343.0 2.29 0.03 39.3 25.5 0.016 - 0.118
(II.ii)
Ψ(HGO) 19.1 1693.0 511.3 0.09 37.9 6.8 0.024 0.0004 0.158
Ψ(BNSH) 10.1 1343.2 2.25 1e-8 39.5 22.2 0.013 0.0024 0.066
Table 4.2: Obtained parameters from the adjustment to uniaxial cyclic tension tests of the
media of a healthy human carotid artery. Therefore, the damage functions (I) DI
β,(a) and (II)
DII
β,(a) are combined with the two different situations (i) D
i
s,(a)|tini = 0 and (ii) Diis,(a)|tini 6= 0,
respectively. (Balzani & Schmidt [18])
































































































































































































Figure 4.5: Stress-stretch responses for cyclic uniaxial tension tests of the media of a
healthy human carotid artery in circumferential and axial direction. Experimental data
from [15] is considered. The associated material parameters are given in Table 4.2. (Balzani
& Schmidt [18])
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4.5 Micromechanically Motivated Damage Approach
In the last subsection, several constitutive models from Balzani et al. [15] and
Brinkhues [29] including phenomenological damage functions as proposed in [205, 207,
18] were adjusted to experimental data. It turned out, that they are capable to reproduce
the complex softening hysteresis observed for soft biological tissues, which are subjected
to cyclic loading in the supra-physiological domain. However, the parameters included in
the phenomenological damage functions do not provide any physical interpretability and
can therefore only be adjusted to specific experiments. It is more desirable to use a damage
model, which provides physical meaning of its parameters, because then the parameters
are in principle measurable. A first micromechanically motivated damage model was given
by Rodr´ıguez et al. [198] considering a stochastically distributed waviness and subse-
quent rupture of individual collagen fibers as the main contributor to damage. However, as
outlined in Section 3.3, damage seems to occur at an even lower length scale than the fiber
scale. In this work a damage model is introduced, which considers statistically distributed
microstructure quantities to induce a subsequent loss of connectivity of the interfibril-
lar proteoglycan (PG) bridges and therefore microscopic damage evolution. Thereby, the
length scale of PGs is referred to as the microscale. Results regarding the latter model
were also published in Schmidt, Balzani & Holzapfel [206]. The proposed approach
bases on a sliding filament model by Scott [220], which states that PG bridges can store
reversible stretches only in a certain domain. This is traced back to their composition
of two neighboring anionic glycosaminoglycan (AGAG) chains, which are able to bond
differently, and therefore enable relative sliding of the collagen fibrils, when subjected to
a stress, see also Gasser [84]. An idealized fibril-proteoglycan microstructure consisting
of of two half collagen fibrils interconnected by PG bridges is depicted in Fig. 4.6a. The
initial orientation of individual PG bridges is therein characterized by the angle α, which
is subject to dispersion at the microscale, cf. Fig. 4.6b taken from Liao & Vesely [142].
The initial transverse distance, the collagen fibril length and the initial overlap of two
fibrils are denoted by d0, Lcf and Lov, respectively. The application of a macroscopic fiber
stretch λfib leads to a relative extension of the collagen fibrils and of the PG bridges.
The deformation of the fiber is assumed to be uniaxial and isochoric, such that the fiber
stretch in the transverse direction is given by 1/
√
λfib, and the transverse distance d of





The fiber stretch is related to the fourth invariant (2.97)1 of the right Cauchy-Green
tensor and the structural tensor as λfib =
√
J4. Specifically, λfib results in the relative
displacement u = (λfib − 1)(Lcf − Lov) of the fibrils.
The microscopic PG stretch λpg is given by the ratio of lengths in the deformed (Lpg)


























Figure 4.6: (a) Geometrical parameters defining an idealized fibril-proteoglycan unit-
cell in the reference and current configurations, taken from Schmidt, Balzani &
Holzapfel [206]; (b) transmission electron microscopy image indicating measurements of
four different PG skewness angles θ = |α− pi/2| in porcine mitral valve chordae, taken from
Liao & Vesely [142]; the orientation of collagen fibrils is depicted by the arrow.








Figure 4.7: Computation of the damage variable D through integration of the associated
probability density function (PDF) ϑ over the bounds yl and yu; compare with Eq. (4.41).
(Schmidt, Balzani & Holzapfel [206])
Due to the statement by Scott [220], that PG stretch is reversible as long as the overlap
between two AGAG chains does not deceed a critical threshold, an additional parameter
λsustpg is introduced to characterize the maximum sustainable PG stretch. The microstruc-
tural parameters α and L of the collagen fibers influencing the PG stretch (4.38), as
well as the ultimate PG stretch λsustpg , may be considered to be statistically distributed.
Specifically, three different cases are taken into account here, whereby each case bases on
a statistical distribution of one of these parameters (α, L and λsustpg ) and the others are
thereby treated as deterministic. This enables an analytical calculation of the domain of
ruptured PG bridges, which is characterized by the relation λpg − λ
sust
pg ≥ 0. Depending
on the specific quantity y ∈ (ymin, ymax), which is assumed to be statistically distributed,




pg = 0. (4.40)
The damage variable D := D(λfib) ∈ [0, 1] is then defined as the fraction of ruptured PG
bridges, and accordingly computed by integration of the associated probability density
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fy(y)dy = Fy(yu)− Fy(yl) with
∫
y
fy(y)dy = 1, (4.41)
with Fy denoting the antiderivative of the associated PDF and therefore the cumulative
distribution function (CDF). It is remarked, that the consideration of a joint probability
density depending on all three parameters (α, L and λsustpg ) would be also possible, but
would yield a complicated expression in (4.40) and therefore cause the calculation of
(4.41)1 to be highly complex. The range of the damage variable 0 ≤ D ≤ 1 is a priori
satisfied by the above definition. In the sequel, either Gaussian distributions Fy,Gauss or
beta distributions Fy,beta are taken into account, depending on which one appears more


















y˜a−1(1− y˜)b−1dy˜ with 0 < y < 1, (4.43)
respectively. Therein, µ˜ and σD stand for the the mean value and the standard deviation
of the Gaussian distribution, and a and b denote the shape parameters characterizing the
beta function B.
4.5.1 Statistical Distribution of the Proteoglycan Orientation First, the equa-
tions for the case of a statistically distributed initial PG orientation α are derived, hence
y = α ∈ ]0, π[. In this case, since α lies on a bounded domain, it appears reasonable to
consider a beta distribution, which is defined on the interval [0, 1]. The domain of α can













dα˜ with 0 < α < π. (4.44)
Contrary, a Gaussian distribution Fy,Gauss is defined on an infinite domain and would
therefore yield an error depending on the specific choices of the parameters µ˜ and σD.
Thus, a Gaussian distribution is not considered for the initial PG orientation. From the
evaluation of (4.40) either no or two real solutions for α may be obtained, cf. Fig. 4.8a. The
case, that no real solution exists reflects the situation, that none of the PGs is stretched
beyond the ultimate stretch. In case of two positive real solutions, these are assigned to
the bounds yl and yu of the domain of ruptured PG bridges as
yl = αl = arctan
(
a16,




yu = αu = arctan
(
a17,
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with the two-argument function arctan(x, y) = −i ln[(x+ iy)(x2+ y2)−1/2] and the abbre-
viations a1, . . . , a20, which are given Appendix A. Microscopic images, which can be found
in the literature, as e.g. in Dingemans et al.. [49] or Liao & Vesely [142], motivate the
consideration of statistically distributed PG angles. In [49] the distribution appears to be
quite concentrated into the perpendicular direction. However, the results in Section 4.5.5


































Figure 4.8: Lower (yl) and upper (yu) bounds for a domain of ruptured PG bridges un-
der assumption of (a) a statistically distributed PG orientation α, and (b) a statistically
distributed internal length parameter L. (Schmidt, Balzani & Holzapfel [206])
4.5.2 Statistical Distribution of the Internal Length Parameter Although it
seems to be reasonable to interpret the PG orientation as a statistically distributed pa-
rameter, other dispersed quantities may play a dominant role with respect to damage
evolution. Hence, in a separate investigation, furthermore the internal length parameter
L ∈]0,+∞] is considered to follow a statistical distribution. In the latter case a lower
bound yl of a domain of ruptured PG bridges is obtained as






(λfib − 1) sinα with 0 < α < π, (4.47)
representing the relevant solution of (4.40), see Fig. 4.8b. The domain size of the related
statistical distribution is not yet known, and thus, a Gaussian distribution is considered
here. Moreover, since there is no physically relevant upper bound limiting the domain of
ruptured PG bridges, Fy(yu) in (4.41) is set to unity yielding
D = 1− Fy(yl). (4.48)
4.5.3 Statistical Distribution of the Ultimate Proteoglycan Stretch When
assuming the ultimate PG stretch λsustpg to be a statistically distributed quantity, the
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upper bound yu of the domain of ruptured PG bridges is simply given by the maximal
PG stretch (4.38), which occurred during the load history
yu =
√




since this causes all PG bridges with a smaller associated λsustpg value to rupture. Thus,
the antiderivative Fy(yl) evaluated at the lower bound in (4.41) is set to zero resulting in
D = Fy(yu). (4.50)
The domain bounds for the distribution of λsustpg are clearly defined. The lower domain
bound is given by the unstretched case λsustpg,min = 1. In case, that the AGAG chains are
pulled apart at least twice their length, no overlap remains between the individual chains.
Therefore, the upper domain bound for the distribution is given by the maximum bearable
PG stretch, namely λsustpg,max = 2. Also lower maximal values may be physically reasonable,
however, there is a lack of experimental evidence. Therefore, beta distributions on the
interval 1 ≤ λsustpg ≤ 2 are considered here. Since the ranges of the random variable and the
standard beta distribution are shifted, the damage variable is evaluated as D = Fy(yu−1).
4.5.4 Algorithmic Implementation In order to implement the proposed microme-
chanically motivated damage model into a finite element framework, the linearization
of the stress tensor is required. Due to the different structure of the damage equation,
the linearization differs to some extend to the one given in Balzani et al. [15] and
Brinkues [29]. Considering the structure of (4.13) the increment ∆ of the second Piola-



















wherein the expressions in the last term can be derived from (4.13)2 and (4.41) as
∂Sti(a)
∂D(a)





















Inserting the above relations as well as (4.13)3 into (4.51), the increment ∆ of S can be
formulated as




The elasticity tensor in the material description can be decoupled into its individual
contributions as
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Here, Celas denotes the (standard) isotropic elasticity tensor for hyperelasticity
(Holzapfel [105]), which is given by
C







(I) Compute Spen, Siso, Cpen and Ciso
(II) Do for a = 1, 2
(i) Compute fiber stretch λ
(a)
fib












































u then compute damage function
D(a) = Fy(y
(a)
u )− Fy(y(a)l )
(v) Compute transversely isotropic stress and elasticity tensors







b) Elasticity tensor (see Table 4.4)
(III) Compute total stress and elasticity tensors
S = Spen + Siso +
2∑
a=1
Sti(a) and C = C






Table 4.3: Algorithm for the evaluation of the stress and elasticity tensors. The initial
values are 0yl = ymax,
0yu = ymin, and
0D(a) = 0, respectively. Depending on the random
variable under consideration either only an upper or lower bound may occur and therefore the
‘and/or’ statements within the if-conditions should be considered, whenever it is appropriate.
(Schmidt, Balzani & Holzapfel [206])




(ii) Compute parts of the transversely isotropic elasticity tensor



























Cti(a) ⇐ Cti(a) + CD(a)
Table 4.4: Algorithm for the evaluation of the transversely isotropic elasticity tensor.
(Schmidt, Balzani & Holzapfel [206])
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(a) . It is remarked, that
Cti,0(a) is not equivalent to the elasticity tensor of the undamaged transversely isotropic
function Iti,0(a) . C
D


















if D˙(a) > 0,
0 if D˙(a) = 0.
(4.58)
With respect to the numerical implementation in a finite element framework, discrete
pseudo time steps have to be considered, i.e. t ∈ [k+1t, kt] with k+1t and kt denoting the






u are evaluated as solutions of (4.40). It is remarked, that depending
on the choice of the random variable it may occur, that only one bound exists. In case,

































The above case differentiations ensure
y˙l ≤ 0 and y˙u ≥ 0, (4.60)
respectively, which yields D˙(a) ≥ 0 (cf. (4.41)1), and therewith the requirement for ther-
modynamical consistency, cf. Section 4.2. Furthermore, the relations in (4.60) represent
the physical constraint, that the regime of failed PG bridges cannot decrease during load
history, which is consistent with the micromechanical considerations. In case of a beta-
distributed statistical quantity, the CDF in (4.41) is calculated numerically according to
Press et al. [184]. Tables 4.3 and 4.4 provide an overview of the algorithmic evaluation
of the stress and elasticity tensors, respectively.
4.5.5 Comparative Study of Distributed Measures and Different Strain-
Energy Functions In this section, constitutive functions including the micromechani-
cally motivated damage approach are adjusted to the same experiments as in Section 4.4.1
with the aim to identify the influence of statistical distributions of different microscopic
quantities on the stress-stretch response of the material. Furthermore, the performances
of different strain-energy functions accounting for the fiber response in (4.10) are com-
pared with each other in terms of their capability to reproduce the experimental data.
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ΨtiBNSH1,p = α1〈(1−D(a))K(a)3 − 2〉α2, (4.62)






k2〈(1−D(a))J (a)4 − 1〉2
]
− 1}, (4.64)
are considered, whereby the first three functions are adopted from Balzani et al. [16] and
the last one from Holzapfel et al. [110]. The associated complete strain-energy func-
tions are accordingly denoted as ΨBNSH1,e, ΨBNSH1,p, ΨBNSH2,p, and ΨHGO, respectively.
Thereby, the stress-like parameters k1 and α1 have to fulfill k1 > 0 and α1 > 0, and
for the dimensionless parameters k2 and α2 the restrictions k2 > 0 and α2 > 1 have to
hold to in order to guarantee polyconvexity of the respective strain-energy function in the
undamaged (physiological) regime (for smooth tangent moduli α2 > 2 has to hold). The
damage variable D(a) is according to the micromechanically motivated approach (4.41).
As discussed in sections 4.5.1–4.5.2, the specific random variables are assumed to follow
Gaussian or beta distributions, depending on which appears more reasonable with respect
to the domain restrictions. In particular, for the initial PG orientation α and for the ulti-
mate PG stretch λsustpg beta distributions are taken into account, and for the internal length
L a Gaussian distribution is considered. Only few information is provided in the literature
allowing for conclusions about the values of the microscopic parameters considered here.
Some specific results on the PG orientation can be e.g. found in Dell’Orbo et al. [47],
Dingemans et al. [49] and Liao & Vesely [142]. Also, little is known about the ge-
ometry of the collagen fibrils, see e.g. Graham et al. [92] or Birk & Zycband [24], or
about the ultimate PG stretch. Thus, these microscopic parameters are also adjusted to
the experimental data.
(i) Distributed Proteoglycan Orientation
First, a beta-distributed PG orientation is assumed. In order to improve the optimization
procedure reasonable bounds are prescribed for all parameters. From the microscopic visu-
alizations of proteoglycans, as, for example, given in Dell’Orbo et al. [47], Dingemans
et al. [49], or Liao & Vesely [142] a predominant perpendicular PG orientation to the
fiber direction can be identified. Thus, the range π/4 ≤ aπ/(a + b) ≤ 3π/4 is prescribed
for the mean of the PG angle distribution. Table 4.5 gives a summary of the bounds and
the obtained values from optimization for each parameter of the four different energy
functions (4.61)–(4.64).
In terms of the regarded error measure, the function ΨtiBNSH1,e provides the best accordance
to the experimental data. Therefore, the associated Cauchy stress-stretch response is com-
pared with the experimental curve in Fig. 4.9a, and the distribution of the error measure
r is depicted in Fig. 4.9b. A good reproduction of the experiment can be observed. The re-
sults of the parameter adjustment for the other three strain-energy functions (4.62)–(4.64)
are given in Fig. B.1 in the Appendix B.1. By using the functions ΨBNSH2,p and ΨHGO, the
softening hysteresis cannot be adequately reproduced. A potential reason is, that consid-
ering only the fourth mixed invariant of the right Cauchy-Green tensor and the structural
tensor leads to a rather stiff capturing of the fiber response, because no interaction with
other directions is taken into account. The functions ΨBNSH1,e and ΨBNSH1,p provide this
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c1 [kPa] k1|α1 [kPa] k2 [-] α2 [-] βf [◦] λsustpg [-] L [-] a [-] b [-] r [-]
> 0 > 0 > 0 > 2 > 22.5 > 1 > 0 > 0 > 0
< 45.0 < 2
ΨBNSH1,e 9.58 894.38 87.0 – 39.40 1.0158 3.8 9.8 18.9 0.067
ΨBNSH1,p 9.75 1003.8 – 2.06 39.39 1.0068 4.7 5.4 13.7 0.073
ΨBNSH2,p 20.09 4434.6 – 2.0 38.32 1.0092 6.0 8.2 16.3 0.195
ΨHGO 22.61 928.98 819.4 – 38.32 1.1295 14.5 13.7 28.9 0.221
Table 4.5: Parameters and error measure r obtained by adjustment of the models ΨBNSH1,e,
ΨBNSH1,p, ΨBNSH2,p and ΨHGO to the media of a human carotid artery; specifically rela-
tion (4.10) was used in combination with (4.11), (4.61)–(4.64) as well as the microscopic
parameters arising from consideration of a beta-distributed PG orientation, cf. Section 4.5.
(Schmidt, Balzani & Holzapfel [206])
characteristic to some extend, since the measure Iti,0(a) = K
(a)
3 = ||Cof[F ]||2−||Cof[F ]A(a)||2
represents the deformation of an area element with normal perpendicular to the fiber di-
rection.
(ii) Distributed Internal Length parameter Next, the influence of a Gaussian-distributed
internal length parameter L on the model response is investigated. The prescription of
senseful bounds for the mean value of L (4.39) is not straightforward, since the collagen
fibril length Lcf , the initial overlap Lov of two fibrils and the initial transverse distance d0
determine that quantity, whereby all of these three parameters are difficult to measure.
To the author’s knowledge only few results are reported in the literature with respect
to appropriate measurements. Specific values have been, for example, evaluated for the
collagen fibril length, which lie in a range from 1 to 170µm depending on the tissue type
under consideration, see [92], [24]. However, the mentioned data is not related to human
arterial tissue. Therefore, the only restriction, which is prescribed for the mean value
here, is that is has to be positive. In the sequel, the models ΨBNSH1,e and ΨBNSH1,p are
adjusted to experimental data. In both cases, a comparable value for the error measure r
is obtained from the optimization, cf. Table 4.6.
c1 [kPa] k1|α1 [kPa] k2 [-] α2 [-] βf [◦] λsustpg [-] α [-] µ [-] σD [-] r [-]
> 0 > 0 > 0 > 2 > 22.5 > 1 > pi4 > 0 > 0
< 45.0 < 2 < 3pi4
ΨBNSH1,e 11.796 541.94 30.2 – 39.10 1.0161 0.91 9.3 1.67 0.1766
ΨBNSH1,p 7.671 717.83 – 2.3 39.42 1.1301 1.97 2.9 0.62 0.1768
Table 4.6: Parameters and error measure r obtained by adjustment of the models ΨBNSH1,e
and ΨBNSH1,p to the media of a human carotid artery; specifically relation (4.10) was used
in combination with (4.11),(4.61), (4.62) as well as the microscopic parameters arising from
the consideration of a Gaussian distributed internal length L parameter, cf. Section 4.5.
(Schmidt, Balzani & Holzapfel [206])
The resulting Cauchy stress-stretch response for the model ΨBNSH1,e and the associated
error measure r are depicted in Figure 4.9c and d, respectively. As can be seen, the soften-
ing hysteresis is negligible. One reason is that only small microscopic damage is induced
at these deformations. The model ΨBNSH1,p does not provide a better reproduction of the
experiment in terms of r, although some softening hysteresis is obtained, cf. Fig. B.2a,b in
Appendix B.2. However, it appears that a statistically distributed PG orientation provides






























































































































































































Figure 4.9: Uniaxial cyclic extension tests of the media of a human carotid artery in
circumferential (1) and longitudinal (2) direction [15]: (a) experimental stress-stretch curve
and response of the model ΨBNSH1,e under consideration of a beta-distributed PG orientation
α and material parameters according to Table 4.5; (c) experimental stress-stretch curve and
response of the model ΨBNSH1,e under consideration of a Gaussian-distributed internal length
parameter L and material parameters according to Table 4.6. It is remarked, that the cyclic
loading protocol is also applied to the model. However, no visible hysteresis is obtained,
since the induced microscopic damage is too small; (e) experimental stress-stretch curve
and response of the model ΨBNSH1,p under consideration of a beta-distributed ultimate PG
stretch λsustpg and material parameters according to Table 4.7; (b),(d),(f) associated error
measures r. (Schmidt, Balzani & Holzapfel [206])
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a larger capability of yielding pronounced softening hysteresis as observed in experiments.
(iii) Distributed Ultimate Proteoglycan Stretch
In this section, a beta-distributed ultimate PG stretch λsustpg is assumed. Once more, the
functions ΨBNSH1,e and ΨBNSH1,p provide comparable results in terms of the error measure
r, cf. Table 4.7, however the model ΨBNSH1,p performs slightly better.
c1 [kPa] k1|α1 [kPa] k2 [-] α2 [-] βf [◦] α [-] L [-] a [-] b [-] r [-]
> 0 > 0 > 0 > 2 > 22.5 > pi4 > 0 > 0 > 0
< 45.0 < 3pi4
ΨBNSH1,e 13.137 541.3 115.8 – 39.17 2.3562 3.6 1.70 0.96 0.135
ΨBNSH1,p 12.014 2578.4 – 2.6 39.24 2.3549 1.4 1.16 1.29 0.141
Table 4.7: Parameters and error measure r obtained by adjustment of the models ΨBNSH1,e
and ΨBNSH1,p to the media of a human carotid artery; specifically relation (4.10) was used
in combination with (4.11), (4.61), (4.62) as well as the microscopic parameters arising from
the consideration of a beta-distributed ultimate PG stretch λsustpg , cf. Section 4.5. (Schmidt,
Balzani & Holzapfel [206])
The Cauchy stress-stretch response of both models shows a qualitatively good correlation
with the experiment, cf. Fig. 4.9e,f as well as Fig. B.2c,d in Appendix B.2. However,
quantitatively the results obtained for the case of a statistically distributed PG orientation
are superior. It is concluded, that a statistical distribution of the PG orientation may have
the most significant impact on the damage behavior compared against the other considered
quantities. Despite of the partially good accordance of some models with the experimental
stress-stretch curve, further experimental studies on the microscale are required regarding
the obtained values of the microscopic parameters for the damage model.
4.5.6 Inclusion of Fiber Dispersion In Section 4.5.5 it turned out, that the models
ΨBNSH2,p and ΨHGO perform less accurately in capturing the complex softening hysteresis
of soft biological tissues than ΨBNSH1,e and ΨBNSH1,p, respectively. The difference between
the approaches is, that the first two strain-energies consider only the deformation invari-
ant J4 (2.99), and hence only the stretch in the preferred fiber direction, whereas the
latter two approaches take into account the deformation measure K3 = I1J4 − J5 (4.8)3.
In Gasser et al. [86], the modified deformation measure κI1+(1−3κ)J4 was introduced,
which was physically motivated by the consideration of fiber dispersion around the pre-
ferred fiber directions, as can be observed in real arterial tissues. In particular, κ represents
a dispersion parameter, which interpolates between the states of perfect fiber alignment
and isotropic fiber distribution. In Balzani et al. [15] and Brinkhues [29] a strain-
energy considering the deformation measure from [86] was adjusted to the experimentally
observed softening hystereses of soft tissue and yielded a comparable performance to a
strain-energy including K3. Unfortunately, the analytical approach to fiber dispersion [86]
is hardly applicable in combination with the micromechanically motivated damage model
proposed in this work (see Section 4.5), since the damage function D := D(λfib) is directly
evaluated due to the stretch in fiber direction, and should therefore only be preceded to
a deformation measure, which is directly associated to the fiber direction. The function
K3, which fulfills the latter requirement also includes the isotropic deformation invari-
ant I1, but however cannot be interpreted as an analytical approach to fiber dispersion.
Moreover, in combination with the here proposed micromechanically motivated damage
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model, Iti,0 = K3 yields an unsymmetric damage evolution part of the material tangent
(cf. Eq.(4.58)).
In order to improve the micromechanical character of the newly introduced damage model
in Section 4.5, in this section a numerical approach to fiber dispersion is discussed. There-
with, the capability of the model ΨHGO in capturing the anisotropic softening hysteresis
from Section 4.5.5 is analyzed.
The idea of determining the overall fiber response of soft biological tissue by summation
over a variety of discrete fiber directions in space was initially proposed by Lanir [134].
Nowadays, many material models use numerical homogenization by integrating one-
dimensional responses over the surface of a unit sphere. Efficient integration schemes were
e.g. proposed by Baz˘ant & Oh [23] and Heo & Xu [102]. Some of the first applications
were given byMiehe et al. [160],Miehe & Go¨ktepe [159], andGo¨ktepe & Miehe [88]
who included aBaz˘ant & Oh scheme with 42 integration directions in space into a micro-
sphere model for rubbers. Later, this scheme was also applied to soft biological tissues by
Rebouah & Chagnon [189]. Ehret et al. [65] compared several methods for integrating
constitutive equations over the unit sphere and found, that the approaches by [23, 102] are
well-suited for continuum mechanical problems. However, a potential drawback is, that
anisotropy may be induced due to the numerical homogenization. To avoid this problem
Ateshian et al. [5] chose the approach of integrating over a geodesic dome representa-
tion of the unit sphere and subdividing the spherical triangles into smaller ones, which
ended up in the high number of 320 integration points. In Freund & Ihlemann [82] a
generalization concept for one-dimensional materials is presented, where also the integral
over the unit sphere has to be evaluated. In order to obtain an even distribution in space
for a high number of integration points, the authors of the latter publication apply an
algorithm, where 100 points are placed on the surface of a unit sphere, which are mod-
eled as electric charges repelling each other. From their final position at an iterated state
the spherical angles as well as the weighting factors are determined. With respect to the
modeling of anisotropic soft tissues Alastrue´ et al. [3], Frederico & Gasser [81],
Gasser [84], Sa´ez et al. [203] and Forsell et al. [76] proposed approaches, where the in-
tegration schemes are adjusted to orientation distribution functions of the fibers. Thereby,
integration schemes from [102] and Hardin & Sloane [98] were applied, respectively.
In general, when considering a one-dimensional constitutive model Ψ := Ψ(λ), the second







Through integration over all material lines, the complete second Piola-Kirchhoff stress























respectively. Thereby, A := A(α)(ϕα, ϑα) is dependent on the spherical angles ϕα and ϑα
associated to the material line α. Due to numerical integration and consideration of (2.95)













Herein, w(α) are the weighting factors according to the applied integration scheme.
In this work, the integration scheme from Baz˘ant & Oh with 122 integration directions
is used, which performed well in [65]. Moreover, a non-rotationally-symmetric peanut-
shaped orientation distribution function (ODF) is considered for the fibers, cf Fig. 4.10.
This is to account for different fiber dispersions in the circumferential plane (given by the
circumferential and axial direction of the artery) and in the radial plane (given by the
radial and circumferential direction of the artery). This is important because in healthy
arteries a lower dispersion is observed in the radial plane due to the laminate-like struc-
ture of the arterial tissue showing a strong dispersion inside the laminate. A numerical
integration scheme attaching a certain orientation density to the individual fiber direc-
tion is followed here to calculate the resulting macroscopic material response. Therefore,
a mapping of the unit sphere to the ODF is considered, cf. Atkinson [6]. The integration
directions for the unit sphere
r˜αxˆ = cosϕα sinϑα, r˜
α
yˆ = sinϕα sinϑα, r˜
α
zˆ = cosϑα (4.69)
formulated in the spherical angles ϕα and ϑα in a local coordinate system are transformed















cos(2ϑα) + [s3 − sin2(2ϑα)]1/2
]1/2
. (4.71)
Thereby, s1, s2 and s3 are parameters defining the peanut shape. The orientation density









Further coordinate transformations are applied, such that the xˆ-axis of the ’peanut’ (cf.
Fig. 4.10) corresponds to the preferred direction of a fiber family a and the zˆ-axis corre-
sponds to the radial direction of the arterial wall.
Specifically, the above approach to fiber dispersion with additional weighting factors is
applied to the one-dimensional counterparts of both transversely-isotropic terms of the
model ΨHGO, i.e. the complete strain-energy
Ψ(C,M(1α),M(2α)) = Ψ


















P(aα) = (1−D(aα))Iti,0(aα) − 1, and Iti,0(aα) = λ2(aα) = tr[CM(aα)]
(4.73)






Figure 4.10: Peanut-shaped region with different semi-axis in yˆ and zˆ-direction.
is obtained. Thereby, the damage variable is evaluated under assumption of a statis-
tically distributed proteoglycan orientation, cf. Section 4.5.1. According to (4.65) the







































































The response of the above strain-energy (4.73) with Ψiso = c1(I1/I
1/3
3 − 3) is adjusted to
uniaxial cyclic experimental data of a human carotid artery (cf. Section 4.4.1), whereby
Ψpen is replaced by the term p(I3−1). The pressure-like Lagrange multiplier p is computed
from the condition, that the second Piola-Kirchhoff stress in 2-direction (transverse to the
tension direction) has to be zero. With knowledge of the Lagrange multiplier, the second
Piola-Kirchhoff stress in 3-direction can be evaluated, which also has to vanish, since it is
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From (4.76) the transverse specimen stretch λ2 in the uniaxial tension test can be iter-
atively determined. Note, that in comparison to [15, 29], additional terms arise in S33,
since due to the fiber dispersion approach, some structural tensors also have non-zero
components M(aα),33 in 3-direction. During the parameter adjustment, for a given pair of
shape parameters s1 and s2 the third parameter s3 is evaluated, such that the sum over
all products of weighting factors equals unity, i.e.∑
α
ρ(α)(s1, s2, s3)w
(α) = 1. (4.77)
The adjusted material response is depicted in Fig. 4.11 and the associated parameters are
given in Table 4.8. As can be observed, the model ΨHGO with consideration of statistically
distributed proteoglycan orientations and dispersed fibers provides a similar quality of



























Figure 4.11: Uniaxial cyclic extension tests of the media of a human carotid artery in
circumferential (1) and longitudinal (2) direction: experimental stress-stretch curve [15] and
response of the model ΨHGO under consideration of dispersed fibers and a beta-distributed
PG orientation α. The associated material parameters and error measure r are given in
Table 4.8.
In summary, it was found that the complex softening hysteresis of soft arterial tissue, which
was observed in [15, 29] could be captured by the here utilized constitutive framework
by either including I1 into the deformation measure or by considering dispersion around
preferred fiber directions. The latter aspect, which is also motivated from a physical view-
point was analyzed in this section in combination with the transversely-isotropic parts
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c1 [kPa] k1 [kPa] k2 [-] βf [
◦] λsustpg [-] L [-] a [-] b [-] s1 [-] s2 [-] s3 [-] r [-]
> 0 > 0 > 0 > 22.5 > 1 > 0 > 0 > 0 > 0 > 0 > 0
< 45.0 < 2
0.025 995.1 14.95 33.93 1.052 3.096 1.843 4.858 0.098 0.082 15.50 0.066
Table 4.8: Associated material parameters and error measure r to the model response in
Fig. 4.11.
of the model ΨHGO yielding a good correlation with the experiment and a symmetric
damage evolution part of the material tangent (cf. Eq.(4.58)). The latter property is not
provided by the models ΨBNSH1,e and ΨBNSH1,p, which however yield the advantage, that
no numerical homogenization scheme on the Gauss point level is required. Therefore, it
is easier to adjust these models to several experiments of different tissue layers, since a
model evaluation is cheaper. Hence, ΨBNSH1,e and ΨBNSH1,p will be further considered in
the numerical examples section.
4.6 Comparison of Damage Models in Numerical Computations
In this section, the performance of the introduced damage models in sections 4.4 and 4.5 is
investigated within numerical computations. Therefore, the models are implemented in the
finite element program FEAP (Prof. R. Taylor, University of Berkeley). Circumferential
overstretch of simplified atherosclerotic arteries is considered. It is emphasized, that the
focus is on the comparison of the results according to the different damage approaches
rather than presenting realistic simulations. Results concerning this section were also
published in Schmidt, Balzani & Holzapfel [206].
Specifically, multi-layered geometric models of simplified atherosclerotic arteries are taken
into consideration, which include: fibrous cap, lipid pool, (diseased) fibrotic media,
(nondiseased) media and adventitia. The geometric models are discretized with quadratic
tetrahedral elements. When applying the phenomenological damage models from Sec-
tion 4.4, they are used in combination with the constitutive function Ψ(HGO), because this
one is widely used in the literature and provides a good representation of experiments, cf.
Section 4.4.1. The associated parameters obtained by adjusting to experimental data of
the media of a human carotid artery [15, 29] can be drawn from Table 4.2. Specifically,
the damage models (I.i), (I.ii) and (II.ii) are investigated. With respect to the microme-
chanically motivated damage model from Section 4.5, the constitutive function ΨBNSH1,p
in combination with a statistically distributed proteoglycan orientation is used for the
description of the media, see Table 4.5 for the associated parameters.
Moreover, the above mentioned constitutive models are adjusted to uniaxial cyclic tension
tests in axial and circumferential direction of the adventitia of a human carotid artery
[15, 29] according to the procedure described in Section 4.4.1. The parameters obtained
by using Ψ(HGO) in combination with phenomenological damage functions are given in
Table 4.9, whereas the parameters obtained for ΨBNSH1,p with a statistically distributed
proteoglycan orientation are provided in Table 4.11. Due to a lack of experiments in the
supra-physiological domain for the fibrotic media and the fibrous cap, the hyperelastic
parameters for these layers according to the model Ψ(HGO) are adopted from [15, 29] and
the same damage parameters are used, which were obtained from adjustment of the re-
spective models to the media, cf. Table 4.2. With respect to the usage of the statistical
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damage model, the constitutive functions ΨBNSH1,p and ΨBNSH1,e are used to characterize
the fibrous cap and the fibrotic media, which respectively provided the best correlation,
when adjusted to the hyperelastic experiments reported in Holzapfel et al. [116]. Ac-
cordingly, the damage parameters obtained from the adjustment of the model ΨBNSH1,p
to the media are also assigned to the fibrotic media and to the fibrous cap (cf. Table 4.9)
when using the statistical damage model. The lipid pool considered to be a butter-like, in-
compressible material. Therefore, a neo-Hookean model is applied with significantly lower
stiffness compared to the other layers. Furthermore, no damage is assumed to occur in
the lipid pool.
c1 [kPa] k1|α1 [kPa] k2|α2 [-] κ [-] βf [◦] γ∞ [-] βs [-] Ds0 [-] r¯ [-]
(I.i) 4.0 1640.23 115.63 0.097 45.6 10.84 7.36 – 0.141
(I.ii) 3.6 1640.45 120.35 0.096 45.8 12.16 2.88 1e-8 0.094
(II.ii) 4.5 1640.36 119.22 0.091 45.8 12.30 0.29 1e-8 0.098
Table 4.9: Parameters obtained through the adjustment of the constitutive model Ψ(HGO) in
combination with the damage models (I.i), (I.ii), and (II.ii), respectively, to cyclic uniaxial
tension tests of the adventitia of a healthy human carotid artery [15, 29]. (Balzani &
Schmidt [18])
c1 [kPa] k1 [kPa] k2 [-] κ [-] βf [
◦]
Fibrotic media 21.12 1951.48 925.37 0.095 25.55
Fibrotic cap 24.12 4778.44 1023.59 0.12 53.18
Lipid pool 5.0 – – – –
Table 4.10: Hyperelastic parameters of the model Ψ(HGO) associated to the plaque com-
ponents. (Balzani & Schmidt [18])
c1 [kPa] k1|α1 [kPa] k2|α2 [-] βf [◦] λsustpg [-] L [-] a [-] b [-] r [-]
Adventitia 5.7 8159.4 3.5 45.59 1.1235 9.746 8.11 24.33 0.1213
Fibrotic media 20.9 479.36 293.3 25.18 1.0068 4.711 5.42 13.67 0.0177
Fibrous cap 27.3 1222.4 2.0 50.93 1.0068 4.711 5.42 13.67 0.0367
Lipid pool 5.0 – – – – – – – –
Table 4.11: Hyperelastic and damage parameters for four tissue components. Specifically,
the constitutive model ΨBNSH1,p is applied to the adventitia and to the fibrous cap, whereas
ΨBNSH1,e is used for the fibrotic media. The parameters for the non-diseased media are given
in Table 4.11. (Schmidt, Balzani & Holzapfel [206])





3 − 2). Therein, ǫ1 and ǫ2 are chosen, such that the quasi-incompressibility
constraint detF = 1± 1% is enforced at any material point. In particular, ǫ1 = 50.0 kPa
and ǫ2 = 20.0 are set for the adventitia, the non-diseased media, the fibrotic media and
the fibrous cap, whereas ǫ1 = 20.0 kPa and ǫ2 = 10.0 are set for the lipid pool.
In order to simulate a similar loading situation as might occur during balloon angio-
plasty, the considered artery is circumferentially overstretched by a supra-physiological
internal pressure, which is applied to the arterial lumen. Specifically, the loading protocol
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depicted in Fig. 4.12 is considered. Thereby, in a first loading path the internal pres-
sure is linearly increased up to 24.0 kPa (=ˆ180 mmHg) at pseudo-time t = 1.0, which is
considered here as the upper limit of the physiological loading domain, i.e. the transi-
tion level to the supra-physiological loading domain, cf. Section 3.2. In a second loading
path, the internal pressure is further increased to a supra-physiological pressure level of
80.0 kPa (=ˆ600mmHg), which yields a circumferential overstretch. Finally, the pressure
is decreased again down to p = 24.0 kPa, in order to enable the investigation of damage






















Figure 4.12: Applied loading protocol for all numerical examples in this section. (Schmidt,
Balzani & Holzapfel [206])
Furthermore, during the first loading path up to p = 24.0 kPa an axial strain of 4% is
applied in order to obtain residual stresses in axial direction. The residual stresses in
circumferential direction are assumed to be negligible for damage calculations, because
they are significantly smaller than the stresses due to the applied overstretches.
4.6.1 Mesh Convergence Study First, a mesh convergence study is carried out, in
order to get an estimate of the required number of elements to be used for the discretiza-
tion of the considered arterial sections. Therefore, in order to save computational cost, a
rather thin segment of an atherosclerotic artery (Fig. 4.13) is considered, which however
contains some variation in longitudinal direction to capture slight three-dimensional dis-
tributions of the mechanical fields. The statistical damage model with parameters from
Table 4.11 is applied. Specifically, discretizations of the segment with 355, 2457, 4908,
6782, 13875 and 21835 elements are investigated within the convergence study. For every
discretization, the absolute displacement |u|PA of the marked nodal point PA in Fig. 4.13,
as well as the volume averages over the complete model of the absolute displacements at
the Gauss points |u|GP and of the von Mises stress are evaluated at pseudo-time t = 2.0
of the applied loading protocol (cf. Fig. 4.12). Fig. 4.14 shows the results of the con-
vergence study. It can be observed, that the model response converges with increasing
number of elements. In particular, for the investigated section with the length 0.5 cm, it is
deduced, that the results obtained for a discretization with approximately 6000 elements
are sufficiently accurate.
For the study of iterative convergence of the damage model, resulting damage distributions
and associated remanent strains, furthermore, a more complex idealized arterial section
is taken into consideration, see Fig. 4.15. Since the latter model is ten times longer than







Figure 4.13: Finite element model 1: thin simplified three-dimensional segment of an
atherosclerotic artery discretized with 21835 quadratic tetrahedral elements. The depicted
discretization is the finest one considered within a convergence study (see Fig. 4.14). In the
left picture, the nodal point PA is displayed, whose absolute displacement is investigated for










































von Mises stress (vol. av.)
|u|GP (vol. av.)
Figure 4.14: Results of the convergence study for finite element model 1: The absolute
displacement |u|PA of the nodal point PA (see Fig. 4.13), and the volume averages of the
absolute displacements |u|GP at the Gauss points as well as of the von Mises stress are eval-
uated at pseudo-time t = 2.0 of the applied loading protocol (cf. Fig. 4.12). Discretizations
with 355, 2457, 4908, 6782, 13875 and 21835 elements are considered, respectively.
contain at least 60000 elements. Specifically, 61858 tetrahedral elements are used here
to discretize the longer geometry. The applied loading protocol is identical as for the
first model.
4.6.2 Iterative Convergence at Damage Initialization As discussed in Sec-
tion 4.4, the phenomenological damage approaches, which are considered here, differ with
respect to their properties at damage initialization. Depending on the specific structure
of the damage equation, non-smooth tangent moduli can be obtained at the transition
from the undamaged to the damaged regime, which may yield potential disadvantages
with respect to numerical calculations, cf. Pen˜a [175]. For the statistical damage model
from Section 4.5 the point of damage initialization cannot be predefined within a spe-
cific boundary value problem, since damage evolution sets in as soon as the maximally
admissible PG stretch λsustpg is exceeded, which is a parameter obtained from adjustment
to experimental data. Furthermore, for inhomogeneous deformations the PG stretch λpg
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media
fibrous cap lipid pool
fibrotic media
Figure 4.15: Finite element model 2: longer segment of an idealized atherosclerotic
artery discretized with 61858 quadratic tetrahedral elements. (Schmidt, Balzani &
Holzapfel [206])
varies with respect to different locations within the artery. Therefore, the focus in this
subsection is on the phenomenological damage models (I.i), (I.ii) and (II.ii) as described
in Section 4.4. Thereby, the model (I.i), which was initially proposed by [15, 29], does
not suffer from non-smooth tangent moduli at damage initialization, since the saturation
function Dis,(a) is zero in the initial damage state. The damage models (I.ii) and (II.ii) both
use the newly introduced damage saturation function with Dis,(a)|tini 6= 0, which leads to
a jump in the tangent moduli at damage initialization for the model (I.ii), and therewith
to potential convergence problems of the numerical solution.
The longer arterial section (Fig. 4.15) is used here for the investigation of convergence at
damage initialization. Within the regarded circumferential overstretch, an internal pres-
sure of 180mmHg is reached at pseudo-time t = 1.0, see Fig. 4.12. This loading situation is
considered as transition from the physiological to the supra-physiological loading domain,
and therefore as the initial damage state, i.e. tini = t = 1.0. Moreover, at damage ini-
tialization, the actual values of the internal variable β˜(a) and of the transversely-isotropic




(a),ini, respectively. Note, that these quantities
generally differ for every location of the artery.
Since the convergence behavior at damage initialization is to be analyzed in this subsec-
tion, the focus is now on the first pseudo-time step after the initial damage state, i.e.
t = tini + ∆t. Fig. 4.16 shows the obtained values of the residual norm of the nonlin-
ear finite element computation for each iteration of the pseudo-time steps ∆t =1e-04,
∆t =1e-03, ∆t =1e-02, and ∆t =1e-01, respectively. As it can be seen, the model (I.ii)
with non-smooth tangent moduli at damage initialization shows a comparable conver-
gence behavior as the models (I.i) and (II.ii). For ∆t =1e-02 even one iteration less is
required to attain the predefined convergence limit within FEAP than for the models
with smooth tangent moduli. Mostly four to five iteration steps are required to reach the
convergence limit for the investigated pseudo-time step sizes, except for ∆t =1e-01 six
iterations are required for the models (I.i) and (I.ii) and seven iterations for the model
(II.ii), respectively. As a main result, it is concluded, that no numerical disadvantages at
































































∆t = 1e-04 ∆t = 1e-03
∆t = 1e-02 ∆t = 1e-01
Figure 4.16: Comparison of the iterative convergence of different phenomenological damage
models at damage initialization: Depicted are the values of the residual norm versus the
number of iteration steps of the Newton iteration at t = tini + ∆t for the time step sizes
∆t = 1e-04, ∆t = 1e-03, ∆t = 1e-02, ∆t = 1e-01, respectively.
4.6.3 Investigation of Damage Distribution and Remanent Strains For the
study of damage distribution and remanent strains, all damage approaches are investi-
gated and the longer arterial section from Fig. 4.15 is considered. Fig. 4.17 depicts the
resulting normalized damage distribution after the circumferential overstretch (at pseudo-
time t = 3.0) for all investigated models. For the phenomenological damage models (a)-
(c) high damage values are predominantly observed in the healthy media. The statistical
damage model (d) yields high damage values in the healthy media and in the fibrous cap.
Thereby, the high damaged regions in the healthy media are at different locations as for
the phenomenological damage models. The resulting damage in the adventitia is rather
low for all investigated models. The obtained findings are in line with results from [15, 29],
where also high damage values were determined in the healthy media and in the fibrous
cap. The here obtained differences in damage distributions between the phenomenological
approaches (a)-(c) and the statistical approach (d) might be due to the different driving
forces for damage evolution. For recapitulation, this is only λfib =
√
J4 for the statistical
damage model, whereas for the here considered phenomenological approaches the defor-
mation measure Iti,0 = κI1 + (1 − 3κ)J4, which includes fiber dispersion, is a driver for
damage. Note, that in the latter term also the isotropic deformation measure I1 enters.
A further important difference is, that the initial damage state for the statistical damage
depends on λfib and therefore damage initialization may take place at different pseudo-
time points for every location within the artery, whereas for the phenomenological models
damage is simultaneously initialized at all material points at a predefined pseudo-time,
although the deformation measure Iti,0 may differ between different locations at the same
pseudo-time point.





Figure 4.17: Distribution of normalized damage variable D(1)/maxD(1) in the first fiber
family: (a) phenomenological damage approach (I.i) with maxD(1) = 0.0098; (b) phe-
nomenological damage approach (I.ii) with maxD(1) = 0.0032; (c) phenomenological
damage approach (II.ii) with maxD(1) = 0.0009; (d) statistical damage approach with
maxD(1) = 0.0604.
Beside the softening effect, the induction of microscopic damage furthermore leads to
remanent strains in the fibers. Therefore, larger fiber stretches can be expected under
physiological loading after the circumferential overstretch. In Fig. 4.18 the fiber stretch
λ
(1)
fib in the preferred direction of fiber family 1 is depicted under physiological blood pres-
sure (24.0 kPa) before (1) and after (2) the overstretch in combination with the different
damage models (a)-(d). According to the amount of induced damage, increased fiber
stretches become primarily obvious (a) for the model (I.i) as well as for (d) the statistical
damage model. Thereby, for the statistical damage model it can be seen, that the regions
of high fiber stretches coincide with the high damage regions, compare Figs. 4.17d and
4.18d, respectively, whereas for the phenomenological damage models this correlation is
not observed to that extend, since here λfib is not the only driving force. In general, the
attainment of remanent strains in the physiological loading range after circumferential






















Figure 4.18: Distribution of the fiber stretch λ
(1)
fib in model 2 under physiological blood pres-
sure (24.0 kPa) (1) before and (2) after circumferential overstretch: (a) constitutive model
Ψ(HGO) with phenomenological damage function (I.i); (b) constitutive model Ψ(HGO) with
phenomenological damage function (I.ii); (c) constitutive model Ψ(HGO) with phenomenolog-
ical damage function (II.ii); (d) constitutive models ΨBNSH1,p and ΨBNSH1,e with statistical
damage function.
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4.7 Relaxed Incremental Variational Formulation for Damage in Arteries
As demonstrated in the previous sections, the here derived damage models so far in princi-
ple enable numerical damage computations in overstretched arteries within the framework
of the finite element method. However, drawbacks related to the numerical solution of soft-
ening problems within a finite element framework are that at certain deformations a loss
of ellipticity may occur and mesh-dependent solutions may be obtained even when the
mesh is rather fine.
One possibility to avoid the loss of uniqueness of underlying boundary value prob-
lems is the use of gradient enhanced damage models, see e.g. Kuhl & Ramm [131]
or Dmitrievic & Hackl [50] for small strain formulations. One of the first gradient-
enhanced models for the geometrically nonlinear case is the one by Steinmann [232],
where the non-local strain-energy density is introduced as an additional primary variable.
Waffenschmidt et al. [244] followed the concept from [50] by considering a split of the
strain-energy into a local and a gradient-enhanced nonlocal part and formulated a con-
tinuum damage model for fiber-reinforced materials at large deformations. However, the
latter approach requires an additional gradient parameter controlling the degree of regu-
larization, which lacks a physical meaning. An alternative approach, which may overcome
the above described numerical difficulties, is the use of viscous damage models, see e.g.
Pen˜a [177, 178]. However, in this work the focus is on elastic vessels of larger dimensions,
where viscous effects play a rather minor role (see, e.g., Fung [83]).
In this section, a different approach to avoid possible mesh-dependency is analyzed,
namely the use of relaxed incremental variational formulations for damage. Franc-
fort & Marigo [78] were among the first to interpret damage as a homogenization
of a weakly and strongly damaged phase and constructed a convex function. Later, in [79]
they furthermore provided an application to fracture. Gu¨rses & Miehe [95] applied re-
laxation techniques to continuum damage mechanics approaches. In particular, they took
into account the generalized variational approach by Miehe [158] and could demonstrate
the mesh-independency of finite element solutions when using relaxed energies. However,
the aforementioned approaches were derived for the small strain framework. Here, the fo-
cus is on finite strains, and therefore the incremental variational framework for continuum
damage mechanics by Balzani & Ortiz [17] is considered. Enhancements of the latter
approach with respect to the modeling of arterial tissues will be derived. In particular, the
initial model [17] is combined with a microsphere model accounting for dispersed fibers
(cf. Section 4.5.6) and hysteresis behavior in the convexified regime is included. Moreover,
a combined evolutionary/gradient-based optimization strategy is used to determine the
bifurcation parameters when checking for a loss of convexity. In order to enable an efficient
adjustment of the relaxed formulation to real cyclic experimental data of arterial tissue,
furthermore a surrogate model is proposed, which provides similar characteristics as the
relaxed formulation.
4.7.1 Relaxed Incremental Variational Framework for Damage In this section,
the approach for relaxed damage formulations at finite strains by Balzani & Ortiz [17],
which is here taken as a basis, is recapitulated. To overcome the numerical problems
mentioned before a rank-one convex hull is used, which is often interpreted as a close
approximation of a quasi-convex hull. When considering inelastic solids, the strain-energy
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function can be evaluated by the incremental variational problem [169]
W (Fk+1) = inf
q
[W(Fk+1, qk+1)] with W(Fk+1, qk+1) :=
tk+1∫
tk
(ψ˙ + φ)dt, (4.78)
which can be interpreted as the generalized work done in the material during the time
increment [tk, tk+1] under the initial boundary conditions q(tk) = qk. The vector q contains
the internal variables describing the dissipative behavior, and the quantities ψ and φ
denote the strain energy and the dissipation potential, respectively. Here q contains the
internal variables associated with damage. The incremental stress potentialW is rank-one
convex if
W (ξF++(1−ξ)F−) ≤ inf
ξ,F+,F−
[W¯ ] with W¯ (ξ,F±) = ξW (F+)+(1−ξ)W (F−) (4.79)
holds for any F+ and F− with rank[F+ − F−] ≤ 1 for ξ ∈ [0, 1]. To ensure that F+ and
F− are rank-one connected, the multiplicative approach
F± = FL± with =
{
L+ = I + (1− ξ)d⊗ n,
L− = I − ξd⊗ n (4.80)
can be considered. Herein, ξ is the phase fraction, d := d(d, φd, ϑd) denotes a polarization
vector, and n := n(φn, ϑn) a unit vector. Both vectors are defined in spherical coordinates,
whereby d is the magnitude d. If (4.79) is violated, then the original nonconvex energy is
replaced by the convexified energy
W ⇐WRC(F ) = inf
r
[W¯ ] with W¯ (F , r) = ξW (F+(r)) + (1− ξ)W (F−(r)). (4.81)
Herein, the vector r = [ξ, d, φm, ϑm, φn, ϑn]
T contains the bifurcation parameters.
Due to the incremental formulation (4.78) it is admissible to apply generalized convexity
conditions, which were originally derived for hyperelasticity since a pseudo-hyperelastic
form is obtained in the incremental step. The main problem induced by the construction
of convex hulls is typically the expensive solution of global non-convex minimization
problems (4.79), (4.81) at each macroscopic integration point.
The relaxed variational model for damage by [17] considers fiber-reinforced materials,
where damage evolves in the fiber directions. This relaxed model is based on the assump-
tion that at the point where convexity is lost a microstructure is formed consisting of a
weakly and strongly damaged phase. The formation of this microstructure is associated
with a lower energy density (the convexified hull) than the one of the homogeneous mate-
rial model (non-convex function) and therefore favorable for the material. The following
ansatz is considered for the fiber stretch
λ := ξλ+ + (1− ξ)λ− with
{
λ+ := λ[1 + (1− ξ)d],
λ− := λ(1− ξd), (4.82)
which interpolates between the two states λ+ and λ−. The polarization d = (λ+−λ−)/λ ∈
R+ can be interpreted as a measure for the intensity of micro-bifurcation into a strongly
and weakly damaged phase. The strongly damaged phase is associated to rather large
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deformations λ+ and the weakly damaged phase to rather moderate deformations λ−;
ξ ∈ [0, 1] represents the volume fraction of the strongly damaged phase. The relaxed
energy for the fibers then reads
W ⇐WC(λ) = inf
ξ,d
[W (λ, d, ξ)] with W = ξW (λ+) + (1− ξ)W (λ−). (4.83)
The minimization problem in (4.83) is typically still expensive, although W has to be
minimized over a two-dimensional space, since W is non-convex.
For the one-dimensional strain-energy associated to a specific fiber direction, the following
(standard) continuum damage approach is considered
ψ(D, λ) = (1−D)ψ0(λ). (4.84)
Since here the (1 − D)-term is preceded to the undamaged strain-energy and not incor-
porated therein, the reduced dissipation inequality (cf. (4.16)) becomes
φ := ψ0D˙ > 0 (4.85)
with ψ0 representing the thermodynamic driving force for damage. With respect to dam-









Herein, D∞ ∈ [0, 1[ denotes the converging limit for damage, D0 is a material parameter
adjusting the velocity of damage evolution, and β is an internal variable, which is defined
to take the maximum value of the effective strain-energy exhibited during load history
βt := max
s≤t
[ψ0(λs)] for s, t ∈ IR+. (4.87)
Hence, the strain-energy can then be represented as
ψ(λ, β) = (1−D(β))ψ0(λ) (4.88)
with the damage criterion f := ψ0 − β ≤ 0. For the above considered damage approach
the vector of internal variables q in (4.78) only contains β. In case of damage evolution
the dissipation potential (4.85) becomes




















= βk+1D(βk+1)− βkD(βk)−D(βk+1) +D(βk)
(4.90)
with D denoting the antiderivative of D. The incremental stress potential for the actual
time step is given by









Ψ(λk+1, βk+1) =ψ(λk+1, D(βk+1))− ψ(λk, D(βk))
+ βk+1D(βk+1)− βkD(βk)−D(βk+1) +D(βk)
(4.92)
has been introduced. From now on, in order to improve readability, the index for the
current time step (·)k+1 will be omitted in case that there is no danger of confusion. The
incremental stress potential can be expressed as
W (λ) = ψ(λ,D)− ψ(λk, Dk) + βD − βkDk −D +Dk (4.93)
where the abbreviations D := D(β), Dk := D(βk), D := D(β), and Dk := D(βk) are
taken into account. For the here considered one-dimensional case the rank-one convexity
condition is equivalent to the convexity condition, i.e.
W (ξλ+ + (1− ξ)λ−) ≤ inf
ξ,d
[ξW (λ+) + (1− ξ)W (λ−)]. (4.94)
If the above condition holds, the first Piola-Kirchhoff stresses are computed as
P = ∂λW = (1−D)∂λψ0, (4.95)
and the associated tangent modulus is given by
A = (1−D)∂2λλψ0 − (∂βD)(∂λψ0)⊗ (∂λψ0). (4.96)
4.7.2 Enhancement of Relaxed Formulation for Arterial Tissues For the de-
scription of the mechanical response of arterial tissue hysteresis behavior has to be ac-
counted for, meaning that unloading and reloading paths have to differ from primary
loading paths. In the above-described approach [17] this is reflected within the incremen-
tal stress potential (4.93), since due to the discontinuous damage function the damage
variable D remains constant during unloading and reloading and therefore for these load-
ing conditions the energy
W (λ) = (1−D)ψ0 (4.97)
is obtained, which yields a reduced stress as compared to the primary loading path.
However, in the regime where convexity of (4.93) gets lost, the original nonconvex energy
is replaced by the convexified energy (4.83)2, which does not yield different values with
respect to primary loading, unloading and reloading, respectively. Hereby, the bifurcation
parameters ξ and d solely depend on the stretch λ and on the constant quantities λ−
and λ+.
Thus, in order to also enable hysteresis behavior of the relaxed formulation in the con-
vexified regime, in this contribution hyperelastic unloading and reloading paths are con-
structed. In particular, if the load reverses from primary loading to unloading within the
convexified regime, the convexified energy is replaced by the hyperelastic energy W˜ as
WC ⇐ W˜ (λ, η) := η ψ˜0(λ) with P˜ = η∂λψ˜0. (4.98)
Here, η is a constant factor, which is evaluated at the reversal point from primary loading
to unloading, such that W˜ yields the same first Piola-Kirchhoff stress P¯ as the convexified
energy, namely
η = P¯ /∂λψ˜
0|λ˜ with P¯ = ∂λW¯ = ξP+ + (1− ξ)P− + ξ(1− ξ)d(P+ − P−)
and λ˜ := max
s
[λ], s ∈ [0, t]. (4.99)
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In the above expression the abbreviations P+ := P (F+) and P− := P (F−) were intro-
duced with P (·) according to (4.95). The hyperelastic energy W˜ is considered in unloading
and reloading. When in reloading the value of λ˜ would increase, this is an indicator that
the stretch λ is larger than at the previous reversal point from primary loading to unload-
ing, and therefore the hyperelastic energy W˜ is again replaced by the convexified energy
WC. However, the bifurcation parameters do not have to be determined by optimization
again, because they are here considered to remain unchanged in unloading and reloading.
The factor η also does not change on the hyperelastic unloading/reloading paths, thus
convexity is ensured.
Since in this section the relaxed formulation is specified to account for arterial tissues, the
well-known polyconvex function by Holzapfel et al. [110] is considered as the effective
(undamaged) strain-energy and its one-dimensional counterpart is taken into account. In
order to allow for different behavior before and within the convexified regime, different
material parameters are applied for ψ0 (cf. (4.84)) entering the incremental stress potential
(4.93) and for ψ˜0 entering the hyperelastic strain energy W˜ . Specifically,







λ2 − 1〉2)− 1] , and








λ2 − 1〉2)− 1] (4.100)
are taken into account with the damage variable D according to (4.86). Fig. 4.19 exem-
plarily shows the response of the obtained relaxed formulation (red line). The response
of the associated unrelaxed incremental stress potential (4.93) is depicted as a grey line.
At λ− ≈ 1.19 a loss of convexity occurs, such that W is replaced by the convexified en-
ergyWC. Within the convexified regime, this energy yields a constant first Piola-Kirchhoff
stress in primary loading. Moreover, several hyperelastic unloading/reloading paths with




























Figure 4.19: Stress-stretch response of relaxed formulation (cyclic loading) and associated
unrelaxed formulation. The material parameters are taken from Table 4.12.
In addition to the inclusion of hysteresis behavior in the convexified regime as outlined
above, in this contribution furthermore a microsphere model (cf. Section 4.5.6) is consid-
ered in order to reflect dispersed fibers. For the specification of the relaxed formulation
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for arterial tissues, again a decoupled representation of the strain-energy is considered as






Herein, W iso accounts for the isotropic ground-matrix material, whereas the one-
dimensional relaxed formulation is evaluated for discrete fiber directions (ϑα,ϕα) asso-
ciated to one of the two fiber families, whose responses are weighted by the respective
orientation density ρα and integrated over space, see Section 4.5.6. Within the relaxed
formulation the strain-energies (4.100)1 and (4.100)2 are considered as the unrelaxed en-
ergy entering the incremental stress potential (4.93) and the hyperelastic energy for un-
loading/reloading in the convexified regime, respectively. For the isotropic ground-matrix
material the polyconvex neo-Hookean model is taken as a descriptor, i.e.
W iso = c1(I1I
−1/3
3 − 3). (4.102)
4.7.3 Optimization Strategy for the Determination of Bifurcation Parame-
ters With respect to the here considered relaxed formulation for arterial tissues (4.101)
in every load step before the loss of convexity, a nonconvex optimization problem (4.83)1
has to be solved in every macroscopic integration point for every integration direction of
the microsphere model, in order to determine the respective bifurcation parameters ξ and
d. Thereby, it is necessary to identify the global minimum of W¯ (λ, d, ξ). In the original ap-
proach by Balzani & Ortiz [17] a grid of Nξ×Nd value pairs of ξi and dj was considered
as initial values for Newton iterations to find respective local minima. Given a large num-
ber of initial values also the global minimum may be identified by this strategy. However,
when a global minimum of a nonconvex function is to be identified, evolutionary algo-
rithms are preferable to gradient-based methods. To the author’s knowledge evolutionary
strategies were first proposed by Rechenberg [190]. Since then a lot of publications
appeared within the field, here the reader is further referred to Rechenberg [191] and
Schwefel [219]. The basic idea is to consider a population of several individuals with
different properties (here the parameters ξ and d). Each individual is assigned a so-called
fitness value, which reflects how good the respective individual meets the optimization
objective (here the value of W¯ (ξ, d) is defined as the fitness value, whereas a small value
represents a good fitness). Generation over generation is built by recombining and mu-
tating good individuals from the previous generation until certain termination criteria of
the evolutionary algorithm are met.
Specifically, in this contribution a grid of Nξ × Nd value pairs ξi and dj is considered,
representing a population of Nξ × Nd individuals. The convexified energy W¯ (λ, dj, ξi) is
evaluated for each of them. Then, the (Nξ × Nd)/2 best individuals are considered as
potential parents, from which child pairs (dj , ξi) are derived to constitute the subsequent
generation. Thereby, the best individual is copied to the next generation unchanged. The
other individuals of the new generation are created by recombining randomly chosen
parents from the pool of potential parents (crossover) and applying random mutations. In
particular, during crossover either the child (dk, ξl) or (dl, ξk) is derived from the parents
l and k with probability 0.5, respectively. Afterwards, a mutation is applied to each of
the child’s properties (d, ξ) with probability p, meaning that a random value is added or
subtracted, which can take a certain fraction (mutation factor) of the current range of
Modeling the Biomechanics of Arterial Walls under Supra-Physiological Loading 82
the respective parameter over all individuals at maximum. The decision for addition or
subtraction is made with probability 0.5, respectively. However, then the mutation is only
applied, if it does not violate the predefined minimum and maximum values of ξ and d.
Two termination criteria for the above algorithm are defined: on the one hand there exist
a maximum number (iter max) of iterations (creations of new generations) and on the
other hand the algorithm is terminated, when the fitness of the best individual did not
change over a certain number of generations (ngen). The latter case should be the usual
abort criterion of the algorithm. Flow charts of the applied evolutionary as well as of the
crossover and mutation strategy are given in Figs. 4.20 and 4.21, respectively.
Since it is important to determine the values of the bifurcation parameters at the state
where convexity gets lost with a high numerical accuracy, the best individual, which is
obtained as a result of the evolutionary optimization strategy, is used as initial value for
a subsequent Newton iteration. The above described optimization strategy turned out to
be successful in determining the global minimum of W¯ (λ, d, ξ) in all considered test cases.
Figure 4.20: Evolutionary strategy to determine the bifurcation parameters ξ and d at
the deformation state, where convexity gets lost. The crossover and mutation strategy is
depicted in Fig. 4.21.
Figure 4.21: Crossover and mutation sequence for pairs (d,ξ) of bifurcation parameters,
which is called by the evolutionary algorithm (see Fig. 4.20).
4.7.4 Surrogate Model for the Adjustment to Experiments In this section
the response of the derived relaxed formulation is adjusted to real experimental data
of arterial tissue, cf. Section 4.4.1. Thereby, directly using (4.101) within the adjustment
procedure would be computationally too expensive. Although, only a one-point calculation
is taken into account, the global nonconvex optimization problem (4.83) would have to
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be solved in every load step for every integration direction of the considered microsphere
model as long as convexity in that direction is not yet lost. Thus, for the adjustment
to experimental data a surrogate model is used, which provides a similar stress-strain
behavior as the one-dimensional relaxed energy, but which is cheap in computation. The
aim thereby is to identify the desirable one-dimensional response in fiber direction, which
enters the microsphere model. Then, in a subsequent adjustment step the response of
the one-dimensional relaxed energy is adjusted to the response in fiber direction of the
surrogate model. Specifically, the surrogate model uses the same structure as (4.101),
however the first Piola-Kirchhoff stress in every integration direction of the microsphere
model is hereby evaluated as















with λmax(a,α) := max
s
[λ(a,α)], s ∈ [0, t].
(4.103)
The discontinuous damage variable D¯(a),α for the surrogate model is defined in a way,
such that a constant first Piola-Kirchhoff stress is obtained beyond a certain stretch λ−,
which is considered to be a material parameter of the surrogate model and is therefore
also adjusted to the experiment. Thus, for the surrogate model the vector of optimiza-
tion parameters within the adjustment procedure is given by α = (c1, k1, k2, λ
−, s1, s2).
Herein, the stiffness-like parameter c1 is associated to the ground-matrix material (cf.
Section 4.7.2) and the shape parameters s1 and s2 determine the shape of the orientation
distribution function of fibers, cf. Section 4.5.6. The response of the surrogate model for
the parameters obtained from optimization is depicted in Fig. 4.22a together with the as-
sociated experimental response. As can be seen, a reasonable correlation between model
and experiment is obtained. The response in an integration direction of the microsphere
model, which is closely oriented to the axial direction is depicted in Fig. 4.22b for the
loading protocol associated to the tension test in axial direction. The characteristics of the
response are similar to the ones of the relaxed formulation. This can be seen in Fig. 4.23b,
which shows the adjusted relaxed model response for the same integration direction dur-
ing the loading protocol associated to the tension test in axial direction (here the cyclic
response is only depicted for the relaxed model in order to improve clarity). It can be
seen, that the constant first Piola-Kirchhoff stress of the surrogate model is well reflected
by the relaxed model in the convexified regime. However, before the convexified regime
the deviation between surrogate model and relaxed model is comparably large. In this
regime damage is already considered in the relaxed formulation, which is in contrast to
the surrogate model. Despite that the overall response of the relaxed formulation (4.101)
still reasonably represents the experimental behavior, see Fig. 4.23a.
The obtained parameters for the surrogate model as well as for the relaxed model are
depicted in Table 4.12. Thereby, the parameters associated to the ground-matrix material
as well as to the orientation distribution function of fibers are identical, since solely the
response in the fiber directions differs with respect to both formulations. Note, that for
the relaxed model λ− is not a material parameter, however, it can be identified for given k1
and k2 from the one-dimensional response under tension (here: λ
− ≈ 1.19, cf. Fig. 4.23b).
Then, the global nonconvex optimization problem (4.83) does not need to be solved for


















































Figure 4.22: (a) Experimental stress-stretch response of the media of a human carotid
artery [15] in (1) circumferential and (2) axial direction and associated response of the
surrogate model. (b) Fiber response of the surrogate model in a representative integration
direction of the microsphere model during the cyclic loading protocol associated to the






















































Figure 4.23: (a) Experimental stress-stretch response of the media of a human carotid
artery [15] in (1) circumferential and (2) axial direction and associated response of the re-
laxed model. (b) Response in fiber direction of the surrogate model, relaxed model and
associated unrelaxed model. For the relaxed model, the response in a representative integra-
tion direction of the microsphere model during the cyclic loading protocol associated to the
axial experiment in (a) is depicted. The obtained material parameters from optimization are
given in Table 4.12.
deformation states yielding λ < λ−, which makes the relaxed formulation (4.101) more
efficient in computations.
c1 k1 k2 k˜1 k˜2 D0 λ
− s1 s2 s3
[kPa] [kPa] [-] [kPa] [-] [kPa] [-] [-] [-] [-]
surrogate model 0.08 994.97 14.51 – – – 1.12 0.098 0.096 15.34
relaxed model 0.08 1492.46 2.02 1914.34 14.51 483.24 – 0.098 0.096 15.34
Table 4.12: Material parameters associated to the response curves of the surrogate model
and relaxed model depicted in Figs. 4.22 and 4.23, respectively.
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5 . Comparison of Isotropic and Anisotropic Material Models for
Arterial Walls
It is accepted in the literature, that arterial tissues in principle have anisotropic proper-
ties. Although, in specific loading situations, isotropic constitutive models may reflect the
mechanical behavior of arterial walls with sufficient accuracy, in most analyses anisotropic
models are required. For example, when the artery is subjected to overstretch, as e.g. dur-
ing balloon angioplasty, an appropriate representation of softening effects is crucial, and
therefore the consideration of anisotropy may be necessary. However, in many publications
investigating supra-physiological loading situations, e.g. due to stent insertion, isotropic
models are taken into account.
Patel & Fry [173] were the first to identify cylindrical orthotropy of arteries by in-
flating dog aortas. Thereby, either none longitudinal forces, a fixed length of the arterial
segment, or no longitudinal constraints were applied. In all cases only negligible shear
strains arised, from which elastic symmetry about the planes perpendicular to the ra-
dial direction, circumferential direction, and axial direction was deduced, respectively.
Cox [42] performed inflation tests at physiological pressures on iliac, renal, mesenteric,
carotid, and left circumflex coronary arteries of dogs after stretching the vessel to its in
vivo length. Thereby, the incremental elastic moduli in radial, circumferential and axial
direction were identified to be approximately equal for the mesenteric and coronary arter-
ies, respectively. Weizsa¨cker & Pinto [252] carried out a similar study for cylindrical
specimens of carotid arteries of Wistar rats for a larger domain of internal pressures and
axial prestretches. It was found, that the three incremental elastic moduli with respect
to cylindrical coordinates follow complex functions of axial stretch and internal pressure.
However, around a close range of an axial prestretch of 1.74 (representing the measured in
situ length at excision) and under physiological internal pressures, the incremental elas-
tic moduli in cylindrical directions took comparable values and the Poisson’s ratios were
approximately 0.5. Therefore, it was deduced, that for in vivo deformation ranges, the me-
chanical behavior of arteries may be approximated as incrementally isotropic. Comparable
results were achieved by Dobrin [53] for carotid arteries of dogs, whereby only biaxial
anisotropy was investigated, namely the axial and circumferential incremental moduli.
These turned out to be approximately equal under physiological pressures at an axial
prestretch of 1.7. However, in the latter work it is also argued, that the carotid artery
is subject to distinct length variations in situ, and thus also shorter lengths occur, for
which anisotropy was observed (see [53] and references therein). Moreover, as annotated
by Zhou & Fung [263], biaxial isotropy cannot be concluded from measuring the same
Young’s modulus in two perpendicular directions, since it is furthermore required, that
the shear modulus (G), the Young’s modulus (E) and the Poisson’s ratio (ν) fulfill the
relation G = E/(2 + 2ν). In the latter work [263] a nonlinear constitutive model was
adjusted to biaxial tension tests of radially cut thoracic aortas of mongrel dogs. Thereby,
different material parameter values were obtained for the circumferential and axial direc-
tion under in vivo stress and strain conditions, and hence anisotropy was deduced for that
loading domain. Lillie et al. [144] also identified anisotropic behavior in uniaxial and bi-
axial mechanical testing under most loading conditions for descending thoracic pig aortas
while applying in situ axial stretches from the literature. Lally et al. [133] obtained an
anisotropic response in biaxial testing of non-in situ porcine coronary artery specimens,
but proposed the existence of a unique stretch value for each artery in vivo to produce
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an isotropic response, which may explain the conflicting findings in the literature as out-
lined above. Furthermore, in [133] isotropic material models based on the Mooney-Rivlin
constitutive equation were introduced to describe the arterial tissue.
A comparison between nonlinear isotropic constitutive laws (with and without
residual strains, respectively) and a linear anisotropic model was carried out by
Williamson et al. [253] for arterial wall simulations of a two-dimensional atheroscle-
rotic artery up to pressures of 14.6 kPa (110mmHg). Thereby, useful estimates were ob-
tained from all investigated models, however deviations of up to 30% between isotropic
and anisotropic models were observed in high stress regions. It turned out, that the
residual strains had only minor effect on the response of the nonlinear isotropic mod-
els. Residual strains, which are associated to residual stresses, are assumed to reduce
stress gradients as well as the magnitude of the maximum stress in arterial walls, see
e.g. Chuong & Fung [40]. Holzapfel et al. [118] computed 3D stress states due to
an anisotropic model incorporating plastic strains and due to a neo-Hookean model in
arterial layers during balloon angioplasty and stent deployment. In the latter study stress
deviations up to 600% between both model responses were found. Haughton & Mero-
dio [100] and Rodr´ıguez & Merodio [196] investigated bifurcation of inflated thin-
walled tubes under axial loading with reference to arterial wall mechanics for an isotropic
and an anisotropic strain-energy function, respectively. Thereby, the anisotropic mechan-
ical response associated to the collagen fibers was identified to stabilize the artery avoid-
ing the bulging mode of bifurcation. Auricchio et al. [8] compared an isotropic and an
anisotropic hyperelastic model in carotid artery stenting analyses and obtained similar
stress patterns, however the high vessel straightening and discontinuity of the lumen area
near the stent ends, as observed in clinical practice, were captured more accurately by
the anisotropic model.
In none of the comparative studies so far softening as observed during supra-physiological
loading was considered. This is however important for the investigation of situations after
balloon angioplasty, for example the analysis of stent performance. In this section the
response of a nonlinear isotropic and a nonlinear anisotropic model is compared after ap-
plication of a supra-physiological loading in three-dimensional arterial wall simulations.
Therefor, the constitutive framework proposed in Balzani et al. [15] and Brinkhues [29]
is considered, which includes remaining fiber strains due to microscopic damage after
supra-physiological loading, cf. Section 4.2. Both derived constitutive models are adjusted
to the same set of experiments in circumferential and axial direction of several human
artery components and are applied to arterial wall simulations. Hereby, the finite element
solutions provide non-uniform distributions of the mechanical fields throughout the arte-
rial wall, and thus additional information compared to various experimental studies, e.g.
[53, 252, 263, 133], where uniform stress and strain values are assumed. Results regarding
this section were also published in Schmidt, Pandya & Balzani [209].
5.1 Construction of Models and Adjustment to Experiments
In particular, Eq. (4.35) containing the transversely-isotropic deformation invariant K3
(4.8)3 and the phenomenological damage function D
II.i (see Section 4.4) is considered as
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3 − 2). By setting the dispersion parameter κ := 2/3 in (5.1), the
dependence on K3 vanishes, such that















is obtained. Eq. (5.2) still contains the nonlinear part, which is associated to the stiffening
of the fiber response. However, since solely the isotropic deformation measure I1 is included
therein, the case of an isotropic fiber distribution is reflected. Since in this case no preferred
fiber orientation exists, the summation is replaced by the factor 2 in order to maintain
comparable material parameters.
In order to be able to quantitatively compare the response of the models Ψaniso and Ψiso
in arterial wall simulations, the parameters of both models are adjusted to the same
experimental stress-stretch curves of several arterial layers. For each investigated layer,
an experiment in circumferential and one in axial direction is taken into account to also
capture information on anisotropy. It is expectable then, that the isotropic model will
correlate less accurately with the experimental data, but it is however necessary to consider
experiments in several directions to activate the features of the anisotropic model. In a
first run, the parameters of the model Ψaniso are adjusted and then the obtained value
for c1 characterizing the isotropic ground matrix is prescribed when adjusting Ψ
iso to the
respective experiment. According to this way, the same behavior of the ground matrix is
obtained for both models, such that observed differences are only due to the fiber part.
The adjustment to experimental stress-stretch curves is performed by a least-square fit,
cf. Section 4.4.1. For the determination of the structural tensorsM(a) in Ψ
aniso also a fiber
angle βf is required, which corresponds to the angle between the circumferential direction
of the artery and the preferred fiber orientation. Thus, the vector of model parameters
for Ψaniso reads α = [c1, α1, α2, κ, βf , γ∞, βs]. For the isotropic model three optimization
parameters less have to be considered, since for c1 the same value as for Ψ
aniso is taken,
κ := 2/3 is prescribed, and βf does not exist.
Specifically, the model parameters of Ψiso and Ψaniso used in this section are identified from
adjusting to uniaxial extension tests in axial and circumferential direction of the media
and adventitia of a human carotid artery (Balzani et al. [15]), and of a fibrotic media
and a fibrous cap of a human iliac artery (Holzapfel et al. [117]). Since for the latter two
components no cyclic experiments in the supra-physiological loading domain are available,
only hyperelastic parameters are adjusted and the same damage parameters as for the
media are applied. The adjustment results are were also reported in Pandya [172]. Fig. 5.1
shows the experimental stress-stretch curves as well as the obtained model response for
the media, fibrotic media, fibrous cap and adventitia, respectively. It is observed, that the
experiments are reproduced well by the model Ψaniso. For the adventitia the experiments
in axial and circumferential direction yield a quite similar response, which may indicate
isotropic behavior. However, this response could also result from a fiber angle of 45◦, which
does not necessarily lead to same material behavior in further different directions. For the
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other tissue types a pronounced anisotropy is observed. In these cases the response of
the isotropic model is in between the experimental results of the axial and circumferential
direction, cf. [186, 133]. The depicted stress-stretch response of Ψiso is evaluated from finite
element calculations, which are controlled by associated force-driven protocols instead of
the two displacement-driven experimental protocols in circumferential and axial direction,
respectively. The penalty parameters for all finite element computations in this section
are chosen as ǫ1 = 50.0 kPa and ǫ2 = 20.0 yielding at maximum J = 1± 1%.
Since the fibrotic media exhibits strongly different deformation ranges in both experi-
ments, only the stretch regime from the circumferential test is taken into account for the
parameter adjustment. This regime may also be considered to be relevant for the arterial
wall simulations in Section 5.2. In case of the fibrotic media already a “hand fit” provides
appropriate results. In particular, α1 and α2 were chosen, such that the model Ψ
iso approx-
imately yields the medium stress of the experimental stresses in axial and circumferential




























































































Figure 5.1: Uniaxial tension tests [117, 15] in (1) circumferential and (2) axial directions and
corresponding model responses [172]: cyclic response of the (a) media and (d),(e) adventitia
of a human carotid artery in the supra-physiological loading domain; (b),(c) behavior of
the fibrotic media and fibrous cap of a human iliac artery in the physiological loading
domain. Associated material parameters are summarized in Table 5.1. (Schmidt, Pandya
& Balzani [209])
5.2 Numerical Examples
In this section, the influence of the models Ψiso and Ψaniso on the mechanical response of
arteries is analyzed. The focus is on the material behavior after a circumferential over-
stretch due to an internal overpressure, which may e.g. occur during balloon angioplasty.
Thereby, the overstretched situation as well as the physiological state after the application
of the overpressure are investigated. This situation may be of interest for the analyses of
stent insertion and stent design optimization (see e.g. [132, 174, 7, 41, 8]). The loading
protocol for the internal pressure is adopted from Fig. 4.12. Furthermore, an axial stretch
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c1 α1 α2 κ βf γ∞ βs
[kPa] [kPa] [-] [-] [◦] [-] [-]
Media
Ψiso 9.5 532.84 2.0 2/3 – 0.45 228.73
Ψaniso 9.5 1343.0 2.29 0.026 39.3 25.54 0.016
Adventitia
Ψiso 6.27 33168.60 4.26 2/3 – 25.62 1.689
Ψaniso 6.27 42033.53 4.27 0.037 45.52 25.08 1.890
Fibrotic Media
Ψiso 17.2 20000.0 2.0 2/3 – – –
Ψaniso 17.2 6028.39 2.28 1e-8 32.69 – –
Fibrous Cap
Ψiso 25.2 493.63 2.0 2/3 – – –
Ψaniso 25.2 2426.50 2.43 0.150 52.99 – –
Table 5.1: Associated material parameters [172] for results depicted in Fig. 5.1. (Schmidt,
Pandya & Balzani [209])
of 4% is applied simultaneously to the first loading branch in order to include residual
stresses in that direction. Note that a specific choice of amount of axial prestretch, which
is representative for many arteries, is challenging, since the length change at excision is
subject to large variations with respect to different arteries, cf. [53]. Residual stresses in
circumferential direction are not considered here, but the resulting stress distributions are
also discussed for the potential presence of residual stresses, which can be expected to
reduce stress gradients and the magnitude of maximum stresses in the arterial wall, see
e.g. [40]. For the overstretched situation circumferential residual stresses are even negligi-
ble, since the main damage evolution occurs at high pressures, where the circumferential
stresses due to the overstretch are much larger than the circumferential residual stresses.
5.2.1 Two-layered Tube As a first example a segment of a two-layered tube is con-
sidered, which may be interpreted as an idealized geometry of a healthy artery. The
obtained parameters for media and adventitia from Table 5.1 are applied to the inner and
outer layer, respectively. The tube geometry yields the advantage that radial, circumfer-
ential and axial directions are clearly defined, such that associated stresses and stretches
can be easily analyzed. Due to symmetry only one quarter of the tube with symmetry
boundary conditions at x = 0 and y = 0 (cf. Fig. 5.2) is regarded. A two-dimensional
rotation-symmetric analysis would be also admissible in this case. The quarter tube ge-








Figure 5.2: Two-layered quarter tube discretized with 20546 quadratic tetrahedral finite
elements (dimensions in cm). (Schmidt, Pandya & Balzani [209])
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Fig. 5.3 shows the obtained Cauchy radial stresses σrr, circumferential stresses σθθ and
axial stresses σzz as well as the radial and circumferential stretches λrr and λθθ for the
overstretched situation (p = 80.0 kPa) and the physiological state after overstretch (p =
24.0 kPa) versus the initial wall radius r. As can be expected, both models Ψaniso and Ψiso
take the same values of radial stress at the very inner and outer radii, respectively, which
is due to equilibrium conditions. A large deviation of the stress response is observed in the
overstretched situation, whereas in the physiological state after overstretch the difference
becomes rather small. For example, in the overstretched situation, the radial stresses differ
up to 50%. Concerning the circumferential and axial stresses, the deviation between
Ψiso and Ψaniso is even more distinct. In the physiological state after the overstretch
Ψiso and Ψaniso yield similar stress distributions. However, also in this case a maximum
deviation of approximately 60% is obtained for the circumferential stress at the very
inner radius. This value can however be expected to be smaller when residual stresses in
circumferential direction are considered, since these are assumed to reduce stress gradients
and magnitudes of maximum stresses in the arterial wall. Interestingly, the circumferential
and axial stresses show only small gradients throughout the wall although no residual
stresses in circumferential direction are included. Under supra-physiological loading (p =
80.0 kPa), residual stresses in circumferential direction can be expected to be negligible,
since the stresses due to the overpressure are much larger. The difference between the
isotropic and the anisotropic response is even more distinct with respect to stretches
resulting from the internal pressure. The stretches in radial and circumferential direction
λrr and λθθ show strong deviations under supra-physiological as well as under physiological
loadings conditions after the overinflation. This is because a stress-driven loading protocol
is applied. A comparably pronounced difference as for the stretches here may be expected
for the stresses in case that a displacement-driven protocol was considered.
5.2.2 Atherosclerotic Artery In the previous study, it was observed that an
isotropic and anisotropic model yield quite different responses when applied to an in-
flated tube. In the framework of finite element calculations atherosclerotic arteries are
of particular interest, whose geometries differ from the an ideal tube shape. Thus, in
this example, a supra-physiological loading as e.g. occurring during balloon angioplasty
is applied to an idealized atherosclerotic artery segment. The load is again according to
Fig. 4.12. The arterial model is composed of healthy media, adventitia (external layer),
fibrotic media, fibrous cap and lipid pool, cf. Fig. 4.15. The respective material parameters
are adopted from Table 5.1. For the fibrous cap and the fibrotic media the same damage
parameters are assumed, that were obtained from adjusting to the healthy media. The
lipid pool is assumed to be a butter-like material [117], whose stiffness is significantly
lower compared to the other layers. Thus, due to a lack of experiments, a neo-Hookean
model with c1 = 5.0 kPa is used, and damage is not considered to take place in the lipid
pool. Fig. 5.4 shows the distributions of the normalized damage variable D(1)/maxD(1)
and of the projected stretch in the direction of the first fiber family considered in Ψaniso at
an internal pressure of p = 80.0 kPa. Again, a softer response of the isotropic model Ψiso is
observed, hence the obtained stretches are significantly higher. In some highly stretched
regions of the media the fiber stretches due to both models differ about ∆λ
(1)
fib ≈ 0.1. Since
a phenomenological damage function was embedded into different internal functions of the
fiber energies here, the distribution of the normalized damage variable is regarded. It is



















































































































p = 80.0 kPa p = 24.0 kPa
Figure 5.3: Stress in radial (rr), circumferential (θθ) and axial direction (zz), and stretch
in radial and circumferential direction throughout the wall of the two-layered quarter
tube (Fig. 5.2) during and after the overinflation, respectively. (Schmidt, Pandya &
Balzani [209])
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anisotropic model damage seems to be more concentrated in the media whereas for the









Figure 5.4: Diseased artery at a supra-physiological internal pressure of p = 80.0 kPa:
comparison of (a) projected stretch in the direction of the first fiber family considered in
Ψaniso and (b) normalized damage D(1)/maxD(1) for the material models (1) Ψ
iso with
maxD(1) = 8.95e− 05 and (2) Ψaniso with maxD(1) = 7.41e− 03. (Schmidt, Pandya &
Balzani [209])
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6 . Uncertainty Quantification
In engineering applications the response of a system or of a (computer) model is usually
subject to several uncertainties. Some variability of the response has to be expected due
to variabilities of input parameters that propagate to the system output. For example,
one may consider two engines, that are designed according to the same protocol. However,
their performance will be subject to some variability, since, for example, the dimensions
of their components vary due to production tolerances. To put it more precisely, input
parameters of a system often have to be treated as random variables, that follow some
distribution. Along with this goes a statistically distributed output response of the system.
Depending on the extend of output variability, in some applications risks may arise that
the system does not work as expected or as it is supposed to work. In this case one may
also speak of a failure of the system. A lot of methodologies have been developed in the
last decades to quantify these uncertainties in system outputs and are summarized within
the science of Uncertainty Quantification (UQ).
Kennedy & O’Hagan [126] gave a comprehensible overview of sources that may lead
to output uncertainties of computer models and subdivided them into the following seven
categories:
(i) Parameter Uncertainty
This category is, for example, significant in the context of finite element calculations where
material parameters, which enter the model, may not be precisely measurable in reality.
One reason might be that the investigated parameter varies for different material points
within a specimen.
(ii) Model Inadequacy
Furthermore, usually assumptions and simplifications a priori enter the model, whereas
it is not always clear, whether these are admissible for a specific application. In the
framework of finite elements in mechanics the solution of a weak form of the underlying
partial differential equations and the continuum description of the material need to be
mentioned here. The latter one leads to phenomenological descriptions of material effects,
which in some cases may result from more complex processes on lower length scales.
(iii) Residual Variability
Kennedy & O’Hagan introduced this category to point out, that the real process, which
is to be modeled, may not always lead to the same outcome when it is repeated with the
same set of input parameters, because it is inherently unpredictable and stochastic. This
is somehow comparable to category (ii), in case that the latter effects are just not reflected
by the model.
(iv) Parametric Variability
Besides the problem that some parameters are in principle difficult to measure in reality
(i), they might be assessable, but with large underlying variations (for example between
different specimens). One advantageous feature of having a model is then, that the model
may be evaluated for an unspecified input of the respective parameter, for example by
taking into account a stochastic distribution. This represents an additional uncertainty
with respect to the model output.
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(v) Observation Error
A further source of uncertainty is observation errors of the real process, since any kind
of experimental measurements is always subjected to inacurracies. When using experi-
mentally obtained parameters within the model to make predictions, this will lead to
deviations from the real solution. However, in practice it is difficult or impossible to dis-
tinguish whether the deviations result from observation errors or residual variability.
(vi) Code Uncertainty
The last category aims at uncertainties due to numerical reasons. Even in case that the
model is properly implemented as a computer code, the latter one might not always
produce the true model result, since at some point of a computation the required accuracy
cannot be provided by the computer numbers. This problem may arise when the model
response is dependent on highly precise results of many floating-point operations.
Another common categorization considers aleatoric and epistemic uncertainties, see for
example [128]. Aleatoric uncertainties are due to a variability of input parameters, which
is in some sense always present. In specific cases one has to deal with it by consideration of
statistical distributions of input parameters, which are in principle obtainable. However,
in practice often only small amounts of samples exist to serve for an approximation of
a statistical distribution. Epistemic uncertainties on the other hand can be referred to
as systematic uncertainties, which may for instance arise when describing a process by a
model without knowing every single aspect of the process. The model therefore cannot
represent every feature of the real process. These limitations sometimes result from a lack
of knowledge of the real process, in other cases they are included on purpose. This is for
example, when some features of the process are neglected by the model, since their con-
sideration would yield a high amount of complexity and it is not sure, whether the benefit
of consideration is worth the additional cost. In comparison to the sources of aleatoric
uncertainties the sources of epistemic uncertainties cannot be accounted for by statis-
tical distributions. Thus, the latter ones rather have to be treated by non-probabilistic
approaches.
Some general guidelines for the handling of uncertainties of different types are presented
by Booker & Meyer [28]. One possible scenario is the case, that the UQ have to rely
on expert opinion. If an expert is asked, he usually cannot provide his knowledge in terms
of probabilities. An information one might assess is rather like “if the temperature is too
hot, then the functioning of the system will be bad”. This If-Then statement contains im-
portant information, although the terms “too hot” and ”bad” are hardly specific enough
to be applied in some probability theory framework. A mathematical framework denoted
as fuzzy set theory, which is able to handle uncertainty of classification in sets, was in-
troduced by Zadeh [260]. Therein, uncertainty of classification, which is also denoted as
imprecision, is accounted for by the use of If-Then rules. While a large part of applications
of fuzzy sets exist in control systems engineering, they have also been utilized in other
fields such as e.g. structural engineering [38, 91, 97, 250]. The framework of Possibility
Theory [62] is to some extend comparable to fuzzy sets. This theory uses measuring func-
tions for possibility and necessity, respectively, and is most useful for the application to
epistemic uncertainties. However, the specification of two measure functions complicates
the inclusion of expert knowledge [28]. A further concept is the theory of evidence as
introduced by Dempster, which Shafer later on developed to the so-called Dempster
Shafer theory [221]. Therein, also two measure functions are used, namely for belief and
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plausibility. However, successful applications of the latter theory are still rare. In most
cases uncertainties are handled with methods from fuzzy or probability theory, depend-
ing on whether the knowledge of the system is assessable in form of probabilities (say
probability density functions) or membership functions from If-Then rules. In [228] also
a methodology for the use of fuzzy methods for the characterization of expert judgment
probability distributions is outlined.
All the above mentioned methods are related to a methodology denoted as forward un-
certainty propagation (UP), which tries to quantify uncertainty in system outputs that
is propagated from uncertain inputs. Thereby, the focus is on parametric variability (iv).
On the other hand there exists a further field of UQ which is referred to as inverse uncer-
tainty quantification [125, 126, 145]. Methods within this field are rather concerned with
model calibration, which is not further pursued here. Within this work, continuum me-
chanical models are used to describe material behavior rather phenomenologically. Every
part of the model is introduced with the motivation to account for a certain feature of
the observed real material response. Some of the introduced material parameters allow
for physical interpretation and all them are used to control specific features of the model.
The inclusion of terms with lack of physical motivation in order to account for discrepan-
cies between model and experiment is avoided. Here, the focus is also supposed to be on
the handling of uncertainties of input parameters, and is therefore related to the field of
forward uncertainty propagation.
The targets of UP may vary with respect to different scenarios. For instance, in robust
design [57, 153] the aim is to evaluate low-order moments (mean and variance) of a system
output or system performance. In reliability engineering [137, 256, 259, 61], the focus is
on determining tail probability P[g(Y ) ≤ a]. This is, for example, when considering a
system to work safely as long as some system response g(Y ), which is dependent on
random input parameters Y does not exceed a specific value a. In case that we consider
the system to fail when g(Y ) > a one may denote P[g(Y ) > a] as the probability of failure
(PoF). Furthermore, in utility optimization [101] it is required to evaluate the complete
probability distribution of the output performance.
The following two sections will give some brief explanations of fuzzy methods (6.1) and
probabilistic methods (6.2) for forward uncertainty propagation. Furthermore, in sections
6.3 and 6.4 methods are presented, which allow for the determination of bounds on the tail
probability (or PoF). Subsequently, Section 6.5 a framework denoted as Optimal Uncer-
tainty Quantification (OUQ) [170] is applied. Thereby, after some preliminary examples,
bounds on the probability of failure in soft biological tissue are computed. The bounds
are based on failure criteria introduced in Section 6.5 and on the description of mate-
rial behavior as given in Section 4 under consideration of some statistically distributed
material parameters.
6.1 Fuzzy Methods for Forward Uncertainty Propagation
The theory of fuzzy sets was initially introduced in [260]. Good explanations are also given
in [96]. A comprehensible example for the inclusion of expert judgment by the use of If-
Then statements and membership functions can be found in [228], where fuzzy methods
are used to characterize a probability distribution associated to a system performance.
Therein, a system is considered, whose performance is depending on one component,
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Figure 6.1: Component-condition and performance-level-sets for 3 membership functions,
adapted from Smith et al. [228].
which is subject to wear. Three component-condition sets and associated performance-
level sets are accounted for by membership functions, see Fig. 6.1. The performance-level
functions are normal distributions denoted by N(mean, standard deviation) without the
scale factor. Therefore, they range from 0 to 1.
The relationship between condition and performance is specified by statements of the form:
if condition is X , then performance is X , with X ∈ {A,B,C}. For example, considering
the case, that the component condition is x = 4.0 yields a membership of 0.6 in A and 0.4
in B. The probability density of the performance for this condition level is obtained by
a weighted summation of the membership functions for performance level A, N(800, 25),
and B, N(650, 75). The weighting factors are hereby the membership values 0.6 and 0.4,
respectively. The combined probability density function of the performance f(y|x) needs
to be normalized, such that it integrates to 1.0. In Fig. 6.2 the cumulative distribution
function CDF of the probability density is depicted, which is here denoted as F (y|x).
Considering the system to operate safely, if some threshold T is exceeded, the system
reliability for component condition x is given by R(x) = 1 − F (T |x). For example, a
threshold of T = 550 yields a reliability of R(4.0) = 0.9635.






y − performance level
T
Figure 6.2: CDF of the performance, adapted from Smith et al. [228].
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6.2 Probabilistic Methods for Forward Uncertainty Propagation
In this section probabilistic approaches are summarized, which focus on the estimation of
tail probability, the estimation of moments, or of the complete probability density func-
tion of a system response. In case that the first four statistical moments of an output
response are obtained the complete distribution function can be approximated by empir-
ical distribution systems [122], for example the Pearson system, the Johnson system, or
the Gram-Charlier series. Knowledge of the complete distribution of the output response
also allows for the determination of tail probability or probability of failure (PoF). A good
overview over methods is given by Lee & Chen [136]. They categorize into simulation-
based methods, local expansion-based methods, most probable point (MPP)-based meth-
ods, functional expansion-based methods, and numerical integration-based methods.
Concerning the first category of simulation-based methods only the Monte Carlo method
is recapitulated in Section 6.2.1, which is the most significant one in the opinion of the
author. Further methods in this category are importance sampling [156, 67] and adap-
tive sampling [31]. Moreover, the second category of local-expansion-based methods like
Taylor series method or perturbation method [149, 236, 127, 87] is neglected here due its
weakness against large variability of input parameters and nonlinear response functions
[136]. Section 6.2.2 gives an introduction into (MPP)-based methods associated to the
above mentioned third category. In Section 6.2.3 on functional expansion-based methods
a short outline on polynomial chaos expansion (PCE) and collocation methods is pro-
vided. A further method in this category to be mentioned is the Neumann expansion.
Section 6.2.4 contains descriptions of full factorial numerical integration (FFNI) [136] as
well as of the univariate dimension reduction (UDR) method [188]. For a comparative
study of the PCE, FFNI and UDR methods the reader is referred to [136].
6.2.1 Monte Carlo Simulation (MCS) Within the well-known method of Monte
Carlo Simulation (MCS), the probability density function (PDF) fz of an output response
z = g(Y ) is constructed piecewisely, which is possible if the PDFs fj(Yj) of the random
input parameters Y are known. If this is the case and function evaluations of g(Y ) are
cheap, then MCS is the method of choice. However, in practice, this is often not the case,
such that the most common application of MCS is the construction of reference solutions in
benchmark problems for uncertainty quantification. This is, for example, in the validation
and comparison of UQ methods in simple test cases. A good recapitulation of the MCS
is given in [58]. MCS starts with the construction of the cumulative distribution function
(CDF), Fz, in zi (i = 1, K) sampling points as
Fz(zi) = P[z < zi] = P[g(Y ) < zi]. (6.1)
In every sampling point zi, the probability in (6.1) is approximated from N simulations
with different sampling points Y following the distributions fj(Yj)
Fz(zi) =
Number of z samples less than zi
N
. (6.2)
The PDF of the output response is then also obtained piecewisely by computing the
differential of the CDF
fz(zi) =
Fz(zi)− Fz(zi−1)
zi − zi−1 . (6.3)
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Figure 6.3: Scheme of Monte Carlo Simulation, adapted from Du & Chen [59].
A scheme of MCS is depicted in Fig. 6.3.
MCS is applicable for arbitrary types of input distributions and model responses [58]. Any
degree of accuracy of the computed probability values can be achieved under the condition
that the number N of simulations is chosen appropriately large [135]. Furthermore, MCS
can construct arbitrary shapes of probability distributions of the output function and
works also in case, that correlations between the input parameters exist [136]. However,
a severe limitation of the method stays its computational expensiveness.
6.2.2 Most Probable Point (MPP)-Based Methods In the field of Most Prob-
able Point (MPP)-Based methods it must be referred to Hasofer & Lind [99] and
Fiessler et al. [72]. First Order Reliability Method (FORM) and Second Order Relia-
bility Method (SORM) are commonly used. A good explanation of both methods is also
given by Du et al. [60]. The aim of MPP-based methods in reliability engineering is the
determination of tail probability or probability of failure (PoF). When considering a sys-
tem to work safely, if a system response z = g(Y ), which is depending on random inputs
Y , is greater than zero, then the PoF is given by




Hereby, fY (y) is the joint density of Y . The equation g(Y ) = 0 defines a limit state
between a safe and an unsafe regime, g(Y ) is thus also denoted as limit state function.
The analytical evaluation of the multifold integral (6.4) with nonlinear boundary g(Y ) = 0
is difficult. Therefore, within MPP-Based methods the point on the boundary g(Y ) = 0
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with the highest probability is determined and its probability is taken as the PoF. When
considering a space of standardized normal input variables U , this point is the closest






Figure 6.4: MPP concept, adapted from Du & Chen [58].
A so-called reliability index can be derived when starting from a linear limit state function




Hereby, Yj(j = 1, · · · , n) are independent, normally distributed variables and aj(j =
1, · · · , n) are constants. The random inputs need to be transformed to standard normal





The modified limit state function reads
g(Y ) = gˆ(U) = b0 +
n∑
j=1
bjUj with b0 = a0 +
n∑
j=1
ajµ˜j and bj = ajσj . (6.7)
z = gˆ(U) is normally distributed, since it is a linear combination of normal variables Uj.
Mean and standard deviation of z are given by




respectively. The PoF of (6.5) is evaluated by means of the cumulative distribution func-
tion (CDF) Φ of the standard normal distribution as
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For a geometrical interpretation of (6.9) one may recapitulate the distance d between a









From (6.10) it is obvious that the absolute value of the argument in (6.9) represents the







Thus, the PoF can be expressed in terms of the reliability index as
PoF = Φ(−β). (6.12)
The intersection of the β-line and gˆ(U) = 0 is the MPP, and is denoted by u∗, see Fig. 6.5.
gˆ(U) > 0 Safety region





Figure 6.5: Reliability index and MPP for a linear limit-state function, adapted
from Du et al. [60].
In case of nonlinear limit-state functions in the U-space, linearization by Taylor expan-
sions is required. Due to nonlinearities and the large variance ranges of uncertain variables,
the error of reliability estimation may be large. Depending on the desired accuracy, ei-
ther only the first order terms of a Taylor series, or the first and second order terms are
considered. Accordingly, these cases are referred to as First Order and Second Order Reli-
ability Method, respectively. In the following a short outline of the First Order Reliability
Method is given.
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First Order Reliability Method
The above described approach is also extendable to nonlinear limit-state function with
nonnormal variables. Therefore, the additional steps
• transformation of general random variables into standard normal variables, and
• linearization of nonlinear limit state function into linear form
have to be performed as described in the sequel.
(i) Transformation
A set Yj(j = 1, · · · , n) of independent nonnormal variables is considered. These can be
transformed into standard normal variables Uj by Rosenblatt transformation
Uj = Φ
−1[FYj(Yj)]. (6.13)
Hereby, FYj(Yj) denotes the CDF of Yj. The limit state function after transformation is
obtained as
z = g(Y1, Y2, · · · , Yn) = g(F−1Y1 [Φ(U1)], · · · , F−1Yn [Φ(Un)]) = gˆ(U). (6.14)
(ii) Linearization
A nonlinear function gˆ(U) is now taken into account. It must be noted, that even in case
of a linear function g(Y ), gˆ(U) may be nonlinear due to the Rosenblatt transformation.
To use the results derived from the MPP concept, gˆ(U) needs to be linearized, which
introduces an error into the PoF estimation. The linearization is carried out around the
MPP u∗, since this is the point with the highest contribution to the probability integral




subject to gˆ(u) = 0
(6.15)
Here, ‖ • ‖ denotes the magnitude of a vector. The approximation by a first-order Taylor
series around u∗ yields







(Uj − u∗j). (6.16)
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The base vector u∗ is perpendicular to the hyperplane gˆ(U) = 0, since it is associated to
the shortest distance point to gˆ(U) = 0. The gradient ∇gˆ(U) is in the direction of the
steepest increase in gˆ(U) and is also perpendicular to gˆ(U) = 0. Thus, the directions of
u∗ and ∇gˆ(U) are opposite. For their unit vectors the following relation has to hold [60]
u∗
β
















Insertion of (6.21) into (6.19) yields





The challenge within the FORM is identification of the MPP u∗, which is obtained by the
solution of a minimization problem. Specialized MPP search algorithms exist, whereby
the HL-RF algorithm [99] is the most well-known one. With knowledge of the MPP u∗,
the reliability index (6.22) and the PoF (6.9) can be computed.
6.2.3 Functional Expansion-Based Methods This section gives a brief recapitula-
tion of polynomial chaos expansion (PCE) as introduced by Ghanem & Spanos [87] and
collocation methods, see e.g. [152, 66]. For a comparative study of PCE against FORM
and numerical integration-based methods in benchmark problems the reader is referred
to Lee & Chen [136].
Polynomial Chaos Expansion
By means of PCE a non-normal random variable u(θ) can be expressed in terms of stan-


















ai1i2i3Γ3 (ξi1(θ), ξi2(θ), ξi3(θ)) + · · · .
(6.23)
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Thereby, {ξi(θ)}∞i=1 denotes a set of standard normal variables, Γp is a generic element for
multidimensional Hermite polynomials of order p, and ai are deterministic coefficients.
The parameter θ indicates, that the associated quantities are random variables. Following





whereby bi, Ψi(ξ) correspond to ai1...ip , Γp(ξi1, · · · , ξip), respectively. In the simplified
notation (6.24) ξ stands for an n-dimensional vector of standard random inputs. In case
of two (n = 2) dimensions, the second order (p = 2) PCE reads
u(θ) = b0︸︷︷︸
1















In general, the PC approximation of order p with n random inputs is a truncated sum












Thus, an output response z, which depends on n random inputs is approximated by




The coefficients bi are computed by utilizing the orthogonality of Hermite polynomials
with respect to the weight function exp(−x2/2). Therefore, the convergence rate related
to the decrease in approximation error with increase in computational work deteriorates
for non-normal inputs ξ, but is still superior to MCS in most cases. However, the treat-
ment of non-normal random inputs is an important issue. Orthogonal polynomials for
non-normal distribution types can, for example, be constructed numerically using the
Gram-Schmidt algorithm [254], or obtained by the Askey scheme for some non-normal
standard distributions. Another alternative is the transformation of non-normal random
inputs [235].
Arbitrary shapes of PDF can be represented by the PCE [136] and obtained by running
a MCS on the PCE, although this might become computationally quite expensive. Once
the PDF of u(θ) is obtained, also the moments and tail probability can be estimated. The
efficiency of PCE highly depends on the method for the computation of the coefficients
bi [136].
Stochastic Collocation Method
An alternative expansion method, which is closely related to PCE, is referred to as
Stochastic collocation (SC). In contrast to PCE, where coefficients for orthogonal poly-
nomial basis functions are estimated, in SC the coefficients are obtained from evaluation
of the response function at a set of collocation points and Lagrange interpolation func-













yi − yj (6.29)
representing the Lagrange interpolation function associated to the response zi at collo-
cation point i. In case of multiple dimensional interpolation a tensor-product approach
is used. In contrast to PCE where the type of polynomials and a corresponding method
for the estimation of coefficients must be chosen (which may not be well-suited for each
other), SC solely requires a collocation grid, which can be derived from tensor products or
sparse grids. Eldred & Burkardt [66] compared PCE against SC in simple algebraic
test problems and identified PCE to be inferior to SC in some cases due to the above
mentioned difficulties. However, the overall performance of both methods turned out to
be quite similar.
6.2.4 Numerical Integration-Based Methods Numerical integration-based meth-
ods have in common, that statistical moments of a response function are directly computed
by numerical integration. Subsequently, the PDF and tail probability can be obtained with
help of empirical distribution systems (for example the Pearson system, the Johnson sys-
tem, or the Gram-Charlier system) [122]. Good explanations of full factorial numerical
integration (FFNI) and univariate dimension reduction (UDR) [188] are given in [136],
where also a comparative study against PCE and FORM is performed. In the following,
again a performance function
z = g(Y ) (6.30)
of a system is considered, which depends on an n-dimensional vector Y of random vari-
ables with joint PDF fY (y) or marginal distribution functions fYj(yj) and correlations.
Full Factorial Numerical Integration
Within FFNI the lth statistical moment of a performance function z (6.30) is computed


















l l = 0, ..., 2m− 1. (6.32)
Herein, Ml is the lth central moment of random variable Y with PDF fY (y) being defined
on the domain Ω. Note, that the PDF of Y should be known in order to determine
Ml. The above nonlinear system of equations can be solved numerically for the unique
{α1, . . . , αm, w1, . . . , wm}. However, for large m (> 7) this is difficult. When Y is normally,
uniformly, and exponentially distributed, αi and wi can be directly obtained from the
Gauss-Hermite, Gauss-Legendre, and Gauss-Laguerre quadrature formula [2]. In case of
n random inputs to the system, Eq. (6.31) becomes an n-dimensional multiple integral,
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[g(y1, . . . , yn)]




wi1 · · ·
m∑
in=1
win × [g(µ˜1 + αi1σ1, . . . , µ˜n + αinσn)]l.
(6.33)
The sampling represents amn full factorial design, which requires mn function evaluations
of the performance function. When the first four moments are obtained, the complete
distribution function (and therefore also the tail probability or PoF) can be estimated by
means of empirical distribution systems.
Univariate Dimension Reduction Method
Rahman & Xu [188] introduced the UDR method, which approximates a multivari-
ate function with multiple univariate functions. Thereby, the efficiency of multivariate
statistical moment integration is increased. For computational reasons, the performance
function g(Y ) is represented by a sum of univariate functions, depending on only one
random variable each, whereby the other variables take their mean values. Denoting the
univariate functions as gi, the approximation reads
g(Y ) ≈ gˆ(Y ) =
n∑
j=1




gj(Yj)− (n− 1)g(µ˜Y ),
(6.34)
where µ˜j is the mean value of the jth random variable. The Taylor series expansion of
gˆ(Y ) contains all single variable terms of the Taylor series of g(Y ) meaning that the
approximation error is only due to terms with two or more variables in the expansion
of g(Y ). Application of the expectation operator lets the odd powered terms in the ap-
proximation error disappear, such that the fourth-order mixed derivative term (x2ix
2
j ) has
the highest contribution to the remaining error, which is however much smaller than the
lower-order terms in the univariate approximation.
Univariate decomposition can be utilized to statistical moment integration, if the random
variables are independent with each other. Correlated variables should be transformed
into independent variables by means of Rosenblatt transformation. The approximation of
the lth moment of g(Y ) reads




gj(Yj)− (n− 1)g(µ˜Y )
}l (6.35)
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}i with j = 1, . . . , n and i = 1, . . . , l, (6.38)
and the recursive formula [188]
Si1 = E[g
i










































n (Yn)]; i = 1, . . . , l,
(6.39)
Eq. (6.37) can be rewritten as







Sin[−(n− 1)g(µ˜Y )]l−i. (6.40)






with marginal probability density fYj(yj). These moments (6.41) can be computed by
one-dimensional numerical integration using the moment-based quadrature formula.
Comparing UDR against FFNI for a performance function g(Y1, Y2), it can be seen that
in FFNI g has to be evaluated for each combination of integration points of Y1 and Y2.
In UDR on the other hand, the performance function can be evaluated separately for the
integration points of Y1 and Y2, whereas the evaluation of g(µ˜Y ) in some cases has to
performed in addition (see Fig. 6.6b). This leads to at least (m − 1)n + 1 and at most
















Figure 6.6: Evaluation points for UDR and FFNI when three-noded (m = 3) quadrature
is used for n = 2 random variables, adapted from Lee & Chen [136].
A comparative study of UDR, FFNI, PCE and FORM for benchmark problems is given by
Lee & Chen [136]. Therein, UDR shows a superb computational performance. In moment
estimation UDR and FFNI give comparable results to PCE. However, for the construction
of the whole PDF, empirical distribution systems such as the Pearson system have to be
applied, when using UDR or FFNI. This yields comparable results with the MPP-based
FORM method concerning the determination of tail probability, but less accurate results
compared to the PCE due to the limitation of Pearson system to regular PDF shapes [136].
6.3 Concentration-of-Measure Inequalities
In certification problems, only the determination of tail probability
P[g(Y ) < a] ≤ ǫ, (6.42)
also denoted as probability of failure (PoF), is of interest. Here, a is some failure threshold
value for a system response g(Y ), which is depending on random inputs Y , and ǫ is
the certification tolerance. When (6.42) holds true, we say the system is certified with
probability 1 − ǫ. An alternative approach to the ones listed before, especially when the
distributions of input parameters Y1, . . . , Yn are unknown, is not trying to compute the
probability in (6.42), but bounds on the probability. Therefore, for rigorous certification,
provable mathematical inequalities such as McDiarmid’s inequality [154] can be utilized.
When considering a system response z = g(Y ), depending on independent random inputs
Y1, . . . , Yn, McDiarmid’s inequality states for every r > 0












|g(Y1, . . . , Aj, . . . Yn)− g(Y1, . . . , Bj , . . . Yn)|2
(6.43)
DF is denoted as the verification diameter and can be obtained by an optimization of
(Aj, Bj) over the input-parameter space. Therefore, the parameter ranges have to be
Modeling the Biomechanics of Arterial Walls under Supra-Physiological Loading 108
known. Lucas et al. [146] applied McDiarmid’s inequality to different certification prob-
lems. Therein, either one or multiple performance measures with either known or unknown
mean values are considered and an upper bound on the PoF is computed for each case.
6.4 Optimal Uncertainty Quantification
In Owhadi et al. [170] a framework denoted as Optimal Uncertainty Quantification
(OUQ) is introduced. It allows for the determination of sharper bounds on the PoF than
the McDiarmid’s inequality, given some model function z = g(Y ) with independent ran-
dom inputs Y1, . . . , Yn and threshold a on the response of g(Y ). Taking into account all
available information on the problem allows for the definition of an admissible set A of
scenarios (g, µ), whereby µ denotes a probability measure. When considering the system
to fail for the case g(Y ) ≥ a, for the lower bound L and upper bound U on the PoF holds
L ≤ P[g(Y ) ≥ a] ≤ U . (6.44)




µ[g(Y ) ≥ a]
U := sup
(g,µ)∈A
µ[g(Y ) ≥ a]. (6.45)
However, in general (6.45) yields an infinite dimensional optimization problem. In [170]
a reduction theorem is introduced, which reduces the optimization problem to finite di-
mensional spaces, and which forms the basis for OUQ. Therein, an admissible set A is
considered containing constraints on the model function as well as moment constraints
on the input parameters. Then, a reduced information set Ared is regarded, wherein µ
is given by convex combinations of Dirac masses. The theorem in [170] states, that the




such that (6.45) becomes a computable optimization problem over finite-dimensional
spaces.
6.5 Probability of Failure in Soft Biological Tissues
With respect to the modeling of soft biological tissue, one of the major challenges is
the large variability of material parameters. When performing finite element simulations
for the prediction of the tissue response for certain loading conditions, these parameters
obtained from experiments enter numerical models. Sankaran & Marsden [204] in-
vestigated, how uncertainty in such input parameters propagate to output parameters in
cardiovascular simulations. Thereby, a collocation method was used and PDFs of out-
put responses were determined for boundary value problems related to, for example, an
abdominal aortic aneurysm or a carotid artery bifurcation.Williamson et al. [253] per-
formed a sensitivity analysis of arterial wall stresses with respect to the material properties
of its components (e.g. undiseased wall, fibrous plaque, calcifications, lipid pool). InWeis-
becker et al. [251] and Pierce et al. [182] constitutive models were adjusted to damage
Thomas Schmidt 109
experiments of several arterial samples, whereby pronounced parameter deviations were
observed. In Schriefl et al. [212] five non-atherosclerotic tissue samples from the intimas
of human abdominal aortas were investigated with respect to their collagen fiber morphol-
ogy showing a high biological variability. Three-dimensional orientation distributions of
collagen fibers were obtained, which varied even within the same specimen. Thereby,
isotropic and anisotropic tissue regions were identified and a von Mises distribution was
fitted to the experimentally obtained data by maximum-likelihood estimation [37]. These
information can be used within numerical models [86, 81].
As outlined above, the parametric variability in soft biological tissue is significant. A lot
of research is performed towards predictive finite element analysis of tissue behavior with
the long-term target to assist decision makers in the clinical field. Medical practitioners
sometimes have to rely on statistical data when judging the likelihood of certain out-
comes during clinical interventions. For example, during balloon angioplasty undesired
tissue rupture might occur. In this case, a simulation would be desirable, which is able
to predict the probability of the rupture event (or probability of failure). When perform-
ing finite element simulations to predict tissue behavior, also uncertainty quantification
(UQ) methods should be included to account for uncertain input parameters. However,
in practice, only small sample sizes are available to serve as a data basis for UQ. Usually,
low-order moments of the distributed parameter of interest can be determined, but the
sample size does hardly suffice to appropriately estimate the complete PDF. The low-
order moments can nevertheless be used to set up constraints on the UQ problem. Within
the framework of Optimal Uncertainty Quantification [170], these constraints are used
in the computation of bounds on the probability of failure. Additional assumptions are
therein avoided, and the computed bounds are sharper than the ones obtained by Hoeffd-
ing’s [103] or McDiarmid’s inequality [154]. The bounds according to OUQ represent the
tightest obtainable bounds based on the available information set, given that the global
extrema are identified within the associated optimization problems.
A further challenge in the prediction of rupture is the definition of a suitable rupture
criterion. With respect to abdominal aortic aneurysms (AAA) mostly the transverse di-
ameter is taken as a criterion to decide for clinical intervention [75]. However, in [187]
three-dimensionally reconstructed AAA models were simulated and it was found that
the widely used ‘5 cm AAA-diameter criterion was hardly sufficient to predict rupture.
The results in [74, 73] suggest that the peak wall stress is a more appropriate criterion.
In [241] the wall stresses of ruptured and non-ruptured AAAs were compared in finite
element simulations, whereby the peak wall stress was significantly higher in the ruptured
ones. In [129] a framework for rupture-risk prediction of AAAs is proposed accounting for
8 biomechanical factors, such as maximum diameter, mechanical stress, or change of wall
stiffness. A further approach is introduced in [130], where the maximum principal stress
in an aneurysm is considered together with an underlying stochastic distribution of the
tissue strength.
As discussed above, it is still unclear, which is the most suitable criterion for the pre-
diction of rupture in soft biological tissues. To the author’s knowledge, no criterion has
been introduced so far, which is also accounting for cyclic loadings. This might become
relevant, for example, during balloon angioplasty, in case that several overexpansions
have to be applied. Thereby, microscopic damage is accumulated in the arterial wall,
such that rupture might occur even at lower stress/stretch values than in one overex-
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pansion only. Furthermore, the application of stress criteria might be critical due to the
discussed heterogeneity and transverse isotropy of the arterial tissue. High stresses are
carried in the directions of collagen fibers, whereas the stresses in the surrounding matrix
material are rather low. The mechanical behavior of soft biological tissue such as arte-
rial walls is usually investigated in simple mechanical tests, e.g. in uniaxial tension tests
[110, 117, 116, 86, 15, 251, 245, 182]. When performed in different directions, for example,
in axial and circumferential direction of the artery, information on the anisotropic stress-
strain behavior can be drawn from such tests. Moreover, when the load during the test is
increased until tissue rupture, ultimate stress or stretch quantities can be obtained. How-
ever, the stress in tension direction, which is equivalent to the von Mises stress in uniaxial
tension, may hardly be a suitable criterion for rupture, since the tissue’s anisotropy is not
accounted for. A more appropriate approach would be to take into account quantities,
which rely on the fibrous structure inducing the anisotropy.
In this work two failure criteria are investigated, which base on the amount of fiber stretch
and fiber damage, respectively. Bounds on the probability of failure P[g > gmax] are com-
puted, whereas the event of failure is considered to take place when a regarded quantity
g exceeds its admissible value gmax. Thereby, the software package mystic [155] is used
to compute the OUQ bounds on the probability of failure. In Section 6.5.1 the equations
related to the optimization of bounds are outlined for different numbers of random vari-
ables. Section 6.5.2 provides some simple introductory examples for the application of
OUQ. Then, in Section 6.5.3 a virtual experimental data set of uniaxial cyclic tension
tests is generated, in order to enable the computation of reference solutions for the PoF
according to both mentioned failure criteria, which are introduced in sections 6.5.4 and
6.5.5, respectively. Results for both failure criteria are presented and in Section 6.5.6 their
relevance under different loading situations is analyzed in a finite element simulation of
a simplified atherosclerotic artery. In Section 6.5.7 a meta model for the latter simula-
tion is derived and used within OUQ to determine failure bounds for different numbers
of overstretches. First results regarding this part of the thesis were also published in
Balzani, Schmidt & Ortiz [19, 20].
6.5.1 Optimal Bounds According to Reduction Theorem Again, a model func-
tion g := g(Y ) with random inputs Y j , j = 1, . . . , n and random threshold gmax is consid-
ered. Furthermore, a number of nY
j
moment constraints on Y j , and ng moment constraints
on gmax is applied. Then, the probability of failure (PoF) can be expressed as





























i = 1, j = 1, . . . , n, and
ng∑
m=0
αgm = 1. (6.48)
The OUQ bounds on the PoF are obtained by minimization/maximization of Eq. (6.47),
which can be seen as the objective function of an optimization problem. The weights
αY
j
and αg are associated to support points of Y j and gmax; the indicator function χ is
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given by






1 if g(Y 1i , . . . , Y
n





The prescribed moments of order l on individual random variables constrain the optimiza-




















Note, that also central moments, standardized moments or other moments may be pre-
scribed in the same manner. In the sequel, some more specialized cases are outlined.
(i) One random variable Y with nY moment constraints: For one random variable Y with
nY moment constraints (6.47) reduces to






αYi = 1. (6.51)
αYi denote the weights on Y and the indicator function χ is given by
χ(Yi) =
{


















moment constraints: Taking into
account an additional random variable, (6.51) becomes


























denote weights on support points of Y 1 and Y 2, respectively, and the
indicator function χ is represented by




1 if g(Y 1i , Y
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Moment constraints are given according to (6.50).




and ng moment constraints:
When considering the threshold as an additional random variable, the PoF reads





























i = 1, j = 1, 2 and
ng∑
m=0
αgm = 1. (6.57)





respectively, and the indicator function χ becomes






1 if g(Y 1i , Y
2





For additional moment constraints see (6.50).
6.5.2 Simple Examples for Optimal Uncertainty Quantification In order
to demonstrate the performance of the OUQ method, failure bounds for simple test
cases are evaluated in this section by means of the mystic [155] framework. Thereby,
the optimization problem (6.45) is solved by the differential evolution algorithm of
Price & Storn [185, 233].
A bar of length L = 10 with elastic modulus E, Poisson’s ratio ν = 0 and cross-sectional
area A is regarded. One side of the bar is considered to be clamped and a force q = 10
is applied at the opposite side. Taking into account only small strains ε = du/dx, and



















(i) One random variable: First, only the stiffness EA is considered to be a random param-
eter, and a deterministic tensile force of q = 10 is applied. The PDF of EA is prescribed in
order to enable the computation of an analytical reference solution. In particular, a beta
distribution with shape parameters a = b = 4 is considered on the domain EAi ∈ [1, 10]
yielding µ˜(EA) = 5.5 and σ2(EA) = 2.25, respectively. The maximum bearable displace-
ment of the bar is assumed to be umax = 35.0. Thus, with Y = EA and g = u the
probability of failure (PoF) is given by
PoF := P[u(EA) > umax]. (6.60)
The PoF can be evaluated analytically by means of the prescribed distribution of EA
as PoFanalyt = 0.0371. However, it must be recalled, that in real applications the com-
plete distribution of random input parameters is usually unknown. Therefore, the OUQ
framework comes on the agenda, which allows for the computation of bounds on the PoF
based on a given information set. For example, if the mean value µ˜(EA) = 5.5 is pre-
scribed, then according to (6.51) the sharpest bounds on the PoF are obtained through
minimization/maximization of the objective function
P[u(EA) > umax] = (1− α1)χ0 + α1 χ1 (6.61)
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constraints (0) none (1) mean (2) mean,var
L 0.0 0.0 0.0
U 1.0 0.630 0.244
Table 6.1: Obtained optimization results for the lower (L) and upper (U) bounds on the
PoF under different constraints ((0) no constraint, (1) mean value is prescribed, and (2)




1 if u(EAi) > umax ,
0 else .
(6.62)
The mean value of EA according to a set of support points and associated weights is
given by
Eµ˜[EA] = (1− α1)EA0 + α1 EA1 (6.63)
Here, the optimization constraint Eµ˜[EA] = 5.5 is applied, whereas the stiffnesses them-
selves are restricted to the domain EAi ∈ [1, 10]. The optimization results of (6.61) are
given in Table 6.1, whereby the lower and upper bound are denoted by L and U , respec-
tively. As expected, when only the mean of EA is prescribed, the bounds on the PoF still
span a wide range, namely between 0.0 and 0.630.
If additional information, as e.g. the variance σ2(EA) = 2.25, is supplied to the optimiza-
tion problem, the optimal bounds on the PoF are expected to become sharper. In the
latter case, the objective function becomes
P[u(EA) > umax] = (1− α1 − α2)χ0 + α1 χ1 + α2 χ2. (6.64)
The mean and the variance values of EA according to a set of support points and weights
are then
Eµ˜[EA] = (1− α1 − α2)EA0 + α1EA1 + α2EA2,
Eσ2 [EA] = (1− α1 − α2)(EA0 − Eµ˜)2 + α1 (EA1 − Eµ˜)2 + α2 (EA2 − Eµ˜)2, (6.65)
respectively. Here, the variance value Eσ2 [EA] = 2.25 is prescribed, and the restrictions
Eµ˜[EA] = 5.5 and EAi ∈ [1, 10] still hold. The resulting lower and upper bound obtained
from minimizing/maximizing (6.64) are also given in Table 6.1. As expected, due to the
additional information, the bounds on the PoF become sharper. If statistical moments up
to an arbitrary order were known and supplied as constraints to the optimization problem,
the upper and lower bounds would converge to the analytical solution PoFanalyt = 0.0371.
(ii) Two random variables: Now, the stiffness EA as well as the load q are considered to
be randomly distributed. To obtain a reference solution, beta distributions (a = b = 4) are
assumed on the intervals EAi ∈ [1, 10] and qi ∈ [0, 25] yielding the mean values µ˜(E) = 5.5
and µ˜(q) = 12.5, and variances σ2(E) = 2.25 and σ2(q) = 17.361¯. The PoF of the reference
solution is computed by Monte Carlo simulation (MCS). For each distributed parameter
N = 10, 000 random numbers are generated in the interval [0, 1]. These are considered to
represent values of the cumulative distribution function (CDF) of the respective quantity.
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Sample points ym for EA and q, which follow the desired PDF, are obtained with help of
the inverse CDF (ICDF) of the beta distribution and the created random numbers pm as
y = yl + ICDF(p, a, b) · (yu − yl), (6.66)
where yl and yu denote the lower and the upper domain bounds of the respective quantity.
Fig. 6.7 shows, that the obtained sampling points give an appropriate approximation of






χi[u(Ei, qj) > umax]
N2
≈ 0.16. (6.67)























Figure 6.7: Sampled distribution with N = 10, 000 for (a) stiffness EA and (b) load q.
Now, the mean and variance values of both random variables are prescribed within the
optimization of bounds as
Eµ˜[EA] = 5.5,
Eσ2 [EA] = 2.25,
Eµ˜[q] = 12.5,
Eσ2 [q] = 17.361¯,
(6.68)
The objective function, which is subject to optimization, is now given by







j χ(EAi, qj) (6.69)
with
∑2
i=0 αi = 1,
∑2
j=0 αj = 1 and the indicator function
χ(EAi, qj) =
{
1 if u(EAi, qj) > umax ,
0 else .
(6.70)
The expectation values for means and variances according to a set of support points and
associated weights are computed as
Eµ˜[EA] =(1− αEA1 − αEA2 )EA0 + αEA1 EA1 + αEA2 EA2,
Eσ2 [EA] =(1− αEA1 − αEA2 )(EA0 − Eµ˜[EA])2 + αEA1 (EA1 − Eµ˜[EA])2
+ αEA2 (EA2 − Eµ˜[EA])2,
Eµ˜[q] =(1− αq1 − αq2)q0 + αq1 q1 + αq2 q2,
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Figure 6.8: (a) Case ii: lower (L) and upper (U) bounds on the PoF for prescribed mean
and variance values of both random variables EA and q. The reference PoF according to
MCS is 0.16. (b) Case iii: illustration of the convergence of OUQ bounds to the reference
PoF with increasing amount of available information on E and umax (cf. Table 6.2). The
reference solution for the PoF obtained by MCS approximately equals 0.06.
The values U = 0.444 and L = 0.0 (see Fig. 6.8a) are obtained as bounds on the PoF
under assumption of the information set given in (6.68).
(iii) Random threshold value: As a further example, a cube with dimensions 15cm ×15cm
×15cm is considered. One side of the cube is fixed and a deterministic compression load
of q = 252 kN is applied at the opposite side. The elastic modulus E as well as the
threshold value umax for admissible displacements are taken as random variables. For the
sake of simplicity, no changes of the cross-sectional area are taken into account, hence
for the Poisson’s ratio ν = 0 holds. For both randomly distributed parameters beta
distributions with shape parameters a = b = 4 are considered, whereby the domains
E ∈ [30000, 35000] N/mm2 and umax ∈ [0.05, 0.06] mm are assumed. By means of the
predefined shape parameters also the mean values of both distribution can be evaluated
as Eµ˜[E] = 32500.0 N/mm
2 and Eµ˜[umax] = 0.055 mm, respectively. Again, a reference
solution for the PoF is obtained by MCS with 10, 000 sampling point per random variable,
namely P[u > umax] ≈ 0.06. The bounds on the PoF according to OUQ are computed
under consideration of different information levels (see Table 6.2), which can be included
as constraints to the optimization problem (6.45). Fig. 6.8b shows the convergence of the
bounds to the reference solution with an increasing amount of available information.
Level umax E L U
0 umax ∈ [0.05, 0.06] E ∈ [30000, 35000] 0.0 1.0
1 umax ∈ [0.05, 0.06] E ∈ [30000, 35000]
Eµ˜[umax] = 0.055 Eµ˜[E] = 32500.0 0.0 0.602
2 umax ∈ [0.05, 0.06] E ∈ [30000, 35000]
Eµ˜[umax] = 0.055 Eµ˜[E] = 32500.0
Eσ2 [umax] = 2.7¯e− 6 0.0 0.528
3 umax ∈ [0.05, 0.06] E ∈ [30000, 35000]
Eµ˜[umax] = 0.055 Eµ˜[E] = 32500.0
Eσ2 [umax] = 2.7¯e− 6 Eσ2 [E] = 694444.4¯ 0.0 0.215
Table 6.2: Different levels of information on the random variables and computed upper (U)
and lower (L) bounds on the PoF according to OUQ. (The reference solution is PoF ≈ 0.06
and was obtained by MCS).
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6.5.3 Virtual Experimental Data Set for the Computation of Reference Solu-
tions In order to enable the computation of reference solutions regarding the probability
of failure in soft biological tissues, in this section a virtual set of experiments is gener-
ated due to a lack of real experimental data. Based on the virtual set, the application
of OUQ under consideration of experimental information is demonstrated. In order to
generate the virtual experimental set, a real cyclic tension test [15] of the media of a
human carotid artery is considered as well as the adjusted response of the constitutive
model Ψ(BNSH) with damage model (II.i), cf. Section 4.4.1. Thereby, the focus is on the
test in circumferential direction of the artery, because this direction is more vulnerable
to rupture compared to the axial direction. It is assumed, that there exists a maximum
admissible fiber stretch λmaxfib , at which failure occurs. Since the real experiment [15] is
carried out until rupture of the specimen, the fiber stretch at rupture is evaluated from
the adjusted model response and associated to the real experiment as the maximum ad-
missible fiber stretch, namely λmaxfib ≈ 1.07. Note, that within the considered tension test
in circumferential direction of the artery, the model yields the same stretch for both




fib = λfib. In the sequel, the maximum admissible
fiber stretch λmaxfib is considered as a random variable, which is beta-distribution with the
shape parameters a = b = 4 on the domain λmaxfib ∈ [1.04, 1.1], see Fig. 6.9a. The maxi-
mum admissible fiber stretch of the real experiment therefore represents the mean value
of the prescribed distribution. Furthermore, within the constitutive model Ψ(BNSH) the
stiffness-like parameter α1 is considered as a dependent random variable α1 := α1(λ
max
fib )
over a domain α1 ∈ [αl1, αu1 ], in order to provide, that stiff specimens fail at lower fiber
stretches. Specifically, a quadratic function α1(λ
max
fib ) is defined by the the three points
α1(1.04) := α
u
1 , α1(1.07) := 1343.0 kPa and α1(1.1) := α
l
1, i.e. the upper/lower domain
bound of α1 is associated to the lower/upper domain bound of λ
max
fib and the associated
values α1 = 1343.0 kPa and λ
max
fib = 1.07 obtained by adjusting to the real experiment
are taken into account. The domain bounds for α1 are chosen as α
l
1 := 875.0 kPa and
αu1 := 2400.0 kPa providing, that all experiments out of the virtual experimental set
fail at a similar stress level, cf. Fig. 6.9c. The obtained functional dependency α1(λ
max
fib )
is depicted in Fig. 6.9d. Except for the parameter α1, which is now a dependent ran-
dom variable, the other parameters of the constitutive model Ψ(BNSH) and of the damage
function (II.i) are those from Table 4.2 for each experiment of the virtual set. Fig. 6.9b
schematically shows the displacement-driven loading protocol, which was applied for the
three test cases in Fig. 6.9c until the attainment of the respective λmaxfib value. According to
the protocol 16 cycles which 80 equidistant measuring points each are applied, whereby
the maximum specimen stretch per cycle linearly increases from λ = 1.11 in the first
cycle to λ = 1.27 in the last cycle. Damage initialization in the specimen is considered at
λ = 1.105. The above protocol provides, that failure occurs even for the softest specimen
(with λmaxfib = 1.1) of the virtual experimental set.
6.5.4 Failure at Maximum Admissible Fiber Stretch The probability of failure
of soft biological tissue may be directly associated to ultimate equivalent quantities, such
as stress or stretch quantities, while neglecting effects due to the loading history. These
maximum equivalent quantities can be evaluated, for example in uniaxial tension tests,
and show a large variability. Provided that the amount of experimental measurements is
sufficient, moments regarding the distribution of maximum admissible quantities can be






















































(1) α1 = 875 kPa
(2) α1 = 1343 kPa


















Figure 6.9: (a) Prescribed beta distribution for the maximum admissible fiber stretch λmaxfib ;
(b) Displacement-driven loading protocol applied to the specimens of the virtual experimen-
tal data set; (c) real experimental response in circumferential direction of the media of a
human carotid artery (grey) [15] and three tests of the virtual experimental set (red). For
the virtual tests the cyclic displacement-driven loading protocol from (b) is applied until the
respective λmaxfib value is reached; (d) defined functional dependency α1(λ
max
fib ).
sideration of equivalent stress quantities for soft biological tissues is problematic, because
high stresses occur in the directions of collagen fibers compared to the stresses in the
surrounding matrix material. When considering the rupture of collagen fibers to be re-
sponsible for tissue failure, the definition of a failure criterion based on the fiber stretch
is the most straightforward way.
In the sequel, general solutions for the optimal bounds on the PoF are derived for an
equivalent quantity qˆ, whose distribution of the maximum admissible value qˆmax yields
prescribed moments. For the computation of a reference solution, to which the optimal
bounds can be compared, a standard beta distribution of qˆmax ∈ [0, 1] with shape param-
eters
a = 4.0 and b = 4.0 (6.72)
is taken into account. Based on the shape parameters, the mean as well as the centered
variance, the standardized skewness and excess kurtosis can be computed as
Eµ˜[qˆ





max] = 0, Ek[qˆ
max] = − 6
11
. (6.73)
The probability of failure P[qˆ > qˆmax] for qˆ ∈ [0, 1] can be evaluated analytically when
considering the above described PDF for qˆmax. In the general case, when only certain
Modeling the Biomechanics of Arterial Walls under Supra-Physiological Loading 118
moments of qˆmax can be estimated from experimental data, but the associated PDF is un-
known, bounds on the PoF can be computed by OUQ. In the following, it is assumed, that
the moments (6.73) are obtained from experiments, and they are subsequently included as
constraints for the computation of failure bounds yielding different levels of information,
cf. Table 6.3. Thereby, the mean and variance values are prescribed precisely, whereas
for the higher-order moments admissible tolerances are defined. In particular, the stan-
dardized skewness (6.73)3 is constrained to the interval ±0.3 yielding nearly symmetric
distributions, and for the excess kurtosis (6.73)4 an allowable deviation of 1% is prescribed.
Table 6.3: Levels of information due to different numbers of moment constraints from
(6.73), that are applied to OUQ.
Level additional constraint





The resulting upper U and lower L bounds are depicted in Fig. 6.10. It is observed, that
the bounds become sharper for every additional moment constraint, which is applied to
the OUQ problem. The grey area depicts the space between the upper U and lower L
bound for the highest applied information level. Moreover, the bound computation is
useful to indicate, when more experiments are required. This is for example, when due to
a lack of knowledge only the mean value can be prescribed, and a large difference between
the optimal upper (U) and lower (L) bound is obtained. In that case the results from
OUQ may hardly be directly usable for practical applications.
The results in Fig. 6.10 can be used for any quantity qˆ with randomly distributed max-
imum admissible value qˆmax = qˆmaxl + qˆ(qˆ
max
u − qˆmaxl ), which lies in a bounded domain
[qˆmaxl , qˆ
max
u ] and whose moments correspond to (6.73). In case that the domain size of qˆ
max
is different to [0, 1], the moment constraints
Eµ˜[qˆ
max] = qˆmaxl + 0.5(qˆ
max
u − qˆmaxl ),
EVar[qˆ
max] =










need to be fulfilled by the PDF of qˆmax. Note, that the standardized skewness and excess
kurtosis do not require transformation, because they include a normalization based on
the variance. Thus, the results depicted in Fig. 6.10 can also be applied to the domain of
maximum admissible fiber stretches λmaxfib ∈ [1.04, 1.1] from the virtual experimental data

























Figure 6.10: Upper (U) and lower (L) bounds on the PoF under consideration of different
numbers of applied moment constraints (cf. Table 6.3) and reference solution. Note, that the
interconnecting lines between computed points are included to improve clarity, and should
not be interpreted as an interpolation of probability. The grey area depicts the possible
range of the PoF under consideration of the highest applied information level.
6.5.5 Failure due to Internal Damage As outlined before, when associating the
probability of failure to ultimate equivalent quantities, then accumulative processes are not
accounted for. These may become relevant, when subjecting the tissue to cyclic loadings,
as, for example, occur during balloon angioplasty. Therefore, in this section an alternative
criterion is introduced, which associates the probability of failure to the value of the
internal damage variable D, i.e. PoF := P[D > Dmax]. In order to provide comparability
against the fiber stretch criterion (see Section 6.5.4), a probability density function for
maximum admissible damage valuesDmax is estimated from the same virtual experimental
data set from Section 6.5.3. Therefore, the displacement-driven cyclic loading protocol
from Fig. 6.9b is applied to 107 samples out of the virtual set until the measuring point
k, where the respective value of λmaxfib is exceeded for the first time. Then the maximum
admissible damage value Dmax, which is associated to failure of the considered specimen
is linearly interpolated as
Dmax = Dk−1 +
Dk −Dk−1
λkfib − λk−1fib
(λmaxfib − λk−1fib ). (6.75)
Note, that the loading protocol is chosen, such that the maximum admissible fiber stretch
λmaxfib is reached for each specimen, cf. Section 6.5.3. Fig. 6.12a depicts the histogram for
the obtained maximum admissible damage values of 107 samples. It can be assumed,
that due the high sample size the histogram represents a good estimate of the probability
density function of Dmax associated to the virtual experimental data set. However, for real
experimental data sets, the sample size is usually much smaller, such that only estimates
on lower order moments of associated PDF are admissible. Thus, in the following, only
bounds on Dmax ∈ [0.009, 0.029], as well as the mean (µ˜ ≈ 0.0195) and the variance
(σ2 ≈ 1.16e − 5) of Dmax obtained from the MCS are subsequently prescribed within
OUQ, which corresponds to the information levels (0,1,2) as given in Table 6.3. Thereby,
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an allowable tolerance of 1% is defined with respect to the moment constraints. Moreover,
to illustrate that the complete shape of the PDF may still be subject to large variations
when only prescribing mean and variance, four PDFs are chosen, which all fulfill the mean
and variance constraint within the given tolerances, see Fig. 6.12b. In particular, the green
curve represents a Gaussian distribution, whereas the other three PDFs are generated by
superposition of two beta distributions f1 and f2 in the range D


























































The latter PDFs are used to analytically compute reference solutions to the OUQ problem.
Note, that the Gaussian distribution actually does not represent an admissible candidate,
since it is not restricted to the domain Dmax ∈ [0.009, 0.029]. However, the error may
be assumed to be negligible, see Fig. 6.11b. Fig. 6.12 depicts all four reference solutions
as well as the upper (U) and lower (L) bounds obtained from OUQ. Thereby, the grey
area depicts the possible range of the PoF under consideration of the highest applied
information level. It can be seen, that the four reference solutions partially remarkably
differ, for example at D = 0.021. Moreover, it is again observed, that the OUQ bounds
get closer to the reference solutions with increasing level of information.


























µ = 0.0195, σ2 =1.16e-5
a1 = 2, b1 = 2, a2 ≈ 19.67, b2 ≈ 16.24
a1 = 4, b1 = 6, a2 ≈ 26.99, b2 ≈ 14.68
a1 = 5, b1 = 8, a2 ≈ 67.81, b2 ≈ 34.45
(a) (b)
Figure 6.11: (a) Histogram of Dmax values obtained by running an MCS on the virtual
experimental data set from Section 6.5.3; (b) Different probability density functions, which
fulfill the mean and variance value determined from the MCS with a given tolerance. In
particular, a Gaussian as well as three superposed beta distributions (6.76) are depicted,
























Figure 6.12: Damage criterion: Upper (U) and lower (L) bounds on the PoF under con-
sideration of different numbers of applied moment constraints, cf. Table 6.3, and reference
solutions. Note, that again the interconnecting lines between computed points are included
to improve clarity, and should not be interpreted as an interpolation of probability. The
grey area depicts the possible range of the PoF under consideration of the highest applied
information level.
6.5.6 Numerical Example: Computation of Bounds on the Rupture Prob-
ability of an Atherosclerotic Artery During Overinflation In order to analyze
the evolution of failure bounds according to the fiber stretch criterion (Section 6.5.4)
and the damage criterion (Section 6.5.5) a cyclic circumferential overstretching of a finite
element model of a simplified atherosclerotic artery, cf. Fig. 4.15 in Section 4.6.1, is con-
sidered. Therefore, the model is ten times overinflated by a supra-physiological internal
pressure of 80.0 kPa (=ˆ600 mmHg) according to the loading protocol in Fig. 6.13, which
is supposed to reflect a potential loading history during balloon angioplasty. The upper
limit of the physiological loading domain, and hence damage initialization, is assumed at
p = 24.0 kPa (=ˆ180 mmHg). During the first loading path up to p = 24.0 kPa furthermore
an axial prestretch of 4% is applied in order to include axial eigenstresses. Circumferential
eigenstresses are assumed to be negligible in the overstretched states, where the failure
criteria are to be analyzed.
The material model Ψ(BNSH) with damage function (II.i) is applied. Thereby, the param-
eters for the nondiseased media and fibrotic media from Table 4.2 are considered, and
the parameters for the adventitia are taken from Table 5.1. Moreover, according to Sec-
tion 4.4.1, the above model is adjusted to uniaxial tension tests in the physiological loading
domain of a fibrous cap [117]. Due to a lack of experimental data in the supra-physiological
loading domain for the latter plaque component, the same damage parameters as for the
nondiseased media and fibrotic media are applied here. The lipid pool is assumed to be a
butter-like, incompressible material [117] with significantly lower stiffness than the other
tissue layers. It is here described by a neo-Hookean material without damage. In summary,
the parameters for the fibrous cap and lipid pool are given in Table 6.4.
During the ten numerical overstretches of the artery, which induce damage, bounds on the
probability of failure are linearly interpolated within the media based on the results from
Sections 6.5.4–6.5.5. Hence, the fiber stretch criterion as well as the damage criterion is
used for the evaluation of the bounds. For the fiber stretch criterion, the results depicted
in Fig. 6.10 are applied to the domain λmaxfib ∈ [1.04, 1.1]. In order to provide comparability













Figure 6.13: Loading protocol for numerical overstretches: the pressure p applied to the
arterial lumen is increased to a supra-physiological level (p = 600 mmHg) ten times. Note,
that p = 180 mmHg is assumed to be the upper bound of the physiological loading domain.
Table 6.4: Adjusted material parameters of the model Ψ(BNSH); the parameters for the
nondiseased and fibrotic media from Table 4.2 are considered, whereas the parameters for
the adventitia are taken from Table 5.1.
c1 α1 α2 κ βf γ∞ βs
[kPa] [kPa] [-] [-] [◦] [-] [-]
Fibrous Cap 25.29 2600.8 2.47 0.164 53.26 25.54 0.016
Lipid Pool 5.0 – – – – – –
between the criteria, the results for information level 2 are considered in both cases.
In Fig. 6.14 contour plots of the upper (U) and lower (L) bounds on the PoF are depicted
for the fiber stretch and the damage criterion during the (a) first and during the (b) tenth
overexpansion. It is observed, that during the first overexpansion the damage criterion is
hardly relevant compared to the fiber stretch criterion, whereas at the tenth overexpansion
both criteria are relevant, since damage is accumulated within the cyclic loading protocol.
Interestingly, also the fiber stretch criterion indicates higher upper bounds on the PoF
during the tenth overstretch than during the first one, although the same maximum
internal pressure is applied in both cases. This is due to the damage-induced softening of
the material, which yields higher deformations at the same load in subsequent cycles. Note,
that for both investigated criteria, during the tenth overexpansion the upper bound on the
PoF is larger than 0.6 in some areas, which indicates a high likelihood of failure. However,
the computed values only represent bounds on the PoF for the specific information set,
that was included in OUQ.
6.5.7 Meta Model for Uncertainty Quantification Alternatively to deriving fail-
ure bounds from loading conditions in uniaxial tension and transferring the results to a
three-dimensional arterial wall simulation, in this section the atherosclerotic artery model
from Fig. 6.14 is directly used to derive a meta model for uncertainty quantification. There-
fore, the stiffness-like parameter α1 of the model Ψ(BNSH) is considered to be statistically
Thomas Schmidt 123









Figure 6.14: Upper (1) and lower (2) bounds on the probability of failure in the media
during the (a) first and during the (b) tenth numerical overstretch according to fiber stretch
(cf. Fig. 6.10) and internal damage (cf. Fig. 6.12), respectively.
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distributed in the media on the interval α1 ∈ [1000.0 kPa, 1600.0 kPa]. Seven finite element
simulations are conducted in addition, whereby the loading protocol from Fig. 6.13 and
4% prestretch are again applied to the considered atherosclerotic artery model and the
stiffness parameter α1 is varied in the media by equidistant steps of 100 kPa within the
assumed range. The volume-averaged maximum damage value per element max(D)|artery
is evaluated in the media after every overexpansion (see black dots in Fig. 6.15a) and
the results suggest, that interpolating a functional dependency of this maximum damage
value on the stiffness parameter is admissible in the considered range of α1. The results in
Fig. 6.15 are representatively shown for (1) two, (2) three, (3) four, and (4) ten overexpan-
sions. As can be seen, with increasing stiffness of the media max(D)|artery is decreasing,
presumably since higher stiffnesses lead to smaller deformations. Interestingly, the ob-
tained functional dependencies are nearly linear. However, a quadratic ansatz is chosen
for the interpolation functions (see red lines in Fig. 6.15a), such that the actual results
obtained from simulation can be represented with higher accuracy. Fig. 6.16 shows, that
similar distributions of the normalized damage are obtained in the media after a) one and
b) after ten overstretches for different values of α1, respectively, whereby the respective
maximum volume-averaged damage value per element is taken as a normalization fac-
tor. The derived interpolation functions for different numbers of overstretches represent
meta models for the actually considered finite element model subjected to uncertainty
quantification. This provides the advantage, that an evaluation of the meta model within
OUQ is much cheaper than an evaluation of the finite element model. In particular, the
interpolation functions associated to (1) two, (2) three, (3) four, and (4) ten overexpan-
sions are applied as meta models within OUQ and the constraints Eµ˜[α1] = 1343.0 kPa
and EVar[α1] = 10000.0 kPa
2 are prescribed, which is comparable to Section 6.5.4. Here,
failure of the material is assumed, when the maximally occurring volume-averaged dam-
age value per element in the media exceeds some critical threshold Dmax, thus the PoF
corresponds to P[max(D)|artery(α1) > Dmax]. Fig. 6.15b shows the obtained lower (L) and
upper (U) bounds on the PoF. By means of the latter diagram, for a given value of Dmax
upper and lower bounds on the failure probability can be identified for different numbers
of applied overexpansions. For example, consideration of the mean Dmax value from Sec-
tion 6.5.5, i.e. Dmax = 0.0195, would yield the lower and upper bounds L = 0.0, 0.0, 0.62
and U = 0.0, 0.77, 1.0 after two, three, and four overexpansions, respectively. Hence, two
overexpansions represent a safe scenario for Dmax = 0.0195, whereas three or four over-
expansions may lead to failure. In case of four overexpansions, it can even be deduced
that the occurrence of failure is more likely than the event, that no failure occurs. Af-
ter ten overexpansions the associated lower failure bound is L = 1.0, which means that
Dmax = 0.0195 would definitely lead to failure in that case. However, this can also be

















































Figure 6.15: (a) Maximum damage values in the media averaged per element for different
stiffnesses α1 after (1) two, (2) three, (3) four, and (4) ten overexpansions (at p = 80kPa) of
the artery depicted in Fig. 6.16 (computed values are depicted as black circles, whereas the
red lines represent regression curves). (b) Upper (U) and lower (L) bounds on the probability,
that the damage value depicted on the abscissa is exceeded in the media when overexpanding
the artery from Fig. 6.16 up to p = 80kPa. Note, that again the interconnecting lines
between computed points are included to improve clarity, and should not be interpreted as







Figure 6.16: Damage in the first fiber family normalized by the respective maximum
damage value in the media averaged per element after (a) one cycle and after (b) ten cycles
for (1) α1 = 1000 kPa, (2) α1 = 1343 kPa, and (3) α1 = 1600 kPa, respectively.
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7 . Conclusion and Outlook
The first main section of this doctoral thesis focused on damage modeling in soft biological
tissues. Therein, at first several phenomenological continuum damage formulations with
smooth and non-smooth tangent moduli at damage initialization were derived within a
constitutive framework from the literature and adjusted to experimental data.
Next, a micromechanically motivated continuum damage approach was introduced, which
basically considers the integration of a statistical distribution function in order to quan-
tify the damage variable as the amount of available proteoglycan bridges between collagen
fibrils. The latter model was specified under consideration of statistically distributed pro-
teoglycan orientations, internal length parameters and ultimate proteoglycan stretches.
Afterwards, the associated analytical material tangent was derived, which is required for
the application of the model in a finite element framework. Then, damage equations with
different statistically distributed quantities were embedded into different strain-energy
functions and the resulting formulations were adjusted to uniaxial cyclic tension tests of
human arteries. Thereby, it was found, that strain-energies, which include anisotropic as
well as isotropic deformation invariants, in combination with a damage function consid-
ering statistically distributed proteoglycan orientations performed best in capturing the
experimental stress-strain curves among all investigated models. Afterwards, moreover a
microsphere model which allows for the inclusion of dispersed fibers with different amounts
of dispersion in tangential and radial direction of the arterial wall was introduced. It was
shown, that in combination with the microsphere model also a strain-energy function,
which solely considers an anisotropic deformation invariant, can provide a comparable fit
of the experimental data to the aforementioned best results.
A concluding section showed the applicability of the introduced continuum damage models
in a finite element setting and analyzed the results. At first, a mesh convergence study was
conducted for a small simplified arterial section in order to identify an appropriate fineness
of the discretization. Then, a longer section of a simplified atherosclerotic artery was con-
sidered, where an internal pressure of 80 kPa and and axial prestretch of 4% were applied
simulating a supra-physiological loading state as might occur during balloon angioplasty.
Thereby, for the phenomenological damage formulations with well-defined transition from
the physiological to the supra-physiological loading domain the iterative convergence at
damage initialization was investigated and no numerical disadvantages due to non-smooth
tangent moduli could be identified. Moreover, for all damage formulations the resulting
damage distributions and the physiological situation after the supra-physiological over-
stretch were analyzed, indicating high damage values in the healthy media and remanent
strains due to microscopic damage, which is in line with other observations from the lit-
erature. After demonstrating, that the before introduced continuum damage mechanics
(CDM) formulations in principle enable numerical calculations of softening phenomena,
the focus was set to relaxed incremental variational formulations for damage, which in
contrast to the CDM approaches do not suffer from a potential loss of convexity. In
particular, an existing finite strain formulation from the literature was first briefly reca-
pitulated and then extended to appropriately account for arterial tissues. Therefore, the
before mentioned microsphere model accounting for fiber dispersion as well as hysteresis
behavior was included by the construction of hyperelastic unloading and reloading paths.
Furthermore, an alternative optimization strategy for the determination of the required
bifurcation parameters and a surrogate model for the efficient adjustment of the obtained
formulation to real experimental data were proposed. Thereby it was shown, that the ob-
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tained relaxed formulation is able to describe the complex hysteresis behavior as observed
in arterial tissues.
Afterwards follows a small section investigating the influence of isotropic and anisotropic
material models on the mechanical response in arterial walls as a result of supra-
physiological loadings. Therein, first an isotropic and an anisotropic model were con-
structed within the considered constitutive framework, both of them including the char-
acteristical nonlinear stiffening of the stress response and a damage model inducing re-
manent strains. Both obtained constitutive formulations were adjusted to the same set
of experimental stress-strain curves of several arterial layers and applied in finite element
analyses of simplified arterial sections under supra-physiological loadings. Specifically,
at first the stresses and deformations in cylindrical directions were evaluated under a
supra-physiological internal pressure and in the physiological state after overloading for a
two-layered quarter tube, which may be interpreted as an idealized healthy artery geome-
try. Thereby, remarkable deviations were not only observed in the supra-physiological but
also in the physiological situation, which would be e.g. relevant for a stent insertion proce-
dure, since this is also preceded by a supra-physiological overexpansion of the arterial wall.
Moreover, when analyzing a simplified diseased artery geometry, huge deviations between
the isotropic and anisotropic model were found with respect to the resulting distribu-
tions of damage and remanent strains. Since both models had been adjusted to the same
experimental data before, it is concluded, that the usage of an isotropic model is a non-
admissible oversimplification as soon as supra-physiological or post-supra-physiological
loading states have to be considered in an analysis (e.g. stent insertion).
The subsequent section is on uncertainty quantification. Therein, at first an exhaustive
overview over methods of forward uncertainty propagation was provided. Then, in a sep-
arate subsection it was outlined, why especially the prediction of failure probability in
soft biological tissue is challenging. The application of a framework denoted as ’Optimal
Uncertainty Quantification’ (OUQ), which enables the determination of bounds on the
failure probability, was explained and demonstrated in some simple test cases.
Afterwards, a virtual experimental data set was generated, which was supposed to repre-
sent a collection of cyclic uniaxial tension tests of arterial tissue, whereby each of them
is carried out until failure of the respective specimen. A statistically distributed maxi-
mal admissible fiber stretch was assumed, and a stiffness-like parameter of the applied
material model was defined to be a dependent random variable. Two potential failure
criteria were introduced, which were based on a maximum admissible fiber stretch and
a maximum admissible damage value in fiber direction, respectively. Prescribing a prob-
ability density function (PDF) for the maximum admissible fiber stretch then enabled
the computation of reference solutions for the probability of failure in specific loading
situations. However, since the PDF of a dispersed parameter is typically unknown in real
applications, only certain moments of the distribution were supposed to be known from
experiments and were prescribed as constraints to OUQ, in order to determine bounds
on the failure probability. Thereby, it was demonstrated that the more statistical infor-
mation was provided the closer the bounds from OUQ were to the previously computed
reference solutions. After having identified bounds on the failure probability for different
loading situations in uniaxial tension, these results were furthermore used to visualize
failure bounds in a simplified atherosclerotic artery model, which was overexpanded ten
times by a supra-physiological internal pressure of 80 kPa as may occur during balloon
angioplasty. The predictions on the failure bounds in the latter arterial wall simulation
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were compared for both introduced failure criteria revealing that the fiber stretch criterion
was more relevant during the first overexpansion, whereas during the tenth overexpansion
both the fiber stretch and the damage criterion became relevant due the accumulation
of damage in cyclic loading. However, interestingly also the fiber stretch criterion yielded
higher bounds on the failure probability during the tenth overexpansion as compared to
the first overexpansion, which can be traced back to the continuous softening of the ma-
terial due to the considered damage model.
As an alternative approach to transferring the results concerning the failure bounds from
a set of uniaxial tension tests to the arterial wall simulation, the simplified atherosclerotic
artery model was directly used to derive a meta model. This means, that again a stiffness-
like parameter entering the material law was assumed to be statistically distributed with
known mean and variance value, and the before described loading protocol accounting
for ten overexpansions was applied in several simulations while using different stiffness
values out of the considered range. After every simulation, the maximum volume-averaged
damage value per element was evaluated in the healthy media and by interpolation a func-
tional dependency of this value on the distributed stiffness parameter was obtained for
different numbers of overexpansions. Then, again OUQ was utilized to determine bounds
on the probability, that a certain damage value is exceeded after a certain number of
overexpansions in the healthy media of the considered artery under the assumption of a
statistically distributed stiffness parameter.
As a prospect to future research, it would be desirable to obtain experimental evaluations
concerning the distributions of the microscopic parameters, which enter the proposed mi-
cromechanically motivated damage model. So far, the distributions of these parameters
were treated as optimization parameters when adjusting the model response to real exper-
imental data. Here, the availability of experimental measurements would allow to check
the parameters obtained from optimization for plausibility, and to improve the microme-
chanically motivated foundation of the model.
Concerning the derived relaxed incremental variational formulation for damage, an effi-
cient approach for the adjustment to real experimental data was provided by means of a
surrogate model, such that the relaxed formulation may be adjusted to several tissue lay-
ers and also applied to finite element calculations of overstretched atherosclerotic arteries
as has been shown for the other damage models. Here, an enhancement of the surrogate
model would be promising, since the quality of the fit between the relaxed formulation
and the experiment depends on the fit between the surrogate model and the experiment.
With respect to OUQ, it was demonstrated in principle by means of a virtual experimen-
tal data set how the evaluation of bounds on the failure probability of soft tissues could
be achieved, given the existence of an appropriate failure criterion. However, when soft
biological tissues are tested in practice, sample sizes are typically small. Thus, here the
standardization of testing protocols and the formation of huge experimental data bases
would be desirable, since it has been demonstrated in this work, that the more statistical
information can be supplied, the closer the failure bounds from OUQ get to the actual
value of the probability of failure. Therefore, OUQ may become a useful tool in the clinical
field, since here sometimes decisions are made, which rely on the comparison of probabil-
ities. However, care has to be taken, which findings from in vitro measurements may be
transferred to make predictions on the in vivo behavior. Moreover, there also exist inverse
approaches to estimate certain patient-specific model parameters in vivo, such that in
some cases it may even not be necessary to consider data bases of in vitro measurements
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to make model predictions on the behavior in vivo. A further point for potential improve-
ment is, that so far in this work the optimization of failure bounds was performed by
applying the constraints, that certain moments of the considered statistical distribution
are known, or that they are known to lie inside a certain interval, respectively. It would
be moreover desirable to evaluate the failure bounds by applying the constraints, that
certain moments are known only up to a certain level of confidence.
After all, the here presented arterial wall simulations could be improved to account for a
more realistic behavior. Therefore, additional effects such as residual stresses need to be in-
cluded. With respect to the numerical overstretching, a simulation of a balloon angioplasty
could be performed by the additional consideration of an inflating balloon catheter and
suitable contact definitions with the arterial wall. Moreover, patient-specific geometries,
boundary conditions and also model parameters estimated from in vivo measurements
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(λfib − 1)2 λfib3L2
(
L2λfib
3a2 − 2a4a2 + a2λfib − λsustpg 4λfib + L2λfiba2 + a2 − 1
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L2a11a2 − 2a4a2 − λsustpg 4λfib + L2λfiba2 + a2λfib − 1 + a2
)




a8 (a9 − 2a10a11 + 2a4 + a10a1 + a12 + 1)
a17 =
√
−λfib + a3 − a5a2 + a1 + a4a2 + a2λfib + a6 − a5 + a4 − a2a1 − 2a14
a8 (a9 − 2a10a11 + a10a1 + 2a4 + a12 + 1)
a18 = a10λfib
6 − 3a13
a19 = (a13 − 3a9 + a5 + 3a10a11 − a10a1 − a12 + λfib − 1) (λfib − 1)λfibL
a20 = a18 + 3a9 + a3 − 2a6 + a5a2 − a10a11 − a4
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B Stress-Strain Response of Three Model Functions


















































































































































































Figure B.1: Uniaxial cyclic extension tests of the media of a human carotid artery in
circumferential (1) and longitudinal (2) direction [15]: experimental stress-stretch curve and
response of the model (a) ΨBNSH1,p, (c) of ΨBNSH2,p, and (e) of ΨHGO; (b),(d),(f) associated
error measure r. The material parameters are taken from Table 4.5. The PG angle α is beta
distributed. (Schmidt, Balzani & Holzapfel [206])
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Figure B.2: Uniaxial cyclic extension tests of the media of a human carotid artery in
circumferential (1) and longitudinal (2) direction:(a) experimental stress-stretch curve and
response of model ΨBNSH1,p under consideration of Gaussian distributed internal length L
and material parameters according to Table 4.6; (c) experimental stress-stretch and model
ΨBNSH1,e under consideration of beta distributed ultimate PG stretch λ
sust
pg and material
parameters according to Table 4.7; (b),(d) associated error measure r. (Schmidt, Balzani
& Holzapfel [206])
