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Abstract
Let {X,Xn;n 1} be a sequence of i.i.d. real-valued random variables and set Sn =∑ni=1 Xi , n 1. Let
h(·) be a positive nondecreasing function such that ∫∞1 dtth(t) = ∞. Define Lt = loge max{e, t} for t  0. In
this note we prove that
∞∑
n=1
1
nh(n)
P
(|Sn| (1 + ε)√2nLψ(n) )
{
< ∞, if ε > 0,
= ∞, if ε < 0
if and only if E(X) = 0 and E(X2) = 1, where ψ(t) = ∫ t1 dssh(s) , t  1. When h(t) ≡ 1, this result yields
what is called the Davis–Gut law. Specializing our result to h(t) = (Lt)r , 0 < r  1, we obtain an analog
of the Davis–Gut law.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and results
Throughout this paper, let {X,Xn; n 1} be a sequence of independent and identically dis-
tributed (i.i.d.) real-valued random variables and, as usual, let Sn =∑ni=1 Xi, n 1, denote their
partial sums. Define Lt = loge max{e, t} and LLt = L(Lt) for t  0. The starting point for the
current investigation is the following result which concerns the convergence rate of the classical
[6] law of the iterated logarithm.
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E(X) = 0 and E(X2)= 1. (1.1)
∞∑
n=1
1
n
P
(|Sn| (1 + ε)√2nLLn )
{
< ∞, if ε > 0,
= ∞, if ε < 0. (1.2)
One can label this result as the Davis–Gut law. The implication “(1.1) ⇒ (1.2)” should be
due to Davis [1, Theorem 4] which was remedied by Li, Wang, and Rao [8, Corollary 2.3].
For the implication “(1.2) ⇒ (1.1),” see [4, Theorem 6.2]. Li [7, Corollary 2.2] strengthened
the implication “(1.1) ⇒ (1.2)” (for ε > 0) and the implication “(1.2) ⇒ (1.1)” (for ε < 0) by
proving that (1.1) is equivalent to
∞∑
n=1
LLn
n
P
(|Sn| (1 + ε)√2nLLn )
{
< ∞, if ε > 0,
= ∞, if ε < 0. (1.3)
The main purpose of this present note is to provide the following supplement to the Davis–Gut
law.
Theorem 1. Let h(·) be a positive nondecreasing function on (0,∞) such that ∫∞1 dtth(t) = ∞.
Write ψ(t) = ∫ t1 dssh(s) , t  1. Then
∞∑
n=1
1
nh(n)
P
(|Sn| (1 + ε)√2nLψ(n) )
{
< ∞, if ε > 0,
= ∞, if ε < 0 (1.4)
if and only if (1.1) holds.
The proof of Theorem 1 is provided in Section 2. We now illustrate Theorem 1 by considering
the following two special cases:
Case 1. Take h(t) = (LLt)b where b 0. Then it is easy to check that
lim
t→∞
Lψ(t)
LLt
= lim
t→∞
L
(∫ t
1
ds
s(LLs)b
)
LLt
= 1.
Case 2. Take h(t) = (Lt)r where 0 r  1. One easily sees that for t  e,
ψ(t) =
t∫
1
ds
sh(s)
=
{
1 + (Lt)1−r1−r , if 0 r < 1,
e + LLt, if r = 1.
Thus Theorem 1 yields the following two results.
Corollary 1. Let b 0. Then
∞∑
n=1
1
n(LLn)b
P
(|Sn| (1 + ε)√2nLLn )
{
< ∞, if ε > 0,
= ∞, if ε < 0 (1.5)
if and only if (1.1) holds.
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(1.1) holds,
∞∑
n=1
1
n(Ln)r
P
(|Sn| (1 + ε)√2(1 − r)nLLn )
{
< ∞, if ε > 0,
= ∞, if ε < 0,
∞∑
n=1
1
nLn
P
(|Sn| (1 + ε)√2nLLLn )
{
< ∞, if ε > 0,
= ∞, if ε < 0.
Remark 1. Clearly, the Davis–Gut law is a special case of both Corollary 1 (take b = 0) and
Corollary 2 (take r = 0).
Remark 2. Combining Corollary 1 and (1.3), we see that (1.5) holds for b  −1. The choice
“b = −1” is the best possible for the validity of (1.5) in the ε > 0 case under the condition (1.1).
In fact, let {dn; n  1} be a sequence of positive real numbers such that limn→∞ dn = ∞ (no
matter how slowly). Then there exists a sequence {X,Xn; n 1} of i.i.d. random variables such
that (1.1) holds but
∞∑
n=1
(LLn)dnP
(|X|√2nLLn )= ∞
which implies that
∞∑
n=1
(LLn)dn
n
P
(|Sn| ε√nLLn )= ∞ ∀ε > 0; (1.6)
i.e., the statement (1.3) cannot be strengthened under the condition (1.1). Moreover, a conclusion
more extreme than (1.6) indeed prevails for the same sequences {dn; n 1} and {X,Xn; n 1};
viz., there exists a monotone sequence of positive constants {εn; n  1} with limn→∞ εn = ∞
such that
∞∑
n=1
(LLn)dn
n
P
(|Sn| εn√nLLn )= ∞.
This is an immediate consequence of (1.6) and the following lemma.
Lemma 1. If {gn; n 1} is a sequence of positive functions defined on (0,∞) and if
∞∑
n=1
gn(ε) = ∞ ∀ε > 0,
then there exists a monotone sequence of positive constants {εn; n  1} with limn→∞ εn = ∞
such that
∞∑
n=1
gn(εn) = ∞.
Proof. Let n0 = 1. For k  1, choose nk > nk−1 such that
nk−1∑
n=n
gn
(
2k−1
)
 2k−1k−1
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nk−1∑
n=1
gn(εn) =
k∑
j=1
nj−1∑
n=nj−1
gn
(
2j−1
)

k∑
j=1
2j−1 = 2k − 1 → ∞. 
2. Proof of Theorem 1
For convenience, we need some additional notation. Write
Fn(x) = P
(
Sn√
n
 x
)
, −∞ < x < ∞, n 1,
σ 2n = E
(
X2I
(|X|√n ))− (E(XI(|X|√n )))2, n 1.
Let Φ(·) and φ(·) denote the distribution function and the density function, respectively, of the
standard normal distribution.
Proof of “(1.1)⇒ (1.4).” By [3, Theorem 1] (see [9, Addendum 5.10.9, p. 188] we have
∞∑
n=1
1
n
sup
x
∣∣∣∣Fn(x) − Φ
(
x
σn
)∣∣∣∣< ∞.
Thus
∞∑
n=1
1
nh(n)
sup
x
∣∣∣∣Fn(x) − Φ
(
x
σn
)∣∣∣∣< ∞. (2.1)
Clearly, (1.4) holds for ε  −1 since ∫∞1 dtth(t) = ∞. For ε > −1 and ε 	= 0, taking (1 + ε)×√
2Lψ(n) for x in (2.1), the relation (1.4) is equivalent to
∞∑
n=1
1
nh(n)
Φ
(
− (1 + ε)
√
2Lψ(n)
σn
){
< ∞, if ε > 0,
= ∞, if −1 < ε < 0. (2.2)
Since(
1
x
− 1
x3
)
φ(x) < Φ(−x) < 1
x
φ(x), x > 0
(see, e.g., [2, p. 175]) and limn→∞ σn = 1, it follows that
Φ
(
− (1 + ε)
√
2Lψ(n)
σn
){
ψ−(1+ε)(n), if ε > 0,
ψ−(1+ε)(n), if −1 < ε < 0
for all sufficiently large n. Note that limt→∞ ψ(t) = limt→∞
∫ t
1
ds
sh(s)
= ∞ and by changing
variables that
∞∫
1
dt
th(t)ψ1+ε(t)
=
∞∫
ψ(1)
dx
x1+ε
{
< ∞, if ε > 0,
= ∞, if −1 < ε < 0.
Thus the relation (2.2) holds. This completes the proof of “(1.1) ⇒ (1.4).” 
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∞∑
n=1
1
nh(n)
P
(|Sn| c√2nLψ(n) )< ∞ for some c > 0 (2.3)
(which is a consequence of (1.4)) implies
E(X) = 0 and σ 2 = E(X2)< ∞. (2.4)
Since
∫∞
1
dt
th(t)
= ∞, we can choose positive integers m0 < m1 < m2 < · · · such that ψ(m0) 1
and
1
mk−1∑
n=mk−1
1
nh(n)
 2, k  1. (2.5)
Then one can easily check that
1 lim inf
k→∞
ψ(mk)
k
 lim sup
k→∞
ψ(mk)
k
 2. (2.6)
Since ψ(m0) 1, we have
1
mk−1∑
n=mk−1
1
nh(n)

mk−1∑
n=mk−1
1
n
 1
mk−1 − 1 +
mk∫
mk−1
dt
t
, k  1. (2.7)
Thus it follows from (2.7) that
lim sup
k→∞
mk−1
mk
 e−1 < 1. (2.8)
For fixed integer k  1, let nk be the integer such that m2k−2  nk < m2k−1 and
P
(|Snk | c√2nkLψ(nk) )= min
m2k−2n<m2k−1
P
(|Sn| c√2nLψ(n) )
which together with (2.3) and (2.5) gives
∞∑
k=1
P
(|Snk | c√2nkLψ(nk) )< ∞.
Note that (2.6) ensures that
lim
k→∞
Lψ(nk)
logk
= 1.
So, we have
∞∑
k=1
P
(|Snk | 2c√nk logk )< ∞
and thus, in view of the Borel–Cantelli lemma,
lim sup
|Snk |√
n logk
< ∞ a.s. (2.9)
k→∞ k
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lim sup
k→∞
nk
nk+1
< 1. (2.10)
Now, by virtue of (2.9) and (2.10) and [5, Theorem 11.1], (2.4) follows.
We now show that (1.4) also implies σ 2 = 1. Clearly, σ 2 > 0, for otherwise X = 0 a.s. whence
∞∑
n=1
1
nh(n)
P
(|Sn| (1 + ε)√2nLψ(n) )= 0 < ∞ ∀ε > −1,
which contradicts (1.4). Thus, by the implication “(1.1) ⇒ (1.4)” applied to the sequence of
random variables {X/σ,Xn/σ ; n 1}, we have
∞∑
n=1
1
nh(n)
P
(∣∣∣∣∣
n∑
k=1
Xk
σ
∣∣∣∣∣ (1 + ε)
√
2nLψ(n)
){
< ∞, if ε > 0,
= ∞, if ε < 0;
i.e.,
∞∑
n=1
1
nh(n)
P
(|Sn| (1 + ε)√2nLψ(n) )
{
< ∞, if ε > σ − 1,
= ∞, if ε < σ − 1.
Then in view of (1.4), σ − 1 = 0; i.e., σ 2 = 1. 
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