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1Chapter 1
Introduction
1.1 Background
With the rapid development in technology and information science, the amount
of data generated in real-life has increased dramatically. These data usually arrive
continuously with very high-speed. Therefore, it is impossible for humans to
process the continuously generated data without the need of machine learning.
Machine learning has been applied to many tasks such as classi¯cation, pre-
diction, recognition, and so forth. Machine learning is often categorized into two
categories: o²ine learning and online learning. An o²ine learning system usu-
ally assumes that large training data are given and the system learns the given
data at one time. This assumption is contradicted with real-world applications
because the whole set of training data is impossible to be completely available
at the beginning. The training data are often received continuously over time
as shown in Fig. 1.1. Therefore, we need to develop a learning system that can
works well with only some limited data received at a certain time. One of the
solutions is to train the learning system with newly received data whenever new
data are available. This kind of learning has been referred as \Incremental Learn-
ing" 1). Incremental or online learning has become very important in machine
learning. During the incremental learning, the training data are passed through
the learning system either one by one or chunk by chunk. Here, a chunk of data
consists of multiple training data.
Furthermore, in order to adapt to real-world applications, data should be dis-
carded after the training and learning system should be continuously updated
2Time
Training data
Figure 1.1 Illustration of data streams generated over time.
whenever new data are received. Such a learning has been economical since it
no need to retrain the old training data. Incremental learning becomes popu-
lar and increasingly important due to the wide range of online applications such
as person identi¯cation and pattern recognition 2) 3). However, there are some
challenges for the incremental learning still remained an open problem. One of
the issues is that when the data streams are generated in very high-speed, some
machine learning systems could not adapt to the fast generated data over time
(i.e., slow learning). Another issue is that under the incremental learning, the
data generated over time are not always under stationary environments. This
is a very important issue under incremental learning that should not be ignored
because the performance of the system could be degraded if a learning system do
not have an ability to handle non-stationary environments. The problems under
incremental learning are discussed in the next few sections.
1.2 Person Identi¯cation
In machine learning, one of the important applications is person identi¯cation.
Person identi¯cation has attracted great attention since it is very useful in many
real situations. Among the person identi¯cation, password-based authentication
is popular for the person identi¯cation since it is simple and cheap. Therefore,
simple person identi¯cation system based on password-based authentication is
developed in this study. In the person identi¯cation system, Multilayer Percep-
3tron (MLP) 4) is utilized to learn both user ID and password. In the real time
person identi¯cation, the learning should be fast enough in order to learn all the
important information. However, MLP usually requires long training time to
train a network because the network is learned by the gradient descent method
4). Therefore, the learning time could be slow. A remedy for this is to apply
a local adaptive technique called Resilient Back-propagation (Rprop) 5) into the
network in order to increase the speed of training process. Here, 200 user ID and
passwords are generated for the learning purposes. Another 85 user ID and pass-
words are used to test the network performance. The experimental results show
the e®ectiveness of the person identi¯cation system. Although the performance
of the person identi¯cation based on Rprop technique obtain good results, but
this system is based on the batch mode learning. The performance of the system
under the incremental learning environments might not be guaranteed because
it does not consider the issue that will be encountered during the incremental
learning.
1.2.1 Online Classi¯er
Considering that MLP is a batch mode classi¯er, it is not suitable under incre-
mental learning. Here, classi¯er is a learning system that should label a test data
correctly based on the previously learned data. Under the incremental learning
environments, the input-output relationships that are trained before tend to be
destroyed when a newly received data is drawn from the di®erent data distribu-
tion. This is because the weights of neural networks are continuously updated
and changed according to the newly received data. Therefore, the information
on the previous data tends to be lost when the data are drawn from the di®erent
data distribution. This phenomenon is called \interference" or \catastrophic for-
getting" 6). In order to solve the \catastrophic forgetting" issue, Kobayashi et al.
6) proposed another online classi¯er learning called Resource Allocating Network-
Long Term Memory (RAN-LTM). In the original RAN-LTM, both memory items
4and new training data are learned by the gradient descent method. However, ac-
celerated technique is needed in order to speed up the learning considering that
the gradient descent method usually leads to the slow learning.
Among the accelerated techniques, one of the local adaptive techniques called
Resilient Back-propagation (Rprop) performs adaptation of the step size of net-
work connection weights by using the information of local partial derivative. It
is a fast learning algorithm. The principal idea of Rprop is that the signs of
two successive partial derivatives are observed for the learning and adaptation.
When the signs of two consecutive partial derivatives remained the same, the step
size is increased so that the learning in the shallow regions could be accelerated.
Otherwise, when the signs are changed, it implies that the last update is too big
and the update value is decreased by a decrease value 5). By conducting these
procedures, the number of learning steps is signi¯cantly reduced compared to the
original gradient descent method.
1.2.2 Proposed Method for Faster Classi¯er Under Incremental Learn-
ing.
Considering the advantages of Rprop technique, an extended RAN-LTM is
proposed where the gradient descent method in RAN-LTM is accelerated based
on Rprop technique 5). The proposed method is called RAN-LTM-Rprop. In the
proposed method, only the weights and biases of the network are learned based
on Rprop technique. We evaluate the performance of the proposed method by
using the several data sets and the results demonstrated the e®ectiveness of the
new version of RAN-LTM.
1.3 Online Feature Extraction
In machine learning, there are two types of incremental learning: incremental
learning in classi¯er and incremental learning in feature extraction part. Feature
extraction is a process of converting higher dimensional input data into lower
5dimensional feature vector for the purpose of recognition 7) 8). It is important in
the recognition problem where it can a®ect the learning time and recognition pre-
cision 8). To date, numerous works have been done for feature extraction in order
to adapt to the applications that are dealing with the continuously generated data
7) 8) 9) 10). These approaches, including two well-known feature extractions: Prin-
cipal Component Analysis (PCA) 11) and Linear Discriminant Analysis (LDA)
12) 13).
PCA is a feature extraction that aims to obtain a low-dimensional subspace
from the training data by using the least squares method 8). This low-dimensional
subspace is called feature space where it is created without the class information.
This kind of learning is called unsupervised learning. There are some learning
algorithms have been proposed based on PCA 14) 15) 16) 17) 18). On the other hand,
LDA aims to maximize the separation of the classes in the feature space 8). This
kind of feature extraction allows for high-recognition with lower dimensionality
and it is often called supervised learning such that the class label is provided to the
learning system during the learning process. Many algorithms have been proposed
based on LDA 19) 20) 21) 22) 23) 24) 25) 26) 27) 28) 29) 30) 31). For instance, LDA and
PCA is extended to Incremental Linear Discriminant Analysis (ILDA) 32) 33) 34)
and Incremental Principal Component Analysis (IPCA) 35) 36) 37), respectively.
1.4 Acceleration of Online Feature Extraction under In-
cremental Learning
Under the incremental learning, fast learning is not only important in the classi-
¯er, but also very important in the feature extraction part. Another phenomenon
under the incremental learning is that most of the learning systems usually con-
sider the training samples is received one by one over time. In fact, the amount of
the training data to be received is uncontrollable in real situations. The training
data could be received sequentially one by one or chunk by chunk where a chunk
of data consists of multiple data. When a chunk of data is received, learning
6system has to learn the data one by one and it might increase the learning time
if the chunk size is large.
Principal Component Analysis (PCA) is a feature extraction that can approx-
imates an input feature into a low dimensional feature space by reducing and
rotating axes based on the maximum variance criterion. Kernel Principal Com-
ponent Analysis (KPCA) 38) 39) is an extended version of PCA and it is more
preferable because it can extract nonlinear feature of the training data. However,
KPCA is a batch learning approach. The primary issue of KPCA is that the
computational time is increased for the larger amounts of training data due to
the kernel matrix of all training data need to be decomposed. Thus, incremental
KPCA is more appropriate to deal with the training data in an online manner.
There are several incremental KPCA are proposed so far.
However, most of them consider the training samples are received sequentially
one by one. Takeuchi et al. 40) proposed an Incremental Kernel Principal Com-
ponent Analysis (IKPCA) where an eigenspace of IKPCA can be approximated
accurately by using linearly independent data. Although the training data is
learned incrementally by Takeuchi et al.'s IKPCA, but their approach is designed
to learn only one data at each time. Considering that most of the traditional in-
cremental learning approaches are designed to learn one data at each time, these
approaches have to learn the training data one by one even though a chunk of
multiple data is received. In other words, current version of IKPCA might not
be able to adapt to the fast generated data over a long time period.
In order to solve the issue of Takeuchi et al.'s IKPCA, we propose Chunk
Incremental Kernel Principal Component Analysis (CIKPCA). In the proposed
method, a chunk of data are learned at one time. However, the computation time
and memory costs are increased for the larger chunk sizes. Therefore, the training
data in a chunk are divided into smaller chunks, and only some training data in
smaller chunks are selected based on the importance. By reducing the training
data, it is expected that the computational time and memory costs should be
7reduced. Then, eigen-feature space is spanned by some linearly independent data
from the reduced data.
To evaluate the performance of the proposed method, learning time and recog-
nition accuracy is compared with those of IKPCA for the nine data sets obtained
from the UCI Machine Learning Repository database 41). It is observed that
the computational time is reduced signi¯cantly without reducing the recognition
accuracy.
1.5 Concept Drifts
During the incremental learning, the learning is not always supervene under
stationary environments. In real situations, the learning is often enforced under
nonstationary environments where a target function or a class boundary change,
resulting in increasing loss of relevance between the current and the previous
concepts. This leads to the need of model changes in order to adapt to the
current concept promptly 42). This dynamic nature in actual environments is
called \concept drifts" 42). This is a challenging issue in the ¯eld of machine
learning. It is expected that the performance of the current model would be
seriously dropped unless the model has ability to detect the concept drift and to
update itself by adapting to changing environments.
In general, concept drift can be classi¯ed into three types: abrupt change,
gradual change and recurring change 42). In abrupt change, the changes of data
streams happen dramatically from the previous concept. Example for this kind
of concept drifts including customer preferences toward some products changed
suddenly due to the weather, popularity of the product and so forth. For the
gradual change, the changes happen slowly over time. It implies that the di®er-
ence between the concepts is very small. Thus, we need longer time to notice the
concept drift is actually happening 43) 44) 45). For example, human appearances
keep changing over time due to the changes of hair style, aging, health conditions
and so forth. On the other hand, recurring concept drift happens when the pre-
8time
time
mean
time
(a) Sudden
(b) Gradual
(c) Reoccurence
Figure 1.2 Three types of concept drifts.
vious data distribution reappears after some time. Usually it is not clear when
the same data might reappear 42). The three type of concept drifts are shown in
Fig. 1.2.
1.5.1 Related Work in Concept Drifts
Most of the traditional incremental learning algorithms typically do not con-
sider the issue of concept drift. However, recently this issue has received great
attention because it is an important issue in machine learning. Several works have
been proposed to deal with the concept drifts in learning systems. Most of these
learning algorithms are concerned the concept drifts in the classi¯er learning 46)
47) 48). The most popular concept drift learning algorithm is ensemble classi¯er.
In the learning of the ensemble classi¯er, the classi¯cation outputs of multiple
classi¯ers are combined in order to obtain a ¯nal decision. Several excellent ma-
chine learning systems that address the ensemble classi¯er is brie°y discussed in
this section. Among these ensemble classi¯ers, Elwell et al. 47) proposed Learn++
9that can handle consecutive chunks of data without knowing the nature of the
drift. Their learning approach creates a new classi¯er when new chunk data are
given. The ¯nal classi¯cation result is determined by the combination of the
multiple classi¯ers using a dynamically weighted majority voting.
Apart from that, Minku et al. 46) proposed another version of the ensemble clas-
si¯er called Diversity for Dealing with Drifts (DDD). Their approach can achieve
better recognition accuracy. Although numerous online ensemble classi¯ers have
been successfully develop to handle the concept drifts, there are not much work
have been done to address the concept drift in feature space. Handling the con-
cept drifts in the feature space is another research direction that should not be
ignored. Previous types of incremental feature extraction, such as Incremental
Principal Component Analysis (IPCA) 2) and Incremental Linear Discriminant
Analysis (ILDA) 3) 49) do not o®er this ability. It is believed that the detection of
concept drifts for the feature extraction also plays an important role to enhance
the system performance.
1.5.2 Proposed Method to Handle Concept Drifts
In order to extract good features under nonstationary environments, this study
proposes a new version of ILDA such that it can detect the changes in class bound-
aries as well as perform the knowledge transfer by utilizing useful discriminant
vectors of the past concepts. In order to ¯nd useful features autonomously in
di®erent concepts, Hisada et al.'s incremental linear discriminant analysis with
knowledge transfer 3) which was developed for multitask learning problems is ex-
tended in order to handle the concept drift problem. The proposed method is
called \Extended ILDA-KT" for the notational simplicity. In Extended ILDA-
KT, an eigen-feature space is updated by the data in the current concept as
well as some useful vectors from the previous concepts. This process is called
knowledge transfer 50).
To evaluate the e®ectiveness of the proposed method, several experiments are
10
carried out by using three benchmark data sets. These data sets including the
three types concept drift (abrupt, gradual and recurring concept drift). It is
shown that the proposed Extended ILDA can handle the concept drift e®ectively
from the experimental results. The recognition accuracy is greatly improved
compared to that of ILDA that has no concept drift detection ability.
1.6 Research Objectives
In summary, the objectives of this study is to solve some problems under
the incremental learning. Therefore, several learning algorithms for incremen-
tal learning are proposed in this dissertation. Under the incremental learning,
data streams are often generated in high-speed. Fast learning is important for
both online classi¯er and online feature extraction part. Therefore, we have pro-
posed fast learning algorithms for online classi¯er and online feature extraction.
On the other hand, data are not always generated under stationary environments
over a time period. Thus, we have proposed a new learning algorithm in order to
solve a nonstationary issue under incremental learning.
The rest of this dissertation is organized as follows:
Chapter 2: A Fast Incremental Learning Algorithm for Feed-forward Neural
Networks Using Resilient Propagation
This chapter contains related works on RAN-LTM and the extended RAN-LTM
called RAN-LTM-Rprop is proposed to accelerate the learning by using the local
adaptive technique called Rprop.
Chapter 3: Online Feature Extraction based on Accelerated Kernel Principal
Component Analysis for Data Stream
This chapter contains related works on KPCA and IKPCA and the new version of
IKPCA called Chunk IKPCA to accelerate the learning time in IKPCA especially
when a large chunk of data is received.
Chapter 4: An Incremental Linear Discriminant Analysis for Data Streams
under Non-stationary Environments
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This chapter contains related work of ILDA and a new version of ILDA called
Extended ILDA-KT in order to handle the concept drift problem for the feature
extraction part.
Chapter 5: Conclusions
This chapter contains the summary of the dissertation and recommendations for
future work.
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Chapter 2
A Fast Incremental Learning Algorithm for
Feed-forward Neural Networks Using Resilient
Propagation
2.1 Introduction
One of the applications in real world problem is a person identi¯cation. Person
identi¯cation is a very important topic in the security problems. There are many
person identi¯cation systems had been implemented because security has been
an important issue nowadays 51) 52). Among the person identi¯cation systems,
password-based user authentication is simple and easy to implement. In this
study, we develop a person identi¯cation based on password based approach.
Here, we use Multilayer Perceptron (MLP) neural network to train both the user
ID and passwords. Considering that the learning time of MLP is long 53) even
though for a simple problem, Resilient Back-propagation (Rprop) technique 5) is
utilized to accelerate the training.
The rest of this chapter is organized as follows: In Section 2.2, we brie°y explain
Resilient Back-propagation (Rprop). Then, we implement simple password-based
user authentication based on Rprop technique in Section 2.3. In Section 2.4, the
performance of the proposed person identi¯cation is evaluated. Next, online
classi¯er called RAN-LTM 6) is described in Section 2.5 and RAN-LTM-Rprop is
proposed in Section 2.6. Finally, we give conclusions in Section 2.7.
13
2.2 Resilient Backpropagation (Rprop)
Rprop stands for \Resilient Back-propagation" which was originally proposed
by Riedmiller et al. 54) to accelerate the training in a feed-forward neural net-
work. Before the further explanation of the basic idea of Rprop, let us denote the
connection weight from neuron i to neuron j in a neural network as wij and E
be an error that is di®erentiable with respect to the connection weights. In the
original back-propagation neural network, the connection weights are tuned such
that the network performs a desired mapping of input and output activations.
The partial derivative @E
@wij
is computed repeatedly for each connection weight
in a network in order to obtain the least error between the input and output.
However, tuning the connection weights by gradient descent method usually lead
to slow convergence especially in the shallow regions. Therefore, many adap-
tive techniques have been proposed to solve the slow convergence in the gradient
descent method. These adaptive techniques included both global and local adap-
tive techniques 55). One of them is Rprop technique and it is a local adaptive
technique. Di®erent from the other adaptive techniques, the basic idea of Rprop
technique is to adapt the connection weights by observing only the signs of two
consecutive partial derivatives in order to judge the direction of the step size 54).
Here, the step size or update value ¢ij decide the size of the connection weight
change as follows 54):
¢wij(t) =
8>>>>><>>>>>:
¡¢ij(t); if @E@wij (t) > 0
+¢ij(t); if
@E
@wij
(t) < 0
0; else:
(2.1)
Then, the next step is to measure the new step size ¢ij. This can be done by
observing the signs of local gradients; that is, the signs of two consecutive partial
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derivatives are observed as shown in the following rule 54):
¢ij(t) =
8>>>>><>>>>>:
´+ ¤¢ij(t¡ 1); if @E@wij (t¡ 1) ¤ @E@wij (t) > 0
´¡ ¤¢ij(t¡ 1); if @E@wij (t¡ 1) ¤ @E@wij (t) < 0
¢ij(t¡ 1); else:
(2.2)
If the two consecutive partial derivatives possess the same sign, the step size is
increased by an increase factor whereas, if the signs of two consecutive partial
derivatives are changed, the step size is decreased by a decrease factor. The in-
crease and decrease factor are suggested to be within the range of 0 < ´¡ < 1 <
´+ 5). However, the value of ´+ and ´¡ are suggested to be 1.2 and 0.5, respec-
tively. These values are based on both the empirical evaluations and theoretical
considerations 5).
The previous works had shown the e®ectiveness of Rprop technique and it can
converge faster than the ordinary gradient descent method 56).
2.3 Development of the Person Identi¯cation
The person identi¯cation, comprised of two major processes: registration pro-
cess and authentication process.
2.3.1 User Registration Phase (Data Collection)
In this process, we randomly generate the user ID and passwords. The format
of data is suggested to be the combination of alphanumeric and symbols so that
the chances to be hacked can be reduced. However, both user ID and passwords
are limited to alphanumerics only in the system. Hence, users choose only the
10 numbers or 26 alphabets (either small or capital letters). During the learning
process, 200 user ID and passwords are used as the input data and another 85
user ID and passwords are generated as the testing data. For the testing data,
30 data consist of wrong matching between user ID and password while another
55 data are correct user ID and passwords.
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2.3.2 Authentication of User
In this part, the system decides whether the login user belongs to the registered
user or intruder. During the training process, MLP neural network is accelerated
based on Rprop technique. The login user is con¯rmed as a system user if the
matching result is successful. Otherwise, the login user is treated as intruder if
the login is failed. In this case, the user fails to get access to the door or system.
2.4 Performance Evaluation
The performance of the person identi¯cation system is evaluated based on the
number of epochs, learning time [sec.] and the Mean Square Error (MSE). Here,
Tansig transfer function is applied to the hidden layer and the Purelin transfer
function is applied to the output layer for the learning of neural network. In
addition, MLP based on Rprop technique is evaluated when the hidden nodes of
the network are changed. The training is carried out for the ten times and the
results are averaged over all the training sequences.
2.4.1 Mean Square Error (MSE)
To see the performance of the system, we evaluate the MSE when the number
of hidden nodes is increased. Fig. 2.1 shows the MSE of the network when the
hidden nodes are changed. As seen in Fig. 2.1, the MSE results for all hidden
nodes are below 0.001. It implies that all the generated outputs are almost
identical to the target.
2.4.2 Speed of the performance
Next, the speed of the system is evaluated based on the number of epochs and
the training time [sec.].
Figs. 2.2 and 2.3 show the the number of epochs and the learning time [sec.]
of the network when the hidden nodes are changed. As seen in Figs. 2.2 and 2.3,
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Figure 2.1 Mean Square Error (MSE) when the numbers of hidden nodes are
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Figure 2.2 The number of epochs when the numbers of hidden nodes are changed.
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Figure 2.3 Learning time [sec.] when the numbers of hidden nodes are changed.
both the the number of epochs and learning time are reduced as the hidden node
increases. Therefore, it is concluded that the system achieves good performance.
2.4.3 The System of Person Identi¯cation
This section consists of the learning system interfaces. Fig. 2.4 show the user
registration interface. In the registration interface, the user needs to register their
user ID and password. Then, these information is saved in a text ¯le. Considering
that MLP could not process the data directly, these data should convert to binary
form before the training of MLP. The training would be started when we click
the \submit button".
Fig. 2.5 show the user sign in phase. To login to the system, user ID and
password are keyed in by the user. Then, these information is sent to the user
authentication part when we press the \submit" to decide the validity of the user.
Finally, Fig. 2.6 shows the user authentication phase. If the encoded password
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Figure 2.4 Registration window.
Figure 2.5 Sign in window.
is matched, the user is recognized as a user and the login is successful. Otherwise,
the login process is considered failed.
Since this simple person identi¯cation is based on the batch mode classi¯er,
hence, it does not have an ability to handle the data under incremental learning.
Therefore, online classi¯er is needed to deal with the continuously generated data
19
Figure 2.6 Login results interface.
in real world applications.
2.5 Resource Allocating Network with Long Term Mem-
ory (RAN-LTM)
Incremental learning has been shown to be very helpful for real world applica-
tions. However, it creates another issue when new training data are drawn from a
biased distribution. In the learning of neural network, interference happens when
the input-output relationships that are trained previously tend to be destroyed
(i.e., forgetting) when the connection weights are repeatedly updated with new
data 6). Therefore, suppressing the interference is important under the incre-
mental learning environments. In order to handle this issue in neural networks,
Kobayashi et al. 6) proposed a new version of Resource Allocating Network called
Resource Allocating Network with Long Term Memory (RAN-LTM) 6). This is
because the original RAN 57) does not have an ability to suppress the interference
(i.e., forgetting). The data with inputs of the networks which is accurately ap-
proximated are allocated into RAN-LTM. Therefore, when a new data is received,
not only a new training data, but data that are stored in LTM are learned by the
gradient descent method.
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Figure 2.7 Resource Allocating Network (RAN).
RAN-LTM comprised of Resource Allocating Network (RAN) and Long Term
Memory (LTM), which learns connection weights incrementally and RBF units
are added automatically based on RAN.
2.5.1 Resource Allocating Network (RAN)
RAN is extended from Radial Basis Function (RBF) networks 58) which was
originally proposed by Platt 57). In the learning of RAN, only one hidden unit is
allocated at the beginning of the learning stage; hence, a simple approximation
is processed at ¯rst. Then, new hidden node is added to further develop RAN's
approximation ability when a new training data is received continuously. Fig.
2.7 illustrates the network architecture of RAN. In RAN, when a new input data
xp = (xp1; :::; xpI)
t is given, the RBF output yp = (yp1; :::; ypJ)
t is calculated based
on the distance between center vector of the jth hidden unit cj = (cj1; :::; cjI)
t
and the pth input as follows 6):
dj =k xp ¡ cj k2=
IX
i=1
(xpi ¡ cji)2 (j = 1; ¢ ¢ ¢ ; J) (2.3)
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ypj = exp(¡ dj
¾j2
) (j = 1; ¢ ¢ ¢ ; J) (2.4)
where ¾2j is a variance of the jth radial basis. In addition, I and J are the
number of input units and hidden units, respectively. The network outputs zp =
fzp1; ¢ ¢ ¢ ; zpKg0 are computed by 6)
zpk =
JX
j=1
wkjypj + °k (k = 1; ¢ ¢ ¢ ; K): (2.5)
Here, the number of output nodes is denoted as K. In addition, °k is a bias of
the kth output node and wkj is a network weight from the jth hidden node to
the kth output node. When a new training data is received, the network output
is calculated by Eqs. (2.3)-(2.5). Then, the error Ep between the output zp and
target Tp for the pth input is calculated by
6)
Ep =
vuut KX
k=1
(Tpk ¡ zpk)2: (2.6)
Next, either one of the following procedure is carried out depending on which
condition is satis¯ed 6).
(1) First Condition
If E > " and kxp ¡ c¤k > ±(t)
A hidden unit is included to RAN (i.e. J Ã J + 1) if an error exceeds the
value " and the distance between the nearest center vector c¤ with the pth
input xp is greater than ±(t). Then, the connection weights wkj, variance
¾J , and the center vector cJ , (parameters for the Jth hidden node in the
network) are set as follows 6):
wkJ = Tpk ¡ zk (k = 1; ¢ ¢ ¢ ; K) (2.7)
¾J = ·kxp ¡ c¤k (2.8)
cJi = xpi (i = 1; ¢ ¢ ¢ ; I); (2.9)
where · is a positive constant and ±(t) is reduced with time t by
±(t) = max[±max exp(
t
¿
); ±min] > 0 (2.10)
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while ±max and ±min are the greatest and the least values of ±(t), respectively.
In addition, ¿ is a decay value.
(2) Second Condition
If the ¯rst condition does not meet, the following parameters are updated
by the gradient descent method 6).
wNEWkj = w
OLD
kj + ®(Tpk ¡ zk)yj (2.11)
cNEWji = c
OLD
ji + 2
®
¾j
(xpi ¡ cji)yj
X
k
(Tpk ¡ zk)wkj (2.12)
°NEWk = °
OLD
k + ®(Tpk ¡ zk); (2.13)
where ® is a positive learning rate.
In the learning of RAN, it does not have an ability to suppress the interference.
Therefore, RAN-LTM was proposed by Kobayashi et al. 6) to solve the problem
of interference problem in RAN.
2.5.2 Resource Allocating Network with Long Term Memory (RAN-
LTM)
In RAN-LTM, memory-based learning approach is applied to the original RAN.
The data stored in LTM is called \LTM data" or \memory items". These data
are utilized to suppress the interference. Fig. 2.8 shows the architecture of the
extended version of RAN. The extended version of learning approach is called
Resource Allocating Network with Long-Term Memory (RAN-LTM) 6). In RAN-
LTM, newly received training sample is learned together with some data from
LTM. The learning of new training data with memory items could prevent the
problem of forgetting even though the data is given incrementally.
2.6 Extended RAN-LTM-Rprop
This section describes an extended version of RAN-LTM. As stated in Section
2.5.1, if the ¯rst condition is not satis¯ed, the second process is carried out to
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Figure 2.8 Resource Allocating Network with Long Term Memory (RAN-LTM).
update the learning in RAN-LTM; that is, the network parameters Eqs. (2.11)-
(2.13) are updated by the traditional gradient descent method. Considering that
the training using the gradient descent method is slow, more e±cient way is
needed to accelerate the convergence of RAN-LTM. Thus, we have extended the
original RAN-LTM such that Rprop is applied to update the network weights and
biases in RAN-LTM. For the notational simplicity, the new version of RAN-LTM
is called RAN-LTM-Rprop.
2.6.1 Learning Environments of Extended RAN-LTM
The network output is calculated by Eqs. (2.3)-(2.5) when an input xp is given
to RAN, and the error Ep between the output zp and target T p for the pth
input is calculated by Eq. (2.6). If E > " and kxp ¡ c¤k > ±(t), new hidden
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node is added into RAN-LTM. Otherwise, the network parameters need to be
updated based on the new data and some memory items from LTM. Here, the
memory items from LTM are recalled in order to tackle the problem of forgetting.
In RAN-LTM-Rprop, the connection weights wkj and the biases °k are learned
based on Rprop technique. The connection weights and the biases are updated
by the following rule:
wNEWkj = w
OLD
kj +¢wkj(t) (2.14)
°NEWk = °
OLD
k +¢°k(t) (2.15)
where
¢wkj(t) =
8>>>>><>>>>>:
¡¢wkj(t); if(Tpk ¡ zpk)yj > 0
+¢wkj(t); if(Tpk ¡ zpk)yj < 0
0; else
(2.16)
and
¢°k(t) =
8>>>>><>>>>>:
¡¢°k(t); if(Tpk ¡ zpk) > 0
+¢°k(t); if(Tpk ¡ zpk) < 0
0; else:
(2.17)
Here, @E
@wij
= (Tpk¡zpk)yj and @E@°k = Tpk¡zpk. Then, the next step is to determine
the new step sizes ¢wkj(t) and ¢
°
k(t). This can be done by observing the signs of
two consecutive partial derivatives as shown in the following rule:
¢wkj(t) =
8>>>>><>>>>>:
´+ ¤¢wkj(t¡ 1); if @E@wkj (t¡ 1) ¤ @E@wkj (t) > 0
´¡ ¤¢wkj(t¡ 1); if @E@wkj (t¡ 1) ¤ @E@wkj (t) < 0
¢wkj(t¡ 1); else
(2.18)
¢°k(t) =
8>>>>><>>>>>:
´+ ¤¢°k(t¡ 1); if @E@°k (t¡ 1) ¤ @E@°k (t) > 0
´¡ ¤¢°k(t¡ 1); if @E@°k (t¡ 1) ¤ @E@°k (t) < 0
¢°k(t¡ 1); else:
(2.19)
If the signs of two consecutive partial derivatives remained the same, the step
size is increased by an increase factor while its signs are changed; the step size is
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Algorithm 1 RAN-LTM-Rprop
Require:
² Training data xp = fxp1; ¢ ¢ ¢ ; xpIg0 and J = 1.
1: Calculate RBF outputs yp based on Eqs. (2.3)-(2.4).
2: Calculate the network output zpk by Eq. (2.5).
3: Measure Ep between the output zp and target T p for the pth input by Eq. (2.6).
4: if E > " and kxp ¡ c¤k > ±(t) then
5: J Ã J + 1
6: Set the center vector cJ , connection weights wkj , and variance ¾J (network parameters for the
Jth hidden node).
7: else
8: Call some memory items from LTM.
9: Update the connection weights and the biases by using Eqs. (2.14) - (2.19) for xp and some
memory items from LTM.
10: end if
Table 2.1 Evaluated data sets.
Data Set # Attrib. # Classes # Train # Test
Ozone 72 2 900 924
Banknote 4 2 800 572
Spambase 57 2 980 1000
decreased by a decrease factor. The value of increase and decrease factor is set to
1.2 and 0.5, respectively. Algorithm 1 shown the learning process of RAN-LTM-
Rprop.
2.6.2 Performance Evaluation
Three data sets (Ozone, Banknote Identi¯cation, and Spambase data) are ran-
domly selected from the UCI Machine Learning Repository 41) to evaluate the
performance of the proposed method. The summary of the three evaluated data
sets is shown in Table 2.1.
The network parameters, ¾j
2 and ±(t) for Ozone data is set to 50 and 0.6,
respectively while for Banknote identi¯cation data is set to 2 and 0.01, respec-
tively. In addition, the value for ¾j
2 and ±(t) is set to 10 and 0.2, respectively for
Spambase data.
The speci¯cation of the computer used for the performance evaluation are listed
as follows:
(1) Intel(R) Core(TM)2 Duo (3.16 GHz) with 2GB of random access memory.
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Table 2.2 Performance comparison results between the proposed RAN-LTM-R-
prop and RAN-LTM.
(a) Learning Time [sec.]
Data Sets RAN-LTM-Rprop RAN-LTM
Ozone 1.73§0.06 12.96§5.69
Banknote 16.48§0.93 8685.43§2145.23
Spambase 10.37§0.08 75.08§0.06
(b) Recognition Accuracy [%]
Data Sets RAN-LTM-Rprop RAN-LTM
Ozone 97.7§0.01 96.9§0.03
Banknote 95.7§0.07 93.8§0.12
Spambase 89.8§0.5 89.9§1.0
(2) The program development and the experiments are carried out with Matlab
(R2007b).
(3) Windows 7 (32-bit OS).
In the experiment, 25 trials with random training sequences are carried out and
the results are averaged for the number of training sequences. This is because the
sequence of training data would a®ect the performance of incremental learning.
2.6.3 E®ectiveness of RAN-LTM-Rprop
The learning time and learning accuracy of RAN-LTM-Rprop are compared
with the previous version of RAN-LTM to evaluate the performance of our pro-
posed method. The training of connection weights in RAN-LTM is conducted by
the gradient descent method.
Table 2.2 (a) and (b) show the learning time [sec.] and recognition accuracy
[%] for the three data sets. As seen in Table 2.2 (a), better performance always
achieved by the proposed method; that is, the learning time of RAN-LTM-Rprop
is signi¯cantly reduced compared to the original RAN-LTM. When Rprop tech-
nique applies to the learning in the connection weights, the size of update value is
determined by the signs of two consecutive partial derivatives. Therefore, when
the signs of two consecutive partial derivatives are the same, the step size is in-
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creased by an increase factor where the increase factor is suggested to be 1.2. By
increasing the step size, the learning could be faster compared to the traditional
RAN-LTM.
On the other hand, the recognition accuracies are almost similar between the
proposed method and RAN-LTM for the three data sets. Although the learning
time of RAN-LTM-Rprop is faster than the original RAN-LTM, the recognition
accuracies are remained stable between both learning algorithms. This is because
when the signs of the two consecutive partial derivatives are changed, it implies
that previous update is too big, and then the step size is decreased by a decrease
factor. This step is very important to ensure the training is not oscillated. Here,
the decrease value is set to 0.5. However, the selection of network parameters
would a®ect the recognition accuracy. Therefore, selection of appropriate network
parameters is important in the proposed method.
2.7 Conclusions
As a conclusion, a fast incremental learning algorithm for feed-forward neural
networks is proposed in which an expected forgetting is e®ectively suppressed by
extending Resource Allocating Network with Long Term Memory (RAN-LTM).
In the proposed method, Resilient Back-propagation is introduced in the learning
of connection weights and biases in RAN-LTM. The proposed method is called
RAN-LTM-Rprop. In the original RAN-LTM, the connection weights, the biases
and the RBF centers are learned by the conventional gradient descent method.
Therefore, the learning is usually slow. We extend the original RAN-LTM in
which Rprop technique is used to learn the connection weight as well as the
network biases.
To evaluate the performance of the extended version of RAN-LTM, three data
sets (Ozone, Banknote identi¯cation, and Spambase data) are obtained from the
UCI Machine Learning Repository 41). Learning time and recognition accuracy
are measured for both RAN-LTM and the proposed method. The experiment re-
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sults demonstrate that the learning time of RAN-LTM-Rprop is greatly reduced
compared to the original RAN-LTM while the recognition accuracy of the pro-
posed method is almost similar to RAN-LTM for the three data sets. In the
future, we plan to apply RAN-LTM-Rprop with more data sets including real
world data sets.
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Chapter 3
Online Feature Extraction based on Accelerated
Kernel Principal Component Analysis for Data
Stream
3.1 Introduction
Incremental learning is rapidly growing and strong body of work on this topic
has been written 2) 47) 59) 60) 61) 62) 63). To date, incremental learning has given
at least two contributions. The ¯rst contribution is that it can solve an issue
where all data are not provided at the beginning 64). In real situations, su±cient
training data are impossible to be available at one time and can only be provided
consecutively. For example, in human face recognition systems 65), human faces
keep changing due to the variable conditions such as lighting conditions, aging,
health problems, and so forth. Thus, it is impossible to collect all training data
at one time. As a result, learning performance could be degraded. A solution is
to learn the training data incrementally. By learning a system incrementally, the
expectation is that the system is constantly improved although su±cient amount
of training data are not provided at the beginning 66) 67).
The second contribution of incremental learning is that the learning is con-
ducted only one time for the training data. It means that learning system does
not keep all data, but instead of keeping the important information after training.
This can reduce the memory usage of the learning system. This kind of learn-
ing has been known as one-pass incremental learning 66). Due to the advantages
of incremental learning, it is not only important in classi¯er learning but also
30
very important in feature extraction. Therefore, numerous classi¯ers and feature
extraction approaches have been proposed in order to learn the data streams
incrementally.
One of the well-known feature extraction methods is Principal Component
Analysis (PCA) 11). Many algorithms have been proposed based on PCA 2) 67)
68) 69). Since PCA could only produce linear subspace feature extractors 70),
Kernel Principal Component Analysis (KPCA) 38) 39) is more preferable since the
training data are often in nonlinear form in real situations.
Some incremental-based approaches have been proposed to deal with data
streams in consideration of increased computation time for larger training data
in KPCA. To our best knowledge, several incremental types of KPCA have been
proposed to date.
One of the ¯rst incremental KPCA was proposed by Kim et al. 71). Their
proposed algorithm mainly focused on kernelizing Oja's and Sanger's rules. In
this method, only a small number of examples may require a large number of
repeated sweeps through all data before su±cient accuracy has been obtained.
Chin and Suter 70) then proposed another incremental type of KPCA, where
they update incrementally an eigen-feature space from the use of singular value
decomposition. However, large computation and memory costs are required to
construct the reduced-set expansion.
Another incremental KPCA was proposed by Takeuchi et al. 40) where an
eigen-feature space is approximated from linearly independent data. Takeuchi et
al.'s IKPCA needed to perform an eigenvalue decomposition for every single unit
of data in a chunk although stream data are given as a sequence of chunk data.
In this case, IKPCA might not be e±cient. In addition, Honeine 72) proposed an
algorithm that reduced the size of the model order, which aimed to accelerate the
learning time of incremental KPCA. Still, their proposed method assumed that
the training samples are received one-by-one.
To alleviate this issue, we extend Takeuchi et al.'s IKPCA so that the extended
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IKPCA is able to learn a chunk of data at one time. In our proposed method,
when a chunk of data is received, the data are ¯rst selected because not all data
in a chunk are useful for the learning. Before the selection of useful training data,
a chunk of data is ¯rst subdivided into smaller chunks and the useful data are
selected from the smaller chunks. This is because chunk size is uncontrollable in
real situations. As a result, there is an expected reduction for the computation
and memory costs. Then, the eigen-feature space is spanned by the linearly inde-
pendent data from the reduced data and only one time an intermediate eigenvalue
decomposition is calculated for a chunk of selected data.
The remainder of this chapter is organized as follows: Section 3.2 provides
a quick review of KPCA and Section 3.3 described Takeuchi et al.'s IKPCA 40).
Section 3.4 introduces the proposed Chunk IKPCA (CIKPCA). Section 3.5 shows
the performance of the proposed method and evaluation of the nine data sets that
are obtained from the Machine Learning Repository 41). Finally, Section 3.6 o®ers
our conclusions.
3.2 Kernel Principal Component Analysis (KPCA)
Since PCA can only perform a linear subspace feature extractor, which is not
suitable under the highly complex environments because generated data may
involve non-linear data distributions 70), KPCA is more preferable since it can
capture higher-order statistics present in a dataset. The main contribution of
KPCA is to perform a nonlinear feature extraction that can overcome the limi-
tations of PCA. We assume that X = f(xi; di)gNi=1 are given initially and x is an
n-dimensional data in an input space and has been mapped onto a feature space
by a specially designed mapping function Á(¢). Thus, Á(x) is the l-dimensional
data in the feature space. In the feature space, the covariance matrix Q of the
data is given by 73) 74)
Q =
1
N
NX
i=1
(Á(xi)¡ c)(Á(xi)¡ c)T (3.1)
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where c is a mean vector in the higher feature space and it can be computed as
follows:
c =
1
N
NX
i=1
Á(xi): (3.2)
Similar to PCA, in KPCA, we need to solve an eigenvalue decomposition based
on the following eigenvalue problem 73) 74):
QZ = Z¤ (3.3)
where ¤ is the eigenvalues and Z is the associated eigenvector matrix. The
eigenvalue problem is not computed directly considering that the dimensionality
l could be in¯nity, but we apply kernel trick to Eq. (3.3) by using the following
kernel function:
k(x;x0) = Á(x)TÁ(x0): (3.4)
Here, the eigenvector matrix Z is shown as follows 73) 74):
Z = [Á(x^1); ¢ ¢ ¢ ; Á(x^m)]
26664
®1;1 ¢ ¢ ¢ ®1;m
...
. . .
...
®m;1 ¢ ¢ ¢ ®m;m
37775 = ©mAm (3.5)
where m is a number of linearly independent data. Here, ®i = [®1i; : : : ; ®mi]
T (i =
1; : : : ;m) and Am = [®1; : : : ;®m] is a coe±cient vector and a coe±cient matrix,
respectively. The kernel matrix is represented by 73) 74)
H ij =
26664
k(x1;x1) ¢ ¢ ¢ k(x1;xj)
...
. . .
...
k(xi;x1) ¢ ¢ ¢ k(xi;xj)
37775 : (3.6)
A kernel eigenvalue problem 73) is given by
1
N
L¡1HTNm(IN ¡ 1N)HNm(L¡1)T (LT®i) = ¸i(LT®i) (3.7)
where ¸i is denoted as an eigenvalue (¸i ¸ 0) and LT®i is the associated ith
eigenvector for the eigen-feature space augmentation. IN is an N£N unit matrix
and 1N is an N £ N matrix where all matrix elements are equal to 1=N . L is
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a lower triangular matrix and it is acquired based on the Cholesky factorization,
Hmm = LL
T 73) 74).
Since the number ofm is usually very large and not all the features are bene¯cial
for the classi¯cation, low dimension feature space is constructed with the ¯rst d
largest eigenvalues. Then, we measure the following accumulation ratio to decide
whether the feature space augmentation is needed.
C(d) =
Pd
i=1 ¸iPm
i=1 ¸i
: (3.8)
3.3 Incremental Kernel Principal Component Analysis
(IKPCA)
The main issue of the batch KPCA is that the learning time is inverted with
an increasing amount of the training data 70) 75) 76) 77). The reason for this is that
the kernel matrix of all training data should be decomposed 76). Furthermore, it
is unrealistic in terms of computation and memory costs to keep all the input data
and update the feature space. Therefore, Takeuchi et al. proposed an incremental
version of KPCA 40) where incremental learning is carried out for all incoming
data.
3.3.1 Batch Learning
In this section, Takeuchi et al.'s Incremental Kernel Principal Component Anal-
ysis (IKPCA) 40) is explained in detail.
Learning of Initial Eigen-feature Space
When N initial training data X = fx1; : : : ; xNg are received, KPCA is per-
formed and an eigen-feature space is created by the initial training data. As
mentioned before, by using a mapping function Á(¢), these data are nonlin-
early mapped into a higher dimensional feature space and perform PCA. In
a high-dimensional feature space, linearly independent data are obtained from
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Figure 3.1 An eigenvector is represented as a linear combination of linearly
independent data.
X. Here, the linearly independent data in the feature space is denoted as
©m = [Á(x^1); : : : ; Á(x^m)] while the number of linearly independent data is de-
noted asm. An eigen-feature space is constructed by eigenvectorsZ = [zi; : : : ; zm]
which these eigenvectors are represented as a linear combination of linearly inde-
pendent data as shown in Fig. 3.1. Here, Z = ©mAm where Am = [®1; : : : ;®m]
is a coe±cient matrix. In order to obtain Am, Eq. (3.7) is solved. Finally, an
accumulation ratio C(d) is calculated based on Eq. (3.8) in order to determine
the eigen-feature space augmentation. Then, only the d largest eigenvalue are
selected from the m eigenvectors to form an eigen-feature space with low dimen-
sion.
3.3.2 Incremental Learning
Next, incremental learning is conducted to update the eigen-feature space when
a new data x is received. Then, N Ã N+1. Accumulation ratio C(d) is updated
with a newly added data. Therefore, the numerator and the denominator of
35
Eq.(3.8) is updated as follows 40):
dX
i=1
¸0i =
dX
i=1
1
N + 1
¡
N¸i +
©
zTi (Á(x)¡ c0)
ª¢
=
N2
(N + 1)3
"
(N + 1)2
N
dX
i=1
¸i +
dX
i=1
©
®Ti
¡
©TmÁ(x)¡©Tmc
¢ª2#
(3.9)
mX
i=1
¸0i =
1
N + 1
Ã
N
mX
i=1
¸i + jjÁ(x¡ c0)jj2
!
=
N2
(N + 1)3
"
(N + 1)2
N
mX
i=1
¸i +
¡
Á(x)TÁ(x)¡ 2Á(x)Tc+ jjcjj2¢#(3.10)
where ©m and Á(x) in Eqs. (3.9) and (3.10) are calculated as follows:
©TmÁ(x) = [k(x^1;x); ¢ ¢ ¢ ; k(x^m;x)]T ´Km(x): (3.11)
Since the term Á(x)Tc in Eq. (3.10) cannot be computed directly, newly added
data is represented with m linearly independent data as follows:
Á(x) ¼
mX
i=1
¯iÁ(x^i) = ©m¯ (3.12)
where the coe±cient vector is denoted as ¯ = f¯1; ¢ ¢ ¢ ; ¯mgT . Multiply both sides
with ©Tm and rearrange the equation, the following equation is obtained:
¯ =
¡
©Tm©m
¢¡1
©TmÁ(x) =H
¡1
mmKm (x) : (3.13)
Here, Hmm is a kernel matrix of m linearly independent data and it can be
calculated by
Hmm =
26664
k(x1;x1) ¢ ¢ ¢ k(x1;xm)
...
. . .
...
k(xm;x1) ¢ ¢ ¢ k(xm;xm):
37775 : (3.14)
By substituting Eq. (3.12) into Eq. (3.10), Á(x)Tc is obtained as follows:
Á(x)Tc ¼ ¯T (©Tmc): (3.15)
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3.3.3 Augmentation of Feature Space
If the current eigen-feature space is represented well by a newly added data,
the dimensionality of the eigen-feature space does not need to be expanded. Oth-
erwise, the dimension augmentation is needed, or the performance could be de-
graded. This could be done by measuring the accumulation ratio C(d). When the
updated C 0(d) is lower than the threshold µ, it implies that new data is needed
to expand the eigen-feature space. A residue vector is obtained by 40)
zd+1 =
h
jjhjj (3.16)
where h is represented by h = (Á(x)¡ c)¡Pdi=1 n(Á(x¡ c))T ziozi. Then, h
can be approximated by 40)
h ¼ Á(x)¡
dX
i=1
¡
Á(x)Tzi
¢
zi
=
h
©m Á(x)
i24 ¡Pdi=1 ¡Km(x)T®i¢®i
1
35 (3.17)
while jjhjj can be obtained by 40)
jjhjj2 = k(x;x)¡ 2
dX
i=1
¡
Km(x)
T®i
¢2
+
dX
i=1
dX
j=1
¡
Km(x)
T®i
¢ ¡
Km(x)
T®i
¢
®Ti Hmm®j: (3.18)
If new data is linearly independent data, it is included in a set of linearly inde-
pendent data ©m as shown below
40).
©m+1 =
h
©m Á(x)
i
(3.19)
and we update the coe±cient matrix Am+1 as follows
40):
Am+1 =
24 Am ¡ 1jjhjjPdi=1 ¡Km(x)T®i¢®i
0 1jjhjj
35 : (3.20)
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3.3.4 Rotation Matrix
The covariance matrix Q is updated as following when a new data x is added
40)
Q0 =
N
N + 1
µ
Q+
¹Á(x)¹Á(x)T
N + 1
¶
(3.21)
where ¹Á(x) = Á(x)¡ c．
Q0Z 0d0 = Z
0
d0¤
0
d0 : (3.22)
If no new eigen-axis is added d0 is equal to d，while d+ 1 for the case when new
eigen-axis is added. Here, Eq. (3.22) is not solved directly but is calculated by
using kernel method.
(a) When Eigen-axis is Added
When a new eigen-axis is added Zd+1, the eigenvectors matrix is updated by
40)
Z 0d+1 =
h
Zd Zd+1
i
R (3.23)
where R 2 R(d+1)£(d+1) is a rotation matrix. By subsituting Eqs. (3.21) and
(3.23) into Eq. (3.22) and multiply both sides with
h
Zd Zd+1
iT
the following
intermediate kernel eigenvalue problem is obtained 40).
N
N + 1
h
Zd Zd+1
iT ½
Q+
¹Á(x)¹Á(x)T
N + 1
¾h
Zd Zd+1
i
R = R¤0d+1: (3.24)
For the simplicity, let calculate Eq. (3.24) separately. First, by using Q ¼
Zd¤dZ
T
d , we obtain
40)
h
Zd Zd+1
iT
Q
h
Zd Zd+1
i
¼
24 ¤d 0
0T 0
35 : (3.25)
Next, the second term is obtained by 40)h
Zd Zd+1
iT
¹Á(x)¹Á(x)T
h
Zd Zd+1
i
=
24 ZTd ¹Á(x)¹Á(x)Zd ZTd ¹Á(x)¹Á(x)Zd+1
ZTd+1
¹Á(x)¹Á(x)TZd Z
T
d+1
¹Á(x)¹Á(x)TZd+1
35 : (3.26)
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Since the term of the left hand side in Eq. (3.26) cannot solved directly，we
replace f = ZTd+1
¹Á(x) and g = ZTd
¹Á(x). Then, substitute Eqs. (3.12) and
(3.16), we obtain 40)
f =
1
jjhjj
24 ¡Pdi=1 ¡Km(x)T®i¢®i
1
3524 ©Tm
Á(x)T
35 (Á(x)¡ c)
=
1
jjhjj
(
¡
dX
i=1
¡
Kd(x)
T®i
¢
®Ti
¡
Km(x)¡©Tmc
¢
+k(x;x)¡ ¯T (©Tmc)
ª
(3.27)
g =
26664
®T1
¡
Km(x)¡©Tmc
¢
...
®Tm
¡
Km(x)¡©Tmc
¢
37775 : (3.28)
On the other hand, by substituting Eqs. (3.27) and (3.28) into Eq. (3.24), we
obtain 40)
N
N + 1
0@24 ¤d 0
0T 0
35+ 1
N + 1
24 ggT fg
fgT f2
351AR = R¤0d+1: (3.29)
(b) When no Eigen-axis is Added
When there is no eigen-axis is added, the updated eigenvectors are given as
follows 40):
Z 0d0 = ZR (3.30)
Then, d0 = d and substitute into Eq. (3.22)．The kernel eigenvalue problem is
shown as follows:
N
N + 1
µ
¤d +
ggT
N + 1
¶
R = R¤0d (3.31)
The coe±cient matrix is updated by
Ad = AdR: (3.32)
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3.3.5 Update of Mean Vector
Finally jjc0jj2 is updated by 40)
jjc0jj2 = 1
(N + 1)2
(Nc+ Á(x))T (Nc+ Á(x))
=
N2
(N + 1)2
µ
jjcjj2 + 2
N
¯T ~c+
k(x;x)
N2
¶
: (3.33)
When a new data is added, jjcjj2 is replaced by jjc0jj2
(a) When New Eigen-axis is Added
©mc is updated by
©m0c
0 =
1
N + 1
©Tm (Nc+ Á(x)) =
1
N + 1
©
N©Tmc+Km(x)
ª
(3.34)
(b) When No Eigen-axis is Added
©mc is updated by
©m0c
0 =
1
N + 1
©Tm+1 (Nc+ Á(x)) =
1
N + 1
24 N~cKm(x)
N¯T ~ck(x;x)
35 : (3.35)
The process is repeated whenever new data is received. The main drawback of
this algorithm is that the intermediate kernel eigenvalue problem needs to be
solved one by one for each of newly received data as shown in Fig. 3.2. Thus,
when large chunk data is received under realistic environments, learning time
may be increased.
3.4 Chunk IKPCA
Considering that IKPCA needs to learn the data whenever new data is received,
a new online feature extraction is proposed in order to reduce the computation
and memory costs. In the proposed method, a chunk of data is learned at one
time. Before an eigen-feature space augmentation, we ¯rst select the useful data
from a new data chunk Y = fyigLi=1. In our assumption, when training data are
40
Takeuchi et al. ’s IKPCA
Sequential 
data
Initial learning
Additional  
data
Figure 3.2 Takeuchi et al.'s IKPCA.
received in a chunk, not all the data contribute to the learning of the eigen-feature
space. Some data contribute much to span an eigen-feature space while the others
contribute less 75). Thus, by discarding the redundant data in a chunk, the
expectation is that the computational time and memory costs are reduced. The
main procedures of the proposed method are discussed below and the algorithm
of the proposed method is summarized at the end of this section.
3.4.1 Data Selection
Before the incremental learning is carried out, batch KPCA is applied to initial
dataX = fxigNi=1. Then, the initial data are utilized to construct an eigen-feature
space. During the initial learning, we determine the number of eigen-axes to
construct a minimum d dimensional eigen-feature so that the accumulation ratio
exceeds threshold µ. The eigenvectors spanning the d-dimensional eigen-feature
space Z = fz1; : : : ; zdg 2 <l£d are the combination of m linearly independent
data ©m as shown follows
74):
zi = [Á(x^1); ¢ ¢ ¢ ; Á(x^m)]
26664
®1i
...
®mi
37775 = ©m®i (3.36)
where coe±cient for the ith eigenvector is denoted as ®i = [®1i; : : : ; ®mi]
T (i =
1; : : : ; d) and Ad = [®1; : : : ;®d] is a coe±cient matrix. When new data chunk
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Smaller chunk
Select the data from smaller 
chunk based on accumulation ratio
…
Initial data
Figure 3.3 Data selection.
Y = fyigLi=1 is received, the feature space is updated. However, the data are
selected based on the accumulation ratio before updating the eigen-feature space.
Tokumoto and Ozawa 78) investigated the in°uence of the chunk size on the learn-
ing time because the amount of training data is uncontrollable in real situations.
They found that learning time increased for larger chunks. Therefore, the com-
putation time to obtain the accumulation ratio could be increased. In this case,
the data selection could be computationally expensive by itself.
To alleviate this problem, when new data chunk Y is received, the data are
¯rst divided into smaller chunks ~y = fyigni=1 and the data are selected from the
smaller chunks as shown in Fig. 3.3. The mean vector is updated as
c0 =
1
N + n
(
Nc+
nX
j=1
Á(yj)
)
=
1
N + n
fNc+ ncyg (3.37)
where cy =
1
n
Pn
j=1 Á(yj). The criterion for the data selection is based on an
accumulation ratio. The accumulation ratio C(d) is updated with smaller chunk
data ~y as follows:
C 0(d) =
Pd
i=1 ¸
0
iPm
i=1 ¸
0
i
(3.38)
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where the numerator and the denominator are shown as follows:
dX
i=1
¸0i =
N
N + n
dX
i=1
¸i +
Nn
(N + n)2
dX
i=1
©
®Ti (~c¡ ~cy)
ª2
+
1
N + n
dX
i=1
nX
j=1
©
®Ti (Km(yj)¡ ~cy)
ª2
(3.39)
mX
i=1
¸0i =
N
N + n
mX
i=1
¸i +
Nn
(N + n)2
kck2 ¡ 1
(N + n)2
nX
i=1
nX
j=1
k(yi;yj)
¡ 2N
(N + n)2
nX
i=1
¯Ti ~c+
1
N + n
nX
j=1
k(yj;yj): (3.40)
Here, ~c, ~cy, Km(yj) and ¯i are calculated using the kernel functions as follows:
~c = ©Tmc =
1
N
"
NX
i=1
k(x^1;xi); ¢ ¢ ¢ ;
NX
i=1
k(x^m;xi)
#T
(3.41)
~cy = ©
T
mcy =
1
n
"
nX
i=1
k(x^1;yi); ¢ ¢ ¢ ;
nX
i=1
k(x^m;yi)
#T
(3.42)
Km(yj) = ©
T
mÁ(yj) =
£
k(x^1;yj); ¢ ¢ ¢ ; k(x^m;yj)
¤T
(3.43)
¯i =H
¡1
mmKm(yi): (3.44)
The detail derivation of the numerator and denominator are shown below.
The numerator of accumulation ratio C(d) is calculated as follows:
dX
i=1
¸0i =
1
N + n
dX
i=1
"
NX
j=1
jjzTi (Á(xj)¡ c0) jj2 +
nX
j=1
jjzTi
¡
Á(yj)¡ c0
¢ jj2# : (3.45)
This is because an eigenvector is represented by the variance of data projected to
it. In other words, it is equivalent to the eigenvalues. By substituting Eq. (3.37)
into the ¯rst term of Eq. (3.45), and 1
N
PN
j=1 jjzTi (Á(xj)¡ c)jj2 = ¸i we obtain
1
N + n
dX
i=1
NX
j=1
jjzTi (Á(xj)¡ c0) jj2
=
1
N + n
dX
i=1
½
N¸i +
Nn2
(N + n)2
jjzTi (c¡ cy) jj2
¾
: (3.46)
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Also, by substituting Eq. (3.37) into the second term of Eq. (3.45) andPn
j=1
¡
Á(yj)¡ cy
¢
= 0 we obtain
1
N + n
dX
i=1
nX
j=1
jjzTi
¡
Á(yj)¡ c0
¢ jj2
=
1
N + n
dX
i=1
(
nX
j=1
jjzTi
¡
Á(yj)¡ cy
¢ jj2 + N2n
(N + n)2
jjzTi (c¡ cy) jj2
)
:(3.47)
By adding Eq. (3.46) and Eq. (3.47), the numerator of accumulation ration C(d)
becomes
dX
i=1
¸0i =
N
N + n
dX
i=1
¸i +
Nn
(N + n)2
dX
i=1
jjzTi (c¡ cy) jj2
+
1
N + n
dX
i=1
nX
j=1
jjzTi
¡
Á(yj)¡ cy
¢ jj2: (3.48)
On the other hand, for the denominator
mX
i=1
¸0i =
1
N + n
(
NX
j=1
jj (Á(xj)¡ c0) jj2 +
nX
j=1
jj ¡Á(yj)¡ c0¢ jj2
)
: (3.49)
By substituting Eq.(3.37) into the ¯rst term of Eq. (3.49) and
1
N
PN
j=1 jjzTi (Á(xj)¡ c)jj2 = ¸i, we obtain
1
N + n
NX
j=1
jj (Á(xj)¡ c0) jj2 = N
N + n
mX
i=1
¸i +
Nn2
(N + n)3
jjc¡ cyjj2: (3.50)
By substituting Eq.(3.37) into the second term of Eq. (3.49) andPn
j=1
¡
Á(yj)¡ cy
¢
= 0, we obtain
1
N + n
nX
j=1
jj ¡Á(yj)¡ c0¢ jj2
=
1
N + n
nX
j=1
jjÁ(yj)¡ cyjj2
N2n
(N + n)3
jjc¡ cyjj2: (3.51)
By adding Eq. (3.50) and Eq.(3.51), the denominator of Eq. (3.38) becomes
mX
i=1
¸0i =
N
N + n
mX
i=1
¸i +
Nn
(N + n)2
jjc¡ cyjj2
+
1
N + n
nX
j=1
jjÁ(yj)¡ cyjj2: (3.52)
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Since we cannot compute Eq. (3.48) and Eq.(3.52) directly, the kernel trick is
used to update the equations. First, we apply the kernel trick into each term of
Eq. (3.48). The second term of Eq. (3.48) is shown as follows:
jjzTi (c¡ cy) jj2 =
©
®Ti (~c¡ ~cy)
ª2
: (3.53)
The ¯rst and second term of Eq.(3.53) are shown in Eq.(3.41) and Eq.(3.42),
respectively. The third term of Eq. (3.48) is shown as follows:
jjzTi
¡
Á(yj)¡ cy
¢ jj2 = ©®Ti ¡©TmÁ(yj)¡©Tmcy¢ª2 (3.54)
and the ¯rst term of Eq. (3.54) is shown in Eq.(3.43).
Apart from that, the second term of Eq.(3.52) is shown as follows:
jjc¡ cyjj2 =
°°c2°°+ kcyk2 ¡ 2cTy c (3.55)
where the ¯rst term of Eq.(3.55) is calculated by
°°c2°° = 1
N2
NX
i=1
NX
j=1
k(xi;xj) (3.56)
and the second term of Eq.(3.55) is calculated by
kcyk = 1
n2
nX
i=1
nX
j=1
k(yi;yj) (3.57)
while the third term of Eq.(3.55) is calculated by
cTy c =
1
n
nX
i=1
Á(yi)
Tc: (3.58)
In order to calculate Á(yi)
Tc, the following equation is represented by m linearly
independent data
Á(yi) ¼
mX
j=1
¯iÁ(x^j) = ©m¯i: (3.59)
Here, ¯i = f¯i1; ¢ ¢ ¢ ;¯imgT is a coe±cient vector. Rearrange Eq.(3.72) and
multiply both sides with ©Tm, ¯i is written as ¯i =
¡
©Tm©m
¢¡1
©TmÁ(yi) =
45
H¡1mmKm (yi) which is shown in Eq.(3.44). Here, Hmm is a kernel matrix of
m linearly independent data and it can be calculated by
Hmm =
26664
k(x^1; x^1) ¢ ¢ ¢ k(x^1; x^m)
...
. . .
...
k(x^m; x^1) ¢ ¢ ¢ k(x^m; x^m)
37775 : (3.60)
Eq.(3.58) can be represented by
cTy c =
1
n
nX
i=1
Á(yi)
Tc ¼ 1
n
nX
i=1
¯Ti ~c: (3.61)
Finally, the third term of Eq. (3.52) can be represented as
jjÁ(yj)¡ cyjj2 = k(yj;yj)¡ 2Á
¡
yj
¢T
cy + kcyk2 : (3.62)
The second term of Eq.(3.62) is calculated by
Á
¡
yj
¢T
cy =
1
n
nX
i=1
k(yj;yi): (3.63)
By using the above information, Eq. (3.39) and Eq. (3.40) are obtained.
If the updated accumulation ratio in Eq. (3.38) is lower than µ, the implica-
tion is that the given data ~y are not represented well by the current eigenspace.
Therefore, an eigenspace should be augmented by adding eigenaxes as shown in
Fig. 3.4. As mentioned before, an eigenvector is represented as a linear combina-
tion of independent data ©m. Thus, in order to add eigenaxes, we need to ¯nd
linearly independent data from ~y and add them to ©m. For every data in ~y,
a normalized residue vector hi= khik is calculated where this normalized residue
vector is a candidate of eigenvector for the feature space augmentation. In addi-
tion, hi is denoted as hi ¼ Á(yi)¡
Pd
j=1(Á(yi)
Tzj)zj and it can be rewritten as
follows:
hi =
h
©m Á(yi)
i24 ¡Pdj=1 ¡KTm(yi)®j¢®j
1
35 (3.64)
46
New data
No axis is 
added
New axis 
should be added
Figure 3.4 Criterion for augmentation of eigen-feature space.
while khik can be calculated as the square root of the following:
khik2 = k(yi;yi)¡ 2
dX
j=1
¡
KTm(yi)®j
¢2
+
dX
j=1
dX
k=1
¡
KTm(yi)®j
¢ ¡
KTm(yi)®k
¢£®TjHmm®k: (3.65)
Here, z^i can be represented by
z^i =
h
©m Á(yi)
i264 ¡ 1khik
Pd
j=1
¡
KTm(yi)®j
¢
®j
1
khik
375
´
h
©m Á(yi)
i
®i: (3.66)
To obtain a minimum number of independent data where the accumulation ratio
C 0(d) exceeds a threshold µ, we should ¯nd data with the largest variances from
~y as shown in Fig. 3.5. The reason is that the variance of data projected to z^i
is equivalent to the eigenvalues and it is added in order to update the numerator
C 0(d). This can be calculated by ¾2(Á(yi)) as follows:
¾2(Á(yi)) =
1
N + n
(
NX
j=1
kz^Ti (Á(xj)¡ c0) k2
+
nX
j=1
kz^Ti
¡
Á(yj)¡ c0
¢ k2) (3.67)
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Figure 3.5 Selection of eigen-axis.
and we assume that 1
N+n
PN
j=1 kz^Ti (Á(xj)¡ c0) k2 ¼ 0 because z^i exists in the
complementary subspace of an eigen-feature space. By using Eq.(3.36), Eq.(3.37),
and 1
N+n
PN
j=1 kz^Ti (Á(xj)¡ c0) k2 ¼ 0, Eq. (3.67) is reduced to
¾2(Á(yi)) ¼
1
khik2(N + n)
nX
j=1
n
k(yi;yj)¡
N
N + n
¯Ti ~c¡
1
N + n
nX
k=1
k(yi;yk)
¡
dX
k=1
¡
KTm(yi)®k
¢
®Tk £
½
Km(yj)¡
N~c+ n~cy
N + n
¾¾2
(3.68)
where Km(yi), ~c, and ~cy are computed recursively by
K 0m+1(yi) =
24 Km(yi)
k(x^m+1;yi)
35 (3.69)
~c0 = ©Tm+1c =
24 ~c
¯ (x^m+1)
T ~c
35 (3.70)
~c0y = ©
T
m+1cy =
24 ~cy
1
n
Pn
i=1 k(x^m+1;yi)
35 : (3.71)
Here, Á(yi) is a (m + 1)th linearly independent data and included to ©m as
shown below:
©m+1 =
h
©m Á(x^m+1)
i
: (3.72)
The coe±cient matrix Ad is updated by
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Ad+1 =
24 Ad ¡ 1jjhijjPdj=1 ¡KTm(yi)®j¢®j
0 1jjhijj
35 : (3.73)
By adding ¾2(Á(yi)) to the numerator of Eq. (3.38), the accumulation ratio
C(d) is updated. Another data should be selected if the accumulation ratio C 0(d)
is still not exceeds the threshold µ. Here, m0 represents m + 1 and d0 represents
d+1 for the sake of the notational simplicity. Assume that we select (m0+1)-th
data. A candidate axis is obtained as follows:
z^0i =
h0i
jjh0ijj
(3.74)
where
h0i =
h
©m0 Á(yi)
i
£
24 Ad0 ¡Pd0j=1 ¡KTm0(yi)®j¢®j
0 1
35 : (3.75)
In Eq. (3.74), jjh0ijj can be obtained by calculating its squared norm as follows:
jjh0ijj2 = k(yi;yi)¡ 2
d0X
j=1
¡
KTm0(yi)®j
¢2
+
d0X
j=1
d0X
k=1
¡
KTm0(yi)®k
¢ ¡
KTm0(yi)®k
¢£®TjH (m0)(m0)®k: (3.76)
The variance ¾2(Á(yi)) can be calculated as follows:
¾02(Á(yi)) =
1
jjh0ijj2(N + n) +
nX
j=1
n
k(yi;yj)¡
N
N + n
¯Ti ~c¡
1
N + n
nX
k=1
k(yi;yk)
¡
d0X
k=1
¡
KTm0(yi)®k
¢
®TkKm0(yj) +
N
N + n
d0X
k=1
¡
KTm0(yi)®k
¢
®Tk ~c
+
n
N + n
d0X
k=1
¡
KTm0(yi)®k
¢£®Tk ~cy
)2
(3.77)
where ~c and ~cy can be calculated recursively as follows:
~c =
24 ~c¡
H¡1mmKm(y^)
¢T
~c
35 (3.78)
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~cy =
24 ~cy
1
n
Pn
i=1 k(x^m0 ;yi)
35 (3.79)
Km0(yi) =
24 Km(y(i))
k(x^m0 ; y(i))
35 : (3.80)
Here, new linearly independent data are denoted as Á(x^m0+1) where it is decided
based on the highest ¾02(Á(x^m0+1)). This linearly independent data is added to
©m0+1 as follows:
©m0+1 =
h
©m0 Á(x^m0+1)
i
(3.81)
where Á(x^m0+1) is a new linearly independent data. The new accumulation ratio
C(d0 + 1) is obtained by adding ¾02(Á(x^m0+1)) to the numerator of C(d0). The
coe±cient matrix is updated by
Ad0+1 =
24 Ad0 ¡ 1jjhijjPd0j=1 ¡KTm0(yi)®j¢®j
0 1jjhijj
35 : (3.82)
This process is repeated if the updated accumulation ratio is not exceeds the
threshold µ. For the notational simplicity, the selected data are denoted as ~Y =
fyig~Li=1. The data are arranged into smaller chunks if the size of useful data ~Y
are large. This is to ensure the constant update speed and memory usages. Next,
whether or not the augmentation of eigen-feature is needed is checked after the
process of data selection.
3.4.2 Update of Feature Space
If the l linearly independent data are included, the covariance matrix Q0 is
calculated by
Q0 =
1
N + ~L
8<:NQ+
~LX
i=1
¹Á(yi)¹Á(yi)
T +
N ~L
N + ~L
¹c¹cT
9=; (3.83)
where ¹c = c¡ cy and ¹Á(yi) = Á(yi)¡ cy. Then, we calculate the new eigenvalue
problem as follows:
Q0Z 0d00 = Z 0d00¤0d00 : (3.84)
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Here, Z 0d00 and ¤
0
d00 correspond to the matrix of new eigenvector and a diagonal
matrix, respectively. The diagonal elements are d00 eigenvalues in the diagonal
matrix. The update of feature space depends on two cases. The ¯rst case is when
the new eigenvectors are included and the second case is when the eigenvector is
not included into the feature space. d00 = d+ l if l new eigenvectors are included.
Otherwise, d00 = d.
(a)When l New Eigenvectors are Included
The matrix of eigenvector is updated as following when l new eigenvectors are
included.
Z 0d+l =
h
Zd Z^ l
i
R (3.85)
and Z^ l can be represented by
Z^ l =
h
zd+1 ¢ ¢ ¢ zd+l
i
(3.86)
while a rotation matrix is denoted as R 2 R(d+l)£(d+l).
By substituting Eq. (3.83) and Eq. (3.85) into Eq. (3.84), then multiplied byh
Zd Z^ l
iT
, we rewrite the kernel eigenvalue problem by
1
N + ~L
h
Zd Z^ l
iT 0@NQ+ ~LX
i=1
¹Á(yi)¹Á(yi)
T +
N ~L
N + ~L
¹c¹cT
!
£
h
Zd Z^ l
i
R = R¤0: (3.87)
Then, we calculate each term in the left-hand side of Eq. (3.87) as follows:
h
Zd Z^ l
iT
Q
h
Zd Z^ l
i
¼
24 ¤ 0d£l
0Td£l 0l£l
35 (3.88)
h
Zd Z^ l
iT
¹Á(yi)¹Á(yi)
T
h
Zd Z^ l
i
= f if
T
i (3.89)
h
Zd Z^ l
iT
¹c¹cT
h
Zd Z^ l
i
= ppT (3.90)
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where
f i = A
T
d+l
¡
Km+l(yi)¡©Tm+lcy
¢
(3.91)
p = ATd+l
¡
©Tm+lc¡©Tm+lcy
¢
: (3.92)
Finally, an intermediate kernel eigenvalue problem is obtained as follows:
1
N + ~L
0@N
24 ¤ 0d£l
0d£l 0l£l
35+ ~LX
i=1
f if
T
i +
N ~L
N + ~L
ppT
!
R = R¤0d+l: (3.93)
Intermediate kernel eigenvalue problem is solved in order to obtain the rotation
matrix R.
(b) When No l New Eigenvector is Added
On the other hand, the rotation of eigenvectors is given as following when no
eigenvector is added.
Z 0d = ZdR: (3.94)
Then, the intermediate eigenvalue problem can be obtained by substituting Eq.(3.94)
into Eq. (3.84).
1
N + ~L
0@N¤d + ~LX
i=1
f if
T
i +
N ~L
N + ~L
ppT
1AR = R¤0d (3.95)
where the two terms on left-hand side of Eq. (3.95) are represented as
f i = A
T
d
¡
Km(yi)¡©Tmcy
¢
(3.96)
p = ATd
¡
©Tmc¡©Tmcy
¢
: (3.97)
The rotation matrix R 2 Rd£d is obtained by solving Eq. (3.95).
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Algorithm 2 Chunk Incremental Kernel PCA (CIKPCA)
Require: Initial training data X = fxigNi=1, S=number of smaller chunks.
1: Obtain a threshold of accumulation ratio µ based on the cross validation.
2: Perform KPCA for X and obtain an initial eigen-feature space ­ = f©m;Ad;¤d; Ng.
3: Obtain the linearly independent data such that the accumulation ratio C(d) is higher than µ.
4: loop
5: Input: A new chunk of training data Y = fyigLi=1.
6: Divide Y into smaller chunks ~y = fyigni=1 .
7: for k=1: S do
8: Perform the Data Selection.
9: end for
10: Update the C0(d) by Eq. (3.38).
11: if C0(d) ¸ µ then
12: Obtain R by Eq. (3.95).
13: Update the coe±cient matrix:A0d = AdR.
14: else
15: while C0(d) < µ do
16: for i=1: ~L do
17: Calculate variance ¾2(Á(yi)) by Eq. (3.68).
18: end for
19: Obtain linearly independent data with the m+ 1 largest variances.
20: Update the coe±cient matrix Ad+1 by Eq. (3.73).
21: Calculate the accumulation ratio C(d + 1) by adding ¾2(Á(yi)) to the numerator of Eq.
(3.38).
22: end while
23: Obtain R by Eq. (3.93).
24: Update the coe±cient Matrix:A0d+l = Ad+lR.
25: end if
26: Update kck2 and ~c0 by Eqs.(3.98)-(3.99).
27: end loop
3.4.3 Mean Update
kck2 is updated by
kc0k2 = 1
(N + ~L)2
0@N2 kck2 + 2N ~LX
i=1
¯Ti ~c+
~LX
i=1
~LX
j=1
k(yi;yj)
1A (3.98)
~c0 =
1
N + ~L
(N~c+ ~L~cy): (3.99)
When the new selected data are given, kc0k2 and ~c0 are replaced with kck2 and
~c, respectively.
The procedures of the proposed method are shown in Algorithms 2 and 3.
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Algorithm 3 Data Selection
Require:
² Smaller chunk training data ~y = fyigni=1.
Ensure: Selected data ~Y = f~yig~Li=1.
1: Update the C0(d) by Eq. (3.38).
2: while C0(d) < µ do
3: for i= 1: n do
4: Calculate variance ¾2(Á(yi)) by Eq. (3.68).
5: end for
6: Obtain linearly independent data with the m+ 1 largest variances.
7: Update the coe±cient matrix Ad+1 by Eq. (3.73).
8: Calculate the accumulation ratio C(d+ 1) by adding ¾2(Á(yi)) to the numerator of Eq. (3.38).
9: end while
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Figure 3.6 Illustration of incremental learning environments.
3.5 Experimental Results
3.5.1 Experiment Setup
We evaluate the performance of the proposed method with the nine data sets
that are obtained from the UCI Machine Learning Repository 41). The standard
KPCA is performed for the ¯rst 100 pieces of training data in order to construct an
initial eigen-feature space. The remaining data are used for incremental learning
as shown in Fig.3.6. In addition, Table 3.1 presents a summary of the data.
In the experiments, all the data are equally divided into two parts (training
data and test data) and the two-fold cross validation is carried out for the learn-
ing purpose. In the experiment, 30 trials with di®erent training sequences are
conducted for almost all the data sets while two trials with di®erent training
sequence for Adult and Bank data sets. Then, the results are averaged over
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the training sequences. This is because the sequence of training data could af-
fect the performance of incremental learning. Apart from that, Gaussian Kernel
k(x;y) = exp(¡° kx¡ yk2) is utilized as a kernel function in the experiments.
During the initial training stage, parameter ° and µ are determined automatically
based on the 5-fold cross validation.
The performance evaluation is based on Intel(R) Core(TM)2 Duo (3.16 GHz)
with 2GB of random access memory. Matlab (R2007b) is utilized for the experi-
mental part under Windows 7 (32-bit OS).
3.5.2 Performance Evaluation
In this section, we evaluate the performance of the proposed method by com-
paring it with the standard KPCA and IKPCA. Table 3.2 shows the recognition
accuracy [%] and the computational time [sec.] for the standard KPCA, Takeuchi
et al.'s IKPCA, and the proposed method. The results are averaged with the
standard deviation. In this experiment, the chunk size is ¯xed at L = 100. Ta-
ble 3.2-(a) demonstrates that the recognition accuracies [%] are almost the same
among KPCA, IKPCA, and CIKPCA for all data sets. To check the statistical
signi¯cance between CIKPCA and the other two algorithms, Welch's t-test 79) are
performed. In the results of the Welch's t-test, a circle with dot is added when
the recognition accuracy of CIKPCA had no signi¯cant di®erence from KPCA
and IKPCA. The results imply that the essential information is not lost although
Table 3.1 Evaluated data sets.
Data Set # Attrib. # Classes # Train # Test
Ozone 72 2 924 924
Thyroid 21 3 3600 3600
Spambase 57 2 1000 1000
Waveform 21 3 2500 2500
Advertisement 1558 2 1179 1180
Optical-digit 64 10 2810 2810
Splice 60 2 1588 1587
Adult 14 2 22611 22611
Bank 10 10 22606 22605
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Table 3.2 Performance comparison of KPCA, IKPCA, and CIKPCA.
(a) Recognition Accuracy [%]
Data Sets KPCA IKPCA CIKPCA
Ozone 95.2§0.01 95.0§0.01 95.2§0.01 ¯
Thyroid 92.2§0.02 92.3§0.02 92.2§0.02 ¯
Spambase 83.2§0.05 83.5§0.02 84.2§0.03 ¯
Waveform 74.4§0.01 74.7§0.01 74.8§0.01 ¯
Advertisement 85.6§0.07 85.8§0.06 84.9§0.06 ¯
Optical-digit 89.0§0.01 87.8§0.05 88.3§0.03 ¯
Splice 61.9§0.06 60.1§0.07 60.6§0.07 ¯
Adult 68.9§0.01 66.5§0.03 66.3§0.03 ¯
Bank 87.4§0.02 87.3§0.01 87.1§0.01 ¯
(b) Learning time [sec.]
Data Sets KPCA IKPCA CIKPCA
Ozone 103.32§83.73 2.87§5.86 0.53§0.17**
Thyroid 692.40§4.41 4.25§6.85 0.80§0.46**
Spambase 20.39§14.82 9.57§7.81 0.70§0.39**
Waveform 4123.61§6407.88 2.53§1.53 1.19§0.74**
Advertisement 79.54§39.23 88.02§99.57 5.00§0.94**
Optical-digit 12853.33§11275.80 304.07§787.22 2.75§1.40**
Splice 1516.26§840.88 113.31§383.73 1.86§1.05*
Adult 185580.00§3.94 42.88§1.48 10.17§9.45*
Bank 185122.6§3501.719 130.98§15.98 56.66§6.47*
the data in a chunk are reduced, i.e., the eigen-feature space is spanned by the
linearly independent data in a chunk. The results suggest the data selection can
lead to equal or better generalization performance than larger chunks that contain
redundant data.
Table 3.2-(b) shows the learning time for KPCA, IKPCA, and CIKPCA. In the
results of the Welch's t-test 79), a double asterisk indicate that the learning time
of CIKPCA is greatly reduced from the other two algorithms. A single asterisk is
added when the learning time of CIKPCA is signi¯cantly reduced from KPCA.
The results show that the proposed method learn faster than KPCA and IKPCA.
The reason for this is that the computation time for kernel matrix decomposition
is reduced when only small amounts of data are retained in a chunk.
To understand the results of the computational time in Table 3.2 (b), The
computational complexity of IKPCA and CIKPCA is studied. Table 3.3 shows
the computational complexity of some operations for both IKPCA and CIKPCA.
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Table 3.3 Computational complexity of IKPCA and CIKPCA.
IKPCA CIKPCA
Numerator O(mnd) O(mndL)
Denominator O(m3) O(m3L+ nL2)
jjhjj2 O(m2d2) O(m2d2L)
Eigen-value problem O(m2n) O(mndL)
Rotataion Matrix O(d3) O((d+l)3)
jjcjj2,~c0 O(m3) O(m3L)
¾2i O(m
3L)
The highest computation time in IKPCA comes from the calculation of khk2. Its
computational complexity is O(m2d2) where m and d are the number of linearly
independent data and the dimensions of an eigen-feature space, respectively.
On the other hand, the computation in CIKPCA is dominated by the calcula-
tion of the denominator of the accumulation ratio shown in Eq.(3.40) or khk2 in
Eq. (3.76). Its computation complexity is O(m3L + nL2) or O(m2d2L) where n
and L are the number of input space and the size of data chunks, respectively. To
calculate the denominator, we need to obtain ¯T (©Tmc) where ¯
T =H¡1mmKm(x)
(see Eq. (3.44)). Here, the computational of H¡1mm is O(m
3). In addition, the
computation complexity to calculate the third term of the right hand side in
Eq.(3.40) is O(nL2). Therefore, the computational time is dominated in the cal-
culation of the third term in Eq.(3.40) when large data chunk L are received.
Otherwise, the computational complexity is dominated in the calculation of khk2
when the moderate size of chunk data is received.
However, in our proposed method, a chunk of data is subdivided into small
chunks and only some training data are selected when a large chunk of data is
received. Therefore, the size of data chunk is usually small (n for small chunks
and ~L for selected data in a chunk). In this case, our proposed method would
not encounter the problem of large data chunk. The computational complexity
of Eq.(3.40) and khk2 is reduced to O(m3 + n) and O(m2d2), respectively.
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3.5.3 In°uence of Chunk Size
As mentioned before, Takaomi et al. 78) found that more time is needed for
the large chunk data. Therefore, the objective of this experiment is to mea-
sure the usefulness of the data division and the data selection. The computa-
tional complexity of the proposed method is often dominated in the calculation
of khk2. Its computational complexity is O(m2d2L). Thus, in order to measure
the importance of the data division and the data selection, the computation time
of CIKPCA and IKPCA are compared with regards to the di®erent number of
chunk sizes.
In this section, the e®ect of the chunk sizes on learning time [sec.] and recogni-
tion accuracy [%] is discussed. The learning time and the recognition accuracy of
the proposed method are compared with Takeuchi et al.'s IKPCA when the chunk
size is set at 100, 300, 500, 800, and 1000. Fig. 3.7 shows a comparison of the
learning time between CIKPCA and IKPCA for Ozone, Thyroid and Advertise-
ment data. Better performance is always achieved by the proposed method. It is
clear that the learning time of CIKPCA is signi¯cantly shorter than IKPCA for
all the data sets especially for the high-dimensional data. The computation time
for kernel matrix decomposition is reduced when the training data in a chunk are
reduced, which lead to the acceleration of CIKPCA. Furthermore, we observed
that when the chunk size is increased the learning time is decreased. The reason
for this is that the number of the eigenvalue decomposition to be computed is
reduced when the chunk size became large.
On the other hand, the learning time of IKPCA is una®ected by the chunk
sizes. Even though the training data are given in a chunk, but IKPCA learn
only single data at one time. Therefore, the learning time remains constant for
all the chunk sizes. Next, we further investigated the recognition accuracy of
the proposed method. Table 3.4 shows the comparison of recognition accuracy
[%] between IKPCA and CIKPCA for the di®erent number of chunk sizes. The
Welch's t-test 79) is performed to test the statistical signi¯cance in average ac-
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Figure 3.7 Learning time [sec.] vs. di®erent number of chunk sizes for (a) Ozone,
(b) Thyroid, and (c) Advertisement data.
curacies between IKPCA and CIKPCA. Additionally, the results prove that the
statistical signi¯cance in the average recognition accuracies between IKPCA and
CIKPCA are similar for all the data sets. It implies that although the training
data in a chunk are reduced, the essential information is not lost. In other words,
the compact eigen-feature space is spanned by the linearly independent data in
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Table 3.4 Recognition accuracy [%] vs. di®erent number of chunk sizes for (a)
Ozone, (b) Thyroid, and (c) Advertisement data.
(a) Ozone
Chunk Sizes IKPCA CIKPCA
100 95.0§0.01 95.2§0.01 ¯
300 95.0§0.01 95.2§0.01 ¯
500 95.0§0.01 95.2§0.01 ¯
800 95.0§0.01 95.2§0.01 ¯
1000 95.0§0.01 95.2§0.01 ¯
(b) Thyroid
Chunk Sizes IKPCA CIKPCA
100 92.3§0.02 92.2§0.02 ¯
300 92.2§0.02 92.2§0.02 ¯
500 92.2§0.02 92.2§0.02 ¯
800 92.2§0.02 92.1§0.02 ¯
1000 92.2§0.02 92.2§0.02 ¯
(c) Advertisement
Chunk Sizes IKPCA CIKPCA
100 85.8§0.06 84.9§0.06 ¯
300 85.8§0.06 84.4§0.06 ¯
500 85.8§0.06 84.4§0.06 ¯
800 85.8§0.06 84.4§0.06 ¯
1000 85.8§0.06 84.3§0.06 ¯
a chunk. Therefore, the conclusion is that the proposed method can accelerate
learning without sacri¯cing recognition accuracy.
3.5.4 E®ect of Data Selection
In this section, we evaluate the e®ectiveness of data selection in the proposed
method. The performance of the proposed method (CIKPCA with the data
selection mechanism) is compared to CIKPCA without the mechanism of data
selection. We investigate the in°uence of data selection on learning time and
recognition accuracy for the di®erent number of chunk sizes.
Fig. 3.8 shows the learning time between CIKPCA with and CIKPCA without
the data selection for Ozone and Thyroid data for the di®erent numbers of chunk
sizes. Here, the chunk size is also set at 100, 300, 500, 800, and 1000. The
learning time for CIKPCA with the data selection mechanism is often faster.
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Figure 3.8 Comparison of learning time [sec.] for CIKPCA with and without
data selection for (a) Ozone and (b) Thyroid data.
When the data in a chunk are selected, the computation time to obtain a kernel
matrix decomposition is decreased. Furthermore, it is observed that when the
chunk size is increased, the learning time is gradually decreased. The reason is
that the number of eigenvalue decomposition is decreased when the chunk size is
increased.
On the other hand, the learning time of CIKPCA without the ability of the
data selection is increased as the chunk size is increased. When a whole chunk
of data is given, the kernel matrix of all training data should be decomposed.
Therefore, the larger the chunk size is, the longer the computation time is needed
to decompose the kernel matrix 76). Although the eigenvalue decomposition is
only performed one time for a chunk of data, but the computation time to obtain
the kernel matrix of all training data is overshadow the reduction in computation
time for the eigenvalue decomposition.
Next, we examined the in°uence of the data selection on recognition accuracy.
Table 3.5 shows the comparison of the recognition accuracy [%] of CIKPCA
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Table 3.5 Comparison of recognition accuracy [%] for CIKPCA without and with
the data selection for (a) Ozone and (b) Thyroid data.
(a) Ozone
Chunk Sizes CIKPCA without data selection CIKPCA with data selection
100 95.2§0.01 95.2§0.01 ¯
300 95.2§0.01 95.2§0.01 ¯
500 95.2§0.01 95.2§0.01 ¯
800 95.2§0.01 95.2§0.01 ¯
1000 95.2§0.01 95.2§0.01 ¯
(b) Thyroid
Chunk Sizes CIKPCA without data selection CIKPCA with data selection
100 92.2§0.02 92.2§0.02 ¯
300 92.2§0.02 92.2§0.02 ¯
500 92.2§0.02 92.2§0.02 ¯
800 92.1§0.02 92.1§0.02 ¯
1000 92.2§0.01 92.2§0.02 ¯
without the data selection and CIKPCA with the data selection mechanism for
Ozone and Thyroid data. From Table 3.5, the recognition accuracies are close to
each other between CIKPCA without and with the data selection. The Welch's
t-test 79) also proves that the average of recognition accuracies in our proposed
method has no signi¯cance di®erence with CIKPCA without the data selection
mechanism.
This suggests the proposed method has good approximation accuracy. Even
though the data in a chunk are reduced, the eigen-feature space is learned well
from the linearly independent data in a chunk.
3.6 Conclusion
In this paper, we propose an extended version of Takeuchi et al.'s IKPCA.
In the proposed method, when a chunk of data is received, the data are ¯rst
divided into small chunks and data are selected in consideration that not all
the data in a chunk could always be useful for eigen-feature space learning. In
order to validate the proposed method, nine data sets are obtained from the UCI
machine-learning repository. Additionally, the proposed method is compared
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with the standard KPCA and Takeuchi et al.'s IKPCA. It is found that better
performance is obtained for all data sets in the proposed CIKPCA. Learning time
is always faster than KPCA and IKPCA for all the data sets. The performance
of the proposed method is further examined by comparing it with Takeuchi et
al.'s IKPCA for a di®erent number of chunk sizes. The results demonstrated
that the learning time of CIKPCA is faster than Takeuchi et al.'s IKPCA for
the di®erent number of chunk sizes without reducing recognition accuracy. Apart
from that, the computing burden of CIKPCA with the data selection mechanism
is remarkably reduced when compared to CIKPCA without the data selection
when the chunk size is increased. Therefore, the data selection mechanism plays
an essential role to speed up learning without reducing recognition accuracy.
In this study, useful data for the eigen-feature space augmentation are selected
based on the accumulation ratio. we perform only one time an eigenvalue decom-
position for a chunk of selected data.
All the experimental results show that the recognition accuracy remained con-
stant between the proposed method with the standard KPCA and Takeuchi et
al.'s IKPCA. In summary, the proposed method not only can accelerate the learn-
ing time, but also maintaining the similar recognition accuracy. In the future,
we will concentrate on how to adapt the proposed method to multitask learning
problems.
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Chapter 4
An Incremental Linear Discriminant Analysis
for Data Streams under Non-stationary
Environments
4.1 Introduction
Along with the development of computers, the internetwork, and small elec-
tronic devices (e.g. sensors), large amounts of data are continually generated in
our life. This type of data is called data stream. Recently, extracting rules and
knowledge from such large scale data streams has been recognized as challenging
tasks in machine learning and data mining. Actually, the applications dealing
with data streams are spread over various problems such as person identi¯cation
systems 2) 3) 80) and personal pro¯ling using tweets and comments on SNS.
In real life, data streams are not always generated under stationary environ-
ments. In pattern recognition problems, for example, the concept of one class
could be changed over time (e.g. various human preferences have been changed
over time actually). Such changes in a data stream are known as \concept drift"
81) 82), and the traditional learning systems have not normally assumed such dy-
namic properties of data stream; thus, the recognition performance would be
decreased when some context changes (e.g. changes in class boundaries and tem-
poral trends in time series) happen behind the scene for a learning system.
This problem has received great attention with the increasing number of prac-
tical applications 83) in which a target concept is suspected to be changed over
time.
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Although various methods to handle concept drifts have been developed 84, 85)
86) 87) 88) 89) 90), most of them are aiming for building classi¯er models, in which
ensemble classi¯er models are often adopted 84) 59) 91) 92) 93). On the other hand,
considering that useful features would also be changed over time under non-
stationary environments, extracted features should also be adapted to concept
drifts autonomously.
To the best of our knowledge, although several online feature selection methods
have been proposed to handle concept drifts in data streams 94), there exist a few
online feature extraction methods for concept drift problems. Blythe et al. 95)
have proposed an approach to change-point detection, where useful features are
extracted to identify non-stationary directions by Stationary Subspace Analysis
96). Other than the above approaches, online feature extraction methods such as
IPCA 2) and ILDA 3, 49) have never considered non-stationary properties of data
streams.
In this study, an extension of ILDA is proposed as an online feature extraction
method under non-stationary environments. In order to ¯nd useful features in
di®erent concepts, ILDA with knowledge transfer (ILDA-KT) 3) is extended which
was originally developed for sequential multitask learning problems 97). In the
proposed method, we update a discriminant feature space by the new data as
well as some useful discriminant vectors from the other related concepts. For
this purpose, the proposed method has the following two functions: concept-drift
detection and knowledge transfer.
The rest of this chapter is organized as follows. In Section 4.2, ILDA and ILDA-
KT are brie°y reviewed, and Section 4.3 describes its extension to non-stationary
environments called \Extended ILDA-KT". In Section 4.4, three benchmark data
sets are utilized to evaluate the performance of the proposed method. Finally,
Section 4.5 gives the conclusions.
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4.2 ILDA with Knowledge Transfer for Multitask Learn-
ing Problems
4.2.1 Incremental Linear Discriminant Analysis (ILDA)
Suppose that there are n training data X = fxjgnj=1 where xj is the jth d-
dimensional feature vector. Further assume that the number of classes is C and
X is divided into the following C subsets: Xc = fxcjgncj=1 where nc is the number
of class c data and xcj is the jth class c data. The between-class scatter matrix
Sb and the within-class scatter matrix Sw are de¯ned as follows
3):
Sb
def
=
CX
c=1
nc(¹xc ¡ ¹x)(¹xc ¡ ¹x)T (4.1)
Sw
def
=
CX
c=1
V c (4.2)
where
V c =
ncX
j=1
(xcj ¡ ¹xc)(xcj ¡ ¹xc)T : (4.3)
Here, ¹x are the mean vector of all data while ¹xc and are the mean vector of class
c.
In a C-class problem, class separability is maximized to obtain (C¡1) discrim-
inant vectors W = fw1; ¢ ¢ ¢ ;wC¡1g as follows 3):
J(W ) =
tr(W TSbW )
tr(W TSwW )
(4.4)
where tr(¢) is the trace of a matrix. Let us call the feature space spanned by
W discriminant space. It is well-known that the maximization of Eq. (4.4) is
equivalent to the maximization of the numerator in Eq. (4.4) under the following
condition holds: W TSwW = I. Therefore, based on the method of Lagrange
multiplier, we can rewrite the objective function in Eq. (4.4) into the following
equation:
J(W )
def
= tr(W TSbW )¡ (W TSwW ¡ I)¤ (4.5)
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where diagonal matrix is denoted as ¤. ith diagonal element ¸i is a Lagrange
multiplier and it is corresponds to the eigenvalue of the ith eigenvector wi. Dif-
ferentiating Eq. (4.5) with respect to W and equating it to zero, we obtain
@
@W
tr(W TSbW )¡ @
@W
(W TSwW ¡ I)¤ = 0: (4.6)
Then, we have the following generalized eigenvalue problem 98):
SbW ¡ SwW¤ = 0: (4.7)
Then, we solve the above generalized eigenvalue problem to calculate the discrim-
inant vectors W .
A discriminant space model is shown as follows 3):
­ =
©
Sb;Sw;¤;W ; f¹xcgCc=1; fncgCc=1
ª
: (4.8)
Next, number of classes are increased from C to C 0 (C · C 0 · C + L) when a
chunk of L training data Y are received. Here, Y = fY cgC0c=1 is the new training
data where Y c = fyciglci=1 (c = 1; ¢ ¢ ¢ ; C 0). In addition, the class c data and the
number of class c data is denoted as ycj and lc is the jth, respectively
3) while
L =
P
c lc. Then, new Sb in Eq. (4.1) and Sw in Eq. (4.2) are obtained by
updating V 0c, ¹x
0
c and ¹x
0 as follows 3) 49):
V 0c = V c +
nl2c
n02c
(¹yc ¡ ¹xc)(¹yc ¡ ¹xc)T +
n2c
n02c
lcX
j=1
(ycj ¡ ¹xc)(ycj ¡ ¹xc)T
+
lc(lc + 2nc)
n02c
lcX
j=1
(ycj ¡ ¹yc)(ycj ¡ ¹yc)T (4.9)
¹x0c =
nc
n0c
¹xc +
1
n0c
lcX
j=1
ycj (4.10)
¹x0 =
N
N + L
C0X
c=1
n0c¹x
0
c (4.11)
where ¹yc is the mean vector of Y c and n
0
c = nc+lc. By substituting new Sb and Sw
into Eq. (4.7), we can de¯ne a new eigenvalue problem. Then, new discriminant
vectors W 0 = fw01; ¢ ¢ ¢ ;w0C0¡1g and the eigenvalues ¤0 = f¸01; ¢ ¢ ¢ ; ¸0C0¡1g are
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obtained by solving Eq. (4.7). Then, only discriminant space model ­ is retained
where all training data Y are discarded after all the components of the ­ are
updated. This process is carried on when new training data Y are received.
4.2.2 ILDA-KT under Multitask Learning
In general, if two recognition tasks have some relatedness, useful features in
the related task could be useful in the learning of other task; that is, such two
tasks should share common feature subspaces. Therefore, the basic idea is that
some feature vectors of one task are transferred to a related task to share such a
subspace as an inductive bias in learning. This process is often called \knowledge
transfer" 50). For this purpose, Hisada et al. 3) have proposed an extended ILDA
called ILDA-KT in multitask learning where a discriminant space is changed by
transferring useful vectors from one task to another related task.
In their proposed method, long-term memory (LTM) is used to store a discrim-
inant models ­ that is trained by R tasks. Tasks R number is increased by one
(i.e., RÃ R+ 1) every time a chunk data of an unknown task is given to ILDA-
KT and R is denoted as the index of the current task r0. These data are learned
by using the traditional LDA. Otherwise, the r0th discriminant space model ­(r
0)
(1 · r0 < R) is recalled from LTM, and the ­(r0) is updated by ILDA if the task
is the r0th known task. Next, knowledge transfer is carried out to search useful
discriminant vectors W (r) (1 · r · R) from LTM that are obtained in the past
tasks 3).
4.3 Extension of ILDA under Non-stationary Data Streams
4.3.1 Basic Idea
Fig. 4.1 shows an example of class boundary changes in SEA data. As men-
tioned before, when a concept drift happens in a pattern recognition problem,
class boundaries usually changed from one concept to another as shown in Fig.
4.1, and this may also lead to the change in a suitable feature space. Therefore, it
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Figure 4.1 An example of class boundary changes in SEA data. 99)
is believed that the feature extraction could also play an important role to learn
data streams with concept drifts in non-stationary environments.
On the other hand, even if class boundaries are changed (i.e., a concept drift
happens), useful features may remain unchanged. Actually, as shown in Fig.
4.1, it is considered that a similar one-dimensional feature subspace is su±cient
to discriminate two classes in the two concepts. Therefore, we can assume that
some vectors in certain concepts could be useful in the learning of another concept.
Thus, we come up with an idea of adopting the knowledge transfer for learning
feature spaces of di®erent concepts; we can expect e±cient feature space learning
by transferring a part of discriminant vectors of a certain concept to the feature
subspace of another concept.
To maintain good feature subspaces under non-stationary environments, the
following two mechanisms are introduced: drift-detection mechanism and knowl-
edge transfer. The drift-detection mechanism relies on the changes in the class
separability of the current discriminant subspace and the distance of given chunk
data to the mean of the previous data distribution during incremental learning.
The distance of the given chunk data to the mean of the previous data distribu-
tion is measured by using the Mahalanobis distance approach 100). The detailed
of the concept drift detection is explained in Section 4.3.2.
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As the second mechanism, the knowledge transfer mechanism in Hisada et al.'s
ILDA-KT 3) which was originally used to handle the multitask problems in sta-
tionary environments is adopted. In the proposed method, the knowledge transfer
is carried out after con¯rming the concept drift detection. The transferred knowl-
edge corresponds to discriminant vectors obtained in the concepts learned before,
which are expected to be useful for the current concept.
In the proposed method, LTM is utilized to store the trained Z concepts. The
corresponding discriminant space model is extracted from LTM when a known
concept is given. Then, ILDA is applied in order to train the new data incremen-
tally. In contrast, The number of concept Z is increased (i.e., Z Ã¡ Z + 1) if
a given chunk of data belongs to a new concept, and z0 is denoted as the index
of the current concept. Then, the given data Y = ffycjglcj=1gC(Z)c=1 is learned by
LDA in which jth data of class c is denoted as ycj.
4.3.2 Concept-Drift Detection in Feature Space
When a concept drift happens, the class boundaries would be changed; thus,
if we observe changes in class boundaries, a concept drift would be detected.
However, su±cient data are not provided in advance under incremental learning
environments and only a small number of data are given sequentially, true class
boundaries and data distributions are usually unknown and they should be esti-
mated on an ongoing basis. In this sense, the online concept-drift detection is a
challenging task.
Since Extended ILDA-KT is an online feature extraction method, the infor-
mation on class boundaries are not explicitly possessed in a discriminant space
model. However, when a concept drift happens, the class boundaries would be
changed; thus, if we observe changes in class boundaries, a concept drift would
be detected. Since our proposed method is an online feature extraction method,
the information on class boundaries are not explicitly possessed in a discriminant
space model. However, when a concept drift happens, the class separability for
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Figure 4.2 Changes of class boundary.
given data would be decreased because the current discriminant vectors may not
give maximum class separation any more due to the change in class boundaries as
shown in Fig. 4.2. Therefore, a straightforward way to detect a class-boundary
change is to monitor the class separability in Eq. (4.4).
Assume that a chunk of data Y (t¤) = fycj(t¤)glcj=1 are given at time t¤ and
the current discriminant space is ­(z
0). Since Y (t¤) may belong to a di®erent
concept, we should not update ­(z
0) with Y immediately before con¯rming that no
concept drift happens. Therefore, we need to check whether the class separability
is signi¯cantly decreased from the previous time t¤ ¡ 1. The class separability
at t¤ ¡ 1 is given by Eq. (4.4), and it is denoted as J(W (z0); t¤ ¡ 1). The
class separability of Y (t¤) is also calculated by Eq. (4.4), and let us denote it
as J(W (z
0); t¤). In the proposed algorithm, if J(W (z
0); t¤) < J(W (z
0); t¤ ¡ 1)
holds, a concept drift is suspected. Obviously, only an immediate decision based
on satisfying the above criterion do not give a reliable concept drift detection.
Therefore, after the ¯rst detection at time t¤, J(W (z
0)) is continuously monitored
from time t¤ to t¤ + ¿ ; that is, the condition J(W (z
0); t¤ + ¿) < J(W (z
0); t¤ ¡ 1)
is checked.
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Figure 4.3 Data distribution are moving apart to each other.
In addition, relying only on a single criterion to detect a concept drift often leads
to high false positive detection. To make more reliable concept-drift detection, not
only the class separability but also the di®erence between two data distributions
for the current chunk of data and the previous chunks of data should be monitored
at the same time. For this purpose, the Mahalanobis distance 100) is adopted to
measure the distance between two distributions because not only the center but
also the variance is important information as a data distribution.
If the given data come from a di®erent concept, it is expected that the dis-
tribution of currently given data moves apart from that of the previously given
data as shown in Fig. 4.3. To monitor the changes in the distance between two
data distributions, we check whether the distance of two distributions holds the
following relation:D(xc; t
¤) > D(xc; t¤ ¡ 1). If this condition holds, a concept
drift is suspected at time t¤. The Mahalanobis distance at t¤ ¡ 1 is given by 100)
D(xc; t
¤ ¡ 1) =
q
(xc ¡ ¹xc)T§¡1(xc ¡ ¹xc) (4.12)
where xc is denoted as data in class c and ¹xc are denoted as the class mean vector
for previous data distribution. Here, §¡1 is denoted as the inverse covariance
matrix of data distribution at the previous time step in c class.
The Mahalanobis distance of Y (t¤) is also calculated by Eq. (4.12), and we
denote it as D(xc; t
¤). We also check whether the condition of D(xc; t¤ + ¿) >
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D(xc; t
¤ ¡ 1) is continuously satis¯es from time t¤ to t¤ + ¿ . In the proposed
concept-drift detection, if the above two conditions on the class separability and
the changes in the distance are continuously satis¯ed for the period of ¿ , a concept
drift is detected. In order to verify whether the data from time t¤ to t¤+¿ belong
to either of the discriminant space models in LTM, the class separabilities of all
discriminant space models are compared to the class separability from time t¤ to
t¤ + ¿ . If the condition J(W (z^); t¤ + ¿) > J(W (z
0); t¤ ¡ 1) holds for the ezth
discriminant space model ­(ez), then the data from time t¤ to t¤ + ¿ is considered
belong to ­(ez) in LTM.
In the proposed method, a concept drift is not detected if both criteria are
not satis¯ed. For example, a concept drift alarm would not be triggered when
J(W (z
0); t¤) < J(W (z
0); t¤ ¡ 1) is not satis¯ed while D(xc; t¤) > D(xc; t¤ ¡ 1)
is satis¯ed. If only rely on individual criterion to detect a concept drift, it would
lead to high false positive detection due to the noise of given data.
The algorithm of the extended ILDA-KT is shown in Algorithm 4.
4.3.3 Knowledge Transfer between Concepts
In Hisada et al.'s work 3), the knowledge transfer aims to transfer the useful
feature from one task to another task in stationary environments. In the pro-
posed method, the prior work 3) is extended to non-stationary environments by
transferring the useful features from the other concepts to the current concept.
In order to construct a high-performance discriminant space, useful discrimi-
nant vectors are searched in related concepts for the current discriminant space,
which is spanned by W (z
0) = fw(z0)1 ; ¢ ¢ ¢ ; w(z
0)
C(z
0)¡1g. Here, z0 is the index of the
current concept. To evaluate the usefulness of discriminant vectors, the class
separability in Eq. (4.4) is calculated.
The selection of useful discriminant vectors is conducted as follows. First,
previous discriminant vectorsW (z) (1 · z · Z) of all concepts are orthogonalized
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Algorithm 4 Extended ILDA-KT
Require: Training data X = ffxcjgncj=1gCc=1, parameters ¿ and ´.
1: Perform LDA to X and obtain initial discriminant space model, ­(1).
2: Calculate class separability J(W (1); 1) and Mahalanobis distance D(x
(1)
c ; 1) by Eqs. (4.4) and
(4.12),
respectively.
3: loop fStart incremental learning.g
4: Input : Training data Y = ffycjglcj=1gCc=1.
5: Perform LDA to Y and obtain ­(z
0).
6: Calculate J(W (z
0); t¤ + t0) and D(xc; t¤ + t0) by Eq. (4.4) and Eq. (4.12), respectively.
7: if J(W (z
0); t¤ + t0) < J(W (z
0); t¤ ¡ 1) &
D(x
(z0)
c ; t
¤ + t0) > D(x(z
0)
c ; t
¤ ¡ 1) then
8: t0 = t0 + 1 and retain Y .
9: else if t0 = ¿ then
10: Find ­(z^) whose J(W (z^); t¤ + t0) > J(W (z
0); t¤ ¡ 1) is satis¯ed.
11: if ­(z^) exists then
12: z0 = z^.
13: Perform ILDA to all Y and update ­(z
0).
14: else
15: Z = Z + 1 and z0 = Z.
16: Perform LDA to all Y and create a new ­(z
0).
17: Perform Knowledge Transfer.
18: end if
19: Clear the queue, t¤ = t¤ + t0, and t0 = 0.
20: else
21: Perform ILDA to all Y and update ­(z
0).
22: Clear the queue, t¤ = t¤ + t0, and t0 = 1.
23: end if
24: end loop
to the current discriminant space as follows: W^
(z)
= fw^(z)1 ; ¢ ¢ ¢ ; w^(z)C(z)¡1g:
w^
(z)
i =
w^
(z)0
i
kw^(z)0i k
(i = 1; ¢ ¢ ¢ ; C(z) ¡ 1; z = 1; ¢ ¢ ¢ ; Z) (4.13)
where
w^
(z)0
i = w
(z)
i ¡W (z
0)W (z
0)Tw
(z)
i (4.14)
and z 6= z0. Here, orthogonalization is aimed to ¯nd orthogonal vectors that span
a particular subspace. This can be done by searching eigenvectors w^
(z)
i that are
not redundant to the existing discriminant vectors. Then, we calculate the class
separability J(w^
(z)
i ) in Eq. (4.4) to decide whether the discriminant vector w^
(z)
i is
useful for the learning of the another concept. A useful discriminant vector w^(z)
of the zth concept is transferred only when the following condition is satis¯ed:
J(w^
(z)
i ) > ´
n
min
k
fJ(w(z0)k )g
o
: (4.15)
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Table 4.1 Evaluated data sets.
#Attrib. #Class #Train #Test
SEA 99) 3 2 50,000 50,000
CB-pulse 84) 2 2 10,000 409,600
CB-constant84) 2 2 10,000 409,600
Here, ´ is a positive constant value. If the class separability of a discriminant
vector in the previous concept is greater than the minimum class separability in
the current discriminant vectors w^(z
0), the discriminant vector w^
(z)
i is transferred
to the current concept. A set of useful discriminant vectors after the addition of
ith discriminant vector are shown as follows:
W (z
0)0 = [W (z
0); w^
(z)
i ]: (4.16)
The process of discriminant vector selection is shown in Fig. 4.4.
4.4 Experimental Results
Table 4.1 shows the summary of evaluated data sets . For SEA data 99), 250
training data are learned at every learning stage, and independent 250 test data
are used for the performance evaluation. The numbers of learning stages for
each concept are 50, and the number of concepts to learn are 4; that is, the total
number of learning stages is 200, and the total numbers for both training and test
data are 50,000, respectively. For Checkerboard with pulse rate data (CB-pulse)
and Checkerboard with constant rate data (CB-constant), 25 training data are
given at every learning stage, and 1,024 independent test data are used for the
performance evaluation. The numbers of learning stages for each concept are 200
and the number of concepts to learn are 2; that is to say, the total number of
learning stages is 400, and the total numbers of training and test data are 10,000
and 409,600, respectively. The di®erence between CB-pulse and CB-constant is
the speed of concept drifts. The details of these data sets are reported in 84, 99).
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Figure 4.4 Selection of discriminant vector.
4.4.1 Performance Evaluation for Concept Drift Detection
In this section, the objective of the experiment is to evaluate the e®ectiveness
of the concept drift detection. The performance of the concept-drift detection is
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Table 4.2 False positive rate for SEA, CB-pulse and CB-constant data.
SEA CB-pulse CB-constant
false positive 0.02 0.01 0.013
Table 4.3 In°uence of ´ on the number of transferred axes with standard devia-
tions for SEA, CB-pulse, and CB-constant.
Transferred Axes ´ = 0:000001 ´ = 0:00001 ´ = 0:0001 ´ = 0:001 ´ = 0:01 ´ = 0:1
SEA 1.5 § 0.6 1.2 § 0.7 0.7 § 0.7 0.1 § 0.4 0 0
CB-pulse 1.0§0.2 1.0 § 0.2 0.9 § 0.3 0.8 § 0.4 0.5 § 0.5 0.3 §0.4
CB-constant 0.9§0.2 0.9 § 0.3 0.9 § 0.3 0.8 §0.4 0.4 § 0.5 0
evaluated by measuring the following false positive rate 101):
False positive rate =
FP
FP + TN
(4.17)
where FP means the number of cases that there are no concept drift, but the
system detects a concept drift, and TN means the number of cases that there is
no concept drift and the system predicts it correctly.
Table 4.2 shows the false positive rates for the three data sets. As seen in
Table 4.2, the false positive rate is as low as 0.02 for SEA and approximately 0.01
for both CB-pulse and CB-constant. Here, the total number of FP is 4 for SEA,
while the total number of TN is 193. Meanwhile, the total numbers of FP for CB-
pulse and CB-constant are 4 and 5, respectively. The total learning steps are 400
for both data sets, while the numbers of TN for CB-pulse and CB-constant are
392 and 393, respectively. We conclude that the proposed concept-drift detection
method works well for all the data sets from the above results.
4.4.2 E®ectiveness of Knowledge Transfer
To see the e®ect of the knowledge transfer under non-stationary environments,
the number of discriminant axes and the recognition accuracy are evaluated for
di®erent values of the parameter ´ in Eq.(4.15).
Tables 4.3 and 4.4 show the e®ect of ´ on the number of transferred axes and
the recognition accuracy [%] for the three data sets, respectively. The results in
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Table 4.4 In°uence of ´ on recognition accuracy [%] with standard deviation for
SEA, CB-pulse, and CB-constant.
Accuracy [%] ´ = 0:000001 ´ = 0:00001 ´ = 0:0001 ´ = 0:001 ´ = 0:01 ´ = 0:1
SEA 95.1 § 2.4 95.8 § 2.4 97.0 § 2.2 98.1 § 1.8 98.1§ 1.9 98.1 § 1.9
CB-pulse 84.9 § 8.1 84.7 § 8.3 84.2 § 8.5 82.1 § 9.5 77.0 § 12.4 72.4 §12.6
CB-constant 84.8 §3.8 84.5 § 4.8 84.2 § 5.5 81.3 § 8.8 71.4 § 11.7 64.3 § 7.3
Tables 4.3 and 4.4 are obtained by averaging over the learning steps. In general,
the smaller the ´ is, the more the axes are transferred. For SEA, although the
number of transferred discriminant axes is increased when ´ is set to lower than
0.001, the recognition accuracies are decreased. This is because the discriminant
vectors to be transferred serve as negative bias, leading to the degradation in the
recognition accuracy. Therefore, the results imply that the learned concepts have
little correlation to each other; that is, if the concepts are uncorrelated to each
other, no useful discriminant vector would be transferred. When ´ is too low, the
transfer of discriminant vectors are not helpful in the accuracy improvement; it
would rather decrease the recognition accuracy. This suggests that the value of
´ should be properly determined. From the results in Table 4.4, we shall select
´ = 0:001 for SEA.
On the other hand, for CB-pulse and CB-constant, when ´ is set to lower than
0.1, the recognition accuracies are improved signi¯cantly. This improvement in-
dicates that there is some relatedness between the di®erent concepts, and useful
features of a concept are transferred to another concept as a positive bias. It is
observed that the knowledge transfer performs well when the concepts are mutu-
ally related to each other, resulting in the improvement of recognition accuracy.
Otherwise, the knowledge transfer may lead to the degradation in accuracy.
The proposed knowledge transfer should work well for any type of concept
drifts (e.g. sudden change, gradual change, recurrence, etc.) because only useful
discriminant vectors are selectively transferred based on the class separability.
Note that the knowledge to be transferred is the information on a feature sub-
space, not the classi¯er information. In addition, even if new classes are added
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Figure 4.5 Recognition accuracy [%] vs. chunk sizes.
to a new concept and class boundaries are changed, the usefulness of a feature
space is not changed drastically in general because learned concepts belong to the
same task and they share the same input domain. In the experiment, SEA data
have some sudden changes, while CB-pulse and CB-constant consist of gradual
and recurrence changes.
Real-world data sets that satis¯ed the aforementioned concept drift are always
occurring in real situations. For example, in person identi¯cation system, the
human face keeps on changing over time due to health conditions, aging, and
so forth. On the other hand, the customer preferences for restaurant brands or
cuisine may change dramatically due to the changes of weather, reputation of the
restaurant and so forth that could a®ect the income of the restaurant.
However, it is not easy to obtain such real-world data sets considering the time
frame to collect the data sets. Thus, the arti¯cial or synthetic data sets are often
used to evaluate the robustness of the proposed method. Considering that the
concept drift is often happening in the real situation, the lack of the real-world
data sets create an another important research direction for the future work.
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Table 4.5 Average recognition accuracies [%] with standard deviations for SEA,
CB-pulse and CB-constant data.
SEA CB-pulse CB-constant
ILDA 98.5§1.6 68.8§9.4 66.3§5.9
ILDA-CD 98.1§1.9 68.4§8.8 64.0§7.0
Extended ILDA-KT 98.1§1.8 84.7§8.3 84.5§4.8
In Table 4.4, it is noticed that the recognition accuracy can depend on the
knowledge transfer. Thus, to evaluate the e®ectiveness of knowledge transfer
in more detail, an experiment has been carried out to investigate the in°uence
of chunk size to the knowledge transfer. This can be done by observing the
recognition accuracy with regards to di®erent number of chunk sizes. Fig. 4.5
demonstrates the in°uence of chunk size on the recognition accuracy for two syn-
thetic data sets, CB-pulse and CB-constant. The recognition accuracy [%] of the
proposed method is evaluated when the chunk sizes are set at 25, 50, 100 and 125.
It is observed that the recognition accuracy for both data sets remain constant
with regards to the di®erent number of chunk sizes. The knowledge transfer is
not carried out if the data remained in the same concept. The e®ectiveness of
knowledge transfer becomes obviously only if training data belong to another con-
cept where this concept is correlated with the previous learned concepts. Thus,
it is concluded that the e®ectiveness of the knowledge transfer is not a®ected by
di®erent number of chunk sizes.
4.4.3 Evaluation of Recognition Performance
In this experiment, the performance of the proposed method is examined by
comparing it with the conventional ILDA and ILDA with the concept-drift de-
tection (ILDA-CD). Neither concept-drift detection nor knowledge transfer is
introduced in ILDA. On the other hand, for the comparative purpose, the same
concept-drift detection as in the extended ILDA-KT is introduced in ILDA-CD to
see the usefulness of the knowledge transfer. The recognition accuracy is averaged
over the entire learning steps.
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Table 4.5 shows the average recognition accuracies with standard deviation
for ILDA, ILDA-CD, and the extended ILDA-KT. Here, all the methods are
evaluated for the three data sets. As seen in Table 4.5, recognition accuracies
for SEA data are remained unchanged over all the methods. This is because
the knowledge transfer is not carried out if there is no useful discriminant vector
transferred among di®erent concepts.
The e®ectiveness of the proposed method can be observed for both CB-pulse
and CB-constant data. The proposed method works well by selectively trans-
ferring useful discriminant vectors (i.e., useful vectors serve as positive inductive
bias) and the recognition accuracies are signi¯cantly improved. The recognition
accuracy of ILDA-CD is lower than that of ILDA for both data. Since ILDA-
CD has no knowledge transfer mechanism (i.e., no inductive bias is available),
the discriminant space for a new concept should be learned from scratch after a
concept drift is detected.
On the other hand, ILDA has neither concept drift detection nor knowledge
transfer. Therefore, the discriminant space model is always updated in ILDA
without recognizing concepts themselves. Interestingly, we can consider it as
another type of knowledge transfer because a discriminant space model for the
previous concept could work as an inductive bias when learning a new concept.
However, there is no guarantee that such inductive bias contributes to the perfor-
mance enhancement; that is, it may lead to negative e®ects (i.e., negative bias).
Therefore, we can say that the performance advantage of the proposed method
comes from the knowledge transfer of useful discriminant vectors.
4.5 Conclusions
In this study, a novel online feature extraction method is proposed by introduc-
ing the function to handle concept drifts to Hisada et al.'s ILDA 3). The proposed
method aims to deal with stream data under non-stationary environments. In
addition, a di®erent type of knowledge transfer function is proposed in order to
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transfer useful discriminant vectors from other concepts selectively to the current
concept when a concept drift is detected.
The experiment results reveal that the proposed method performs better than
the conventional methods: ILDA and ILDA-CD. By introducing the knowledge
transfer of discriminant vectors from the other concepts, the recognition accu-
racy is improved signi¯cantly. However, the usefulness of the knowledge transfer
depends on how the learned concepts are correlated to each other; that is, the
knowledge transfer would not be performed if concepts are mutually uncorrelated.
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Chapter 5
Conclusions
With the fast development of the technology, the training data are usually gen-
erated over a long time period. Therefore, the training data are impossible to be
completely available during an initial learning. The traditional learning system
often learns a set of available training data at only one time. As a result, the per-
formance of learning system may be degraded considering that the training data
could be drawn from bias distribution in practical situations. One of the solutions
to solve this issue is to learn the generated data whenever the data are available.
This kind of learning situation is called \online" or \incremental" learning 1). Al-
though incremental learning is more applicable in practical situations, but some
problems of incremental learning still remained an issue in machine learning. Un-
der the incremental learning, fast learning algorithm is very important in order
to adapt to the speed of the generated data. However, some learning algorithms
perform slow compare to the speed of the data streams. In addition, fast learning
is not only important in a classi¯er, but also important for feature extraction.
Apart from that, another problem of incremental learning is that the generated
data are not always appear under stationary environments. This phenomenon is
called \concept drift" 42). Thus, the objective of this dissertation is to solve the
problems under incremental learning.
5.1 Contributions of This Dissertation
In Chapter 2, simple person identi¯cation is developed and online classi¯er
called RAN-LTM-Rprop based on RAN-LTM is proposed. Since person identi¯ca-
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tion is very important for the security purposes, the demand of this application is
increased. In this study, a simple person identi¯cation system based on password-
based system is implemented. Multilayer Perceptron (MLP) 4) is used to train
the user ID and passwords. However, the traditional MLP usually required a
long time to train a network because it is based on the gradient descent method.
Therefore, an accelerated technique is used in order to learn the network. Here,
local adaptive technique called Resilient Back-propagation (Rprop) 54) is used to
accelerate the learning. To evaluate the performance, 200 user ID and passwords
are generated as the network input while 85 user ID and passwords are used for
testing. The performance of the person identi¯cation system achieved satis¯ed
result. However, MLP in the system is not an incremental learning system and it
does not consider the issue under incremental learning. In order to adapt to the
real person identi¯cation system, classi¯er under incremental learning is solicited.
However, online classi¯er under the incremental learning create another problem
where the input-output relationships that are trained before tend to be destroyed
when new data is received (i.e., interference). To solve this problem, Resource
Allocating Network-Long Term Memory (RAN-LTM) is proposed by Kobayashi
et al. 6) in order to suppress the interference. However, both new training data
and memory items are trained by the gradient descent method in RAN-LTM and
the learning is very slow.
To alleviate this problem, we propose an extended version of RAN-LTM called
RAN-LTM-Rprop. For Rprop technique 5), the signs of two consecutive partial
derivatives are observed for the learning and adaptation. When the signs of two
consecutive partial derivatives remained the same, the step size is increased so
that the learning in the shallow regions could be accelerated. When the signs
are changed, it implies that the last update was too big and the step size is
decreased by a constant decrease factor. In the proposed method, the connection
weights and biases are trained based on Rprop technique. The performance of the
proposed method is evaluated for several data sets and the results demonstrated
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that the proposed method can accelerate the learning time for all the data sets
while maintaining the similar recognition accuracy for almost all data sets.
Chapter 3 describes another proposed method under incremental learning called
Chunk Incremental Kernel Principal Component Analysis (CIKPCA). Incremen-
tal learning is important in both classi¯er learning and feature extraction part.
Therefore, incremental feature extraction called IKPCA is proposed by Takeuchi
et al. 40) in order to solve the problem of batch KPCA. However, when large data
chunk is received, this method has to learn the training data one by one. Thus,
IKPCA might need longer time for a large chunk of data.
To accelerate the learning time, the second contribution of this dissertation
is to extend IKPCA to Chunk IKPCA so that we can learn a chunk of data at
one time. In the proposed method, data in a chunk are ¯rst divided into smaller
chunks, and then only some training data are selected based on the importance.
This is because not all the data in a chunk are useful for the augmentation of the
eigen-feature space. Here, accumulation ratio is utilized to select the data in a
chunk. Accumulation ratio is a ratio of the amount of information between eige-
naxes and the original feature space. Next, linearly independent data are selected
from a reduced set of data so that the eigenvectors are represented as a linear com-
bination of the linearly independent data. The coe±cients of ©m are calculated
to augment the eigen-feature space. By solving an intermediate kernel eigenvalue
problem, we obtain the rotation matrix and rotate the eigen-feature space. The
experiment results show that the learning time of the proposed method is signi¯-
cantly reduced when compared to those of IKPCA without sacri¯cing recognition
accuracy.
Chapter 4 describes another issue under incremental learning and the proposed
method. One of the important issues for incremental learning is that the gener-
ated data are not always enforced under stationary environments (i,e., concept
drift). In other words, the domain of the data could be changed over a cer-
tain time period. When the concept drift happens, the traditional incremental
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learning algorithms would be degraded because these approaches usually do not
consider the changes of data. Consequently, this issue has gained some attention
in machine learning and several approaches have been implemented to solve con-
cept drift problems. However, most of them are aiming for classi¯er learning 84)
59) 91) 92) 93). In this study, concept drift detection approach is proposed such that
the proposed method can handle the concept drift in online feature extraction
part.
The third contribution of this dissertation is to propose a new version of ILDA
called \Extended ILDA-KT" that can handle the concept drift problem during
the incremental learning. In the proposed method, there are two new functions
are introduced: concept drift detection and knowledge transfer. The concept
drift detection is based on the changes in the class separability and the changes
between two data distributions. When a concept drift happens, the current class
separability for given data may decrease because the current discriminant vectors
may not give maximum class separation any more due to the changes in class
boundaries. Thus, the class separability is observed to judge whether the con-
cept drift is happening. In addition, to improve the reliability of the proposed
method, the di®erence between two data distributions is also monitored in order
to observe whether the concept drift is really happening. Here, the Mahalanobis
distance 100) is used to monitor the di®erence between two data distributions.
After the concept drift is detected, useful feature from one concept is used for the
learning in another concept. This is because the useful features may remain un-
changed despite the concept drift is happening. Therefore, \knowledge transfer"
is adopted in order to learn feature spaces of di®erent concepts. Experimental
results demonstrate that the Extended ILDA-KT improves the recognition accu-
racy signi¯cantly by introducing the knowledge transfer after the concept-drift
detection.
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5.2 Future Work
In this dissertation, there are three new learning algorithms are proposed in
order to solve the problems under incremental learning. However, there remained
future work for these proposed methods.
For RAN-LTM-Rprop, we plan to apply this proposed learning algorithm to
more security data sets. In addition, we plan to evaluate the performance of RAN-
LTM-Rprop with more data sets and use more appropriate network parameters
in order to enhance the performance of the proposed method. On the other hand,
for CIKPCA, we plan to extend the work to the multitask learning environments
considering the current version of the proposed method is applicable only for
the single task problem. Finally, for Extended ILDA-KT, we plan to select the
parameter ´ by using cross validation if su±cient training data are provided
initially.
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