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Abstract
Person re-identification methods have recently made tremendous progress on max-
imizing re-identification accuracy between camera pairs. However, this line of work
mostly shares an critical limitation - it assumes re-identification in a ‘closed world’. That
is, between a known set of people who all appear in both views of a single pair of cam-
eras. This is clearly far from a realistic application scenario. In this study, we take a
significant step toward a more realistic ‘open world’ scenario. We consider associating
persons observed in more than two cameras where: multiple within-camera detections
are possible; different people can transit between different cameras – so that there is
only partial and unknown overlap of identity between people observed by each camera;
and the total number of unique people among all cameras is itself unknown. To address
this significantly more challenging open world scenario, we propose a novel framework
based on online Conditional Random Field (CRF) inference. Experiments demonstrate
the robustness of our approach in contrast to the limitations of conventional approaches
in the open world context.
1 Introduction
The task of re-identification (ReID) is often defined as the recognition of the same individual
at different times and locations, which may involve different cameras, views, poses and
lighting. This challenge is now widely studied by the computer vision community, due to
its fundamentally challenging nature, and important practical role underpinning many visual
surveillance functionalities including person search and tracking across disjoint cameras.
Re-identification studies generally frame the task as a closed set matching problem.
Given a predefined ‘gallery’ set of known individuals, systems try to label each new ‘probe’
detection with the identity of the matching gallery individual. Studies have investigated good
feature representations [4] and discriminative models [9] to maximise the chance of correct
matching. They considered the contexts of single shot [4, 9] (one image per person per
camera) as well as multi-shot [12] (a series of images per person per camera, obtained from
tracking) scenarios. However, most studies share two very strong assumptions: the total
number of people in the scene is known a priori, and there exists a total overlap of identity
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between a camera pair, that is, every person appears in both camera views. Although this
constrained framing of the ReID problem is a good starting point, it is unrealistic for real-
world re-identification scenarios, when there is no prior information about the same people
reappearing in the scene at different views. We refer to this unconstrained setting as the ‘open
world’ ReID problem. The open-world problem is more challenging for two reasons: (i) the
total number of unique people within each camera and the scene as a whole (cross-cameras)
are both unknown, and (ii) each subject may appear in some unknown subset of the cameras.
The closed-world problem is significantly simpler, because it can be divided into a series
of independent tasks: “For each probe person, find the top most similar in the gallery”. In the
unconstrained variant, if there are two cameras people may only be seen by one; or if there
are more than two, then people may appear in any subset of the cameras. This means there
are more possible outcomes (no match), and every unknown identity problem is no longer
independent, they become strongly inter-related. For example, consider intuitively the task
of trying to match a person with a red-shirt against a gallery in the conventional closed
world context. The match is simply the one whose shirt most clearly red. In the open world
scenario, these could be completely separate people if two distinct red-shirt people were
observed independently in each camera and not in the other. Moreover, if there are two red-
shirt probes: in a closed world context, these would be given as distinct. In an open-world
context there is additional ambiguity: Are they distinct people, or due to a broken track? The
classical approaches clearly make too strong assumptions for this type of scenario.
In this paper we consider for the first time the most general open-world re-identification
problem, where there is no prior information about the number of people or their overlap
of identity across cameras. To address this, we introduce a new Conditional Random Field
(CRF) model, overcoming the entailed challenges of effective graph construction, local op-
tima and efficient inference. Our framework can answer qualitatively more general queries
than existing re-identification systems such as: "How many people are in the scene?", "If a
person leaves a camera, which other cameras did he appear in, or did he simply disappear?".
1.1 Related Work
Closed World Re-Identification: There has now been extensive work on closed-world re-
identification (ReID). Studies have generally addressed good feature representations [4, 15,
16, 20] and/or learning matching models discriminatively [7, 9, 15, 16]. Most works have
considered the ‘single shot’ scenario of exactly one image per person using datasets like
VIPeR [7]; while others considered ‘multi shot’ – how to constructively aggregate informa-
tion from multiple detections/shots of each person that might be obtained from tracking –
using datasets like ETHZ [3]. Further review is beyond scope of this work, so we point the
reader to a recent book [5] and survey [18] that summarise the main issues [6].
Towards Open World ReID Going beyond closed world ReID discussed above, a few
recent studies have begun to consider some open-world aspects of ReID. For instance, [12]
introduced a CRF model to address multi-shot re-identification when the shots are not as-
sumed to be correctly pre-grouped within each camera: corresponding to realistic input with
track association errors and split detections. Temporal information from each shot is used
to restrict the connections between the nodes of the CRF. The system is only tested with the
ETHZ dataset, which is recorded using a moving camera. However, pose and illumination
variation is not high, and the more constrained assumption of full overlapping person sets is
made. Recently, [11] introduces a probabilistic graphical model to associate within-camera
trajectories across disjoint cameras. This model reasons generatively about the appearance
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of each person, lighting change between cameras and the association between trajectories.
Efficient Gibbs sampling is used to find the best solution. However, it still requires prior-
knowledge of the number of people in the scene, and unlike [12], it assumes that within
camera association is already performed perfectly. No existing work has considered the
fully unconstrained open-world problem addressed in this work where within-camera re-
identification is not assumed a-priori, person identities only partially overlap across two or
more cameras, i.e. no guarantee of all people reappearing in every camera view, and the total
number of persons is unknown. In [21], a transfer learning framework is defined to verify a
probe person against a set of targets against a large amount of unlabeled data. However, this
assumes the target and background people are split a-priori, it reasons about a single probe
person at a time instead of jointly about all probes, and it only applies within two cameras.
Set Association: Although the open world scenario has not been addressed before, some
existing algorithms are related to this challenge. The Hungarian Method (HM) [14] performs
a set-match and can find the best pairwise correspondence between two sets of detections. It
is a good solution for the closed world single-shot problem. However it will find an associ-
ation even if the two sets are partially overlapped or totally disjoint (i.e. none reappearing).
Thus even if every person in camera A does not appear in camera B, HM obtains a complete
set of matches. Moreover, it cannot deal with multi-shot as it only makes 1:1 connections.
We will exploit the HM to define a subset of credible matches for a global CRF to reason
about. A classical CRF model [2] could also be used, with pairwise similarity measures
to weight links between detections. However, several problems arise: (i) how to define the
graph structure and label space, and (ii) CRFs tend to minimise the number of distinct labels
used, thus tending to assign every detection to one identity. In this work, we develop a novel
CRF model that incrementally constructs an appropriate graph to address these issues.
Our Framework: Contrary to classical ReID, the challenge in an ‘open world’ scenario
also includes within-camera association, i.e. encompassing within-camera ambiguity due to
tracking errors. An open world model not only has to distinguish when two detections belong
to the same person, as in classical ReID, but also has to recognise when a new person enters
in the scene, as in a classical tracking system. We build on CRFs, as they are state-of-the-
art solvers for closely-related topics of re-identification [12] and tracking [19]. However, we
relax the conventional constraint on requiring a priori set of known labels, and address issues
in efficiency and convergence. Specifically, we introduce a novel two-step CRF model, that
exploits spatio-temporal information where available. The first step matches within camera
detections that belong to the same person. The second step considers both within and across-
camera matching, using inter-camera information to revise initial within-camera estimates.
The proposed model makes three important contributions: (1) No label information is
needed a priori, allowing the system to detect when a new person enters the camera network;
(2) An ‘open world’ solver, that is, the model does not assume that a person will (re)appear
in every camera; and (3) Producing a person count as a byproduct. Our approach enables
the flexibility lacking in existing state of the art closed world ReID solutions. Finally we
also discuss some different evaluation criteria, as the classic Cumulative Matching Criteria
(CMC) that assumes known number of people in a ReID scenario is no longer suitable.
2 A Framework for Open World Re-Identification
In this section we first formalise the task and our model representation. In this model, dif-
ferent candidates of people with unknown id labels are represented as nodes in a CRF. The
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objective of the CRF is to infer the most likely correct assignment of multiple id labels
simultaneously to all the nodes in the CRF (see Figure 1). We assume as input a set of N ob-
servationsX = {xi}Ni=1 across different camera views. Each observation xi = {ci, ti,pi,vi,ai}
consists of: A camera ci making the detection; the time of detection ti (we assume cameras
are synchronized); the image position pi and velocity vi where the person was detected; and
an appearance feature ai from the detection bounding box. The re-identification task is to
correctly assign identity labels L= {li}Ni=1, l ∈ 1 . . .L to all detections..
To address this task we propose a CRF G = {V,E}, with the following structure. Each
node corresponds to a person detection (observation) V = {vi = xi}. Each edge corresponds
to a similarity between nodes/persons E = {ei j = (vi,v j)}, and the label of each node corre-
sponds to the identity of that person/detection. Our aim is to find the set of labels L that best








B(li, l j|X )
)
, (1)
Here U(li|X ) and B(li, l j|X ) denote unary and pairwise energy functions, respectively. U is
an L×N matrix defining the cost of assigning any label li to any observation xi. Importantly,
in the open world context, we do not know the total number of people in the network, so
L = N to account for the limiting case where every single detection is a unique person.
B is also an N ×N matrix, defining the cost of assigning li and l j to a particular pair of
observations. We decompose B into two matrices, B(i, j) = W (i, j)C(L(i),L( j)), where
W (i, j) is the weight of the similarity between the two nodes xi and x j and C(L(i),L( j)) is
the cost of assigning the labels L(i) and L( j) to their respective nodes. We shall define W
later, whilst C is a N×N matrix defined as
C(li, l j) =
{
0 if i = j
1 otherwise (2)
As mentioned before, U is an N×N matrix. Thus, assuming that we have as many labels
as person detections (observations), the cost of assigning any label l j to any observation xi
is also a pairwise similarity measure between the observations xi and x j. B(i, j) = 0 means
there is no direct connection between the two detections. Non-zero values will depend on
the appearance features, and spatio-temporal information (if available). The accuracy of
pairwise correspondences is higher within the same camera than between cameras, due to
less appearance change and stronger continuity. For this reason, our algorithm proceeds in
two steps, as illustrated in Fig. 1. First, we solve the CRF allowing connections only between
detections within the same camera. Second, we use that solution as an initial condition to
build the connections between different cameras, creating the final CRF model. The structure
and parameterisation of CRF at each stage is the same, but additional information is included.
2.1 Label Assignment as Within Camera Tracking
A characteristic of CRF models is that they try to reduce the number of labels in the out-
put. For that reason, while creating a fully-connected CRF for solving the open-world re-
identification problem is elegant, it is very hard to tune. Small variations in the pairwise
potential causes every connected detection to be grouped with the same label, even if the
similarity is low. Thus, we restrict the number of direct links between detections.
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Cam #1 - Cam #2
Cam #1 - Cam #3
Cam #2 - Cam #3
time
(b) Step 2
Figure 1: CRF illustration. In the first step, only detections within the same camera are
connected. In the second step, a restricted connection between cameras is allowed.
First, all the detections included in the observation set are sorted according to the time
they were detected. Then, we establish the similarity between detections by creating the
unary potential U˜ , defined as
U˜(i, j) =

0 if i = j
1−δ ci, j if |ti− t j|< τc and ci = c j
1 otherwise
(3)
where δ ci, j ∈ [0,1] is the probability of assigning label li to the detection x j in camera c.
Similarly, the pairwise weight W˜ is defined as
W˜ (i, j) =

(
1− |ti− t j|
τc
)
αci, j if |ti− t j|< τc and ci = c j
0 otherwise
(4)
where ti and t j are the times that detections xi and x j were recorded, respectively; αci, j ∈ [0,1]
is the appearance similarity between detections i and j in camera c; and τc a time threshold.
Note that the strength between two detections decreases with the time gap similarly to [12].
As explained before, the number of connections between the nodes, using these matri-
ces, is too high. A fully-connected CRF tends to use fewer labels, which is an undesirable
property for our model. Thus, we reduce the number of direct connections to two at most for
each detection based on higher W˜ (i, j) values. First, we define W˜w and U˜w as
W˜w(i, j) =
{





U˜(i, j) if |P|< 2, where P = {x ∈ N−{i},W˜ (i,x)> W˜ (i, j) }
0 otherwise
(6)
Two links per node is a good balance. This value can be modified, but we found this is a
good connection density (higher values highly increase the false positive rate, whilst a lower
value increase the false negative rate). To enforce symmetry, we define Ww and Uw as
Ww = W˜w +W˜ Tw , Uw = U˜w +U˜
T
w , (7)
Uw, Wv and C define our CRF, which can be solved efficiently using the alpha-expansion
algorithm [2]. At this point, we have connections between nodes (associated person detec-
tions) in the same camera, which are denoted by G. Next, we establish links across cameras.




U =Uw,W =Ww,T = /0.
foreach c1,c2 ∈ |c|,c1 6= c2 do
[p,q] = Hungarian(Hc1 ,c2 ).
for i = 1..|p| do
if Hc1,c2 (pi,qi)> α
c1 ,c2
t then
W (pi,qi) =W (qi, pi) =
f c1 ,c2
max({ f ci ,c j }) .
T ∪ (pi,qi, f
c1 ,c2




for i = 1..|T | do
Without taking into account (pi,qi) connection:
Select Si(p)|∀ j ∈ Si(p), if exists a path between pi and j using W
Select Si(q)|∀ j ∈ Si(q), if exists a path between qi and j using W
Update the states U(Si(q),Si(p)) and U(Si(p),Si(q)).
end
end
Algorithm 1: Constructing unary and binary CRF potentials.
2.2 Cross-Camera Association
To simplify association across cameras, we only take into account direct connections be-
tween the first and the last appearance of a person in each camera. Let Lv be the labels
associated with each node after using the local CRF model. Given the sorted detections, we
create two sets B and E enclosing the first and the last label appearances, as follows:
∀p ∈ [1..N] p ∈ B, if ∀q ∈ [1..(p−1)],G(q) 6= G(p). (8)
∀p ∈ [1..N] p ∈ E, if ∀q ∈ [(p+1)..N],G(q) 6= G(p). (9)
Once we have these sets, we need to select which are the correct matches between the de-
tections. With the same reasoning as before, we want to reduce the number of connections
between detections. Assuming the labels obtained in the first step are correct, we can con-
clude that the final detection of each person in each camera occurs when the subject leaves
the camera field of view. The same also happens with the initial detections. Based on this
reasoning, we can conclude that every final detection in one camera is related with, at most,
one detection in another camera. Thus, for each pair of cameras c1 and c2, we create the
matrix Hc1,c2 , which stores the affinity between detections i and j, as
Hc1,c2i, j =
{
β c1,c2i, j if ci = c1∧ c j = c2∧ ((i ∈ B∧ j ∈ E)∨ (i ∈ E ∧ j ∈ B))
∞, otherwise,
(10)
where β c1,c2 is a cross-camera pairwise person-affinity measure based on appearance and
spatio-temporal cues. The lower the β value, the stronger connection. Using the Hungarian
Method [14], we search for the most plausible assignment of correct labels. In other words,
the Hungarian method is used to find a small subset of plausible links between detections in
different cameras. The detected links are included in the CRF as explained in Algorithm 1.
In the first loop, we compute the Hungarian Method to obtain the connections between nodes
in different cameras. Then, for each pair of connected nodes, we remove that connection and
we look for all the connections each node has. So, we obtain all the different states each
node can have, without taking into account the new connection. Finally, we enable the
connection and we update the unary potential of all the connected nodes, updating the new
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Input: Detections X
Output: Associations between detections L
begin
Compute within camera weights W and U (Eq. 7),
Solve the CRF Eq (1) with Alpha-expansion [2]
Solve Initial Hungarian to obtain H (Eq. 10),
Compute across camera weights W and U (Alg. 1)
Solve the CRF Eq (1) with Alpha-expansion [2])
end
Algorithm 2: Overview of CRF algorithm for open-world ReID.
states the nodes can reach with this new connection. The weight of this connection is further
adapted by the expected quality/reliability of affinities computed between these two cameras
according to the estimated F1 score f c1,c2 across cameras:
W (i, j) =

W˜ (i, j) if ci = c j
f c1 ,c2
max({ f ci ,c j }) if ci 6= c j and xi and x j are linked
0 otherwise
(11)
This is done because we want to rely more on connections between camera pairs that can
match reliably, and less on unreliable pairs. Finally, we create the CRF using the matrices
U , W and C. To solve this CRF, we use the alpha-expansion algorithm again. An overview
of our two-step CRF algorithm is described in Algorithm 2.
2.3 Pairwise Affinity Measures
The model depends on pairwise within and across-camera similarity measures δ c (Eq. 3), αc
(Eq. 4) and β c1,c2 (Eq. 10). These are all learned in the training step.
Within-camera Various techniques can be used to compute similarities: δ c,αc ∈ [0,1].
For simplicity, we assume δ c = αc. To obtain these, we train a pairwise appearance-based
person-similarity model dc(·, ·) per camera. Let λ+ be the set containing all the match-
ing pairs, whereas λ− the opposite; and dc(ai,a j) some pairwise distance metric (KISS or
distance to the hyperplane in the RankSVM model). To normalise the distances for compa-
rability across cameras, δ c and αc are then defined as
αci, j = δ
c
i, j =
|(al ,am) ∈ λ+,dc(al ,am)≤ dc(ai,a j)|
|(al ,am) ∈ λ+,dc(al ,am)≤ dc(ai,a j)|+ |(an,ap) ∈ λ−,dc(al ,am)≤ dc(ai,a j)|
. (12)
Across-camera To obtain the across-camera measure for cameras c1 and c2 with respec-
tive detections xi and x j, we compute KISS or RankSVM similarity measures: one for ap-
pearance (dc1,c2(ai,a j)), and another one for the combination of both position and velocity
(ρc1,c2(pi;vi,p j;v j)). We combine the two distances to obtain the similarity measure
β c1,c2i, j = γ
c1,c2 dc1,c2(ai,a j)+(1− γc1,c2)ρc1,c2(pi;vi,p j;v j), γc1,c2 ∈ [0,1]. (13)
3 Experiments
Dataset To evaluate our contribution, we need a dataset that reflects the open-world chal-
lenge. Many classic ReID datasets, such as VIPER or ETHZ assume total overlap of persons
across cameras. PrID dataset [8] has a multiple-shot version with partial overlap, but it con-
tains only two different cameras. Thus, we decide to focus on the challenging SAIVT-Softbio
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Figure 2: SAIVT-SoftBio dataset. The dataset contains 150 people recorded over an eight
camera network. It includes several angle orientations and sudden illumination changes.
database [1] (see Fig. 2), that includes 150 people recorded using 8 different cameras. To
our knowledge, it is the only dataset that simultaneously meets all the requirements for a full
open-world task: Multi-shot data and multiple cameras with camera-transition uncertainty.
Experimental Settings Our contribution is agnostic to the appearance feature, and the base
pairwise matching model used. To evaluate the system, we divide the dataset into 3 disjoint
subsets. The first third (train set), is used to train all pairwise within and across-camera
matching models, giving d and ρ in Eqs. (13)-(16). We consider the ELF [17] feature with
RankSVM [10, 17] and KISS1 [13] pairwise models. The second portion (calibration set)
is used to calibrate all thresholds, αc, δ c, and β c1,c2 measures; and γc1,c2 values. The best
combination of these parameters is obtained by looking for the best F-score, denoted by f c
or f c1,c2 , depending if its within or between cameras. The final third is used to evaluate the
performance. We average performance over 10 random splits.
Baselines As we address the open world problem with no prior information about the
number of people or their camera overlap, no existing models directly apply. For base-
lines, we therefore define a more conventional ‘engineering’ generalisation to open world of
RankSVM [10, 17] and KISS [13]. We train both on the training set, and then use the calibra-
tion set to optimise the threshold for the pairwise affinity. Pairs with affinity over threshold
are declared as sharing the same label. We denote these NaiveRankSVM and NaiveKISS.
Evaluation Metrics To evaluate the performance of open-world problems the conventional
CMC metric is insufficient, due to partial overlap of a variable number of labels and > 2
cameras. We therefore apply statistical analysis: Given the final and ground truth labels,
L∗ and Lgt , we analyse all pairs. If two nodes have the same label in Lgt and in L∗, it is
a true positive. The same label in L∗ and different in Lgt , a false positive, and so on. As
the number of negative pairs is very large, accuracy and specificity have high values (≈ 1).
Precision (percentage of pair matches that are correct), recall (percentage of correct pair
matches that are detected) and their combination, the F-score, are better measures to use.
3.1 Results
Open World Re-identification We evaluate on SAIVT, using five images per person per
camera. We consider three cameras (Cam 3, 5 and 8, that are challenging according to [1]),
where a person that appears in one camera may or may not appear in the others. Table 1
shows results obtained from analyzing every possible pair (within and between cameras).
We present variants of our framework using both RankSVM and KISS as the base pairwise
models. The CRF results are based on global inference across all three cameras, however
columns break down association performance as evaluated within individual cameras (first
three), across each pair of cameras (middle three), and across all three cameras ("whole
model"). The baseline methods obtain somewhat better recall, due to their non-conservative
nature. However on the other hand, the low number of false negatives causes a huge incre-
1For KISS, we reduce the dimension of ELF to 100 with PCA, as it is not robust to high dimensional data
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Table 1: Re-identification among three cameras from SAIVT. The last column shows the
global performance. Other columns show local performance. E.g., C3-C8 shows the quality
of the connections between camera 3 and camera 8 when the whole CRF model is computed.
F1-Score C3 C5 C8 C3 - C5 C3 - C8 C5 - C8 Whole model
Naive RankSVM 31.7% 34.1% 27.1% 15.9% 20.1% 24.6% 26.2%
Naive KISS 32.6% 29.4% 34.7% 23.4% 31.0% 29.6% 29.5%
RankSVM+CRF 50.1% 41.1% 73.2% 18.2% 43.4% 32.4% 42.0%
KISS+CRF 57.3% 52.0% 70.0% 30.3% 47.6% 43.7% 48.3%
Precision C3 C5 C8 C3 - C5 C3 - C8 C5 - C8 Whole model
Naive RankSVM 30,2% 22,2% 36,7% 14,9% 27,7% 25,7% 22,0%
Naive KISS 22.0% 20.0% 22.0% 15.9% 20.7% 19.9% 19.7%
RankSVM+CRF 63.8% 61.4% 62.3% 37.2% 55.4% 45.2% 53.7%
KISS+CRF 56.4% 59.2% 58.5% 38.0% 48.4% 47.1% 50.3%
Recall C3 C5 C8 C3 - C5 C3 - C8 C5 - C8 Whole model
Naive RankSVM 50,6% 87,6% 44,2% 24,7% 29,4% 43,4% 42,1%
Naive KISS 70.1% 63.3% 91.7% 50.3% 70.1% 65.4% 66.1%
RankSVM+CRF 47.4% 38.8% 94.0% 15.5% 43.1% 30.8% 39.4%
KISS+CRF 62.8% 50.1% 91.1% 28.5% 51.1% 44.7% 49.8%
Table 2: Inferring the number of distinct people in the dataset.
Ground truth Naive RankSVM Naive KISS RankSVM+CRF KISS+CRF
48 61±17.6 57.8±11.2 65±13.2 54.1±7.9
ment in the number of false positives, resulting in significantly worse precision. Our CRF
model is more robust, as evidenced by its maintenance of high precision values. Moreover,
it improves both of the base methods it is paired with. Because of the dichotomy between
obtaining high recall and precision, we conclude that the F-Score is the best overall metric
to validate an open-world ReID algorithm.
Estimating the number of people An important general question of interest to camera
network operators is how many unique people are observed by the camera network in a
given time period? This is implicit in the open world ReID task. Inference in our CRF
model computes this as a byproduct2, so we can answer this question directly. Table 2 shows
the estimated number of unique people among the approximately 600 detections across all
three cameras. The estimated number of people along with the standard deviation of the
estimate over multiple runs are given. In each case our framework improves on the baseline
result, with KISS+CRF obtaining the best and most stable estimate.
4 Conclusion
We have proposed the first method to address the most practical ‘open world’ variant of
the re-identification problem. That is, when no information is provided a priori about the
number or distribution of people. We develop a two-step CRF model using both appearance,
temporal and spatial information that can be solved by fast energy minimization techniques
using graph cuts. Evaluation on a challenging public dataset with three cameras demonstrates
that the model improves on engineered baselines built on either of two classic pairwise ReID
techniques. Moreover, important metadata such as person counts can be generated as a by-
product of inference in our model. In our future work, we would like to test our algorithm
with more cameras and build explicit person and camera lighting models.
2One assumption is made in this point: since we assume we are going to have more than 1 detection per person
and per camera, labels with only one associated detection are treated as noise, and removed.
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