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A TRANSMISSION PROBLEM FOR QUASI-LINEAR WAVE EQUATIONS
LARS ANDERSSON AND TODD A. OLIYNYK
Abstract. We prove the local existence and uniqueness of solutions to a system of quasi-linear wave
equations involving a jump discontinuity in the lower order terms. A continuation principle is also
established.
1. introduction
Most of the visible matter in our Universe is composed of gravitating relativistic elastic matter;
for example, asteroids, comets, planets and stars, including neutron stars, are all thought of as being
accurately described as elastic bodies [4, 7]. Due to this, it is of clear theoretical and even practical
interest to have a good analytic understanding of gravitating relativistic elastic bodies with the first step
being to establish local existence and uniqueness results.
In the non-relativistic setting of Newtonian gravity, local existence and uniqueness theorems are
available. In the approximation of a compact (non-fluid) elastic body moving in an external gravitational
field, where the gravitational self-interaction and interaction with the object generating the external
field are ignored, local existence and uniqueness has been established in [16]. Local existence and
uniqueness results for the general case, which includes gravitational self and mutual interactions between
adjacent (non-fluid) elastic bodies, are given in [3]. See also [13] for related results on self-gravitating,
incompressible fluid bodies. In contrast, much less is known in the relativistic setting where local
existence and uniqueness theorems are lacking except in certain restricted situations [8, 10, 15].
Relativistic compact elastic bodies are governed by the Einstein field equations coupled through the
stress-energy tensor to the field equations of relativistic elasticity. The difficulty in establishing local
existence and uniqueness results can be attributed to two sources: the free boundary arising from the
evolving matter-vacuum interface, and the irregularity in the stress-energy tensor across the matter-
vacuum interface. For elastic bodies, there are essentially two distinct types of irregularities. The first
type corresponds to gaseous fluid bodies where the proper energy density monotonically decreases in
a neighborhood of the vacuum boundary and vanishes identically there. In this situation, the fluid
evolution equations become degenerate and are no longer hyperbolic at the boundary leading to severe
analytic difficulties. The second type of irregularity that occurs for elastic bodies is where the proper
energy density has a finite (positive) limit at the vacuum boundary. Examples of this type are liquid
fluids and solid elastic bodies. This case leads to a jump discontinuity in the stress energy tensor across
the vacuum boundary.
Our main motivation for this article is to develop local existence and uniqueness results that are
applicable to the gravitational part of the initial value problem (IVP) for gravitating relativistic elastic
bodies that are not fluids1 and have the second type of discontinuity. For such elastic bodies, it is
well known from [5, 6], see also Section 5, when harmonic coordinates are employed and the material
representation is employed, that the gravitational component of the field equations consists of a system
of non-linear wave equations with a jump discontinuity at the matter-vacuum boundary while the elastic
2010 Mathematics Subject Classification. 35L52, 35L72, 35Q75.
1We recall that relativistic fluids are a special case of relativistic elastic matter.
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component consists of a non-linear system of wave equations with Neumann boundary conditions. This
leads us to consider IVPs of the form2
∂µ
(
Aµν(U)∂νU
)
= F (U, ∂U) + χΩH(U, ∂U) in [0, T ]× R
n, (1.1)
(U, ∂tU)|t=0 = (U˜0, U˜1) in R
n, (1.2)
where
(i) Ω is a bounded open set in Rn with smooth boundary,
(ii) U(x) = (U1(x), . . . , UN (x)) is vector valued,
(iii) A(U) = (Aµν(U)), F = (F I(U, ∂U)) and H = (HI(U, ∂U)) (I=1,. . . ,N) are smooth maps with
F (0, 0) = 0, and
(iv) for some γ, κ > 0, Aµν(U) satisfies
1
γ
|ξ|2 ≤ Aij(U)ξiξj ≤ γ|ξ|
2 and A00(U) ≤ −κ (1.3)
for all (U, ξ) ∈ RN × Rn.
In Section 5, we describe how the results of this article can be used in conjunction with the local
existence theory from [12] to establish the local existence and uniqueness of solutions that represent
gravitating relativistic compact elastic bodies. The complete local existence and uniqueness proof will
be provided in a separate article [2]. Aside from this application, we believe that the results of this
paper are of independent interest and may be useful for other initial value problems involving systems
of wave equations with lower order coefficients that have a jump discontinuity across a fixed boundary.
Due to the discontinuity in the wave equation (1.1) arising from the term χΩH(U, ∂U), the initial value
problem (IVP) (1.1)-(1.2) is a transmission problem, that is, a problem where we can view that total
solution as comprised of an interior solution and an exterior solution that are appropriately “matched”
across the dividing interface ∂Ω. Due to the jump discontinuity across ∂Ω, standard L2 Sobolev spaces
Hs(Rn) do not provide a suitable setting for establishing the local existence and uniqueness of solutions,
and we use instead the intersection spaces Hk,s(Rn) = Hs(Ω) ∩ Hs(Rn \ Ω) ∩ Hk(Rn). Similar to the
situation that arises for initial boundary value problems, we also find it necessary to choose initial data
(U˜0, U˜1) ∈ H
2,s+1(Rn)×H2,s(Rn) s ∈ Z>n/2 (1.4)
that satisfy compatibility conditions given by
U˜ ℓ := ∂
ℓ
tU |t=0 ∈ H
ms+1−ℓ,s+1−ℓ(Rn) ℓ = 2, . . . , s. (1.5)
Here the time derivatives ∂ℓtU |t=0 ℓ ≥ 2 are generated from the initial data (1.4) by formally differenti-
ating (1.1) with respect to t at t = 0. To see how this works, we note that ∂2tU |t=0 can be computed by
substituting the initial data (1.4) in (1.1) and then solving for ∂2tU |t=0. Differentiating (1.1) formally
with respect to t while substituting in the lower time derivatives ℓ = 0, 1, 2 at t = 0 then uniquely
determines the ℓ = 3 time derivative at t = 0 in terms of the initial data. Continuing on by formally
differentiating the evolution equations with respect to t, it is not difficult to see that the higher time
derivatives ℓ = 2, . . . , s at t = 0 are uniquely determined in terms of the initial data.
We are now ready to state the main local existence and uniqueness result.
Theorem 1.1. Suppose n ≥ 3, s ∈ Z>n/2 and (U˜0, U˜1) ∈ H
s+1(Rn)×Hs(Rn) satisfy the compatibility
conditions (1.5). Then there exist a T > 0 and a map U ∈ CXs+1T (R
n) such that U is the unique
solution in CX2T (R
n)∩
⋂1
ℓ=0C
ℓ
(
[0, T ),W 1−ℓ,∞(Rn)
)
to the initial value problem (1.1)-(1.2). Moreover,
if ‖u‖W 1,∞((0,T )×Tn) < ∞, then there exists a T
∗ > T such that the u can be continued uniquely to a
solution on [0, T ∗)× Tn.
2The notation used in this article for coordinates, indices, partial derivatives, function spaces, and the like can be found
in Section 2.
A TRANSMISSION PROBLEM FOR QUASI-LINEAR WAVE EQUATIONS 3
The proof of this theorem can be found in Section 4 and relies on a strategy similar to the one
employed by Koch in [12] to establish the existence and uniqueness of solutions to fully non-linear wave
equations on bounded domains with Neumann or Dirichlet boundary conditions. Koch’s method involves
differentiating the evolution equation s times with respect to t for s sufficiently large. He then views
the equations involving the lower order time derivatives ∂ℓtu (ℓ = 0, . . . , s − 1) as a system of coupled
elliptic equations for the purpose of obtaining estimates and estimates the top time derivative ∂st u using
hyperbolic energy estimates. This allows him to avoid directly differentiating in directions normal to
the boundary. For us, this strategy allows us to avoid differentiating the term χΩH(U, ∂U) across ∂Ω
where it is discontinuous.
Although the arguments used in this article are structurally similar to those employed in Koch, there
are some differences. One difference is that the elliptic equations that arise in this article are not of a
standard type due to the presence of the discontinuous term χΩH(U, ∂U). As a consequence, we cannot,
as did Koch, appeal to standard elliptic estimates, and instead we employ potential theory to derive
the desired estimates. Another distinction is that we are not able to obtain estimates for all of the
derivatives by differentiating tangentially to the space-time boundary [0, T ] × ∂Ω and then using the
evolution equations to recover the missing estimate for the derivative normal to the boundary as was
done by Koch in [12]. One immediate consequence of this is that we cannot employ Koch’s strategy to
derive a continuation principle and instead must argue differently.
Remark 1.2.
(i) The assumptions on the IVP (1.1)-(1.2) can easily be relaxed so that
(a) A, F and H depend explicitly on x ∈ Rn+1, i.e. A = A(x, U), F = F (x, U, ∂U), and
H = H(x, U, ∂U), and are defined for (x, U, ∂U) ∈ Rn+1×U ×V with U and V open in RN
and R(n+1)×N , respectively,
(b) A and {F,H} are s+1 and s times continuously differentiable in all variables, respectively,
where s ∈ Z>n/2, and
(c) the inequality (1.3) holds for (x, U, ξ) ∈ Rn+1 × U × Rn.
(ii) The following generalizations of Theorem 1.1 also hold.
(a) The continuous dependence of the solutions from Theorem 1.1 on the initial data satisfying
the compatibility conditions (1.5) can be established using similar arguments as in [12].
(b) Theorem 1.1 is also valid for quasi-linear wave equations
Aµν(U, ∂U)∂µ∂νU = F (U, ∂U) + χΩH(U, ∂U) in [0, T ]× R
n,
provided that we take s > n/2+1 and change the continuation principle to that of bounding
‖U‖W 2,∞((0,T )×Rn).
2. Preliminaries
2.1. Notation. In this article, we use (xµ)nµ=0 to denote Cartesian coordinates on R
n+1, and we use x0
and t, interchangeability, to denote the time coordinate, and (xi)ni=1 to denote the spatial coordinates.
We also use x = (x1, . . . , xn) and x = (x0, . . . , xn) to denote spatial and spacetime points, respectively.
Partial derivatives are denoted by
∂µ =
∂
∂xµ
,
and we use Du(x) = (∂1u(x), . . . , ∂nu(x)) and ∂u(x) = (∂0u(x), Du(x)) to denote the spatial and
spacetime gradients, respectively. For time derivatives, we often employ the notation
ur := ∂
r
t u,
and use
ur = (u1, u2, . . . , ur)
Tr
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to denote the collection of partial derivatives of u with respect to t.
2.2. Sets. The following subsets of Rn will be of interest:
Q−δ = { (x
1, . . . , xn) | − δ < x1, x2, . . . , xn−1 < δ, −δ < xn < 0 },
Q+δ = { (x
1, . . . , xn) | − δ < x1, x2, . . . , xn−1 < δ, 0 < xn < δ }
and
Qδ = { (x
1, . . . , xn) | − δ ≤ x1, x2, . . . , xn ≤ δ }.
We will also need to identify the opposite sides of the box Qδ so that
3
Qδ/ ∼≈ T
n.
We note that under this identification, the Carestian coordinates x = (xi) on Rn define periodic coor-
dinates on Tn. The following open and connected subset of Tn with smooth boundary will also be of
interest
Ωδ = Q
+
δ / ∼ .
Finally, given an open set Ω of Gn, where
G
n = Tn or Rn,
we let χΩ denote the characteristic function, and we use Ω
c to denote the interior of its complement,
that is
Ωc := Gn \ Ω.
2.3. Function spaces.
2.3.1. Spatial function spaces. Given an open set Ω ⊂ Gn, we define the Banach spaces
Hk,s(Gn) = Hk(Gn) ∩Hs(Ω) ∩Hs(Ωc) (s ≥ k; k, s ∈ Z≥0)
with norm
‖u‖2Hk,s(Gn) = ‖u‖
2
Hs(Ω) + ‖u‖
2
Hk(Gn) + ‖u‖
2
Hs(Ωc),
and
Hk,s(Qδ) = H
k(Qδ) ∩H
s(Q+δ ) ∩H
s(Q−δ ) (s ≥ k; k, s ∈ Z≥0)
with norm
‖u‖2Hk,s(Qδ) = ‖u‖
2
Hs(Q+δ )
+ ‖u‖2Hk(Qδ) + ‖u‖
2
Hs(Q−δ )
.
We also define the following auxiliary spaces
Xk,r =
r∏
ℓ=0
H2,k−ℓ(Tn) (k − r ≥ 2), X k,r =
r∏
ℓ=0
H0,k−ℓ(Tn) (k − r ≥ 0)
and
Y k,r =
r∏
ℓ=0
Hk−ℓ(Ω) (k − r ≥ 0, Ω ⊂ Tn)
with norms
‖ur‖
2
Xk,r =
r∑
ℓ=0
‖uℓ‖
2
H2,k−ℓ(Tn), ‖ur‖
2
X k,r =
r∑
ℓ=0
‖uℓ‖
2
H0,k−ℓ(Tn),
3Here, ∼ denotes the equivalence relation on Qδ determined by the identification of the opposite sides of the boundary.
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and
‖ur‖
2
Y k,r =
r∑
ℓ=0
‖uℓ‖
2
Hk−ℓ(Ω),
respectively, where, as above, we employ the vector notation
ur = (u1, . . . , ur)
Tr.
2.3.2. Spacetime function spaces. Given an open subset Ω ⊂ Gn and a T > 0, we define the spaces
XsT (G
n) =
s⋂
ℓ=0
W ℓ,∞
(
[0, T ),Hms−ℓ,s−ℓ(Gn)
)
, (2.1)
where
mℓ =
{
2 if ℓ ≥ 2
ℓ otherwise
,
X sT (G
n) =
s⋂
ℓ=0
W ℓ,∞
(
[0, T ),H0,s−ℓ(Gn)
)
(2.2)
and
Y sT (Ω) =
s⋂
ℓ=0
W ℓ,∞
(
[0, T ), Hs−ℓ(Ω)
)
. (2.3)
We also define the following energy norms :
‖u‖2Es(Gn) =
s∑
ℓ=0
‖∂ℓtu‖
2
Hms−ℓ,s−ℓ(Gn)
,
‖u‖2Es(Gn) =
s∑
ℓ=0
‖∂ℓtu‖
2
H0,s−ℓ(Gn),
‖u‖2Es(Ω) =
s∑
ℓ=0
‖∂ℓtu‖
2
Hs−ℓ(Ω),
‖u‖2Es,r(Gn) =
r∑
ℓ=0
‖∂ℓtu‖
2
Hms−ℓ,s−ℓ(Gn)
(s ≥ r)
and
‖u‖2E(Gn) = ‖u‖
2
E1(Gn) = ‖u‖
2
H1(Gn) + ‖∂tu‖
2
L2(Gn).
In terms of these energy norms, we can write the norms of the spaces (2.1), (2.2) and (2.3) as
‖u‖XsT (Gn) = sup
0≤t<T
‖u(t)‖Es(Gn),
‖u‖X sT (Gn) = sup
0≤t<T
‖u(t)‖Es(Gn)
and
‖u‖Y sT (Ω) = sup
0≤t<T
‖u(t)‖Es(Ω),
respectively.
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Finally, we define the following subspace of (2.1):
CXsT (G
n) =
s⋂
ℓ=0
Cℓ
(
[0, T ),Hms−ℓ,s−ℓ(Gn)
)
.
2.4. Estimates and constants. We employ that standard notation
a . b
for inequalities of the form
a ≤ Cb
in situations where the precise value or dependence on other quantities of the constant C is not required.
On the other hand, when the dependence of the constant on other inequalities needs to be specified, for
example if the constant depends on the norms ‖u‖L∞(Tn) and ‖v‖L∞(Ω), we use the notation
C = C(‖u‖L∞(Tn), ‖v‖L∞(Ω)).
Constants of this type will always be non-negative, non-decreasing, continuous functions of their argu-
ments.
2.5. A simple extension operator. Given an open set Ω inGn, we define the trivial extension operator
by
χΩu(x) =
{
u(x) if x ∈ Ω
0 otherwise
.
Clearly, this defines a bounded linear operator from Lp(Ω) to Lp(Gn).
2.6. Smoothing operator.
Proposition 2.1. Suppose Ω is an open set in Tn with a smooth boundary, 1 ≤ p < ∞ and s ∈ Z≥0.
Then there exists a family of continuous linear maps
Jλ : W
s,p(Tn) −→W s,p(Tn) λ > 0
satisfying
‖JλχΩu‖Wk,p(Tn) <∞ k ≥ s,
‖JλχΩu‖W s,p(Ω) . ‖u‖W s,p(Ω) 0 < λ ≤ 1
and
lim
λց0
‖JλχΩu− u‖W s,p(Ω) = 0
for all u ∈ W s,p(Ω).
Proof. On Rn, the proof follows directly from [1, Theorem 2.29] and the discussion in the section
Approximation by Smooth Functions on Ω starting on p. 65 of the same reference. On Tn, the proof
follows from using a smooth partition of unity to decompose functions into a finite sum of functions to
which the results on Rn apply. 
Corollary 2.2. Suppose 1 ≤ p < ∞, m ∈ Z≥0, s ∈ Z≥m, and let Jλ be as defined in Proposition 2.1.
Then Jλ is a well-defined, continuous linear operator on Hm,s(Tn) satisfying
‖Jλu‖Hℓ,k(Tn) <∞ k ≥ s, ℓ ≥ m, k ≥ ℓ,
‖Jλu‖Hm,s(Tn) . ‖u‖Hm,s(Ω) 0 < λ ≤ 1
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and
lim
λց0
‖Jλu− u‖Hm,s(Tn) = 0
for all u ∈ Hm,s(Tn).
3. Linear wave equations
3.1. Initial value problem. Our proof of the existence and uniqueness of solutions to the IVP (1.1)-
(1.2) relies on first analyzing the following linear IVP:
∂µ(A
µν∂νU) = F + χΩH in [0, T )× R
n, (3.1)
(U, ∂tU)|t=0 = (U˜0, U˜1) in R
n, (3.2)
where Ω is a bounded open set in Rn with smooth boundary, the initial data
(U˜0, U˜1) ∈ H
2,s+1(Rn)×H2,s(Rn) s ∈ Z>n/2 (3.3)
satisfies the compatibility conditions4
U˜ ℓ := ∂
ℓ
tU |t=0 ∈ H
ms+1−ℓ,s+1−ℓ(Rn) ℓ = 2, . . . , s, (3.4)
and there exist constants γ, κ > 0 for which the matrix Aµν satisfies
1
γ
|ξ|2 ≤ Aijξiξj ≤ γ|ξ|
2 for all ξ ∈ Rn (3.5)
and
A00 ≤ −κ. (3.6)
Away from the boundary of Ω, the existence, uniqueness and regularity of solutions to (3.1)-(3.2) can
be obtained by appealing to standard results on hyperbolic equations. So this leaves us with analyzing
the problem in a neighborhood of the boundary ∂Ω where standard results do not apply due to the
jump discontinuity in the term χΩH . Appealing to the property of finite speed of propagation, we can,
using a smooth change of (spatial) coordinates, locally straighten out the boundary of Ω and localize
the problem to a spacetime region of the form [0, T )×Qδ where δ can be chosen as small as we like. To
be specific, we fix a point x0 ∈ ∂Ω, and choose an open neighborhood N x0,δ of x0 that is diffeomorphic
to Qδ such that the diffeomorphism
Φx0,δ : N x0,δ −→ Qδ
satisfies
Φx0,δ(x0) = 0
and
Φx0,δ
(
∂Ω ∩ N x0,δ
)
= { (x1, . . . , xn−1, 0) | − δ < x1, x2, . . . , xn−1 < δ }.
We also demand that all the derivatives of Φ−1x0,δ are uniformly bounded pointwise on Qδ for δ ∈ (0, 1]. To
see that this is possible, we fix a diffeomorphism Φx0,1 fromN x0,1 toQ1. We then define diffeomorphisms
Ψx0,δ := Φ
−1
x0,1
|Qδ : Qδ −→ N x0,δ := Φ
−1
x0,δ
(Qδ)
for δ ∈ (0, 1]. Clearly, this family of diffeomorphisms satisfies the required properties. We extend Ψx0,δ
to a spacetime map by defining
ψx0,δ : [0, T )×Qδ −→ [0, T )×N x0,δ : (x
0, x) 7−→ (x0,Ψx0,δ(x)), (3.7)
4As described in the introduction, the time derivatives ∂ℓtU |t=0 ℓ ≥ 2 are generated from the initial data (3.2) by
formally differentiating (3.1) with respect to t and evaluating at t = 0.
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and we let
Jµν = ∂νψ
µ
x0,δ
denote the Jacobian matrix of the diffeomorphism (3.7) and
Jˇ = J−1
its inverse.
Next, we define
U¯(x) = U(ψx0,δ(x)), (3.8)
Uˆ j(x) = U˜ j(Ψx0,δ(x)) j = 0, 1, (3.9)
A¯µν(x) = det J(x)Jˇµα(x)A
αβ(ψx0,δ(x))Jˇ
ν
β(x), (3.10)
F¯ (x) = det J(x)F (ψx0,δ(x)), (3.11)
and
H¯(t, x) = det J(x)H(ψx0,δ(x)). (3.12)
Letting,
g = ηµνdx
µdxν (ηµν) = diag(−1, 1, 1, 1)
denote the Minkowski metric, we recall the following pullback formula for a vector field X = Xµ∂µ:
1√
|g¯|
∂µ
(√
|g¯|X¯µ
)
=
(
1√
|g|
∂µ
(√
|g|Xµ
))
◦ ψx0,δ (3.13)
where
X¯µ := (ψ∗x0,δX)
µ = Jˇµν X¯
ν ◦ ψx0,δ,
|g| := − det(ηµν) = 1
and
|g¯| := |ψ∗x0,δg| = det(J)
2.
Setting
Xµ = Aµν∂νU
in (3.13), a short calculation using the chain rule and the definitions (3.8)-(3.12) shows that U¯ satisfies
the IVP
∂µ(A¯
µν∂νU¯) = F¯ + χQ+1
H¯ in [0, T )×Qδ , (3.14)
(U¯ , ∂tU¯)|t=0 = (Uˆ0, Uˆ1) in Qδ, (3.15)
and the compatibility conditions
Uˆ ℓ := ∂
ℓ
t U¯ |t=0 ∈ H
ms+1−ℓ,s+1−ℓ(Qδ) ℓ = 0, . . . , s. (3.16)
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3.2. Projection to the n-Torus. Before proceeding with the analysis of the IVP (3.14)-(3.15), we first
introduce two technical refinements. The first is to exploit the freedom to choose δ small by rescaling
the fields and working on a fixed domain Q1 instead. With this in mind, we define
u(x) =
U¯(δx)− U¯(0)
δ
, (3.17)
mµν = A¯µν(0), (3.18)
bµν(x) =
A¯µν(δx)−mµν
δσ
, (3.19)
f(x) = δF¯ (δx), (3.20)
and
h(x) = δH¯(δx). (3.21)
We note that by making a linear change of coordinates we can, due to the conditions (3.5)-(3.6) satisfied
by Aµν , always arrange that
(mµν) = diag(−1, 1, . . . , 1).
A short calculation then shows that u satisfies
∂µ((m
µν + ǫbµν)∂νu) = f + χQ+1
h in [0, T/δ)×Q1, (3.22)
(u, ∂tu)|t=0 = (u˜0, u˜1) :=
(
Uˆ0(δx) − Uˆ0(0)
δ
, Uˆ1(δx)
)
in Q1, (3.23)
where
ǫ = δσ.
The second technical refinement is to avoid the analytic difficulties that arise from boundary of Q1
and, at the same time, put the equations in a suitable form using potential theory estimates. This is
accomplished by using appropriate cutoff functions and appealing to the finite speed of propagation in
order to “project” the evolution equations to a suitable form defined on
T
n ∼= Q1/ ∼ .
We now describe the projected IVP. First, we fix points x+ ∈ Ω1 and x− ∈ Ω1
c and choose a ρ > 0
so that B3ρ(x+) ∈ Ω1 and B3ρ(x−) ∈ Ω1
c. Then we let ψ denote a smooth non-negative function such
that ψ|Bρ(x±) = 1 and ψ|Tn\(B2ρ(x+)∪B2ρ(x−)) = 0. The projected IVP is then defined by
∂µ((m
µν + ǫφ1b
µν)∂νu)− ψu = φ1f + φ1χΩ1h+ µ in [0, T/δ)× T
n, (3.24)
(u, ∂tu)|t=0 = (φ1u˜0, φ1u˜1) in T
n, (3.25)
where
(i)
φη(x
1, . . . , xn) := φ
(
4x1
η
)
φ
(
4x2
η
)
· · ·φ
(
4xn
η
)
with φ ∈ C∞(R) a cutoff function satisfying φ(τ) = 1 for |τ | ≤ 1, φ(τ) = 0 for |τ | ≥ 2 and
φ(τ) ≥ 0 for all τ ∈ R, and
(ii)
µ =
s−1∑
ℓ=0
tℓ
ℓ!
µℓ
where the µℓ are determined in Proposition 3.1 below.
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Proposition 3.1. Suppose n ≥ 3 and s ∈ Z>n/2, 0 < δ ≤ 1, σ = min{1, s− n/2} and let uℓ = ∂
ℓ
tu|t=0
and u˜ℓ = ∂
ℓ
tu|t=0, where the ℓ
th time derivative of u is generated from formally differentiating (3.24)
and (3.22), respectively. Then there exist a δ0 ∈ (0, 1], η0 ∈ (0, 1/4] and a sequence µℓ ∈ H0,s−1−ℓ(Tn)
ℓ = 0, 1, . . . s− 1 such that
uℓ = φ1u˜ℓ ℓ = 0, 1, µℓ|Qη0 = 0 ℓ = 0, 1, . . . , s− 1
and
‖u(0)‖Es+1(Tn) . ‖U¯(0)‖Es+1(Q1),
‖µ(t)‖Es−1(Tn) .
(
1 + ‖A¯(0)‖Es(Q1) + ‖DA¯(0)‖Es−1(Q1)
)
‖U¯(0)‖Es+1(Q1)
+ δ
(
‖F¯ (0)‖Es−1(Q1) + ‖H¯(0)‖Es−1(Q+1 )
)
for all δ ∈ (0, δ0].
Proof. In the following, we will use the notation
(·)ℓ = ∂
ℓ
t (·)|t=0
to denote the ℓth time derivative of a quantity evaluated at t = 0, where the time derivatives of u are
generated from formally differentiating (3.24). Similarly, we use the
(˜·)ℓ = ∂
ℓ
t (·)|t=0
to denote the ℓth time derivative of a quantity evaluated at t = 0 that depends on u where the time
derivatives of u are generated from formally differentiating (3.22).
We begin by defining
g¯µν = mµν + ǫφ1b
µν , f¯ = φ1f − ∂iφ1b
iν∂νu− φ1∂µb
µν∂νu
and
h¯ = φ1h,
which allow us to write (3.24) as
g¯µν∂µ∂νu− ψu = f¯ + χΩ1 h¯+ µ. (3.26)
Since n > n/2, we have by Sobolev’s inequality, see Theorem A.2, that
‖φ1b
00(0)‖L∞(Tn) = max
{
‖φ1b
00(0)‖L∞(Ω1), ‖φ1b
00(0)‖L∞(Ωc1)
}
. ‖b00(0)‖H0,s(Tn).
By Proposition D.1, it follows from this inequality that
‖φ1b
00(0)‖L∞(Tn) ≤ C‖A¯(0)‖Es(Q1)
for some constant C > 0 independent of δ ∈ (0, 1]. Therefore, since ǫ = δσ and σ > 0, we can choose
δ0 ∈ (0, 1] small enough so that
ǫ‖φ1b
00(0)‖L∞(Tn) ≤
1
2
for δ ∈ (0, δ0], and this, in turn, guarantees that
1
2
≤ g¯00 ≤
3
2
.
Using this, we can solve (3.26) for the 2nd order time derivative to get
∂2t u =
1
g¯00
(
− 2g¯i0∂i∂tu− g¯
ij∂i∂ju+ ψu+ f¯ + χΩ1 h¯+ µ
)
. (3.27)
Setting
µ0 = 2g¯
i0
0 ∂i(φ1u˜1) + g¯
ij
0 ∂i∂j(φ1u˜0)− ψφ1u˜0 − φ1
(
f¯0 + χΩ1 h¯0
)
+ g¯000 φ1u˜2, (3.28)
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we see from (3.27) that
u2 = φ1u˜2. (3.29)
Moreover, it follows directly from the assumption s > n/2 and the multiplication inequality from Propo-
sition A.7 that
‖µ0‖H0,s−1(Tn) .
(
1 + ǫ‖b(0)‖Es(Tn) + ǫ‖Db(0)‖Es−1(Tn)
)
‖u(0)‖Es+1(Tn)
+ ‖f(0)‖Es−1(Tn) + ‖h(0)‖Es−1(Ω1).
Calculating the 2nd order time derivative of u using (3.22), we find that
∂2t u =
1
g00
(
− 2gi0∂i∂tu− g
ij∂i∂ju+ k + χΩ1h
)
, (3.30)
where
gµν = mµν + ǫbµν and k = f(u, ∂u, v)− ∂µb
µν∂νu.
Since
φ1|Qη = 1 η ∈ [0, 1/4], (3.31)
and
ψ|{|xn|≤η0} = 0 (3.32)
for η0 small enough, we see, with the help of (3.25), (3.29) and (3.30), that µ0, see (3.28), satisfies
µ0|Qη0 = 0
for some η0 ∈ (0, 1/4].
With the base case satisfied, we proceed by induction and assume that
uℓ = φ1u˜ℓ ℓ = 0, 1, . . . , r + 1, (3.33)
µℓ|Qη0 = 0 ℓ = 0, 1, . . . , r − 1
and
‖µℓ‖H0,s−1−ℓ .
(
1 + ǫ‖b(0)‖Es(Tn) + ǫ‖Db(0)‖Es−1(Tn)
)
‖u(0)‖Es+1(Tn)
+‖f(0)‖Es−1(Tn) + ‖h(0)‖Es−1(Ω1),
where r < s.
Differentiating (3.27) r-times with respect to t and evaluating at t = 0, we find that
u2+r =
1
g¯000
(
−
r−1∑
ℓ=0
(
r
ℓ
)
g¯00r−ℓu2+ℓ −
r∑
ℓ=0
(
r
ℓ
)(
g¯0ir−ℓ∂iuℓ+1 + g¯
ij
r−ℓ∂i∂juℓ
)
+ ψur + f¯r + χΩ1 h¯r + µr
)
. (3.34)
Setting
µr =
r−1∑
ℓ=0
(
r
ℓ
)
g¯00r−ℓu2+ℓ +
r∑
ℓ=0
(
r
ℓ
)(
g¯0ir−ℓ∂iuℓ+1 + g¯
ij
r−ℓ∂i∂juℓ
)
− ψur − f¯r − χΩ1 h¯r + g¯
00
0 φ1u˜2+r, (3.35)
it follows immediately from (3.34) that
u2+r = φ1u˜2+r.
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Similarly, differentiating (3.30) r-times with respect to t and evaluating at t = 0, we obtain
u˜2+r =
1
g˜000
(
−
r−1∑
ℓ=0
(
r
ℓ
)
g˜00r−ℓu˜2+ℓ −
r∑
ℓ=0
(
r
ℓ
)(
g˜0ir−ℓ∂iu˜ℓ+1 + g˜
ij
r−ℓ∂i∂j u˜ℓ
)
+ k˜r + χΩ1 h˜r
)
. (3.36)
Clearly, the induction hypothesis (3.33) together with (3.31) implies that
g˜ℓ|Qη0 = g˜ℓ|Qη0 , f¯ ℓ|Qη0 = k˜ℓ|Qη0 and h¯ℓ|Qη0 = h˜ℓ|Qη0
for ℓ = 0, . . . , r + 1. Consequently, it follows directly from (3.32), (3.35) and (3.36) that
µr|Qη0 = 0.
Furthermore, applying the multiplication inequality from Proposition A.7 to (3.35), see the proof of
Lemma 3.3 for similar estimates, it is not difficult to verify that
‖µr‖H0,s−1−r(Tn) .
(
1 + ǫ‖b(0)‖Es(Tn)+ǫ‖Db(0)‖Es−1(Tn)
)
‖u(0)‖Es+1(Tn)
+ ‖f(0)‖Es−1(Tn) + ‖h(0)‖Es−1(Ω1). (3.37)
This completes the induction step.
Finally, observing the scaling definitions (3.17)-(3.21), it is clear from Propositions D.1 and D.2 that
the estimates
‖u(0)‖Es+1(Tn) . ‖U¯(0)‖Es+1(Q1)
and
‖µℓ‖H0,s−1−ℓ(Tn) .
(
1 + ‖A¯(0)‖Es(Q1) + ‖DA¯(0)‖Es−1(Q1)
)
‖U¯(0)‖Es+1(Q1)
+ δ
(
‖F¯ (0)‖Es−1(Q1) + ‖H¯(0)‖Es−1(Q+1 )
)
for ℓ = 0, 1, . . . , s are a direct consequence of (3.37). 
3.3. Existence and uniqueness for the linear system (3.1)-(3.2). In light of the form of the pro-
jected system (3.24)-(3.25), we now turn our attention to the following class of linear IVPs:
∂µ((m
µν + ǫbµν)∂νu) = f + χQ+1
h+ µ in [0, T )× Tn, (3.38)
(u, ∂tu)|t=0 = (u˜0, u˜1) in T
n, (3.39)
where the initial data is chosen so that the compatibility conditions
u˜ℓ := ∂
ℓ
tu|t=0 ∈ H
ms+1−ℓ,s+1−ℓ(Rn) ℓ = 2, . . . , s (3.40)
are satisfied.
Theorem 3.2. Suppose n ≥ 3, δ ∈ (0, 1], σ = min{1, s − n/2}, ǫ = δσ, s ∈ Z>n/2, T > 0, b =
(bµν), ∂tb ∈ X sT (T
n), Db ∈ X s−1T (T
n), f ∈ X sT (T
n), h ∈ Y sT (Ω1), µ ∈ X
s
T (T
n) with ∂stµ = 0, (u˜0, u˜1) ∈
H2,s+1(Tn)×H2,s(Tn) satisfy the compatibility conditions (3.40), and let
R = sup
0≤t<T
(‖b(t)‖Es(T) + ‖Db(t)‖Es−1(T)) and β(t) = 1 + ‖b(t)‖Es(Tn) + ‖∂tb(t)‖Es(Tn).
Then there exists a constant cL = cL(n, s) > 0 such that the IVP (3.38)-(3.39) has a unique solution
u ∈ CXs+1T (T
n) whenever δ is chosen so that ǫ satisfies 0 ≤ ǫ ≤ min
{
1
3cLR
, 13
}
. Moreover, u satisfies
the following estimate
‖u(t)‖Es+1(Tn) ≤ C(cL)e
C(cL)
∫
T
0
β(τ) dτ
[
β(0)‖u(0)‖Es+1(Tn) + ‖f(0)‖Es−1(Tn) + ‖h(0)‖Es−1(Ω1)
+‖µ(t)‖Es−1(Tn) +
∫ T
0
β(τ)
(
‖f(τ)‖Es(Tn) + ‖h(τ)‖Es(Ω1) + ‖µ(τ)‖Es−1(Tn)
)
dτ
]
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for 0 ≤ t < T .
Proof. Instead of solving the IVP (3.38)-(3.39) directly. We first regularize the problem using a mollifier
to smooth the coefficients and the initial data with the resulting regularized IVP being
∂µ((m
µν + ǫJλ(b
µν))∂νu
λ)− ψuλ = Jλf + Jλ(χΩ1h) + Jλµ in [0, T ]× T
n, (3.41)
(uλ, ∂tu
λ
λ)|t=0 = (Jλu˜0, Jλu˜1) in T
n, (3.42)
where λ ∈ (0, 1]. Applying a standard existence theorem for linear hyperbolic equations, for example
see [17, Ch. 16, Proposition 1.7], we obtain a 1-parameter family of (unique) solutions
uλ ∈
s+100⋂
ℓ=0
Cℓ([0, T ), Hs+100−ℓ(Tn)) 0 < λ ≤ 1.
Our goal now is to derive λ-independent estimates for uλ and then use these estimates to obtain a
solution to the IVP (3.38)-(3.39) by letting λց 0 and extracting a (weakly) convergent subsequence that
converges to a solution. The proof of the λ-independent estimates involves using elliptic estimates to
estimate the first s−1 time derivatives of uλ followed by hyperbolic estimates to estimate the remaining
s and s+ 1 time derivatives.
Elliptic estimates: Differentiating (3.38) k times with respect to t, we observe that uk = ∂
k
t u satisfies
the elliptic system
∆uλk − ψu
λ
k = u
λ
k+2 + ǫ
(
q0k + q
1
k + q
2
k
)
+Jλfk + Jλ
(
χΩ1hk
)
+ Jλµk, (3.43)
where
q0k = −
k∑
ℓ=0
(
k
ℓ
)(
Jλ(b
ij
k−ℓ)∂i∂ju
λ
ℓ + Jλ(∂ib
ij
k−ℓ)∂ju
λ
ℓ + Jλ(b
0j)k−ℓ+1∂ju
λ
ℓ
)
−
k∑
ℓ=1
(
k
ℓ− 1
)(
2Jλ(b
0j
k−ℓ+1)∂ju
λ
ℓ + Jλ(∂jb
0j
k−ℓ+1)u
λ
ℓ + b
00
k−ℓ+2u
λ
ℓ
)
−
k∑
ℓ=2
(
k
ℓ− 2
)
Jλ(b
00
k−ℓ+2)u
λ
ℓ ,
q1k = −kJλ(b
00
1 )u
λ
k+1 − 2Jλ(b
0j
0 )∂ju
λ
k+1 − Jλ(∂jb
0j
0 )u
λ
k+1 − Jλ(b
00
1 )u
λ
k+1,
q2k = −Jλ(b
00
0 )u
λ
k+2
and
∆ = δij∂i∂j
is the Euclidean Laplacian.
Lemma 3.3. The following estimates hold:
‖q0k‖H0,s+1−(k+2)(Tn) .
(
‖b‖Es(Tn) + ‖Db‖Es−1(Tn)
)
‖uλ‖Es+1,k(Tn),
‖q1k‖H0,s+1−(k+2)(Tn) .
(
‖b‖Es(Tn) + ‖Db‖Es−1(Tn)
)
‖uλk+1‖H1,s+1−(k+1)(Tn)
and
‖q2k‖H0,s+1−(k+2)(Tn) . ‖b‖Es(Tn)‖u
λ
k+2‖H0,s+1−(k+2)(Tn)
for 0 ≤ k ≤ s− 1.
Proof. To begin, we observe that
‖Jλ(b
ij
k−ℓ)∂i∂ju
λ
ℓ ‖H0,s+1−(k+2)(Tn) . ‖bk−ℓ‖H0,s−(k−ℓ)(Tn)‖D
2uλℓ ‖H0,s−1−ℓ(Tn) 0 ≤ ℓ ≤ k ≤ s− 1
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follows directly from Proposition A.7 since s > n/2. Similar arguments show that the estimates
‖Jλ(∂ib
ij
k−ℓ)∂ju
λ
ℓ ‖H0,s+1−(k+2)(Tn) . ‖Dbk−ℓ‖H0,s−1−(k−ℓ)(Tn)‖Du
λ
ℓ ‖H0,s−ℓ(Tn)
‖Jλ(b
0j
k−ℓ+1)∂ju
λ
ℓ ‖H0,s+1−(k+2)(Tn) . ‖bk−ℓ+1‖H0,s−(k−ℓ+1)(Tn)‖Du
λ
ℓ ‖H0,s−ℓ(Tn)
hold for 0 ≤ ℓ ≤ k ≤ s− 1. These inequalities give us the following estimate for the first sum in q0k:∥∥∥∥ k∑
ℓ=0
(
k
ℓ
)(
Jλ(b
ij
k−ℓ)∂i∂ju
λ
ℓ + Jλ(∂ib
ij
k−ℓ)∂ju
λ
ℓ+Jλ(b
0j
k−ℓ+1)∂ju
λ
ℓ
)∥∥∥∥
H0,s+1−(k+2)(Tn)
.
(
‖b‖Es(Tn) + ‖Db‖Es−1(Tn)
)
‖uλ‖Es+1,k(Tn)
for 0 ≤ k ≤ s−1. The required estimates for the rest of q0k and q
1
k, q
2
k follow from similar arguments. 
We collect the equations (3.43) (0 ≤ k ≤ s− 1) into a single system
Lǫ(u
λ
s−1) = Ks−1, (3.44)
where
Ks−1 = fs−1 + Jλ
(
χΩ1hs−1
)
+ µs−1 + ǫ
(
0, . . . , 0, q2s−2, q
1
s−1 + q
2
s−1
)Tr
and
Lǫ = L0 − ǫL1
with
L0 =


∆− ψ 0 −1 0 · · · 0
0 ∆− ψ 0 −1 0
0 0 ∆− ψ 0
. . .
...
0 0 0 ∆− ψ
. . . −1
...
. . . 0
0 0 0 0 · · · ∆− ψ


and
L1(us−1) = q
0
s−1 + (q
1
0 + q
2
0 , . . . , q
1
s−3 + q
2
s−3, q
1
s−1, 0)
Tr.
Next, we observe that Lemma 3.3 shows that the operator norm of
L1 : X
s+1,s−1 −→ X s−1,s−1
is bounded by
‖L1‖op ≤ CL1(‖b‖Es(T) + ‖Db‖Es−1(T))
for some constant CL1 > 0. Also, it is clear from Proposition B.2 and the tridiagonal structure of L0
that L0 : X
s+1,s−1 → X s−1,s−1 is an isomorphism. From these facts, we get, via the Born series
(1I − ǫL−10 L1)
−1 =
∞∑
k=0
ǫk(L−10 L1)
k ǫ‖L−10 L1‖ < 1,
that Lǫ : X
s+1,s−1 → X s−1,s−1 is invertible and the estimate
‖L−1ǫ ‖op ≤
‖L−10 ‖op
1− ǫ(‖b‖Es(Tn) + ‖Db‖Es−1(Tn))‖L
−1
0 ‖opCL1
. (3.45)
holds whenever δ ∈ (0, 1] is chosen small enough so that ǫ = δσ satisfies
ǫ(‖b‖Es(T) + ‖Db‖Es−1(Tn))‖L
−1
0 ‖opCL1 < 1.
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It then follows directly from equation (3.44), the estimate (3.45) and Lemma 3.3 that there exists a
constant cL = cL(‖L
−1
0 ‖op, CL1) > 0 such that
‖uλ(t)‖Es+1,s−1(Tn) ≤
cL
1− ǫcLR
(
ǫR
(
‖uλ(t)‖Es+1,s−1(Tn) + ‖u
λ
s (t)‖E(Tn)
)
+ ‖f(t)‖Es−1(Tn) + ‖h(t)‖Es−1(Ω1) + ‖µ(t)‖Es−1(Tn)
)
(3.46)
for 0 ≤ t < T , where
R = sup
0≤t<T
(‖b(t)‖Es(T) + ‖Db(t)‖Es−1(T))
and δ is chosen small enough so that ǫ = δσ satisfies
ǫcLR < 1. (3.47)
Choosing δ so that
ǫ = min
{
1
3cLR
,
1
3
}
,
we can write (3.46) as
‖uλ(t)‖Es+1,s−1(Tn) ≤ ‖u
λ
s (t)‖E(Tn) + 2cL
(
‖f(t)‖Es−1(Tn) + ‖h(t)‖Es−1(Ω1) + ‖µ(t)‖Es−1(Tn)
)
(3.48)
for 0 ≤ t < T . Writing f(t) and h(t) as
f(t) = f(0) +
∫ t
0
∂tf(τ) dτ and h(t) = h(0) +
∫ t
0
∂th(τ) dτ,
respectively, we see that
‖f(t)‖Es−1(Tn)+‖h(t)‖Es−1(Ω1) ≤ ‖f(0)‖Es−1(Tn)+‖h(0)‖Es−1(Ω1)+
∫ t
0
(
‖f(τ)‖Es(Tn)+‖h(τ)‖Es(Ω1)
)
dτ.
Combining this inequality with (3.48), we arrive at the estimate
‖uλ(t)‖Es+1,s−1(Tn) ≤ ‖u
λ
s (t)‖E(Tn) + 2cL
(
‖f(0)‖Es−1(Tn) + ‖h(0)‖Es−1(Ω1)
+
∫ t
0
(
‖f(τ)‖Es(Tn) + ‖h(τ)‖Es(Ω1)
)
dτ + ‖µ(t)‖Es−1(Tn)
)
, (3.49)
which holds for 0 ≤ t < T .
Hyperbolic estimates: By assumption ∂st µ = 0. Therefore, differentiating (3.38) s-times with respect
to t yields
∂µ
((
mµν + ǫJλ(b
µν)
)
∂νu
λ
s
)
− ψuλs = ǫ∂µ
(
pµ − sJλ(b
µ0
1 )u
λ
s
)
+ Jλfs + Jλ(χΩ1hs), (3.50)
where
pµ = −
s−1∑
ℓ=0
(
s
ℓ
)
Jλ(b
µj
s−ℓ)∂ju
λ
ℓ −
s−2∑
ℓ=0
(
s
ℓ
)
Jλ(b
µ0
s−ℓ)u
λ
ℓ+1.
Recalling that s > n/2, it follows directly from Sobolev’s inequality, see Theorem A.2, and Corollary
2.2 that the inequalities
‖Jλb
µν(t)‖L∞(Tn) . ‖Jλb
µν(t)‖H0,s(Tn) . ‖b(t)‖Es(Tn), (3.51)
‖∂tJλb
µν(t)‖L∞(Tn) . ‖Jλb
µν
1 (t)‖H0,s(Tn) . ‖b(t)‖Es+1(Tn), (3.52)
‖∂tJλb
µ0
1 (t)‖Ln(Tn) . ‖Jλb
µ0
2 (t)‖H0,s−1(Tn) . ‖∂tb(t)‖Es(Tn) (3.53)
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and
‖Jλb
µ0
1 (t)‖L∞(Tn) . ‖Jλb
µ0
1 (t)‖H0,s(Tn) . ‖∂tb(t)‖Es(Tn) (3.54)
are satisfied for 0 ≤ t < T . Also, a slight adaptation of the arguments used to prove Lemma 3.3 show
that
‖pµ(t)‖L2(Tn) . ‖b(t)‖Es(Tn)‖u
λ(t)‖Es+1,s−1(Tn) (3.55)
and
‖∂tp
µ(t)‖L2(Tn) .
(
‖b(t)‖Es(Tn) + ‖∂tb(t)‖Es(Tn)
)(
‖uλ(t)‖Es+1,s−1(Tn) + ‖u
λ
s (t)‖H1(Tn)
)
‖A(t)‖Es+1(Rn)
(3.56)
hold for 0 ≤ t < T .
We now are in a position to apply the energy estimates from Theorem C.2 to uλs since it solves the
wave equation (3.50). Doing so, we see that these energy estimates in conjunction with the inequalities
(3.47), (3.51)-(3.56) and Corollary 2.2 show that uλs satisfies
‖uλs (t)‖E(Tn) ≤ C(cL)
[
β(0)‖uλ(0)‖Es+1(Tn) +
∫ t
0
β(τ)
(
‖uλ(τ)‖Es+1,s−1
+ ‖uλ(τ)‖E(Tn)
)
+ ‖fs(τ)‖L2(Tn) + ‖hs(τ)‖L2(Ω1) dτ
]
for 0 ≤ t < T , where
β(t) = 1 + ‖b(t)‖Es(Tn) + ‖∂tb(t)‖Es(Tn).
Combining this estimate with (3.48) gives
‖uλs (t)‖E(Tn) ≤ C(cL)
[
β(0)‖uλ(0)‖Es+1(Tn)
+
∫ t
0
β(τ)
(
‖uλ(τ)‖E(Tn) + ‖f(τ)‖Es(Tn) + ‖h(τ)‖Es(Ω1) + ‖µ(τ)‖Es−1(Tn)
)
dτ
]
(3.57)
for 0 ≤ t < T .
Together, the estimates (3.49) and (3.57) show that uλ satisfies the uniform bound
‖uλ(t)‖Es+1(Tn) ≤ C(cL)
[
β(0)‖uλ(0)‖Es+1(Tn) + ‖f(0)‖Es−1(Tn) + ‖h(0)‖Es−1(Ω1)
+‖µ(t)‖Es−1(Tn) +
∫ t
0
β(τ)
(
‖uλ(τ)‖Es+1(Tn) + ‖f(τ)‖Es(Tn) + ‖h(τ)‖Es(Ω1) + ‖µ(τ)‖Es−1(Tn)
)
dτ
]
which, in turn, implies via Gronwall’s inequality that
‖uλ(t)‖Es+1(Tn) ≤ C(cL)e
C(cL)
∫
T
0
β(τ)dτ
[
β(0)‖uλ(0)‖Es+1(Tn) + ‖f(0)‖Es−1(Tn) + ‖h(0)‖Es−1(Ω1)
+‖µ(t)‖Es−1(Tn) +
∫ T
0
β(τ)
(
‖f(τ)‖Es(Tn) + ‖h(τ)‖Es(Ω1) + ‖µ(τ)‖Es−1(Tn)
)
dτ
]
(3.58)
for 0 ≤ t < T . This inequality implies that uλ is a bounded 1-parameter family of solutions in Xs+1T (T
n)
to the IVP (3.41)-(3.42), and consequently, we know, by standard arguments, that there exists a weakly
convergent subsequence, again denoted uλ, that converges as λ ց 0 to the unique weak solution u ∈
A TRANSMISSION PROBLEM FOR QUASI-LINEAR WAVE EQUATIONS 17
Xs+1T (T
n) of (3.38)-(3.39). Moreover, by the uniqueness of weak limits, we see, by sending λց 0 in the
estimate (3.58), that u satisfies
‖u(t)‖Es+1(Tn) ≤ C(cL)e
C(cL)
∫ T
0
β(τ)dτ
[
β(0)‖u(0)‖Es+1(Tn) + ‖f(0)‖Es−1(Tn) + ‖h(0)‖Es−1(Ω1)
+‖µ(t)‖Es−1(Tn) +
∫ T
0
β(τ)
(
‖f(τ)‖Es(Tn) + ‖h(τ)‖Es(Ω1) + ‖µ(τ)‖Es−1(Tn)
)
dτ
]
(3.59)
for 0 ≤ t < T . Finally, a straightforward calculation shows that the difference u − uλ satisfies a linear
equation of the type (3.38)-(3.39), and hence, also an estimate of the type (3.59) from which it follows
that
‖u− uλ‖Xs+1T (Tn)
. ‖u(0)− Jλu(0)‖Es+1(Tn) + c(λ)
for some constant c(λ) satisfying limλց0 c(λ) = 0. Since uλ ∈ CX
s+1
T (T
n), this estimate implies that
uλ(t) converges uniformly on [0, T ] to u(t), thereby showing that u ∈ CX
s+1
T (T
n). 
With the existence and uniqueness for the system (3.38)-(3.39) established, it is now straightforward,
using the finite speed of propagation, to conclude an analogous uniqueness and existence result for the
original system (3.1)-(3.2).
Theorem 3.4. Suppose n ≥ 3, s ∈ Z>n/2, T > 0, A = (A
µν), ∂tA ∈ X sT (R
n), DA ∈ X s−1T (R
n),
F ∈ X sT (R
n), H ∈ Y sT (Ω), (U˜0, U˜1) ∈ H
2,s+1(Rn)×H2,s(Rn) satisfy the compatibility conditions (3.4),
and let
α = sup
0≤t<T
(
‖A(t)‖Es(Rn) + ‖DA(t)‖Es−1(Rn)
)
, β(t) = 1 + ‖A(t)‖Es(Rn) + ‖∂tA(t)‖Es(Rn)
and
γ =
∫ T
0
β(τ) dτ.
Then the IVP (3.1)-(3.2) has a unique solution U ∈ CXs+1T (R
n) and satisfies the estimate
‖U(t)‖Es+1(Rn) ≤ c(α, β(0), γ)
[
‖U(0)‖Es+1(Rn) + ‖F (0)‖Es−1(Rn)
+ ‖H(0)‖Es−1(Ω) +
∫ T
0
β(τ)
(
‖F (τ)‖Es(Rn) + ‖H(τ)‖Es(Ω)
)
dτ
]
for 0 ≤ t < T .
Proof. We begin by letting u ∈ CXs+1T (T
n) be the unique solution to the IVP (3.24)-(3.25) from Theorem
3.2 with δ ∈ (0, 1] chosen small enough so that ǫ = δσ satisfies
ǫ = min
{
1
3cLR
,
1
3
}
(3.60)
with
R = sup
0≤t<T
(
‖b(t)‖Es(Tn) + ‖Db(t)‖Es−1(Tn)
)
. (3.61)
We know from Proposition 3.1 that there exists an η0 ∈ (0, 1/4] such that the initial data (u|t=0, ∂tu|t=0),
the source term µ(t) and the coefficient ψ satisfy(
u|{0}×Qη0 , ∂tu|{0}×Qη0
)
=
(
u˜0|Qη0 , u˜1|Qη0
)
,
ψ|Qη0 = 0
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and
µ|[0,T ]×Qη0 = 0,
respectively. Appealing to the finite propagation speed for solutions of wave equations, we see, shrinking
T if necessary, that u solves the IVP (3.22)-(3.23) on the spacetime region [0, T )×Qη0/2. Moreover, it
follows directly from Theorem 3.2 and Propositions 3.1, D.1 and D.2 that u satisfies the estimate
‖u(t)‖Es+1(Qη0/2) ≤c(α¯, β¯(0), γ¯)
[
‖U(0)‖Es+1(Q1) + δ‖F¯ (0)‖Es−1(Q1)
+ δ‖H¯(0)‖Es−1(Q+1 )
+
∫ δT
0
β¯(τ)
(
‖F¯ (τ)‖Es(Q1) + ‖H¯(τ)‖Es(Q+1 )
)
dτ
]
(3.62)
for 0 ≤ t < T , where
α¯ = sup
0≤t<δT
(
‖A¯(t)‖Es(Q1) + ‖DA¯(t)‖Es−1(Q1)
)
, (3.63)
β¯(t) = 1 + ‖A¯(t)‖Es(Q1) + ‖∂tA¯(t)‖Es(Q1),
γ¯ =
1
δ
∫ δT
0
β¯(τ) dτ
and U¯ ,A¯,F¯ and H¯ are as defined previously by (3.17)-(3.21). Next, a simple change of variable argument
shows that
‖U¯(t)‖Es+1(Qδη0/2) ≤ c(1/δ)‖u(t/δ)‖Es+1(Qη0/2)
for 0 ≤ t < δT , while the inequality
1
δ
. 1 + α¯1/σ
follows from (3.60), (3.63) and Proposition D.1. Using these estimates together with (3.62), we see that
‖U¯(t)‖Es+1(Qδη0/2) ≤c(α¯, β¯(0), γ¯)
[
‖U¯(0)‖Es+1(Q1) + ‖F¯ (0)‖Es−1(Q1)
+ ‖H¯(0)‖Es−1(Q+1 )
+
∫ T∗
0
β¯(τ)
(
‖F¯ (τ)‖Es(Q1) + ‖H¯(τ)‖Es(Q+1 )
)
dτ
]
(3.64)
for 0 ≤ t < T ∗, where T ∗ = δT .
Since u solves the IVP (3.22)-(3.23) on the spacetime region [0, T ) × Qη0/2, U¯ must solve the
IVP (3.14)-(3.15) on [0, T ∗) × Qδη/2. Recalling the definitions (3.8)-(3.12), it is clear that U(t, x) =
U¯(t,Φx0,δη0/2(x)) satisfies the IVP (3.1)-(3.2) on [0, T
∗) × N x0,δη0/2. We also see, with the help of
(3.64), that U satisfies the estimate
‖U(t)‖Es+1(Nx0,η0/2) ≤ c(α, β(0), γ)
[
‖U(0)‖Es+1(Rn) + ‖F (0)‖Es−1(Rn)
+ ‖H(0)‖Es−1(Ω) +
∫ T∗
0
β(τ)
(
‖F (τ)‖Es(Rn) + ‖H(τ)‖Es(Ω)
)
dτ
]
(3.65)
for 0 ≤ t < T ∗, where
α = sup
0≤t≤T∗
(
‖A(t)‖Es(Rn) + ‖DA(t)‖Es−1(Rn)
)
, β(t) = 1 + ‖A(t)‖Es(Rn) + ‖∂tA(t)‖Es(Rn)
and
γ =
∫ T∗
0
β(τ) dτ.
A TRANSMISSION PROBLEM FOR QUASI-LINEAR WAVE EQUATIONS 19
Since x0 ∈ Ω was chosen arbitrarily and Ω is bounded, we can, using the finite propagation speed and
the uniqueness of solutions, piece together a finite number of solutions {Uj}Mj=1 to (3.1)-(3.2) defined
on regions {[0, T ∗)× N xj ,δη0/2}
M
j=1 such that ∂Ω ⊂ ∪
M
j=1N xj ,δη0/2 to obtain a solution Uˆ to (3.1)-(3.2)
defined on [0, T ∗) × N , where N is an open neighborhood of ∂Ω. Away from the boundary ∂Ω, the
existence and uniqueness of solutions to (3.1)-(3.2) satisfying the usual energy estimates is guaranteed
by standard results. Piecing together this solution with Uˆ , we obtain a solution to (3.1)-(3.2) on a time
interval [0, T ∗) with T ∗ > 0 independent of the initial data. Moreover, it is clear from (3.65) and the
familiar energy estimates for wave equations, that U satisfies the estimate
‖U(t)‖Es+1(Rn) ≤ c(α, β(0), γ)
[
‖U(0)‖Es+1(Rn) + ‖F (0)‖Es−1(Rn)
+ ‖H(0)‖Es−1(Ω) +
∫ T∗
0
β(τ)
(
‖F (τ)‖Es(Rn) + ‖H(τ)‖Es(Ω)
)
dτ
]
for 0 ≤ t < T ∗. Iterating this estimate a finite number of times shows that we can take T ∗ = T . Finally,
we note that uniqueness follows directly from Theorem C.2. 
4. Proof of Theorem 1.1
We are now ready to prove Theorem 1.1.
4.1. Existence and uniqueness. We establish existence and uniqueness of solutions using the well-
known strategy, also used by Koch [12], of setting up an appropriate iterative approximation scheme
and showing convergence by establishing boundedness in a high norm followed by contraction in a low
norm.
4.1.1. Boundedness in the high norm. To establish the boundedness in the high norm, we begin by
defining the set
BR = {Z ∈ CX
s+1
T (R
3) | ∂ℓtZ(0) = U˜ ℓ and ‖Z‖Xs+1T (R3)
≤ R },
where the U˜ ℓ are as defined by the initial data (1.4) that satisfy the compatibility conditions (1.5). We
consider the map
JT : BR −→ CX
s+1
T (R
3)
defined by
JT (U) = Z,
where Z is the unique solution to the IVP:
∂µ
(
Aµν(U)∂νZ
)
= F (U, ∂U) + χΩH(U, ∂U) in [0, T )× R
n,
(Z, ∂tZ)|t=0 = (U˜0, U˜1) in R
n.
Next, we define
µ = ‖U(0)‖Es+1(Rn).
Then the bounds
‖A(U)‖X s+1T (Rn)
≤ C(R), (4.1)
‖F (U, ∂U)‖X sT (Rn) ≤ C(R), (4.2)
‖F (U(0), ∂U(0))‖Es−1(Rn) ≤ C(µ), (4.3)
‖H(U, ∂U)‖XsT (Ω) ≤ C(R), (4.4)
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and
‖H(U(0), ∂U(0))‖Es−1(Ω) ≤ C(µ) (4.5)
follow directly from Proposition A.8. Writing A(U) as
A(U(t)) = A(U(0)) +
∫ t
0
DA(U(τ)) · ∂tU(τ) dτ,
we see with the help of Proposition A.8 that
‖A(U)‖X sT (Rn) + ‖D[A(U)]‖X s−1T (Rn)
≤ C(µ) + TC(R). (4.6)
Theorem 3.4 in conjunction with the bounds (4.1)-(4.6) then implies that Z satisfies the estimate
‖Z‖CXs+1T (Rn)
≤ c(µ, TC(R)).
From this estimate, it is clear that we can arrange that
‖Z‖CXs+1T (Rn)
< R
by choosing R large enough and T sufficiently small. This shows that JT satisfies
JT
(
BR
)
⊂ BR, (4.7)
thereby establishing the boundedness in the high norm.
4.1.2. Contraction in the low norm. Choosing U0, U1 ∈ BR, we set
Z0 = JT (U0) and Z1 = JT (U1).
Then Z0 − Z1 satisfies
∂µ
(
Aµν(U0)∂ν(Z0 − Z1)
)
= F (U0, ∂U0)− F (U1, ∂U1) + χΩ
(
H(U0, ∂U0)−H(U1, ∂U1)
)
− ∂µ
([
Aµν(U0)−A
µν(U1)
]
∂νZ1
)
in [0, T )× Rn, (4.8)
∂ℓt (Z0 − Z1)|t=0 = 0 in R
n for ℓ = 0, 1, . . . , s. (4.9)
Writing F (U0, ∂U0)− F (U1, ∂U1) as
F (U0, ∂U0)− F (U1, ∂U1) =
∫ 1
0
DF
(
U1 + τ(U0 − U1), ∂U1 + τ(∂U0 − ∂U1)
)
dτ · (U0 − U1, ∂U0 − ∂U1),
we see that
‖F (U0, ∂U0)− F (U1, ∂U1)‖L2(Rn)
≤
∥∥∥∥
∫ 1
0
DF
(
U1 + τ(U0 − U1), ∂U1 + τ(∂U0 − ∂U1)
)
dτ
∥∥∥∥
L∞(Rn)
‖U0 − U1‖H1(Rn)
≤
∥∥∥∥
∫ 1
0
DF
(
U1 + τ(U0 − U1), ∂U1 + τ(∂U0 − ∂U1)
)
dτ
∥∥∥∥
H0,s(Rn)
‖U0 − U1‖H1(Rn).
where in deriving the last line we have used Sobolev’s inequality, see Theorem A.2. Applying Proposition
A.8 to the above expression, we obtain the estimate
‖F (U0, ∂U0)− F (U1, ∂U1)‖L2(Rn) ≤ C(R)‖U0 − U1‖E(Rn). (4.10)
Similar calculations together with the bound (4.7) also show that
‖χΩ
(
H(U0, ∂U0)−H(U1, ∂U1)
)
‖L2(Rn) ≤ C(R)‖U0 − U1‖E(Rn), (4.11)
‖∂µ
([
Aµν(U0)−A
µν(U1)
]
∂νZ1
)
‖L2(R) ≤ C(R)‖U0 − U1‖E(Rn) (4.12)
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and
‖Aµν(U0)− A
µν(0)‖L∞(Rn) + ‖∂t[A
µν(U0)]‖L∞(Rn) ≤ C(R). (4.13)
Since Z0−Z1 satisfies the IVP (4.8)-(4.9), we are in a position to apply the energy estimates for weak
solutions of wave equation from Theorem C.2 to conclude, with the help of the bounds (4.10)-(4.13),
that Z0 − Z1 satisfies the estimate
‖Z0(t)− Z1(t)‖E(Rn) ≤ C(R)
∫ T
0
‖Z0(τ)− Z1(τ)‖E(Rn) + ‖U0(τ)− U1(τ)‖E(Rn) dτ
for 0 ≤ t < T . Appealing to Gronwall’s inequality, we see that
‖Z0 − Z1‖X1T (Rn) ≤ C(R)e
C(R)TT sup
0≤t<T
‖U0 − U1‖X1T (Rn).
Choosing T > 0 small enough, we get that
‖JT (U0)− JT (U1)‖X1T (Rn) ≤
1
2‖U0 − U1‖X1T (Rn),
and so, JT defines a contraction map on the subset
BR ⊂ CX
1
T (R
n).
In particular, for any U0 ∈ BR, the sequence
Un =
n times︷ ︸︸ ︷
JT ◦ · · · ◦ JT (U0) n = 1, 2 . . .
converges to a unique fixed point U ∈ CX1T (R
n) of JT , that is JT (U) = U or in other words, a weak
solution of the IVP (1.1)-(1.2). Since the sequence Un is bounded in CX
s+1
T (R
n) by virtue of the mapping
property (4.7) of JT , we have, after passing to a subsequence, that Un converges weakly in X
s+1
T (R
n) to
a limit that must coincide with U by the uniqueness property of weak limits. Consequently, U satisfies
the additional regularity U ∈ Xs+1T (R
n), which can be upgraded to U ∈ CXs+1T (R
n) with the help of
Theorem 3.4.
4.1.3. Uniqueness. Before we establish uniqueness, we first note that the inclusion
CXs+1T (R
n) ⊂ CX2T (R
n) ∩
1⋂
ℓ=0
Cℓ
(
[0, T ),W 1−ℓ,∞(Rn)
)
follows directly from Sobolev’s inequality since s > n/2 by assumption. To prove uniqueness, we suppose
that
U0 ∈ CX
2
T (R
n) ∩
1⋂
ℓ=0
Cℓ
(
[0, T ),W 1−ℓ,∞(Rn)
)
(4.14)
and
U1 ∈ CX
s+1
T (R
n) (4.15)
are two solutions of the IVP (1.1)-(1.2). Then the difference U0 − U1 satisfies
∂µ
(
Aµν(U0)∂ν(U0 − U1)
)
= F (U0, ∂U0)− F (U1, ∂U1) + χΩ
(
H(U0, ∂U0)−H(U1, ∂U1)
)
− ∂µ
([
Aµν(U0)−A
µν(U1)
]
∂νU1
)
in [0, T )× Rn, (4.16)(
(U0 − U1), ∂t(U0 − U1)
)
|t=0 = (0, 0) in R
n. (4.17)
22 L. ANDERSSON AND T.A. OLIYNYK
Using similar arguments as in the previous section, it is not difficult to derive the bounds
‖F (U0, ∂U0)− F (U1, ∂U1)‖L2(Rn) ≤ C(ρ0, ρ1)‖U0 − U1‖E(Rn), (4.18)
‖χΩ
(
H(U0, ∂U0)−H(U1, ∂U1)
)
‖L2(Rn) ≤ C(ρ0, ρ1)‖U0 − U1‖E(Rn) (4.19)
and
‖Aµν(U0)−A
µν(0)‖L∞(Rn) + ‖∂t[A
µν(U0)]‖L∞(Rn) ≤ C(ρ0), (4.20)
where
ρ0 = sup
0≤t<T
[
‖U0(t)‖W 1,∞(Rn) + ‖∂tU0(t)‖L∞(Rn)
]
and ρ1 = ‖U1‖Xs+1T (Rn)
.
We also observe that
‖∂µ
([
Aµν(U0)− A
µν(U1)
]
∂νU1
)
‖L2(Rn) ≤‖∂µ
[
Aµν(U0)−A
µν(U1)
]
‖L2(Rn)‖∂U1‖L∞(Rn)
+ ‖Aµν(U0)−A
µν(U1)‖L∞(Rn)‖∂
2U1‖L∞(Rn)
≤ ‖∂µ
[
Aµν(U0)− A
µν(U1)
]
‖L2(Rn)ρ1 + ‖A
µν(U0)−A
µν(U1)‖L2n/(n−2)(Rn)‖∂
2U1‖Ln(Rn)
≤ ‖∂µ
[
Aµν(U0)− A
µν(U1)
]
‖L2(Rn)ρ1 + ‖A
µν(U0)−A
µν(U1)‖H1(Rn)‖∂
2U1‖Ln(Rn), (4.21)
where in deriving the last inequality we used Sobolev’s inequality. Again, using similar arguments as in
the previous section, it is not difficult to verify that
‖∂µ
[
Aµν(U0)−A
µν(U1)
]
‖L2(Rn) + ‖A
µν(U0)−A
µν(U1)‖H1(Rn) ≤ C(ρ0, ρ1)‖U0 − U1‖E(Rn). (4.22)
Finally, we estimate
‖∂2U1‖Ln(Rn) ≤ max{‖∂
2U1‖Ln(Ω), ‖∂
2U1‖Ln(Ωc)}
. max{‖∂2U1‖Hs−1(Ω), ‖∂
2U1‖Hs−1(Ωc)}
. ‖∂2U1‖H0,s−1(Rn)
.
2∑
ℓ=0
‖∂ℓtU1‖H2,s+1−ℓ(Rn)
. ρ1, (4.23)
where we have again used Sobolev’s inequality and the assumption s > n/2.
Since U0 − U1 satisfies the IVP (4.16)-(4.17), we can apply the energy estimates for weak solutions
of linear wave equation from Theorem C.2 to conclude, with the help of the bounds (4.18)-(4.23), that
U0 − U1 satisfies the estimate
‖U0(t)− U1(t)‖E(Rn) ≤ C(ρ0, ρ1)
∫ T
0
‖U0(τ) − U1(τ)‖E(Rn) dτ
for 0 ≤ t < T , which in turn, implies that
‖U0(t)− U1(t)‖E(Rn) = 0 0 ≤ t < T,
by Gronwall’s inequality. We conclude that U0 = U1 and uniqueness holds.
4.2. The continuation principle. In order to establish the continuation principle, we assume, by way
of contradiction, that U ∈ CXs+1T (R
n) (s ∈ Z>n/2) is a solution of the wave equation (1.1) satisfying
lim sup
tրT
‖U(t)‖Es+1(Rn) =∞ (4.24)
and
‖U‖W 1,∞((0,T )×Rn) ≤ K <∞. (4.25)
Using the property of finite speed of propagation, it is enough to show that U cannot locally satisfy
both (4.24) and (4.25), where we can, by suitably shifting the origin of the time coordinate, assume
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that T is small as we like. We note that away from the boundary ∂Ω where there are no singular terms
in the wave equation (1.1), we can appeal to the standard continuation principle, see for example [14,
Theorem 2.2], to conclude that, locally, the solution cannot satisfy both (4.24) and (4.25). In light of
this observation, we need only worry about the behavior of U in a neighborhood of the boundary ∂Ω
for arbitrarily small times. Furthermore, since
‖u‖W 1,∞((0,T ),Q1) . ‖U¯‖W 1,∞((0,δT )×Qδ) . K
for all δ ∈ (0, 1] where u and U¯ are as defined previously by (3.17) and (3.8), respectively, it is enough
to consider the solution U on an arbitrary small spacetime neighborhoods (x0, 0) with x0 ∈ ∂Ω that
satisfy the bound (4.25). We can, therefore, use the scaling and projection technique from Sections 3.1
and 3.2 to reduce the continuation question to that of proving a continuation principle for the following
scaled and projected system where we may choose δ as small as we like:
∂ν
(
(mµν + δbµν(x, u))∂µu
)
− ψu = δ(f(x, u∂u) + χΩ1h(x, u∂u)) + µ in [0, T )× T
n, (4.26)
(u, ∂tu)|t=0 = (uˆ0, uˆ1) in T
n, (4.27)
where
(i)
uˆ0(x) = φ1(x)
U(ψx0,δ(0, δx))− U(ψx0,δ(0))
δ
,
uˆ1(x) = φ1(x)∂tU(0,Ψx0,δ(δx)),
(mµν) =
(
det(J(0))Jˇµα(0)Jˇ
ν
β(0)A
αβ(U(ψx0,δ(0)))
)
= diag(−1, 1, . . . , 1),
bµν(x, u) = φ1(x)
det(J(δx))Jˇµα(δx)Jˇ
ν
β(δx)A
αβ
(
U(ψx0,δ(0)) + δu)−m
µν
δ
,
f(x, u, ∂u) = φ1(x) det(J(δx))F
(
U(ψx0,δ(0)) + δu, Jˇ(δx)∂u
)
,
and
H(x, u, ∂u) = φ1(x) det(J(δx))H
(
U(ψx0,δ(0)) + δu, Jˇ(δx)∂u
)
,
(ii) 0 < δ ≤ 1,
(iii) the initial data (uˆ0, uˆ1) satisfies
‖uˆ0‖Hs+1,2(Tn) . ‖U(0)‖Hs+1,2(Rn)
and
‖uˆ0‖Hs,2(Tn) . ‖∂tU(0)‖Hs,2(Rn),
(iv) and
µ =
s−1∑
ℓ=0
tℓ
ℓ!
µℓ
with the µℓ determined as in Proposition 3.1 so that
‖u(0)‖Es+1 . ‖U(0)‖Es+1(Rn)
and
‖µ(t)‖Es−1(Tn) ≤ (1 + t
s−1)C
(
‖U(0)‖Es+1(Rn)
)
.
In light of the above discussion, the following proposition completes the proof of Theorem 1.1.
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Proposition 4.1. Suppose uδ ∈ CX
s+1
Tδ(Rn)
is a family of solutions depending on δ ∈ (0, 1] to the IVP
(4.26)-(4.27) satisfying the conditions (i)-(iv) above. If
‖uδ‖W 1,∞((0,Tδ)×Tn) ≤ K <∞,
then there exists a δ0 > 0 and a time T
∗
δ > Tδ for each δ ∈ (0, δ0] such that the solution uδ can be
continued to a solution of (4.26)-(4.27) on [0, T ∗δ )× T
n.
Proof. Before proceeding with the proof, we will, in order to simplify calculations, suppress the explicit
x-dependence of the functions bµν , f and h. Since uδ satisfies
∂ν
(
(mµν + δbµν(uδ))∂µuδ
)
− ψuδ = δ(f(uδ∂uδ) + χΩ1h(uδ∂uδ)) in [0, Tδ)× T
n, (4.28)
we see after differentiating k-times, where 0 ≤ k ≤ s− 1, with respect to t that ∂kt uδ satisfies
(∆− ψ)∂kt uδ = ∂
k+2
t uδ + δ
[
−∂k+1t
(
b00(uδ)∂tuδ + b
0i(uδ)∂iuδ
)
− ∂i∂
k
t
(
bi0(uδ)∂tuδ
+ bij(uδ)∂juδ
)
+ ∂kt f(uδ, ∂uδ) + χΩ1∂
k
t h(u, ∂u)
]
+ ∂kt µ. (4.29)
Since
‖∂kt uδ‖H2,s+1−k(Tn) . ‖(∆− ψ)∂
k
t uδ‖H0,s−k−1(Tn) 0 ≤ k ≤ s− 1
by Proposition B.2, it follows from Proposition A.10 and (4.29) that ∂kt uδ satisfies
‖∂kt u(t)‖H2,s+1−k(Tn) ≤ c
(
‖∂k+2t u‖H0,s−k−1(Tn) + ‖∂
k
t µ(t)‖H0,s−k−1(Tn)
)
+ δC(K)
(
1 + ‖u(t)‖H2,s+1(Tn) + ‖∂tu(t)‖H2,s(Tn)
)
0 ≤ t < Tδ (4.30)
where
‖uδ‖W 1,∞((0,Tδ)×Tn) ≤ K 0 < δ ≤ 1. (4.31)
We collect the estimates (4.30), for 0 ≤ k ≤ s− 1, into the single matrix inequality
|MδXδ(t)| . ‖∂
s
t uδ(t)‖E(Tn) + ‖µ(t)‖Es−1(Tn) + δC(K) 0 ≤ t < Tδ, (4.32)
where
Mδ =


1− δC(K) −δC(K) 0 c 0 0 · · · 0
−δC(K) 1− δC(K) 0 0 c 0 0
−δC(K) −δC(K) 1 0 0 c
−δC(K) −δC(K) 0 1 0 0
. . . 0
...
. . . c
0
−δC(K) −δC(K) 0 0 0 0 · · · 1


,
and
Xδ(t) =
(
‖uδ(t)‖H2,s+1(Tn), ‖∂tuδ(t)‖H2,s(Tn), . . . , ‖∂
s−1
t uδ(t)‖H2,2(Tn)
)T
.
Since M0 is tri-diagonal, it follows that M0 is invertible, and hence, that there exists a δ0 ∈ (0, 1] such
that Mδ is invertible with a uniformly bounded inverse for all δ ∈ (0, δ0]. This fact together with (4.32)
shows that Xδ(t) satisfies
|Xδ(t)| . ‖∂
s
t uδ(t)‖E(Tn) + ‖µ(t)‖Es−1(Tn) + δC(K) (4.33)
for all (t, δ) ∈ [0, Tδ)× (1, δ0].
Next, differentiating (4.28) s-times with respect to t, we see that ∂st uδ is a weak solution of
∂ν
(
(mµν + δbµν(uδ))∂µ∂
s
t uδ
)
− ψ∂st uδ = −δ∂µ
(
[∂st , b
µν(uδ)∂ν ]uδ
)
+ δ
(
∂st f(uδ∂uδ) + χΩ1∂
s
t h(uδ∂uδ)
)
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in [0, Tδ) × Tn. Applying the estimates from Propositions A.9 and A.11, and Theorem C.2, we obtain,
with the help of the bound (4.31), the following energy estimate for ∂st uδ:
‖∂st uδ(t)‖E(Tn) ≤ C(K)
(
‖∂st uδ(0)‖E(Tn) +
∫ t
0
‖uδ(τ)‖Es+1(Tn) + 1 + ‖µ(τ)‖Es−1(Tn) dτ
)
(4.34)
for t ∈ (0, Tδ). By assumption, uδ and µ satisfy the bounds
‖uδ(0)‖Es+1(Tn) . ‖U(0)‖Es+1(Rn) and ‖µ(t)‖Es−1 ≤ (1 + t
s−1)C
(
‖U(0)‖Es+1(Rn)
)
(4.35)
for δ ∈ (0, 1]. Combining these bounds with the estimates (4.33) and (4.34), we get that
‖uδ(t)‖Es+1(Tn) ≤ C
(
K,Tδ, ‖U(0)‖Es+1(Rn)
)(
1 +
∫ t
0
‖uδ(τ)‖Es+1(Tn) dτ
)
for t ∈ (0, Tδ), and hence, by Gronwall’s inequality, that
‖uδ(t)‖Es+1(Tn) ≤ C
(
K,Tδ, ‖U(0)‖Es+1(Rn)
)
0 ≤ t < Tδ.
In particular, this implies that
lim sup
tրTδ
‖uδ(t)‖Es+1(Tn) <∞
for each δ ∈ (0, δ0]. From this point, we can follow standard arguments, for example, see the proof of
Theorem 2.2, p. 46 of [14] , to conclude that for each δ ∈ (0, δ0], there exists a T ∗δ > 0 such that the
solution uδ extends to a solution on [0, T
∗
δ )× T
n. 
5. Discussion and outlook
As discussed in the introduction, the main application that we have in mind for the results presented
in this article is to establish the local existence and uniqueness of solutions to the Einstein equations
coupled to elastic matter that describe the motion of self-gravitating compact elastic bodies. While the
complete details of the local existence and uniqueness proof will be presented in a separate article [2],
we give here the main ideas of the proof in order to illustrate the role that the results of this article play
in the proof.
Following [5], a single compact relativistic elastic body5, locally in time, is characterized by a map
f : W −→ Ω
from a space-time cylinderW ∼= [0, T ]×Ω to a 3-dimensional compact manifold Ω with boundary, known
as the material manifold. The body world tube W is taken to be contained in an ambient Lorentzian
spacetime (M, g), whereM ∼= [0, T ]×Σ for some 3-manifold Σ. For simplicity of presentation, we assume
that both Ω and M can each be covered by a single coordinate chart given by (XI) (I = 1, 2, 3) and
(xλ) (λ = 0, 1, 2, 3), respectively. In these local coordinates, we can express f and g as
XI = f I(xλ) and g = gµν(x
λ)dxµdxν .
The field equations satisfied by {f I , gµν} are then given by
Gµν = 2κT µν in M , (5.1)
∇µT
µν = 0 in W , (5.2)
where Gµν is the Einstein tensor and
Tµν = 2
∂ρ
∂gµν
− ρgµν
is the stress-energy of the elastic body with
ρ = ρ(f,H) (HIJ := gµν∂µf
I∂νf
J)
5The extension to non-colliding multiple interacting bodies is straightforward.
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defining the proper energy density of the elastic body. By definition, ρ is non-zero insideW and vanishes
outside. Letting Γ denote the space-like boundary of W , the elastic field must also satisfy the boundary
conditions
nµTµν = 0 in Γ, (5.3)
where here nµ denotes the outward pointing unit normal to Γ. Initial conditions for (5.1)-(5.2) are given
by
(gµν ,Ltgµν) = (g
0
µν , g
1
µν) in Σ, (5.4)
(f I ,Ltf
I) = (f I0 , f
I
1 ) in Σ ∩W , (5.5)
where Σ forms the “bottom” of the spacetime slab M ∼= [0, T ] × Σ, Σ ∩W forms the bottom of the
spacetime cylinder W ∼= [0, T ]×Ω, t = tµ∂µ is a future pointing time-like vector field tangent to Γ, and
the initial data satisfies the constraint equations
tµG
µν = 2κtµT
µν in Σ. (5.6)
The method we use to solve the initial value boundary problem (IVBP), given by (5.1)-(5.6), begins
with introducing harmonic coordinates as this allows us to replace the full Einstein equations (5.1) with
the reduced equations given by
Rµν −∇(µξν) = 2κ
(
Tµν −
1
3Tgµν
)
(ξγ := gµνΓγµν). (5.7)
For this method to work, we must choose the initial data so that the constraint
ξµ = 0 in Σ (5.8)
is also satisfied in addition to (5.6).
The next step is to introduce the material representation via the map
xi = φi(X0, XI) (i = 1, 2, 3),
which is uniquely determined by the requirement
f I(X0, φ(X0, XI)) = XI ∀ (X0, XI) ∈ [0, T ]× Ω.
In the material representation, the elastic field is completely characterized by the map φ while the
gravitational field is determined by the components of the metric expressed in the material representation
as follows
γµν(X
0, XI) = gµν(X
0, φ(X0, XI)).
A straightforward calculation then shows that the field equations (5.1)-(5.2), the boundary conditions
(5.3) and the initial conditions (5.4)-(5.5), when expressed in terms of the variables {γµν , φi}, take the
form
∂
∂X∆
(
a∆Λ
(
γ, ∂φ˜
)∂γµν
∂XΛ
)
= qµν
(
γ, ∂γ, ∂φ˜
)
+ χΩpµν
(
γ, φ, ∂φ
)
in [0, T ]× Σ˜, (5.9)
∂
∂X∆
(
F∆i
(
γ, φ, ∂φ
))
= wi(γ, φ, ∂φ) in [0, T ]× Ω, (5.10)
νJF
J
i
(
γ, φ, ∂φ
)
= 0 in [0, T ]× ∂Ω, (5.11)(
γµν ,
∂γµν
∂X0
)
= (γ0µν , γ
1
µν) in {0} × Σ˜, (5.12)(
φi,
∂φi
∂X0
)
= (φi0, φ
i
1) in {0} × Ω, (5.13)
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where Ω ⊂ Σ˜ with Σ˜ defined by φ˜(0, Σ˜) = Σ, φ˜ = E(φ) with E a suitable extension operator from Ω to
Σ˜, νJ is the outward pointing unit normal to ∂Ω and
∂(·) =
∂(·)
∂X∆
(∆ = 0, 1, 2, 3)
is the spacetime gradient. From the point of view of local existence, we lose nothing by assuming that
Σ˜ ∼= R3 and the (XI) are Cartesian coordinates on Σ˜.
Remark 5.1. The dependence of the coefficients a∆Λ in (5.9) on ∂φ is problematic from a regularity
perspective for the hyperbolic estimate of the top time derivative
(
∂
∂X0
)s
γµν from the proof of Theorem
3.2. This is because if we were to estimate the top X0-derivative using the wave equation (5.9) as in
the proof of Theorem 3.2, we would require an estimate on the (s+1)th X0-derivative of ∂φ, and this is
one too many derivatives to be compatible with Koch’s [12] estimates for equation (5.10). To avoid this
loss of derivatives scenario, we instead use a first order formulation of the gravitational field equations
based on the variables {γ, λ}, where
λσµν := (∂σgµν)(X
0, φ(X0, XI)),
to estimate the top X0-derivative. We note that the lowerX0-derivatives are still estimated using elliptic
estimates based on the wave formulation (5.9) as in the proof of Theorem 3.2.
A straightforward calculation shows that the reduced equations (5.7) can be expressed in terms of
the {γµν , λσµν} variables as a symmetric hyperbolic system of the form
bαβκ(γ, ∂φ)
∂λβµν
∂Xκ
= f(γ, λ, ∂φ) + χΩh(γ, φ, ∂φ),
with the point being that, unlike (5.9), after differentiating this equation s-times with respect to X0, we
obtain an L2 estimate for
(
∂
∂X0
)s
λµν with the highest X
0-derivative of ∂φ appearing in the estimate
being the sth one. Importantly, this L2 estimate is, with the help the estimates on φ coming from (5.10),
enough to obtain an appropriate L2 estimate for
(
∂
∂X0
)s
∂γµν thereby avoiding any loss of derivatives.
To proceed, we assume that the initial data (5.4)-(5.5) satisfy the constraint equations (5.6), (5.8)
and also the compatibility conditions
γℓµν :=
(
∂
∂X0
)ℓ ∣∣∣
X0=0
γµν ∈ H
ms+1−ℓ,s+1−ℓ(Σ˜) ℓ = 0, 1, . . . , s+ 1, (5.14)
φiℓ :=
(
∂
∂X0
)ℓ ∣∣∣
X0=0
φi ∈ Hs+1−ℓ(Ω) ℓ = 0, 1, . . . , s+ 1 (5.15)
and (
∂
∂X0
)ℓ(
νJF
J
i (γ, ∂φ)
)∣∣∣
X0=0
∈ Hs−ℓ(Ω) ∩H10 (Ω), (5.16)
where s ∈ Z>5/2,
mj =
{
2 if j ≥ 2
j otherwise
and
Hk,r(Σ˜) = Hr(Ω) ∩Hk(Σ˜) ∩Hr(Σ˜ \ Ω)
We know from the results of [2] that the set of initial data satisfying the constraint equations and the
compatibility conditions is non-empty. However, a complete classification of the space of initial data
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satisfying these conditions appears to be very difficult, and in fact, the classification of the space of
initial data satisfying just the constraint equations (5.6) is far from complete.
Rather than solving the elastic boundary value problem (5.10)-(5.11) directly, we follow [12] and
differentiate it once with respect to X0 to obtain the system
∂
∂X∆
(
L∆Λij
(
γ, ∂φ
) ∂ψj
∂XΛ
+ Z∆µνi (γ, ∂φ)
∂γµν
∂X0
)
= Yi
(
γ,
∂γµν
∂X0
, φ, ∂φ, ∂ψ
)
, in [0, T ]× Ω, (5.17)
∂0φ
i = ψi in [0, T ]× Ω, (5.18)
νJ
(
LJΛij
(
γ, ∂φ
) ∂ψj
∂XΛ
+ ZJµνi (γ, ∂φ)
∂γµν
∂X0
)
= 0 in [0, T ]× ∂Ω, (5.19)
where
L∆Λij (γ, ∂φ) =
∂F∆i
∂ ∂φ
j
∂XΛ
(γ, ∂φ) (5.20)
is the elasticity tensor, as expressed in the material frame. In particular, we restrict ourself to elastic
materials for which the elasticity tensor (5.20) satisfies Koch’s coercivity condition6 [12, Assumption 3,
p. 12]. We note that Koch’s other assumptions, Assumptions 1,2 and 4 in [12, pp. 12-13], are satisfied
automatically by the elasticity tensor of reasonable relativistic materials.
In order to solve the IVBP defined by (5.9), (5.12)-(5.13) and (5.17)-(5.19), we employ an iteration
scheme, analogous to the one used in Section 4.1, defined by the map
JT (µµν , α
i, βi) = (γµν , φ
i, ψi), (5.21)
which maps the triple
(µµν , α
i, βi) ∈ BR,
where
BR :=
{
(γ, φ, ψ) ∈ CXs+1T (R
3)× CY s+1T (Ω)× CY
s
T (Ω)
∣∣∣ ‖(γ, φ, ψ)‖ ≤ R,
(∂ℓX0γ, ∂
ℓ
X0φ)|X0=0 = (γ
ℓ, φℓ) ℓ = 0, 1, . . . , s+ 1 & ∂
ℓ
X0ψ|X0=0 = φℓ+1 ℓ = 0, 1, . . . s
}
to a solution
(γµν , φ
i, ψi) ∈ CXs+1T (R
3)× CY s+1T (Ω)× CY
s
T (Ω)
6We note that this condition rules out perfect fluids.
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of the IVBP
∂
∂X∆
(
a∆Λ
(
λ, β˜,Dα˜
)∂γµν
∂XΛ
)
− qµν
(
λ, ∂λ, β˜,Dα˜
)
−χΩpµν
(
λ, β,Dα
)
= 0 in [0, T ]× Σ˜, (5.22)
∂
∂X∆
(
L∆Λij
(
λ, β,Dα
) ∂ψj
∂XΛ
+ Z∆µνi (λ, β,Dα)
∂λµν
∂X0
)
−Yi
(
γ,
∂γµν
∂X0
, φ, ∂φ, ∂ψ
)
= 0 in [0, T ]× Ω, (5.23)
∂0φ
i = βi in [0, T ]× Ω, (5.24)
νJ
(
LJΛij
(
λ, β,Dα
) ∂ψj
∂XΛ
+ ZJµνi (λ, β,Dα)
∂λµν
∂X0
)
= 0 in [0, T ]× ∂Ω, (5.25)(
γµν ,
∂γµν
∂X0
)
= (γ0µν , γ
1
µν) in {0} × Σ˜, (5.26)
φi = φi0 in {0} × Ω, (5.27)(
ψi,
∂ψi
∂X0
)
= (φi1, φ
i
2) in {0} × Ω, (5.28)
where we are using
D(·) =
∂(·)
∂XI
to denote the spatial gradient.
The mapping property
JT : BR −→ CX
s+1
T (R
3)× CY s+1T (Ω)× CY
s−1
T (Ω)
is a consequence of the linear estimates contained in Theorem 3.4 of this article and Theorem 2.4 of
[12]. Furthermore, it follows from these estimates and the calculus inequalities of this article and those
of [12] that JT satisfies
JT (BR) ⊂ BR
for T > 0 small enough. This establishes boundedness in a high norm. Mimicking the arguments used
in Section 4.1.2 of this article and those in Section 3 of [12], it can be shown that JT , shrinking T > 0 if
necessary, defines a contraction in a suitable low norm, and this, in turn, yields the existence of a unique
solution
(γµν , φ
i, ψi) ∈ CXs+1T (R
3)× CY s+1T (Ω)× CY
s
T (Ω)
of the IVBP (5.9), (5.12)-(5.13) and (5.17)-(5.19). It is then a simple consequence of the above definitions
that the pair
(γµν , φ
i) ∈ CXs+1T (R
3)× CY s+1T (Ω)
is the unique solution to the IVBP (5.9)-(5.13). Inverting the transformation used to define the material
representation, it is not difficult to verify that this solution yields a (unique) solution (gµν , f
I) to the
reduced IVBP (5.2)-(5.7).
The final step is to show that the vector field ξµ vanishes so that the solution (gµν , f
I) also satisfies
the full Einstein equations (5.1). This is accomplished by realizing that the boundary condition (5.3)
together with the elasticity field equations (5.2) imply that the stress energy tensor T µν satisfies
∇µT
µν = 0 in M ,
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in the distributional sense. This is enough to conclude from the reduced equations (5.7), with the help
of the contracted Bianchi identity, that ξµ weakly solves a linear wave equation of the form
∇µ∇
µξν + Cνµξ
µ = 0 in M .
Moreover, it is a consequence of the constraint equations (5.6) and (5.8) that
(ξµ,Ltξ
µ) = 0 in Σ.
By uniqueness of weak solutions to linear wave equations, it follows that
ξµ = 0 in M ,
completing our local existence and uniqueness argument.
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Appendix A. Calculus inequalities
In this appendix we state, for the convenience of the reader, some well known calculus inequalities for
the standard Sobolev spaces W s,p(Ω), and we derive a number of related inequalities for the Hk,s(Gn)
spaces. In the following, Ω will always denote a bounded, open subset of Gn with a smooth boundary.
A.1. Spatial inequalities. The proof of the following inequalities are well known and may be found,
for example, in the books [1], [9] and [17]. Alternatively, one can also consult Appendix A of Koch’s
thesis [11] for detailed proofs.
Theorem A.1. [Ho¨lder’s inequality] If 0 < p, q, r ≤ ∞ satisfy 1/p+ 1/q = 1/r, then
‖uv‖Lr(Ω) ≤ ‖u‖Lp(Ω)‖v‖Lq(Ω)
for all u ∈ Lp(Ω) and v ∈ Lq(Ω).
Theorem A.2. [Sobolev’s inequality] Suppose s ∈ Z≥1 and 1 ≤ p <∞.
(i) If sp < n, then
‖u‖Lq(Ω) . ‖u‖W s,p(Ω) p ≤ q ≤ np/(n− sp)
for all u ∈W s,p(Ω).
(ii) (Morrey’s inequality) If sp > n, then
‖u‖C0,µ(Ω) . ‖u‖W s,p(Ω) 0 < µ ≤ min{1, s− n/p}
for all u ∈W s,p(Ω).
Theorem A.3. [Interpolation] Suppose ǫ0 > 0, 1 ≤ p ≤ ∞, k, s ∈ Z≥0 and k ≤ s. Then there exists a
constant K > 0 such that
|u|k,p ≤ K
(
ǫ|u|s,p + ǫ
−k/(s−k)‖u‖Lp(Ω)
)
for 0 < ǫ ≤ ǫ0, where | · |k,p is the seminorm defined by
|u|k,p =

∑
|α|=k
‖Dαu‖pLp(Ω)

1/p .
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Theorem A.4. [Multiplication inequality] Suppose 1 ≤ p < ∞, s1, s2, . . . sℓ+1 ∈ Z, s1, s2, . . . , sℓ ≥
sℓ+1 ≥ 0, and
∑ℓ
j=1 sj − n/p > sℓ+1. Then
‖u1u2 · · ·uℓ‖Wp,sℓ+1(Ω) . ‖u1‖Wp,s1(Ω)‖u2‖Wp,s2(Ω) · · · ‖uℓ‖Wp,sℓ (Ω)
for all ui ∈W p,si(Ω) i = 1, 2, . . . , ℓ.
Theorem A.5. [Gagliardo-Nirenberg’s inequality] If 1 ≤ p, q, r ≤ ∞, s ∈ Z≥1 and |α| ≤ s, then
‖Dαu‖Lr(Ω) . ‖u‖
1−|α|/s
Lq(Ω) ‖u‖
|α|/s
W s,p(Ω)
for all u ∈ Lq(Ω) ∩W s,p(Ω), where
s− |α|
sq
+
|α|
sp
=
1
r
.
In particular
‖Dαu‖
L
sp
|α| (Ω)
. ‖u‖
1− |α|s
L∞(Ω)‖u‖
|α|
s
W s,p(Ω).
Theorem A.6. [Moser’s inequality] Suppose s ∈ Z≥1, 1 ≤ p ≤ ∞, |α| ≤ s, f ∈ Cs(R), f(0) = 0,
u ∈ C0(Ω) ∩ L∞(Ω) ∩W s,p(Ω), and u(x) ∈ V for all x ∈ Ω where V is open and bounded in R. Then
‖Dαf(u)‖Lp(Ω) ≤ C(‖f‖Cs(V ))(1 + ‖u‖
s−1
L∞(Ω))‖u‖W s,p(Ω).
A.2. Spacetime inequalities. We now prove spacetime versions of the multiplication and Moser in-
equalities adapted to the H0,s(Gn), X sT (G
n) and XsT (Ω) spaces.
Proposition A.7. Suppose s1, s2, . . . sℓ+1 ∈ Z, s1, s2, . . . , sℓ ≥ sℓ+1 ≥ 0, and
∑ℓ
j=1 sj − n/2 > sℓ+1.
Then
‖u1u2 · · ·uℓ‖H0,sℓ+1(Tn) . ‖u1‖H0,s1(Tn)‖u2‖H0,s2(Tn) · · · ‖uℓ‖H0,sℓ (Tn)
for all ui ∈ H0,si(Tn) i = 1, 2, . . . , ℓ.
Proof. By Theorem A.4, we have that
‖u1u2 · · ·uℓ‖Hsℓ+1(Ω) . ‖u1‖Hs1(Ω)‖u2‖Hs2 (Ω) · · · ‖uℓ‖Hsℓ (Ω)
and
‖u1u2 · · ·uℓ‖Hs3 (Ωc) . ‖u1‖Hs1 (Ωc)‖u2‖Hs2 (Ωc) · · · ‖uℓ‖Hsℓ (Ωc).
Moreover, it is obvious that
‖u1u2 · · ·uℓ‖
2
L2(Tn) = ‖u1u2 · · ·uℓ‖
2
L2(Ω)+‖u1u2 · · ·uℓ‖
2
L2(Ωc) ≤ ‖u1u2 · · ·uℓ‖
2
Hsℓ+1(Ω)+‖u1u2 · · ·uℓ‖
2
Hsℓ+1(Ωc).
The desired inequality
‖u1u2 · · ·uℓ‖H0,sℓ+1(Tn) . ‖u1‖H0,s1(Tn)‖u2‖H0,s2(Tn) · · · ‖uℓ‖H0,sℓ (Tn)
now follows directly from the above inequalities. 
The next four propositions are closely related to Lemma 3.2 and Theorem A.6 from [12]. Since proofs
of Lemma 3.2 and Theorem A.6 are not provided in [12], we, for the convenience of the reader, provide
some of the details here.
Proposition A.8. Suppose s ∈ Z>n/2, f ∈ C
s(R), f(0) = 0, u ∈ X sT (G
n) and v ∈ Y sT (Ω) with Ω ⊂ G
n.
Then
‖∂ℓtf(u)‖H0,s−ℓ(Gn) ≤ C(‖u‖Es(Gn)) and ‖∂
ℓ
tf(v)‖Hs−ℓ(Ω) ≤ C(‖u‖Es(Ω)).
for 0 ≤ ℓ ≤ s.
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Proof. We begin by differentiating f(u) ℓ-times (0 ≤ ℓ ≤ s) with respect to t to get
∂ℓtf(u) =
∑
k1+···+km=ℓ
fk1,...,km(u)∂
k1
t u · · ·∂
km
t u, (A.1)
where fk1,...,km ∈ C
s−ℓ(R). Noting that s+
∑m
j=1(s− kj)− n/2 = ms− ℓ+ s− n/2 > s− ℓ, we see that
we can apply Proposition A.7 to (A.1) to get
‖∂ℓtf(u)‖H0,s−ℓ(Tn) = ‖fk1,...,km(u)‖H0,s(Tn)‖∂tu
k1‖H0,s−k1(Tn) · · · ‖∂
km
t u‖H0,s−km (Tn).
Combining this estimates together with Theorems A.2 and A.6, we arrive at the desired estimate
‖∂ℓtf(u)‖H0,s−ℓ(Tn) ≤ Cℓ(‖u‖Es(Tn)).
The other estimate
‖∂ℓtf(v)‖Hs−ℓ(Ω) ≤ C(‖v‖Es(Ω))
is proved in a similar manner. 
Proposition A.9. Suppose s ∈ Z≥1, 1 ≤ p ≤ ∞, f ∈ Cs(R×Rn+1,R), u ∈ W p,s+1(Ω), ∂tu ∈W p,s(Ω)
and the higher time derivatives ∂ℓtu (ℓ ≥ 2) are obtained by formally differentiating
∂2t u = a
ij(u, ∂u)∂i∂ju+ b
i(u, ∂u)∂i∂tu+ g(u, ∂u) + h,
where h ∈W p,s+1(Ω), ∂ℓth = 0 and a
ij , bj , g ∈ Cs(R× Rn+1,R). Then u satisfies the estimate
‖∂jt f(u, ∂u)‖Wp,s−j(Ω) ≤ C
(
‖u‖W 1,∞(Ω), ‖∂tu‖L∞(Ω)
)
(1 + ‖u‖Wp,s+1(Ω) + ‖∂tu‖Wp,s(Ω))
for 0 ≤ j ≤ s.
Proof. First, we observe that estimate
‖∂ℓtf(u,Du, ∂tu)‖Wp,s−ℓ(Ω) ≤ C
(
‖u‖W 1,∞(Ω), ‖∂tu‖L∞(Ω)
)
(1 + ‖u‖Wp,s+1(Ω) + ‖∂tu‖W s,p(Ω)) (A.2)
holds for ℓ = 0, 1 ≤ p ≤ ∞ and s ∈ Z≥1 thanks to Theorem A.6. We now proceed by induction and
assume that (A.2) holds for 1 ≤ p ≤ ∞, s ∈ Z≥1, ℓ = 0, . . . ,min{s− 1, j − 1}, and maps f ∈ Cs, where
the constant C in (A.2) also depends implicitly on the Cs norm of f . In particular, this implies that
‖∂j−1t (D1f(u,Du, ∂tu)∂tu)‖W s−j+1,p(Ω) ≤ C(1 + ‖u‖W s+1,p(Ω) + ‖∂tu‖W s,p(Ω)), (A.3)
where
C = C
(
‖u‖W 1,∞(Ω), ‖∂tu‖L∞(Ω)
)
. (A.4)
To proceed, we write the jth time derivative of f(u,Du, ∂tu) as
∂jt
[
f(u,Du, ∂tu)
]
= ∂j−1t
(
D1f(u,Du, ∂tu)∂tu
)
+∂j−1t
(
D2f(u,Du, ∂tu)·∂tDu
)
+∂j−1t
(
D3f(u,Du, ∂tu)∂
2
t u
)
.
(A.5)
Since we can already estimate the first term of the right hand side of (A.5) using (A.3), we turn to
estimating the second term, which we write as follows
∂j−1t (D2f(u,Du, ∂tu) · ∂tDu) =
j−1∑
k=0
ak
(
∂ktD2f
)
·
(
∂j−1−kt D∂tu
)
. (A.6)
Next, we observe that
Dα
[
∂kt D2f · ∂
j−1−k
t D∂tu
]
=
∑
β+γ=α
aαβ
(
Dβ∂ktD2f
)
·
(
Dγ∂j−1−kt D∂tu
)
|α| = s− j, (A.7)
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for appropriate constants ak and aαβ. Letting C denote a constant of the form (A.4), we now estimate
(A.7) as follows:
‖Dα
[
∂kt D2f · ∂
j−1−k
t D∂tu
]
‖Lp(Ω) .
∑
|β|+|γ|=s−j
‖
(
Dβ∂kt D2f
)
·
(
Dγ∂j−1−kt D∂tu
)
‖Lp(Ω)
.
∑
|β|+|γ|=s−j
‖Dβ∂kt D2f‖
L
ps
|β|+k (Ω)
‖Dγ∂j−1−kt D∂tu‖
L
ps
|γ|+j−k (Ω)
by Ho¨lder’s inequality
.
∑
|β|+|γ|=s−j
‖∂ktD2f‖
W
|β|+k−k, ps
|β|+k (Ω)
‖∂j−1−kt ∂tu‖
W
|γ|+j−k−(j−k−1), ps
|γ|+j−k (Ω)
≤ C
∑
|β|+|γ|=s−j
(
1 + ‖u‖
W
|β|+k+1,
ps
|β|+k (Ω)
+ ‖∂tu‖
W
|β|+k,
ps
|β|+k (Ω)
)
×
(
1 + ‖u‖
W
|γ|+j−k+1, ps
|γ|+j−k (Ω)
+ ‖∂tu‖
W
|γ|+j−k, ps
|γ|+j−k (Ω)
)
by induction hypothesis
≤ C
∑
|β|+|γ|=s−j
(
1 + ‖u‖
|β|+k
s
W s+1,p(Ω) + ‖∂tu‖
|β|+k
s
W s,p(Ω)
)
×
(
1 + ‖u‖
|γ|+j−k
s
W s,p(Ω) + ‖∂tu‖
|γ|+j−k
s
W s,p(Ω)
)
by Theorem A.5
≤ C(1 + ‖u‖W s+1,p(Ω) + ‖∂tu‖W s,p(Ω)).
This estimate together with the formula (A.7), shows that we can, with the help of Theorem A.3,
estimate (A.6) by
‖∂j−1t (D2f(u,Du, ∂tu) · ∂tDu)‖W s−j,p(Ω) ≤ C(1 + ‖u‖W s+1,p(Ω) + ‖∂tu‖W s,p(Ω)), (A.8)
where the constant C is of the form (A.4).
With the second term in (A.5) estimated, we use relation
∂2t u = a
ij(u, ∂u)∂i∂ju+ b
i(u, ∂u)∂i∂tu+ g(u, ∂u) + h, (A.9)
to write the third term in (A.5) as
∂j−1t (D3f(u,Du, ∂tu)∂
2
t u) = ∂
j−1
t
[
D3f(u,Du, ∂tu)
(
aij(u, ∂u)∂i∂ju+ b
i(u, ∂u)∂i∂tu+ g(u, ∂u) + h
)]
.
Similar arguments employed above to derive (A.9) show also that
‖∂j−1t (D3f(u,Du, ∂tu)∂
2
t u)‖W s−j,p(Ω) ≤ C(1 + ‖u‖W s+1,p(Ω) + ‖∂tu‖W s,p(Ω)) (A.10)
for a constant C of the form (A.4). Together, the estimates (A.3), (A.8) and (A.10) show that
‖∂jt f(u,Du, ∂tu)‖Wp,s−j(Ω) ≤ C
(
‖u‖W 1,∞(Ω), ‖∂tu‖L∞(Ω)
)
(1 + ‖u‖Wp,s+1(Ω) + ‖∂tu‖W s,p(Ω)).
This completes the induction argument and the proof of the proposition. 
Similar arguments can be used to prove the following variant of Proposition A.9.
Proposition A.10. Suppose s ∈ Z≥1, 1 ≤ p ≤ ∞, f ∈ Cs+1(R,R), u ∈ W p,s+1(Ω), ∂tu ∈ W p,s(Ω)
and the higher time derivatives ∂ℓtu ℓ ≥ 2 are obtained by formally differentiating
∂2t u = a
ij(u, ∂u)∂i∂ju+ b
i(u, ∂u)∂i∂tu+ g(u, ∂u) + h,
where h ∈W p,s+1(Ω), ∂ℓth = 0 and a
ij , bj , g ∈ Cs(R× Rn+1,R). Then u satisfies the estimate
‖∂jt f(u)‖Wp,s+1−j(Ω) ≤ C
(
‖u‖W 1,∞(Ω), ‖∂tu‖L∞(Ω)
)
(1 + ‖u‖Wp,s+1(Ω) + ‖∂tu‖Wp,s(Ω))
for 0 ≤ j ≤ s+ 1.
34 L. ANDERSSON AND T.A. OLIYNYK
Proposition A.11. Suppose s ∈ Z≥1, 1 ≤ p ≤ ∞, fµν ∈ Cs+1(R,R), u ∈ W p,s+1(Ω), ∂tu ∈ W p,s(Ω)
and the higher time derivatives ∂ℓtu ℓ ≥ 2 are obtained by formally differentiating
∂2t u = a
ij(u, ∂u)∂i∂ju+ b
i(u, ∂u)∂i∂tu+ g(u, ∂u) + h,
where h ∈W p,s+1(Ω), ∂ℓth = 0 and a
ij , bj , g ∈ Cs(R× Rn+1,R). Then
‖∂µ[∂
k
t , f
µν(u)∂ν ]u‖Wp,s−k(Ω) ≤ C
(
‖u‖W 1,∞(Ω), ‖∂tu‖L∞(Ω)
)
(1 + ‖u‖Wp,s+1(Ω) + ‖∂tu‖Wp,s(Ω))
for 0 ≤ k ≤ s.
Proof. Differentiating the formula
[∂kt , f
νµ(u)∂µ]u =
k−1∑
ℓ=0
(
k
ℓ
)[
∂k−ℓt f
νi∂i∂
ℓ
tu+ ∂
k−ℓ
t f
ν0∂ℓ+1t u
]
,
we see that
∂j
(
[∂kt , f
jµ(u)∂µ]u
)
=
k−1∑
ℓ=0
(
k
ℓ
)[
∂k−ℓt (Df
ji∂ju)∂i∂
ℓ
tu+ ∂
k−ℓ
t f
ji∂j∂i∂
ℓ
tu
+ ∂k−ℓt (Df
j0∂ju)∂
ℓ+1
t u+ ∂
k−ℓ
t f
j0∂ℓ+1t ∂ju
]
(A.11)
and
∂0
(
[∂kt , f
0µ(u)∂µ]u
)
=
k−1∑
ℓ=0
(
k
ℓ
)[
∂k−ℓt (Df
0i∂tu)∂i∂
ℓ
tu+ ∂
k−ℓ
t f
0i∂t∂i∂
ℓ
tu
+ ∂k−ℓt (Df
00∂tu)∂
ℓ+1
t u+ ∂
k−ℓ
t f
00∂ℓ+2t u
]
. (A.12)
To estimate (A.11) and (A.12), we start by differentiating the term
∂k−ℓt f
ji∂j∂i∂
ℓ
tu (A.13)
s− k times to get
Dα
(
∂k−ℓt f
ji∂j∂i∂
ℓ
tu
)
=
∑
β+γ=α
aαβD
β
(
∂k−ℓt f
ji
)
Dγ
(
∂j∂i∂
ℓ
tu
)
|α| = s− 1− k (A.14)
for appropriate constants aαβ . Letting C denote a constant of the form,
C
(
‖u‖W 1,∞(Ω), ‖∂tu‖L∞(Ω)
)
,
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we estimate (A.14) as follows:
‖Dα
[
∂k−ℓt f
ij∂i∂j∂
ℓ
tu
]
‖Lp(Ω) .
∑
|β|+|γ|=s−k
‖
(
Dβ∂k−ℓt f
ij
)(
Dγ∂i∂j∂
ℓ
tu
)
‖Lp(Ω)
.
∑
|β|+|γ|=s−k
‖Dβ∂k−ℓt f‖
L
ps
|β|+k−ℓ−1 (Ω)
‖DγD2∂ℓtu‖
L
ps
|γ|+1+ℓ (Ω)
by Ho¨lder’s inequality
.
∑
|β|+|γ|=s−k
‖∂k−ℓt f‖
W
|β|,
ps
|β|+k−ℓ−1 (Ω)
‖∂ℓtu‖
W
|γ|+2,
ps
|γ|+ℓ+1 (Ω)
≤ C
∑
|β|+|γ|=s−k
(
1 + ‖u‖
W
|β|+k−ℓ, ps
|β|+k−ℓ−1 (Ω)
+ ‖∂tu‖
W
|β|+k−ℓ−1, ps
|β|+k−ℓ−1 (Ω)
)
×
(
1 + ‖u‖
W
|γ|+2+ℓ,
ps
|γ|+1+ℓ (Ω)
+ ‖∂tu‖
W
|γ|+1+ℓ,
ps
|γ|+1+ℓ (Ω)
)
by Proposition A.9
≤ C
∑
|β|+|γ|=s−k
(
1 + ‖u‖
|β|+k−ℓ−1
s
W s+1,p(Ω) + ‖∂tu‖
|β|+k−ℓ−1
s
W s,p(Ω)
)
×
(
1 + ‖u‖
|γ|+1+ℓ
s
W s,p(Ω) + ‖∂tu‖
|γ|+1+ℓ
s
W s,p(Ω)
)
by Theorem A.5
≤ C(1 + ‖u‖W s+1,p(Ω) + ‖∂tu‖W s,p(Ω)).
This estimate together with the formula (A.14) shows that we can, with the help of Theorem A.3,
estimate (A.13) by
‖∂k−ℓt f
ji∂j∂i∂
ℓ
tu‖W s−k(Ω) ≤ C
(
‖u‖W 1,∞(Ω), ‖∂tu‖L∞(Ω)
)
(1 + ‖u‖W s+1,p(Ω) + ‖∂tu‖W s,p(Ω)),
for 0 ≤ ℓ ≤ k − 1. Using the same arguments, it is not difficult to verify similar estimates hold for the
remaining terms in (A.11) and (A.12), which allows us to conclude that
‖∂µ[∂
k
t , f
µν(u)∂ν ]u‖Wp,s−k(Ω) ≤ C
(
‖u‖W 1,∞(Ω), ‖∂tu‖L∞(Ω)
)
(1 + ‖u‖Wp,s+1(Ω) + ‖∂tu‖Wp,s(Ω))
for 0 ≤ k ≤ s. 
Appendix B. Potential Theory
In this appendix, we recall some results from potential theory that we require to prove energy esti-
mates. We begin by recalling the following well known result.7
Proposition B.1. Suppose p ∈ (1,∞), s ≥ 0 and ψ ∈ C∞(Tn) satisfies ψ ≥ 0 on Tn and ψ(x0) > 0
for some x0 ∈ Tn. Then the map
∆− ψ : W s+1,p(Tn) −→W s−1,p(Tn) (s ≥ 0)
is an isomorphism.
Letting
L = (∆− ψ)−1 :W s−1,p(Tn) −→W s,p(Tn)
denote the inverse of ∆− ψ, we can represent L as
Lv(x) =
∫
Tn
E(x, y)v(y) dnx
7Here, ∆ = δij∂i∂j is the flat Laplacian
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where E is the integral kernel of L. Fixing an open set Ω ⊂ Tn with C∞ boundary, we then define the
single and double layer potentials by
Sv(x) =
∫
∂Ω
E(x, y)v(y) dσ(y) x /∈ ∂Ω (B.1)
and
Dv(x) =
∫
∂Ω
∂E
∂νy
(x, y)v(y) dσ(y) x /∈ ∂Ω, (B.2)
respectively. Here, dσ is the natural area element on ∂Ω and ν is the outward unit conormal to Ω.
Proposition B.2. Suppose p ∈ (1,∞), k ∈ Z≥1, and ψ(x0) > 0 for some
8 x0 ∈ Ωc. Then the linear
map9
RΩ ◦ L ◦ χΩ : W
k,p(Ω) −→W k+2,p(Ω)
is continuous (i.e. bounded).
Proof. The proof follows from a straightforward adaptation of Proposition 3.6 in [3]. Here, one simply
needs to use the analogous mapping properties for the single and double layer potential, as defined
above in B.1 and B.2, as a replacement for the potential theory used in [3] that was based on the (flat)
Laplacian on R3. With this replacement, the proof from [3] goes through directly without any further
changes needed. 
Appendix C. Weak solutions of wave equations
We recall some basic facts about weak solutions to linear wave equations. We begin with the definition
of a weak solution.
Definition C.1. Suppose aµν ∈ W 1,∞([0, T ], L∞(Gn)), aµν = aνµ, pµ ∈ H1([0, T ], L2(Gn)), qν ∈
W 1,∞
(
[0, T ], Ln(Gn)
)
∩ L∞([0, T ]×Gn), and there exists a κ > 0 such that
κ|ξ|2 ≤ aijξiξj for all ξ = (ξi) ∈ R
n and a00 ≤ −κ.
Then we say that u ∈ H1([0, T ]×Gn) is a weak solution of
∂µ(a
µν∂νu) = f + ∂µ(p
µ + qµu), (C.1)
(u|t=0, ∂tu|t=0) = (u0, u1) ∈ H
1(Gn)× L2(Gn), (C.2)
if10
(u(t), ∂tu(t))⇀ (u0, u1) in H
1(Gn)× L2(Gn)
and
〈aµν∂µu|φ〉L2([0,T ]×Gn) = −〈f |φ〉L2([0,T ]×Gn) + 〈p
µ + qµu|∂µφ〉L2([0,T ]×Gn)
for all φ ∈ H1([0, T ], L2(Gn)) ∩ L2([0, T ], H1(Gn)).
With the above notion of a weak solution, the proof of the next theorem is just a special case of
Theorem 2.2 from [12].
Theorem C.2. Suppose u is a weak solution of (C.1)-(C.2). Then u ∈ C([0, T ], H1(Gn))∩C1([0, T ], L2(Gn))
and u satisfies the estimate
‖u(t2)‖E(Gn) ≤ c
(
‖u(t1)‖E(Gn) + d1 +
∫ t2
t1
d2(τ)‖u(τ)‖E(Gn) + d3(τ) dτ
)
8Recall that Ωc = Tn \ Ω.
9Here RΩ denotes the restriction operator, i.e. for a function f defined on T
n, RΩf(x) := f(x) for all x ∈ Ω.
10Here, following standard notation, “⇀” denotes weak convergence.
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for all 0 ≤ t1 ≤ t2 ≤ T , where
d1 = ‖p(t1)‖L2(Gn) + (1 + ‖q(t1)‖L∞(Gn))‖u(t1)‖L2(Gn),
d2(t) = 1 + ‖∂ta(t)‖L∞(Gn) + ‖q(t)‖L∞(Gn) + ‖∂tq(t)‖Ln(Gn)
d3(t) = ‖f(t)‖L2(Gn) + ‖∂tp(t)‖Ln(Gn)
and c = c(κ, ‖a‖L∞([0,T ]×Gn)).
Appendix D. Field rescalings
In this appendix, we establish the behavior of the norms Hk,s(Q1) and Hs(Q
+
1 ) under rescaling.
These results are used repeatedly in Section 3 when we exploit the freedom to localize the estimates for
the linear IVP (3.1)-(3.2).
Proposition D.1. Suppose 0 < δ ≤ 1, s, ℓ ∈ Z≥0, n ≥ 3, 0 ≤ σ ≤ 1, 0 ≤ σ < s − n/2, s − ℓ ≥ 0,
f ∈ H2,s(Q1), g ∈ H0,s−ℓ(Q1), h ∈ Hms−ℓ,s−ℓ(Q1) and let
fδ(x) =
f(δx)− f(0)
δσ
, gδ(x) = g(δx) and hδ(x) = h(δx).
Then
‖fδ‖H2,s(Q1) . ‖f‖H2,s(Q1),
‖gδ‖H0,s−ℓ(Q1) .
1
δℓ
‖g‖H0,s−ℓ(Q1)
and
‖hδ‖Hms−ℓ,s−ℓ(Q1) .
1
δℓ
‖h‖Hms−ℓ,s−ℓ(Q1).
Proof. First, a short calculation shows that
‖Dsfδ‖
2
L2(Q±1 )
= δ2(s−σ)−n‖Dsf‖2
L2(Q±δ )
≤ δ2(s−σ)−n‖Dsf‖2
L2(Q±1 )
,
and in particular, that
‖Dsfδ‖L2(Q±1 )
≤ ‖Dsf‖L2(Q±1 )
(D.1)
since s− σ − n/2 ≥ 0 by assumption.
Next, we observe that
‖D2fδ‖
2
L2(Q1)
= δ2(2−σ)−n‖D2f‖2L2(Qδ)
= δ2(2−σ)−n
(∫
Q−δ
|D2f | dnx+
∫
Q+δ
|D2f |2 dnx
)
which implies via Ho¨lder’s inequality, Theorem A.1, that
‖D2fδ‖
2
L2(Q1)
≤ δ2−n
(
‖1‖Lp(Q−
δ
)‖D
2f‖2
L2q(Q−δ )
+ ‖1‖Lp(Q+
δ
)‖D
2f‖2
L2q(Q+δ )
)
≤ 2(n−1)/pδ2(2−σ)−n+n/p
(
‖D2f‖2
L2q(Q−1 )
+ ‖D2f‖2
L2q(Q+1 )
)
for 1/q + 1/p = 1. Choosing p = n/n− 2 and hence q = n/2, the above inequality becomes
‖D2fδ‖
2
L2(Q1)
≤ 2(n−1)(n−2)/nδ2(1−σ)
(
‖D2f‖2
Ln(Q−1 )
+ ‖D2f‖2
Ln(Q+1 )
)
However, by Sobolev’s inequality, Theorem A.2, we have that
‖D2u‖Ln(Q±1 )
. ‖D2f‖Hn/2−1(Q±1 )
,
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and this allows us to conclude that
‖D2fδ‖L2(Q1) .
(
‖f‖Hs(Q−1 )
+ ‖f‖Hs(Q+1 )
)
, (D.2)
since s > n/2 and σ ≤ 1.
Next, we observe that
|fδ(x)| ≤ |x|
σ |f(δx)− f(0)|
|δx− 0|σ
≤ max
{
‖f‖C0,σ(Q+δ )
, ‖f‖C0,σ(Q−δ )
}
≤ max
{
‖f‖C0,σ(Q+1 )
, ‖f‖C0,σ(Q−1 )
}
for all x ∈ Q1. This together with Sobolev’s inequality gives
‖fδ‖L∞(Q1) . ‖f‖H0,s(Q1),
which, in turn, implies, with the help of Ho¨lder’s inequality, that
‖fδ‖L2(Q1) . ‖f‖H0,s(Q1). (D.3)
The inequalities (D.1), (D.2) and (D.3) together with interpolation, see Theorem A.3, then show that
‖fδ‖H2,s(Q1) . ‖f‖H2,s(Q1),
while, a short calculation shows that
‖Ds−ℓgδ‖
2
L2(Q±1 )
= δ2(s−ℓ)−n‖Ds−ℓg‖2
L2(Q±δ )
≤
1
δ2ℓ
‖Ds−ℓg‖2
L2(Q±1 )
, (D.4)
since s > n/2 implies that 2s− n > 0.
We now consider the two cases11
Case 1: s− ℓ > n/2
Suppose now that s− ℓ > n/2. Then
‖gδ‖L∞(Q±1 )
≤ ‖g‖L∞(Q±1 )
. ‖g‖Hs−ℓ(Q±1 )
by Sobolev’s inequality, and so
‖gδ‖L2(Q±1 )
≤ ‖g‖L∞(Q±1 )
‖1‖L2(Q±1 )
. ‖g‖Hs−ℓ(Q±1 )
(D.5)
follows by Ho¨lder’s inequality.
Case 2: s− ℓ < n/2
Suppose now that s− ℓ < n/2. Then
‖gδ‖L2(Q±1 )
= δ−n/2‖g‖L2(Q±δ )
≤ δ−n/2‖1‖Ln/(s−ℓ)(Q±δ )
‖g‖Lq(Q
±
δ ) (D.6)
for
1
q
=
1
2
−
(s− ℓ)
n
by Ho¨lder’s inequality. But ‖1‖Ln/(s−ℓ) = 2
(n−1)(s−ℓ)/nδs−ℓ, and so, we see from (D.6) that
‖gδ‖L2(Q±1 )
.
1
δℓ
‖g‖Lq(Q±1 )
since s− n/2 > 0. However,
‖g‖Lq(Q±1 )
. ‖g‖Hs−ℓ(Q±1 )
by Sobolev’s inequality, and therefore, we have that
‖gδ‖L2(Q±1 )
.
1
δℓ
‖g‖Hs−ℓ(Q±1 )
. (D.7)
11We can avoid the case s− ℓ = n/2 for n even by replacing s by a non-integral s˜ which is slightly less than s while
using the version of Sobolev’s inequality that is valid for the fractional Sobolev spaces.
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In either case, the inequalities (D.5) and(D.7) when combined with (D.4) and interpolation show that
‖gδ‖Hs−ℓ(Q±1 )
.
1
δℓ
‖g‖Hs−ℓ(Q±1 )
,
and so we see that
‖gδ‖H0,s−ℓ(Q1) .
1
δℓ
‖g‖H0,s−ℓ(Q1). (D.8)
Continuing on, a simple calculation yields
‖Dms−ℓhδ‖L2(Q1) . δ
ms−ℓ−n/2‖Dms−ℓh‖L2(Q1). ≤ δ
s−n/2 1
δs−ms−ℓ
‖Dms−ℓh‖L2(Q1). (D.9)
Four cases s− ℓ = 0, s− ℓ = 1, s− ℓ = 2 and s− ℓ ≥ 3 now follow.
Case 1: s− ℓ = 0
If s = ℓ, then ms−ℓ = 0 and the estimate
‖hδ‖L2(Q1) .
1
δs
‖h‖H0,0(Q1) (D.10)
is a direct consequence of (D.9) since s− n/2 > 0.
Case 2: s− ℓ = 1
If ℓ = s− 1, then we see from (D.9) and m1 = 1 that
‖Dhδ‖L2(Q1) . δ
s−n/2 1
δs−1
‖Dh‖L2(Q1) .
1
δs−1
‖Dh‖H1,1(Q1) (D.11)
since s− n/2 > 0.
Case 3: s− ℓ = 2
If ℓ = s− 2, then we see from (D.9) and m2 = 2 that
‖D2hδ‖L2(Q1) . δ
s−n/2 1
δs−2
‖D2h‖L2(Q1) .
1
δs−2
‖D2h‖H2,2(Q1) (D.12)
since s− n/2 > 0.
Case 4: s− ℓ ≥ 3
If s− ℓ ≥ 3, then ms−ℓ = 2 and two cases s− 2− ℓ < n/2 and s− 2− ℓ > n/2 follow.
Case 4a: s− 2− ℓ < n/2
‖D2hδ‖
2
L2(Q1)
= δ4−n‖D2h‖2L2(Qδ)
= δ4−n
(∫
Q−δ
|D2h| dnx+
∫
Q+δ
|D2h|2 dnx
)
.
Using Ho¨lder’s inequality, we can write this as
‖D2hδ‖
2
L2(Q1)
≤ δ4−n
(
‖1‖Lp(Q−δ )
‖D2h‖2
L2q(Q−δ )
+ ‖1‖Lp(Q+δ )
‖D2h‖2
L2q(Q+δ )
)
≤ 2(n−1)/pδ4−n+n/p
(
‖D2h‖2
L2q(Q−1 )
+ ‖D2h‖2
L2q(Q+1 )
)
(D.13)
for 1/q + 1/p = 1. But, we notice that
‖D2h‖
L
2n
n−2(s−2−ℓ) (Q±1 )
. ‖D2h‖Hs−2−ℓ(Q±1 )
. ‖h‖Hs−ℓ(Q±1 )
(D.14)
40 L. ANDERSSON AND T.A. OLIYNYK
where in obtaining the first inequality we used Sobolev’s inequality, while
‖D2hδ‖
2
L2(Q1)
.
1
δ2ℓ
(
‖D2h‖2
L
2n
n−2(s−2−ℓ) (Q−1 )
+ ‖D2h‖2
L
2n
n−2(s−2−ℓ) (Q+1 )
)
(D.15)
follows from setting
q =
n
n− 2(s− 2− ℓ)
and p =
n
2(s− 2− ℓ)
in the inequality (D.13) and recalling that s > n/2. Combining the two inequalities (D.14) and (D.15),
we arrive at
‖D2hδ‖L2(Q1) .
1
δℓ
‖h‖H0,s−ℓ(Q1) .
1
δℓ
‖h‖H2,s−ℓ(Q1). (D.16)
Case 4b: s− 2− ℓ > n/2
Suppose now that s− 2− ℓ > n/2. Then
‖D2hδ‖L∞(Q±1 )
. δ2‖D2h‖L∞(Q±1 )
. ‖D2h‖Hs−2−ℓ(Q±1 )
. ‖h‖Hs−ℓ(Q±1 )
by Sobolev’s inequality. Using Ho¨lder’s inequality, it is not difficult to see that the above inequality
implies that
‖D2hδ‖L2(Q1) . ‖h‖H0,s−ℓ(Q1) .
1
δℓ
‖h‖H2,s−ℓ(Q1). (D.17)
In either case, (D.16) and (D.17) show that
‖D2hδ‖L2(Q1) .
1
δℓ
‖h‖H2,s−ℓ(Q1) (D.18)
holds.
From the inequalities (D.8), (D.10), (D.11), (D.12), (D.18) and interpolation, we conclude that
‖hδ‖Hms−ℓ,s−ℓ(Q1) .
1
δℓ
‖h‖Hms−ℓ,s−ℓ(Q1).

We will also need the following version of Proposition D.1 for the Hs(Q+1 ) spaces. Since it can be
established using similar arguments, we omit the details.
Proposition D.2. Suppose 0 < δ ≤ 1, s, ℓ ∈ Z≥0, n ≥ 3, 0 ≤ σ ≤ 1, 0 ≤ σ < s − n/2, s − ℓ ≥ 0
f ∈ Hs(Q+1 ), g ∈ H
s−ℓ(Q+1 ) and let
fδ(x) =
f(δx)− f(0)
δσ
and gδ(x) = g(δx).
Then
‖fδ‖Hs(Q+1 )
. ‖f‖Hs(Q+1 )
and
‖gδ‖Hs−ℓ(Q+1 )
.
1
δℓ
‖g‖Hs−ℓ(Q+1 )
.
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