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Abstract 
We first review the matrix completion problem that motivated cycle completable graphs. We 
then discuss prior and give new structural characterizations of these graphs, along with their 
relationship to chordal and series-parallel graphs. 
The concept of cycle completable 9raph is introduced in [2] as a solution to a matrix 
completion problem. That solution involves the introduction of a new family of 
graphs larger than the family of chordal graphs. This new family is characterized 
below in Theorem 1 (taken from [-2]). We then prove additional structural character- 
izations of this new family and discuss related matters (including the complexity of 
recognition). One rather surprising observation is that this new family generalizes 
series-parallel graphs in much the same way that it generalizes chordal graphs. 
I. Background 
We only sketch the background of the matricial problem here - -  see [2] for complete 
details. The underlying problem is to determine which partial symmetric matrices (i.e., 
real symmetric matrices in which some of the entries off the main diagonal, in 
symmetric pairs, may be unspecified) have a positive definite completion (i.e., a sym- 
metric choice of the unspecified entries so as to make all the eigenvalues positive). 
There is also a parallel development, with results analogous to Proposition 1 and 
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Theorem 1 below, for the completion problem for Euclidean distance matrices; see 
[1,8]. 
The graph of a partial symmetric matrix A is the graph G whose adjacency matrix is 
obtained from A by interpreting each specified entry as a 1 and each unspecified entry 
as a 0 and suppressing loops. Cliques (i.e., complete subgraphs) of G correspond to 
fully-specified principal (i.e., symmetric about the main diagonal) submatrices of A. 
Because the property of being positive definite is inherited by principal submatrices, 
the clique condition-- every fully-specified principal submatrix ispositive definite-- is 
a simple necessary condition for having a positive definite completion. 
In [7] the central role played in this problem by chordal graphs (i.e., graphs having 
no induced cycle C, with n ~> 4) was discovered. 
Proposition 1 (Grone et al. [7]). Given a graph G, all partial symmetric matrices 
associated with G and satisfying the clique condition are positive definite completable if 
and only G is chordal. 
The question remains: Given a nonchordal graph G associated with a particular 
partial symmetric matrix A, does that A have a positive definite completion? This was 
recently answered in 1-3] for the special case in which G is a cycle. In [3] it is shown 
that a partial symmetric matrix A satisfying the clique condition and associated with 
a cycle can be assumed to have each au = 1, each ai(i + 1) = COS 0 i (where 0 < Oi < n and 
the addition in the subscript is modulo the order of A) and all other entries are 
unspecified. In this context, the cycle condition states that, for each odd subset S of 
indices, 
Z 01 < (ISI - 1)7~ + ~ Oi. 
itS i~S 
Proposition 2 (Barret et al. [2]). A partial symmetric matrix that satisfies the clique 
condition and whose associated graph is a cycle has a positive definite completion ifand 
only if the above cycle condition is satisfied. 
The satisfaction of the clique condition as well as the cycle condition for every 
chordless (i.e., induced) cycle in the graph associated with a partial symmetric matrix 
A is a necessary condition for A to have a positive definite completion. A cycle 
completable graph is defined in I-2] to be a graph G such that, if A is any partial 
symmetric matrix associated with G, then A has a positive definite completion 
if and only if A satisfies the clique condition and every chordless cycle of G satisfies the 
cycle condition. Theorem 1 characterizes the cycle completable graphs. In it, a new 
graph is formed by partitioning a vertex v when v is replaced by two new adjacent 
vertices vl and v2 and each previous neighbor of v is made adjacent to exactly one of vl 
and v2. A topological K4 in G is a subgraph of G obtained from K4 by subdividing 
edges. 
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2. Old characterizations of cycle completable graphs 
Theorem 1 (Barrel et al. [-2, Theorem 3]). The following are equivalent: 
(0) G is cycle completable. 
(1) No induced subgraph of order five or more in G is an order k wheel or can be built 
from an order k wheel with k >1 4 by repeatedly subdividing edges and partitioning 
vertices. 
(2) Every topological K 4 in G contains vertices that induce a K4. 
(3) Edges can be inserted into G so as to produce a chordal supergraph of G without 
Jorming any additional K4's. 
The proof in [2] shows that (0) ~ (1) ~ (2) =*, (3) =~ (0). We use the following lemma 
[2], which constitutes a major portion of the proof of the implication (2) ~ (3). 
Proposition 3 (Barrel et al. [2, Theorem 4']). I f  G is a connected graph that contains 
a K4 and satisfies condition (2) and if for every maximal clique Q of G of order four or 
more and every vertex v ~ Q and vertex wCQ there is a path from w to v that contains no 
other vertex of Q, then G must be complete. 
3. New characterizations of cycle completable graphs 
Theorem 2 will introduce graph-theoretic characterizations of cycle completable 
graphs that better display their structure. One consequence is that the basic role 
played by chordal graphs is similar to that played by series-parallel graphs (i.e., graphs 
that contain no topological K4's). These simple graphs correspond to the more 
traditional notion of series-parallel for graphs in which loops and parallel edges are 
allowed - -  every block (i.e., maximal connected subgraph that cannot be disconnected 
by removing a single vertex) can be built from a K2 by repeatedly creating new edges 
'parallel' to existing edges and by subdividing edges, creating new edges 'in series'. See 
the classical paper 116] for details, but notice that we do not require series-parallel 
graphs to be blocks as in [6]; see also 1110]. Partial 2-trees are subgraphs of connected 
chordal graphs that are constructed from a K2 by repeatedly joining new simplicial 
vertices of degree two to the endvertices of existing edges. It is shown in [15] that 
series-parallel graphs are precisely the partial 2-trees. 
By Theorem 1(2), every series-parallel graph is cycle completable. Condition (A) of 
Theorem 2 below will show a sense in which every cycle completable graph can be 
decomposed into chordal and series-parallel graphs. We next introduce concepts 
necessary to explain this sense of decomposition. 
A cutclique of a connected graph is any inclusion-minimal complete subgraph 
whose removal would disconnect the graph. Given two connected graphs G1 and G2 
with neither contained in the other, identification of the vertices of a clique of one in 
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a one-to-one manner with the vertices of a clique of the other (keeping only one copy 
of each edge of the clique) produces a new graph in which the identified clique is 
a cutclique; we say that the new graph results by clique identification from G1 and G2. 
By a decomposition ofa connected graph G into pieces GI, ..., Gin, we mean that G can 
be produced from the pieces using m - l clique identifications; this corresponds to 
'simplicial tree-decompositions' i  [5] (an excellent reference for our purposes, in spite 
of its focus on infinite graphs); see also [9]. In particular, this imparts a 'tree-like' 
structure to G with, if m > 1, 'leaf-like' pieces that are connected to the rest of G by 
clique identification i volving only one clique. 
Theorem 2(A) will show that the cycle completable graphs are precisely those 
that are decomposable into chordal and series-parallel pieces. Since a series-parallel 
graph cannot contain a topological K4, a nonchordal series-parallel piece in this 
decomposition cannot contain a cutclique of order greater than two. Therefore, by 
taking the chordal pieces to be as large as possible, we can ensure that the cliques 
identified in the decomposition each have order at most two. At the other extreme, 
since chordal graphs are decomposable into complete graphs, taking the chordal 
pieces to be as small as possible would ensure that each piece was either complete or 
series-parallel. 
Condition (B) of Theorem 2 involves a mixed elimination ordering of G: an ordering 
Vl, ..., v, of the vertices of G for which it is possible to define a sequence G = G 1, 
G 2 .. . .  , G" of graphs in which each G i has vertex set {vi . . . . .  v,} and, for each 1 ~< i < n, 
either 
(i) N(vl) in G i is complete, and G I+1 is defined from G i by removing vi, or 
(ii) N(vi) in G ~ consists of two vertices x~ and Yi such that if x~ and y~ are nonadjacent 
in G ~ then inserting a new edge between them would produce no new K/s ,  and 
Gi+ 1 is defined from G i by removing v/and inserting anew edge x~y~ if one did not 
already exist. 
Notice that condition (i) by itself would characterize chordal graphs, with vl . . . . .  v, 
a traditional perfect elimination ordering. Similarly, condition (ii) by itself would 
characterize series-parallel graphs. (From the viewpoint of Gaussian elimination on 
sparse symmetric matrices, this means that the diagonal pivots may be ordered so that 
at most one pair of symmetrically placed 0's is filled at each step.) 
Theorem 2. The following are equivalent for a connected graph G: 
(0) G is cycle completable. 
(A) G has a cutclique decomposition i to chordal and series-parallel pieces. 
(B) G has a mixed elimination ordering. 
Proof. We show that (2) =¢- (A) =~ (B) =~ (3). 
First suppose (2). We argue by induction on the order of G, with G e {K1, K2} in the 
basis step and (A) true using a single piece. For the inductive step, first note that if 
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G contains no K4, then G is series-parallel by (2) and we are done, again using only one 
piece. If G contains a simplicial vertex (i.e., a vertex v with N(v) complete), then we can 
take N(v)~{v} as one piece of a decomposition produced by the inductive hypothesis 
on a smaller graph satisfying (2). So suppose G does contain a K4 and say Q is some 
maximal complete subgraph containing this K4, but G contains no simplicial vertex. 
We show that Q must be a cutclique of G by supposing that G - Q is connected and 
arguing to a contradiction. Suppose v e Q and wCQ. Since v is not simplicial, it has 
some neighbor v'¢Q. Since G - Q is connected, there is a path in G from w to v' that is 
disjoint from Q, and so there is a path in G from w to v having only v in common with 
Q. By Proposition 3, G must be complete and so have a simplicial vertex, contrary to 
assumption. Therefore Q is a cutclique, and we can use it as the clique identified in 
a decomposition of G into two smaller graphs that satisfy (2). By the inductive 
hypothesis, we obtain a decomposition of G into chordal and series-paralM graphs. 
Thus (2) ~ (A). 
Next suppose (A). By supposing this is a prime decomposition (i.e., that none of the 
pieces can be further decomposed - - see [5]), we can insure that each series-parallel 
piece is 2-connected and so contains ome vertex of degree 2 (e.g., by Theorem 14.3.7 
of [12]). We again argue by induction on the order of G, with G e {K1, K2} in the 
basis step and (B) true using any vertex ordering. For the inductive step, let Gm be 
a piece in the decomposition that is connected with the rest of G by a single clique 
identification. If G,, is chordal, then G~ contains a vertex v that is simplicial in G and 
so satisfies case (i) in the definition of mixed elimination ordering. If Gm is series- 
parallel, then Gm contains a vertex v of degree two that satisfies case (ii). In either case, 
put vl = v and apply the induction hypothesis to the smaller graph G 2 to obtain the 
ordering rE, . . . ,  v,. Thus (A) ~ (B). 
Finally, suppose (B). Suppose Vx . . . . .  v, is a mixed elimination ordering for G, and 
let G ÷ be the supergraph of G obtained by inserting all the new edges created by any 
uses of case (ii) of the definition of mixed elimination ordering. Observe that G + will 
be chordal, since Vl, ..., v, will now be a perfect elimination ordering. Futhermore, the 
avoidance of new K4's in (ii) insures that no new K4 has been formed. Thus 
(B) =~ (3). [] 
Notice that the decomposition structure in Theorem 2(A) gives further information 
about the chordal supergraph in Theorem 1(3): edges never need to be added that 
would connect vertices on opposite sides of a cutclique. 
Corollary 1. Every cycle completable graph consists of the edges common to two chordal 
graphs on the same vertex set. 
Proof. Being the intersection of the edge sets of two chordal graphs as above means 
having 'chordality at most two' in [11]. The corollary follows from Theorem 2(A) 
using that, by [11, Corollary 8], chordal graphs and series-parallel graphs have 
chordality at most two. [] 
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Theorem 2(A) can also be used to recognize cycle completable graphs. Let n be the 
number of vertices and m the number  of edges of G. A pr ime decomposit ion of G can 
be found in O(nm) time [9], with the inclusion-maximal pieces uniquely determined. 
Each of the (at worst, n - 1) pieces can be tested for being chordal  [13] and 
series-parallel [14] in O(m) time. Hence, cycle completable graphs can be recognized 
in O(nm) time. 
Theorem 2(B) suggests another  po lynomia l  recognit ion procedure, but it would be 
more desirable to find an improved form that parallels the 'maximum cardinal i ty 
search' in [13]. 
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