Stellar atmospheres provide a unique and valuable testing ground for radiation hydrodynamics and MHD. Spectral line synthesis based on reasonably affordable 3-D models can potentially reach very high accuracy, with widths, strengths, and shapes of photospheric spectral lines matching observations to within fractions of a percent, with "no free parameters"; i.e., using only the effective temperature, surface acceleration of gravity, and element abundances as input parameters, and without the need for artificial fitting parameters such as micro-and macro-turbulence. When combined with accurate atomic parameters the results can be used to determine the abundance of individual chemical elements more accurately than was possible in the past, when spectral line synthesis was based on one-dimensional modeling and artificial fitting parameters. A necessary condition for reaching the desired accuracy is that the radiative energy transfer in the photosphere is treated with sufficient accuracy. Since at different levels in stellar atmospheres different wavelength regions dominate the energy exchange between the gas and the radiation field this is a non-trivial and potentially very computer intensive problem. We review the computationally efficient methods that are being used to achieve accurate solutions to this problem, addressing in particular the relation to the solar "oxygen abundance problem". In this context we also briefly comment on "look-alike" radiative transfer methods such as Flux Limited Diffusion.
INTRODUCTION
I (AN) started in astrophysics around 1970, with Bengt Gustafsson as thesis advisor. At that time the work of Dimitri and collaborators was already defining the forefront of work on steUar atmospheres and radiative energy transfer [1, 2, 3, 4, 5, 6, 7] . These works were a tremendous inspiration-in particular because they showed that by using the ever expanding computer power there was essentially no problem too difficult to attack, or to hope to attack at some point in the not-too-distant future. But for a young student at the time they were also a challenge; how could one ever hope to compete with these already so complete and impressive achievements?! The solution that I chose was to circumvent the problem, by working in a somewhat different direction.
In the following we summarize some of that work and some of the spin-off results that have followed from it. First we discuss the general philosophy behind the construction and analysis of realistic three-dimensional stellar atmosphere models. We then discuss some of the techniques used to optimize the modeling speed. These are on the one hand techniques aimed at reducing the number of angle-frequency points needed, and on the other hand various techniques for speeding up the individual operations needed for each frequency-angle: the computation of opacities, optical depths, and source functions, and finally the solution of the radiative transfer equation.
One of the most important applications of these methods has been their use in chemical abundance determinations, and we comment briefly on the so-called "oxygen crisis". Finally we briefly discuss the fallacies of flux-limited-diffusion methods.
THE POWER OF REALISTIC MODELING
Computer models in astrophysics (as well as other science branches) generally fall in two categories; 1) idealized models, where the aim is to clarify the essential physics, while not going into the 'gory details' of the actual situation, and 2) realistic models, where the aim is to make quantitatively accurate computer models, which can be compared directly with observations.
The advantage of idealized models is that one does not have to include the possibly complicated and computationally expensive mechanisms needed in realistic models. Relevant physical processes can be isolated and behavior similar to observed behavior can often be demonstrated. In addition, since idealized models often contain free parameters, one may still be able to obtain quite good matches to observations. To make realistic models of astrophysical situations, on the other hand may require that one includes rather complicated (and hence also likely computationally expensive) physical processes.
Why then aim for 'realistic modelling'? Clearly, the ability to compare in a quantitative manner with observations is an advantage by itself. But moreover, when free parameters are replaced with accurate representations of physical processes, realistic models can provide direct evidence for or against particular mechanisms. And when the evidence is/or one mechanism, a quantitative model "occupies the room", in the sense that arguing in favor of a competing explanation requires both showing that the alternative mechanism provides a similar, quantitatively accurate match, and showing that the first mechanism actually is somehow misrepresenting the actual situation.
A case in point is the modeling of the processes leading to the formation of the first stars in the Universe. Several groups are now in essential agreement about what thermodynamics processes to include to cover this process essentially from start to end, and it appears that the results of these impressive simulations are also essentially in agreement with properties of the first generations of stars that can be deduced from observations [cf. 8, and references therein].
Another case in point is the search for mechanism explaining or contributing to the heating of the solar corona. With idealized models there are a range of possible models and mechanisms ('wave models', 'micro-flare models', 'braiding models', models based upon the Hall effect or other specific plasma effects and so on), and with free parameters controlling the energy supply essentially any model can claim some success. However, if one requires that the energy input is taken from realistic models of the solar convection zone, and that the complex physical processes occurring in the chromosphere, transition region and corona are included, then the importance of wave energy input visavis the input from slower (braiding) motions can be judged much more decisively.
This again, however, requires access to realistic models of the solar convection zone and surface layers, and to leave as little uncertainty as possible these models must be shown to be accurate enough to serve as reliable inputs for the corona models. Fortunately, such models have come out of another quest; the strive to derive very accurate stellar chemical abundances, by detailed and essentially parameter-free modeling of synthetic spectral line profiles [9, 10, 11, 12, 13, 14, 15, 16, 17] .
To model solar convection and the solar surface layers accurately it is necessary to include a non-ideal equation-of-state, where the ionization of primarily hydrogen and helium greatly increases the heat capacity of the gas, and where even the ionization of much less abundant atomic species is important as a source of free electrons, which again are important because the primary source of opacity is H^, whose abundance is proportional to the electron number density. As a consequence of this proportionality the opacity becomes extremely temperature sensitive, with logarithmic temperature derivatives that can exceed ten (opacity proportional to temperature to the power ten). It is precisely because of this high temperature sensitivity that the solar surface appears so sharp at the solar limb.
The structure of the solar surface is indeed to a large extent controlled by the very sharp transition from almost entirely convective energy transport below the surface to almost entirely radiative energy transport above the surface. To model this accurately requires sufficient numerical resolution not only in physical space but also in frequency space, since the energy balance in the visible surface layers is a result of a give-andtake process where energy is gained in those frequencies where the mean intensity is larger than the local source function while energy is lost in frequencies (typically near monochromatic optical depth unity) where the mean intensity is smaller than the source function.
To accurately represent this multi-frequency energy exchange would in principle require using hundreds of thousands of frequency points, covering the many spectral lines visible in the solar spectrum. This would (still today) make such computations prohibitively expensive, except for very brief periods of solar time. Fortunately there is a 'binning technique' that can drastically reduce the cost of making three-dimensional radiation-hydrodynamics and radiation-magnetohydrodynamics models. This and other techniques used to optimize the radiative transfer part of three-dimensional radiationhydrodynamics and radiation-magneto-hydrodynamics simulations are discussed briefly below.
FAST AND ACCURATE RADIATIVE TRANSFER METHODS
A common goal of the techniques described below is to allow realistic radiative energy transfer to be included in three-dimensional numerical simulations without increasing the cost with more than about a factor of two. In other words, the goal is that the fraction of the computing time spent on radiative energy transfer should not exceed about 50% of the total computing time.
Five independent techniques are emplyed to reach this goal: 1) Binning of the opacities reduces the number of "frequency"-points from a few hundred thousand to about a dozen. 2) One-sided Gaussian or Radau quadrature with randomly re-oriented rays is used to keep the necessary number of angles at a minimum. 3) Fast table lookup routines are used to compute the opacities and source functions. 4) The routines for computing 'formal solutions' (specific intensities from given source functions) are optimized for specific CPU-architectures. 5) An MPI-parallelization technique that scales linearly to thousands of CPUs / cores ensures that the fraction spent in radiative transfer does not increase when large numbers of MPI-processes are used.<
Opacity Binning
Binning of opacities into Opacity Distribution Functions was first used in the context of one-dimensional steUar atmospheres [e.g. 18, 19, 20] . Here the technique is essentially one where the opacities in a relatively narrow frequency interval are sorted by magnitude, whereafter the resulting smooth distribution is represented by a small number of wavelength points. In principle this only makes sense if the ordering by opacity is the same at all depth points, but in practice small or even moderate deviations from this principle do not give rise to significant effects, either in the equilibrium temperature structure (if this is solved for self-consistently), or in the resulting emergent spectrum. Partially for aesthetic reasons and partially to avoid effects due to systematic shifting of opacity in one spectral direction one typically turns every other ODF interval around, creating what in the emergent spectrum looks like giant spectral lines-the method is therefore sometimes also called the giant line method.
The ODF or giant-line method reduces the number of frequency points needed from several hundred thousand to several hundred; i.e., with a factor of about a thousand. But even a few hundred frequency points is too much for three-dimensional calculations; with that many frequency points the time spent doing radiative transfer could still exceed the time spent in the rest of a HD or MHD code by a factor of the order of a hundred. To achieve the goal that the radiative transfer takes a similar computing time as the rest of the code one has to reduce the number of frequency / opacity points to just a few.
This can be done [21] by observing that for any particular run of opacity with depth the radiative transfer equation is a 'linear machine'; the outcomes (specific intensities, mean intensities, radiative fluxes and higher moments) depend linearly on the source function, and hence one can average over individual source functions first, then solve the radiative transfer a single time, and collect the same result as if the radiative transfer equation was solved once for each frequency.
This relies on an assumption (equal run of opacity with depth) that is of course never exactly fulfilled, but just as in the case of the first ODF technique, it turns out that in practice the results are rather insensitive to minor or even moderate violations of this requirement. This is especially true if the classification into opacity bins is done at levels where, for each frequency, the monochromatic optical depth is of the order of unity.
The reason that this last rule increases the robustness of the results is that these depths are the ones where each frequency makes the most significant contribution to the radiative energy exchange integral At large optical depths the mean intensity / approaches the source function S faster than the pre-factor p K increases, and for small optical depth the difference J-S tends towards a constant, while the pre-factor goes to zero.
For more or less the same reason it is also favorable to take explicit account of the expected behavior below and above the layers where the monochromatic optical depth for a bin is of the order of unity. At large optical depth J -S scales as (PK)^^ which, when combined with the pre-factor, means that a harmonic mean averaging of the opacities that contribute to a bin is the best thing one can do. For similar reasons the proper averaging at small optical depth is a straight mean.
In fact, particularly the latter procedure (adopting an intensity weighted straight mean at small optical depths) improves the energy balance (reduces the number of necessary opacity bins) considerably for solar models. This is because, as illustrated by Fig. 1 , in many frequencies where optical depth unity is reached at depths where the opacity is continuum dominated, the opacity in somewhat higher layers is dominated by spectral lines. This is correctly taken into account by using a straight mean opacity at these heights: Using only the nominal continuum opacity would greatly underestimate the (optically thin) absorption of photons in the higher layers, and would thus lead to too low temperatures there.
Initially [21] , as well as in many subsequent works [9, 10, 11, 12, 13, 14, 15, 16, 17] only four opacity bins, spaced one order of magnitude apart, were used. This choice, which was dictated more by necessity in the early days than by a careful convergence study, turned out to give surprisingly accurate results, including spectral line widths The center-to-limb variation for different models, compared to observations. The red (topmost) curve is for the Holweger & MuUer [29] 1-D solar model. The blue curves (2nd from the top) is for the newest 3-D models by Trampedach & Asplund [30, 31] . The green (bottom) curves are for 1-D MARCS models [20] , while the crosses are observations and shapes that agreed with solar observations to within a fraction of a percent [15] . Independent tests [22, 23, 24] also seemed to indicate that little was gained by going to, for example, twice the number of opacity bins.
And yet, a somewhat annoying discrepancy did remain; the center-to-limb variation of the continuum intensity was, while still within a few percent of the observed one, and equally good or better than for most theoretical 1-D models, clearly not fully consistent with observations. This was ceased upon as a 'weapon' in the fierce debates [e.g. 25, 26] that followed the publication of new and revised solar oxygen abundances [27, 28] . Since the sense of the discrepancy was such that it indicated that the 3-D models had a somewhat too steep temperature fall-off with height in the continuum forming layers, it was speculated that this could lead to an underestimate of oxygen abundances based on temperature sensitive indicators such as CO.
Current Status of the 'Solar Oxygen Crisis'
The center-to-limb discrepancy has now been resolved [30, 31] , in that it has been found that a more comprehensive set of 12 opacity bins, split into two wavelength groups essentially removes the discrepancy (cf. Fig. 2 ). In retrospect one can understand why splitting in wavelength (or-equivalently-covering the continuum interval with several bins) is important, by looking at the distribution of opacity over frequency at different depths in the solar atmosphere (cf. Fig. 1 ). As can be seen also by plotting a histogram of opacities in the continuum forming layers ( Fig. 3 ) there are important contributions of low opacities (from the region around the "opacity-minimum" at 1600 nm), and the depth dependence of this feature varies significantly with wavelength. This effectively broadens (over geometrical height) the region where continuum cooling happens, and hence lowers the vertical temperature gradient somewhat.
According to private and preliminary communications from the Asplund team the effect on the abundances of the structure change corresponding to the removal of the center-to-limb variation discrepancy is only marginal. Nevertheless, it appears that a number of minor revisions have brought down the difference between the new and old oxygen abundances somewhat, making it perhaps also easier to reconciliate the new abundances with results from solar helio-seismology. For further discussion of these results, watch for publications by Asplund, Trampedach and collaborators [see also 30, 31] .
Angular Quadrature
Two 'tricks' can be used to minimize the number of angular quadrature points needed for good accuracy. One method, mentioned in Stein and Nordlund [32] is to let the set of azimuthal angles rotate randomly with time, so that each time step covers a different set of azimuthal angles. Since the change from time step to time step is bounded by the CFLcondition applied to the (exceptional!) point where the phase velocity is highest, most of the cells making up the simulation volume undergo only minor changes from time step to time step. The random azimuthal orientation then works to effectively increase the azimuthal angular resolution. As a result of this optimization we have found that four azimuthal directions is quite sufficient for good accuracy.
The second trick was introduced by Trampedach (private communication), who changed from using Gaussian quadrature to using Radau quadrature over inclination angle. In Radau quadrature the position of one point (here corresponding to a vertical direction with ^i = cos© = 1) is kept fixed, and the remaining positions and weights are optimized for maximal order of accuracy, as for Gaussian integration. Using Radau integration with ^i = 1 has two advantages. The first one is that for the vertical direction all azimuthal rays collapse into a single ray, so one saves a number of azimuthal rays (here three). As a result it is possible to use only five rays (one vertical for ^i = 1 and four inclined ones for ^2) for much of the work, while more accurate work can be done with only 9 rays (which in many other schemes would be counted as 18 ray directions, since the radiative transfer equation is simultaneously solved in both directions along each ray).
Table Lookup
As one strives to make the radiative transfer itself faster (see the next sub-section), the time spent computing source functions and opacities becomes increasingly significant, and in fact this time can easily come to dominate over the 'pure' radiative transfer-related computer time.
First of all: As should be clear from the discussion of opacity binning, the source functions and opacities are rather complicated averages over bins where many frequencies contribute, so there is no way these can be computed on-the-fly; they have to be pre-computed and stored in tables. Since the code works with mass density and energy per unit mass as the primary thermodynamic variables we use these as the 'coordinates' of the table.
The lookup operations thus consist of, for each cell in the model, finding the nearest comers in the table E-p space, and performing an interpolation to the given {E,p) point. We use two methods to minimize the time spend in performing these interpolations:
First, we choose to do bi-linear interpolation, rather than some higher order form of interpolation. This does not limit the accuracy of our table lookup; we simply choose a correspondingly larger number of nodes in the table-the space needed for the table is nevertheless only a small fraction of the memory typically available on current compute nodes (the table is duplicated to each MPI node when running with MPI-parallelization).
Secondly, we 'waste'/'invest' additional table space by storing each table value twice; we store a copy of each {Ei^i,pj-j^i) set of values next to the {Ei,pj-j^i) set of values. Since the table is primarily organized in order of increasing E, the (iij+i ,pj) values are always nearby in memory, while the {Et+i, Pjj+i) would be far away, triggering a cache miss, unless the nearby copy existed. This method minimizes cache misses, at the cost (still negligible) of an additional factor two in table size.
Optimized Formal Solvers
Given the number of frequency angles needed for an accurate radiative transfer solution a major speed factor comes from the time it takes to obtain the 'formal solution'; i.e., to compute the specific intensities (and to average these into mean intensities), given the source function and opacity values.
Please note that this operation; the 'formal solution' of the radiative transfer equation also lies at the heart of every iteration method (or at least of the ones that aim at converging towards the correct solution!) for dealing with scattering problems, as well as very simple and arbitrarily complicated non-LTE problems. In each case one must evaluate the formal solution in order to get a residual that then drives, by some more or less approximate method, the solution towards the exact, self-consistent solution. The RT solvers discussed here are thus relevant for many other problems, in addition to one immediately under discussion here; the computation of the LTE energy exchange integral (1)!
Feautrier-type RT Solvers
Traditionally, at least when solving the radiative transfer equation in cases where the opacity is the same in the forward and reverse directions (no Doppler effects included), it has been found that Feautrier methods are the fastest ones. In Feautrier methods one combines the 'forward' RT equation These may again be combined into (6) and the first order RT equation (which is always numerically ill-conditioned in at least one direction when the optical depths are large) has thus been transformed into a (stable) 2nd order differential equation.
The second order differential equation (6) can be solved in a simple 2nd order form, with a 4th order in space 'Hermitean' method [33] , or in a 'spline' formulation (still 2nd order in space but with generally a smaller error norm than the normal 2nd order method). See Nordlund [21] for additional details.
The main advantage with the 2nd order form of the RT equation is that it is stable and positive definite (positive source function values necessarily lead to positive values for P at all points). The spline method is generally more accurate for a given discretization, but it is not positive definite and it can hence give rise to unphysical mean intensities in rare circumstances.
>From a numerical and speed optimization point of view the three methods have essentially the same properties; solutions involve solving a tri-diagonal equation system along the direction of propagation of the (dual) rays. This invariably leads to loops of a recursive type, where the result from one iteration in the loop depends on the result from the immediately preceding iteration. Such loops are inherently slow, both on classical ("vectorizing") supercomputer CPUs and on modern Intel/Opteron type CPUs, where so-called streaming (SSE) operations cannot be used in recursive loops.
But full (SSE-) optimization can still easily be achieved, by looping over one of the other two (redundant) directions; in addition to the 'depth' direction over which the recursive relations apply there are always (in 3-D applications) the two other, 'horizontal' directions. It is thus even possible to use OpenMP to parallelize over the 'outermost' index, while allowing streaming operations over the 'innermost' index, provided th?it it is the 2nd (middle) index that is the 'depth' index-for this reason we choose to have the 2nd direction as the vertical direction in our codes.
Typically, on current Opteron / Intel CPUs, the time per depth-frequency-angle point is of the order of 10 nano-seconds for Feautrier methods, while for integral methods (see the next sub-section) the time may be of the order 15-20 nano-seconds.
Integral Method Solvers
Integral methods are based on integrating the formal solution across the interval between two mesh points along each ray: /(T"+i) =/(T")e-(^«+i-^")+ r"^'^(T')e-(^'-^")fifT',
One can show that .S'(T) needs to be represented by at least a second order function in order to get the correct behavior in the limit of large optical depth. Nevertheless, the integral in question can be integrated analytically, leading to a reasonably simple expression, the only time consuming part of which is the computation of the unavoidable factor e^^'^ across the interval. A considerable fraction of the computing time needed for the integral method can thus be saved by re-using these factors when computing the intensity in the opposite direction along the same ray. However, even after using this time saver, integral methods are typically somewhat slower than the corresponding differential equation (Feautrier) methods.
Optical Depths
There is also another, perhaps often forgotten or neglected issue that is important when obtaining the formal solution, namely the calculation of optical depths-or more precisely: optical depth increments, since this is all that enters into the radiative transfer equation solvers. However, this issue is covered by the discussion in Appendix A in Heinemann et al. [34] so there is no need to repeat the discussion here.
MPI-Parallelized Radiative Transfer
In principle there is also no need to repeat the discussion of how to efficiently parallelize the formal solution of the radiative transfer equation; that is also covered by the discussions in Heinemann et al. [34] . But since, judging by comments even from readers very well acquainted with radiative transfer issues, it is worth underscoring here the basic principle behind the method discussed and demonstrated in Heinemann et al. [34] :
The fundamental equation is the integral form of the formal radiative transfer solution
expressing simply that the one may pick up a known formal solution at TQ and carry it further on to optical depth T by properly attenuating the initial solution, as well as all contributions from the source function along the way. This can be used in an MPI-parallelization scheme where the integrals over the source functions are carried out independently and simultaneously by all nodes, each working out the increments across the local domain for each direction and for all rays. The "integrals" can, of course, (typically with advantage) be replaced by Feautrier method solutions.
After that step one can then communicate from each node to all nodes 'downstream', while also on each node receiving from all nodes 'upstream'. Since one only needs to communicate "surfaces" of intensity from each node to surfaces of other nodes downstream this step is fast, even though it involves non-nearest neighbor communications. Finally, the intensity contributions from non-local domains are spread out over local nodes by using appropriate attenuation factors (these can in fact be computed as part of the initial formal solution so they need not be re-computed in the third and final step).
Most of the computing time is spent in 'embarrassingly-parallel' mode (first and third step), where each MPI-node works independent of all other nodes. As a result this method scales essentially linearly to very large numbers of nodes (we have so far used up to 2000 cores on the Pleiades system at NASA/Ames).
RECENT APPLICATIONS
Here we include, mostly in the form of images, some results from recent work where the radiative transfer methods described here were used.
Large Scale Solar Convection
We have run a series of simulations covering the upper 20 Mm of the solar convection zone, with scales increasing from initially 12 Mm to 24 Mm, 48 Mm, 96 Mm, and most recently 192 Mm. For all of these scales we have run HD models to study the progressive development and relaxation of larger and larger convection scales, as well as to provide a 'testing ground' for local helioseismology. Figure 4 shows a set of four slices through one such model; a 48 x 20 x 48 Mm model, covering scales from well below granulation to slightly larger than scales traditionally associated with "super-granulation".
Emerging Magnetic Flux
We are also using these models to study spontaneous creation of structure in magnetic fields, injected in a smooth manner as purely horizontal fields in ascending fluid passing through the bottom boundary at a depth of 20 Mm, and eventually reaching and emerging through the surface.
As illustrated by Fig. 5, which shows an example visualization from such an experiment, loop-like structures are spontaneously created inside the convection zone, and when they emerge through the radiating surface at the top of the model, the resulting images of surface radiation intensity and of the three magnetic field components look very realistic, reminiscent of the "patches of penumbra-without-umbra" that are frequently observed in active regions.
"LOOK-ALIKE" RADIATIVE TRANSFER
Even though-fortunately!-there has never been a tradition to use Flux-Limited-Diffusion (FLD) in the solar / stellar atmosphere context, one may still use the solar setup as a testing ground, to investigate to what extent (or not) FLD methods can provide useful solutions in a situation with a sharp transition from optically thick to optically thin conditions. Since Flux-Limited-Diffusion has a behavior that approaches the correct one in the limit of large and small optical depths, stellar surfaces should in principle be reasonably well behaved test cases with respect to the basic approximations behind FLD.
On the other hand one needs to keep in mind that FLD is not a bona fide approximate radiative transfer solution method; the FLD solution does not approach the true solution as some controlling parameter becomes large or small. In this sense FLD is not an approximate RT method but a look-alike RT method: The solution "looks like" a correct solution, but it does not actually approach the correct solution, except under particular. limiting circumstances. One could not, even if one were willing to spend considerably more computing time, force the FLD-approximation to converge to the correct solution.
It is interesting to consider two independent question with respect to Flux-Limited-Diffusion: 1) to what extent does the FLD-solution differ from the correct solution, and 2) how does the speed of solution compare to solving the radiative transfer equation directly?
Let's address the second, speed, question on a qualitative level first. One would at least hope and expect that increased speed would be enough to offset a possibly not impressive outcome of the first, accuracy, question. Rather than carrying out a full solution, we just discuss the steps that would have to be taken, and compare them with the corresponding steps in the direct methods: In the FLD-approximation the radiative flux is estimated as
where / is the mean radiation intensity and D is the diffusion coefficient
where % is the opacity and the dimensionless function X is the flux limiter.
The FLD-approximation of the mean intensity / can be determined from the consistency requirement
This is an elliptic equation in/with a non-constant coefficient D and, as such, it can only be solved by iteration. An (optimistic) estimate of the time required can be obtained from the time required to solve the (linear) elliptic equation of self-gravity, which is used in the same code in other (star formation) contexts.
Taking into account that a separate solution needs to be obtained for each opacity bin, that several iterations will be required because of the very strong local fluctuations of the coefficient D, and that the timing will most likely be slower for the mixed ODE -Fourier transform elliptic solver required here (relative to the fully FFT-solution possible in the 3D-periodic self-gravity case), the conclusion seems inevitable: It would take considerably longer to obtain the approximate FLD-solution than it takes to obtain the 'exact' solution by solving the radiative transfer directly with the methods described above!
A Solar Test of Flux-Limited-Diffusion
Rather than carrying out a full solution using the FLD-approach we can take an 'exact' solution from the direct solution of the radiative transfer equation and analyze to what extent this solution would be modified by iterating the FLD-approach. We have taken a snapshot of the 'exact' mean radiation intensity field / from our direct solutions of the radiative transfer equations, computed the corresponding FLD-approximation to the radiative energy flux, and studied the difference between the two fluxes as well as the differences between the divergence of the FLD-approximation of the radiative flux and the actual energy balance (right-hand-side of (11)). Figures 6 and 7 summarize the results. As one can see there is a limited region around optical depth unity where the root mean square fluctuations of the FLD-approximation of the radiative flux agrees reasonably well with the true radiative flux (computed directly from the same specific radiation intensity field from which the radiation mean intensity was derived). However, as shown by the images, the actual values of the fluxes are quite different. Most of the features are the same (illustrating that the "look-alike" label is appropriate), but quantitatively the local values generally differ by large amounts.
We emphasize that the situation could be different when considering situations where time dependence needs to be taken into account in the radiative transfer equations. Not that we expect the FLD-approximation to magically produce better results in these more difficult circumstances, but (at least until the opposite has been demonstrated) we concede that it may be difficult to develop methods that can solve the radiative transfer equations quickly and efficiently in these cases, and that, lacking better alternatives, using the FLD-approximation may still have some merit in such circumstances.
At the same time we would like to emphasize, however, that in very many circumstances (including also most star forming contexts and excluding only the immediate neighborhood of very massive stars) time dependence in the radiative transfer equations is of little importance, and in all those circumstances one is better off solving the radiative transfer equations directly, as compared to adopting the FLD-approximation).
CONCLUDING REMARKS
In this short overview we summarized the various methods we use to optimize the speed of the radiative transfer solution methods in the staggered mesh code that we use. By using these methods we are able to obtain very accurate 3-D models of stellar atmospheres, with synthetic photospheric spectral line profiles that match the widths, strengths, and shapes of observed spectral lines to within fractions of a percent. Improvements to the opacity binning procedures recently implemented by Trampedach and Asplund has removed the one previously remaining discrepancy with respect to observations; the slightly too steep temperature structure in the continuum layers indicated by the continuum limb-darkening. We are thus confident that this model setup now produces a very accurate representation of the solar surface layers and the layers below covered by the model.
There are several applications of this modeling effort: We are producing large scale models that can be used as a test bench for local helioseismology. We are studying how loop-like magnetic structures are spontaneously created from an initially smooth and horizontal magnetic field injected in ascending fluid at the bottom boundary (these structures can also be used as input to local helioseismology studies). We are studying how emerging flux interacts with the overlying corona, and how braiding of the magnetic field by motions in the convection zone and the photosphere imposes a Poynting flux into the solar corona-an effort that is carried out in much more detail also by the Oslo group [35] .
We also used the opportunity of having access to a well proven, fast and accurate solution to the radiative energy transfer problem in the solar context to evaluate the Flux-Limited-Diffusion approximations. We found that the FLD-approximated radiative flux has, over a limited range of depths, horizontal root-mean-square fluctuations that agree reasonably well with the radiative fluxes computed directly from the specific radiation intensity field, but that details of images of the fluxes as well as images of the flux divergence were considerable different than the corresponding images based on the original specific radiation intensity.
We also considered if there is possibly a speed gain that could compensate for the not-so-accurate results obtained when using the flux-limited-diffusion approximation. We found that, on the contrary, using the FLD-approximation most likely would take considerably more computing time, and would not scale as well to large numbers of CPUs.
