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Abstrat
Consider a disrete nite-dimensional, Markovian market model. In this setting, disretely sam-
pled Amerian options an be pried using the so-alled non-reombining tree algorithm. By
suessively inreasing the number of exerise times, the Amerian option prie itself an be om-
puted; for ombinatorial reasons, we shall onsider a reursive algorithm that doubles the number
of exerise times at eah reursion step. First we prove, by elementary arguments, error bounds
for the rst order dierenes in this reursive algorithm. From this, bounds on the higher order
dierenes an be obtained using ombinatorial arguments that are motivated by the theory of
rough paths. We shall obtain an expliit L1(C) onvergene estimate for the reursive algorithm
that pries a disretely sampled Amerian max-put option (on a basket of size d) at eah reur-
sion step, C belonging to a ertain lass of ompat subset of Rd, in under the assumption of
suiently small volatilities. In ase d = 1, L1(C)-bounds for an even more natural hoie of C
will be derived.
1 Introdution
An Amerian option is a derivative seurity on a number of assets whih an be exerised at
any time before maturity. In ase the maturity is a nite number T , whih we shall suppose
throughout this paper, this option will be alled non-perpetual. If the set of possible exerise
times is disrete, these options are also referred to as disretely sampled Amerian (alternatively
shorter: Bermudan) options. A holder of suh an options will only exerise this option if the
expeted gain she an draw from holding on to the option falls short of what she would get from
exerising the option in the urrent situation of the market. In this paper, we shall look at a priing
algorithm that is based on a market model that is sometimes referred to as a non-reombining
tree (eg Glasserman [2℄) or simply lattie (eg Kargin [6℄). This numerial proedure diers from
a Markov hain-Monte Carlo algorithm in that it is intrinsially deterministi (f again Glasserman
[2℄), and has already been studied by Heath, Jarrow and Morton [3℄. The nodes and weights of
this market model might, for example, be derived from a ubature formula for a Gaussian measure.
This ould be justied by regarding the disrete market model merely as an approximation of a
time-ontinuous Blak-Sholes model rather than taking the disrete market model as a model
in its own right  whih may be diult to vindiate, given that for ompleteness the number of
branhes that leave from eah node must equal the number of assets in the basket plus one (the
bond).
1.1 Motivating Bermudan option priing based on ubature
If the translation-invariant Markov hain of the market model is indeed derived from a ubature
formula with few points [11℄ for a symmetri measure, its set of inrements will also be, whilst
being asymmetri [11℄, highly regular. Therefore the  from a numerial perspetive undesirable
 attribute non-reombining in the term non-reombining tree will not be appliable any longer.
To be more preise, one an note
Remark 1. Suppose {ξ1, . . . , ξm} ⊂ Rd and {α1, . . . , αm} are the sets of ubature points and
orresponding weights, respetively, from the ubature formula for the integration of degree 5
polynomials with respet to a standard Gaussian measure of dimension d = 3k− 2 (for some
arbitrary k ∈ N) from Vitoir's example [11, 5.1.1℄. Consider r ≥ 0 and σ, µ, T > 0. Then
the pointwise reursion dened by
V˜T = g,
∀k ∈ N ∩
[
0,
T
h
]
V˜(k−1)h(·) = max

e−rh
m∑
j=1
αj V˜kh(·+ µh+ h1/2σ · ξj), g(·)

 (1)
(provided T is an integer multiple of h > 0) will only have to apply the funtion g to a number
of points in R
d
that grows polynomially in
1
h for h > 0.
Proof. The ubature points of the ubature formulae referred to in the Theorem form a
nite subset of
4
√
3{0,±1}d. Sums of length Th (provided this fration is an integer) of the
ubature points are therefore always elements of
4
√
3
(
Z
d ∩ {|·| ≤ 1h}) (and this set has only(
2 1h
)d
elements), and the points used in the reusion formula stated above are omprised of
a subset of h1/2 · 4√3 (Zd ∩ {|·| ≤ 1h})+ h · µ{0, . . . , 1h}+ ξ0.
However, this is not the only reombination that an be aomplished in the ase where
d = 3k − 2 :
Remark 2. Let, for the sake of simpliity, k = 3 and thus d = 7, and onsider the uba-
ture formula of degree 5 for the Gaussian measure found by Vitoir [11, Example 5.1.1℄, the
ubature points being {x0} ∪ 4
√
3 · G3X1 ⊆ R7 (in Vitoir's notation), where x0 = 0 ∈ R7
and X1 is some seven-element subset of {0, 1}7 on whih the group G3, whih is the group
1
generated by the three reetions with respet to the fourth, sixth, and seventh oordi-
nate axis (ie the group generated by the maps (x1, . . . , x7) 7→ (x1, . . . , x3,−x4, x5, . . . , x7),
(x1, . . . , x7) 7→ (x1, . . . , x5,−x6, x7), and (x1, . . . , x7) 7→ (x1, . . . , x6,−x7)), ats.
The reursion of Remark 1, an be regarded formally as a tree where at eah node exatly
one branh leaves for eah element of the set {0} ∪ 4√3 · G3X1, 0 ∈ Rd being the root of the
tree
In order to nd and eliminate those branhes of the tree that are omputed wastefully,
one an divide the sums (of length
1
h) of the ubature points by
4
√
3 (whene one obtains a
subset of Z
7
) and onsider them oordinate-wise modulo 2. Then one is dealing with elements
of the vetor spae (Z/2Z)
d
. The oordinate-wise projetion of the
1
4√3 -multiple of the set of
ubature points {x0}∪ 4
√
3 ·G3X1 into the vetor spae (Z/2Z)7 now ontains only eight points
(instead of 57 as before).
Thus, using basi linear algebra in a 7-dimensional Z/2Z-vetor spae, we are easily able
to lassify the non-trivial zero representations from elements of the projeted ubature points.
Pereiving X1 as a 7-element subset of (Z/2Z)
7
, we see that (x)x∈X1 is an invertible
(Z/2Z)7×7-matrix. Therefore we annot expet any reombination from representations of
zero by nontrivial linear ombinations of elements of X1 ⊂ (Z/2Z)7. Moreover, the fat
that A := (x)x∈X1 is invertible, shows that x0 = 0 an only be written trivially as a sum of
elements of X1. Hene we have shown that we exploit symmetries optimally if we use: (i) the
ommutativity of (Rd,+); (ii) the obvious symmetries due to the onstrution of the ubature
formulae by means of the ation of a reetion group on ertain points; (iii) the fat that
addition of x0 does nothing at all.
Hene, in terms of omplexity redution, ubature based on the ubature points found by
Vitoir is learly promising.
1.2 Problem formulation and notation
In order to introdue the underlying disrete market model, let us onsider an arbitrary but xed
translation-invariant nite-state Markov hain P := (Pt)t∈I with state spae R
d
(for d ∈ N)
where I = hN0 for some real number h > 0, as well as a real number T ∈ hN>1 ⊂ I (the
time horizon, or maturity), a real number r > 0 (the disount rate), a ontinuous funtion
f¯ : Rd → [0,+∞) that is monotone in eah oordinate (dening the ontingent laim as a
funtion of the logarithmi pries of the assets in the basket), a nonnegative real number K ≥ 0
(the strike prie), and let g : Rd → R be measurable. (Often we shall assume
g := K − f¯ ,
suh that g ∨ 0 is the payo funtion for the orresponding put.) We will also dene a family of
maps Bt : L
0
(
R
d, [0,+∞))→ L0 (Rd, [0,+∞)), t ∈ I, by
∀t ∈ I Bt : f 7→ max
{
e−rtPtf, g
}
=
(
e−rtPtf
) ∨ g.
(Note that Btf will always be nonnegative for f ≥ 0  hene, for all f ≥ 0, Btf ≥ g ∨ 0.)
Furthermore, we shall denote by
{
y
(t)
1 , . . . , y
(t)
m
t
h
}
the set of inrements of the translation-invariant
Markov hain (y
(t)
1 , . . . , y
(t)
m
t
h
not neessarily mutually distint)  and by
{
α
(t)
1 , . . . , α
(t)
m
t
h
}
⊂ (0, 1]
the set of the orresponding transition probabilities, implying in partiular
∑m th
i=1 α
(t)
i = 1 for all
t ∈ I. Hene
∀t ∈ I Pt : f 7→
m
t
h∑
i=1
α
(t)
i f
(
·+ y(t)i
)
and {
y
(t)
1 , . . . , y
(t)
m
t
h
}
=


t/h∑
ℓ=1
y
(h)
kℓ
: k1, . . . , kℓ ∈ {1, . . . ,m}

 . (2)
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If there are N equidistant exerise times before maturity, then the expeted payo of the or-
responding Bermudan option with payo funtion g∨0 for g = K−f would be (BT/N )◦N (g∨0),
the motivation being that at eah time-step the holder option will deide whether the expeted
gain from holding on to the option exeeds what she would get from exerising the option now.
For an approximation of the Amerian (rather than the Bermudan) prie, one approah would be
to hoose a dyadi partition of [0, T ] by hoosing powers of 2 as our N in the preeding expres-
sion. This makes the sequene of funtions
(
(BT ·2−n)
◦2n
(g ∨ 0)
)
n∈N0
pointwise monotonely
inreasing, and our aim in this paper is to establish error bounds and/or onvergene estimates
for this sequene.
Before bringing the introdution to a lose, let us set up notation. The Lebesgue measure
on R shall be denoted by λ, λd will be the Lebesgue measure on Rd. The operators max and
min when applied to subsets of Rd will be understood to be taken omponentwise. Analo-
gously, we will interpret the relations ≤ and ≥ omponentwise on Rd. Thus, eg the assertion(
maxk∈{1,...,m} (zk)j
)
j∈{1,...,d}
≥ 0 omponentwise (for z1, . . . , zm ∈ Rd) will be written just
maxk∈{1,...,m} zk ≥ 0.
For onveniene, we allow all Lp-norms (inluding the L∞ norm) of measurable funtions to
take values in the interval [0,+∞], thereby extending the domain for eah of the Lp-norm to L0,
the vetor lattie of measurable funtions. Furthermore, any funtions ourring in this paper
will be assumed to be measurable. Thus, eg the relation f0 ≥ f1 should be read as shorthand for
f0 ∈ L0
(
λd
) ∩ {· ≥ f1} for all funtions f0, f1; analogously for the relation f0 ≤ f1.
We will use the operation ∨ in suh a way that it is applied prior to +, but only after Ps and
multipliation with other funtions or onstants have taken plae:
C · Psf0 ∨ f3 · f1 + f2 = max {C · Psf0, f3 · f1}+ f2.
1.3 Main results
The main results of this paper are the following two L1 estimates:
Result 1 (Theorem 2). Suppose d = 1 and f¯ = exp, as well as g = K − f¯ . Under these
assumptions there is a γ1 suh that Ptf¯ = γ1
tf¯ for every t ∈ I, and let us suppose this
γ1 ∈ (0, er]. Assume furthermore y(h)i ≥ 0 omponentwise for all i ∈ {1, . . . ,m}. Then there
exists a real number D > 0 suh that for all N > M ∈ N, s ∈ (0, T ]∩(2N · I) and monotonely
dereasing f ≥ g ∨ 0, one has∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
L1({Ph(g∨0)>Phg})
≤ D · s2 · 2−M
(
1− 2−(N−M−1)
)
≤ D · s2 · 2−M .
D is omputed expliitly in the statements of Lemma 7 and Theorem 1.
Result 2 (Theorem 3). Suppose f¯ = maxj∈{1,...,d} exp ((·)j) and onsider a ompat set
B suh that B − (lnK)dj=1 ⊆ [−R,R]d. Assume that y(h)i ≥ 0 for all i ∈ {1, . . . ,m} and
0 ∈
{
y
(h)
i : i ∈ {1, . . . ,m}
}
. If one now denes
D =
(
(ln γ1 − r) D˜ + rK + C0
)
·Rd−1 ·
∑d
j=1 maxi
((
y
(h)
i
)
j
∨ 0
)
h
(with C0 and D˜ as dened in Lemma 7 and the γ1 of Lemma 16), then one has for all
N > M ∈ N, s ∈ (0, T ) ∩ (2N · I) and f ≥ g ∨ 0,∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
L1
(
{Ph(g∨0)>Phg}∩
⋂
ℓ
(
B−y(s)ℓ
))
≤ D · s2 · 2−M
(
1− 2−(N−M−1)
)
≤ D · s2 · 2−M −→ 0 as M →∞.
3
2 Monotoniity of the algorithm, bounds on rst order
dierenes, and the family E
·
First of all, we state the pointwise montonoity of approximate Amerian option priing based on
dyadi partitions:
Lemma 1. The sequene
(
(BT ·2−n)
◦2n
f
)
n∈N0∩{T ·2−·∈I}
is pointwise monotonely inreasing
for all funtions f : Rd → R. Furthermore, if there exists a funtion g˜ ≥ g ∨ 0 suh that g˜ is
e−r·P·-harmoni (ie e−rhPhg˜ = g˜) and f ≤ g˜, then for all n ∈ N0, (BT ·2−n)◦2
n
f ≤ g˜.
Proof. Consider f : Rd → R and n ∈ N0 suh that T · 2−(n+1) ∈ I = hN0. Then
(BT ·2−(n+1))
◦2n+1
f =
(
(BT ·2−n+1)
◦2
)◦2n
f
and by the monotoniity of the operators Ps for s ∈ I,
(BT ·2−n+1)
◦2
= e−rT ·2
−(n+1)
PT ·2−(n+1)
(
e−rT ·2
−(n+1)
PT ·2−(n+1)(·) ∨ g
)
∨ g
≥ e−rT ·2−(n+1)PT ·2−(n+1)
(
e−rT ·2
−(n+1)
PT ·2−(n+1)(·)
)
∨ g
= e−rT ·2
−n
PT ·2−n(·) ∨ g = BT ·2−n ,
where the last line is a onsequene of the Chapman-Kolmogorov equation. This ompletes
the proof for the monotoniity of the sequene
(
(BT ·2−n)
◦2n
f
)
n∈N0∩{T ·2−·∈I}
.
Now suppose there exists suh a funtion g˜ as in the statement of the Lemma. Then
e−rsPsg˜ = g˜ for all s ∈ I and therefore Bsg˜ = g˜ for all s ∈ I. Also, the map Bs is monotone
in the sense that g0 ≤ g1 always implies Bsg0 ≤ Bsg1 (beause it is the omposition of two
monotone maps: e−rsPs and · ∨ g) for all s ∈ I. Thus we see that for all f ≤ g˜,
(BT ·2−n)
◦2n
f ≤ (BT ·2−n)◦2
n
g˜ = g˜.
Lemma 2. For all measurable funtions f1 ≥ f0 ≥ g ∨ 0, as well as for all t ∈ I and
p ∈ {1,∞} one has
‖Btf1 −Btf0‖Lp(λd) ≤ e−rt ‖f1 − f0‖Lp(λd[{e−rtPtf1>g}∩·])
≤ e−rt ‖f1 − f0‖Lp(λd)
(with the usual onvention that x ≤ +∞ for all x ∈ R ∪ {±∞}).
Proof. The map Bt is monotone. Thus we have
{Btf1 = g} = {Btf0 ≤ Btf1 = g}
= {g ∨ 0 ≤ Btf0 ≤ Btf1 = g} = {Btf0 = g} ∩ {Btf1 = g}
⊆ {Btf1 −Btf0 = 0}
for f1 ≥ f0 ≥ g ∨ 0. Sine Btf1 ≥ g, this implies
0 ≤ Btf1 −Btf0 = χ{Btf1>g}
(
e−rtPtf1 ∨ g − e−rtPtf0 ∨ g
)
= χ{Btf1>g}
(
e−rtPtf1 − e−rtPtf0 ∨ g
)
≤ χ{e−rtPtf1>g}
(
e−rtPtf1 − e−rtPtf0
)
= e−rtχ{e−rtPtf1>g}Pt (f1 − f0)
whih yields the assertion as Pt is an L
p(λd)-ontration (for p =∞ this is immediate and for
p = 1 it follows from the translation-invariane of both Pt and the Lebesgue measure).
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Remark 3. Suppose for the moment that g is inreasing. Whenever x ≥ −mini y(s)i + z
omponentwise for some s ∈ I and some z ∈ Rd suh that g(z) ≥ 0 and g is monotonely
inreasing, then one will have that Ps(g∨ 0)(x) = Psg(x), thus {Ps(g ∨ 0) = Psg} is not only
non-empty, but has even innite Lebesgue measure (whereas this set is empty if P· is the
semigroup of a diusion and g an be any ontinuous funtion that is not Lebesgue-almost
everywhere nonnegative).
A similar assertion holds for dereasing g: Consider any s ∈ I. Whenever x ≤
−maxi y(s)i + z omponentwise for some z ∈ Rd suh that g(z) ≤ 0 and g, then one will
again have that Ps(g ∨ 0)(x) = Psg(x), thus in this ase also {Ps(g ∨ 0) = Psg} has innite
Lebesgue measure.
Thus, the statement of the subsequent Lemma does not refer to a null set, let alone the empty
set.
Lemma 3. Assume that either
1. g is monotonely dereasing (ie g(x) ≤ g(y) whenever x ≥ y omponentwise for x, y ∈
R
d
), and
2. y
(h)
k ≥ 0 (omponentwise) for some k ∈ {1, . . . ,m} (whih implies the existene of a
y
(s)
i ≥ 0 omponentwise for some i ∈
{
1, . . . ,m
s
h
}
for all s ∈ I = hN0),
or both
1. g is monotonely inreasing, and
2. y
(h)
k ≤ 0 (omponentwise) for some k ∈ {1, . . . ,m}.
In both situations, g is nonnegative on {Ps(g ∨ 0) = Psg} for all s ∈ I.
Proof. On the one hand
{Ps(g ∨ 0) = Psg} = {Ps(g ∧ 0) = 0} =
{
∀i ∈ {1, . . . ,m sh} g (·+ y(s)i ) ≥ 0}
=
⋂
i∈
{
1,...,m
s
h
}
{
g
(
·+ y(s)i
)
≥ 0
}
.
Now, if y
(h)
k ≥ 0, then 0 ≤ shy
(h)
k ∈
{
y
(s)
i : i ∈
{
1, . . . ,m
s
h
}}
for all s ∈ I, and if y(s)k ≤ 0,
then 0 ≥ shy
(h)
k ∈
{
y
(s)
i : i ∈
{
1, . . . ,m
s
h
}}
for all s ∈ I. Thus if g is inreasing and
y
(h)
k ≤ 0, or alternatively, g is dereasing and y(h)k ≥ 0, then in both ases g ≥ g
(
·+ thy
(h)
k
)
and
t
hy
(h)
k ∈
{
y
(t)
i : i ∈
{
1, . . . ,m
t
h
}}
, therefore
{Ps(g ∨ 0) = Psg} =
⋂
i∈
{
1,...,m
s
h
}
{
g
(
·+ y(s)i
)
≥ 0
}
=

g
(
·+ s
h
y
(h)
k
)
︸ ︷︷ ︸
≤g
≥ 0

 ⊆ {g ≥ 0} .
This upper bound on the set {Pt(g ∨ 0) = Ptg} (with respet to the partial order of inlusion),
an be sharpened under ertain onditions on the growth of f¯ :
Lemma 4. Suppose g = K − f¯ and let there exist a γ0 ≥ 1 (without loss of generality,
γ0 ∈ [1, er)) suh that
Ptf¯ ≥ γ0tf¯
5
for all t ∈ (0, T ] ∩ I (whih is equivalent to Phf¯ ≥ γ0hf¯). In addition, assume that g ≥ 0
on the subset {Pt(g ∨ 0) = Ptg} of Rd for all t ∈ (0, T ] ∩ I (by Lemma 3, this is satised in
partiular if y
(h)
k ≥ 0 for some k ∈ {1, . . . ,m}). Then for all t ∈ (0, T ] ∩ I,{
g ≥ e−rtPt(g ∨ 0)
} ⊇ {Pt(g ∨ 0) = Ptg}
Proof. Let t ∈ (0, T ] ∩ I. Due to our assumption of g ≥ 0 on {Pt(g ∨ 0) = Ptg}, one has{
g ≥ e−rtPt(g ∨ 0)
} ∩ {Pt(g ∨ 0) = Ptg}
=
{
g ≥ e−rtPtg
} ∩ {Pt(g ∨ 0) = Ptg}
= {g ≥ 0} ∩ {(id− e−rtPt) g ≥ 0} ∩ {Pt(g ∨ 0) = Ptg}
= {g ≥ 0} ∩ {(1− e−rt)K ≥ (id− e−rtPt) f¯}
∩{Pt(g ∨ 0) = Ptg} . (3)
On the other hand
{(
1− e−rt)K ≥ (id− e−rtPt) f¯} =


(
1− e−rt)K ≥ f¯ − e−rt Ptf¯︸︷︷︸
≥γ0tf¯


⊇ {(1− e−rt)K ≥ (1− e−rtγ0t) f¯} ,
that is {(
1− e−rt)K ≥ (id− e−rtPt) f¯}
⊇
{
1− e−rt
1− e−rtγ0tK ≥ f¯
}
,
where we have exploited γ0 < e
r
. Now γ0 ∈ [1, er) gives
1− e−rt
1− e−rtγ0tK ≥ K
sine K ≥ 0. Combining this estimate with the previous inlusion, one obtains{(
1− e−rt)K ≥ (id− e−rtPt) f¯} ⊇ {K ≥ f¯}
and hene{
g ≥ e−rtPtg
} ∩ {g ≥ 0} = {(1− e−rt)K ≥ (id− e−rtPt) f¯} ∩ {g ≥ 0} = {g ≥ 0}.
This result, ombined with equation (3), yields{
g ≥ e−rtPt(g ∨ 0)
} ∩ {Pt(g ∨ 0) = Ptg}
= {g ≥ 0} ∩ {Pt(g ∨ 0) = Ptg} .
However, one of our assumptions reads
{Pt(g ∨ 0) = Ptg} ⊆ {g ≥ 0}
whene we onlude {
g ≥ e−rtPt(g ∨ 0)
} ∩ {Pt(g ∨ 0) = Ptg}
= {Pt(g ∨ 0) = Ptg} .
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Remark 4. Both the assumption of the existene of a onstant γ0 ≤ er suh that Ptf¯ ≥ γ0tf¯
for all t ∈ I, and the assumption of the existene of a onstant γ1 > 0 suh that Ptf¯ ≤ γ1tf¯
for all t ∈ I are natural: If (Xt)t∈I was a Markov proess evolving aording to (Pt)t∈I , the
ondition
∀t ∈ I Ptf¯ ≥ ertf¯
simply means that the proess f¯(X·) is, after disounting, a submartingale. Now, if X·
was a Markovian model for a vetor of logarithmi asset pries (a Markov basket in our
terminology) and f¯ would assign to eah vetor the arithmeti average of the exponentials of
its omponents or the exponential maximum of the omponents (whih equals the maximum
of the exponential omponents) this will ertainly hold whenever P· governs the proess X·
under a risk-neutral measure. Furthermore, the assumption
∀t ∈ I Ptf¯ ≤ e+rtf¯
(whih, being a onsequene of the supermartingale property for e−r·P·f¯(x) for all x, holds
whenever P· is the semigroup of a Markov basket and f¯ assigns to eah vetor the arith-
meti average of the exponential omponents or the exponential minimum of the omponents)
trivially implies
∃γ1 > 0 ∀t ∈ I Ptf¯ ≤ γ1tf¯
and therefore provides us with some eonomi vindiation for assuming the existene of not
only γ0, but also γ1.
Now we turn to the derivation of an upper bound on the rst order dierene
(
Bs/2
)◦2
f−Bsf .
Lemma 5. Suppose g := K − f¯ and let there exist a γ1 > 0 suh that
Ptf¯ ≤ γ1tf¯
for all t ∈ (0, T ] ∩ I (for whih in our ase of I = hN0 with h > 0 it is suient that this
estimate holds for t = h), and let us assume without loss of generality that this γ1 be ≥ er.
Then, setting
R := K · sup
t∈(0,T ]∩I
γ1
t − 1
t
,
we have found an R < +∞ suh that for all s ∈ (0, T )∩ (2 · I) ⊂ I and measurable f ≥ g∨ 0,∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L∞(Rd)
≤ R · s
2
.
Proof. Let s ∈ (0, T ] ∩ (2 · I) ⊂ I and onsider a measurable f ≥ g ∨ 0. Then by our
assumption of Ptf¯ ≤ γ1tf¯ for γ1 > 0, we rstly have (inserting s2 for t)
g − e−r s2P s
2
g = K − f¯ − e−r s2 (K − P s
2
f¯
)
= K
(
1− e−r s2 )+ e−r s2P s
2
f¯ − f¯
≤ K (1− e−r s2 )+ (e−r s2 γ1 s2 − 1) · f¯
and therefore (using f ≥ g ∨ 0 and γ1 ≥ er as well as the monotoniity of P s2 ),
0 ≤ χ{
g≥e−r s2 P s
2
f
} · (g − e−r s2P s
2
f
)
≤ χ{
g≥e−r s2 P s
2
f
} · (g − e−r s2P s
2
g
)
≤ χ{g≥0} ·
(
K
(
1− e−r s2 )+ (e−r s2 γ1 s2 − 1) · f¯)
≤ χ{f¯≤K} ·
(
K
(
1− e−r s2 )+ (e−r s2 γ1 s2 − 1) ·K)
≤ K · ((1− e−r s2 )+ (e−r s2 γ1 s2 − 1))
= K · e−r s2 · (γ1 s2 − 1) (4)
7
Now,
sup
t∈(0,T ]∩I
γ1
t − 1
t
< +∞
sine t 7→ γ1t − 1 is right-dierentiable in zero with derivative ln γ1. Therefore
R = K · sup
t∈(0,T ]∩I
γ1
t − 1
t
< +∞.
Via estimate (4), we arrive at
0 ≤ χ{
g≥e−r s2 P s
2
f
} (g − e−r s2P s
2
f
) ≤ R · s
2
. (5)
But
χ{
g≥e−r s2 P s
2
f
} (g − e−r s2P s
2
f
)
=
(
e−r
s
2P s
2
f
) ∨ g − e−r s2P s
2
f,
and  in ombination with the linearity of P s
2
and the Chapman-Kolmogorov equation  this
implies
e−r
s
2P s
2
(
χ{
g≥e−r s2 P s
2
f
} (g − e−r s2P s
2
f
))
= e−r
s
2P s
2
((
e−r
s
2P s
2
f
) ∨ g)− e−rsPsf
hene by equation (5)
R · s
2
≥ e−r s2P s
2
(
χ{
g≥e−r s2 P s
2
f
} (g − e−r s2P s
2
f
))
(6)
≥ e−r s2P s
2
((
e−r
s
2P s
2
f
) ∨ g)− e−rsPsf ∨ g (7)
(where in (7) we have exploited the fat that P s
2
is an L∞-ontration).
Now, again by the Chapman-Kolmogorov equation and the monotoniity of Pt for any
t ∈ I, we have (
B s
2
)◦2
f ≥ Bsf
and therefore (due to the estimate Btf0 ≥ g ∨ 0 whih holds for arbitrary t ∈ I and f0 ≥ 0){(
B s
2
)◦2
f = g
}
=
{
Bsf ≤
(
B s
2
)◦2
f = g
}
=
{
g ∨ 0 ≤ Bsf ≤
(
B s
2
)◦2
f = g
}
= {Bsf = g} ∩
{(
B s
2
)◦2
f = g
}
⊆
{(
B s
2
)◦2
f −Bsf = 0
}
But (
B s
2
)◦2
f ≥ g ∨ 0 ≥ g,
thus the last inlusion yields
0 ≤ (B s
2
)◦2
f −Bsf
=
((
B s
2
)◦2
f −Bsf
)
χ{(
B s
2
)
◦2
f≥g
}
= e−r
s
2
(
P s
2
(
e−r
s
2P s
2
f ∨ g)− (e−rsPsf ∨ g))χ{(
B s
2
)
◦2
f≥g
}
≤ R · s
2
where the last line has used the estimate (7) derived previously.
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A bit further on, in Lemma 6, we will establish lower bounds for
∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L∞(Rd)
that are uniform in f ≥ g∨0 and only linear in s. Therefore it is impossible to get from estimates
on
∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L∞(Rd)
to estimates on
∥∥∥(Bs2−(k+1))◦2k+1 f − (Bs2−k)◦2k f∥∥∥
L∞(Rd)
in the
vein of Lemma 14 (where one uses estimates on
(
B s
2
)◦2
f − Bsf that are of higher than linear
order in s).
We an draw from the proof of Lemma 5 the following Corollary whih an be used for instane
to prove estimates on the dierene
(
B s
2
)◦2
f −Bsf with respet to the L∞ {Pt(g ∨ 0) > Ptg}-
and L1 {Pt(g ∨ 0) > Ptg}-norms.
Corollary 1. For arbitrary g : Rd → R and all f ≥ g ∨ 0,
0 ≤ (B s
2
)◦2
f −Bsf
= e−r
s
2P s
2
((
e−r
s
2P s
2
f
) ∨ g − e−r s2P s
2
f
)
χ{(
B s
2
)
◦2
f≥g
}
≤ e−r s2P s
2
(
χ{
g≥e−r s2 P s
2
(g∨0)
} · (g − e−r s2P s
2
(g ∨ 0)))
=
(
B s
2
)◦2
(g ∨ 0)−Bs(g ∨ 0).
Denition 1.
∀t ∈ I Et = {Pt(g ∨ 0) > Ptg} .
Remark 5 (Properties of E·). Let g = K − f¯ . Then equivalent expressions for Et, t ∈ I,
are:
Et = {Pt(g ∨ 0) > Ptg} = ∁ {Pt(g ∨ 0) = Ptg}
= {Pt(g ∧ 0) < 0}
=
{
∃i ∈ {1, . . . ,m th } g
(
·+ y(t)i
)
< 0
}
=
⋃
i∈{1,...,m th }
{
K < f¯
(
·+ y(t)i
)}
.
These formulae for E· imply, sine f¯ is monotonely inreasing, that Et is north-east on-
neted, ie Et ⊆ Et + a for all a ≤ 0, for all t ∈ I.
Assume now that one has for all j ∈ {1, . . . ,m} an index k = k(j) ∈ {1, . . . ,m} suh
that y
(h)
j − y(h)k(j) ≥ 0 omponentwise (this assumption is satised for instane if the set{
y
(h)
1 , . . . , y
(h)
m
}
an be written as the sum of a reetion symmetri subset of R
d
and a
omponentwise nonpositive vetor). Then for any t ∈ I and i ∈
{
1, . . . ,m
t
h
}
there exists
an index k = k(i) ∈
{
1, . . . ,m
t
h
}
suh that y
(t)
i − y(t)k(i) ≥ 0 omponentwise. Therefore the
north-east onnetedness of the Et's entails for all t ∈ I and i,
Et + y
(t)
i ⊆ Et−y(t)i + y(t)k(i)︸ ︷︷ ︸
≤0
+y
(t)
i = E
t + y
(t)
k(i)
=
⋃
j∈
{
1,...,m
t
h
}
{
K < f¯
(
·+ y(t)j + y(t)k(i)
)}
⊆
⋃
j0,j1∈
{
1,...,m
t
h
}
{
K < f¯
(
·+ y(t)j0 + y
(t)
j1
)}
=
⋃
ℓ∈
{
1,...,m
2t
h
}
{
K < f¯
(
·+ y(2t)ℓ
)}
= E2t
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where for the penultimate line we have used equation (2), of ourse. Therefore
χEt
(
· − y(t)i
)
= χ
Et+y
(t)
i
≤ χE2t .
Also, if there exists an i0 ∈ {1, . . . ,m} suh that
∀j ∈ {1, . . . , d}
(
y
(h)
i0
)
j
≥ 0
one has  due to the monotoniity of f¯ in eah oordinate  rst of all f¯
(
·+ y(h)i0
)
≥ f¯ and
thene for all n ∈ N the inlusion
Enh =
⋃
i∈{1,...,mn}
{
K < f¯
(
·+ y(nh)i
)}
=
⋃
i1,...,in∈{1,...,m}
{
K < f¯
(
·+ y(h)i1 + · · ·+ y
(h)
in
)}
⊇
⋃
i1,...,in−1∈{1,...,m}
{
K < f¯
(
·+ y(h)i0 + y
(h)
i1
+ · · ·+ y(h)in−1
)}
⊇
⋃
i1,...,in−1∈{1,...,m}
{
K < f¯
(
·+ y(h)i1 + · · ·+ y
(h)
in−1
)}
= E(n−1)h
This means
Es ↑ as s ↑ ∞ in I
and for all T ∈ [h,+∞], ⋂
s∈(0,T ]∩I
Es = Eh.
The reason for Eh not being the whole spae is, as was pointed our earlier, that the measure
B 7→ PtχB on the Borel σ-algebra of R has ompat support.
Interpreting g as dening a logarithmi payo funtion (eg g = K − exp, d = 1 in ase of
a vanilla one-dimensional put) and P as a Markov hain that models the stohasti evolution of
the logarithmi pries of assets in a given portfolio, the set Et, for t ∈ I, onsists of all those
vetors of logarithmi start pries where the probability of exerising the option at time t is stritly
positive.
Remark 6. Assume f¯ is not stritly less than K, say f¯(z) ≥ K for some z ∈ Rd. We an
use the property of f¯ being monotonely inreasing in eah omponent to see, via Remark 5
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that
∁Eh = {Ph(g ∨ 0) = Phg}
= ∁
{
∃i ∈ {1, . . . ,m} g
(
·+ y(h)i
)
< 0
}
=
m⋂
i=1
{
g
(
·+ y(h)i
)
≥ 0
}
=
m⋂
i=1
{
f¯
(
·+ y(h)i
)
≤ K ≤ f¯(z)
}
⊇
m⋂
i=1
{
∀j ∈ {1, . . . , d}
(
·+ y(h)i
)
j
≤ zj
}
=
m⋂
i=1
{
∀j ∈ {1, . . . , d} (·)j ≤ zj −
(
y
(h)
i
)
j
}
=
{
∀j ∈ {1, . . . , d} (·)j ≤ zj − max
i∈{1,...,m}
(
y
(h)
i
)
j
}
=
d⊗
j=1
(
−∞, zj − max
i∈{1,...,m}
(
y
(h)
i
)
j
]
,
where the set in the last line has innite Lebesgue measure.
Thus, λd
[
∁Eh
]
= +∞ whenever f¯ < K does not hold everywhere.
Next, we an ombine the preeding Corollary 1 (whih followed from the proof of Lemma
5) with Lemmas 3 and 4 to prove the previously mentioned lower bound on the L∞-norm of(
B t
2
)◦t
f − Btf on the omplement of the set E t2 introdued previously.
Lemma 6. Let g = K− f¯. Suppose there is a γ0 > 1 (without loss of generality, γ0 ∈ (1, er])
and a γ1 > 0 suh that
γ1
tf¯ ≥ Ptf¯ ≥ γ0tf¯
for all t ∈ (0, T ] ∩ I (where I = hN0 with h > 0 whene it is suient that this estimate
holds for t = h). Assume furthermore that y
(h)
i0
≤ 0 for some i0 ∈ {1, . . . ,m} and y(h)i1 ≥ 0
for some i1 ∈ {1, . . . ,m}, implying that g ≥ 0 on the set {Pt(g ∨ 0) = Ptg} 6= ∅. Then for
all ε1 > 0 there is an ε0 < T independent of h < T suh that for all t ∈ 2 · ((0, ε0) ∩ I) and
A ⊃ ∁E t2 (with positive Lebesgue measure),
sup
f≥g∨0
∥∥∥∥(B t2)◦2 f −Btf
∥∥∥∥
L∞(A)
≥
∥∥∥∥(B t2)◦2 (g ∨ 0)−Bt(g ∨ 0)
∥∥∥∥
L∞(A)
≥
(
min
i∈{1,...,m}
α(h)
)T
h
e−r
t
2K (ln γ0 − ε1) · t
2
,
as well as
sup
f≥g∨0
∥∥∥∥(B t2)◦2 f −Btf
∥∥∥∥
L1(A)
≥
∥∥∥∥(B t2)◦2 (g ∨ 0)−Bt(g ∨ 0)
∥∥∥∥
L1(A)
≥
(
min
i∈{1,...,m}
α(h)
)T
h
λd
[{
P t
2
(g ∨ 0) = P t
2
g
}]
· e−r t2K (ln γ0 − ε1) · t
2
(the left hand side, following the usual onvention, being +∞ if λd
[{
P t
2
(g ∨ 0) = P t
2
g
}]
=
+∞, m ≥ 1 and ε1 < ln γ0).
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Proof. Let us rst remark that, due to Corollary 1, we have
sup
f≥g∨0
∥∥∥∥(B t2)2 f −Btf
∥∥∥∥
L∞(A)
=
∥∥∥∥(B t2)2 (g ∨ 0)−Bt(g ∨ 0)
∥∥∥∥
L∞(A)
=
∥∥∥∥∥χAe−r t2P t2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))∥∥∥∥∥
L∞(A)
(8)
as well as
sup
f≥g∨0
∥∥∥∥(B t2)2 f −Btf
∥∥∥∥
L1(A)
=
∥∥∥∥(B t2)2 (g ∨ 0)−Bt(g ∨ 0)
∥∥∥∥
L∞(A)
=
∥∥∥∥∥e−r t2P t2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))∥∥∥∥∥
L1(A)
=
∥∥∥∥∥
(
χA · e−r t2P t
2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
)))(
·+ t
2h
y
(h)
i0
)∥∥∥∥∥
L1(Rd)
(9)
for all i0 ∈
{
1, . . . ,m
t
2h
}
(using the translation invariane of
∫
Rd
·λd).
Next let us note that by our assumption of y
(h)
i0
≤ 0 omponentwise, ombined with the
north-east onnetedness of Es, we have shy
(h)
i0
+ Es ⊆ Es for any s, hene
∀s ∈ I s
h
y
(h)
i0
+ ∁Es ⊇ ∁Es.
Therefore we may onlude that for all t ∈ 2 · I and i0 ∈
{
1, . . . ,m
t
2h
}
,
χA · e−r t2P t
2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))
≥ χ
∁E
t
2
· e−r t2P t
2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))
≥ χ
∁E
t
2
·
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))(
·+ t
2h
y
(h)
i0
)
· min
i∈
{
1,...,m
t
2h
} α( t2 )
≥
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
)
χ
∁E
t
2 + t2h y
(h)
i0
)(
·+ t
2h
y
(h)
i0
)
·
(
min
i∈{1,...,m}
α(h)
) t
2h
≥
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
)
χ
∁E
t
2
)(
·+ t
2h
y
(h)
i0
)
·
(
min
i∈{1,...,m}
α(h)
) t
2h
(10)
( ≥ 0)
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Now, o Es one has due to Lemma 4 (whih may be applied thanks to our assumption
of y
(h)
i1
≥ 0) and Lemma 3 the following situation:
χ{g≥e−rsPs(g∨0)} ·
(
g − e−rsPs(g ∨ 0)
)
= χ{Ps(g∨0)=Psg}∩{g≥0} ·
(
g − e−rsPs(g ∨ 0)
)
on ∁Es
= χ{Ps(g∨0)=Psg}∩{g≥0} ·
(
g − e−rsPsg
)
on ∁Es
= χ{Ps(g∨0)=Psg}∩{g≥0} ·
(
K − f¯ − e−rsK + e−rsPsf¯
)
on ∁Es
≥ χ{Ps(g∨0)=Psg}∩{g≥0} ·
(
K − f¯ − e−rsK + e−rsγ0sf¯
)
on ∁Es (11)
However, one an also perform the alulation
χ{g≥0}
(
K − f¯ − e−rsK + γ0se−rsf¯
)
= χ{K−f¯≥0}
((
K − f¯) (1− γ0se−rs)+Ke−rs (γ0s − 1)) (12)
≥ Ke−rs (γ0s − 1) (13)
(where we have used the assumption γ0 ≤ er to get from (12) to (13)). Combining estimates
(13) and (11), we arrive at
χ{g≥e−rsPs(g∨0)}
(
g − e−rsPs(g ∨ 0)
)
≥ Ke−rs (γ0s − 1) on ∁Es
≥ Ke−rs (ln γ0 − ε1) · s on ∁Es
for every s < ε0 for some ε0 > 0 dependent on ε1 > 0 and nally (using estimate (10),
mini∈{1,...,m} α(h) ≤ 1 and T ≥ t)
χA · e−r t2P t
2
(
χ{
g≥e−r t2 P t
2
(g∨0)
} · (g − e−r t2P t
2
(g ∨ 0)
))
≥
(
min
i∈{1,...,m}
α(h)
) t
2h
· χ
∁E
t
2
(
·+ t
2h
y
(h)
i0
)
·Ke−r t2 (ln γ0 − ε1) · t
2
≥
(
min
i∈{1,...,m}
α(h)
) T
2h
· χ
∁E
t
2− t2h y
(h)
i0
·Ke−r t2 (ln γ0 − ε1) · t
2
for all t ∈ 2 · (I ∩ (0, ε0)) and i0 ∈
{
1, . . . ,m
t
2h
}
.
This yields  due to the translation-invariane of the Lebesgue measure (whih gave us
estimate (9))  the rst line of the Lemma's L1 norm estimate. It also implies the L∞ norm
estimate of the Lemma sine for all s ∈ I (in partiular for s = t2 ),
λd
[
∁Es − s
h
y
(h)
i0
]
= λd
[
∁E
s
h
]
= λd {Ps(g ∨ 0) = Psg}
≥ λd
{
g
(
·+ s
h
max
i∈{1,...,m}
y
(h)
i
)
≥ 0
}
> 0
(a onsequene of the monotoniity of g), and therefore∥∥∥∥∥
(
min
i∈{1,...,m}
α(h)
) T
2h
· χ
∁E
t
2− t2hy
(h)
i0
·Ke−r t2 (ln γ0 − ε1) · t
2
∥∥∥∥∥
L∞(Rd)
=
(
min
i∈{1,...,m}
α(h)
) T
2h
·Ke−r t2 (ln γ0 − ε1) · t
2
.
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3 Finer bounds on the rst order dierenes on E
·
In Lemma 6 we have established a lower bound on the L1 and L∞-norms of
(
B t
2
)◦t
f−Btf on the
set ∁∩t∈I Et that are linear in t. We will now try and establish L1-estimates for
(
B t
2
)◦t
f −Btf
on ∩t∈IEt (whih under weak assumptions equals Eh) that are of higher order in t.
Keeping Corollary 1 in mind and aiming at an L1 (∩t∈IEt) of Lemma 5, the rst step will
onsist in proving
Lemma 7. Let again g = K − f¯ and suppose there is a γ1 > 0 suh that
Ptf¯ ≤ γ1tf¯
for all t ∈ (0, T ] ∩ I. Let us dene
D˜ := χ(0,er) (γ1) inf⋃
t∈(0,T ]∩I E
t
f¯ + χ(er ,+∞) (γ1) sup⋃
t∈(0,T ]∩I E
t
f¯ ≥ 0.
Then there is a onstant C0 ∈ R given by
C0 := K
(
sup
s∈(0,T ]∩I
1− e−rs
s
− r
)
+ D˜ ·
(
sup
s∈(0,T ]∩I
γ1
se−rs − 1
s
− ln γ1 + r
)
suh that for all s ∈ (0, T ] ∩ I and measurable A,∥∥χ{g>e−rsPs(g∨0)} (g − e−rsPs(g ∨ 0))∥∥L1(⋂s∈(0,T ]∩I Es∩A)
≤ ∥∥χ{g>e−rsPs(g∨0)} (g − e−rsPs(g ∨ 0))∥∥L1(Es∩A)
≤ λd [{ersg > Ps(g ∨ 0) > Psg} ∩ A] ·
(
(ln γ1 − r) D˜ + rK + C0
)
· s.
If moreover, there exists an i0 ∈ {1, . . . ,m} suh that for any j ∈ {1, . . . , d},
(
y
(h)
i0
)
j
≥ 0 for
all j ∈ {1, . . . , d}, then we even have for all measurable A∥∥χ{g>e−rsPs(g∨0)} (g − e−rsPs(g ∨ 0))∥∥L1(Eh∩A)
≤ λd [{ersg > Ps(g ∨ 0) > Psg} ∩ A] ·
(
(ln γ1 − r) D˜ + rK + C0
)
· s.
Proof. For all s ∈ (0, T ] ∩ I, the following estimates hold on Es:
0 ≤ χ{g>e−rsPs(g∨0)}
(
g − e−rsPs(g ∨ 0)
)
= χ{ersg>Ps(g∨0)>Psg}
(
g − e−rsPs(g ∨ 0)
)
on Es
≤ χ{ersg>Ps(g∨0)>Psg}
(
g − e−rsPsg
)
≤ χ{ersg>Ps(g∨0)>Psg}
(
g − e−rsPsg
)
= χ{ersg>Ps(g∨0)>Psg}
(
K − f¯ − e−rsK + e−rsPsf¯
)
≤ χ{ersg>Ps(g∨0)>Psg}
(
K
(
1− e−rs)+ (γ1se−rs − 1) f¯)
≤ χ{ersg>Ps(g∨0)>Psg}
(
K
(
1− e−rs)+ (γ1se−rs − 1) D˜)
≤ χ{ersg>Ps(g∨0)>Psg}
(
rKs+ (ln γ1 − r) D˜ · s+ C · s
)
for some real onstant C > 0 that an be bounded by
C ≤ K ·
(
sup
s∈(0,T ]∩I
1− e−rs
s
− r
)
+ D˜ ·
(
sup
s∈(0,T ]∩I
γ1
se−rs − 1
s
− (ln γ1 − r)
)
= C0.
This gives a uniform pointwise estimate for the nonnegative funtion
χ{ersg>Ps(g∨0)} (g − e−rsPsg) on Es from whih the general ase of the Lemma's esti-
mate an be derived immediately. If there exists an i0 as stipulated in the Lemma, then by
Remark 5, ⋂
s∈(0,T ]∩I
Es = Eh
whih ompletes the proof.
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Similarly, one an prove the orresponding estimate for alls with dividends (the dividends
being assumed to be enoded in the disount rate r and the Markov hain P·):
Lemma 8. Let this time g = f¯ −K and suppose there is a γ0 > 0 suh that
Ptf¯ ≥ γ0tf¯
for all t ∈ (0, T ] ∩ I. Let us dene
D¯ := χ(0,er) (γ0) sup⋃
t∈(0,T ]∩I E
t
f¯ + χ(er ,+∞) (γ0) inf⋃
t∈(0,T ]∩I E
t
f¯ ≥ 0.
Then there is a onstant C1 ∈ R given by
C1 := K
(
sup
s∈(0,T ]∩I
1− e−rs
s
− r
)
+ D¯ ·
(
sup
s∈(0,T ]∩I
γ0
se−rs − 1
s
− ln γ0 + r
)
suh that for all s ∈ (0, T ] ∩ I and measurable A,∥∥χ{g>e−rsPs(g∨0)} (g − e−rsPs(g ∨ 0))∥∥L1(⋂s∈(0,T ]∩I Es∩A)
≤ ∥∥χ{g>e−rsPs(g∨0)} (g − e−rsPs(g ∨ 0))∥∥L1(Es∩A)
≤ λd [{ersg > Ps(g ∨ 0) > Psg} ∩ A] ·
(
(ln γ0 − r) D¯ + rK + C1
) · s.
If moreover, there exists an i0 ∈ {1, . . . ,m} suh that for any j ∈ {1, . . . , d},
(
y
(h)
i0
)
j
≥ 0 for
all j ∈ {1, . . . , d}, then we even have for all measurable A∥∥χ{g>e−rsPs(g∨0)} (g − e−rsPs(g ∨ 0))∥∥L1(Eh∩A)
≤ λd [{ersg > Ps(g ∨ 0) > Psg} ∩ A] ·
(
(ln γ0 − r) D¯ + rK + C1
) · s.
Next one will endeavour to nd estimates on the Lebesgue measure of the set
{ersg > Ps(g ∨ 0) > Psg}∩A ourring on the right hand side of the previous Lemmas 7 and 8.
Lemma 9. Suppose either
1. g is monotonely dereasing, eg g = K − f¯ , and
2. there is an i0 ∈ {1, . . . ,m} suh that y(h)i1 ≤ 0 omponentwise
or one has
1. g is monotonely inreasing, eg g = f¯ −K, and
2. there exists an i1 ∈ {1, . . . ,m} suh that y(h)i1 ≥ 0 omponentwise.
Then for all measurable A ⊆ Rd,
λd [{ersg > Ps(g ∨ 0) > Psg} ∩ A]
≤ λd [{Ps(g ∨ 0) > Psg > 0} ∩ A] + λd [{Ps(g ∨ 0) > 0} ∩ {Psg ≤ 0} ∩ A]
Proof. We shall establish an upper bound for the set {ersg > Ps(g ∨ 0) > Psg}. Our assump-
tions entail that
{g > 0} ⊆ {Ps(g ∨ 0) > 0}
for all s ∈ (0, T ] ∩ I. From this we may, using Ps(g ∨ 0) ≥ 0, derive
{ersg > Ps(g ∨ 0) > Psg} ∩ {Psg ≤ 0}
⊆ {g > 0} ∩ {Ps(g ∨ 0) > Psg} ∩ {Psg ≤ 0}
⊆ {Ps(g ∨ 0) > 0} ∩ {Psg ≤ 0} ∩ {Ps(g ∨ 0) > Psg}
= {Ps(g ∨ 0) > 0} ∩ {Psg ≤ 0}
This implies
{ersg > Ps(g ∨ 0) > Psg}
⊆ {Ps(g ∨ 0) > Psg > 0} ∪ ({Ps(g ∨ 0) > 0} ∩ {Psg ≤ 0}) .
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The estimate of the preeding Lemma will beome relevant thanks to the following result
(whih in turn is based on the Corollary 1 and Lemma 7).
Lemma 10. Suppose y
(h)
i ≥ 0 omponentwise for all i ∈ {1, . . . ,m}. Then for all s ∈
(0, T ] ∩ (2 · I) and f ≥ 0, ∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1
(
Eh∩⋂m s2hk=1
(
A−y(
s
2 )
k
))
≤
∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1
(
E
s
2 ∩⋂m s2hk=1
(
A−y(
s
2 )
k
))
Assume furthermore g = K − f¯ and there exists a real number γ1 > 0 suh that Phf¯ ≤
γ1
hf¯ . Then for all f ≥ 0,∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1
(
Eh∩⋂m s2hk=1
(
A−y(
s
2 )
k
))
≤
∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1
(
E
s
2 ∩⋂m s2hk=1
(
A−y(
s
2 )
k
))
≤ λd
[{
ers/2g > Ps/2(g ∨ 0) > Ps/2g
}
∩ A
]
· e−r s2
·
(
(ln γ1 − r) D˜ + rK + C0
)
· s
2
with C0 and D˜ as before.
Proof. Consider t ∈ I. Due to our assumption of
(
mini∈{1,...,m}
(
y
(h)
i
)
j
)
j∈{1,...,d}
≥ 0
omponentwise (whih aording to the notational onvention introdued at the outset, an
be written mini∈{1,...,m} y
(h)
i ≥ 0), one has
min
k
y
(t)
k =
t
h
min
i
y
(h)
i ≥ 0.
Sine the set Et is north-east onneted, this yields Et − y(t)k ⊇ Et for all k ∈
{
1, . . . ,m
t
h
}
,
whih in turn  via χEt
(
·+y(t)k
)
= χ
Et−y(t)k
≥ χEt for all k ∈
{
1, . . . ,m
t
h
}
 gives
Pt (χEtf) =
m
t
h∑
k=1
α
(t)
k χEt
(
·+ y(t)k
)
f
(
·+ y(t)k
)
≥
m
t
h∑
k=1
α
(t)
k χEt (·) f
(
·+ y(t)k
)
= χEtPtf
for all f ≥ 0. The same holds of ourse when replaing f by fχA. Moreover, treating the
ases of mink χA
(
·+ y(t)k
)
= 0 and mink χA
(
·+ y(t)k
)
= 1 separately, we also see that(
min
k
χA
(
·+ y(t)k
))
Ptf ≤ Pt (χAf)
for all f ≥ 0. Summarising these observations, we obtain
Pt (χEt∩Af) = Pt (χEt · χAf) ≥ χEt · Pt (χAf)
≥ χEt ·
(
min
k
χA
(
·+ y(t)k
))
Ptf
≥ χEtχ⋂
k
(
A−y(t)k
)Ptf
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for all f ≥ 0. Therefore  using in addition the translation-invariane of Pt and λd (whih
makes Pt a map that preserves the L
1
(
λd
)
-norm of nonnegative measurable funtions)  we
dedue that for all measurable f ≥ 0,
‖Ptf‖
L1
(
Et∩⋂m thk=1 (A−y(t)k )
) ≤ ‖Pt (fχEt∩A)‖L1(Rd)
= ‖fχEt∩A‖L1(Rd) = ‖f‖L1(Et∩A) .
From this, using Corollary 1, we obtain∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1
(
E
s
2 ∩⋂k
(
A−y(
s
2 )
k
))
≤
∥∥∥∥e−r s2P s2
(
χ{
g>e−r
s
2 P s
2
(g∨0)
} · (g − e−r s2P s
2
(g ∨ 0)))∥∥∥∥
L1
(
E
s
2 ∩⋂k
(
A−y(
s
2 )
k
))
≤ e−r s2
∥∥∥∥χ{g>e−r s2 P s
2
(g∨0)
} · (g − e−r s2P s
2
(g ∨ 0))∥∥∥∥
L1
(
E
s
2 ∩A
)
This is enough to prove the general part of the Lemma (whih holds for arbitrary g)  in the
situation of g = K − f¯ with at most exponentially inreasing t 7→ Ptf¯
f¯
(on {f¯ > 0}), one an
take advantage of Lemma 7 to omplete the proof of Lemma 10.
In the situation of d = 1, g = K − f¯ and f¯ = exp (vanilla put), Lemma 10 an be readily
ombined with Lemma 11 to prove Theorem 1, an estimate on the L1
(
Eh
)
-norm of the dierene(
B s
2
)◦2
f −Bsf that is quadrati in s.
Remark 7. Let the translation-invariant Markov semigroup P be derived from a ubature
formula for the Gaussian measure with points {z1, . . . , zm} in suh a way that a geometri
Brownian motion with logarithmi drift µ =
(
r − σk22
)
k∈{1,...,d}
(r > 0 and σ ∈ R+d being the
interest rate of the prie proess and the volatility vetor, respetively) shall be approximated,
that is to say
∀i ∈ {1, . . . ,m}∀k ∈ {1, . . . , d}
(
y
(h)
i
)
k
= µkh+ σkh
1
2 (zi)k .
Then the assumption that all the y
(h)
i be omponentwise nonnegative for i ∈ {1, . . . ,m} reads
min
i
y
(h)
i = µh+
(
min
i
(zi)k · σkh
1
2
)
k∈{1,...,d}
≥ 0
and therefore simply means that µh is omponentwise at least as big or
even bigger than −
(
mini (zi)k · σkh
1
2
)
k∈{1,...,d}
whih, needless to say, equals(
maxi (zi)k · σkh
1
2
)
k∈{1,...,d}
in ase of an axis-symmetri ubature formula, eg a u-
bature formula for the normal Gaussian measure. This assumption is tantamount to
∀k ∈ {1, . . . , d} σk2 − 2h− 12 min
i
(zi)k · σk − 2r ≤ 0,
whih means (beause of h, r > 0 and σk ≥ 0 for all k):
∀k ∈ {1, . . . , d} σk ∈ R+ ∩

 h− 12 mini (zi)k −
√
h−1 · (mini (zi)k)2 + 2r,
h−
1
2 mini (zi)k +
√
h−1 · (mini (zi)k)2 + 2r


= h−
1
2 ·
[
0,min
i
(zi)k +
√(
min
i
(zi)k
)2
+ 2rh
]
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for all k ∈ {1, . . . , d}, entailing that P models a basket of logarithmi
asset pries whose volatilities are bounded above by the positive number
h−
1
2
(
mini (zi)k +
√
(mini (zi)k)
2 + 2rh
)
.
Later on, in Example 1, we shall present an analogous reasoning under the assumption that
µ is hosen diretly from the ondition that e−(r−δ)·P·f¯  wherein δ denotes the ontinuous
dividend yield  be a martingale.
Now, owing to the peularity that our investigations are only onerned with disrete
translation-invariant Markov hains (Pt)t∈I (Markov hains whih are derived from ubature
formulae, for instane), we an use rather elementary inequalities to nd upper bounds on the
subsets of R
d
ourring in the estimates of Lemma 7.
As mentioned previously, we will start with the simple, nevertheless pratially important,
example of a one-dimensional Amerian vanilla put:
Lemma 11. Suppose d = 1 and f¯ = exp, and let g = K− f¯ . Under these assumptions there
exists a γ1 > 0 suh that Ptf¯ = γ1
tf¯ , and furthermore, one has for all s ∈ I,
{ersg > Ps(g ∨ 0) > Psg} ⊆ lnK +
(
− 1
h
· max
i∈{1,...,m}
y
(h)
i , 0
)
· s.
Proof. The real number γ1 is given by the relation
γ1
h =
m∑
i=1
α
(h)
i e
y
(h)
i ,
that is
γ1 = e
ln

∑m
i=1 α
(h)
i
e
y
(h)
i


h .
Next we observe that on the one hand by Remark 5
{Ps(g ∨ 0) > Psg} =
{
∃k ∈ {1, . . . ,m sh} g (·+ y(s)k ) < 0}
=

 mink∈{1,...,m sh } g
(
·+ y(s)k
)
< 0


=

K − maxk∈{1,...,m sh } exp
(
·+ y(s)k
)
< 0


=

K − exp

·+ max
k∈
{
1,...,m
s
h
} y(s)k

 < 0


=

lnK < ·+ maxk∈{1,...,m sh } y(s)k


=

lnK − max
k∈
{
1,...,m
s
h
} y(s)k ,+∞


=
(
lnK − s
h
· max
i∈{1,...,m}
y
(h)
i ,+∞
)
and seondly
{g > 0} = {K > exp} = (−∞, lnK) ,
thus
{ersg > Ps(g ∨ 0) > Psg} ⊆
(
lnK − s
h
· max
i∈{1,...,m}
y
(h)
i , lnK
)
= lnK +
(
− 1
h
· max
i∈{1,...,m}
y
(h)
i , 0
)
· s
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In light of Lemma 10, Lemma 11 an now nally be applied to prove the following result:
Theorem 1. Let g = K− f¯ and suppose d = 1 as well as f¯ = exp. Under these assumptions
there is a γ1 > 0 suh that Ptf¯ = γ1
tf¯ for all t ∈ I. Assume, moreover, that y(h)i ≥ 0
omponentwise for all i ∈ {1, . . . ,m}. Then there is a real onstant D suh that for all
s ∈ (0, T ] ∩ (2 · I) and for all f ≥ g ∨ 0,∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1(Eh)
≤
∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
L1
(
E
s
2
) ≤ D
2
· s2.
We an ompute D expliitly from the onstants C0 and D˜ of Lemma 7 as
D =
(
(ln γ1 − r) D˜ + rK + C0
)
· maxi y
(h)
i
h
.
Proof. It is enough to ombine Lemma 10 for A = Rd with Lemma 11.
4 Bounds on higher order dierenes
Now we shall proeed to establish onvergene estimates for the sequene (BT ·2−nf)n∈N in the
L1(Eh ∩A)-norm, for all measurable f ≥ g ∨ 0 and measurable A ⊆ Rd. Thus we have to prove
bounds on the higher order dierenes (Bs·2−N )
◦(2N) f − (Bs·2−M )◦(2
M) f .
Lemma 12. Suppose d = 1 and f¯ = exp. Under these assumptions there is a γ1 suh that
Ptf¯ = γ1
tf¯ . Assume, moreover, that y
(h)
i ≥ 0 omponentwise for all i ∈ {1, . . . ,m}. Under
these assumptions there exists a real number D > 0 (the same as in Theorem 1) suh that
for all k ∈ N0, s ∈ (0, T ] ∩
(
2k+1 · I) and measurable f ≥ g ∨ 0, one has∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f∥∥∥
L1(λ1[Eh∩·])
≤ D · s2 · 2−(k+1).
The proof is ontrived indutively, the base step being Theorem 1, and the indution step
being the rst part of Lemma 14. However, the seond and more general part of Lemma 14 
whih we will need later on in this paper when we study options on multiple assets  requires the
following auxiliary result.
Lemma 13. Let t ∈ I, A ⊆ Rd measurable, and assume also y(h)i ≥ 0 omponentwise for
all i ∈ {1, . . . ,m}. Then ⋂s∈(0,T ]∩I Es = Eh by Remark 5, and for all f1 ≥ f0 ≥ g ∨ 0 and
p ∈ {1,+∞},
‖Btf1 −Btf0‖
Lp

λd

Eh∩⋂
k∈
{
1,...,m
t
h
}(A−y(t)k )∩·




≤ e−rt ‖f1 − f0‖Lp(λd[Eh∩A∩·])
Proof. Consider a measurable set A ⊂ Rd and measurable funtions f0, f1 ≥ g ∨ 0. Similarly
to the proof of Lemma 2, we observe that due to the monotoniity of Bt and the fat that
Btf ≥ g ∨ 0 ≥ g for all f ≥ 0,
{Btf1 = g} = {Btf0 ≤ Btf1 = g}
= {g ≤ Btf0 ≤ Btf1 = g}
= {Btf1 = g} ∩ {Btf0 = g}
⊆ {Btf1 −Btf0 = 0} ,
that is
{Btf1 −Btf0 6= 0} ⊆ {Btf1 6= g} = {Btf1 > g}
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Combining this with the monotoniity of Pt as well as the fat that E
t + y
(t)
i ⊆ Et for all i
(whih in turn is a onsequene of the north-east onnetedness of Et  f Remark 5  and
the assumption that y
(t)
i ≥ 0 omponentwise for all i), we obtain
0 ≤ (Btf1 −Btf0)χEh∩⋂k(A−y(t)k )
= (Btf1 −Btf0)χEh∩⋂k(A−y(t)k )∩{Btf1>g}
= χ
Eh∩⋂k(A−y(t)k )∩{Btf1>g}
(
e−rtPtf1 ∨ g − e−rtPtf0 ∨ g
)
= χ
Eh∩⋂k(A−y(t)k )∩{e−rtPtf1>g}
(
e−rtPtf1 − e−rtPtf0 ∨ g
)
≤ χ
Eh∩⋂k(A−y(t)k )∩{e−rtPtf1>g}
(
e−rtPtf1 − e−rtPtf0
)
≤ e−rtχ
Eh∩⋂k(A−y(t)k ) (Ptf1 − Ptf0)
= e−rt
m
t
h∑
i=1
α
(t)
i χEh∩⋂k(A−y(t)k )
(
f1
(
·+ y(t)i
)
− f0
(
·+ y(t)i
))
= e−rt
m
t
h∑
i=1
α
(t)
i
(
χ(
Eh∩⋂k(A−y(t)k ))+y(t)i (f1 − f0)
)(
·+ y(t)i
)
= e−rt
m
t
h∑
i=1
α
(t)
i
(
χ(
Eh+y
(t)
i
)
∩⋂k(A−y(t)k +y(t)i ) (f1 − f0)
)(
·+ y(t)i
)
Now, sine ⋂
k∈
{
1,...,m
t
h
}
(
A− y(t)k + y(t)i
)
⊆ A
for all i ∈
{
1, . . . ,m
t
h
}
and f1 − f0 ≥ 0, this means
(Btf1 −Btf0)χEh∩⋂k(A−y(t)k )
≤ e−rt
m
t
h∑
i=1
α
(t)
i
(
χ(
Eh+y
(t)
i
)
∩A (f1 − f0)
)(
·+ y(t)i
)
(14)
Combining this pointwise estimate with the translation-invariane of the Lebesgue mea-
sure yields
‖Btf1 −Btf0‖L1(λd[Eh∩⋂k(A−y(t)k )∩·])
=
∫
Rd
(Btf1 −Btf0)χEh∩⋂k(A−y(t)k )dλd
≤ e−rt
m
t
h∑
i=1
α
(t)
i
∫
Rd
(
χ(
Eh+y
(t)
i
)
∩A (f1 − f0)
)(
·+ y(t)i
)
dλd
= e−rt
m
t
h∑
i=1
α
(t)
i
∫
Rd
(
χ(
Eh+y
(t)
i
)
∩A (f1 − f0)
)
dλd
≤ e−rt
m
t
h∑
i=1
α
(t)
i
∫
Eh∩A
(f1 − f0) dλd
≤
∫
Rd
e−rtχEh∩A (f1 − f0) dλd
= e−rt ‖f1 − f0‖L1(Eh∩A) ,
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where we have used the inlusion Es + y
(t)
k ⊆ Es whih  owing to the north-east on-
netedness of the sets Es and our assumption mini∈{1,...,m} y(h) ≥ 0  holds for arbitrary
k ∈
{
1, . . . ,m
t
h
}
and s, t ∈ I as well as the assumption f1−f0 ≥ 0. Similarly, based on (14),
the translation-invariane and the sub-linearity of the ess sup Rd-norm imply for measurable
f1 ≥ f0 ≥ g ∨ 0
‖Btf1 −Btf0‖L∞(λd[Eh∩⋂k(A−y(t)k )∩·])
= ess sup Rd
[
(Btf1 −Btf0)χEh∩⋂k(A−y(t)k )
]
≤ ess sup Rd

e−rt m
t
h∑
i=1
α
(t)
i
(
χ(
Eh+y
(t)
i
)
∩A (f1 − f0)
)(
·+ y(t)i
)
≤ e−rt
m
t
h∑
i=1
α
(t)
i ess sup Rd
[(
χ(
Eh+y
(t)
i
)
∩A (f1 − f0)
)(
·+ y(t)i
)]
≤ e−rt
m
t
h∑
i=1
α
(t)
i ess sup Rd
[
χ(
Eh+y
(t)
i
)
∩A (f1 − f0)
]
≤ e−rt
m
t
h∑
i=1
α
(t)
i ess sup Rd [χEh∩A (f1 − f0)]
= e−rt
m
t
h∑
i=1
α
(t)
i ess sup Eh∩A (f1 − f0)
= e−rtess sup Eh∩A (f1 − f0)
where again one has exploited the inlusion Es+y
(t)
k ⊆ Es that holds for any k ∈
{
1, . . . ,m
t
h
}
and s, t ∈ I.
Lemma 13 plays a ruial rle in the proof of the following Lemma 14, whih forms a bridge
between bounds on rst order dierenes that are quadrati in the mesh of I and bounds on
higher order dierenes that also are quadrati in the mesh of I.
Lemma 14. Let T ∈ I and p ∈ {1,+∞}. Consider a real number D′ > 0 and a measurable
set C ⊆ Rd. Suppose one has an estimate of the kind
∀f ≥ g ∨ 0∀s ∈ (2 · I) ∩ (0, T )∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
Lp(λd[C∩·])
≤ D
′
2
· s2.
Assume, moreover, y
(h)
i ≥ 0 omponentwise for all i ∈ {1, . . . ,m} (whih by Remark 5 also
entails
⋂
t∈(0,T ]∩I E
t = Eh). Then we get for all measurable f ≥ g ∨ 0 and for all k ∈ N0,
s > 0 suh that s ∈ (0, T ) ∩ (2k+1 · I), the estimate∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f∥∥∥
Lp(λd[C∩·])
≤ D′ · s2 · 2−(k+1).
Furthermore, if one assumes in addition 0 ∈
{
y
(h)
i : i ∈ {1, . . . ,m}
}
, then one has a related
impliation for Lp
(
Eh ∩⋂
i∈
{
1,...,m
s
2
} (A− y( s2 )i
))
instead of Lp (C) for all measurable
A ⊂ Rd: If under these assumptions the assertion
∀f ≥ g ∨ 0∀s ∈ (2 · I) ∩ (0, T )∥∥∥(B s
2
)◦2
f −Bsf
∥∥∥
Lp
(
Eh∩⋂i(A−y(s)i )) ≤
D′
2
· s2
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holds, then the estimate
∀f ≥ g ∨ 0∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f∥∥∥
Lp
(
Eh∩⋂i(A−y(s)i ))
≤ D′ · s2 · 2−(k+1)
is also valid for all k ∈ N0 and s > 0 suh that s ∈ (0, T ) ∩
(
2k+1 · I).
Proof. For both parts of the Lemma, we will ondut an indution in k ∈ N0, the initial (or
base) step being tautologial eah time. We have for all s ∈ (0, T )∩ (2k+1 · I) and f ≥ g ∨ 0
the estimate
(Bs·2−(k+1))
◦(2k+1) f − (Bs·2−k)◦2
k
f
= (Bs·2−(k+1))
◦(2k) ◦ (Bs·2−(k+1))◦(2
k) f
− (Bs·2−(k+1))◦(2
k) ◦ (Bs·2−k)◦(2
k−1) f
+(Bs·2−(k+1))
◦(2k) ◦ (Bs·2−k)◦(2
k−1) f
− (Bs·2−k)◦(2
k−1) ◦ (Bs·2−k)◦(2
k−1) f
= (Bs·2−(k+1))
◦(2k) ◦
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1))
f
+
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1)) ◦ (Bs·2−k)◦(2k−1) f
whih plays a ruial part in both the rst and the seond part of the Lemma. For, we an
rst of all note that the indution hypothesis in the situation of the rst part of the Lemma
reads
∀f ≥ g ∨ 0∀t ∈ (2k · I) ∩ (0, T )∥∥∥(Bt·2−k)◦(2k) f − (Bt·2−(k−1))◦(2k−1) f∥∥∥
Lp(C)
≤ D′ · t2 · 2−k. (15)
And if one now applies this indution hypothesis (15) for t = s2 (realling that by assumption
s ∈ 2k+1 · I, thus s2 ∈ 2k · I) to the previous two equations and uses Lemma 13, then one gets
by the triangle inequality for the Lp (C)-norm,∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦2k f∥∥∥
Lp(C)
≤
∥∥∥∥
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1)) ◦ (Bs·2−k)◦(2k−1) f
∥∥∥∥
Lp(C)
+
∥∥∥∥(Bs·2−(k+1))◦(2k) ◦
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1))
f
∥∥∥∥
Lp(C)
≤
∥∥∥∥
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1)) ◦ (Bs·2−k)◦(2k−1) f
∥∥∥∥
Lp(C)
+
∥∥∥∥
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1))
f
∥∥∥∥
Lp(C)
≤ D′ · s
2
4
· 2−k +D′ · s
2
4
· 2−k = D′ · s2 · 2−(k+1).
In order to be entitled to apply Lemma 13 in this situation we have suessively used the
fat that
∀t ∈ I∀ℓ ≥ g ∨ 0 Btℓ ≥ g ∨ 0.
This ompletes the indution step for the rst part of the Lemma.
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Turning to the proof of the seond assertion in the Lemma (where in addition to
mini∈{1,...,d} y
(h)
i ≥ 0, 0 ∈
{
y
(h)
i : i ∈ {1, . . . ,m}
}
is assumed), we remark that
∀t ∈ I∀k ≤ ln t− lnh
ln 2
A(t) :=
⋂
i∈
{
1,...,m
t
h
}
(
A− y(t)i
)
=
⋂
ℓ,k∈
{
1,...,m
t
h
}
(
A− y(
t
2 )
k − y
( t2 )
ℓ
)
=
(
A
(
t
2
))(
t
2
)
(16)
=
⋂
i1,...,i2k∈
{
1,...,m
t
h
·2−k−1
}
(
A− y(t·2
−(k+1))
i1
− · · · − y(t·2
−(k+1))
i
2k
)
. (17)
In partiular, if 0 ∈
{
y
(h)
i : i ∈ {1, . . . ,m}
}
, A(s) is dereasing in s:
∀s, t ∈ I (s ≤ t⇒ A(s) ⊇ A(t)) .
Similarly to proof of the rst part of the present Lemma, we dedue∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦2k f∥∥∥
Lp(Eh∩A(s))
≤
∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦2k f∥∥∥
Lp(Eh∩A(s))
≤
∥∥∥∥
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1)) ◦ (Bs·2−k)◦(2k−1) f
∥∥∥∥
Lp(Eh∩A(s))
+
∥∥∥∥(Bs·2−(k+1))◦(2k) ◦
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1))
f
∥∥∥∥
Lp(Eh∩A(2k+1 s2 ))
≤
∥∥∥∥
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1)) ◦ (Bs·2−k)◦(2k−1) f
∥∥∥∥
Lp(Eh∩A(s))
(18)
+
∥∥∥∥(Bs·2−(k+1))◦(2k) ◦
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1))
f
∥∥∥∥
Lp(Eh∩A(s))
from the triangle inequality. But by a suessive appliation of Lemma 13, ombined with
the properties (17) of A(·), we have for all f1 ≥ f0 ≥ g ∨ 0,∥∥∥(Bs·2−(k+1))◦(2k) ◦ (f1 − f0)∥∥∥
Lp(Eh∩A(s))
≤
∥∥∥(Bs·2−(k+1))◦(2k) ◦ (f1 − f0)∥∥∥
Lp
(
Eh∩⋂
ℓ∈
{
1,...,m
s
2h
}
(
A( s2 )−y
( s2 )
ℓ
))
=
∥∥∥(Bs·2−(k+1))◦(2k) ◦ (f1 − f0)∥∥∥
Lp

Eh∩⋂
i1,...,i2k
∈
{
1,...,m
s
2k+1h
}
(
A( s2 )−y
( s
2k+1
)
i1
−···−y(
s
2k+1
)
i
2k
)
≤
∥∥∥(Bs·2−(k+1))◦(2k−1) ◦ (f1 − f0)∥∥∥
Lp

Eh∩⋂
i1,...,i2k
∈
{
1,...,m
s
2k+1h
}
(
A( s2 )−y
( s
2k+1
)
i1
−···−y(
s
2k+1
)
i
2k−1
)
≤
.
.
.
≤‖f1 − f0‖Lp(Eh∩A( s2 )) . (19)
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In light of the inlusion A(s) ⊆ A ( s2), we nally obtain from ombining estimates (18)
and (19) ∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦2k f∥∥∥
Lp(Eh∩A(s))
≤
∥∥∥∥∥∥∥


(
B s
2 ·2−k
)◦2k
−(
B s
2 ·2−(k−1)
)◦2k−1

 ◦ (Bs·2−k)◦2k−1 f
∥∥∥∥∥∥∥
Lp(Eh∩A(s))
+
∥∥∥∥
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1))
f
∥∥∥∥
Lp(Eh∩A( s2 ))
≤
∥∥∥∥∥∥∥


(
B s
2 ·2−k
)◦2k
−(
B s
2 ·2−(k−1)
)◦2k−1

 ◦ (Bs·2−k)◦2k−1 f
∥∥∥∥∥∥∥
Lp(Eh∩A( s2 ))
+
∥∥∥∥
((
B s
2 ·2−k
)◦(2k) − (B s
2 ·2−(k−1)
)◦(2k−1))
f
∥∥∥∥
Lp(Eh∩A( s2 ))
≤ D′ · s
2
4
· 2−k +D′ · s
2
4
· 2−k = D′ · s2 · 2−(k+1),
where in the last line we have taken advantage of the indution hypothesis
∀k ∈ N0∀f ≥ g ∨ 0∀t ∈ (2k · I) ∩ (0, T )

∥∥∥(Bt·2−k)◦(2k) f − (Bt·2−(k−1))◦(2k−1) f∥∥∥
Lp
(
Eh∩⋂ i
(
A−y(2
kt)
i
))
≤ D′ · t2 · 2−k


for the speial ase t = s2
The assumption of 0 ∈
{
y
(h)
1 , . . . , y
(h)
m
}
⊆ Rd while mini∈{1,··· ,m} y(h)i ≥ 0 omponentwise
orresponds, in the appliation that we have in mind, to the volatility attaining a ertain ritial
value:
Example 1. As already hinted at when stating Remark 1, one ould think of P· as a disreti-
sation of, say, the one-dimensional Blak-Sholes model with onstant disount rate r and
volatility σ, onstruted via Gaussian ubature. Consider a ubature formula of a ertain de-
gree for the one-dimensional normal Gaussian measure ν0,1 =
e−x
2/2dx√
2π
with ubature points
z1, . . . , zm and weights α
(h)
1 , . . . , α
(h)
m (this entails minj zj < 0) whih will then give rise to a
new Markov hain via
∀i ∈ {1, . . . ,m} y(h)i = µh+ ziσh
1
2
where µ is hosen suh that the translation-invariant Markov hain with inrements
y
(h)
1 , . . . , y
(h)
m and weights α
(h)
1 , . . . , α
(h)
m denes a proess whose exponential beomes, after
disounting ination at rate r and a ontinuous dividend yield at rate δ > 0, a martingale:
µ =r − δ − 1
h
ln
(
m∑
i=1
α
(h)
i e
ziσh
1
2
)
= r − δ − 1
h
(
σh
1
2 min
j
zj + ln
(
m∑
i=1
α
(h)
i e
(zi−minj zj)σh
1
2
))
Then one will have
min
j
y
(h)
j =(r − δ)h− ln
(
m∑
i=1
α
(h)
i e
σh
1
2 zi/eσh
1
2 minj zj
)
=(r − δ)h− ln


m∑
i=1
α
(h)
i exp

σh 12
(
zi −min
j
zj
)
︸ ︷︷ ︸
≥0




24
whih may beome zero and even positive if σh
1
2
is suiently small  for, δ ≤ r will hold to
exlude risk-less arbitrage opportunities. (If simply {z1, z2} = {±1}, then this was a disrete
model for a logarithmi asset prie evolution that onverges weakly to the Blak-Sholes model
with volatility σ, dividend yield δ and disount rate r as h ↓ 0.) An analogous remark an be
made for higher dimensions: A non-ruinous dividend yield ombined with a relatively small
volatility for all assets in the baskets will make minj y
(h)
j vanish or even rise above nought
omponentwise.
With the rst half of Lemma 14, we have ompleted the proof of Lemma 12. We shall now
apply this result to nally get to a onvergene bound for (BT ·2−n(g ∨ 0))n  whih an be
oneived of as a sequene of non-perpetual Bermudan option pries when suessively halving
the exerise mesh size.
Lemma 15. Let p ∈ [1,+∞]. Consider a real onstant D > 0 as well as a measurable set
C and a set E of nonnegative measurable funtions, and suppose one has an estimate of the
kind
∀k ∈ N0∀f ∈ E∀s ∈ (2k+1 · I) ∩ (0, T )∥∥∥(Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f∥∥∥
Lp(λd[C∩·])
≤ D · s2 · 2−(k+1).
Then for all N > M ∈ N, s ∈ (0, T ) ∩ (2N · I) and f ∈ E, the estimate∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
Lp(C)
≤ D · s2 · 2−M
(
1− 2−(N−M−1)
)
≤ D · s2 · 2−M
holds.
Proof. WithM,N , s, f as in the statement of the Lemma, we obtain by the triangle inequality∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
Lp(C)
=
∥∥∥∥∥
N−1∑
k=M
(
(Bs·2−(k+1))
◦(2k+1) f − (Bs·2−k)◦(2
k) f
)∥∥∥∥∥
Lp(C)
≤
N−1∑
k=M
∥∥∥((Bs·2−(k+1))◦(2k+1) f − (Bs·2−k)◦(2k) f)∥∥∥
Lp(C)
≤
N−1∑
k=M
D · s2 · 2−k−1 = D · s
2
2
·
N−1−M∑
k=0
2−k2−M
= D · s
2
2
· 2−M · 1− 2
−(N−M−1)
1− 2−1 ≤ D ·
s2
2
· 2−M · 2.
Thus, if we ombine this last Lemma 15 with Lemma 12 we arrive at
Theorem 2. Suppose, as before, d = 1 and f¯ = exp, as well as g = K − f¯ . Under these
assumptions there is a γ1 suh that Ptf¯ = γ1
tf¯ for every t ∈ I, and let us suppose this
γ1 ∈ (0, er]. Assume furthermore y(h)i ≥ 0 omponentwise for all i ∈ {1, . . . ,m}. Then there
exists a real number D > 0 suh that for all N > M ∈ N, s ∈ (0, T ]∩(2N · I) and monotonely
dereasing f ≥ g ∨ 0, one has∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
L1(Eh)
≤ D · s2 · 2−M
(
1− 2−(N−M−1)
)
≤ D · s2 · 2−M .
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D is the onstant of Theorem 1:
D =
(
(ln γ1 − r) D˜ + rK + C0
)
· maxi y
(h)
i
h
.
5 Appliation to Amerian max-put options
Analogously, we shall nally proeed to prove onvergene of quadrati order in s for f¯ =∑d
j=1 wj exp ((·)j), where w1, . . . , wd is a onvex ombination (the weights for a weighted
average of the omponents/assets in a d-dimensional basket), as well as for the hoies
f¯ = minj∈{1,...,d} exp ((·)j) and f¯ = maxj∈{1,...,d} exp ((·)j). However, this time, we shall
employ dierent norms: L1
(
λd
[
Eh ∩ A ∩ ·]) for a ompat subset A ⊂ Rd suh that
λd
[⋂
s∈(0,T ]∩I E
s ∩ A
]
∈ (0,+∞).
The rst part of this endeavour will be to prove the appliability of Lemma 7.
Lemma 16. If f¯ = maxj∈{1,...,d} exp ((·)j), then
Psf¯ ≤ γ1sf¯
where
γ1 :=



m sh∑
i=1
α
(s)
i max
j∈{1,...,d}
e
(
y
(s)
i
)
j


︸ ︷︷ ︸
>0


1
h
.
Proof. We have for all s ∈ I the estimate
Psf¯ =
m
s
h∑
i=1
α
(s)
i f¯
(
·+ y(s)i
)
=
m
s
h∑
i=1
α
(s)
i max
j∈{1,...,d}
exp
((
·+ y(s)i
)
j
)
≤
m
s
h∑
i=1
α
(s)
i max
ℓ∈{1,...,d}
e
(
y
(s)
i
)
ℓ max
j∈{1,...,d}
exp
(
(·)j
)
=
m
s
h∑
i=1
α
(s)
i max
ℓ∈{1,...,d}
e
(
y
(s)
i
)
ℓ
︸ ︷︷ ︸
>0
max
j
exp
(
(·)j
)
,
in partiular the estimate holds for s = h. But this is to say
Phf¯ ≤ γ1hf¯ ,
hene we have established the estimate in the Lemma for s = h. This readily sues to prove
the Lemma's assertion, as (Ps)s∈I is a Markov semigroup and by applying the Chapman-
Komogorov equation indutively,
∀n ∈ N Pnhf¯ = Ph · · ·Ph︸ ︷︷ ︸
n
f¯ ≤ γ1h · · · γ1h︸ ︷︷ ︸
n
f¯ = γ1
hnf¯ .
Analogously, one an easily prove the existene of suh a γ1 > 0 as required by Lemma 7 for
f¯ =
∑d
j=1 wj exp ((·)j) for a onvex ombination w1, . . . , wd and f¯ = minj∈{1,...,d} exp ((·)j).
26
We next turn our attention to deriving upper bounds for the measures of the sets in the
estimates of Lemma 7 for the said example of f¯ = maxj∈{1,...,d} exp ((·)j). We ontinue to use
the notation I = hN0 and
Ps : f 7→
m
s
h∑
i=1
α
(s)
i f
(
·+ y(s)i
)
,
where (Ps)s∈I = (Pnh)n∈N0 =

Ph · · ·Ph︸ ︷︷ ︸
n


n∈N0
is the Markov hain generated by Ph.
Lemma 17. If f¯ = maxj∈{1,...,d} exp ((·)j), then for all s ∈ I,{
∀i ∈ {1, . . . ,m sh } g (·+ y(s)i ) ≤ 0}
⊂
d⋃
j=1

R× · · · × R︸ ︷︷ ︸
j−1
×
[
lnK − s
h
max
i∈{1,...,m}
(
y
(h)
i
)
j
,+∞
)
× R× · · · × R︸ ︷︷ ︸
d−j


as well as {
∀i ∈ {1, . . . ,m sh} g (·+ y(s)i ) ≥ 0}
=
d⊗
j=1
(
−∞, lnK − s
h
max
i∈{1,...,m}
(
y
(h)
i
)
j
]
Proof. Let s ∈ I. Then{
∀i ∈ {1, . . . ,m} g
(
·+ y(s)i
)
≤ 0
}
=

 maxi∈{1,...,m sh } g
(
·+ y(s)i
)
≤ 0


=

K − mini∈{1,...,m sh } maxj∈{1,...,d} exp
((
·+ y(s)i
)
j
)
≤ 0


⊆

K − maxi∈{1,...,m sh } maxj∈{1,...,d} exp
((
·+ y(s)i
)
j
)
≤ 0


=

K − maxj∈{1,...,d} maxi∈{1,...,m sh } exp
((
·+ y(s)i
)
j
)
≤ 0


=

K − maxj∈{1,...,d} exp

(·)j + max
i∈
{
1,...,m
s
h
}
(
y
(s)
i
)
j

 ≤ 0


=

lnK ≤ maxj∈{1,...,d}

(·)j + max
i∈
{
1,...,m
s
h
}
(
y
(s)
i
)
j




=
d⋃
j=1

lnK − maxi∈{1,...,m sh }
(
y
(s)
i
)
j
≤ (·)j


=
d⋃
j=1
{
lnK − s
h
max
i∈{1,...,m}
(
y
(h)
i
)
j
≤ (·)j
}
,
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and also {
∀i ∈ {1, . . . ,m} g
(
·+ y(s)i
)
≥ 0
}
=

 mini∈{1,...,m sh } g
(
·+ y(s)i
)
≥ 0


=

K − maxi∈{1,...,m sh } maxj∈{1,...,d} exp
((
·+ y(s)i
)
j
)
≥ 0


=

K − maxj∈{1,...,d} maxi∈{1,...,m sh } exp
((
·+ y(s)i
)
j
)
≥ 0


=

K − maxj∈{1,...,d} exp

(·)j + max
i∈
{
1,...,m
s
h
}
(
y
(s)
i
)
j

 ≥ 0


=

K ≥ exp

 max
j∈{1,...,d}

(·)j + max
i∈
{
1,...,m
s
h
}
(
y
(s)
i
)
j






=

lnK ≥ maxj∈{1,...,d}

(·)j + max
i∈
{
1,...,m
s
h
}
(
y
(s)
i
)
j




=
d⋂
j=1

lnK − maxi∈{1,...,m sh }
(
y
(s)
i
)
j
≥ (·)j


=
d⋂
j=1
{
lnK − s
h
max
i∈{1,...,m}
(
y
(h)
i
)
j
≥ (·)j
}
.
Corollary 2. If f¯ = maxj∈{1,...,d} exp ((·)j), then for all s ∈ I,
{Ps(g ∨ 0) > Psg}
=
d⋃
j=1

R× · · · × R︸ ︷︷ ︸
j−1
×
(
lnK − s
h
max
i∈{1,...,m}
(
y
(h)
i
)
j
,+∞
)
× R× · · · × R︸ ︷︷ ︸
d−j


Proof. Let s ∈ I. We simply remark that
{Ps(g ∨ 0) > Psg}
=
{
∃i ∈ {1, . . . ,m sh } g (·+ y(s)i ) < 0}
= ∁
{
∀i ∈ {1, . . . ,m sh } g (·+ y(s)i ) ≥ 0}
and apply Lemma 17.
These estimates lead to the following Corollary that will enable us  under the assumption
of y
(h)
i ≥ 0 for all i ∈ {1, . . . ,m} and 0 ∈ {yi(h) : i ∈ {1, . . . ,m}} (in order to be entitled to
apply eg Lemma 14)  to prove an L1-onvergene estimate (on a partiular subset of Rd) for
(BT ·2−nf)n∈N for any measurable f ≥ g ∨ 0.
Corollary 3. Suppose f¯ = maxj∈{1,...,d} exp ((·)j) and onsider any ompat set B ⊂ Rd.
Then there is some R > 0 suh that B − (lnK)dj=1 ⊂ [−R,R]d. What is more,
λd [{ersg > Ps(g ∨ 0) > Psg} ∩B]
≤ s · Rd−1 1
h
d∑
j=1
(
max
i∈{1,...,m}
(
y
(h)
i
)
j
∨ 0
)
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for all s ∈ I.
Proof. Let s ∈ I. Sine
{ersg > Ps(g ∨ 0) > Psg} ⊆ {Ps(g ∨ 0) > Psg} ∩ {g > 0}
by the monotoniity of Ps, we only have to observe that
{g > 0} =
{
K > max
j∈{1,...,d}
exp ((·)j)
}
=
d⋂
j=1
{K > exp ((·)j)}
=
d⊗
j=1
(−∞, lnK)
to arrive  after taking advantage of the preeding Corollary 2  at
{ersg > Ps(g ∨ 0) > Psg}
⊆
d⋃
j=1


(−∞, lnK)× · · · × (−∞, lnK)︸ ︷︷ ︸
j−1
×
(
lnK − sh maxi∈{1,...,m}
(
y
(h)
i
)
j
, lnK
)
× (−∞, lnK)× · · · × (−∞, lnK)︸ ︷︷ ︸
d−j


=
d⋃
j=1

R<0 × · · · × R<0︸ ︷︷ ︸
j−1
×
(
− 1
h
max
i∈{1,...,m}
(
y
(h)
i
)
j
, 0
)
· s× R<0 × · · · × R<0︸ ︷︷ ︸
d−j


+(lnK)dj=1.
However, R > 0 has been hosen suh that B − (lnK)dj=1 ⊆ [−R,R]d. Thus
{ersg > Ps(g ∨ 0) > Psg} ∩B
⊆
d⋃
j=1
(
[−R, 0)j−1 ×
(
− 1
h
max
i∈{1,...,m}
(
y
(h)
i
)
j
, 0
)
· s× Rd−j
)
+(lnK)dj=1,
and from this inlusion we may dedue the estimate given in the Lemma.
The inequality we have just derived implies that the
λd
[
Eh ∩⋂ℓ (B − y(s)ℓ ) ∩ ·]-volume of the set ourring in Lemma 7 is of order s for
any ompat B and for f¯ = maxj∈{1,...,d} exp ((·)j). Hene again by Lemma 7 (whih is
appliable beause of Lemma 16) we obtain that the dierene Bs/2f − Bsf is of order s2
(this time, however in the L1
(
Eh ∩⋂ℓ (B − y(s)ℓ ))-norm). This estimate on the norm of
Bs/2f − Bsf leads, via Lemmas 15 and 14 to the result that the analogon of the dierene in
Theorem 2 is of order s2 · 2−M , too:
Theorem 3. Suppose f¯ = maxj∈{1,...,d} exp ((·)j) and onsider a ompat set B suh
that B − (lnK)dj=1 ⊆ [−R,R]d. Assume that y(h)i ≥ 0 for all i ∈ {1, . . . ,m} and
0 ∈
{
y
(h)
i : i ∈ {1, . . . ,m}
}
. Under these assumptions there exists a real number D > 0,
given by
D =
(
(ln γ1 − r) D˜ + rK + C0
)
·Rd−1 ·
∑d
j=1 maxi
((
y
(h)
i
)
j
∨ 0
)
h
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(with C0 and D˜ as dened in Lemma 7 and the γ1 of Lemma 16) suh that for all N > M ∈ N,
s ∈ (0, T ) ∩ (2N · I) and f ≥ g ∨ 0, one has∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
L1
(
Eh∩⋂ ℓ(B−y(s)ℓ ))
≤ D · s2 · 2−M
(
1− 2−(N−M−1)
)
≤ D · s2 · 2−M −→ 0 as M →∞.
Remark 8. Suppose one is looking at a market model where mini∈{1,...,m} y
(h)
i is still positive.
Then one has
∀x ∈ Rd (Bs·2−N )◦(2
N) (g ∨ 0)(x) ≤
(
BQ
s·2−N
)◦(2N)
(g ∨ 0)(x) (20)
when taking Q to be the translation-invariant Markov hain with inrements y
(h)
1 −
mini∈{1,...,m} y
(h)
i , . . . , y
(h)
m −mini∈{1,...,m} y(h)i and weights α(h)1 , . . . , α(h)m (that is the Markov-
hain obtained from P by simply shifting the inrements in the omponentwise negative di-
retion −mini∈{1,...,m} y(h)i ) respetively, and dening the operator family
(
BQ
)
t∈I from the
semigroup Q via BQt : f 7→ e−rtQtf ∨ g for all t ∈ I (viz. just as the family B was dened
from the semigroup P ). Note that just as in the proof of Remark 1 one an use dedue upper
bounds on the inrements of Pnh from the regularity of the inrements of Ph (denoted by
ξ1, . . . , ξm in Remark 1; and this reasoning is appliable to the Markov hain Q whenever it
is appliable to P . Also note that the upper bound in estimate (20) is sharp in the sense that
the right hand side approahes the value of the left hand side as mini∈{1,...,m} y
(h)
i approahes
zero.
Remark 9. This L1-onvergene result has some pratial interest, as in pratie quite fre-
quently the exat start prie of the (multiple) asset on whih an option is issued, is unknown.
Instead, one will have the logarithmi start prie vetor x ∈ Rd a short time δ > 0 before the
atual option ontrat beomes valid. Now, assuming that P
x
Xδ
has a ontinuous density
P
x
Xδ
λd
,
this funtion
P
x
Xδ
λd will be bounded on E
h ∩⋂ℓ (B − y(s)ℓ ) by some onstant
C := sup
Eh∩⋂ℓ(B−y(s)ℓ )
P
x
Xδ
λd
< +∞.
One will therefore have for all f ≥ g ∨ 0, s ∈ (0, T ] ∩ I and N > M ∈ N,
E
x


∣∣∣(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f ∣∣∣ (Xδ) ,
Xδ ∈ Eh ∩
⋂
ℓ
(
B − y(s)ℓ
)


≤
∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M ) f∥∥∥
L1
(
PxXδ
[
Eh∩⋂ℓ(B−y(s)ℓ )∩·])
≤ C ·
∥∥∥(Bs·2−N )◦(2N) f − (Bs·2−M )◦(2M) f∥∥∥
L1
(
λd
[
Eh∩⋂ℓ(B−y(s)ℓ )∩·])
≤ C ·D · s2 · 2−M .
Aknowledgements. The author would like to thank the German Aademi Exhange
Servie for the pre-dotoral researh grant he reeived (Doktorandenstipendium des Deutshen
Akademishen Austaushdienstes) and the German National Aademi Foundation (Studiens-
tiftung des deutshen Volkes) for their generous support in both nanial and non-material terms.
Moreover, he owes a huge debt of gratitude to his supervisor, Professor Terry J Lyons, for
numerous extremely helpful disussions.
30
Referenes
[1℄ M Broadie, P Glasserman, S G Kou, Conneting disrete and ontinuous path-dependent
options, Finane and Stohastis 3 (1999), 55  82.
[2℄ P Glasserman, Monte Carlo methods in nanial engineering, Appliations of Mathematis
53, Springer, New York 2004.
[3℄ D Heath, R Jarrow, A Morton, Bond priing and the term struture of interest rates: a
disrete time approximation, Journal of Finanial and Quantitative Analysis 25 (1990), 419
440.
[4℄ F S Herzberg, Reent approahes to high-dimensional Amerian and Bermudan option pri-
ing, DPhil thesis, University of Oxford, submitted.
[5℄ I Karatzas, Letures on the mathematis of nane, Centre des Reherhes Mathématiques
monograph series 8 (1997).
[6℄ V Kargin, Lattie option priing by multidimensional interpolation, Mathematial Finane
15 (2005), 635  647.
[7℄ T J Lyons, Z Qian, System ontrol and rough paths, Oxford Mathematial Monographs,
Oxford University Press, Oxford 2002.
[8℄ A Mel'nikov, Finanial markets. Stohasti analysis and the priing of derivative seurities,
Translations of Mathematial Monographs 184, Amerian Mathematial Soiety, Providene
(RI) 1999.
[9℄ P-A Meyer, Probabilités et potentiel, Atualités sientiques et industrielles 1318, Hermann,
Paris 1966.
[10℄ D Revuz, M Yor, Continuous martingales and Brownian motion, 3rd ed, Grundlehren der
mathematishen Wissenshaften 293, Springer, Berlin 1999.
[11℄ N Vitoir, Asymmetri ubature formulae with few points in high dimension for symmetri
measures, SIAM Journal on Numerial Analysis 42 (2004), 209  227.
31
