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A RoboCup, “Robot World Cup” , é uma iniciativa de um grupo internacional de pesquisa- 
dores em Inteligência Artiﬁcial e Robótica que propõe um problema padrão a ser solucio- 
nado: uma partida de futebol de robôs. Esta iniciativa permite que diversas técnicas destas 
áreas sejam testadas e, principalmente, comparadas em termos de eﬁciência. Atualmente 
encontra-se em andamento a implementação de um time de futebol de robôs para a categoria 
simuladores da RoboCup - UFSC-Team - na qual cada sistema que implementa um dos jo- 
gadores do time é baseado em um modelo de agente autônomo concorrente. De acordo com 
este modelo cada um dos agentes apresenta um sistema decisório dividido em três níveis: 
reativo, instintivo e cognitivo. Estes níveis decisórios sao implementados em três diferen 
tes processos: Interface, Coordinator e Expert de acordo com a arquitetura do ambiente 
Expert-Coop. Este trabalho traz a implementação de uma ferramenta para a otimização de 
parâmetros de controladores nebulosos e de sistemas especialistas reativos utilizando al gorit- 
mos genéticos. Esta ferramenta permite a utilização de algoritmos genéticos para determinar 
os valores ótimos para os parâmetros dos controladores nebulosos e dos sistemas especialis- 
tas reativos, responsáveis respectivamente pelos comportamentos reativos, e pelos compor- 
tamentos instínﬁvos dos agentes do UFSC-Team. Sendo assim, os controladores podem ser 
implementados intuitivamente e em seguida submetidos a um processo evolutivo utilizando 
algoritmos genéticos. Isso representa um ganho signiﬁcativo, tanto no tempo de desenvolvi- 
mento quanto na eﬁciência, do processo de implementação destes controladores e sistemas 
especialistas.
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Robocup (The Robot World Cup) is an initiative of an intemational group of researchers in Artiﬁcial 
Intelligence and Robotic that proposes a standard problem to be solved: a robot soccer match. This 
initiative allows the different techniques used in the solution of the standard problem to be tested 
and, mainly, to be compared in term of efﬁciency. Presently, a robot soccer team for the RoboCup 
Simulation league - UFSC-Team - is being implemented at UFSC. In this team, the systems that 
implement the team players are based on a concurrent autonomous agent model. According to this 
model, each agent presents a three layer decision system: reactive, instintíve and cognítíve. This 
decision layers are implemented by three different processes: Interface, Coordínator and Expert, as 
proposed in the architecture of the Expert-Coop enviroment. This work presents the development of 
a tool for fuzzy control and reactive expert system parametersotimization using genetic algorithms. 
This tool allows the use of genetic algorithms to determine the optimal values to the fuzzy control 
and to the expert system parameters, responsible, respectively, by the reactíve behaviour and by 
the instintive behaviour of the UFSC-Team agents. Therefore, the controlers can be implemented 
intuitively and than optimized through an evolutive process using a genetic algorithm. This represents 
a si gniﬁcant gain in the development time and efﬁciency, with respect to the implementation process 
of these controllers and expert systems.
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Capítulo 1 
Introdução 
A Inteligência Arnﬁcial (IA) como um ramo da ciência da computaçao é uma área de pesquisa 
bastante recente. Oﬁcialmente, a IA nasceu em uma conferência de verão em Dartmouth College, 
NH, USA. No entanto, sob uma análise mais profunda sobre o tema, logo conclui-se que a origem da 
IA está muito mais distante do que isso. Os conceitos chaves que deram uma primeira sustentação as 
teorias desenvolvidas datam de no mínimo 23 séculos. A ﬁlosoﬁa, a lógica, a matemática emprestam 
alguns dos seus conceitos a IA, dando a esta uma abrangência muito maior, ainda mais se incorporar- 
mos os avanços cientíﬁcos que possibilitaram a implementação dos sistemas desenvolvidos. 
Desde o início a IA já gerou polêmica. A primeira, dizia respeito ao seu nome. Segundo alguns, 
era presunçoso demais. Outra dúvida era com relação a seus objetivos e metodologias. 
O objetivo central da IA é simultaneamente teórico - a criação de teorias e modelos para a capa- 
cidade cognitiva - e prático - a implementação de sistemas computacionais baseados nestes modelos. 
Nesse sentido, a IA tem uma relação com seu objeto de estudo semelhante à da psicologia, mas com 
uma importante diferença: os modelos e teorias da IA são implementados' em um computador, 0 que 
os torna de certa fomia autônomos. Assim, a validade de um modelo ou de uma teoria de IA não pre- 
cisa ser provada através de comparação de seus resultados previstos com o comportamento psíquico 
humano, como no caso da psicologia, mas pode ser implementada em um computador e demonstrada 
diretamente através da ação inteligente do programa no mundo. 
Uma forma encontrada de impulsionar a pesquisa em IA é a proposta de problemas padrão, quan- 
do normalmente grandes avanços em áreas de pesquisas correlatas ocorrem. O exemplo, talvez mais 
conhecido, são os programas de computador desenvolvidos para jogar xadrez. Através deles, pode- 
rosos algoritmos de busca foram desenvolvidos, resultando no super computador Deep Blue, que em 
1997 derrotou o campeão mundial de xadrez, Gary Kasparov.
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Como o objetivo de vencer o campeão mundial humano de xadrez foi alcançado, surgiu espaço 
para um novo desaﬁo. Foi quando um grupo de pesquisadores uniu-se propondo o problema de uma 
partida de futebol entre robôs. A idéia tomou fomia e em 1997 realizou-se a primeira RoboCup, 
em Nagoya, Japão. De lá para cá competições anuais são realizadas sempre em locais distintos. A 
meta ﬁnal se compara com os programas para xadrez: em 2050 ter uma equipe de robôs humanóides 
em condições de vencer a equipe campeã mundial de futebol. Como a própria criação da IA, é uma 
proposta bastante presunçosa. Um aspecto interessante da proposta da RoboCup é a possibilidade de 
utilização e comparação de várias tecnologias e áreas de pesquisa distintas. Em particular, diferentes 
técnicas de IA, como sistemas especialistas, algoritmos genéticos e lógica nebulosa. 
Os sistemas especialistas são programas de computador concebidos para reproduzir o compor- 
tamento de especialistas humanos na resolução de problemas do mundo real, mas o domínio destes 
problemas é altamente restrito. Esta tecnologia tem sido aplicada com bastante sucesso a um grande 
número de domínios, incluindo química orgânica, exploração mineral, e medicina. 
Os algoritmos genéticos (AG) são métodos adaptativos que podem ser usados para resolver pro- 
blemas de busca e otimização, e fazem parte de uma família de modelos computacionais inspirados 
pela evolução natural. Através de muitas gerações, populações naturais evoluem de acordo com os 
princípios de seleção natural, que foram primeiramente propostos por Charles Darwin no seu livro A 
Origem das espécies. Analogamente ao processo natural, os AG's são capazes de “evoluir” soluções 
para problemas do mundo real, desde que estes sejam codificados convenientemente. 
A lógica nebulosa, principalmente no que se refere às técnicas de controle nebuloso, conquis- 
tou espaço como área de estudo em diversas instituições de ensino, pesquisa e desenvolvimento do 
mundo, sendo até hoje uma importante aplicação da teoria de conjuntos nebulosos. Um controlador 
nebuloso é um sistema nebuloso a base de regras, composto de um conjunto de regras de produção 
do tipo Se ( premi.s'sa ) Então ( conclusão ), que definem ações de controle em função das diversas 
faixas de valores que as variáveis de estado do problema podem assumir. 
A maior diﬁculdade na criação de sistemas nebulosos em geral, encontra-se na definição dos 
termos lingüísticos e das regras. Uma maneira de automatizar este processo é por meio de AG”s, 
e uma implementação neste sentido é apresentada neste trabalho dentro do contexto de um agente 
construído para jogar futebol. 
Atualmente encontra-se em andamento a implementação de um time de futebol de robôs para a 
categoria simuladores - UFSC-Team - na qual cada sistema que implementa um dos jogadores do 
time é baseado em um modelo de agente autônomo concorrente proposto em [7]. De acordo com este
1. Introdução 
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modelo cada um dos agentes apresenta um sistema decisório dividido em três níveis: reativo, instin- 
tivo e cognitivo. Estes níveis decisórios são implementados em três processos diferentes: Interface, 
Coordinator e Expert de acordo com a arquitetura do ambiente Expert-Coop [l5]. 
O nível reativo, implementado no processo Interface, consiste em um conjunto de controladores 
nebulosos, os quais são responsáveis pelos comportamentos reativos do jogador, por exemplo, dri- 
ble_opone/zte, conduza_bola. O nível instintivo, implementado no processo Coordinator, é formado 
por um sistema especialista, com apenas um ciclo de inferência, responsável por identiﬁcar em que 
estado a partida se encontra e por selecionar o comportamento reativa mais adequado ao estado cor- 
rente. Esta seleção é determinada pelas metas locais, que deﬁnem um comportamento estratégico de 
mais longo prazo. Finalmente, o nível cognitivo, implementado no processo Expert, consiste em um 
sistema especialista simbólico, responsável pelo planejamento, pela cooperação com outros agentes e 
pela geração das metas globais e locais. 
As contribuições desta dissertação podem ser divididas em três grupos: (i) contribuições ao pro- 
jeto da arquitetura do agente do UFSC-Team e (ii) desenvolvimento de software e (iii) experimentos 
com algoritmos genéticos. 
Em temios do projeto do agente do UF SC -Team, foram pesquisadas ferramentas adequadas para a 
implementação da arquitetura. Devido às características de tempo real do agente, não foi encontrado 
um arcabouço de sistemas especialistas adequado aos níveis instintivo e cognitivo que satisﬁzesse 
os requisitos levantados, sendo assim foi decidido que um arcabouço especíﬁco seria implementado. 
Devido à diﬁculdade de implementar manualmente os diversos controladores nebulosos necessários 
ao nível reativo, bem como à diﬁculdade de determinar os limiares que determinam às mudanças de 
estado no nível instintivo, foi decidido que algoritmos genéticos seriam usados para agilizar estas 
tarefas, o que pemiitirá a obtenção de um signiﬁcativo ganho, tanto no tempo de desenvolvimento 
quanto na eﬁciência, do processo de implementação destes controladores e sistemas especialistas. Foi 
encontrada na literatura uma ferramenta de domínio público adequada para este ﬁm [44]. Uma vez 
detemiinadas as ferramentas foi especiﬁcado o processo de desenvolvimento de software do agente. 
Em termos de desenvolvimento de software, foi desenvolvido o arcabouço para sistemas especi- 
alistas que servirá de base para os níveis instintivo e cognitivo do agente do UFSC-Team. Foi ainda 
implementado um sistema que pemiite a utilização da biblioteca de algoritmos genéticos escolhi- 
da para determinar os valores ótimos para os parâmetros dos controladores nebulosos responsáveis 
pelos comportamentos reativos dos agentes do UFSC-Team e para os sistemas especialistas reati- 
vos responsáveis pelos comportamentos in'stintivos dos agentes. Este sistema difere das aplicações
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tradicionais de algoritmos genéticos devido ao fato da função de avaliação não poder ser calculada 
diretamente a partir dos valores do cromossomo. Para avaliar um indivíduo da população é necessário 
implementar o fenótipo do cromossomo, isto é, obter, a partir dos valores do cromossomo, o código 
fonte do programa que implementa o agente, compilá-lo e, utilizando o simulador SoccerServer, exe- 
cutá-lo em uma situação controlada de jogo. 
Finalmente, em termos de experimentos com algoritmos genéticos, foi validada a integração en- 
tre a biblioteca GAlib e o simulador SoccerServer através da otimização do controlador nebuloso 
kick_to_gol. A otimização de outros controladores nebulosos é bastante semelhante, bastando modiﬁ- 
car o processo de avaliação da simulação do fenótipo em ação. Infelizmente, não foi possível testar a 
otimização dos parâmetros do sistema especialista do nível instintivo, pois esta otimização necessita 
a simulação de partidas completas, e o restante do agente ainda não está em condições de realizá-las. 
Esta dissertação está assim dividida: 
0 o capítulo 2 descreve a Robocup, apresentando um histórico sobre o seu surgimento, a descrição 
do problema, as áreas de pesquisa envolvidas e as metas para os próximos anos de pesquisa; 
0 o capítulo 3 descreve o simulador Soccerserver que foi a base para o desenvolvimento deste 
trabalho. O capítulo apresenta o funcionamento do simulador, as regras julgadas durante a 
partida, o fomiato das informações que são manipuladas, o modo de implementação do agente 
especial Coach e questões referentes a temporização do Soccerserver; 
0 o capítulo 4 descreve os sistemas especialistas, sua arquitetura, além de questões relativas a 
aquisição de conhecimento e representação do conhecimento; 
o o capítulo 5 apresenta os algoritmos genéticos, seus princípios básicos, explicações que estão 
por trás de seu funcionamento e temas relativos a sua aplicabilidade; 
0 o capitulo 6 apresenta primeiramente os conjuntos nebulosos, que são a base de desenvolvi- 
mento dos controladores nebulosos, que são apresentados logo a seguir; 
I o capítulo 7 descreve o agente UFSC-Team, seus processos, a forma como foi implementa- 
do, bem como a apresentação de um exemplo de uma situação de inferência possível pelos 
componentes do agente; 
I o capítulo 8 apresenta a implementação do trabalho, descrevendo um dos controladores nebu- 
losos presentes no n1'velreativo,a forma como foi construído o AG, uma análise dos resultados 
obtidos e também uma descrição das extensões destes resultados dentro do agente UFSC-Team;
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o ﬁnalmentc o capítulo 9 traz as conclusões do trabalho e as perspectivas para trabalhos futuros
Capítulo 2 
A RoboCup 
2.1 Introdução 
Como anunciado no artigo que lançou a proposta [31], assim como no seu site na internet (ver: 
www . robocup . org), a RoboCup é um projeto de união intemacional que visa a promoção do es- 
tudo em inteligência artiﬁcial, robótica e campos relacionados. É uma tentativa de promover pesquisa 
em inteligência artiﬁcial e em robótica inteligente a partir da proposta de um problema padrão onde 
um grande espectro de tecnologias podem ser integrados e examinados. O problema: uma partida de 
futebol entre robôs. A meta ﬁnal da RoboCup é por volta do ano 2050 ter um time de futebol de robôs 
em condições de enfrentar e vencer a equipe campeã mundial. 
Neste capítulo trataremos de assuntos que descrevem este excitante desaﬁo, os objetivos, as metas 
para os próximos anos, as áreas de pesquisas abrangidas pelo problema, além de um breve histórico a 
respeito do seu surgimento. 
2.2 A Robocup 
A iniciativa Robot World Cup (RoboCup) é uma proposta de educação e pesquisa em nível inter- 
nacional. Ela busca a promoção de pesquisa em inteligência artiﬁcial e em robótica inteligente a partir 
de um problema padrão onde uma grande variedade de tecnologias podem ser integradas e estudadas, 
bem como serem usadas para um projeto integrado de educação. 
Para este propósito, a RoboCup usa uma partida de futebol como um domínio primário, e organiza 
a RoboCup: The World Cup Soccer Games and Conferences. Para uma equipe de robôs realmente 
jogar uma partida, várias tecnologias devem ser incorporadas. Não limitadas a estas, podemos citar:
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0 princípios de projeto de agentes autônomos; 
0 colaboração multiagente; 
0 aquisição estratégica de conhecimento; 
0 raciocínio em tempo real; 
0 robótica; 
0 comportamento reativo; 
0 reconhecimento de contexto; 
0 visão; 
0 controle de motores. 
A RoboCup é uma tarefa para um time de robôs em um ambiente dinâmico. Ela também oferece 
uma platafomia computacional para pesquisa nos aspectos de software relacionados ao problema 
proposto, apresentada no próximo capítulo. 
Enquanto projeto, a competição entre robôs não é a única atividade da proposta RoboCup. As 
atividades atuais do projeto envolvem: 
0 Conferências técnicas - em paralelo à competição anual, acontecem congressos internacionais 
de grande importância para a comunidade de inteligência artiﬁcial, como por exemplo IJCAI e 
ICMAS. 
0 Robot World Cup - competições anuais onde os pesquisadores podem testar seus protótipos. 
Dentre as já ocorridas temos a RoboCup-97 em Nagoya (Japão), RoboCup-98 em Paris 
(França), RoboCup-99 em Stockholm (Suécia) e a RoboCup-2000 em Melboume (Austrália). 
Já estão programadas a RoboCup-2001 em Seatle (EUA) e a RoboCup-2002 novamente no 
Japão, mas agora em Fukuoka. 
0 Programas de desaﬁo - a RoboCup também oferece um conjunto de desaﬁos de curto e médio 
prazo a ﬁm de promover um avanço nas pesquisas dos seus participantes. Embora saiba-se que 
o conjunto de soluções necessárias para a resolução da tarefa proposta provavelmente está a 
algumas décadas de pesquisa, é interessante traçar metas intermediárias de médio e curto prazo 
de cumprimento a ﬁm de promover progressos nas atividades em desenvolvimento. A ﬁm de
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medir os progressos rumo à solução dos desaﬁos, bem como a construção de novos, a RoboCup 
criou o RoboCup Challenge Committe na tentativa de organizar os desaﬁos. ' 
o Programas de educação - visam o estabelecimento de vários programas de educação usando 
a RoboCup. Exemplos de cursos, tanto de graduação como de pós-graduação incluem, mas 
não são limitados a: Inteligência Artiﬁcial usando a RoboCup, Introdução a Robótica usando a 
RoboCup, Programação em Inteligência Artiﬁcial usando a RoboCup, Sistemas Multiagentes, 
etc. .. 
Visando atingir os mais variados tipos de arquiteturas de robôs desenvolvidos, a RoboCup di- 
vidiu a competiçao em algumas categorias, baseadas no tamanho dos robôs e em seus métodos de 
movimento. Estas são: 
o Liga do simulador 
o Liga de robôs pequenos com cinco robôs por equipe 
0 Liga de robôs pequenos com onze robôs por equipe 
o Liga de robôs de tamanho médio 
ø Liga de robôs Sony com pernas 
o Liga de humanóides (a partir de 2002) 
Além das lj gas citadas acima, ainda existe uma exibição de comentários artiﬁciais gerados durante 
a execução de uma partida.
~ 2.3 RoboCup como problema padrao 
A proposta de uma partida de futebol como problema não surgiu por acaso. A necessidade era de 
uma idéia que representasse um grande apelo à comunidade cientíﬁca e ao mesmo tempo que também 
se mostrasse como um extraordinário desaﬁo. Uma partida de futebol entre robôs atende todos estes 
requisitos. É claro que as soluções ﬁnais, ou seja, a realização do objetivo, é uma meta de longo prazo. 
Entretanto, vários estágios intermediários se apresentarão durante este caminho, e as soluções para 
estes subproblemas são as grandes contribuições de um projeto deste nível. Para a realização de uma 
meta deste porte, muita evolução nas áreas de pesquisa abrangidas pelo projeto RoboCup acontecerá,
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através das metas de curto e médio prazo. Por estes motivos, os idealizadores da proposta RoboCup a 
encaram como um um marco na história da inteligência artiﬁcial. ' 
Analisando a RoboCup como um problema padrão várias teorias, algoritmos, e arquiteturas po- 
dem ser avaliadas. Programas de computador que jogam xadrez são um exemplo típico de problema 
padrão. Vários algoritmos de busca foram avaliados e desenvolvidos usando este domínio. Com o 
recente desenvolvimento do super computador Deep Blue, que bateu Gary Kasparov, um grande mes- 
tre humano, usando as regras oﬁciais, o desaﬁo de um programa de computador jogar xaclrez está 
próximo do ﬁnal.1 Uma das razões que levaram estes programas ao sucesso como problema padrão 
é que a avaliação do progresso era claramente deﬁnida. Entretanto, os programas para xadrez estão 
próximos de cruzar sua meta, surgindo a necessidade de um novo desaﬁo. A RoboCup pretende 
preencher esta lacuna. 
Abaixo apresenta-se um tabela comparativa entre os dois domínios, xadrez e Robocup. 
Domínio 
I 
Xadrez 
| 
RoboCup 
Ambiente Estático Dinâmico 
Mudança de Estado A cada jogada Tempo Real 
Acesso a Informação Completa Incompleta 
Sensores Simbólico Não Simbólico 
Controle Central Distribuído 
Tabela 2.1: Comparação entre problemas padrões 
2.4 Um breve histórico da RoboCup 
Esta seção é o relato da história da RoboCup baseado em [22]. 
Na história da inteligência artiﬁcial e da robótica, o ano de 1997 será lembrado como um divisor 
de águas. Em maio de 1997, o IBM Deep Blue derrotou o humano campeão mundial de xadrez. 
Quarenta anos após o desaﬁo ser lançado à comunidade de inteligência artiﬁcial a meta foi alcançada 
com sucesso. Em 4 de julho de 1997, a Missão Pathﬁnder da Nasa obteve um pouso satisfatório e 
o primeiro sistema autônomo robótico, Sojouner, aterrissou na superfície de Marte. Junto com estas 
realizações, a RoboCup dava seus primeiros passos em direção ao desenvolvimento de jogadores de 
futebol robóticos que poderão bater, algum dia, a equipe campeã da Copa do Mundo de humanos. 
A idéia de robôs jogarem futebol não é nova [35]. Independentemente deste trabalho, um grupo 
de pesquisadores japoneses organizou o Workshop on Grand Challenges in Artiﬁcial Intelligen- 
lPara maiores infomiações sobre a partida ente Gary Kasparov e 0 super computador Deep Blue acesse ht tp : / /www . 
research . ibm . com/deepblue/home/html /b . html
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ce, em outubro de 1992, em Tóquio, onde a discussão era a proposta de novos problemas padrões. 
Este workshop levou a sérias discussões sobre o uso de partidas de futebol para promover ciência 
e tecnologia. Uma série de investigações foram efetuadas, incluindo um estudo sobre a viabilidade 
tecnológica, uma avaliação sobre o impacto social e um estudo sobre a viabilidade ﬁnanceira. Além 
disso, regras foram esboçadas, bem como o desenvolvimento de protótipos de robôs reais e virtu- 
ais foram iniciados. Como resultado dos estudos, concluiu-se que o projeto era viável e desejável. 
Em junho de 1993, um grupo de pesquisadores, incluindo Minoru Asada, Yasuo Kuniuoshi, e Hiro- 
aki Kitano, decidiram lançar uma competição robótica, primariamente denominada J -League Robot 
(J-League é o mesmo nome da liga japonesa de futebol proﬁssional). Dentro de um mês, surgiram 
manifestações de pesquisadores de fora do Japão, requisitando que a iniciativa se estendesse como 
um projeto de participação intemacional. Desta forma, renomeou-se o projeto como Robot World 
Cup Initiative, ou RoboCup em resumo. 
Paralelo a esta discussão, vários pesquisadores já estavam utilizando o futebol como o domínio 
de sua pesquisa. Por exemplo, Itsuki Noda, no Electro Technical Laboratory (ETL), um centro de 
pesquisa do governo japonês, já conduzia pesquisas em sistemas multiagentes atacando o problema, 
e para isso começou o desenvolvimento de um simulador para partidas de futebol. Este, tomou-se 
mais tarde o simulador oﬁcial da RoboCup. Também independentemente, o laboratório do Professor 
Minoru Asada, na Universidade de Osaka, a Professora Manuela Veloso e seu aluno Peter Stone da 
Universidade Carnegie Mellon, trabalhavam em robôs para jogar futebol. Sem a participação destes 
pesquisadores pioneiros no campo, a RoboCup poderia não ter surgido. 
Em setembro de 1993, o primeiro anúncio público da iniciativa foi feito, e regras especíﬁcas 
foram traçadas. Conseqüentemente, discussões e assuntos técnicos foram surgindo em tomo do tema 
em várias conferências e workshops, incluindo entre estes o American Association of Artiﬁcíal 
Inteligence (AAAI-94) e ainda em vários encontros da sociedade de robótica. 
Enquanto isso, a equipe de Noda da ETL anunciou a versão O do Soccer Server (versão em LISP), 
o primeiro simulador, habilitando a pesquisa em sistemas multiagentes. Em seguida veio a versão 1.0 
do Soccer Server (versão em C++) que foi distribuída via web. A primeira demonstração pública do 
simulador aconteceu na IJCAI-95. 
Durante a International Joint Conference on Artiﬁcíal Intelligence (IJ CAI-95), que aconteceu 
em Montreal, Canadá, em agosto de 1995, promoveu-se o anúncio do primeiro Robot World Cup 
Soccer Games and Conferences que aconteceria junto com o IJCAI-97 em Nagoya, Japão. Ao 
mesmo tempo, também foi fonnalizado o anúncio da Pre-RoboCup-96, a fim de identiﬁcar problemas
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em potencial associados à organização da RoboCup em escala mundial. A decisão foi tomada no 
sentido de fomecer dois anos de preparação e de tempo de desenvolvimento, de forma que o grupo 
inicial de pesquisadores pudesse começar o desenvolvimento de suas equipes. 
A Pre-RoboCup-96 aconteceu durante o International Conference on Intelligence Robotics 
and Systems (IROS-96), em Osaka, de 4 a 8 de novembro de 1996, com oito times competindo na 
liga de simulação além da demonstração de robôs reais da liga de robôs médios. Mesmo que limitada, 
esta competição foi a primeira usando partidas de futebol para pesquisa e educação. 
A primeira RoboCup aconteceu em 1997 com grande sucesso. Contou com a participação de mais 
de 40 equipes (combinando robôs reais e virtuais), além da participação de mais de 5000 espectadores. 
A última RoboCup, aconteceu em Melbourne, Austrália, de 23 de agosto a 4 de setembro de 2000. 
Esta edição, contou com a demonstração de uma partida entre robôs humanóides, como uma prova do 
progresso da iniciativa. 
2.5 Problemas gerais de ordem primária 
A RoboCup foi concebida para tratar problemas de manipulação complexa, problemas do mundo 
real, de maneira integrada. Através destes problemas cobrem-se muitas áreas de robótica e inte- 
ligência artiﬁcial, dentre elas [3l]: 
o arquiteturas de robôs, 
0 capacidade de ações reativas coordenadas com ações de planejamento, 
o reconhecimento, planejamento e raciocínio em tempo real, 
o sistemas multiagentes, 
0 capacidade de aprendizado para tarefas complexas. 
Para alcançar todas as metas pré-estabelecidas pela RoboCup, todas as áreas de pesquisas abor- 
dadas acima devem ser tratadas [6]. 
Arquitetura de Robôs 
Uma tarefa fundamental no desenvolvimento de uma equipe robótica é 0 projeto do hardware do 
robô. Os robôs devem ser capazes de empreender múltiplas tarefas tais como encontrar e manipular 
a bola e, não obstante, evitar colisões com as paredes e com os demais robôs. O robôs necessitam
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também ser móveis, ter um fomecimento de energia on-board, ter um sistema de comunicação sem fio 
(do inglês, “wireless”), além da habilidade de perceber a bola, os gols, o campo, sua própria posição 
no campo e a posição dos demais jogadores. Adicionalmente, os robôs devem também atender às 
restrições de tamanho de sua respectiva liga, bem como às restrições orçamentárias para por uma 
equipe em campo. Um problema adicional é criado pela própria natureza da competição. O time de 
robôs, juntamente com todo o hardware utilizado, necessitam ser transportados internacionalmente, e 
adaptar-se a diferentes condições de jogo. 
Na liga de simuladores este problema, especiﬁcamente, não é totalmente veriﬁcado, uma vez que 
o agente projetado neste caso é virtual. Entretanto, no sentido de manipulação de múltiplas tarefas, 
continua sendo um problema a ser solucionado. 
Capacidade de ações reativas coordenadas com ações de planejamento ‹ 
Em uma partida de futebol, existe efetivamente um número inﬁnito de situações diferentes. Para 
serem capazes de manipular todas estas possibilidades, os robôs devem ter mais que apenas açoes 
reﬂexivas, devem possuir também a habilidade de planejar ações futuras. 
Reconhecimento, planejamento e raciocínio em tempo real 
Uma partida de futebol é uma situação tempo real. Isto signiﬁca que os robôs devem ser capazes 
de reagir quase instantaneamente a mudanças no seu ambiente. Esta exigência implica que os robôs 
não podem despender um excessivo período de tempo analisando e processando a informação antes 
de agir. - 
Enquanto o problema parece trivial para um humano, uma partida de futebol mostra-se como um 
problema elaborado para uma inteligência artiﬁcial. Considerando que a tarefa apresenta um espaço 
de estados muito grande, e que os estados mudam constantemente, determinar o comportamento 
ótimo em um dado instante de tempo é uma tarefa complexa. Além disso, a necessidade de um grupo 
de robôs agir coletivamente cria complicações adicionais. Táticas, trabalho de equipe e comunicação 
necessitam ser consideradas para a simples tarefa, por exemplo, de localizar e chutar a bola. 
Sistemas multiagentes 
Tal como no futebol entre humanos, onde existem dois times, o futebol de robôs envolve a 
interação de muitos robôs, metade dos quais têm objetivo oposto a outra metade. Este ambiente 
mostra-se muito rico para pesquisa em sistemas multiagentes. Dentre os assuntos envolvidos constam
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interação entre agentes, comunicação e coordenação de planos global e local. 
Capacidade de aprendizado para tarefas complexas 
Dado que o espaço do problema é ilimitado, os robôs necessitam ter comportamentos que possam 
ser adaptados às mais variadas situações. Uma solução em potencial para este problema é criar um 
método para os robôs aprenderem. O uso de redes neurais tem sido um dos métodos sugeridos para 
realização desta tarefa. * 
2.6 Metas para 0 agente virtual 
Como é da própria natureza da RoboCup, ela oferece uma meta que, com absoluta certeza, deve 
consumir alguns anos de pesquisa. Graças a clareza desta meta, é interessante a deﬁnição de algu- 
mas submetas, com o caráter de curto e médio prazo, com o propósito de avaliar o desenvolvimento 
do trabalho realizado pela comunidade cientíﬁca. O cumprimento destas submetas levarão por con- 
seqüência à conclusão da meta ﬁnal. 
Tratando objetivamente do desenvolvimento do agente virtual, existem três desaﬁos básicos, de 
cumprimento a curto prazo, propostos em [32]: 
Desaﬁo de aprendizado - (do inglês “Learning challenge”) que trata de máquinas de aprendizado em 
ambientes multiagente, colaborativo, na presença de um adversário. 
Desaﬁo para um trabalho de equipe - (do inglês “Teamwork challenge”) que trata de arquiteturas 
multiagente, habilitando planejamento multiagente em tempo real e da execução dos planos a 
serviço de toda a equipe. 
Desaﬁo da modelagem do adversário - (do inglês “Opponent modeling challenge”) que trata espe- 
ciﬁcamente de técnicas para a modelagem de características encontradas em algum adversário 
especíﬁco. 
Desaﬁo de aprendizado 
Os propósitos deste desaﬁo podem ser declarados através de seus objetivos [32]: 
“Os objetivos do desaﬁo de aprendizado da RoboCup é solicitar esquemas de aprendizado 
amplos, aplicáveis ao aprendizado de sistemas multiagentes que necessitam adaptar-se a
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uma situação, e avaliar os méritos e deméritos da abordagem proposta usando tarefas 
~ 7! padrao. 
Em síntese, pode-se aﬁrmar que a proposta deste desafio é a criação de métodos de treinamento e 
aprendizado para um grupo de agentes. Adequados a proposta do desaﬁo, os métodos de aprendizado 
podem ser divididos dentro de alguns subitens: 
1. Aprendizado de habilidades por agentes individuais em modo off-line; 
2. Aprendizado colaborativo por times de agentes em modo off-line; 
3. Aprendizado colaborativo e de habilidades em modo on-line; 
4. Aprendizado de adversário em modo on-line. 
É importante que as técnicas de aprendizado on-line apresentem um tempo de otimização rápido 
em relação ao desfecho de uma partida. Por exemplo, se existe um conjunto de rotinas especíﬁcas para 
o modelamento das características especíﬁcas do atual adversário, estas devem apresentar resultados 
antes do ﬁm do jogo, antes que um novo adversário surja. 
As prerrogativas deste desaﬁo descrevem-se como a seguir: 
Aprendizado de habilidades por agentes individuais em modo off-line: isto implica habilidades do 
tipo interceptar a bola, chutar a bola com a potência apropriada para um passe. Este tipo de 
aprendizado é trabalhado 'off-line uma vez que estas habilidades especíﬁcas são invariantes de 
jogo para jogo e não há a necessidade de reaprendê-las a cada início de uma nova partida. 
Aprendizado colaborativo por times de agentes em modo off-line: signiﬁca habilidade para passar e 
receber a bola. Este tipo de habilidade é qualitativamente diferente das habilidades individuais 
de modo que deve haver a coordenação de múltiplos agentes. 
Aprendizado colaborativo e de habilidades em modo on-line: embora os métodos de aprendizado 
off-line sejam úteis neste caso, podem existir vantagens no aprendizado incremental de tais 
habilidades. Por exemplo, aspectos particulares do comportamento de uma dada equipe ad- 
versária, podem render métodos de passe e chute mais apurados. Outra característica impor- 
tante é capacidade de uma equipe de trocar um comportamento de acordo com as mudanças 
impostas pelo jogo. Os melhores times devem ter a capacidade de trocar conﬁgurações em 
resposta a eventos que ocorrem durante o transcorrer de um jogo.
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Aprendizado de adversário on-line: signiﬁca capacidade para reagir a situações prognosticadas no 
oponente. Se um jogador pode identiﬁcar padrões de comportamento do adversário, ele deve 
ser capaz de explorar estes comportamentos previsíveis. Por exemplo, se o jogador número 4 do 
adversário sempre passa a bola para o número 6, então o número 6 deve estar sempre marcado, 
a partir do momento que o número 4 tem a posse da bola. 
Como método de avaliação deste desaﬁo, propõe-se que os agentes desenvolvidos devam enfrentar 
os times disponíveis publicamente e contra pelo menos um que não foi visto previamente. É propos- 
to que estes confrontos dêem-se a partir de algumas situações pré-deﬁnidas, como por exemplo, o 
início de jogo com posições deﬁnidas em campo, e com alguns movimentos do adversário planejado 
previamente. 
Desaﬁo para um trabalho de equipe 
Um trabalho de equipe pode ser descrito a partir de seu objetivo [32]: 
“Este desaﬁo trata assuntos de planejamento em tempo real, replanejamento, e a execução 
de um trabalho de equipe multiagente em um ambiente dinâmico na presença de um ad- 
versário. Assuntos de interesse especíﬁco para este desaﬁo são arquiteturas para pla- 
nejamento em tempo real e a execução de planos em contexto de equipe. Além disso, 
generalidades da arquitetura para aplicações não-RoboCup serão um fator importante.” 
Dado um domínio complexo, dinâmico, multiagente, este exige comunicação e coordenação alta- 
mente ﬂexíveis para superar as incertezas do ambiente, por exemplo, mudanças dinâmicas nas metas 
do time, incapacidade não esperada de um membro do time para cumprir suas responsabilidades, ou 
ainda, a descoberta, não aguardada, de oportunidades. 
Um ambiente, como uma partida de futebol, caracteriza-se por apresentar um espaço de estados 
muito grande, prejudicando qualquer trabalho no sentido de algum planejamento específico. As in- 
certezas envolvidas são muito grandes, e a equipe deve estar sempre preparada para uma mudança 
súbita na estratégia pre-planejada, uma tarefa complicada. As dinâmicas do domínio causadas pela 
não previsibilidade das ações do oponente criam situações consideravelmente mais difíceis. 
Buscando uma arquitetura que tenha a capacidade de traçar um planejamento e posteriomlente 
um plano de execução, apresentam-se as tarefas chaves de pesquisa envolvidas neste desaﬁo: 
Planejamento de contingência: Antes de uma partida começar, espera-se que a equipe trace um pla- 
nejamento estratégico para o jogo que inclua uma contingência capaz de reconhecer mudanças
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e eventualmente readaptar-se em tempo real. Dois desaﬁos podem ser identiﬁcados para esta 
tarefa:
` 
o Deﬁnição de ações estratégicas com condições e efeitos de aplicabilidade probabilística. 
A incerteza na especiﬁcação da ação está diretamente relacionada à identiﬁcação de 
possíveis divisões probabilísticas ou a eventos extemos favoráveis. 
o Deﬁnição de objetivos a alcançar. Neste domínio, as metas de vencer e marcar gols devem 
ser decompostas em uma variedade de metas mais concretas que servem para atingir a 
meta ﬁnal.
A 
.. .. ~ 
t 
.. Decomposiçao e uniao de planos: A correspondência entre metas e açoes do time e me as e açoes 
individuais deve ser ﬁxada. A decomposição do plano do time pode criar metas individuais que 
- não são necessariamente conhecidas pelo restante da equipe. Além disso, dentro do planeja- 
mento traçado, espera-se que exista uma variedade de metas dependentes do adversário e metas 
independentes do adversário. A decomposição, coordenação e união apropriada de planos indi- 
viduais a serviço do planejamento principal pennanece como uma área de pesquisa em aberto. 
A RoboCup oferece uma excelente estrutura para o estudo deste assuntos. 
Execução dos planos da equipe: Este é o fator determinante na performance de uma equipe. A 
execução dos planos trata da coordenação de contingências que surgem durante a execução dos 
planos de coordenação especíﬁcos do domínio. A execução também monitora as condições de 
contingência que são parte do planejamento global da equipe. A seleção do curso apropriado 
de ações é dirigida pela informação de estado disparada pela execução. 
Em temios de avaliação, um bom trabalho de equipe mede-se pela sua robustez. Robustez, neste 
caso, signiﬁca que uma equipe pode continuar a execução de sua missão, mesmo que mudanças não 
aguardadas aconteçam, tais como a remoção acidental de um jogador, mudança súbita na composição 
da equipe, ou até mesmo mudanças no ambiente de operação. Assim, para avaliação deste desaﬁo, a 
equipe deve reagir positivamente com relação às seguintes alterações: 
o Alguns jogadores serão desabilitados, ou sua capacidade será signiﬁcativamente minada. Even- 
tualmente, alguns jogadores podem ser reabilitados durante a partida. 
0 Troca de estratégia pelo oponente, onde o time deve responder com uma nova estratégia em 
tempo real.
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o A situação assumida no primeiro ítem, só que aplicada ao oponente. 
o Mudanças na formação da equipe durante a partida. 
ø Mudanças no fator climático. 
Seria também interessante o confronto entre a equipe projetada contra uma outra que sabidamente 
atende às condições deste desaﬁo com intuito de avaliar seu desempenho. 
Finalmente, dada as premissas acima, espera-se que o sistema de planejamento multiagente em 
tempo real tenha a capacidade de integrar-se com a abordagem de aprendizado, isto é, que ele dina- 
micamente adapte seu comportamento completo baseado na sua experiência passada. 
Desaﬁo da modelagem do adversário 
Modelagem e raciocínio a respeito das metas, planos, conhecimento ou habilidades do agente 
adversário, são assuntos chaves na interação multiagente. Este desaﬁo trata da modelagem de um 
time adversário em um domínio dinâmico e multiagente. Neste sentido podemos dividi-lo em três 
partes: 
Rastreamento on-line: envolve o rastreamento dinâmico das metas e intenções dos jogadores ad- 
versários baseado em observações de ações. Um jogador pode fazer uso deste rastreamento 
para predizer as jogadas e reações do oponente. Assim, se um jogar prever que o jogador 5 
passará a bola para o jogador 4, ele pode, antecipadamente, marcar este último. Outro aspecto 
deste ponto é o uso de rastreamento do oponente no sentido de indução ao erro. ~ 
Reconhecimento de estratégia on-line: o agente “Coach” pode observar o jogo do lado de fora, e 
compreender as estratégias de alto-nível empregadas pela equipe adversária. Isto contrasta com 
o rastreamento on-line uma vez que o “Coach” pode efetuar uma análise abstrata, de alto-nível, 
com a ausência de pressões tempo real, elaborando uma análise mais detalhada. 
Revisão off-line: agentes especialistas (do inglês, “Expert”) podem observar alguns jogos envolven- 
do adversários, reconhecendo virtudes e defeitos dos times, e assim prover uma base de dados 
de jogos. 
A forma encontrada para avaliação, em um primeiro momento, é a execução de partidas com 
e sem o rastreamento no intuito de comparar os resultados obtidos. Posteriormente, na presença 
do rastreamento, seriam incrementados novos comportamentos na equipe adversária no aguardo do 
reconhecimento dos mesmos pela estratégia imposta.
Capítulo 3 
Soccerserver 
3.1 Introdução 
A RoboCup, no intuito de promover pesquisas na área de software, dentro de sua proposta [31] 
oferece uma plataforma capaz de simular uma partida de futebol entre robôs. O simulador, conhecido 
como Soccerserver [12], tem a propriedade de simular, a partir de um modelo numérico do ambiente, 
os movimentos dos jogadores (agentes) e da bola, ainda oferecendo a possibilidade de visualização do 
campo por intermédio de um display gráﬁco X Windows. O Soccerserver também controla a partida, 
através de um módulo chamado referee, encarregado de mediar a partida segundo as regras do futebol 
estabelecidas pela FIFAI. É ainda de responsabilidade do simulador o envio de informações relativas 
aos sensores dos agentes a cada um dos seus respectivos clientes. 
A proposta deste capítulo é a apresentação do Soccerserver, fornecendo as informações ne- 
cessárias ao projeto de agentes capazes de jogar futebol em um ambiente dinâmico virtual. Este 
simulador foi a base dos trabalhos desenvolvidos e apresentados nesta dissertação. 
3.2 Soccerserver 
Soccerserver é um sistema que possibilita a agentes autônomos, consistindo de programas escritos 
em várias linguagens, jogarem uma partida de futebol uns contra os outros. 
Uma partida é realiza no estilo cliente/servidor. Um servidor, o soccerserver, fornece um campo 
virtual e simula todos os movimentos da bola e dos jogadores. Cada cliente controla o movimento de 
um jogador. A comunicação entre o servidor e cada um dos clientes é feita via socket UDP/IP [43]. 
*Federation Internationale de Football Association: órgão regulador das regras e leis do futebol no mundo
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Então, os usuários podem trabalhar com qualquer tipo dc sistema de programação que apresente as 
facilidades UDP/IIP. ' 
O simulador consiste de dois programas, soccerserver e o soccermonitor. O soccerserver é 
um programa servidor que simula os movimentos de uma bola e dos jogadores, comunica-se com 
os clientes, e controla uma partida de acordo com as regras. J á o soccermonitor é um programa 
que apresenta um campo virtual no monitor, a partir do soccerserver. usando o sistema X windows. 
Diversos programas soccermonitor podem comunicar-se com um único soccerserver, de modo que 
o jogo pode ser acompanhado em vários monitores. Uma tela de amostra do campo é apresentada na 
figura 3.1. 
Fi gira 3.1: Tela do Soccer Server 
Um cliente conecta-se com o Soccerserver por um socket UDP. Através do socket, 0 cliente envia 
comandos para controlar o jogador do respectivo cliente e recebe informações captadas dos sensores 
do mesmo, como mostrado na ﬁgura 3.2. Ou seja. um programa cliente funciona como o cérebro do 
jogador: o cliente recebe informações dos sensores auditivos e visuais do servidor, e envia comandos 
de controle após o processamento destes. 
Cada cliente pode controlar somente um jogador. Assim, um time consiste do mesmo número 
de clientes como de jogadores. Uma exigência da comissão que regulamenta a RoboCup é que toda
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Figura 3.2: Arquitetura do Soccerserver 
a comunicação entre clientes deve ser feita via soccerserver. Este compromisso dá-se no intuito de 
avaliar sistemas multiagentes, em que comunicaçao é um dos critérios. 
Uma partida organizada pelo Soccerserver é realizada obedecendo aos seguintes passos: 
1. Cada cliente de cada time conecta-se-com o servidor por meio 'do comando init. 
2. Quando todos os clientes estão prontos para jogar, o juiz da partida (a pessoa que executa o 
servidor) começa o jogo pressionando o botão kick-off na janela do soccermonitor. Assim, 
começa 0 primeiro tempo. 
3. O primeiro tempo é de 5 minutos. Quando este temiina, 0 servidor suspende a partida. 
4. O intervalo é também de 5 minutos. Durante este tempo, os competidores podem trocar seus 
programas clientes. 
5. Antes do reinício do jogo, cada cliente conecta-se com o servidor por um comando recon- 
ne ct. 
6. Quando todos os clientes estiverem prontos, o juiz reinicia a partida pressionando o botão kick- 
off.
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7. O segundo tempo, como o primeiro, é de mais 5 minutos. Ao ﬁnal, o servidor para o jogo. 
8. No caso de empate, a prorrogação tem início. Esta termina no instante que o primeiro gol é 
marcado (morte súbita ou golden goal). 
O sistema Soccerserver apresenta um conjunto de parâmetros que visam o modelamento do am- 
biente de simulaçao, tanto do soccerserver como do soccermonitor. O conjunto de parâmetros está 
descrito em [12], e estes podem ser modiﬁcados através dos comandos so ccerserver e soccer- 
mon i t o r. 
3.3 Regras 
Como apresentado na ﬁgura 3.2, o soccerserver, através de um módulo denominado referee, arbi- 
tra a partida segundo as regras estabelecidas pela FIFA. No entanto existem algumas regras que são 
passíveis de interpretação, não podendo ser totalmente codiﬁcadas, devendo ser analisadas por um 
árbitro humano. Esta seção descreve as regras julgadas pelo servidor e pelo juiz humano. 
3.3.1 Regras julgadas pelo servidor 
O soccerserver controla a partida de acordo com as regras a seguir relacionadas. 
Gol 
Quando uma equipe marca um gol, o árbitro anuncia o gol difundindo uma mensagem para todos 
os clientes (broadcast), atualiza o placar, suspende a partida por 5 segundos, move a bola para o centro 
do campo, e modiﬁca o modo de partida (do inglês “play mode”) para kiCk_0f“f. Durante este rápido 
período de suspensão, os jogadores devem voltar e posicionar-se no seu campo de defesa. Durante 
este intervalo, os clientes podem usar o comando move. Se um jogador permanece no campo de 
ataque depois do período de suspensão, o árbitro move o jogador para uma posição aleatória do seu 
campo de defesa (veja a regra “Início de jogo” abaixo). 
Início de Jogo 
Apenas antes do início de uma partida (do inglês “kick-off”), isto implica tanto o período que 
antecede o começo do jogo como a reposição de bola depois de um gol, todos os jogadores devem 
estar no seu próprio campo de defesa. Se os jogadores encontram-se no campo adversário durante
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este período, o juiz move-os de volta a seu campo para uma posição escolhida arbitrariamente. Du- 
rante estes 5 segundos, os clientes podem usar o comando move para mover cada jogador para sua 
respectiva posiçao. 
Fora do campo 
Quando a bola sai de campo, o juiz move a bola para o respectivo lugar de reposição e modiﬁca 
o modo da partida de acordo com a fomia de reposição, que pode ser kick_in no caso de arremesso 
lateral, corner_kiCk para a cobrança de escanteio, ou ainda g0aI_kiCk no caso de um tiro de meta. 
Distâncias 
Quando o modo de partida é kick_off, kick_in, ou comer_k¡Ck, o árbitro remove todos os joga- 
dores de defesa localizado dentro de um círculo centrado na bola com raio de 9.l5m. Os jogadores 
removidos são postos no perímetro deste círculo. 
Quando o modo de partida vai para offside, todos os jogadores de ataque são movidos de volta 
para uma posição fora do impedimento. Os jogadores em posição de impedimento são postos a 9.15m 
da bola. 
Quando o modo de partida é g0aIJ<iCk, todos os jogadores de ataque são movidos para fora da 
grande área. Estes não podem entrar na grande área, enquanto não acontecer a reposição de bola. O 
modo de partida muda para play_on imediatamente depois que a bola sai da grande área. 
Controle do modo de partida 
Quando o modo de partida atual é kiCk_0ff, kiCk_Ín, ou C0rner_kiCk o árbitro muda-o para play_0n 
imediatamente depois que a bola começa seu movimento por intermédio de um comando kick. 
Intervalo e ﬁnal de jogo 
O árbitro suspende a partida quando o primeiro ou o segundo tempo terminam. O tempo default 
de cada etapa é de 3000 ciclos de simulação (aproximadamente 5 minutos). Em caso de empate o 
jogo é extendido. A prorrogação extende-se até o momento que alguma das equipes marca um gol. O 
time autor deste gol vence a partida (morte súbita).
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3.3.2 Regras julgadas pelo árbitro humano 
Faltas como “obstrução” são difíceis para serem julgadas automaticamente uma vez que tra- 
tam das intenções do jogador. Para resolver tais situações, o servidor fornece uma interface para 
a intervenção humana. Deste modo, um árbitro humano pode suspender a partida e dar uma falta para 
um dos times. A seguir apresentam-se algumas das regras que devem ser julgadas por um árbitro 
humano: 
1. Bloquear a bola com muitos jogadores 
2. Não colocar a bola em jogo 
3. Intencionalmente, bloquear o movimento de outros jogadores 
4. Abuso do comando catch. O goleiro não pode soltar a bola e voltar a agarrá-la. 
Em resumo, o árbitro humano deve tratar das violações não compreendidas pelo modo referee do 
soccerserver. 
3.4 O cliente Treinador 
Como em uma partida de futebol entre humanos, esta não pode ser interrompida por fatores ex- 
temos ao jogo. Assim, nada nem ninguém, exceto os jogadores e o árbitro, podem inﬂuenciar e/ou 
controlar a partida. Entretanto, seria bastante útil se houvesse a possibilidade de existir um certo con- 
trole sobre a partida durante o desenvolvimento dos clientes. Por exemplo, a possibilidade de executar 
sessões de treinamento em que uma certa ação, tal como driblar, é testada de uma forma automatizada 
dando ao “treinador” a oportunidade de aplicar métodos de aprendizado de máquina. 
Assim, um cliente privilegiado, denominado cliente Treinador (do inglês, “coach”), foi introduzi- 
do. Este cliente tem as seguintes atribuições: 
o Pode controlar o moda de partida. 
e Pode difundir mensagens de áudio. Tais mensagens podem consistir de um comando ou de 
alguma informação dirigida a um ou mais clientes. Seu signiﬁcado e interpretação é definido 
pelo usuário. 
0 Pode mover um objeto (qualquerjogador ou até mesmo a bola) para qualquer posição do campo 
independente do atual modo de partida.
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o Pode obter informações sobre as posições de todos os objetos móveis do campo. 
O Treinador como juiz 
O modo referee do soccerserver pode ser desabilitado, dando ao treinador toda a responsabilidade 
pelo monitoramento do modo de partida. Neste caso, o treinador ﬁca com incumbência de arbitrar 
o jogo, aplicando as regras que julgar cabíveis. Este modo é interessante para o desenvolvimento de 
clientes. 
O Treinador em um jogo 
Neste modo, o objetivo é utilizar o cliente treinador para a observação do jogo construindo uma 
análise mais abstrata da partida buscando um planejamento estratégico a ser empregado pela equipe. 
Para este propósito, este cliente é capaz de: 
1. obter infomiações a respeito da posição da bola e dos jogadores. 
2. receber e difundir mensagens auditivas. 
Nao é permito ao treinador conduzir as açoes de um jogador, mantendo o caráter autônomo deste. 
Assim, cabe ao treinador apenas a observação da partida e a partir desta análise aplicar as alterações 
táticas cabíveis. 
3.5 Informação Sensorial 
O simulador tem a responsabilidade de enviar a cada um dos clientes, via socket, informações a 
respeito de seus respectivos sensores. Em intervalos de tempo regulares, por default 150ms, o simu- 
lador envia ao cliente informação referente a sua câmera localizada no topo do respectivo jogador, 
ou seja, sua informação visual, constituindo-se em uma informação de caráter síncrono. Além da 
infomiação visual, o cliente recebe assincronamente mensagens auditivas, que são mensagens envi- 
adas pelo árbitro bem como mensagens enviadas por outros clientes. A seguir são apresentados os 
modos como estas mensagens são enviadas, além da descrição da mensagem do tipo Sense Body que 
lista o status “físico” atual do cliente.
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3.5.1 Informação Visual 
Cada um dos clientes, conectados via socket ao servidor, recebe por meio desta conecção 
informações visuais relativas à câmera posicionada no topo do jogador. Essa infomação visual chega 
do servidor no seguinte formato: 
(ObjNa/ne Distance Direction DistChng DirChng BodyD1`r HeadDir) 
ObjNa/ne ::= (player Team/zame UniformNumber) 
(8021 [1--IJ) 
(ball) 
(ﬁﬂg C) 
(ﬂãg [1-C-1'J [I-bl) 
(ﬁag P [1-r] [I-0-bl) 
(ﬂﬁã 8 [1-F] [I-bl) 
(ﬂag [l-r-t-b] 0) 
(ﬂag[t b] [1 1°][10 20 30 40 501) 
(flag [l-r] [t--b] [10-20-30]) 
(line [l-r-t~b]) 
Distance, Direction, DistChng e DirChng são calculados a partir das seguintes expressões: 
Prx 
pry 
UTI 
vw 
Distance 
Direction 
err 
DistChng 
DirChng 
pr, /Distance 
pry /Distance 
part "` Pzo (3-1) 
Pyt _ Pyo (3-2) 
'Uxt " 'Uma (3-3) 
\/Pšz + 1%, 
arctan (pm/pm) - ao 
(35) 
(3.6) 
(3.7) 
(18) 
(vfz * efz) + (vw * cry) (3-9) 
[(-(Um * ery) + (vry * em))/Distance] * (180/fr) (3.10)
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onde (pzhpyt) é a posição do objeto observado, (pwmpyo) é a posição do observador, (vmvyt) é 
a velocidade do objeto observado, (v,_.,,, oyo) é a velocidade do observador, ao é a direção absoluta 
para a qual o observador está voltado. Adicionalmente, (pm, pry) e (U,-z, vw) são respectivamente 
a posição relativa e a velocidade relativa do objeto observado, e (em, e,-y) o vetor unitário paralelo 
ao vetor posição relativa. Os campos BodyDir e HeadDir são somente inclusos na informação caso 
o objeto observado seja um jogador, e são as direções do corpo e cabeça do jogador observado em 
relação as direções do corpo e cabeça do jogador que está observando. Assim, se os jogadores têm 
seus corpos apontados na mesma direção, então B0a'yDir seria 0. O mesmo acontece para HeadDir. 
O objeto (goal r) e interpretado como o ponto central sob o gol posicionado do lado direito do 
campo. (ﬂag c) é um ﬂag virtual que situa-se no centro do campo. (ﬂagl b) é o ﬂag que se localiza 
no canto inferior esquerdo do campo. (ﬂag pl b) é um ﬂag virtual localizado no canto inferior direito 
da grande área posicionada do lado esquerdo do campo. (ﬂag gl b) é um ﬂag virtual que marca o 
poste direito localizado no gol do lado esquerdo do campo. Os tipos restantes de ﬂags estão todos 
localizados a 5 metros fora do campo de jogo. 
No caso de (line ...), Distance é a distância do ponto onde a linha de centro da visão do jogador 
cruza a dada linha, e Direction é a direção da linha. 
Atualmente existem 55 ﬂags (os gols contam como ﬂags) e 4 linhas possíveis de serem visualiza- 
das. Todos os ﬂags e linhas são mostradas na ﬁgura 3.3. 
Faixa de visão 
O setor visível de um jogador é dependente de vários fatores. Primeiramente temos os parâmetros 
do servidor sense_step e v1`sib1e_ang1e que determinam o passo de tempo básico entre a informação 
visual e quantos graus possui o cone de visão do jogador. Os valores default são 150ms e 90 graus. O 
jogador pode também inﬂuenciar na freqüência e qualidade da informação modiﬁcando os parâmetros 
Vz`ewW1'dth e VíewQua.líty. Estes serão melhores descritos na seção 3.6. Para calcular os atuais valores 
de v1'ew_ﬁ'equency e view_ang1e do agentes usa-se as seguintes equações: 
view_frequency=sense_step *view_qua1ity_facto1'*v1'ew_ widthfactoi' (3. 1 1) 
onde view_qual1'ty_factor é igual a l quando WewQuality é igual a high e 0.5 para ViewQuality igual 
a low, view_width_factor é igual a 2 quando VíewWidth é igual a narrow, 1 para \fzewWidrh igual a 
normal, e 0.5 para lfzewWidth igual a wide.
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(ﬂag t l 50) (flag l l 30) (flag L l 10) 
O O O O O 
(ﬂagtl40) (ﬂagll20) 
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Figura 3.3: Localização dos ﬂags e linhas de simulação 
v1`ew_an g]e=v1`s1`b1e_ang1e* view_ w1`dth_fact01' (3. 12) 
onde v1`ew_width_facto1' é igual a 0.5 para ViewWidth igual a narrow, l para lfze'wWia'th igual a normal 
e 2 para ViewWidth igual a wide. 
O jogador pode também “ver” um objeto se este está dentro da distância estabelecida em visl- 
ble_d1'stance. Se o objeto está dentro desta distância mas não no cone de visão então o jogador pode 
saber somente o tipo do objeto (bola, jogador, gol, ﬂag), mas não o nome exato do objeto. 
O signiﬁcado do parâmetro vie-w_angle é ilustrado na ﬁgura 3.4. 
3.5.2 Informação Auditiva 
Uma informação auditiva é transmitida pelo servidor no seguinte formato: 
(hear Time Direction Message) 
onde Direction é a direção do remetente. No caso em que o enviador é o próprio cliente, Direction 
é igual a self. Time indica o tempo atual de simulação. Esta mensagem é enviada imediatamente 
(flag rt 30) 
(flag rt 20) 
(flag rl IO) 
(flag r0) 
(ﬂag rb l0) 
(ﬂag rb 20) 
(flag rb 30)
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Figura 3.4: Campo visual do jogador 
quando um cliente envia o comando (say Me.s'.s'age). Julgamentos do árbitro são transmitidos também 
desta fonna. Neste caso Direction é referee. 
Uma mensagem enviada por um jogador é transmitida somente para os jogadores dentro de um 
raio de 50 metros. Mensagens do árbitro podem ser ouvidas por todos os jogadores. Um jogador pode 
ouvir somente uma mensagem de cada time durante cada 2 ciclos de simulação. Se várias mensagens 
chegam do mesmo time no mesmo momento elas são escolhidas de acordo com a ordem de chegada. 
De acordo com a regra um jogador pode ainda ouvir e enviar uma mensagem no mesmo ciclo de 
simulação. 
3.5.3 Informação de Status 
A partir de sua versão 5.x, o servidor envia uma mensagem do tipo (sense-body) em intervalos 
períodicos de tempo deﬁnido no parâmetro sense_step, por default lOOn1s. que retorna informações 
sobre o status “físico” atual do agente. O formato deste tipo de mensagem é: 
(sense- body Time
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( v1'ew_mode \fzewQuality ViewWidth) 
(stamina Stamina Eﬁort) 
(speed Amozm.t0ƒSpeea') 
(head_angle HeadDirecn'0n) 
(kick K ickCount) 
(dash Dash Count) 
(tum TumCOLmt) 
(say SayCount) 
(tt.u'n_neck TumNeckCount)) 
A variável ViewQuality pode assumir os valores high ou low e a variável ViewWidth pode assumir 
os valores nairow, normal, e wide. Estes são importantes fatores na qualidade e na freqüência da 
informação visual. AmountOﬁS`peea' é uma aproximação do valor da velocidade do jogador. Se a 
direção da velocidade é necessária esta deve ser estimada de uma outra forma. Hea.dDirecti0n é a 
direção relativa da cabeça do jogador. As variáveis Count representam o número total de vezes que o 
dado comando foi executado pelo servidor. Por exemplo, DashCount = 134 signiﬁca que o comando 
dash foi executado 134 vezes. 
3.6 Comandos do Soccerserver 
Após o processamento das informações visuais e auditivas recebidas pelo agente, este deve ser 
capaz de responder ao soccerserver com os comandos apropriados naquele instante de simulação. O 
soccerserver aceita um novo comando de simulação a cada 20ms, entretanto existem limitações para 
~ _ .1.._~ utilizaçao destes comandos. Os comandos disponíveis e suas respectivas imitaçoes sao: 
ø (turn mi) - Permite que o jogador execute um giro de [~l80, 180] graus em tomo do seu 
próprio eixo. A este comando é associado um argumento mi, ou seja, o valor do ângulo em 
graus. 
0 (turn neck mi) - Permite que 0 jogador gire [-180, 180] graus em tomo de seu próprio eixo, 
a parte superior do robô onde se encontra a câmera. 
0 (dash p) - Incrementa a velocidade do jogador na direção atual com a potência p especiﬁcada 
no argumento. A potência pode assumir um valor inteiro no intervalo [-30, l0O].
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o (kick p d) - Chuta a bola com a potência p [-30, 100] na direção d [-180, 1801. Este co- 
mando só será executado se a bola estiver dentro da distância estabelecida pelos parâmetros do 
simulador (a distância deve ser menor que kickab1e_marg1`n + ba11_s1'ze + player_s1`ze). 
0 (catch d) - Tenta agarrar a bola na direção af. A possibilidade de sucesso é deﬁnida no 
parâmetro catch_poss1`bil1`ty. A bola deve encontrar-se em uma área deﬁnida pelo parâmetro 
goa11`e_catchab1e_area, um retângulo que por default é de 2m X 1m. Este comando deve ser 
utilizado apenas pelo goleiro. 
0 (say msg) - Difunde uma mensagem para todos os jogadores em um raio de 50m, com o centro 
no jogador que a enviou. 
0 (change .view a. q) - Modiﬁca o ângulo do setor visível para a ([-45, 451, [-22.5, 22.51, [-90, 
90]) e a qualidade visual para q (low, high). 
Os valores limites dos intervalos apresentados acima são todos parâmetros ajustáveis do simula- 
dor. O soccerserver aceita um novo comando a cada 20ms, entretanto apenas um comando turn, 
kick ou dash, é executado a cada ciclo de simulação (100ms).
~ 3.7 Temporizaçao 
A comunicação entre o soccerserver e os agentes envolve mensagens síncronas e assíncronas [14], 
como demonstrado na ﬁgura 3.5. 
o Tempo de simulação - Cada ciclo de simulação tem a duração de 100ms. 
o Aceitação de comandos - O soccerserver aceita um novo comando a cada 20ms. 
o Informação visual - Depende do modo de visão utilizado (normal, nairow, wide) e da qua- 
lidade da informação visual (high, low) utilizada. Para o modo normal com qualidade da 
informação high, uma nova mensagem contendo a informação visual é recebida a cada l50ms. 
0 Informações Auditivas - São trocadas assincronamente pelo árbitro e pelos demais agentes.
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Figura 3.5: Temporização do soccerserver
Capítulo 4 
Sistemas Especialistas 
4.1 Introdução 
Neste e nos próximos dois capítulos serão apresentados as áreas de pesquisa integradas pelo pro- 
jeto UFSC-Team, e que são de vital importância para a implementação deste trabalho de dissertação, 
onde serão abordados tópicos conceituais bem como suas aplicações em outros domínios. Neste 
capítulo especiﬁcamente, são apresentados os Sistemas Especialistas (SE), que em uma primeira 
deﬁnição podemos descrever como programas de computador que têm como objetivo simular a perícia 
de especialistas humanos solucionando problemas do mundo real, em um domínio restrito. Dentro do 
agente proposto para o UFSC-Team, os SE's representam um papel fundamental, implementando os 
motores de inferência contidos dentro dos níveis instintivo e cognitivo do agente. O capítulo inicia 
com dados relativos a história dos SE's. A seguir, é apresentada a arquitetura de um SE, onde os 
elementos que o compõe são descritos. Na seção seguinte assuntos relativos a aquisição de conheci- 
mento são discutidos ﬁnalizando com a descrição dos formalismos de representação de conhecimento 
mais conhecidos. 
4.2 Sistemas Especialistas 
A tecnologia de SE"s deriva de disciplinas de pesquisa da Inteligência Arnﬁcial (IA): um ramo 
da Ciência da Computação interessada no projeto e implementação de programas que são capazes 
de emular as habilidades cognitivas humanas tais como resolução de problemas, percepção visual 
e compreensão da linguagem [28]. Esta tecnologia tem sido aplicada com bastante sucesso a uma 
vasta diversividade de domínios incluindo química orgânica, exploração mineral, e medicina. Tarefas
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típicas de sistemas especialistas envolvem: 
o interpretação de dados (tal como em sinais de sonar), 
o diagnóstico de disfunções (tal como em falhas de equipamentos), 
o análise estrutural de objetos complexos (tal como em componentes químicos), 
0 conﬁguraçao de objetos complexos (tal como sistemas computacionais), e 
o planejamento de seqüência de ações. (tal como as necessárias para controlar um robô) 
A área de SE é uma solução viabilizadora do clássico problema de programação inteligente. O 
Professor Edward Feigenbaun da Universidade de Stanford, um pioneiro da tecnologia de SE's, defi- 
niu um SE como [2]: 
“. 
. .um programa de computador que usa conhecimento e procedimentos de inferência 
para resolver problemas que são difíceis o suﬁciente a ponto de exigirem um especialista 
humano para a sua solução.” 
Repare que 0 tenno emular faz-se literalmente presente na primeira deﬁnição descrita no primeiro 
parágrafo desta seção bem como em várias outras. Este termo implica que um SE tem como objetivo 
agir como um especialista humano em todos os aspectos do domínio. Uma emulação é mais forte 
que uma simulação no sentido de que esta última busca agir como a coisa real somente em alguns 
aspectos [26]. 
Segundo [28], existem algumas prerrogativas que permitem que se chame um programa de com- 
putador de especialista. Dentre estas estao: 
o Uma exigência básica é a de que o programa deve po.s'.s'uir conhecimento. O simples fato de pos- 
suir um algoritmo, como por exemplo algum tipo de lista de coisas para testar, não é realmente 
suﬁciente. 
~ Este conhecimento deve estar focado em um domínio especzﬁco. Uma coleção aleatória de 
datas, nomes, lugares e velhos provérbios não é o tipo de conhecimento que provê uma base de 
perícia. Conhecimento implica organização e integração, de forma que diferentes pedaços de 
conhecimento relacionando-se com outros pedaços formarão novos conhecimentos. 
o Finalmente, este conhecimento deve prover a capacidade de resolução de problemas. Ou seja, 
o sistema deve ser capaz de inferir soluções a partir do conhecimento armazenado.
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Unindo estas considerações podemos formular, segundo [28], que: 
“Um sistema especialista é um programa de computador que representa e raciocina com 
o conhecimento de algum especialista com o objetivo de resolver problemas do seu 
domínio de abrangência.” 
A arquitetura dos SE's que será apresentada na próxima seção deriva dos chamados Sistemas 
de Produção, que é um nome genérico para todos os sistemas baseados em regras de produção. 
Estas regras de produção são pares de expressões consistindo em uma condição e uma ação [8]. A 
idéia inicial dos sistemas de produção foi introduzida por Post, em 1936, quando ele propôs os hoje 
chamados .sistemas de Post. [38]. Um sistema de Post consiste em um conjunto de regras para a 
especiﬁcação sintática de transformações sobre cadeias de caracteres, e representa, como demonstrou 
Post, um método geral para o processamento de dados. Os sistemas de produção foram redescobertos 
durante os anos setenta como uma ferramenta para a modelagem da psicologia humana. O formato 
condição-ação se adapta à modelagem de todos os comportamentos baseados em pares estímulo- 
resposta. 
Os SE°s também utilizam o formato de regras de produção como método de representação de co- 
nhecimento. O objetivo dos SE's é, ao mesmo tempo, mais restrito e mais ambicioso do que o objetivo 
dos modelos psicológicos: os SE°s são concebidos para reproduzir o comportamento de especialistas 
humanos na resolução de problemas domundo real, mas o domínio destes problemas é altamente res- 
trito. Os primeiros SE's que obtiveram sucesso em seu objetivo foram os sistemas DENDRAL [23] 
e MYCIN [42]. O sistema DENDRAL é capaz de inferir a estrutura molecular de compostos desco- 
nhecidos a partir de dados espectrais de massa e de resposta magnética nuclear. O sistema MYCIN 
auxilia médicos na escolha de uma terapia de antibióticos para pacientes com bacteremia, menin- 
gite, e cistite infecciosa, em ambiente hospitalar. Desde então, muitos SE's foram desenvolvidos 
para resolver problemas em muitos domínios diferentes, incluindo: agricultura, química, sistemas de 
computadores, eletrônica, engenharia, geologia, gerenciamento de informações, direito, matemática, 
medicina, aplicações militares, física, controle de processos e tecnologia espacial. 
Uma fonna de abordar as características de um SE é comparando-o com outras abordagens utili- 
zadas para resolver problemas que possam ser resolvidos por ele [28]. Um SE pode ser distinguido 
de programas convencionais uma vez que: 
ø Ele emula 0 raciocínio humano em um dado problema, ao invés de emular o domínio do proble- 
ma. Isto distingue os SE”s de estilos de programação convencional que envolvem modelamento
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matemático ou animação computacional. Isto não signiﬁca dizer que o programa é um modelo 
psicológico ﬁel do especialista, apenas seu foco está em emular a habilidade do especialista em 
resolver problemas, isto é, executar uma porção de tarefas relevantes da mesma maneira, ou 
melhor, que o especialista. 
o Ele raciocina a partir de representações do conhecimento humano, além de fazer cálculos 
numéricos ou recuperação de dados. O conhecimento em um programa é normalmente ex‹ 
presso em uma linguagem de propósito especial e mantém-se separado do restante do código 
que executa o raciocínio. Estes módulos distintos de programa sao referenciados como base de 
conhecimento e motor de inferência, respectivamente. 
o Ele resolve os problemas por métodos heuri'.s'tico.s' ou métodos de aproximação que, diferente- 
mente de soluções algorítmicas, não apresentam garantia de sucesso. Uma heurística é essenci- 
almente uma regra de manuseio que codiﬁca um pedaço do conhecimento sobre como resolver 
problemas em um dado domínio. Tais métodos são aproximativos no sentido de que (i) eles não 
requerem dados perfeitos (ii) as soluções derivadas do sistema podem ser propostas com graus 
de certeza variável. 
Um SE difere de outros tipos de programas de IA uma vez que: 
0 Ele trata de assuntos de complexidade prática que normalmente exige uma quantidade razoável 
de perícia humana. Muitos programas de IA são realmente veículos de pesquisa, e podem então 
focar-se em problemas matemáticos abstratos ou versões simpliﬁcadas de problemas reais a fim 
de adquirir perspicácia ou reﬁnar técnicas. 
ø Ele deve exibir alta performance (do inglês “high performance”) em termos de velocidade e 
conﬁabilidade a ﬁm de ser uma ferramenta útil. Veículos de pesquisa em IA podem não rodar 
muito rápido, bem como podem conter bugs. Mas um SE deve propor soluções em um tempo 
razoável e deve ser direto na maioria das vezes, isto é, como um especialista humano. 
0 Ele deve ser capaz de explicar e justiﬁcar as .soluções ou recomendações a ﬁm de convencer 
o usuário que está raciocinando de maneira correta. Programas de pesquisa são tipicamente 
executados somente por seus criadores, ou por outras pessoas em laboratórios similares. Um 
SE será executado por uma grande faixa de usuários, e deve ser então projetado de tal modo 
que seus trabalhos sejam mais transparentes.
4. Sistemas Especialistas 36 
O termo sistema baseado em conhecimento (do inglês “knowledge-based system”) é em alguns 
momentos usado como um sinônimo para SE, embora, estritamente falando, o primeiro é mais geral. 
Um sistema baseado em conhecimento é qualquer sistema que executa uma tarefa aplicando regras 
de manuseio para um representação simbólica de conhecimento, ao invés de empregar principalmente 
métodos algoritmicos ou estatísticos. Desta forma, um programa capaz de conversar sobre o tempo 
seria um sistema baseado em conhecimento, mesmo se o programa não incorporar qualquer tipo de 
perícia em metereologia, mas um SE no domínio de metereologia deve ser capaz de fomecer-nos a 
previsao do tempo. 
4.3 Arquitetura dos Sistemas Especialistas 
Os sistemas de produção de Post evoluíram para o que hoje é conhecido como SE's. Buscando 
uma maior eﬁciência e expressividade a arquitetura dos sistemas de produção de Post foi generalizada, 
apresentando uma aparência como demonstrado na ﬁgura 4.1. Esta nova arquitetura apresenta três 
módulos: uma base de regras, uma memória de trabalho e um motor de inferência. A base de regras 
mais a memória de trabalho formam a chamada base de conhecimento do SE. O motor de inferência é 
o mecanismo responsável por buscar na base de regras os padrões encontrados na memória de trabalho 
e executar a ação apropriada. 
Base de Conhecimento 
Memória de 
Trabalho Base de Regras 
l 1
l 
Figura 4.1: Arquitetura de um SE 
A memória de trabalho, que limitava-se a apenas uma seqüência de caracteres no modelo de Post, 
no modelo generalizado pode conter qualquer tipo de estrutura de dados. Entretanto, esta estrutura 
deve respeitar um método de representação de conhecimento (ver seção 4.5), isto é, uma linguagem 
formal e uma descrição matemática de seu signiﬁcado. A lógica de primeira ordem enquadra-se como
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um exemplo de representação de conhecimento. 
A base de regras passa a conter condições que simbolizam “perguntas” à representação de co- 
nhecimento armazenada na memória de trabalho, que geralmente envolvem variáveis a serem instan- 
ciadas e eventualmente algum tipo de inferência. No modelo de Post estas perguntas eram apenas 
comparação de caracteres. Já hoje a sintaxe das regras varia de acordo com o sistema e pode ser bas- 
tante ﬂexível e próxima da linguagem natural, como nos sistemas ROSIE [21] e G2 [25], ou bastante 
formais, como na família de sistemas OPS [24]. Atualmente, já existem inclusive, mecanismos de 
raciocínio incerto que permitem representar a incerteza a respeito do conhecimento do domínio. 
O motor de inferência controla a atividade do sistema. Esta atividade ocorre em ciclos, cada ciclo 
consistindo em três fases: 
1. Correspondência de dados, onde as regras que satisfazem a descrição da situação atual são 
selecionadas. 
2. Resolução de conﬂitos, onde as regras que serão realmente executadas são escolhidas dentre as 
regras que foram selecionadas na primeira fase, e ordenadas. 
3. Ação, a execução propriamente dita das regras. 
As principais vantagens dos sistemas de produção como método de representação de conhecimen- 
to são [45]: modularidade, uniformidade e naturalidade. As principais desvantagens são: ineﬁciência 
em tempo de execução e complexidade do ﬂuxo de controle que leva a solução dos problemas. Estas 
vantagens e desvantagens acabam determinando quais domínios são adequados para o desenvolvi- 
mento de SE. Estes domínios devem: 
0 ser descritos por um conhecimento consistindo em um conjunto muito grande de fatos parcial- 
mente independentes, 
0 dispor de métodos de solução consistindo de ações independentes, e 
0 apresentar uma nítida separação entre conhecimento e ação. 
O conhecimento de um SE deve ser adquirido junto a um especialista humano do domínio e 
representado de acordo com o método de representação de conhecimento escolhido. Esta fase do 
desenvolvimento é crucial uma vez que a chave para o desempenho de um SE está no conhecimento 
armazenado nas suas regras e em sua memória de trabalho.
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4.4 Aquisição de Conhecimento 
O processo de construção de uma base de conhecimento é chamado de engenharia de conhecimen- 
to [40]. Um engenheiro de conhecimento é alguém que investiga um domínio particular, detemiina 
quais conceitos são importantes neste domínio, e cria uma representação formal dos objetos e relações 
do domínio. Na maioria das vezes, o engenheiro de conhecimento é treinado na representação mas 
não é um especialista no domínio que manipula. O engenheiro, então, normalmente entrevista os es- 
pecialistas reais de forma a educar-se sobre o domínio que está tentando representar a fim de deduzir 
o conhecimento necessário, em um processo denominado aquisição de conhecimento. Este processo 
ocorre antes, ou de forma intercalada, da criação das representações formais. 
Segundo [10], aquisição de conhecimento deﬁne-se como: 
“. 
. .a transferência e transformaçao de perícia potencial para resoluçao de problemas de 
alguma fonte de conhecimento para um programa.” 
No entanto, o 'método de entrevistas como fomia de absorçao do conhecimento necessário apre 
senta uma produtividade muito pobre. É estimado que esta forma de trabalho produza entre duas a 
cinco unidades de conhecimento por dia (por exemplo, regras de manuseio) [28]. As razões para isto 
devem-se a: 
0 Cada domínio tem seus próprios jargões, e é muito difícil muitas vezes para um especialista 
expressar seu conhecimento em uma linguagem cotidiana. A análise dos conceitos que estão 
por trás dos jargões dificilmente dá-se de forma direta, desde que este conceitos não necessitam 
de matemática precisa ou uma deﬁnição lógica. 
0 Os fatos e princípios subjacentes de muitos domínios de interesse nao podem ser caracteri 
zados precisamente em termos de uma teoria matemática ou um modelo detemiinístico cujas 
propriedades são bem entendidas. 
0 Especialistas necessitam saber mais que meros fatos ou princípios para resolver problemas. Por 
exemplo, eles normalmente sabem que tipo de informação é relevante para um dado julgamento, 
0 quão conﬁável é uma fonte de infomiação, e como fazer problemas difíceis tornarem-se 
mais fáceis pela divisão destes em subproblemas. Elucidar este tipo de conhecimento, que é 
normalmente baseado em experiência pessoal ao invés de treinamento fonnal, é muito mais 
difícil que elucidar outros fatos particulares ou princípios gerais.
`
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o É difícil delinear a quantidade e a natureza de conhecimento geral necessário para tratar com 
um caso arbitrário. ` 
Fica evidente que a parte mais sensível no desenvolvimento de um SE é, certamente, a aquisição 
de conhecimento. Além dos problemas já evidenciados acima, esta aquisição não pode limitar-se à 
adição de novos elementos de conhecimento à base de conhecimentos; é necessário integrar o novo 
conhecimento ao conhecimento já disponível, através da deﬁnição de relações entre os elementos 
que constituem o novo conhecimento e os elementos já armazenados na base [8]. Dois tipos de 
mecanismos para a deﬁnição de tais relações foram propostos: ligar os elementos de conhecimento 
diretamente através de ponteiros, ou reunir diversos elementos relacionados em grupos (do inglês 
“c1ustering”). 
Outro ponto importante na aquisição de conhecimento é o tratamento de incoerências. Depen- 
dendo da forma como o novo conhecimento é adquirido, podem haver erros na aquisição. Técnicas 
foram desenvolvidas para evitar erros de aquisição, como, por exemplo, a especiﬁcação de regras de 
aquisição em que o tipo de conhecimento esperado é deﬁnido. Por outro lado, uma base de conheci- 
mento pode ser examinada periodicamente com a ﬁnalidade de detectar incoerências eventualmente 
introduzidas no processo de aquisição. ' 
A insatisfação com 0 método de entrevista tem levado alguns pesquisadores a tentar automatizar 
o processo de aquisição de conhecimento. Trata-se da área de pesquisa conhecida como extração 
automática de conhecimento (do inglês “automated knowledge elicitation”), em que o conhecimento 
de um especialista é transferido para um programa de computador como efeito colateral do diálogo 
entre o especialista e o computador. Outra forma encontrada com o intuito de contomar este problema 
é através de outro campo de pesquisa conhecido como aprendizado de máquinas (do inglês “machine 
leaming”) [28]. 
4.5 Métodos para Representação de Conhecimento 
Representação de conhecimento é uma subárea substancial da IA, que compartilha muitos interes- 
ses tanto com a ﬁlosoﬁa formal como com a psicologia cognitiva. Ela está interessada no modo como 
a infonnação pode ser amiazenada e associada no cérebro humano, normalmente de uma perspectiva 
lógica, ao invés de biológica. Em outras palavras, ela não está interessada nos detalhes físicos de 
como o conhecimento é codiﬁcado, mas sim com seu esquema conceitual global. 
Em termos de SE”s, a representação de conhecimento está mais interessada no modo com
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que grandes corpos de informações podem ser formalmente descritos para os propósitos de uma 
computação simbólica. Descrita formalmente significa a utilização de alguma linguagem ou notação 
não ambígua que possui uma sintaxe bem deﬁnida orientando a forma das expressões na linguagem, 
e uma semân.n`ca bem deﬁnida que revela o signiﬁcado de tais expressões em virtude de sua forma 
[28]. 
A escolha do método de representação de conhecimento é de maior importância em um SE por 
duas razoes. Primeiro, a estrutura do SE é projetada para um certo tipo de representação de conheci 
mento tais como lógica ou quadros. Segundo, o modo com que um SE representa seu conhecimento 
afeta o desenvolvimento, eﬁciência, velocidade e manutenção do sistema [26]. A linguagem asso- 
ciada ao método escolhido deve ser suﬁcientemente expressiva (mas não mais do que o suﬁciente) 
para pemiitir a representação do conhecimento a respeito do domínio escolhido de maneira completa 
e eﬁc-iente. Em tese, uma representação geral como a lógica seria suﬁcientemente expressiva para 
representar qualquer tipo de conhecimento. No entanto, problemas de eﬁciência, facilidade de uso 
e a necessidade de expressar conhecimento incerto e incompleto levaram ao desenvolvimento de di- 
versos tipos de formalismos de representação de conhecimento. A seguir apresentam-se alguns dos 
formalismos de representação de conhecimento mais utilizados. 
Lógica 
A lógica é um formalismo largamente utilizado em SE. As duas principais vantagens deste tipo 
de formalismo são: a expressividade inerente da linguagem e uma semântica bem deﬁnida e bastante 
estudada. Uma base de conhecimento construída utilizando-se a lógica como formalismo, consiste 
em um conjunto de fómiulas lógicas, que podem ser representadas, por exemplo, em expressões LISP. 
Este formalismo adequa-se a domínios onde o conhecimento é largamente desestruturado e consiste 
em uma coleção de fatos independentes. O método de inferência pode ser uma simples uniﬁcação ou 
deduçao automática. 
Quadros 
Os quadros (do inglês “frames”) foram propostos por Marvin Minsky em 1975 [36], como um 
formalismo de representação de conhecimento. Uma base de conhecimento construída utilizando- 
se deste formalismo consiste de uma hierarquia de estruturas de dados chamada de quadros. Cada 
quadro possui um conjunto de atributos onde um valor pode ser associado a cada atributo. Este valor 
pode ser qualquer informação primitiva sobre o conceito representado pelo quadro, ou um ponteiro
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para um outro quadro. Existem três mecanismos de inferência integrados no fomlalismoz herança 
de valores de atributos atraves da hierarquia, valores previamente escolhidos (“default”) podem ser 
utilizados quando não há informação disponível e ligação procedural para permitir a execução de 
uma função externa ao formalismo. Este tipo de formalismo é adequado para domínios estruturados 
taxonomicamente, onde o mecanismo de herança pode ser explorado eﬁcientemente. 
A linguagem de quadros permite a deﬁnição de estruturas complexas de dados com procedimentos 
complexos de herança através de hierarquia e facilidade de ligações procedurais. 
Redes Semânticas 
As redes semânticas' foram introduzidas por Quillian em 1968 [39], como um modelo para a 
memória associativa do ser humano. Este formalismo consiste em um grafo orientado. Os nodos 
podem ser utilizados para representar conceitos primitivos, predicados, objetos, etc. Os arcos são 
utilizados para associar os nodos com relações binárias. Os arcos podem ser positivos ou negativos 
permitindo assim a representação explícita de exceções. 
O mecanismo de inferência básico é a herança através dos arcos do grafo. Na ausência de ar- 
cos negativos o mecanismo é simples e eﬁciente. A introdução de arcos negativos, representando 
exceções, exige um maior cuidado para que os resultados do mecanismo de inferência correspondam 
à interpretação intuitiva desejada.
Capítulo 5 
Algoritmos Genéticos 
5.1 Introdução 
Os Algoritmos Genéticos (AG) são métodos adaptativos que podem ser usados para resolver pro- 
blemas de busca e otimização, uma família de modelos computacionais inspirados pela teoria da 
evolução natural. Eles são baseados nos processos genéticos de organismos biológicos. Através de 
muitas gerações, populações naturais evoluem de acordo com os princípios de seleção natural, que 
foram primeiramente propostos por Charles Darwin no livro A Origem das e.s'pe'cie.s'. Analogamente 
ao processo natural, os AG's são capazes de “evoluir” soluções para problemas do mundo real, desde 
que sejam codiﬁcados convenientemente. Por exemplo, AG's podem ser usados para projetar estrutu- 
ras de pontes, pela taxa força/peso máxima, ou ainda para determinar o “layout” mais econômico para 
o corte de formas em tecidos[3]. Eles também podem ser usados para controle de processos “online”, 
tais como uma planta química, ou balanceamento de carga em um sistema computacional multipro- 
cessador. Dentro do agente proposto para o UFSC-Team, os AG's são utilizados basicamente de duas 
formas: (i) no primeiro caso eles visam determinar os valores ótimos dos controladores nebulosos 
presentes no nível reativo do agente e futuramente na determinação das regras destes controladores, 
(ii) e no segundo caso na otimização dos valores limiares que definem o estado de uma partida, valores 
estes estabelecidos no nível instintivo do agente. 
Os princípios básicos dos AG's foram inicialmente estabelecidos de fomia rigorosa em [27]. Eles 
simulam aqueles processos em populações naturais que são essenciais à evolução. Exatamente quais 
processos biológicos são e.s'.s'enciais para a evolução, e quais processos têm pouco ou nenhum papel é 
ainda um problema a pesquisar, mas as fundações são claras. 
Na natureza, indivíduos em uma população competem entre si por recursos tais como comida,
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água e abrigo. Além disso, membros de uma mesma espécie sexuada competem entre si em busca de 
um companheiro para reprodução. Aqueles indivíduos que obtêm um melhor resultado em temios de 
sobrevivência e na busca por um companheiro terão um número relativamente maior de descendentes. 
Performances individuais pobres renderão poucos, ou até mesmo nenhum descendente. Isto signiﬁ- 
ca que os genes dos mais adaptados, se difundirão a um número maior de indivíduos nas próximas 
gerações. A combinação de boas características de diferentes antepassados podem algumas vezes pro- 
duzir um “superindivíduo”, cuja aptidão é maior que de qualquer pai. Deste modo, espécies evoluem 
para se tomar mais e mais adaptadas a seu ambiente [3]. 
Os AG°s usam uma analogia direta ao comportamento natural. Eles trabalham com uma 
população de “indivíduos”, onde cada um representa uma possível solução para um dado proble- 
ma. A cada indivíduo é designado um “valor de aptidão” (do inglês “fitness score”) de acordo com 
quão boa é a solução para o problema. Por exemplo, um valor de aptidão pode ser a taxa força/peso 
para um dado projeto de ponte. Na natureza isto é equivalente a designar o quão efetivo um organismo 
é na competição por recursos. Aos indivíduos com maior aptidão são dadas maiores oportunidades 
de reproduzir-se. Isto produz novos indivíduos como “descendentes”, que compartilham algumas 
características tomadas de cada um dos “pais”. 
Uma nova população inteira de possíveis soluções é então produzida pela seleção dos melhores 
indivíduos da atual geração, e acasalando-os para produzir um novo conjunto de indivíduos. Es- 
ta nova geração contém uma maior proporção das características possuídas pelos bons membros da 
geração anterior. Deste modo, através de várias gerações, boas características são difundidas através 
da população. Devido ao favorecimento da seleção de indivíduos mais aptos, uma área mais promis- 
sora do espaço de busca é explorada. Se o AG for bem projetado, a população convergirá para uma 
solução ótima do problema. 
Em um sentido mais amplo do tenno, um algoritmo genético é qualquer modelo baseado em 
população que usa operadores de seleção e recombinação para gerar novos pontos de amostra em um 
espaço de busca. Muito modelos de algoritmos genéticos têm sido introduzidos por pesquisadores 
trabalhando sob uma perspectiva experimental. Muitas destas pesquisas são aplicações orientadas e 
estão interessadas em algoritmos genéticos tipicamente como método de otimização. 
O poder dos AG”s vem do fato que a técnica é robusta, e pode tratar satisfatoriamente com uma 
grande faixa de problemas, incluindo aqueles que são difíceis de serem resolvidos por outros métodos. 
Os AG's não garantem o encontro da solução ótima global, mas eles são muito bons em encontrar uma 
resposta “aceitavelmente boa” em um tempo “aceitável”. Onde técnicas especializadas existem para
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resolução de problemas especíﬁcos, estas são preferencialmente usadas por sua precisão e velocidade 
no resultado ﬁnal. O principal campo, então, para os AG's, está em áreas difíceis onde nenhuma 
técnica especíﬁca existe. Mesmo onde técnicas existentes trabalham bem, melhorias sao alcançadas 
usando um sistema híbrido com AG's. 
Como exemplo de outros métodos de busca, a título de comparação, vamos citar três exemplos. 
O primeiro é o método de busca aleatória onde é utilizado uma abordagem que faz uso da força bruta 
a ﬁm de encontrar uma solução. Este método varre todo o espaço de busca do problema, de forma 
sistemática, também atribuindo uma avaliação a cada ponto examinado. Não é uma estratégia muito 
inteligente, e por isso mesmo, é pouco utilizada. Uma segunda altemativa é o método do gradiente, 
que por meio do gradiente da função a ser examinada, orienta a direção da busca. No entanto este 
método deve ser utilizado apenas com funções u/zimodais 1, visto que se a derivada da função não 
pode ser computada, porque é descontínua, este método pode falhar. Um terceiro método combina os 
dois anteriores e é conhecido como busca reiterada (do inglês “iterated search”). Uma vez que um 
pico foi localizado na função, uma nova busca, a partir de um novo ponto escolhido aleatoriamente, 
é iniciada. Esta tecnica tem como vantagem a simplicidade e funciona bem para funçoes com poucos 
máximos ou mínimos locais. 
5.2 Questões relativas ao problema 
Normahnente existem somente dois componentes principais, na maioria dos AG”s, que são de- 
pendentes do problema: a codiﬁcação e a função de avaliação. 
Considere um problema de otimização de parâmetros onde devemos otimizar um conjunto de 
variáveis qualquer para maximizar algum objetivo tal como lucro, ou minimizar o custo de alguma 
medida de erro. Podemos visualizar tal problema como uma caixa preta com uma série de controles 
de ajuste representando diferentes parâmetros; a única saída da caixa preta é o valor retomado por 
uma função de avaliação indicando o quão bem uma combinação particular de parâmetros resolve o 
problema de otimização. A meta é fixar os vários parâmetros de forma a otimizar a saída. Em termos 
mais tradicionais, deseja-se minimizar (ou maximizar) alguma função F (X 1, X2, ..., X M) [46]. 
A primeira suposição normalmente feita é que as variáveis representando parâmetros podem ser 
representadas por uma seqüência de bits. Isto signiﬁca dizer que as variáveis são discretizadas em um 
momento anterior, e que a faixa de discretização corresponde a alguma potência de 2. Por exemplo, 
lFunções com apenas um pico E
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com 10 bits por parâmetro, obtém-se uma faixa com 1024 valores discretos. Se os parâmetros são 
realmente contínuos então esta discretização não é um problema particular. Isto assume, é claro, que 
a discretização fomece resolução suﬁciente para se fazer o ajuste da saída possível com o nível de 
precisão desejado. 
Se algum parâmetro pode somente ser tomado por um conjunto exato de valores ﬁnitos então 
a questão da codiﬁcação toma-se mais difícil. Por exemplo, o caso de existirem exatamente 1200 
valores discretos que podem ser designados para alguma variável X. Necessita-se de pelo menos 11 
bits para cobrir esta faixa de valores, porém isto codiﬁca para um total de 2048 valores discretos. 
Os 848 valores não necessários podem resultar em nenhuma avaliação, ou alguns parâmetros podem 
ser representados duas vezes de forma que todas as cadeias de caracteres binárias resultem em um 
conjunto legal de valores de parâmetros. A resolução de tais problema de codiﬁcação é normalmente 
considerada ser parte do projeto da função de avaliação. 
Deixado o assunto de codificação a parte, a função de avaliação é normalmente dada como parte 
da descrição do problema. Por outro lado, o desenvolvimento de uma função de avaliação pode, 
algumas vezes, envolver o desenvolvimento de uma simulação. Em outros casos, a avaliação pode 
ser baseada em performance e pode representar somente uma avaliação aproximada ou parcial. Por 
exemplo, considere uma aplicação de controle onde 0 sistema pode ser representado por um número 
exponencialmente grande de estados possíveis. Assume-se que uma AG é usado para otimizar alguma 
fomia de estratégia de controle. Em tais casos, o espaço de estado deve ser amostrado de um modo 
limitado e a avaliação resultante das estratégias de controle é aproximada e ruidosa. 
A função de avaliação deve ser também relativamente rápida. Isto é tipicamente verdade para 
qualquer método de otimização, inclusive AG”s. Uma vez que os AG's trabalham com uma população 
de soluções potenciais, isto incorre o custo da avaliação desta população. Além disso, a população 
é substituída (toda ou em parte) a cada ciclo de geração. Os membros da população reproduzem-se, 
e seus descendentes devem ser avaliados. Se cada avaliação toma uma hora, então é necessário um 
ano para realizar-se 10.000 avaliações. Isto corresponderia a aproximadamente 50 gerações para uma 
população de somente 200 cadeias de caracteres. 
5.3 Princípios Básicos 
Um AG padrão pode ser representado como na Figura 5.1. 
Antes que um AG possa ser executado, uma codificação adequada (ou representação) para o
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problema deve ser formulada. Também exige-se uma ﬁmção de avaliação 2, que designa uma ﬁgu- 
ra de mérito para cada solução codificada. Durante a execução, pais devem ser selecionados para 
reprodução, e recombinados para gerar descendentes. Estes aspectos serão descritos a seguir. 
BEGIN /* algoritmo genético */ 
gerar população inicial 
computar avaliaçao de cada individuo 
WHILE NÔT final DO 
BEGIN /* produzir nova geração */ 
FOR I := O TO tamanho_populaçâo / 2 DO 
BEGIN /* ciclo reprodutivo */ 
selecionar dois indivíduos da geração anterior para reprodução 
recombinar os dois individuos para gerar dois descendentes 
computar avaliação dos dois descendentes 
inserir descendentes na nova geração 
END 
IF população convergiu THEN 
final := TRUE 
END 
END 
Figura 5.1: Um AG tradicional 
5.3.1 Codiﬁcação 
Assume-se que uma solução potencial para um problema possa ser representada como um con- 
junto de parâmetros (por exemplo, as dimensões das vigas em um projeto de uma ponte). Estes 
parâmetros, conhecidos como gerzes, são unidos para formar um cadeia de caracteres, conhecidos 
como crom.0.s'.s°0mo.s'. Por exemplo, se o nosso problema é maximizar uma função de três variáveis, 
F (zr, y, z), podemos representar cada variável por um número binário de 10 bits. Nosso cromossomo 
possuiria, então, três genes, consistindo de 30 dígitos binários. 
2Na literatura, existe um certo desencontro em termos de nomenclatura com relação a função que retorna a avaliação 
numérica de cada solução, e o seu valor relativo. Alguns autores chamam aquela função de ﬁtness function [3]. Estes 
mesmos autores deﬁnem que o número de tentativas de reprodução de um indivíduo em uma geração é baseado no seu 
ﬁtness relativo, que é calculado a partir da função de ﬁtness do indivíduo e da média de ﬁtness da população. Outros 
autores já deﬁnem como função de avaliação numérica de uma solução uma evaluation function deixando para o valor 
relativo de um indivíduo a designação de ﬁtness function [46]. Aqui usaremos para o primeiro caso, função de avaliação 
e no segundo caso avaliação relativa.
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Em termos genéticos, o conjunto de parâmetros representados por um cromossomo particular é 
denominado genótipo. O genótipo contém a informação exigida para construir. um organismo é que 
é denominado fenótipo. Os mesmos termos são usados em AG. Por exemplo, na tarefa de construção 
de uma ponte, o conjunto de parâmetros especiﬁcando um projeto particular é o genótipo, enquanto a 
construção ﬁnalizada é ofenótípo. A avaliação de um individuo depende da performance do fenótipo. 
Isto, em geral, pode ser deduzido a partir do genótipo -isto é, pode ser computado a partir do cromos- 
somo, usando a função de avaliação. Em alguns casos é necessária uma simulação onde o fenótipo 
pode ser avaliado em relaçao ao seu comportamento. 
5.3.2 Função de Avaliação 
Uma funçao de avaliaçao deve ser formulada para cada problema a ser resolvido. Dado um 
cromossomo particular, a função de avaliação retoma um valor numérico simples, que é proporcional 
a “utilidade” ou “habilidade” do indivíduo que aquele cromossomo representa. 
5.3.3 Reprodução 
Durante a fase reprodutiva do AG, indivíduos são selecionados da população e recombinados, pro- 
duzindo descendentes que compreenderão a próxima geração. Pais são selecionados aleatoriamente a 
partir da população atual usando um esquema que favorece os indivíduos mais aptos. Bons indivíduos 
provavelmente serão selecionados várias vezes em uma geração, enquanto os indivíduos menos aptos 
podem nem ser selecionados.
A 
Uma vez selecionados dois pais. seus cromossomos são recombinados, usando os mecanismos de 
crossover e mutação. As formas mais básicas se apresentam assim: 
Crossover - toma dois indivíduos, e corta seus cromossomos em alguma posição aleatória, produ- 
zindo dois segmentos em cada um dos cromossomos. O primeiro “pedaço” de cada cromos- 
somo mantém-se, enquanto o segundo pedaço é trocado, gerando dois novos indivíduos, como 
mostrado na ﬁgura 5.2. Os dois descendentes herdam cada um alguns genes dos pais. Este é 
conhecido como crossover de ponto sifnples. Algumas variações são permitidas. 
O crossover não é necessariamente aplicado a todos os pares que foram selecionados para 
reprodução. Uma escolha aleatória é feita, onde a probabilidade do crossover ocorrer varia 
normalmente entre 0.6 e 1.0. Se o crossover não ocorre , os descendentes são produzidos ape- 
nas pela duplicação dos pais.
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Mutação - é aplicada a cada descendente individualmente logo após ao crossover. Aleatoriamente 
altera-se cada gene com uma pequena probabilidade (nomialmente de 0.001). A ﬁgura 5.2 
apresenta o quinto gene de um cromossomo sofrendo mutação. ' 
A visão tradicional diz que o crossover é a mais importante das duas técnicas uma vez que rapi- 
damente explora um espaço de busca. Já a mutação abrange uma pequena área no espaço de busca, 
e ajuda a garantir que nenhum ponto tem probabilidade zero de ser examinado, além de evitar con- 
vergência para máximos (ou mínimos) locais. 
Crossover 
Ponto de Crossover Ponto de Crossover 
. 1 i 
Paàs 1010001110 001101001 
Filhos 1010010010 001100111' 
Mutação 
Ponto de Mutação 
Filho 1010010010 
Filho modificado 1 0 10 1 1 0 0 1 0 
Figura 5.2: Formas de reprodução 
5.3.4 Convergência 
Se o AG foi corretamente implementado, a população evoluirá através de sucessivas gerações de 
fomia que a avaliação do melhor indivíduo e a média da população crescerá em direção ao ótimo 
global. Convergência é a progressão em direção crescente uniforme. Um gene é dito ter convergido 
quando tipicamente 95% da população compartilha o mesmo valor. A população é dita ter convergido 
quando todos os genes convergiram. 
5.4 A teoria por trás dos AG”s 
A questão que a maioria das pessoas novas no campo dos AG°s faria neste ponto é porque eles fun- 
cionam. Por que deve-se acreditar que eles nos levarão a um resultado de forma efetiva em problemas
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de busca ou otimização? 
A resposta mais aceita para explicar o comportamento computacional dos AG”s vem de [27]. 
Neste clássico livro de 1975, Holland desenvolveu vários argumentos projetados para explicar como 
um “plano genético” ou “algoritmo genético” pode resultar em uma busca complexa e robusta pela 
amostragem implícita das partições de um hiperplano de um espaço de busca. 
Talvez o melhor modo de compreender como um AG amostra partições de um hiperplano é con- 
siderar um simples espaço 3-dimensional, como na ﬁgura 5.3. Assume-se que temos um problema 
codiﬁcado com apenas 3 bits; isto pode ser representado com um simples cubo com a cadeia de bits 
000 na origem. Os cantos deste cubo são numerados por cadeias de bits e todos os cantos adjacentes 
são etiquetados por cadeias que diferem por exatamente 1 bit. Um exemplo é dado na parte superior 
esquerda da ﬁgura 5.3. O plano frontal do cubo contém todos os pontos que começam com 0. Se o 
símbolo “*” é usado com um “tanto faz”, então este plano pode ser representado pela cadeia de carac- 
teres especial 0**. As cadeias que contêm * são referenciadas como um conjunto de blocos (do inglês 
“schemata”); cada bloco (do inglês “schen1a”) corresponde a um hiperplano no espaço de busca. A 
ordem de um hiperplano refere-se ao número de bits de valores reais que aparecem no bloco. Assim, 
1** é de ordem 1, enquanto 1**1******0** seria de ordem 3. 
A parte inferior da ﬁgura 5.3 ilustra um espaço 4-dimensional representado por um cubo suspenso 
dentro de outro. Os pontos são etiquetados como apresentado a seguir. Etiqueta-se os pontos no cubo 
interior e no cubo exterior exatamente como feito no espaço 3-dimensional da ﬁgura superior. A 
seguir, preﬁxa-se cada cadeia do cubo interior com o bit 1 e cada cadeia do cubo exterior com o bit 
0. Isto cria uma designação para os pontos no hiperespaço que dá aos pontos adjacentes a diferença 
de apenas 1 bit entre as cadeias. O cubo interior agora corresponde ao hiperplano 1*** enquanto o 
cubo exterior corresponde ao hiperplano 0***. É fácil também visualizar que *0** corresponde ao 
subconjunto de pontos que correspondem aos planos frontais dos cubos. O hiperplano de ordem 2 
10** corresponde ao plano frontal do cubo interior. 
Uma cadeia de bits iguala um certo conjunto de blocos se esta cadeia pode ser construída a partir 
deste conjunto de blocos recolocando no local onde encontram-se os símbolos os devidos valores 
de bits. Em geral, todas as cadeias que igualam um conjunto de blocos em particular estão contidas na 
partição de hiperplano representado por aquele conjunto particular. Cada codiﬁcação é um cromos- 
somo que corresponde a um canto no hipercubo e é membro de 2L - 1 hiperplanos diferentes, onde 
L é o comprimento da codiﬁcação binária. (A cadeia onde todos os bits são * corresponde ao próprio 
espaço e assim não pode ser considerado como partição do próprio espaço [27]). Em outras palavras,
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Figura 5.3: Um cubo 3-dimensional e um hipercubo 4-dimensional. Nem todos os pontos são etique- 
tados no hipercubo 4-D. 
existem L posições na cadeias de bits e cada posição pode ser ou um valor ou o símbolo 
É também relativamente fácil ver que 3L - 1 partições de hiperplano podem ser deﬁnidas através 
do espaço de busca inteiro. Para cada uma das L posições na cadeia podemos ter os valores *, 1, ou 
O que resultam em 3L combinações. 
Aﬁrmar que cada cadeia é membro de 21' - 1 partições de hiperplano não fornece muita 
informação se cada ponto no espaço de busca é examinado de forma isolada. Por isto é que a noção de 
uma busca baseada em população é crítica para os AG's. Um população de pontos de amostra fornece 
infommação sobre numerosos hiperplanos; além disso, hiperplanos de baixa ordem devem ser amos- 
trados por numerosos pontos na população. Um ponto chave do paralelismo implícito ou intrín.s'eco 
dos AG's é derivado do fato que muitos hiperplanos são amostrados quando uma população de ca- 
deia binárias é avaliada; de fato, pode ser argunientado que mais hiperplanos são amostrados que o 
número de cadeias contidas na população [27]. Vários hiperplanos diferentes são avaliados de fonna 
implicitamente paralela a cada vez que uma simples cadeia é avaliada; mas é o efeito acumulativo da 
avaliação de uma população de pontos que fornece informação estatística sobre qualquer subconjunto
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de hiperplanos. 
Paralelismo implícito implica que muitas competições de hiperplanos são simultaneamente resol- 
vidas em paralelo. A teoria sugere que através do processo de reprodução e recombinação, o conjunto 
de blocos de hiperplanos em competição aumenta ou decrementa sua representação na população 
de acordo com a avaliação relativa das cadeias posicionadas naquelas partições de hiperplano. Uma 
vez que os AG's operam em populações de soluções, pode-se descobrir a representação proporcional 
de um simples bloco representando um hiperplano especíﬁco em uma população e indicar se aquele 
hiperplano aumentará ou decrementará sua representação na população através do tempo quando a 
seleção baseada em avaliação é combinada com crossover para produzir descendentes a partir das 
cadeias existentes na população. 
5.5 Aplicabilidade dos AG's 
Assumindo que a interação entre parâmetros é não linear, o tamanho do espaço de busca está 
relacionado ao número de bits usados na codiﬁcaçao do problema. Para uma cadeia de caracteres 
binária codiﬁcada com comprimento L, o tamanho do espaço de busca é 21* e forma um hipercubo. O 
AG amostra os cantos deste hipercubo L-dimensional. 
Considere inicialmente uma função qualquer codiﬁcada com 30 bits. Qualquer coisa menor que 
isso representa um espaço que pode ser enumerado. É claro, a expressão 2L cresce exponencialmente 
com relação a L. Assim, considere um problema com uma codiﬁcação de 400 bits. Qual seria o 
tamanho deste espaço de busca ? Um livro clássico introdutório em IA dá uma caracterização de 
um espaço de busca deste tamanho [47]. Winston afirma que 2400 é uma boa aproximação para o 
tamanho efetivo do espaço de busca das possíveis conﬁgurações de um tabuleiro de xadrez. Ele 
chegou a este resultado assumindo um fator de enraizamento (do inglês “branching factor”) de 16 
para cada movimento possível e assumindo também que um jogo é feito de 100 movimentos, ou seja, 
16100 = (24)1°° = 2490. Winston declara que este é um número “ridiculamente” grande. Para se 
ter uma noção do tamanho deste número, se todos os átomos no universo computassem movimentos 
de xadrez a taxa de picosegundos desde o big bang (se este realmente ocorreu), hoje a análise estaria 
apenas começando. 
A questão é que enquanto as “boas soluções” para um problema estiverem esparsas com relação 
ao espaço de busca, uma busca aleatória ou uma busca por enumeração de um grande espaço de busca 
não será uma forma prática de resolver o problema. Por outro lado, qualquer outra busca diferente 
de um busca aleatória impõe algum viés em termos de como procura-se por melhores soluções e
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onde procura-se no espaço cle busca. Os AG°s realmente introduzem um viés particular em termos 
de quais novos pontos serão amostrados no espaço de busca. Não obstante, um AG pertence a classe 
de métodos conhecidos como métodos fracos na comunidade de IA uma vez que um AG faz poucas 
considerações sobre o problema que ele está resolvendo.
A 
É claro existem muitos métodos de otimização já desenvolvidos pela matemática. Qual o papel 
que os AG's executam como uma ferramenta de otimização? Eles são muitas vezes descritos como 
um método de busca global que não usa informação de gradiente. Assim, funções não diferenciáveis 
bem como funções com múltiplos ótimos locais representam classes de problemas aos quais os AG”s 
podem ser aplicados. Os AG's, como um método fraco, são muito robustos. Se existe um bom método 
de otimização especializado para um problema especíﬁco, então AG pode não ser a melhor ferramenta 
para esta aplicação. Por outro lado, alguns pesquisadores, trabalham com algoritmos híbridos que 
combinam os métodos existentes com AG's.
Capítulo 6 
Controladores N ebulosos 
6.1 Introdução 
Convencionou-se chamar de incerteza na literatura de sistemas baseados em conhecimento, os 
problemas ligados a imperfeiçao da infomiaçao. No entanto, o temio incerteza é um tanto restritivo 
uma vez que uma infomiação incerta, pode estar tratando de alguma outra imperfeição da informação, 
como imprecisão, conﬂito, ignorância parcial, etc . .. 
Para exemplificar algumas variações em tomo de um termo incerto, usaremos como exemplo a 
informaçao sobre o horário de início de um ﬁlme. Dentre as respostas podemos citar [8]: 
0 Informação perfeita: O ﬁlme começa às 8h 15min. 
0 Infomiação imprecisa: O ﬁlme começa entre 8h e 9h. 
0 Informação incerta: Eu acho que o ﬁlme começa às 8h (mas não tenho certeza). 
0 Informação vaga: O ﬁlme começa lá pelas 8h. 
0 Informação probabilista: É provável que o ﬁlme comece às 8h. 
0 Informação possibilista: É possível que o ﬁlme comece às 8h. 
0 Informação inconsistente: Maria disse que o ﬁlme começa às 8h, mas João disse que ele começa 
às 10h. 
0 Infomiação incompleta: Eu não sei a que horas começa o ﬁlme, mas usualmente os ﬁlmes neste 
cinema começam às 8h.
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z Ignorância total: Eu não faço a menor idéia do horário do ﬁlme. 
Como podemos observar, somos levados a tratar com todo o tipo de informação, desde absoluta- 
mente precisa, a completamente imperfeita e vaga. E mesmo assim, o ser humano é capaz de tomar 
decisões baseado nestes tipos de dados. O desaﬁo aqui, é codiﬁcar esta informação em temios com- 
putacionais a partir de um modelo de representação de incerteza, para que um sistema baseado em 
conhecimento tome uma decisão sensata. 
Assim, para cada um dos tipos de infomiação descrito acima, existe um modelo formal conhecido 
de tratamento. Além disso, encontramos na literatura implementações, formais ou “ad hoc”, para 
cada um desses modelos. A infomiação de conotação probabilista pode ser tratada pela teoria das 
probabilidades ou pela teoria da evidência (também conhecida como Dempster-Shafer); a informação 
possibilista pode ser tratada pela teorias das probabilidades, possibilidades ou evidência, ou por mo- 
delos “ad hoc”. As informações inconsistentes e aquelas que chamamos, um pouco impropriamente, 
incompletas, podem ser tratadas por lógicas não clássicas. Para um breve descrição de cada um desse 
modelos, consulte [8]. 
Neste capítulo estamos interessados no modelo nebuloso, que lida com a informação do tipo 
vaga e/ou imprecisa, o qual tem como alicerce a teoria dos conjuntos nebulosos, que pode ser vista 
como uma generalização da teoria dos conjuntos clássicos. A teoria dos conjuntos nebulosos, quando 
utilizada em um contexto lógico, como o de sistemas baseados em conhecimento, é conhecida como 
lógica nebulosa ou lógica difusa (do inglês “fuzzy logic”). 
A lógica nebulosa é uma das tecnologias atuais mais bem sucedidas para o desenvolvimento de 
sistemas para controlar processos soﬁstícados. Com sua utilização, requerimentos complexos podem 
ser implementados em controladores simples, de fácil manutenção e baixo custo. O uso de siste- 
mas construídos desta maneira, chamados de controladores nebul0.s'0.s', é especialmente interessante 
quando o modelo matemático está sujeito a incertezas. 
Um controlador nebuloso é um sistema nebuloso a base de regras, composto de um conjunto de 
regras de produção do tipo Se < premissa > Então < conclusão >, que definem ações de controle 
em função de diversas faixas de valores que as variáveis de estado do problema podem assumir. Estas 
faixas (usualmente mal deﬁnidas) de valores são modeladas por conjuntos nebulosos e denominados 
de temios lingüísticos. No UFSC-Team, os controladores nebulosos são utilizados para implementar 
os comportamentos reativos do agente, ou seja, os fundamentos necessários para jogar futebol. Para 
citar alguns dos controladores, temos: kick_to_g0a.l, drive_t0_goal, catch, entre outros.
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Figura 6.1: Conjunto nebuloso A E “alto” 
6.2 Conjuntos Nebulosos 
A teoria dos conjuntos nebulo.s'o.s' é o modelo mais tradicional para 0 tratamento da informação 
imprecisa e vaga. Este modelo, introduzido em [48], tem por objetivo permitir graduações na per- 
tinência de um elemento a uma dada classe, ou seja, de possibilitar a um elemento de pertencer com 
maior ou menor intensidade àquela classe. Basicamente, isso se faz quando o grau de pertinência de 
um elemento ao conjunto, que na teoria dos conjuntos “clássica” assume apenas os valores 0 ou 1, 
passa a ser dado por um valor no intervalo dos números reais [O, 1]. Para uma descrição detalhada 
desta teoria, ver [19] e [20], e para uma descrição mais sucinta, ver [9]. 
Dado um universo de discurso X, um subconjunto nebuloso A de X é deﬁnido por uma função de 
pertinência que associa a cada elemento x de X o grau ¡iA (rc), compreendido entre 0 e 1, com o qual 
x pertence a A [48]: 
¡,tA : X -› [O, 1] 
Exemplo: Suponhamos que queiramos modelar o conceito “alto”. Usualmente, podemos dizer com 
certeza que uma pessoa que mede mais de 1, 75m é alta, e que ela não é alta se tiver menos de 1,60m. 
J á uma pessoa que mede entre 1, 60m e 1, 75m será considerada tanto mais alta quanto mais sua 
altura esteja próxima de 1, 75m. Então podemos modelar o conceito “alto” pelo conjunto nebuloso A, 
deﬁnido no intervalo de 0, 5m a 2, 5m, dado por: ' 
1 z > 1,75m 
/mw) = 0 fz < 1,õom
_ 
lgílg 1,õom 5 z 5 msm 
A ﬁgura 6.1 ilustra o conjunto nebuloso “alto”. 
Na teoria dos conjuntos nebulosos, a negação n : [0, 1] -› [O, 1] é implementada por uma famﬂia
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Tabela 6.1: Principais T-normas e T-conormas duais 
] 
T-norma T-conorrna 
r Nome 
mz`n(:c, y) ma:1:(:z:,y) Zadeh 
às - y as + y - xy Probabilista 
maz(:c + y - 1, 0) m'in(a: + y, 1) Lukasiewicz 
'r+(l-'r)a]ä+y-wy) x+y1_-mà/:Êr1);g)xy Hamacher (7 > 0) 
x, sey = 1 x, sey = O Weber 
y,sex=1 y,se:v=0` 
Osenão lsenão 
de operadores, sendo que o mais comumente utilizado é dado por n(a:) = 1 - 11:. Ou seja, se A 
representa a negação de A no universo Y, então utilizando a negação n temos ,uz-(fz) : 1 - ,uA(:c). 
Nesta teoria, a intersecção é implementada por uma família de operações - chamadas T-normas ~ 
e a união é implementada por outra família de operações - chamadas T-con,0rm.a.s [20]. O conjunto das 
T-normas e T-cononnas formam as normas trían.gulares. Cada norma triangular u : [0, 1] × [O, 1] -› 
[0, 1] veriﬁca, para todos os x, y, z em [0, 1], as propriedades abaixo: 
(i) Comutatividade: 1/(at, y) = 1/(y, x) 
(ii) Associatividade: 1/(:1:,1/(y,z)) = 1/(1/(a:,y),z) 
(iii) Monotonicidade: se x 5 z e y 5 t, então 1/(rc, y) 5 1/(z,t) 
Além disso, cada T-norma T veriﬁca a propriedade: 
(iv) T(x, 1) = :B (elemento neutro 1), 
e cada T-conorma 1 veriﬁca a propriedade: 
(v) J_(:zt, 0) = as (elemento neutro O). 
Uma T-norma T e uma T-conorma J_ são duais em relação a uma operação de negação n se elas 
satisfazem as relações de De Morgan, isto é, se n(T(A,B)) = _L(n(A),n(B)) e n(1(A,B)) = 
T(n(A), n(B)). As T-normas e T-conomias duais, em relação à operação de negação 1 - x, mais 
utilizadas são apresentadas no quadro 6.1. 
Os operadores de implicação I : [0, 1] × [0, 1] -› [0, 1] são usados para modelar regras de 
inferência do tipo “Se <premi.s'.sja> Então <corzclusão>”. Seja oz o grau de compatibilidade entre
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Tabela 6.2: Principais operadores de implicação 
F' 
j 
Implicação Nome
| 
E 
ma:z:(1 - 11:, y) Kleene 
I 
mz'n(1 - rc + y, 1) ukasiewicz 
1, se z 5 y Gödel 
y, se não 
mz'n(z, y) Mandani 
Í 
fc - y Larsen 
as condições estabelecidas na premissa e os valores encontrados na realidade e C, deﬁnido em Z, 
o conjunto nebuloso presente na conclusão da regra. Então, para veriﬁcarmos o grau com que a 
premissa implica a conclusão, dados os valores encontrados na realidade, veriﬁcaremos o quanto a 
implica ,u(;(z), veriﬁcando I (oz, ,uC(z)) para todo z E Z. O quadro 6.2 traz as principais operações 
de implicação encontradas na literatura. 
6.3 Controladores Nebulosos 
A utilização mais signiﬁcativa da teoria dos conjuntos nebulosos em sistemas baseados em conhe- 
cimento são os controladores nebulosos [34], [18]. Um controlador nebuloso pode ser visto como um 
sistema especialista simpliﬁcado, onde a conseqüência de uma regra não é aplicada como antecedente 
de outra. Isto porque as ações de controle são baseadas em um único nível de inferência. As regras 
de controle nebuloso são usuahnente do tipo 
Rj:SexléA1¡e-~-e:c,,éAn¡entãoyéB¡. 
onde os A,-j e Bj são conjuntos nebulosos, e a implicação é implementada como uma função de 
implicação nebulosa. Em cada ciclo do processo, os valores das variáveis xi são medidos e então 
comparados aos conjuntos nebulosos AU nas regras, gerando uma medida da adequação dos valores 
medidos à premissa da regra (utilizando uma T-nomia para implementar o conectivo “e” na premissa 
das regras). A implicação então utiliza esta medida de adequação e o conjunto nebuloso Bj na con- 
clusão para obter um valor Bá- para a variável de controle, em relação àquela regra. Os valores B5- 
são então agregados em uma única ação de controle C, utilizando uma T-nonna ou T~conorma. Em 
alguns controladores os B; e C são nebulosos, e então é necessário se determinar um valor preciso 
para a variável de controle, a partir de C.
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Figura 6.2: Representação da variável lingüística velocidade 
Ao contrário dos controladores convencionais em que o algoritmo de controle é descrito anali- 
ticamente por equações algébricas ou diferenciais, através de um modelo matemático, em controle 
nebuloso utilizam-se de regras lógicas no algoritmo de controle, com a intenção de descrever numa 
rotina a experiência humana, intuição e heurística para controlar um processo [48]. 
Uma variável lirzgíiística pode ser deﬁnida por uma quádmpla (X, Q,T(X), M), onde X é o 
nome da variável, Q é o universo de discurso de X, T(X) é um conjunto de nomes para valores de X, 
e M é uma função que associa uma função de pertinência a cada elemento de T(X Chamamos de 
termos lingi¿zÍs'tic0.s', indistintamente, tanto os elementos de T(X) quanto suas funções de pertinência 
[41]. X 
` A ﬁgura 6.2 exempliﬁca a variável lingüística velocidade em termos nebulosos dados por 
{Negativa Alta, Negativa Baixa, Zero, Positi va Baixa, Positiva Alta}. 
O grau com que um valor rn* em Q satisfaz o termo lingüístico A é a pertinência de rc* em A, dada 
por ,uA (x*).
_ 
Os controladores nebulosos são robustos e de grande adaptabilidade, incorporando conhecimento 
que outros sistemas nem sempre conseguem acomodar. Também são versáteis, principalmente quando 
o modelo físico é complexo e de difícil representação matemática. 
Na sua maioria, os controladores nebulosos encontram aplicações em sistemas não-lineares, sen- 
do até mesmo capaz de adaptar-se a plantas com elevado nível de ruído e sujeitas a perturbações. 
Conseguem, mesmo em sistemas onde existe algum grau de incerteza, agregar uma robustez carac- 
terística. Porém, existem diﬁculdades em provar-se algumas características de robustez neste tipo de 
abordagem.
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Figura 6.3: Estrutura de um Controlador Nebuloso 
A ﬁgura 6.3 apresenta a estrutura básica de um controlador nebuloso apresentando seus módulos 
principais. Algumas variações são encontradas na Literatura que adaptam-se segundo as necessidades 
do projeto, no entanto o modelo apresentado é suﬁciente para fornecer a idéia do ﬂuxo de informação 
normal dentro do controlador. 
6.3.1 Interface de “Fuziﬁcação 
A interface de “]°uziﬁcação“ faz a identiﬁcação dos valores das variáveis de entrada, as quais 
caracterizam o estado do sistema (variáveis de estado), e as normaliza em um universo de discur- 
so padronizado. Estes valores são então “.fuziﬁcados”, de forma que possam ser instanciados em 
variáveis lingüísticas. 
6.3.2 Base de Conhecimento 
A base de cor:/zecimenm, assim com em qualquer sistema baseado em conhecimento, é formado 
por uma base de regras e uma base de dados, que caracteriza a estratégia de controle aplicada bem 
como seus objetivos.
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Na base de dados ﬁcam amiazenadas as deﬁnições sobre discretização e normalização dos uni- 
versos de discurso, e as deﬁnições das funções de pertinência dos termos nebulosos.
' 
A base de regras é formada por estruturas do tipo 
Se <premissa> Então <conclusão> 
como por exemplo: 
Se Erro e Grande e AErro é Posin'vo Então Velocidade e' Positiva. Pequena 
Um procedimento de inferência avalia os dados de entrada baseado nas regras da base de conheci- 
mento inferindo ações de controle segundo o estado do sistema, aplicando o operador de implicação, 
de acordo com um dos procedimentos de inferência existentes na literatura [1 11. 
É importante que exista um total mapeamento das combinações possíveis para os valores das va- 
riáveis de entrada construindo tantas regras quanto forem necessárias garantindo uma base completa, 
ou seja, garantir que sempre exista ao menos uma regra a ser disparada para qualquer entrada. É vital 
também garantir a consistência da base de regras, evitando contradições e interações entre elas. 
6.3.3 Procedimento de Inferência 
Um controlador nebuloso pode ser visto como um sistema especialista onde a conseqüência de 
uma regra não é aplicada como antecedente de outra [18]. Assim, o processo de inferência consiste 
em [4l]: ›
_ 
1. Veriﬁcação do grau de compatibilidade entre os fatos e as cláusulas nas premissas das regras; 
2. Determinação do grau de compatibilidade global da premissa de cada regra; 
3. Determinação do valor da conclusão, em função do grau de compatibilidade da regra com os 
dados e a ação de controle constante na conclusão (precisa ou não); 
4. Agregação dos valores obtidos como conclusão nas várias regras, obtendo-se uma ação de 
controle global. 
Pode-se dividir os modelos de controladores nebulosos encontrados na literaturas em modelos 
clássicos, compreendendo o modelo de Mandani e o de Larsen, e os modelos de interpolação, com- 
preendendo 0 modelo de Takagi-Sugeno e o de Tsukamoto [18] [34].
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Os modelos diferem quanto à representação dos temios da premissa, quanto a representação das 
ações de controle e quanto aos operadores utilizados para implementação do controlador. ~ 
Nos modelos clássicos, a conclusão de cada regra especiﬁca um termo nebuloso dentre um con- 
junto ﬁxo de termos (geralmente em número menor que o número de regras). Estes temios são 
usualmente conjuntos nebulosos convexos como triângulos, funções em fomia de sino e trapézios. 
Dado um conjunto de valores para as variáveis de estado, o sistema obtém um conjunto nebuloso 
(muitas vezes sub-normalizado), como o valor da variável de controle. Este conjunto nebuloso re- 
presenta uma ordenação no conjunto de ações de controle aceitáveis naquele momento. Finalmente, 
uma ação de controle global é selecionada dentre aquelas aceitáveis em um processo conhecido como 
defuziﬁcação.
_ 
Nos modelos de interpolação, cada conclusão é dada através de uma função estritamente mo- 
notônica, normalmente diferente para cada regra. No modelo Takagi-Sugeno, a função é uma 
combinação linear das entradas, tendo como parâmetros um conjunto de constantes. No esquema 
de Tsukamoto, a função é geralmente não linear, tendo como domínio os possíveis graus de compati- 
bilidade entre cada premissa e as entradas. 
Em ambos os esquemas, obtém-se, para cada regra, um único valor para a variável de controle. 
Finalmente, uma ação de controle global é obtida fazendo-se uma média ponderada dos valores indi- 
viduais obtidos (os pesos são dados pelo próprio grau de compatibilidade entre a premissa da regra e 
as entradas, normalizadas). 
6.3.4 Interface de “Defuziﬁcação” 
No conjuntos nebulosos clássicos, a interface de “defuziﬁcação”é utilizada para obter uma única 
ação de controle precisa. O procedimento compreende a identiﬁcação do domínio das variáveis de 
saída num correspondente universo de discurso e com a ação de controle nebulosa inferida evolui-se 
uma açao de controle nao nebulosa. 
Dentre os métodos de '“desfuziﬁcação”' mais utilizados estão: 
' 
l. Primeiro Máximo (SOM): Encontra o valor de saída através do ponto em que o grau de per- 
tinência da distribuição da ação de controle atinge o primeiro valor máximo; 
2. Método da Média dos Máximos (MOM): Encontra o ponto médio entre os valores que têm o 
maior grau de pertinência inferido pelas regras; 
3. Método do Centro de Área (COA): O valor da saída é o centro de gravidade da função de
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distribuição de possibilidade da ação de controle. 
O método deve ser escolhido seguindo critérios que devem levar em consideração as carac- 
terísticas do processo controlado e o comportamento de controle necessário. Para citar um exem- 
plo, os métodos dos últimos máximos ou média dos máximos, cujo efeito se assemelham ao de um 
controlador “bang-bang”, podem conduzir à ações de controle inadequadas (solavancos) ao modo de 
operação e assim, causar danos de ordem prática em equipamentos como atuadores. 
Estes não são os únicos métodos existentes na literatura, mas a diferença com relação aos apre- 
sentados dá-se com relação a velocidade e eﬁciência, características que devem ser analisadas em 
conjunto com os requisitos de projeto. 
Uma vez que os controladores nebulosos do tipo interpolação já apresentam diretamente os va- 
lores precisos para as entradas do processo controlado, estes não necessitam de um interface de 
“desfuziﬁcação”.
Capítulo 7 
O Agente UFSC-Team 
7.1 Introdução 
Em sua primeira participação na liga de simuladores da RoboCup 98, o UFSC-Team apresen- 
tou uma arquitetura multiagente cognitiva concorrente [16]. A idéia era implementar percepção, 
ação, comunicação, cooperação, planejamento e tomada de decisão explorando a abordagem de 
programação concorrente [l]. 
Esta primeira arquitetura concorrente era baseada em três processos: Interface, Coordinator e 
Expert. O processo Interface foi projetado para manipular percepção e ação. Como já apresentado 
no Capítulo 3, a interação ambiente/agente é suportada pelo Soccerserver, consistindo de trocas de 
mensagens usando um canal Inet Domain Socket. A informação de percepção é recebida e os coman- 
dos de ação são enviados através deste canal. A função do processo Interface era apenas traduzir as 
informações de percepção e comunicação para a linguagem Parla [13] (a linguagem de comunicação 
de agentes usada pelos agentes do UFSC-Team) e expressões da linguagem Parla para comandos do 
Soccerserver. 
O processo Coordinator era responsável pela comunicação do agente e por começar e conduzir 
0 processo de cooperação. De acordo com a arquitetura original proposta no ambiente Expert-Coop 
[15], este processo seria responsável pelo gerenciamento da comunicação interprocessos, isto é, ele 
receberia diretamente as mensagens enviadas pelos outros agentes e as manipularia. Porém, de acordo 
com as regras da liga de simuladores da RoboCup, toda a comunicação interagentes deve ser feita pelo 
Soccerserver. Devido a isto, a comunicação interprocessos e a informação de percepção são todas 
recebidas através do mesmo socket. Sendo assim, nesta implementação, o processo Interface também 
recebia as mensagens interagentes e as repassava para serem manipuladas pelo processo Coordinator,
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Figura 7.1: Arquitetura Concorrente 
juntamente com a informação de percepção e as mensagens do juiz. 
Finalmente, o processo Expert era responsável pelo planejamento e tomada de decisão. Este, 
possuia um sistema baseado em conhecimento encapsulado onde a infomiaçao de percepçao, as men 
sagens do juiz e de outros agentes do UFSC-Team eram armazenadas e usadas para inferir decisões, 
de acordo com as regras do sistema baseado em conhecimento. Estes três processos comunicavam 
entre si por troca de mensagens usando sockets dentro do domínio Unix, como mostrado na ﬁgura 
7.1. 
A primeira implementação, com uma abordagem por decisão centralizada, apresentou alguns 
problemas com relação a sincronização agente/ambiente e o tempo de resposta era considerado muito 
alto. De fato, as melhores respostas tempo-real apresentadas pela arquitetura do agente estavam en- 
tre 70 e 80ms, mesmo usando raciocínio baseado em caso (do inglês “Case-Based Reasoning”) para 
dividir o conhecimento em diferentes pacotes. Além disto, o sistema baseado em conhecimento res- 
ponsável pelas decisões tomou-se muito complexo, um vez que incluía regras para tratar informação 
de alto nível, como que tipo de jogada coletiva deve ser escolhida em uma dada situação, até baixo 
nível, do tipo qual valor para potência de arranque ou que valor para potência de chute devem ser 
escolhidos. 7 
Para resolver estes problemas, a arquitetura' de agente usada no UFSC-Team migrou de uma abor- 
dagem concorrente com tomada de decisão centralizada, para uma arquitetura de agente autônomo, 
inspirada na arquitetura proposta em [7], com três níveis de decisão - reativo, instintivo e cognitivo - 
implementados de forma concorrente, como mostrado na ﬁgura 7.2. O modelo concorrente manteve- 
se com os mesmos três processos: Interface, Coordinator e Expert. Porém agora, cada um destes 
processos encapsula um motor de inferência diferente e e responsável por um dos três níveis de de-
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cisao. Tanto a primeira implementação como a atual foram escritas em linguagem de programação 
C-1+ e integram uma implementação parcial do ambiente para desenvolvimento de sistemas multia- 
gentes cognitivos sob restrições tempo-real chamado Expert-Coop-H-. 
O motor de inferência do nível reativo é implementado no processo Inte/face e é responsável 
pela resposta tempo real do agente, isto é, por receber a informação de percepção do Soccerserver 
e por enviar os comandos de ação apropriados para ele. Este processo consiste de um conjunto de 
controladores nebulosos. Em um dado momento, somente um controlador está ativo e ele decide que 
comandos devem ser enviados para o Soccerserver, juntamente com seus respectivos valores. Esta es- 
colha é baseada na informação recebida do Soccersenfer e é detemiinada pelas regras do controlador 
nebuloso ativo. Cada um dos controladores nebulosos disponíveis no agente representa um compor- 
tamento específico e tem algumas condições associadas que especiﬁcam as situações em que ele é 
efetivo. 
O motor de inferência do nível instintivo é implementado no processo Coordinator e é responsável 
por atualizar as variáveis simbólicas usadas pelo nível cognitivo e por escolher os comportamento ade- 
quados, isto é, os controladores nebulosos adequados, que devem ser usados no nível reativo a ﬁm 
de alcançar uma dada meta. Uma meta pode ser alcançada por uma seqüência de comportamentos 
reativos que levam o agente a uma situação intencionada. A escolha desta seqüência de comporta- 
mentos é implementada através de um sistema especialista de um ciclo de inferência que escolhe, a 
cada vez que o estado da partida muda, o comportamento reativo mais adequado. Cada estado do jogo 
é deﬁnido por um conjunto de condições que são monitoradas pelo nível instintivo. Estas condições 
referem-se a percepção e as mensagens do juiz, e são usadas na condição das regras, analogamente
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ao nível reativo. Mas no nível instintivo, a conclusão das regras são simbólicas e são usadas ou pa- 
ra atualizar a informação simbólica usada no nível cognitivo, ou para selecionar um comportamento 
reativo. A cada momento, 0 comportamento escolhido deve executar ações no sentido de alcançar 
a meta deﬁnida e deve ter suas condições associadas satisfeitas pelo estado do jogo. Uma vez que 
um comportamento é escolhido, o nível instintivo mantém-se monitorando as condições associadas 
a este comportamento e, se alguma delas não é mais satisfeita, ele usa suas regras para inferir um 
novo comportamento. Se isto é impossível, a meta falha e uma nova meta deve ser especiﬁcada pelo 
nível cognitivo. O nível instintivo também manipula as mensagens enviadas pelo juiz informando 
uma mudança no “status” do jogo. Estas mudanças são tratadas analogamente às mudanças no estado 
do jogo, ou seja, elas também detemiinam ao nível instintivo a escolha de um novo comportamento 
apropriado. 
Finalmente, o motor de inferência do nível cognitivo é implementado no processo Expert, e é res- 
ponsável por determinar as metas locais e globais do agente. O nível cognitivo não tem uma atuação 
direta sobre o nível reativo, ele apenas escolhe a atual meta e a passa para o nível instintivo. Isto causa 
o efeito de modiﬁcar as regras do motor de inferência no nível instintivo, que indiretamente causará 
comportamentos diferentes a serem selecionados. Enquanto uma meta não falha ou obtém sucesso, 
o nível cognitivo não interfere no jogo. Este tempo ocioso é usado para planejamento estratégico. 
Este planejamento consiste na determinação de possíveis metas locais futuras, de acordo com o re- 
sultado da atual, e na especiﬁcação de requisições de cooperação para alcançar metas globais. Estas 
requisições serão manipuladas pelo processo Coordinator e resultará em outros agentes adotando me- 
tas locais compatíveis com a meta global intencionadaƒ O nível cognitivo é também implementado 
através de um sistema especialista, mas este sistema especialista pode ser muito mais complexo que 
aquele do nível instintivo, uma vez que seu tempo de resposta é muito maior. 
Na nova implementação, os três processos são implementados usando a abordagem de 
programação multi-thread [37]. Esta tecnologia permite dividir um processo em partes e rodar es- 
tas partes concorrentemente. No nosso caso, cada processo consiste de dois threads. O primeiro é 
responsável pela manipulação da interrupção Unix SIGIO, usada para informar que uma nova men- 
sagem foi recebida pelo socket, e por colocar esta mensagem dentro do mailbox. O outro thread, 
o thread principal, é responsável pelas atividades do processo. A exclusão mútua entre os threads 
é alcançada pelo uso de semáforos. Esta implementação é uma abordagem concorrente para o pro- 
blema clássico produtor/consumidor. Isto evita que o processo principal gaste algum tempo precioso 
checando se existe uma nova mensagem no socket ou não. V
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Este capítulo, nas suas próximas seçoes, tem por objetivo uma descriçao mais detalhada de cada 
um dos níveis citados acima, ﬁnalizando com a apresentação de um exemplo desta arquitetura onde 
permite-se que o agente reaja concorrentemente a um estímulo do ambiente em tempo real e execute 
uma tarefa mais soﬁsticada tal como planejar, estabelecer novas metas, abrir ou participar de um 
processo de cooperaçao. 
7.2 O nível reativo 
O motor de inferência do nível reativo é implementado no processo Interface. Este processo con- 
siste de um mailbox, um conjunto de controladores nebulosos, um ﬁltro de entrada e um ﬁltro de 
saída, como mostrado na ﬁgura 7.3. O mailbox é responsável pelo processo de recepção de mensa- 
gens. Todas as mensagens recebidas pelo processo, incluindo a informação de percepção enviada pelo 
Soccerserver, será armazenada no mailbox. 
Os controladores nebulosos foram implementados usando uma biblioteca C++. Esta biblioteca foi 
projetada para auxiliar na implementação de sistemas especialistas nebulosos ou na implementação 
de controladores nebulosos, chamada CNCL [29]. Cada controlador nebuloso` é responsável por 
uma habilidade reativa do agente, chamada comportamento. Primeiramente, os seguintes con- 
juntos de comportamentos foram escolhidos para serem implementados dentro do agente UFSC-
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Team: Initialize-Player, Kz`ck-Oﬁ°-Position, Move-to-Po.s'in'on, Move-to-Ball, Pasxs'-Ball, Kick~to- 
Goal, Dribble-Opponent, Drive-Ball-Fwd, Get-Ball-Control, Tackle, Follow-Oppone/lt, Rowiding- 
Opponent, Watch-Ball and Catch-Ball. O conjunto de controladores nebulosos associados a cada 
agente depende do grupo de agentes ao qual ele pertence: goleiro, jogadores defensivos, meio-campos 
ou jogadores de ataque. É claro, não faz sentido para um atacante ou meia ter um controlador nebulo- 
so responsável por defender a bola, ou para um goleiro ter um controlador nebuloso responsável por 
chutar no gol adversário. 
O ﬁltro de entrada é responsável por extrair os valores das variáveis lingüísticas, usadas pelo 
controlador nebuloso ativo, a partir da informação enviada pelo Soccerserver. O ﬁltro de saída é res- 
ponsável por averiguar as saídas do controlador nebuloso ativo e combiná-las. Os seguintes critérios 
são observados pelo ﬁltro de saída: 
0 Saída Nula: se a saída do comando da sh e/ou a saída do comando turn apresentar valor 
nulo, o respectivo comando não é enviado ao Soccerserver. 
ø Comandos turn e da sh simultâneos: se o controlador nebuloso apresenta saída para os 
comandos turn e dash simultaneamente, então primeiro o comando turn é enviado ao 
Soccerserver e depois de 20 ms é enviado 0 comando dash. 
o Direção do chute e potência do chute: os valores para potência e direção de chute são enviados 
juntos no comando kick. 
A maioria dos controladores nebulosos apresentam quatro saídas: 1dck_d1'_rect1`on, k1`ck_power, 
tum_moment e dash_power. Os controladores nebulosos Pass-Ball e Kick-to-Goal têm apenas 
as saídas 1<1`ck.d1`rect1'on e ldck_power e o controlador Move-to-Position tem apenas as saídas 
tum_moment e dash_power. As entradas são um conjunto de variáveis lingüísticas, dependendo de 
qual comportamento está ativo. Cada controlador tem seu próprio conjunto de variáveis lingüísticas 
e o ﬁltro de entrada (na ﬁgura 7.3 Input Filter) é responsável por extrair da informação de percepção, 
os respectivos valores que serão utilizados nas variáveis lingüísticas. 
O uso de controladores nebulosos para implementar o nível reativo apresentou algumas vantagens. 
Primeiramente, é possível sincronizar o agente apenas ajustando a taxa entre entrada e saída, ou em 
outras palavras, ajustando o ganho do controlador. Este ajuste de ganho é feito no conjunto nebuloso 
que representa a entrada e a saída do controlador. É possível também um ajuste ﬁno, ou até mesmo 
uma resposta mais suave destes conjuntos nebulosos. A ﬁgura 7.4 apresenta o conjunto nebuloso
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usado pela saída turn_moment e a respectiva variável lingüística ball_a'irection. Note que neste caso 
o ganho do controlador é 0.56 = ä.
A 
As regras usadas nos controladores nebulosos podem ser construídas de maneira intuitiva, evitan- 
do a diﬁculdade e o consumo de tempo na tarefa de construir um modelo de ambiente dinâmico. É 
também possível o uso de algoritmos genéticos para melhorar os conjuntos nebulosos usados nos con- 
troladores, sendo esta última proposta explorada neste trabalho, com os seus resultados apresentados 
no próximo capítulo. 
Outra vantagem importante de implementar o comportamento reativo usando controladores nebu- 
losos é que é possível garantir que um dado controlador 'será sempre capaz de satisfazer as exigências 
de tempo real, uma vez que um controlador nebuloso é um sistema determinístico. Além disso, uma 
vez que o controlador ativo é o comportamento mais apropriado em uma dada situação, ele permite 
que os níveis instintivo e cognitivo gastem mais tempo em tarefas mais soﬁsticadas como extrair ca- 
racterísticas simbólicas interessantes de percepção, estabelecer planejamentos e metas ou de participar 
de processos de cooperação. 
7.3 O nível instintivo 
O motor de inferência do nível instintivo é implementado no processo Coordinator e e responsável 
tanto pela execução das metas locais do agente como pela geração da informação simbólica que atua- 
liza a base de conhecimento do nível cognitivo. É implementado através de um sistema especialista de 
um ciclo de inferência que escolhe, a cada vez que o estado do jogo muda, o comportamento reativo
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mais adequado dada a atual meta local. A meta local atual é estabelecida pelo nível cognitivo e deter- 
mina o conjunto de regras a serem usadas no motor de inferência. Cada estado do jogo é deﬁnido por 
um conjunto de condições sobre a informação de percepção. Estas condições normalmente dependem 
de alguns valores limiares, que devem ser determinados experimentalmente. 
As entradas do motor de inferência do nível instintivo são a informação de percepção, recebida do 
processo Interface, e as mensagens do juiz. A informação de percepção consiste da mesma percepção 
recebida pelo processo Interface oriunda do Soccerserver, mas, diferentemente do nível reativo, o 
nível instintivo apresenta uma memória. Esta memória consiste de uma lista, onde esta percepção é 
armazenada, e cujo tamanho inicial é um parâmetro da implementação. Isto toma possível escolher 
quantos quadros de informação visual pode ser usado em um ciclo de inferência do motor de in- 
ferência. Por exemplo, assumindo que o agente recebe informação visual a cada 150n1s e o tamanho 
da lista é 3, em um dado tempo t, o ciclo de inferência do processo levará em conta a infomiação 
visual enviada nos tempos t, t - 150, t - 300. 
A informação de percepção é armazenada em uma lista síncrona e as mensagens do juiz são 
armazenadas em uma lista assíncrona, como mostrado na ﬁgura 7.5. A cada vez que uma destas 
listas é atualizada ou quando uma nova meta local foi recebida a partir do nível cognitivo, o sistema 
especialista é executado. Dada uma entrada, as regras são capazes de reconhecer mudanças no estado 
do jogo. O resultado da execução das regras pode ser ou a atualização da base de conhecimento do 
nível cognitivo ou a seleção do controlador nebuloso do nível reativo mais adequado a ﬁm de dirigir 
0 agente do estado atual até a meta local. 
Uma das contribuições deste trabalho foi a implementação do nível instintivo. Foram desenvolvi- 
das as bibliotecas necessárias para a construção do sistema especialista acima descrito, usando uma 
representação de conhecimento baseada em quadros. Todos as classes desenvolvidas foram incorpo- 
radas a biblioteca Expert-Coop++. “ 
7.4 O nível cognitivo 
O motor de inferência do nível cognitivo é implementado no processo Expert. Ele consiste de 
um sistema baseado em conhecimento simbólico orientado a objeto que manipula tanto a informação 
simbólica vinda do nível instintivo como as mensagens assíncronas recebida por outros agentes do 
UFSC-Team. Ele gera as metas locais e globais. Este sistema baseado em conhecimento apresenta 
três bases de conhecimento: Dynamic KB, Static KB e Export KB.
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Dynamic KB é usada para armazenar a informação simbólica gerada pelo nível instintivo e as 
mensagens assíncronas enviadas por outros agentes do UFSC-Team. A Static KB armazena o conhe- 
cimento que foi infen'do pelo processo Expert sobre o jogo, o time, o oponente, os planos do agente, 
metas, etc. Ambas, Dynamic KB e Static KB, são usadas pelo motor de inferência para gerar as metas 
dos agentes. Os novos fatos sobre o jogo, os planos e metas são armazenados dentro de Static KB. Ex- 
port KB é usada para armazenar a saída do processo Expert. Basicamente esta saída consiste de metas 
locais a serem enviadas ao nível instintivo, informação para ser usada em estratégias de cooperação, 
ou mensagens a serem enviadas a outros agentes do UFSC-Team. 
Supomos que alguma informação simbólica e/ou mensagens tenham sido recebidas do processo 
Coordinator, seguido por uma requisição. Isto causa a seguinte seqüência de ações: 
1. A informação é armazenada em Dynamic KB. 
2. O motor de inferência avalia ambas informações armazenadas em Dynamic KB e os fatos ar- 
mazenados em Static KB. 
3. Os novos fatos, planos e metas gerados, são annazenados dentro de Static KB. 
4. Se uma nova meta é escolhida e/ou existem algumas informações a serem enviadas para outro 
agente, são armazenadas em Export KB. 
5. Se Export KB não está vazia, seu conteúdo é enviado ao processo Coordinator.
_ 
` 
6. Dynamic KB e Export KB sao esvaziadas. 
7. Uma resposta é enviada ao processo Coordinator. 
_ 
Uma importante característica nesta nova arquitetura é que o nível cognitivo dispõe de mais tem- 
po para planejamento, estabelecimento de metas, etc, uma vez que o nível reativo e, em algumas 
situações, 0 nível instintivo, são responsáveis pela interação tempo real com o ambiente. 
7.5 Um exemplo 
Um exemplo onde a proposta da arquitetura de agente autônomo concorrente pode ser útil é 
apresentado nesta seção. Vamos assumir uma situação onde o time adversário tem a posse de bola 
e está executando uma jogada ofensiva tentando passar a bola. Nesta situação o jogador perto do 
adversário, que tem a posse de bola, terá como meta local get-ball-control-back (melhor dizendo,
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Figura 7.7: Um exemplo 
“tomar de volta a bola”), e estará executando 0 comportamento reativo Rozmding-Opponent. Supomos 
que o oponente ao tentar passar a bola cometeu um erro, e o meio campo número 8, toma o controle da 
bola, como mostrado na ﬁgura 7.7. Nesta situação, o nível instintivo do agente número 8 reconhecerá 
que a meta foi alcançada e mudará o atual comportamento para Drive-Ball-Fwd e informará o nível 
cognitivo do novo estado do jogo. Então, o processo Interface executará um novo comportamento 
e o motor de inferência do nível cognitivo escolherá uma das jogadas padrões armazenadas para ser 
executada. Isto signiﬁca selecionar uma meta global a ser alcançada, difundir esta meta aos agentes 
envolvidos e enviar uma meta local, relacionada com a meta global selecionada para ser executada 
pelo nível instintivo. ‹ `
Capítulo 8 
mv O/ oo/ Otimizaçao de variaveis lingulsticas de 
Controladores N ebulosos 
8.1 Introdução 
Como já apresentado no Capítulo 7, o nível reativo é composto por alguns controladores nebulo- 
sos, que implementam cada um dos fundamentos necessários para a prática de uma partida de futebol. 
As regras usadas nos controladores nebulosos podem ser construídas de maneira intuitiva, evitando 
a necessidade da construção de um modelo dinâmico do ambiente, característica esta que diferencia 
este tipo de controle do controle clássico, onde uma descrição matemática faz-se necessária. 
Embora a idéia de um controlador nebuloso seja muito atrativa, o projeto de uma base de regras 
apropriada e a especiﬁcação dos conjuntos nebulosos necessários para um controle ótimo do processo 
é uma tarefa difícil e bastante tediosa, tomando um tempo valioso de projeto. A automatização, ao 
menos parcial, destas tarefas é considerada importante e um grande número de abordagens envol- 
vendo redes neurais já foram proposta [5] [33]. Atuahnente algoritmos genéticos (AG) são também 
considerados como uma possível solução para o problema de projeto e otimização de controladores 
nebulosos [30]. 
Neste capítulo é apresentado a descrição de um AG que tem por objetivo a otimização dos valo- 
res dos conjuntos nebulosos existentes nos controladores implementados no nível reativo do agente 
proposto em [l7]. As próximas seções trazem uma descrição de um dos controladores presentes 
no nível reativo, uma pequena descrição da biblioteca C++ utilizada para a construção dos AG's, a 
apresentação da função de avaliação utilizada, e ﬁnalizando, uma comparação entre os resultados ob- 
tidos com os controladores projetados “manualmente” e os controladores projetados com o uso desta
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forma de computação evolutiva. 
8.2 Controladores Nebulosos do Agente UFSC-Team 
Os controladores nebulosos, presentes no nível reativo do agente UFSC-Team, foram projeta- 
dos e desenvolvidos com o auxílio de uma biblioteca C++, chamada CNCL [29], que auxilia na 
programação de sistemas especialistas nebulosos. Estão disponíveis na biblioteca conjuntos nebulo- 
sos, variáveis nebulosas, e um motor de inferência baseado em regras nebulosas. 
Cada um dos controladores é responsável por um comportamento reativo do agente e com auxílio 
da CNCL, já encontram-se implementados os controladores a'rible_oppon.ent, drive_t0.goal, fol- 
low_opponent, move_t0_ball, pa.s's_ball, tackle, watch_ball e kick-to_goal. Na ﬁgura 8.1, são apresen- 
tadas algumas regras contidas no controlador kick_to_goal, como demonstração da sintaxe da CNCL. 
rule_0OO.add_lhs(new CNFClause(input_lv.ball.distance, 
input_lv.very_near)); 
rule_O0O.add_lhs(new CNFClause(input_lv.opp_goal.distance, 
input_lv.very_near)); 
rule_OOO.add_rhs(new CNFClause(output_lv.kick_power, output_lv.strong)); 
rule_O0l.add_lhs(new CNFClause(input_lv.ball.distance, 
input_lv.very_near)); 
rule_0Ol.add_lhs(new CNFClause(input_lv.opp_goal.distance, 
input_lv.near)); 
rule_O0l.add_rhs(new CNFClause(output_lv.kick_power, output_lv.strong)); 
Figura 8.1: Regras do controlador nebuloso kick_to_goal 
As variáveis lingüísticas de entrada bem como seus termos lingüísticos são declarados no ﬁltro de 
entrada assim como as variáveis lingüísticas de saída e seus respectivos termos lingüísticos são decla- 
rados no ﬁltro de saída, do nível reativo. Na ﬁgura 8.2 é apresentada a variável lingüística de entrada 
ball.distan.ce seguida de seus termos lingüísticos. Na ﬁgura 8.3 é deﬁnida a variável lingüística de 
saída kick¬p0wer. 
8.3 Projeto do AG 
O AG desenvolvido, visando otimizar os valores dos conjuntos nebulosos, contidos tanto no ﬁltro 
de entrada como no ﬁltro de saída do nível reativo, foi projetado com o auxílio de uma biblioteca C++,
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unknown.init ("Unknown", UIl, UI2, UI3); 
very_near.init ("Very_Close", VNIl, VNI2, VNI3, VNI4); 
near.init ("Close", NIl, NI2, NI3, NI4); 
medium.init ("Medium", MIl, MI2, MI3, MI4); 
far.init ("Far", FIl, FI2, FI3, FI4); 
very_far.init ("Very_Far", VFII, VFI2, VFI3, VFI4); 
ball.distance.add_value_set(unknown); 
ball.distance.add_value_set(very_near); 
ball.distance.add_value_set(near); 
ball.distance.add_value_set(medium); 
ball.distance.add_value_set(far); 
ball.distance.add_value_set(very_far); 
Figura 8.2: Declaração da variável lingüística ball.a'istance e seus termos lingüísticos 
strong.init("Strong", SIl, SI2, SI3, SI4); 
medium_power.init ("Medium_power", MPIl, MPI2, MPI3, MPI4); 
weak.init ("Weak", WII, WI2, WI3, WI4); ' 
back.init ("Back", BIl, BI2, BI3); 
kick_power.add_value_set(strong); 
kick_power.add_value_set(medium_power); 
kick_power.add_value_set(weak); 
Figura 8.3: Declaração da variável lingüística kick_power e seus termos lingüísticos 
a GAlib [44], que é uma biblioteca de objetos de algoritmos genéticos. A biblioteca inclui ferramentas 
para uso de AG”s em otimização de qualquer programa C++ usando qualquer tipo de representação e 
quaisquer operadores genéticos. 
8.3.1 Características da GAlib 
Quando manipula-se a biblioteca GAlib, primariamente trabalha-se com dois tipos de classes: um 
genoma e um algoritmo genético. Cada instância de genoma representa uma simples solução para 
o problema. O objeto algoritmo genético deﬁne como dar-se-a a evolução. O AG usa uma função 
objetivo, deﬁnida pelo usuário, para detemlinar a aptidão de cada genoma. Usa também os operadores 
de recombinação do genoma e estratégias de seleção para gerar novos indivíduos. 
Normalmente, existem três coisas que devem ser feitas para resolver um problema utilizando um 
AG:
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1. Deﬁnir uma representaçao 
2. Definir os operadores genéticos 
3. Deﬁnir a funçao objetivo 
A GAlib auxilia nos dois primeiros ítens fornecendo muitos exemplos a partir dos quais é possível 
orientar-se na construção da representação e de operadores apropriados. A função objetivo é total- 
mente dependente do usuário. 
Na GAlib, uma estrutura de dados é denomina GAGenome, o que também pode ser encontrado na 
literatura como cromossomo. Uma das classes derivadas de GAGenome, a GARealGenome, permite 
a representação por meio de números de ponto ﬂutuante, sendo esta uma das razões que levaram a 
escolha desta biblioteca no auxílio à construção da implementação proposta. 
8.3.2 Objetivo da otimização 
, _ 
As funções de pertinência para cada um dos conjuntos nebulosos utilizados, foram estabelecidas 
pelo velho e conhecido método de “tentativa e erro”. Ou seja, estabeleciam-se os valores, compilava- 
se a biblioteca Expert-Coop+~t~, recompilavam-se os controladores e executava-se o Soccerserver. Era 
feita uma avaliação intuitiva até que o controlador apresentasse um resultado satisfatório. Contudo, 
os controladores que fazem uso destes conjuntos obtiveram um resultado não mais que aceitável para 
uma primeira análise. 
Em um primeiro instante, a intenção é utilizar um AG para otimizar os valores deste conjuntos 
nebulosos, obedecendo os limites máximos e mínimos de cada variável, e atribuindo uma variação 
máxima de 30% a cada conjunto. Assim, a forma ﬁnal de cada conjunto permanece a mesma, bem 
como seus limites extremos, havendo uma variação de mesmo valor proporcional para cada conjunto 
de uma variável lingüística. 
Como exemplo, apresentamos na ﬁgura 8.4, a variável lingüística kic/c_power. Na parte superior 
da figura ela encontra-se com seus valores originais. Na parte inferior a mesma variável foi alterada 
em 28% de seu formato original. No entanto, observe que os limites extremos (0 e 100) permanecem 
como na amostra original, bem como a forma dos 3 conjuntos que compõe a dita variável. 
Para ﬁns de validação do modelo proposto, foi utilizado o controlador nebuloso kick_to_goal, 
e apenas as variáveis lingüísticas de entrada e saída deste controlador passaram pelo processo 
de otimização. Este controlador apresenta como variáveis de entrada ball.di.s'tance, ball.direct1`0/1, 
opp_goal.di.s'ta/ice, opp_goa.l.dzÍrection, e como variáveis de saída kick_power e kick_direcrion. Cabe
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Figura 8.4: A variável lingüística kick_power antes de depois de uma variação 
salientar que as variáveis de entrada ball.a'istance e 0pp_goal.di.s'tance utilizam o mesmo conjunto de 
tennos lingüísticos, assim como as variáveis ball.a'irecrion e opp_goal.direction. 
8.3.3 Implementação do AG 
Nesta subseção são apresentados detalhes da implementação do AG utilizado para a otimização 
dos conjuntos nebulosos presentes nos ﬁltros de entrada e saída do nível reativo. 
Com o auxílio da biblioteca GA1ib, um AG foi desenvolvido, onde foi associado a cada um dos 
conjuntos de termos lingüísticos, um gene. Cada gene pode assumir um valor no intervalo entre -1 e 
1. O valor gerado como amostra é ainda multiplicado por um fator 0.3, garantindo aos conjuntos uma 
variação máxima de :l:30% do valor original. Como parâmetros do AG foi ﬁxada uma população de 
20 indivíduos, com probabilidade de mutação de 0.001 e probabilidade de cruzamento de 0.9. 
O critério de parada do AG utiliza o parâmetro de número de gerações. Uma função dentro do 
AG, denominada Terminator, faz um teste verificando se o número da atual geração é maior que o 
número estabelecido como limite. Caso este teste seja verdadeiro, a função retoma o ﬂag GAT rue, 
ﬁnalizando o AG e apresentando a solução ﬁnal. Caso o critério de parada não seja atendido, o 
ﬂag retomado é G2-\False, e o AG segue sua execução. Assim ﬁcou estabelecido um limite de 100 
gerações.
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8.3.4 Funçao Objetivo 
Para alguns tipos de aplicações, os AG's são mais atrativos que métodos de busca por gradiente 
uma vez que não exigem equações diferenciais complicadas ou um espaço de busca com proprieda- 
des especíﬁcas. O AG necessita apenas de uma simples medida da qualidade de um indivíduo em 
comparação aos demais indivíduos de uma população. A função objetivo fornece esta medida. 
Entretanto, é importante ressaltar a diferença entre valor retomado pela função objetivo e o valor 
objetivo relativo. O primeiro é retomado pela função deﬁnida pelo usuário; é uma avaliação crua 
da performance de um genoma. O valor relativo, por outro lado, é uma taxa relativa a uma possível 
transformação usada pelo AG para determinar a aptidão dos indivíduos para reprodução. Este valor 
relativo é normalmente obtido através de uma escala linear dos valores objetivos brutos. Assim, o AG 
usa o valor relativo, e não o valor bruto, para fazer a seleção. 
O primeiro controlador a passar pelo processo de otimização foi o kíck_to_g0al, que tem co- 
mo função chutar a gol no exato momento em que é ativado. No que se refere a uma medida de 
avaliação deste controlador, a melhor forma encontrada foi posicionar um agente em um dado ponto 
na entrada da área adversária e exigir dele o chute em uma coordenada pré-detemiinada no fundo 
do gol adversário, considerado como ponto ideal para um chute a partir daquela posição. A medi- 
da de avaliação deu-se em cima da diferença entre a distância considerada como ideal e a distância 
alcançada. 
Algoritmo Soluçao Calcula novos 
. 
Compila 
Genético valores Expert-Coop++ 
ll-
l 
Executa 
Compila 
Calcula distancia Controlador e 
Soccerserver 
Agente 
Figura 8.5: Esquema de execução do AG 
É importante salientar que os valores a serem modificados por cada amostra gerada estão nos 
arquivos fontes que implementam os ﬁltros de entrada e saída do nível reativo. Desta forma a ca- 
da interaçãol do AG, a função objetivo calcula os novos valores a serem alterados nestes arquivos, 
compila-os dentro da biblioteca Expert-Coop++, recompila o controlador kick_to_goal e o processo 
*Chamamos interação cada execução da função objetivo
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Interface a ﬁm de que eles “linkem” a nova biblioteca gerada, e executa uma seção do Soccerserver, 
posicionando o agente em uma posição pré-estabelecida e lendo a posição alcançada ao término da 
execução. Um esquema apresentando este processo é apresentado na figura 8.5. 
Em relação aos demais controladores, apenas a forma de avaliação difere da utilizada pelo 
kick_to_goal, devido a características especíﬁcas de cada controlador. Ou seja, todo o processo de 
gerar uma nova biblioteca Expert-Coop-t+ e recompilar os arquivos que possuem dependência com 
ela, continua exatamente como no caso do kick_to_goal, mas já no caso do controlador drive_goal, por 
exemplo, o fator de avaliação será o número de vezes que o agente tocou na bola para chegar até o gol 
adversário, a partir de uma posição pré-estabelecida. 
Um pequeno entrave com relação ao método proposto é no que se refere ao tempo de simulação. 
Cada interação consome entre 30 a 35 segundos. No entanto, esforços no sentido de atenuar este 
problema já estão em desenvolvimento. Uma vez que a maior parte deste tempo é despendido na 
compilação dos dois arquivos que implementam os filtros, estes estão sendo decompostos em arquivos 
menores de forma que a cada interação somente sejam recompilados os arquivos contendo as variáveis 
alteradas. - 
8.4 Análise dos Resultados 
Antes de uma análise dos resultados obtidos por meio da execução do AG, é interessante obser- 
var o gráﬁco com os conjuntos nebulosos projetados da forma convencional, ou seja, utilizando um 
método intuitivo e empírico. A ﬁgura 8.6 apresenta a representação original dos conjuntos nebulosos 
das variáveis lingüísticas envolvidas com o comportamento reativo kz`ck-to_goal. 
Por questão de redundância, não foram apresentadas as variáveis opp_goal.di.s'ta/zce e 
opp_goal.a'irection, uma vez que estas apresentam os mesmos termos lingüísticos de, respectivamente, 
ball. distance e ball.directz`on. 
Em uma primeira simulação, após 1102 interações, 0 AG convergiu a uma taxa ﬁnal de 100%, 
fomecendo os seguintes resultados: 
0 variação de -3,59% com relação aos valores originais da variável kick_power; 
o variação de -22,27% com relação à variável kick_a'z`rect1'on; 
o variação de 3,80% com relação às variáveis ball. distance e opp.g0a.l. distance;
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Figura 8.6: Variáveis lingüísticas do controlador kick_to_goal 
o e, ﬁnalmente, uma variação de -10% com relação às variáveis ball.direction e 
opp_goal.direcn`on. 
Vale lembrar, que a variação máxima pemutida para cada conjunto é de 30% do formato original. 
O formato ﬁnal destes conjuntos é apresentado na figura 8.7. 
Um ponto a ser observado é o fato de o AG ter alcançado uma taxa de convergência de 100% ao 
ﬁnal de sua execução. Isto deveu-se ao baixo valor de alguns parâmetros como tamanho da população 
e o número de gerações utilizado para teste de convergência. 
Uma segunda simulação foi executada, onde alguns parâmetros 'foram mocliﬁcados. O primeiro 
deles foi o parâmetro nConvergence que detennina o número de gerações utilizadas para o teste 
de convergência do AG. Este valor foi passado de 8 para 20. O outro parâmetro modificado foi -o 
tamanho da população que de 20 foi para 35. O formato ﬁnal dos conjuntos nebulosos é apresentado 
na ﬁgura 8.8. 
Após 1354 interações, o AG convergiu a uma taxa de 94,75%, apresentando uma variação de 
7,3, 6,96, 11,59 e 22,82%, respectivamente às variáveis kick_power, kick_direction, ball.distance e 
ball.a'irectz`on. ‹ 
Um resultado interessante das simulações é a não existência de uma solução única para os con- 
troladores. Aqui foram apresentados somente duas, mas na verdade, mais simulações foram feitas.
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Figura 8.7: Variáveis lingüísticas do controlador lcick_to_goal, depois do 1° processo de otimização 
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Figura 8.8: Variáveis lingüísticas do controlador kick-to_goal, depois do 2° processo de otimização
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Comparando os resultados, não existe um padrão de respostas geradas pelo AG. No entanto, todos os 
controladores gerados passaram por intensasseções de teste, onde todos apresentaram um resultado 
satisfatório. O que leva a concluir que não existe um único conjunto ótimo. Isto pode ser melhor 
compreendido através da observação da execução do AG. Em um determinado momento da execução 
o AG ﬁxa um dado valor em um dos genes e ﬁca variando os demais. Em seguida ele ﬁxa dois genes, 
seguindo com a variação dos demais, até que ele ﬁxa todos os genes. Ou seja, ele ﬁxa um dos genes 
e vai adequando os demais àquele valor ﬁxado, até que todos os genes tenham um valor ótimo. Este 
fenômeno é conhecido como epi.s'tasi.s' que é assim deﬁnido em [4]: 
“Epistasis é a interação entre diferente genes em um cromossomo. É a expressão que 
designa o quanto um gene depende do valor de outro gene. O grau de interação será, 
geralmente, diferente para cada cromossomo. Se uma pequena mudança é feita em um 
gene espera-se uma mudança na avaliação do cromossomo. Esta mudança pode variar da 
acordo com os valores de outros genes.” 
8.5 Extensão dos Resultados 
A partir da validação do modelo, este pode ser estendido a outras aplicações, dentro do agente 
UFSC-Team. O mesmo AG projetado para ajustar os conjuntos nebulosos a um ponto ótimo, pode ser 
utilizado ainda na construção da base de regras dos mesmos controladores nebulosos do nível reativo, 
assim como pode também ser utilizado no ajuste dos valores limiares deﬁnidos no nível instintivo, 
que a partir das informações de percepção definem o estado do jogo. 
Vamos discutir estas aplicações por partes. Ainda dentro dos comportamentos do nível reativo, 
um AG pode ser utilizado no auxílio ao projeto das regras dos controladores. O método desenvolvido 
atende as requisitos exigidos por [30] que sugere que não se faça um aprendizado simultâneo da base 
de regras e do que ele convencionou chamar de partições nebulosas. Ele sugere esta divisão de tarefas 
uma vez que uma base de regras mal declarada pode resultar em mudanças drásticas dos conjuntos 
nebulosos. 
Generalizando, [30] aﬁrma que a tarefa de projetar um controlador nebuloso através de um AG 
pode ser dividida da seguinte forma: 
0 encontrar uma boa inicialização para a base de regras e para os conjuntos nebulosos; 
0 gerar uma base de regras que é capaz de manipular o dado problema;
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0 ajustar os conjuntos nebulosos para otimizar a performance do controlador. 
Normalmente um AG inicializa uma base de regras aleatoriamente, não incorporando nenhum 
tipo de conhecimento sobre o problema. Na maioria das vezes, a base de regras inicial, difere muito 
da melhor base de regras otimizadas. O uso de um conhecimento implícito do processo pode reduzir o 
-trabalho do AG levando a uma convergência em um tempo menor que o normal. Com a base de regras 
já construída até agora para os controladores existentes, pode-se afirmar que algum conhecimento 
prévio já existe. O AG parte daí para um conjunto de regras otimizadas. 
Apenas com uma mudança na forma de codiﬁcar o problema, o projeto da base de regras dos 
controladores toma-se possível. Usemos como exemplo o controlador kick_to_goal. O processo de 
avaliação permanece o mesmo com relação ao já existente, apenas com a diferença que deve haver a 
modiﬁcação também no arquivo que implementa o controlador, efetuando as alterações necessárias. 
No sistema especialista que é encapsulado pelo nível instintivo, a base de regras apresenta valores 
limiares, que auxiliam na inferência do estado corrente do jogo. Estes valores são também passíveis 
de otimização. Por exemplo, já supondo uma situação envolvendo mais de dois agentes, deve ser 
deﬁnida uma distância mínima entre um agente condutor da bola e seu marcador, para que aquele 
execute um passe. Através do mesmo processo utilizado para otimizar o controlador kick_to_goal, é 
possível otimizar aqui o arquivo que implementa a base de regras do nível instintivo, deﬁnindo os 
valores limiares ótimos para todas as situações ali declaradas.
Capítulo 9 
Conclusões e Perspectivas
~ 
9.1 Conclusoes 
Neste trabalho foi apresentada a implementação de um algoritmo genético que tem por objetivo 
a automatização do projeto de controladores nebulosos e sistemas especialistas reativos presentes no 
agente desenvolvido para a construção de uma equipe de futebol de robôs virtuais, que participa da 
RoboCup (“Robo World Cup”), na liga do simulador. O algoritmo genético foi desenvolvido com o 
auxílio da biblioteca para objetos de algoritmos genéticos GAlib. 
Dentro do agente UFSC-Team, os controladores nebulosos constituem-se no conjunto de compor- 
tamentos reativos de cada agente, onde cada comportamento é responsável por um dos fundamentos 
necessários para que um agente execute a tarefa de jogar futebol. Estes controladores fazem par- 
te do nível reativo do agente, que é implementado através do processo Interface. Este processo é 
responsável pela resposta tempo real do agente, isto é, por receber a informação de percepção do 
Soccerserver e por enviar os comandos apropriados a ele. É importante salientar que em um dado 
momento somente um controlador está ativo, e este decide que comandos devem ser enviados ao 
Soccerserver, juntamente com seus respectivos valores. . 
O agente UFSC-Team, além do nível reativo, ré composto por outros dois níveis de decisão. O 
nível instintivo é implementado no processo Coordinator e é responsável por atualizar as variáveis 
simbólicas usadas pelo nível cognitivo, o terceiro nível, e por escolher os comportamentos adequados, 
isto é, os controladores nebulosos adequados que devem ser usados no nível reativo a ﬁm de alcançar 
uma dada meta. Uma meta pode ser alcançada por uma seqüência de comportamentos reativos que 
levam o agente a uma situação intencionada. A escolha desta seqüência de comportamentos é imple- 
mentada através de um sistema especialista de um ciclo de inferência que escolhe, a cada vez que 0
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estado do jogo muda, o comportamento reativo mais adequado. 
Finalmente, o terceiro nível, o nível cognitivo, implementado no processo Expert, é responsável 
por detemiinar as metas locais e globais do agente. Enquanto uma meta não falha ou obtém sucesso, o 
nível cognitivo não interfere no jogo. Este tempo ocioso é usado para planejamento estratégico. Este 
planejamento consiste na determinação de futuras metas locais, de acordo com o resultado atual, e na 
especiﬁcação de requisições de cooperação para alcançar metas globais. O nível cognitivo é também 
implementado por um sistema especialista, mas este pode ser muito mais complexo que aquele do 
nível instintivo, uma vez que seu tempo de resposta é maior. 
Os controladores nebulosos são a utilização mais signiﬁcativa da teoria dos conjuntos nebulosos 
em sistemas baseados em conhecimento. Um controlador nebuloso pode ser visto como um sistema 
especialista simpliﬁcado, onde a conseqüência de uma regra não é aplicada como antecedente de 
outra. Isto porque as ações de controle são baseadas em um único nível de inferência. Ao contrário dos 
controladores convencionais em que o algoritmo de controle é descrito analiticamente por equações 
algébricas ou diferenciais, através de um modelo matemático, em controle nebuloso utilizam-se regras 
lógicas no algoritmo de controle, com a intenção de descrever em uma rotina a experiência humana, 
intuição e heurística para controlar o processo. Os controladores nebulosos são robustos e de grande 
adaptabilidade, incorporando conhecimento que outros sistemas nem sempre conseguem acomodar. 
Também são versáteis, principahnente quando o modelo físico é complexo e de difícil representação 
matemática. 
Embora a idéia de um controlador nebuloso seja muito atrativa, o projeto de uma base de regras 
apropriada e a especiﬁcação de conjuntos nebulosos necessários para um controle ótimo do processo 
é uma tarefa difícil e bastante tediosa, tomando um tempo valioso de projeto. Hoje, os algoritmos 
genéticos são considerados como uma possível solução para o problema de projeto e otimização deste 
tipo de controlador. 
Os algoritmos genéticos são considerados como uma técnica de busca simples e ao mesmo tempo 
eﬁciente, produzindo resultados de qualidade comparáveis aos métodos de busca exaustiva, nos quais 
todas as possibilidades são exploradas. Sua maior deﬁciência porém, está relacionada com o tempo 
de processamento necessário na obtenção da convergência para uma solução satisfatória. 
9.2 Perspectivas 
Tomando como base o algoritmo genético já desenvolvido, bem como o script também já desen- 
volvido como parte da função objetivo do mesmo, os seguintes trabalhos devem ser desenvolvidos a
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A inclusão de novos tennos lingüísticos, especiﬁcamente no ﬁltro de entrada do nível reativo 
a ﬁm de diferenciar o tratamento dos vários objetos espalhados pelo campo. Por exemplo, 
atualmente, a variável lingüística ball.distance usa os mesmos termos lingüísticos da variável 
0pp_goal.a'istance. Neste caso, uma distância que signiﬁca “perto” no caso da distância do gol 
adversário não signiﬁca necessariamente que é “perto” no caso da bola. 
A refomiulação dos controladores nebulosos a partir de novos conjuntos de termos lingüísticos, 
adequando as regras existentes, e se necessário, a construçao de novas regras. 
O desenvolvimento da parte do metodo de avaliação que é especíﬁco para cada controlador. No 
caso do kick-to_goal foi considerado a distância entre um ponto considerado como ideal e o 
ponto realmente alcançado. 
A extensão do trabalho do algoritmo genético a ﬁm de operar também no projeto das regras 
de cada um dos controladores, na tentativa de automatizar praticamente todo o processo de 
construçao dos controladores nebulosos. 
A extensão do uso dos algoritmos genéticos também na otimização dos valores limiares, estabe- 
lecidos na base de regras do sistemas especialista contido no nível instintivo, a fim de encontrar 
os valores ótimos para identiﬁcação dos possíveis estados do jogo declarados na base. 
O encapsulamento do algoritmo genético ﬁnal, bem como da biblioteca GAlib, na biblioteca 
Expert-Coop++, após um processo de engenharia de software adequando-o à metodologia de 
orientação a objeto, que é característica desta última.
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