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Abstract: In recent years, the use of Artificial Intelligence agents to augment and enhance the
operational decision making of human agents has increased. This has delivered real benefits in
terms of improved service quality, delivery of more personalised services, reduction in processing
time, and more efficient allocation of resources, amongst others. However, it has also raised issues
which have real-world ethical implications such as recommending different credit outcomes for
individuals who have an identical financial profile but different characteristics (e.g., gender, race).
The popular press has highlighted several high-profile cases of algorithmic discrimination and the
issue has gained traction. While both the fields of ethical decision making and Explainable AI (XAI)
have been extensively researched, as yet we are not aware of any studies which have examined
the process of ethical decision making with Intelligence augmentation (IA). We aim to address that
gap with this study. We amalgamate the literature in both fields of research and propose, but not
attempt to validate empirically, propositions and belief statements based on the synthesis of the
existing literature, observation, logic, and empirical analogy. We aim to test these propositions in
future studies.
Keywords: ethical decision making; explainable AI; Intelligence augmentation; Values in Design
1. Introduction
The use of Artificial Intelligence (AI) agents has gained widespread attention in the
last few years (Science and Technology Committee 2018). As used in this paper, AI refers to
“a set of statistical tools and algorithms that combine to form, in part intelligent software
enabling computers to simulate elements of human behaviour such as learning, reasoning
and classification” (Science and Technology Committee 2018). One of the prominent uses
of AI is to assist human stakeholders in decision making (Abdul et al. 2018). This has been
described as “Intelligence augmentation”, as AI models are used to “help improve the
efficiency of human intelligence” (Hassani et al. 2020). As highlighted by the Academy of
Medical Science (2017), Intelligence augmentation has been used in healthcare to enable
“clinicians work more efficiently and better handle complex information”. It has also
been utilised in the criminal justice system to detect crime hotspots and decide whether
a suspect could be eligible for deferred prosecution (Oxford Internet Institute 2017), and
by financial services providers to determine the outcome of a credit application (Financial
Service Consumer Panel 2017), amongst others. Intelligence augmentation has resulted
in significant benefits including improved quality, more personalised service, reduced
processing time, and more efficient allocation of resources.
However, several issues have arisen that have raised a cause for concern. For exam-
ple, several high-profile instances have been highlighted where similar individuals with
identical financial data, but different gender have had different outcomes to credit applica-
tions (Peachey 2019). Allegations that AI algorithms used in the criminal justice system
discriminated against defendants based on race have also been raised (Maybin 2016). This
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algorithmic bias is attributed to unrepresentative or insufficient training data, sophisticated
pattern learning which can discover proxies for protected characteristics (e.g., gender, race,
sexual orientation, and religious beliefs)—even when these are explicitly removed from
the data, amongst others (see Bell 2016; Murgia 2019). The issue has gained such attention
that the UK Parliament Select Committee on Science and Technology commissioned an
enquiry to investigate accountability and transparency in algorithmic decision making (see
Science and Technology Committee 2018). The IEEE Standards Association also introduced
a global initiative for ethical considerations in the design of autonomous systems (see
IEEE 2016). The Association for the Advancement of Artificial Intelligence (AAAI) in its
code of conduct acknowledged that “the use of information and technology may cause
new or enhance existing inequalities” and urges “AI professionals [ . . . ] to avoid creating
systems or technologies that disenfranchise or oppress people” (see Association for the
Advancement of Artificial Intelligence 2019).
In terms of positioning this study, we briefly discuss related studies. The study by
Paradice and Dejoie (1991) established that “the presence of a computer-based information
system may influence ethical decision making”. However, we presume that given that
this study predates the recent exponential growth in the capability and ubiquity of AI
tools, it does not address the peculiar challenges of AI tools in ethical decision making.
Johnson (2015) advances the topic to include artificial agents, highlighting the “push in
the direction of programming artificial agents to be more ethical”. Martin (2019) extends
the discussion further, positing that algorithms are “not neutral but value-laden in that
they [ . . . ] reinforce or undercut ethical principles” and highlights that “algorithms are
[ . . . ] an important part of a larger decision and influence the delegation of roles within an
ethical decision”. Martin et al. (2019) argue that “ethical biases in technology might take
the form of [ . . . ] biases or values accidentally or purposely built into a product’s design
assumptions”.
Objectives
This paper aims to contribute to the literature base by synthesising the fields of
ethical decision making and Explainable AI (XAI). It puts forward, but does not attempt to
validate empirically, propositions and belief statements that can be subsequently tested
in future studies. These propositions are based on conclusions derived from the existing
literature, observation, logic, and empirical analogy. The scope of the study is Intelligence
augmentation, where an AI model makes a recommendation to a user (who makes the
final decision) as opposed to automation, where autonomous machines make decisions
previously entrusted to humans.
A better understanding of how users navigate these ethical issues is of interest in
evaluating decisions made by human agents using AI models regardless of the degree
of transparency of the model. Martin (2019) argues that “responsibility for [ . . . ] de-
sign decisions [which allow users to take responsibility for algorithmic decisions] is on
knowledgeable and uniquely positioned developers”. By shedding light on how human
agents make decisions with AI models, it would also assist developers with the design of
explainable AI (XAI) systems that would assist human agents in identifying ethical issues
and dealing with them appropriately. This will serve to improve Intelligence augmentation,
which will only increase as more AI tools are deployed in “the wild” (Ribeiro et al. 2016).
Enhanced understanding of the human decision-making process with AI would also
benefit policy makers and regulators who are increasingly focused on protecting “the
public from discrimination by algorithms that influence decision-making on everything
from employment to housing” (Murgia 2019).
The issue is relevant and salient as it assists with answering questions about account-
ability, i.e., who is responsible when a human agent accepts an unethical recommendation
proposed by an AI model: Is it the human decision-maker or the AI agent? The UK Parlia-
mentary Select Committee report recommends exploring “the scope for individuals [...]
where appropriate, to seek redress for the impacts of such decisions”. Some experts are
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“wary of placing full responsibility on the user of an algorithm” (Klimov 2017). That would
suggest that a degree of responsibility (however small) rests with the user. Other experts
suggest that “we may want to assign strict liability [to the user of the algorithm] in certain
settings” (see Weller 2017).
Two factors compound this issue further:
(1) Human users tend to assign traits typically associated with other humans (e.g., inten-
tionality, beliefs, desires) to AI tools (De Graaf and Malle 2017).
(2) The acknowledgement that these models can process vast amounts of data effectively
and discover interactions in the data far beyond a typical human’s comprehension
(Amoore 2017).
The combination of these factors increases the likelihood that an unethical recommen-
dation by an AI model will be accepted as it is regarded as a trusted expert.
The remainder of the paper is structured as follows: Section 2 defines vital terms built
on throughout the paper. Section 3 discusses the basis for the findings and propositions
from the literature synthesis, while the final section summarises recommendations and
proposes further research areas for extending these recommendations.
2. Definitions
Several key terms to be developed further and built on throughout this paper are
defined in this section.
Moral agent:
A person who makes a moral decision regardless of how the issue is constructed
(Sonenshein 2007). In the context of this study, the moral agent is the stakeholder who
decides with the aid of an AI model. For example, the Human Resources (HR) officer who
determines that a job application should not proceed based on the recommendation of a
model. The moral agent is also referred to in this paper as “the user” of the AI agent.
Ethical decision:
Several studies have highlighted the lack of a widely accepted definition of ethical
behaviour (see Cavanagh et al. 1981; Beauchamp et al. 2004). Rather than base our def-
inition of an ethical decision on consensus (e.g., see Jones 1991; Treviño et al. 2006), we
adopt definitions based on a priori principles, e.g., Kant’s (1785/1964) respect principle
(see Tenbrunsel and Smith-Crowe 2008). For example, it is unethical to disrespectfully
discriminate against a person based on their ethnicity or gender, while the converse is
also true. Smith-Crowe (2004) and Bowie (2017) provide further examples of how Kant’s
principle is applied in business. For the purpose of this paper, morality and ethicality are
used interchangeably. In other words, a morally “correct” decision is considered an ethical
decision and vice versa (see Jones 1991).
Tenbrunsel and Smith-Crowe (2008) argue that unethical decisions could be made
intentionally or unintentionally (intended and unintended unethicality). We posit that
the use of AI models has the potential to significantly increase instances of unintended
unethicality where a human agent accepts the recommendation of a model without realising
it may be flawed.
Explainability:
The ability of an AI model to summarise the reason for its behaviour or produce
insights about the causes of its decisions. Explainable models are also described as “trans-
parent” models. Closely associated with explainability is the quality of explanation, i.e., is
the explanation “good” enough? Gilpin et al. (2018) posit that the quality of the explanation
can be evaluated by its degree of interpretability and completeness.
Explainer:
An agent who supplies an explanation for the recommendation made by itself or
another AI model. Examples of explainers from the literature base include LIME (Ribeiro
et al. (2016), OC-DTD (Kauffmann et al. 2020), and PJ-X (see Park et al. 2018). Xu et al.
(2019), Adadi and Berrada (2018), and Li et al. (2020) are among many studies which
present a detailed survey of explainers.
Soc. Sci. 2021, 10, 57 4 of 14
Explainee:
A person to whom an explanation is supplied, often in response to a request for an
explanation. In this context, the explainee is usually the moral agent who makes the final
decision based on the recommendation provided by the AI model.
Interpretability:
The ability to describe what the AI model did (or did not do) in a manner that is
understandable to users. As users vary in their level of skills and expertise, interpretability
requires the ability to describe, in a flexible and versatile manner, tailored to the user’s
particular mental model. Ribeiro et al. (2016) make a connection between a user’s “trust”
in the system and the likelihood of accepting the prediction of the model. They make a
distinction between trusting a prediction and the model as a whole. Trust at both levels is
predicated on how much the user understands the model’s behaviour.
Completeness:
The ability to describe the operation of an AI model accurately. An explanation is
more complete if it allows the behaviour of the model to be anticipated in more situations
(Gilpin et al. 2018).
3. Literature Synthesis
We commence by examining rationalist (or reason-based) models of ethical decision.
Numerous models have been proposed that view ethical decision making as a rational
process (Ferrell and Gresham 1985; Rest 1986; Trevino 1986; Hunt and Vitell 1986). Perhaps
the best-known of these models is that proposed by Rest (1986). This model argues that
ethical decision making progresses through a four-stage process from recognising a moral
issue ending with engaging in moral behaviour. Jones (1991) extended this model further
to develop an issue-contingent model which argued that the moral intensity of an issue
influenced ethical decision making and behaviour. However, Sonenshein (2007) highlights
four key limitations of rationalist models as follows: (i) they fail to adequately address
the presence of equivocality (i.e., the existence of multiple interpretations) and uncertainty
(i.e., lack of complete information) that are present in many real-world scenarios; (ii) they
presume that ethical behaviour is preceded by deliberate reasoning; (iii) they fail to fully
emphasize the construction of ethical issues; and (iv) they assume a strong causal link
between moral reasoning and judgement. We recognise that we must build on a model
that addresses these limitations. For example, due to varying degrees of transparency,
equivocality and uncertainty are ubiquitous in decision making with AI tools. Hence, we
adopt the Sensemaking Intuition Model (see Sonenshein 2007), which addresses these
limitations, as the foundation on which we build our synthesis.
However, we will first consider how a human user interacts with an explainable AI
agent to obtain explanations and subsequently arrive at a decision (ethical or otherwise—
see Figure 1). The process commences when the user detects that a recommendation it has
received from the AI agent is abnormal. The user subsequently evaluates the explanation
provided by the explainer and selects a subset of it. Depending on how comprehensible
or plausible the explanations are, the user may request clarification, which is, in turn,
evaluated. The user may conclude the explanation/clarification is plausible and accept the
recommendation or conversely may conclude that the recommendation provides evidence
of algorithmic bias and reject the recommendation.
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3.1. Issue Construction
3.1.1. Expectations
Sonenshein (2007) posits that the ethical decision-making process commences with
issue construction where “individuals create their own meaning from a set of stimuli in the
environment”.
We argue that in the context of AI tools augmenting human judgement, the issue
construction process is influenced by the degree of transparency of the AI model. Sonen-
shein argues that “individuals’ expectation affect how they construct meaning”. In the
case of an opaque (or black box) model, whether the user recognises the recommendation
as “abnormal” will depend on the identification of a suitable “foil”. As established by
several studies, people tend to request clarification about observations that they consider
unusual or abnormal from their current perspective (see Hilton and Slugoski 1986; Hilton
1996). Van Bouwel and Weber (2002) argue that establishing abnormality is often done
using a contrastive case (also referred to as a foil). Of particular interest in this regard is
what they label the O-contract of the form: why does object a have Property P, while object
b has property Q? To be more precise, we consider the case where object a has Property
P = X, while an identical object b has Property P = Y. Consider two individuals, a and b,
identical in all respects except for gender, who both submit a loan application around the
same time. However, the model recommends that one application be approved, while the
other is denied. If the user is aware of the recommended outcome in both cases, one of
the cases will serve as a foil (or counterfactual). The user will utilise abductive reasoning
to attempt to determine the cause of the observed recommendation (see Peirce 1997). To
accomplish this, the user will generate several hypotheses as to the likely causes of the
recommendation (one of which is likely to be that there is algorithmic discrimination at
play), assessing the plausibility of these hypotheses and selecting the “best” hypothesis.
Harman (1965) describes this process as “inference to the best explanation”. If algorithmic
discrimination is thought to be the best hypothesis (regardless of whether or not it is the
real cause), the user will construct the issue as ethical. However, there may not be a foil
readily available, or the user may not be aware of it, in which case, the user may not
construct the issue as an ethical one.
In the case of an AI model with any degree of transparency, the trigger for detecting
abnormality typically starts with a request for an explanation. Though Miller (2019)
posits that curiosity is the primary reason an explanation is requested, we argue that in
this context, an explanation is more likely to be requested for regulatory or customer
relations management reasons, i.e., to justify the decision made to a regulator or customer,
respectively. However, the issue construction process is dependent on how the system
presents the reasons for the recommendation as well on how the user selects and evaluates
the explanation. Though most transparent models present their explanation as causal
chains or probabilistic models, Miller (2019) argues that “whilst a person could use a causal
chain to obtain their own explanation [...] this does not constitute giving an explanation”.
In terms of explanation evaluation, he argues that “whilst likely causes are good causes,
they do not correlate with explanations people find useful”. He posits from his review
of the literature that there are three criteria people find useful in evaluating explanations:
simplicity, generality, and coherence. To illustrate this, consider the case of a user requesting
an explanation for a recommendation from an explainer such as LIME (Ribeiro et al. 2016).
The user is presented with a list of features that contributed to the recommendation in the
order of magnitude of their contribution. The user subsequently assesses whether or not
the features that drove the recommendation are plausible based on their subject matter
expertise. If some unexpected features are driving the recommendation, the user may view
this as an abnormal recommendation. The user may search for a foil (i.e., a similar case),
examine whether a similar recommendation was given and whether similar unexpected
features drove this. If the identical cases have different outcomes, the user may be alerted
to the existence of an ethical issue.
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Given the contrast between opaque and transparent models as described above, we
argue that the more transparent a model is, the more likely it is that the agent will construct
the issue as an ethical one. For example, if the user can understand which features made the
most significant contribution to a prediction, they are more likely to detect if algorithmic
discrimination exists (interpretability). By the same token, because a more complete
explanation is likely to shed light on of the system’s behaviour, it is likely to make the user
recognise the existence of ethical issues than a less complete system.
Proposition 1. The more explainable an AI model is, the more likely it is that the human agent will
construct the issue as ethical as compared to less explainable models.
3.1.2. Explanation Goal
We argue that the type and goal of the explanation requested also influences the
issue construction process. Initially, the user may request an explanation for the abnormal
recommendation vis-à-vis the foil. However, where the issue is of high moral intensity (e.g.,
see Maybin 2016) or there have been repeated instances of abnormal recommendations,
the user starts to question the credibility of the entire system. Rather than request an
explanation for a specific recommendation, they start to ask for explanations about the
model itself and its learning configuration—a “global perspective” which explains the
model (see Ribeiro et al. 2016). This requires a “model of self” which approximates the
original model and exists primarily for an explanation (see Miller 2019). That paper
highlights an example of such an explanatory modification of self from a study by Hayes
and Shah (2017).
Numerous studies have demonstrated that the user evaluates and selects a subset of
explanations provided by the explainer as relevant based on factors such as abnormality,
the contrast between the fact (i.e., observed recommendation) and the foil, and robustness,
amongst others (see Miller 2019). Also related to issue construction, the study by Kulesza
et al. (2013) explored the link between the soundness (or correctness) and completeness
of the explanation. They recommended that while completeness was more critical than
soundness, it was important not to overwhelm the user. Miller (2019) also argues that when
the entire causal chain is presented to the user, there is a risk that the less relevant parts of
the chain will dilute the crucial parts that are important to explain the recommendation.
This recommendation runs contrary to the intuitive view that more information is better
than less.
Proposition 2. The more interpretability (as opposed to complete) the supplied explanations have,
the more likely it is that the human agent will correctly construct the issue as a moral one.
3.1.3. Motivational Drive
Tenbrunsel and Smith-Crowe (2008) argue that “biases, intuition and emotion must
be considered” in the ethical decision-making process. This aligns with the position put
forward by Sonenshein (2007) that “individuals see what they expect to see, but [ . . . ]
also see what they want to see”. We consider the implications of these biases on ethical
decision-making using AI tools.
Messick and Bazerman (1996) postulate that internal theories influence the way we
make decisions. Strudler and Warren (2001) provide an example of one such bias (authority
heuristics) which describes the trust we place in the expertise of authority figures that may
be misplaced. As we argued earlier, humans tend to view AI models as authority figures.
However, as highlighted earlier, the user is likely to bring biases into the evaluation of
explanations provided based on their perceived intention of the explainer (see Dodd and
Bradshaw 1980).
Abnormality is a critical factor in ethical decision making as it triggers the request
for an explanation regarding the basis for the model’s recommendation. (Miller 2019).
However, what is viewed as abnormal is subject to cognitive biases held by the user. For
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example, Gilbert and Malone (1995) highlight correspondence bias due to which people
tend to explain other people’s behaviour based on traits. In other words, a user may not
view a model’s recommendation as abnormal due to discriminatory tendencies they may
harbour or may give higher weight to unimportant causal features that support biases. It is
also possible that the user may select a conjunction of facts in the causal chain and assign
them higher weighting that they deserve because it aligns with their preconceptions (see
Tversky and Kahneman 1983).
Proposition 3. The more aligned a human agent’s biases are with the AI model’s recommendations,
the less likely they are to construct the issue as a moral one.
3.1.4. Social Anchors
We posit that the existing “ethical infrastructure” in the organisation is another im-
portant factor that impacts the issue construction process when making decisions with
AI tools. Ethical infrastructure refers to “organisational climate, informal systems and
formal systems relevant to ethics” (Tenbrunsel et al. 2003). Where the ethical infrastructure
supports constructing moral issues regarding the existence of algorithmic discrimination,
the user is likely to do so; otherwise, they will not.
Sonenshein (2007) argues that “employee’s goals [ . . . ] will affect how they construct
an issue”. They may view unethical behaviour as consistent with the “rules of business” if
it enables them to achieve their goals. This is consistent with results from Schweitzer et al.
(2004), which concludes that goal setting is negatively associated with ethical behaviour.
This conclusion aligns with the findings by Hegarty and Sims (1978) and Tenbrunsel (1998),
which discovered a positive correlation between incentives and unethical behaviour. In
terms of decision making with AI tools, this suggests that if an organisation sets goals that
encourage specific outcomes based on AI tools without taking appropriate action to manage
undesirable side effects, users are less likely to construct ethical issues appropriately.
Proposition 4. Users working with AI models in organisations with more supportive ethical
infrastructures are more likely to challenge the model’s recommendation compared to users in
organisations with less supportive ethical infrastructures.
3.1.5. Representation
Sonenshein (2007) posits that the user’s representation—their “mental model [ . . .
] of how others see a situation”—is also an important moderator of issue construction.
We argue that a significant “other” in decision making with AI tools is the explainer
which can shed light on the factors that drove the recommendation made by the AI
agent. Sonenshein quotes a study by Weick (1993), which found that people engage in
representation through communication with others. This highlights the need, not only for
the user to be able to request an explanation, but also about the nature of the explanation
provided. For example, though the explanation provided could include details such as the
training data, optimisation cost function, hyperparameters, etc., these are not likely to be
useful to the typical user. It is worth noting that the user is likely to be distrustful of the
explanation offered. This conclusion is based on research which indicates that individuals
tend to prejudge the intention of the explainer and filter out information that supports
the prejudgement (see Dodd and Bradshaw 1980). As a result, the user is likely to request
clarification and additional explanation of any explanations provided. This supports the
requirement for an explanation as dialogue, which facilitates challenges from the explainee
(“I do not accept your explanation or parts of it”).
The other form of representation that is relevant is the opinion of other users of the
AI tool. Sonenshein (2007) refers to these as “social anchors, . . . interlocutors who help
an actor test his or her interpretation of social stimuli”. This suggests that the way a user
constructs the ethical issue in isolation is likely to be different from the manner it will be
constructed if done collaboratively with other users. In the latter scenario, additional users
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are likely to be able to provide additional examples of foils which will broaden the initial
user’s frame of reference and enable them to construct the issue in a broader manner.
Proposition 5. The more collaborative the issue construction process is, the more likely it is that the
user will correctly construct an issue as ethical as compared to issue construction done in isolation.
3.2. Judgement
3.2.1. User Attributes
Sonenshein (2007) posits that the intuitive judgement stage directly follows the end
of the issue construction stage with the user reaching a plausible interpretation. At this
stage, the actor responds to the issue (as constructed in the initial stage) using intuition—an
“automatic, affective reaction”. With regard to ethical decision making with AI tools, the
agent makes an intuitive judgement which rules the recommendation as discriminatory or
non-discriminatory.
Sonenshein (2007) further argues that an individual’s level of experience is a key factor
that influences their judgement, stating that “as individuals develop experience, they can
internalise that experience into intuitions”. Regarding ethical decision making with AI
tools, this implies that a less experienced user is likely to challenge the recommendation of
the AI tool. They are likely to have less experience of abnormal recommendations and as
such, are more likely to view the AI tool as an expert, the converse of which is true of more
experienced users.
Also relevant at this stage is the work of Tenbrunsel and Smith-Crowe (2008). The
authors introduce the concept of decision frames that illuminate the perspective of the
decision-maker and are moderated by previous experience. For example, suppose the
decision-maker primarily adopts a business or legal frame. In that case, they are less
likely to judge a model’s recommendation as discriminatory (even if there exists evidence
to the contrary). Though Sonenshein suggests that individuals infrequently alter their
initial judgement after it has been made, we argue that exposing the basis on which an AI
model made a prediction can shift the user’s decision frame such that what may have been
perceived at the outset as a business/legal decision is transformed into an ethical one. We
believe this is especially the case for more morally intense issues, e.g., if the AI model is
being used to determine the risk of reoffending for an offender (Maybin 2016).
We argue that the degree of interpretability also influences the user’s judgement. For
example, given an opaque model and the absence of a suitable foil, the user is unlikely to
judge the model’s recommendation as discriminatory. This is backed up by findings which
relate the degree of perceived control over an event with attribution of responsibility (Fiske
and Taylor 1991). In other words, a user making a decision based on a prediction from a
black box model is likely to attribute the decision to the model (“Computer says ‘No’”) as
opposed to a prediction based on an interpretable model where the user is more likely to
perceive that they have more control.
Kelman and Hamilton (1989) argue that an individual’s propensity for challenging
authority (i.e., the model’s recommendation) depends on which is the more powerful of
two opposing forces in tension—binding and opposing forces. Binding forces strengthen
the authority of existing structures while opposing forces intensify resistance to authority.
As stated earlier, human users tend to view the model as the “authority” due to their data
computation ability. We argue that interpretability is likely to heighten the opposing force
and make the user more likely to challenge the recommendation where it is abnormal. In
addition, it will also make it easier for the user to justify their rationale for disregarding the
model’s recommendation.
Proposition 6. The more experienced a human agent is, the more likely they are to correctly judge
a model’s recommendation as discriminatory.
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3.2.2. Strength of Evidence
In addition, we argue that for an explainable system, the strength of the evidence
provided to support the explanation will influence the judgement the user reaches. Below,
we highlight a couple of factors in this regard.
Miller and Gunasegaram (1990) argue that the temporal distance of events is an
important moderating factor, specifically that people tend to “undo” more recent events.
As it pertains to ethical decision making with AI, this would suggest that the user is
unlikely to recognise the foil as valid if it is sufficiently temporally distant. Even if the
case currently being assessed and the identified foil have identical properties, the user is
likely to intuitively feel that due to the passage of time, changes to legislation, policies,
and procedures, etc., treating the case as identical is not feasible. As a result, they may not
dismiss evidence that points towards algorithmic discrimination, even if the user has some
suspicion about the unethicality of previous decisions.
We posit that the use of probability in explanation, primarily when used to explain
the causes of the recommendation, will increase the likelihood of correctly judging an
algorithm’s recommendation as discriminatory (see Josephson and Josephson 1996). The
study by Eynon et al. (1997) would also appear to indicate that where ethical training is
available, especially when it is tailored to the use of AI tools, users are likely to correctly
judge a model’s recommendation as discriminatory.
Proposition 7. The more substantial the evidence presented to support an explanation, the more
likely it is that the human agent will correctly judge the model as discriminatory as compared to
weaker evidence.
3.2.3. Social Pressures
Regarding the influence of social pressure on forming ethical judgements, Sonenshein
argues that “organizations strongly influence how their members behave and what they
believe”. We posit that in terms of ethical decision making, a key influencing factor
is the design of the AI tool and associated processes. Martin (2019) refers to these as
“affordances—properties of technologies that make some actions easier than others”. The
higher the technological hurdle the user must clear, the less likely they are to adjudge
the model’s recommendation as discriminatory. For example, if the user has to perform
more operations (e.g., navigate to different screens, click multiple buttons, etc.) in order
to reject the AI tool’s recommendation and provide a significant amount of mandatory
justification (vis-à-vis accepting the recommendation), then the design of the tool or process
is likely to influence their judgement. This concept has been acknowledged in “Values in
Design” (ViD), which describes the field of research that investigates how “individually and
organizationally held values become translated into design features” (Martin et al. 2019).
Proposition 8. The more complicated the design of the tool and associated processes make it to
judge the AI tool’s recommendation as incorrect, the less likely it is that the human agent will do so.
3.3. Explanation and Justification
Sonenshein (2007) posits that the judgement phase is followed by the explanation and
justification phase, where the moral agent attempts to explain and justify their reaction
to the constructed issue. We refer to this stage simply as the justification stage to avoid
any confusion with the point(s) in the construction stage where the explainer provides an
explanation for the recommendation. Sonenshein (2007) further argues that moral agents
“employ the rules of rational analysis” to “bolster their confidence in the decision” as well
as that of others. This reinforces the recommendation by Miller (2019) for the adoption of
a conversational mode of explanation. The dialogue between the user and the explainer
preserves an audit trail of the process by which the user constructed the issue and reached
their judgement. Making this conversation readily available to the user for review also has
the added advantage of highlighting inconsistencies in the issue construction process (e.g.,
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implausible arguments). This highlights the requirement for social interaction between the
explainee (i.e., the user) and the explainer.
Proposition 9. The more conversational the dialogue between the explainer and the user, the better
the quality of justification the human agent can provide for their judgement.
4. Recommendations
Based on the preceding, we conclude with several non-exhaustive recommendations
to assist users in making more ethically sound decisions when using AI tools. First, we
recommend that the explanation provided by the explainer pre-empt the user’s request
for an explanation for abnormal events and make that available. Though Hilton (1990)
recommends providing a contrastive explanation vis-à-vis a “typical” case, we suggest
that the explainer should select an appropriate foil with identical properties and different
recommendations and explain why different recommendations were made. The user
should also have the ability to replace the system-selected foil with another they have
selected and request a contrastive explanation for this. Though Miller (2019) suggests
that an unprompted explanation could prove superfluous and distracting over time, we
recommend that these explanations could be presented as “hints” where the details remain
hidden but which can be readily accessed as required by the user. We argue that if a user
correctly constructs and judges an issue as ethical early on, they are more likely to engage
in moral behaviour and as such, investing in the design to highlight such issues is likely to
drive desired behaviour.
Secondly, we propose the provision of explanations at different levels to facilitate
ethical decision making. Apart from the explanations for each recommendation, the tool
should be able to explain its model of self (see Section 3). Furthermore, the tool should
also support the ability to request clarification on any section of the causal chain. The
validation and verification of the tool should include expert users to test for the presence of
algorithmic discrimination. Batarseh and Gonzalez (2015) detail a number of methods for
accomplishing this, e.g., Context-Based Testing (CBT) and Turing Test approach.
Thirdly, based on the conversation model of explanation (see Hilton 1990), the ex-
planation should be presented in a manner that follows the “basic rules of conversation”.
This would include only presenting information relevant to the user based on their mental
model (see also Jaspars and Hilton 1988), keeping track of which information has already
been shared (based on the premise that once something has been learned, it should not
need to be explained again), and whether the user accepted it as credible or not, etc. It could
also support presentation modes such as chatbots which facilitate conversational dialogue.
Fourthly, we recommend providing the capability for the user to collaborate with
other users of the tool in the decision-making process. The user could share details of the
case and the model’s recommendation with one or more users and request their opinion(s).
This would help to widen the initial user’s frame of reference and could make them aware
of more suitable foils. It would also assist in raising their experience level as the collective
experience of all the collaborators will be utilised in the decision-making process.
Finally, we recommend that the process for rejecting the AI model’s recommendation
and highlighting the potential existence of ethical issues should be as streamlined as
possible and should not be more complicated than the process for accepting the model’s
recommendation. This will increase the likelihood that the user will follow through on any
moral intent they had previously established.
5. Limitation and Future Research
In this paper, we have synthesised the literature on ethical decision making and
explainable AI and proposed several testable belief statements. We believe the main
limitation of this study is the lack of empirical evidence to support the belief statements.
However, we expect that these will be tested and empirically validated in future studies
utilising a variety of appropriate methodologies. For example, there exist opportunities to
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utilise technology such as functional Magnetic Resonance Imaging (fMRI) to monitor the
brain activity of users as they make decisions using AI tools, undertake a phenomenological
study to gather rich data among real-life practitioners, amongst others. In future work, we
intend to attempt to tackle a number of these opportunities.
Secondly, rather than a systematic search of the ethical decision making and Explain-
able AI literature base, we undertook a top-down search starting from key papers in both
fields and exploring the linkages from these. We selected this approach as this search
strategy is recommended as the most effective way of reviewing and synthesizing research
fields which are different. However, we acknowledge that the risk exists that we may have
missed relevant studies in both fields. We have mitigated this risk by obtaining feedback
from experts who have provided valuable feedback to ensure completeness of the review.
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