The distribution of phonons that carry heat in crystals has typically been studied through measurements of the thermal conductivity Λ as a function of temperature or sample-size. We find that Λ of semiconductor alloys also depends on the frequency of the oscillating temperature field used in the measurement and hence demonstrate a novel and experimentally convenient probe of the phonon distribution. We report the frequency dependent Λ of In 0.49 Ga 0.51 P, In 0.53 Ga 0.47 As, and Si 0.4 Ge 0.6 as measured by time-domain thermoreflectance over a wide range of modulation frequencies, 0.1<f<10 MHz and temperatures 88<T<300 K. The reduction in Λ at high frequencies is consistent with a model calculation that assumes phonons with mean-free-paths larger than the thermal penetration depth do not contribute to the thermal conductivity measured in the experiments.
I. INTRODUCTION
In crystalline dielectrics and semiconductors, heat is carried by wave-like lattice vibrations, i.e., phonons, with a broad distribution of frequencies and lifetimes. 1 In a typical crystal near room temperature, the spectral distribution of the thermal conductivity Λ is thought to be nearly flat 2 because the variation of the density of states with phonon frequency, ν 2 in the Debye model, is compensated by changes in phonon lifetimes, typically assumed to scale as ν −2 . In mixed crystals such as the semiconductor alloys used in thermoelectric energy conversion, Rayleigh scattering of high frequency phonons shifts the distribution and increases the relative importance of low frequency phonons for heat transport. 2 Current research on improving the efficiency of thermoelectric materials is often concerned with understanding this phonon distribution and developing material structures-e.g., nanowires, superlattices, and nanoscale precipitates-that further reduce the thermal conductivity Λ below what can be achieved by alloying. 3, 4, 5 Currently, the most powerful methods for probing the distribution of phonon mean-free-paths are systematic experiments on how Λ measured under steady-state conditions 3, 6 varies as a function of the diameter of a nanowire or the thickness of a crystalline layer. In this paper, we report our observation of frequency dependence of Λ for semiconductor alloys and thus demonstrate a novel and convenient method for profiling the distribution of heat carrying phonons in materials.
Frequency or time dependence of Λ has been discussed by theorists for many years but the expectation has usually been that very high frequencies, f>1/τ where 1/τ is the relaxation rate of the dominant phonons, would be needed to observe these effects. (One 3 notable exception is the study by Mahan and Claro who found changes in the heat current when the temperature gradient varies rapidly on the length scale of the phonon meanfree-path. 7 ) Guyer and Krumhansl, 8 for example, predicted a correction to the static thermal conductivity on the order of 2 R f π τ , where R τ is the mean relaxation time due to resistive scattering processes. More recently, Volz 9 showed that Λ in a computational model of Si decreases at frequencies fτ >1. Since the lifetimes of the dominant phonons in semiconductor alloys are ~100 ps, this prior theoretical work suggests that the frequency dependence of Λ would not be observable in experiment unless f>1 GHz.
In our experiments, we observe frequency dependence in Λ for semiconductor alloys when f>1 MHz. This surprising result is consistent with a model based on the assumption that phonons with mean-free-paths greater than the thermal penetration
, where C is the heat capacity per unit volume, do not contribute to Λ measured in the experiments. Thus, by varying f and therefore d, we conveniently probe the distribution of phonon mean-free-paths. Our results also have practical importance in the design and thermal management of microelectronics: InGaP, InGaAs and SiGe, are common in high frequency devices 10, 11 and our finding that Λ is dependent on both the layer thickness and the time-scale of the heat transport creates new challenges for accurate modeling of temperature distributions in these devices. 
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II. EXPERIMENTAL DETAILS
III. RESULTS AND DISCUSSION
To a good approximate, the in-phase signal of the lock-in amplifier V in gives the timedomain response of the surface temperature following heating by the pump optical pulse. 19 At t=100 ps, heat is uniformly distributed through the Al metal film but the amount of heat that has entered the semiconductor layer at this short time scale is relatively small. Therefore, the change in V in between negative delay time and t=100 ps is ps), our TDTR measurements are most sensitive to the thermal effusivity of our samples.
In Fig. 2 , we plot the out-of-phase signal of the lock-in amplifier V out normalized by the change in the in-phase signal ΔV in between negative delay time and a positive delay time of t=100 ps as a function of modulation frequency f. ΔV in can be thought of as a calibration for V out that is based on the heat capacity per unit area of the Al transducer.
V out /ΔV in is thus proportional to the reciprocal of thermal effusivity of the samples. For all materials we have studied except thick layers of semiconductor alloys, a single value of the thermal effusivity is sufficient to fit the entire frequency range of the data acquired at room temperature, see Fig. 2 . For InGaP, InGaAs, and SiGe, however, the measurements cannot be fit by a single value of the thermal effusivity. When a thermal conductivity of Λ=3 W m -1 K -1 is chosen to fit the data for V out /ΔV in in the high frequency limit, the data at low f fall below the predictions of the thermal model by a factor of ~0.7 implying that thermal conductivity is a factor of ~2 larger at lower f.
We analyze the data quantitatively by fitting the calculations of a diffusive model to our measurements. Since we do not expect that the thermal conductance of the interface between the Al film and the samples depends on heating frequency, we fix the thermal conductance and vary the thermal conductivity of the samples as the only free parameter.
Typical examples of this fitting procedure are shown in Fig. 1 . We summarize the thermal conductivity Λ measured in this way as a function of the modulation frequency f in Fig. 3 . As already indicated by the data shown in Fig. 2 To gain qualitative insight into the underlying mechanisms of our findings, we construct a lattice dynamics model following the approach of Morelli and co-workers. 22 The lattice dynamics model is based on the Debye-Callaway formalism, but the longitudinal and transverse modes are treated separately. We assume that the crystals are isotopic and approximate phonon velocities and phonon dispersion of the crystals from
[100] direction. As explained in Ref. 22 , we set the cutoff frequencies by the acoustic phonon frequencies at the zone boundary 14 to take into account only acoustic phonons up 8 to the maximum frequencies at zone boundary. We assume the Grüneisen constants, γ L and γ L , to be 1.0 and 0.7 for all crystals and alloys, and obtain the longitudinal and transverse phonon velocity, v L and v T of the crystals from Refs. 14 and use the average values for the alloys. As we have done previously 23 , we deviate from the approach of Ref.
22 and substitute a high temperature form for the N-process relaxation rate
We fix the relative anharmonic scattering strengths of umklapp and normal processes, B U Rayleigh scattering by the differences in atomic size or bond strength because these contributions to Γ are not well known and, in any case, should oppose each other so that the total correction to Γ is relatively small. 23 We derive Γ InGaP = 0.0675 and Γ InGaAs = 0.0357. We note that there is only one free parameter in our lattice dynamics model, the absolute values of the anharmonic scattering strengths.
The dashed line in Fig. 4 shows the results of this model calculation for Λ with one additional phonon scattering rate τ Instead, we propose that the boundary scattering form is able to describe the data because phonons with mean-free-paths l >h or l>d do not contribute to the thermal conductivity of the alloy layer as measured in the experiment. Phonons with l >h or l >d can be said to be "ballistic" on the length scale of the experiments. 24, 25 To understand this result, we must return to the details of the experiment. In a TDTR experiment, the sample is heated at the surface and the thermal response of the sample is measured at the surface and used to determine the thermal properties. Therefore, to capture the basic geometry of the experiment, consider one-dimensional heat flow in a semi-infinite solid that is subjected to a periodic heat source at the surface of Psin(2πft),
where P is the power per unit area. The steady state temperature oscillation is then
where x is the depth from sample surface, C Λ is the thermal effusivity and
as defined before. We divide the contribution to the heat transport into two channels: a diffusive channel that incorporates all equilibrium phonons with l <d and a ballistic channel incorporating all non-equilibrium phonons with l >d. The overall thermal effusivity is then the sum of the thermal effusivities of each channel, rather than the thermal effusivity that would result from the sum of the thermal conductivities of the two channels. However, as the population of ballistics phonons consist of low-frequency phonons with small number of available modes, the heat capacity of the ballistic phonons is very small. Consequently, the thermal effusivity of the ballistic channel is also very small and does not contribute to the thermal conductivity determined by TDTR.
The striking similarity between the dependence of Λ on the thickness of thin layers and the frequency dependent Λ of thick layers is further illustrated in Fig. 5 where we plot the data and the model calculations as a function of temperature T. We label each set of data in this plot by the layer thickness h or penetration depth d, whichever smaller.
When d <h, thermal conductivity of the epitaxial layers with comparable d coincides despite differences in layer thickness as large as an order of magnitude. The agreement between the model calculations with the measurements is reasonably good across the entire temperature range, giving further support to our conclusion that phonons with mean-free-paths longer than penetration depth do not contribute to the thermal conductivity measured by TDTR.
Thermal conductivity distribution as a function of mean-free-path κ(l) is readily derived from the frequency dependence measurements. The distribution function κ(l) is defined by
. We approximate κ(l) from the finite-differences of the thermal conductivity with respect to penetration depth d.
where Λ n+1 and Λ n are the thermal conductivities measured at two adjacent modulation frequencies, and d n+1 and d n are the corresponding penetration depths. The thermal conductivity distribution of InGaAs and InGaP derived using this approach is plotted in Fig. 6 using κ(l) from Eq. 2 and l =( d n+1 +d n )/2.
IV. SUMMARY
In summary, we report in this paper experimental evidence of frequency dependence of thermal conductivity in epitaxial semiconductor alloys. We demonstrate that the frequency dependence is fundamentally related to the thickness dependence of the epitaxial layers, as phonons of mean-free-paths longer than the penetration depth traverse the temperature gradient ballistically and do not contribute to the thermal conductivity measured by the experiment. Hence, frequency dependent measurements can be a convenient method for probing the phonon distributions of materials. is the setting of the absolute value of the phase of the reference channel of the rf lock-in amplifier and, at the lowest modulation frequencies, the correction needed to account for the optical pulses that leak through the pulse picker. The precision of the thermal conductivity measurements is approximately 1% at a modulation frequency of 10 MHz, 7% at 0.6 MHz, and 10% at 350 kHz.
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