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Abstract
We answer two questions of Razpet (Discrete Math. 135 (1994) 377) regarding 4nite sub-
matrices of the Pascal triangle. One of these has been solved independently in another way by
Bayat and Teimoori (Linear Algebra Appl. 308 (2000) 65).
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1. Introduction
Consider the in4nite matrix B=(bmn)∞m;n=0 formed by all binomial coe(cients:
bmn=


(
m
n
)
; m¿n;
0; m¡n:
It turns out that 4nite submatrices of B enable one to calculate the whole matrix modulo
a prime. Speci4cally, let p be any prime. Let A denote the matrix over Z=pZ obtained
from B upon replacing each entry by its residue class modulo p. For any positive
integer s, denote by A(s; p) the ps×ps matrix formed by the upper left corner of A
of this size. That is, A(s; p)=(amn)
ps−1
m;n=0, where amn is the least non-negative residue
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of bmn modulo p. Razpet [9] noticed that, for each s, the matrix A(s; p) is the s-fold
tensor product of A(1; p). In fact, this follows readily from the following classical
result, due to Lucas:
Theorem 1 (Lucas [6, Section XXI]). Let m and n be non-negative integers with base
p expansions
m=
k∑
i=0
mipi; n=
k∑
i=0
nipi; (06mi; ni¡p):
• If ni¿mi for some i then p|(mn ).• If ni6mi for each i, then(
m
n
)
≡
k∏
i=0
(
mi
ni
)
(modp):
Razpet [9] posed the following
Question 2. What is the minimal polynomial of the matrix A(s; p) over Z=pZ?
In addition, Razpet asked for other matrices having similar congruence properties.
Namely
Question 3. Which in3nite matrices C=(cmn)∞m;n=0 over Z satisfy the “Lucas prop-
erty”,
cmn ≡
k∏
i=0
cmini (modp);
for all prime p, where the numbers mi and ni are as in Lucas’s Theorem?
In this paper we address these two questions. With respect to the 4rst question, we
4nd the required minimal polynomial. Moreover, we show that A(s; p) is similar to
the matrix representing some “natural” transformation, and then 4nd the Jordan form
of A(s; p). We mention that this question has been settled very recently by Bayat
and Teimoori [4,5], using a completely diOerent approach (see also [3]). Regarding
the second question, we mention that McIntosh [7], and Razpet himself in another
paper [8], provide several examples of arrays satisfying the required property, as well
as sequences satisfying a one-dimensional analogue of it. For example, the double
sequence counting the number of possible walks in the plane from the origin to each
non-negative lattice point, using the steps (1,0), (0,1), and (1,1), satis4es this property.
The sequence (an) for any integer a, and the sequence A(n)=
∑n
k=0 (
n
k )
2( n+kk )
2, satisfy
both the one-dimensional analogue. However, we show that in general one may not
expect too much from matrices known to satisfy it. The main results are presented in
Section 2, and the proofs—in Section 3.
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We express our gratitude to J.-P. Allouche, M. Razpet and the referees for their
comments on the 4rst draft of the paper and for drawing our attention to several
important references.
2. Main results
The following theorem answers Question 2.
Theorem 2. The minimal polynomial of A(s; p) is (x − 1)p for any prime p and
positive integer s.
Remark 3. One may ask more generally (as did Bayat and Teimoori) about the mini-
mal polynomial of the n×n matrix consisting of the entries in the top left corner of the
matrix A for any n, not necessarily for powers of p, as done here following Razpet’s
question. We note, however, that, since A is lower triangular, it easily follows from
Theorem 2 that this minimal polynomial is (x − 1)p for all n¿p.
Our approach to proving the theorem is based on the observation that the matrix
A(s; p) (or rather its transpose) represents the transformation S on the vector space of
all polynomials of degree less than ps, de4ned by
S(P(X))=P(X + 1); P ∈ (Z=pZ)[X]; degP6ps − 1;
with respect to the basis 1;X;X2; : : : ;Xp
s−1
. Thus, A(s; p) − I represents the transfor-
mation P(X) →P(X + 1) − P(X). This raises the corresponding question about the
analogous “continuous” version, that is the derivation transformation P(X) → P′(X).
Theorem 4. The derivation transformation
D(P(X))=P′(X); P ∈ (Z=pZ)[X]; degP6ps − 1;
is similar to the transformation S − I .
With respect to Question 3, we prove
Theorem 5. There exist uncountably many matrices C=(cmn)∞m;n=0 satisfying the Lu-
cas property
cmn ≡
k∏
i=0
cmini (modp)
for every prime p and non-negative integers m; n, where the numbers mi and ni are
as in Lucas’s Theorem.
Here it is natural to consider the analogous one-dimensional arrays.
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Theorem 6. There exist uncountably many integer sequences (an)∞n=0 satisfying
an ≡
k∏
i=0
ani (modp)
for every prime p, where the numbers ni are as in Lucas’s Theorem.
While Theorems 5 and 6 may hint that there are too many sequences satisfying the
property in question to make it interesting, it turns out that some “natural” one- and
two-dimensional arrays satisfy Lucas’s property. We mention in passing that satisfying
the Lucas property (perhaps only for every su(ciently large prime) may have important
applications, such as for proving that various sequences give rise to transcendental
power series (cf. [1]). For a comprehensive account we refer to McIntosh [7]. We
draw attention also to analogues of the Lucas property for sequences of polynomials
(cf. [2]).
3. Proofs
Proof of Theorem 2. Denote by T the operator associated with A(s; p)t−I with respect
to the standard basis 1;X;X2; : : : ;Xp
s−1
. We shall show that Tp=0, but no smaller
power of T vanishes.
Clearly, we have T=S − I . Hence:
T k=(S − I)k=
k∑
j=0
(−1) j
(
k
j
)
Sk−j; k=1; 2; : : : :
Recall that the binomial coe(cient (pj ) is divisible by p for j=1; : : : ; p − 1, and
therefore Tp=Sp − I (where for p=2 we also used the equality I= − I). Hence:
Tp(P(X))=Sp(P(X))− P(X)=P(X + p)− P(X)=0:
On the other hand, for any j¿0 we have
T (Xj)=(X + 1)j − Xj=jXj−1 +
(
j
2
)
Xj−2 + · · ·+ 1:
It follows that
Tp−1(Xp−1) = Tp−2((p− 1)Xp−2 + P1(X))
= Tp−3((p− 1)(p− 2)Xp−3 + P2(X))= · · · ;
where each polynomial Pi is of degree at most p− i − 2. In particular:
Tp−1(Xp−1)=(p− 1)! 
= 0;
so that Tp−1 
=0. This proves the theorem.
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Proof of Theorem 4. We shall 4nd the Jordan forms of the two transformations, which
will give in particular the similarity. Let V be the subspace of (Z=pZ)[X] consisting
of all polynomials of degree less than ps.
We start with D. Consider the following polynomials in (Z=pZ)[X]:
Qlp+j=
Xlp+j
j!
; 06l¡ps−1; 06j6p− 1:
These polynomials form a basis of V , and
D(Qlp+j)=
{
0; 06l¡ps−1; j=0;
Qlp+j−1; 06l¡ps−1; 16j6p− 1:
(1)
Denote by J the following p×p matrix:
J (i; j)=
{
1; j= i + 1; 16i6p− 1;
0; j 
= i + 1:
By (1), the matrix representing the transformation D on V with respect to the ba-
sis Q0; Q1; : : : ; Qp−1 in the case s=1 is J . For general s, the matrix representing D
with respect to the basis Q0; Q1; : : : ; Qps−1 is a ps×ps block matrix, with J ’s on its
“diagonal” and 0’s elsewhere. Note that this matrix is in Jordan form.
Now to S − I . We take the following basis of V :
Rlp+j=(X(X − 1) : : : (X − p+ 1))l
(
X
j
)
; 06l¡ps−1; 06j6p− 1:
Since
S(Rp)=(X + 1)X : : : (X − p+ 2)=Rp;
S(Rj)=
(
X + 1
j
)
=
(
X
j
)
+
(
X
j − 1
)
=Rj + Rj−1; 06j6p− 1
(where R−1 is to be understood as 0) and S is a ring homomorphism, we have:
S(Rlp+j)=
{
Rlp; 06l¡ps−1; j=0;
Rlp+j + Rlp+j−1; 06l¡ps−1; 16j6p− 1:
Consequently
(S − I)(Rlp+j)=
{
0; 06l¡ps−1; j=0;
Rlp+j−1; 06l¡ps−1; 16j6p− 1;
which means that the matrix representing S−I with respect to the basis R0; R1; : : : ; Rps−1
is the same ps×ps block matrix, with J ’s on its “diagonal” and 0’s elsewhere, en-
countered before.
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We have seen that the Jordan forms of the two transformations D and S − I are
identical. In particular, the transformations are similar.
Proof of Theorem 6. Let a0=1. We select the terms an inductively. Suppose the num-
bers ai have been chosen for i6n − 1. When selecting an, we have to make sure
that, for each prime p not exceeding n, a certain congruence modulo p, connecting
an and the product of several ai’s with indices strictly less than p, is satis4ed. Thus,
to satisfy the Lucas property we must choose an in a unique way modulo the product
of all primes up to p. Thus, each an may be chosen in in4nitely many ways, and in
particular the sequence as a whole may be chosen in uncountably many ways.
Proof of Theorem 5. Fix a well-ordering 4 of N2, having the property that (m; n)4
(m′; n′) if m6m′ and n6n′. De4ne the terms amn one by one according to the order 4.
As in the proof of Theorem 6, at each stage there are in4nitely many possible choices,
so that there are uncountably many in4nite matrices satisfying the required property.
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