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Re´sume´ – Nous nous inte´ressons dans ce travail aux de´tecteurs a` annulation paralle`le partielle d’interfe´rence (APPI) dans les syte`mes DS-
CDMA (pour Direct Sequence - Code Division Multiple Access). Nous proposons une expression analytique du rapport signal a` interfe´rence plus
bruit (RSIB) a` la sortie du premier e´tage de l’APPI dans le cas synchrone. Ensuite, nous proposons une optimisation des facteurs de ponde´ration
correspondants par maximisation du RSIB. Nous montrons, par simulations, que les facteurs optimaux obtenus permettent d’avoir des re´sultats
comparables a` la me´thode adaptative propose´e dans [1] en terme de taux d’erreur binaire (TEB), tout en gagnant en terme de complexite´ de
calcul. Nous de´duisons ensuite une extension au cas asynchrone des expressions du RSIB ainsi que des facteurs de ponde´ration optimaux.
Abstract – In this work we address parallel partial interference cancellation (PPIC) in DS-CDMA systems (Direct Sequence - Code Division
Multiple Access). We propose an analical expression of the signal to interference plus noise ratio (SINR) of a one-stage PPIC detector in
synchronous case. Furthermore, we propose a new approach for the optimization of the weighting factors which is based on the maximization
of the SINR. Simulation results show that the proposed method is comparable to the adaptive approach [1] in terms of bit error rate (BER), with
advantageous computation complexity. We further propose an expression of the SINR as well as the optimal factors for the asynchronous case.
1 Introduction
L’interfe´rence d’acce`s multiple (IAM) constitue une source
principale de de´gradation des performances des syste`mes DS-
CDMA, induisant une limitation de leur capacite´ en terme de
nombre d’utilisateurs. La technique de de´tection multi-utilisa-
teurs constitue l’une des solutions les plus efficaces a` ce proble`-
me. Elle consiste a` e´liminer la composante d’interfe´rence conte-
nue dans le signal rec¸u en traitant conjointement les signaux
des diffe´rents utilisateurs. Verdu [2] a propose´ un sche´ma de
de´tecteur multiutilisateur optimal qui permet d’e´liminer parfai-
tement l’IAM, mais au prix d’une complexite´ prohibitive, de
l’ordre de O(2M ) pour un syste`me a` M utilisateurs. D’autres
sche´mas sous - optimaux ont e´te´ propose´s dans la litte´rature.
On s’inte´resse dans ce travail aux de´tecteurs de type annu-
leurs paralle`le d’interfe´rence (API) qui sont relativement moins
couˆteux en terme de complexite´ par rapport aux autres sche´mas.
Ils ont e´te´ propose´s la premie`re fois par Varnasi et Aazhang
[3, 4] en 1990 sous le nom de de´tecteurs multi-e´tages (mul-
tistage detectors). Le principe consiste a` effectuer a` la sor-
tie de chaque e´tage une estimation des bits transmis de tous
les utilisateurs simultane´ment pour reconstruire une estimation
de la MAI qui sera soustraite de l’expression du signal rec¸u.
L’ope´ration est re´pe´te´e d’une fac¸on ite´rative autant de fois qu’il
y a d’e´tages avant d’effectuer la de´cision au dernier e´tage.
Cependant, le fait d’annuler totalement l’IAM a` la sortie de
chaque e´tage, peut entraıˆner une de´gradation des performances
au lieu d’une ame´lioration. En effet, si l’estimation des bits
aux e´tages amonts est errone´e, le niveau de l’IAM augmentera
au lieu de diminuer. Apre`s avoir note´ cette limitation majeure,
Divsalar et. al. [5] ont propose´ une nouvelle structure, appele´e
Annuleur Paralle`le Partiel d’Interfe´rence (APPI). Comme son
nom l’indique, il s’agit d’une annulation partielle de l’IAM.
Elle est base´e sur l’utilisation de facteurs de ponde´ration indi-
quant la proportion de l’IAM a` soustraire a` chaque e´tage. Ces
facteurs refle`tent en fait la fiabilite´ de l’estimation des bits ef-
fectue´e a` chaque e´tage. Ils sont d’autant plus e´leve´s que les es-
time´es des bits sont plus fiables. Les performances du de´tecteur
obtenu reposent conside´rablement sur l’optimisation de ces fac-
teurs. Plusieurs approches d’optimisation ont e´te´ propose´es dans
la litte´rature. Inspire´es de l’approche adaptative utilisant l’algo-
rithme des moindres carre´s moyens (MCM) propose´e dans [1],
et des travaux de Brown et Johnson [6], nous proposons dans ce
papier une nouvelle approche base´e sur la maximisation du rap-
port signal a` interfe´rence plus bruit (RSIB) pour un APPI a` un
e´tage dans le cas de syste`mes CDMA synchrones. Nous mon-
trons, par simulations, que les facteurs optimaux obtenus per-
mettent d’avoir des re´sultats comparables a` la me´thode adap-
tative conside´re´e dans [1] en terme de taux d’erreur binaire
(TEB) avec une complexit rduite. Nous proposons e´galement
une extension de l’expression des facteurs optimaux au cas de
syste`mes asynchrones. Apre`s avoir introduit dans la section
2 le mode`le du syste`me CDMA conside´re´ et le principe des
de´tecteurs API, nous pre´sentons dans la section 3 le principe
de la me´thode adaptative pour l’optimisation des facteurs de
ponde´ration. Ensuite, nous proposons dans la section 4 la nou-
velle approche d’optimisation de ces facteurs par maximisa-
tion du RSIB tout en comparant ses performances a` la me´thode
adaptative. Enfin, nous cloˆturons le papier avec quelques conclu-
sions dans la section 5.
2 Mode`le du syste`me
Conside´rons le cas de syste`mes DS-CDMA synchrones avec
modulation BPSK dans un canal a` bruit blanc additif Gaussien
(BBAG).
Le signal rec¸u en bande de base sur un intervalle symbole
s’e´crit :
r(t) =
M∑
j=1
√
pjbjcj(t) + η(t) (1)
ou` bj de´signe le bit du j e`me utilisateur; M est le nombre d’uti-
lisateurs actifs sur le canal; pj et cj de´signent la puissance et le
code du j e`me utilisateur, respectivement; η est le terme de bruit
de canal.
A` la sortie du filtre adapte´ du ie`me utilisateur, l’expression
des statistiques de de´cision est donne´e par :
y
(0)
i =
√
pibi +
M∑
j=1,j 6=i
√
pjρijbj + zi (2)
ρij de´signe le coefficient de corre´lation des codes ci et cj . Le
deuxie`me terme de cette expression repre´sente l’interfe´rence
d’acce`s multiple (IAM). La technique d’annulation paralle`le
partielle d’interfe´rence (APPI) consiste a` reconstruire l’IAM a`
partir d’une estimation des bits des diffe´rents utilisateurs et a` la
soustraire partiellement du signal rec¸u. L’ope´ration est re´pe´te´e
plusieurs fois selon une structure en multi-e´tages. La partie de
l’IAM a` soustraire est controˆle´e par des coefficients de ponde´ra-
tion qui doivent refle´ter la fiabilite´ de l’estimation des bits e´ffec-
tue´e a` chaque e´tage.
Les performances du syste`me reposent essentiellement sur
l’optimisation de ces facteurs. Plusieurs approches ont e´te´ pro-
pose´es dans la litte´rature pour cet effet. On conside`re dans ce
travail l’approche propose´e dans [1].
3 Optimisation adaptative des facteurs
de ponde´ration
A la sortie du premier e´tage de l’APPI, les bits de l’utilisa-
teur i sont estime´s a` partir de l’expression suivante :
y
(1)
i =
√
pibi +
M∑
j=1,j 6=i
√
pjρij
[
bj − aj bˆ(0)j
]
+ zi (3)
ou` bˆ(0)j de´signe l’estime´e du bit de l’utilisateur j a` la sortie
de l’e´tage (0) (filtre adapte´).
bˆ
(0)
j = sgn(y
(0)
j )
Chaque facteur de ponde´ration aj de´termine la partie de l’in-
terfe´rence due a` l’utilisateur j qui sera annule´e. Cette partie est
d’autant plus importante que l’estimation du bit bˆ(0)j correspon-
dant a` la sortie du filtre adapte´ est plus fiable.
Les auteurs dans [1] proposent une me´thode adaptative base´e
sur l’algorithme des moindres carre´s moyens (MCM ou LMS
pour Least Mean Square) pour optimiser les facteurs de pon-
de´ration.
La me´thode consiste a` conside´rer le signal rec¸u au rythme
chip et a` minimiser l’erreur quadratique moyenne en utilisant
l’algorithme MCM ope´rant dans un intervalle bit au rythme
chip.
La fonction couˆt a` minimiser est donne´e par :
min
a
E
[
|r(m)− rˆ(m)|2
]
, 0 ≤ m ≤ N (4)
avec m ∈ {1 · · ·N}, N e´tant le facteur d’e´talement; r(m)
de´signe le signal rec¸u e´chantillone´ et rˆ(m) son estimation.
rˆ(m) =
M∑
j=1
aj(m)bˆ
(0)
j cj(m) (5)
ou` aj(m) est le facteur de pondration a` l’ite´ration m de l’al-
gorithme MCM. aj(N) est la valeur optimale qui sera utilise´e
dans le de´tecteur.
Les auteurs dans [1] ont montre´ que, pour un choix ade´quat
des parame`tres de l’algorithme MCM, cette me´thode peut ame´-
liorer les performances du syste`me en se comparant a` d’autres
me´thodes. Il s’agit de la me´thode classique et de la me´thode uti-
lisant l’algorithme RLS. Celle-ci e´tant e´quivalente au de´tecteur
de´corre´lateur. Il a e´te´ montre´ e´galement que les performances
de la me´thode propose´e de´pendent des parame`tres de conver-
gence de l’algorithme, a` savoir :
– le pas, son choix doit se faire en fonction du nombre
d’utlisateurs actifs sur le canal, afin d’optimiser les per-
formances en terme de TEB (Taux d’Erreur Binaire). Ils
ont montre´ en particulier, que si le pas est optimise´ pour
un nombre e´leve´ d’utilisateurs et que si le syste`me passe
a` un nombre plus faible, le niveau du TEB se de´grade.
– l’e´tat initial, la vitesse de convergence de l’algorithme
de´pend e´troitement de l’initialisation des facteurs de pon-
de´ration et par conse´quent de la fiabilite´ de l’estimation
des bits de l’e´tage pre´ce´dent.
Par ailleurs, l’approche propose´e pre´sente une complexite´ de
l’ordre de O(NM) par e´tage [1].
4 Optimisation des facteurs de ponde´ra-
tion par maximisation du RSIB
4.1 Cas synchrone
D’une fac¸on ge´ne´rale, le RSIB est de´fini par :
RSIBi =
E(y(1)i |bi)2
var(y(1)i |bi)
(6)
Pour le cas de l’annuleur paralle`le d’interfe´rence,
RSIBi =
(
√
pibi +
∑
j 6=i
√
pjρijψj)
2
∑
j 6=i
∑
m 6=i
ρijρim
√
pjpmωjm + 2σ
∑
j 6=i
√
pjρijφji + σ
2
(7)
ou`
ψj = E(j
∣∣∣bi) , j = bj − aj bˆ(0)j
ωjm = E [jm |bi]− E [j |bi]E [m |bi]
et φji = E [jzi |bi]
Le de´veloppement de l’expression exacte n’e´tant pas une
taˆche triviale, on proce`de a` des approximations telles que celles
faites dans [6] et re´fe´rences incluses de la fac¸on suivante :
– j est inde´pendante de bi quel que soit i 6= j. Ceci se
traduit par le fait qu’une erreur d’estimation faite sur le
bit de l’utilisateur j, bj , est inde´pendante du bit de l’uti-
lisateur i, bi.
– j est inde´pendante de m quel que soit j 6= m. En
d’autres termes, les erreurs de de´cision sur l’utilisateur
j sont inde´pendantes de celles de l’utilisateur m.
– j est inde´pendante de zi quel que soit j 6= i. Ou encore,
les erreurs de de´cision du filtre adapte´ pour l’utilisateur j
sont inde´pendantes de la composante i du bruit gaussien
du canal.
Ainsi,
ψj = 0 ∀i 6= j
ωjm = 0 ∀j 6= i , m 6= ietj 6= m
φji = 0 ∀j 6= i
Le seul terme qui reste a` calculer est ωjj .
ωjj = E(2j |bi)− E(j
∣∣bi)2 (8)
≈ E (2j) (9)
Explicitons tout d’abord j pour le cas de l’APPI :
2j =
{
(1 + aj)2 si bˆ
(0)
j = −bj
(1− aj)2 si bˆ(0)j = bj
(10)
Ainsi,
ωjj = (1 + aj)2P ej + (1− aj)2(1− P ej ) (11)
= (1− aj)2 + 4ajP ej (12)
ou` P ej de´signe la probabilite´ d’erreur de l’utilisateur j a` la
sortie du filtre adapte´.
On peut maintenant exprimer le RSIB a` la sortie du premier
e´tage de l’APPI :
RSIBAPPIi =
pi∑
j 6=i
pjρ
2
ijωjj + σ
2
=
pi∑
j 6=i
pjρ
2
ij
[
(1− aj)2 + 4ajPej
]
+ σ2
(13)
Cette quantite´ atteint son maximum pour :
aoptj = 1− 2Pej (14)
Notons les deux cas particuliers suivants :
– Quand Pej = 0, l’estime´e du bit bj a` l’e´tage pre´ce´dent
est correcte, aoptj = 1, on soustrait donc la totalite´ de
l’interfe´rence due a` l’utilisateur j.
– Quand Pej = 1, l’estime´e du bit bj a` l’e´tage pre´ce´dent
est fausse, aoptj = −1. Dans ce cas on soustrait la valeur
oppose´e de l’interfe´rence due a` l’utilisateur j. Ce qui re-
vient a` corriger le bit bj , tout d’abord, puis a` soustraire
l’interfe´rence correspondante.
Bien que l’expression obtenue soit simple, elle fait appel au
calcul de la probabilite´ d’erreur a` la sortie de l’e´tage (0) dont le
calcul n’est pas imme´diat. Cependant, on peut avoir recours a`
une expression approximative. Conside´rons par exemple, l’ap-
proximation Gaussienne et l’expression de Pej donne´e par [2]:
Pej = Q
√
RSIB0j (15)
ou` RSIB0j de´signe le RSIB a` la sortie du filtre adapte´, il est
donne´ par :
RSIB0j =
pj∑
k 6=j
pkρ
2
jk + σ
2
(16)
Examinons maintenant les performances d’un de´tecteur APPI
a` un e´tage utilisant les facteurs ainsi obtenus. On compare dans
fig.1 le taux d’erreur binaire a` la sortie d’un APPI utilisant les
facteurs optimaux au sens de la maximisation du RSIB et celui
utilisant l’algorithme MCM.
La figure montre que la nouvelle me´thode d’optimisation
des facteurs de ponde´ration re´alise des performances compa-
rables a` la me´thode base´e sur l’algorithme MCM. La le´ge`re
diffe´rence entre les deux peut eˆtre due a` la validite´ de l’expres-
sion de la probabilite´ d’erreur (15) qu’on a utilise´e. Rappelons
que la me´thode adaptative ne´cessite un calcul ite´ratif dont la
complexite´ est de l’ordre de O(NM) et dont la convergence
ne´cessite un ajustement particulier des parame`tres, alors que
la me´thode propose´e utilise une expression analytique des fac-
teurs de ponde´ration dont le calcul est imme´diat, moyennant
certaines approximations. Ceci justifie la le´ge`re de´gradation
observe´e des performances .
FIG. 1: Comparaison des performances des facteurs de
ponde´ration optimaux obtenus par LMS et par maximisation
du RSIB.
4.2 Adaptation au cas asynchrone
Supposons l’utilisateur i comme e´tant utilisateur de re´fe´rence.
Dans l’intervalle du ne`me symbole de cet utilisateur, le signal
rec¸u s’e´crit :
rn(t) =
√
pibi,nci(t) +
M∑
j=1,j 6=i
√
pj(bj,nc¯
ij
j (t) + bj,n+1c¯
ji
j (t)) + η(t) (17)
ou` c¯ijj et c¯
ji
j de´signent les composantes droite et gauche, res-
pectivement du code cj de l’utilisateur j par rapport a` l’utilisa-
teur i, compte tenu du retard d’acce`s relatif entre les deux.(voir
fig.2).
FIG. 2: Retard relatif d’acce`s multiple au canal
A la sortie du filtre adapte´, l’expression des statistiques de
de´cision de l’utilisateur i dans l’intervalle du ne`me bit s’e´crit :
yi,n =
√
pibi,n +
∑
j 6=i
√
pj(Rijbj,n + Rˆijbj,n+1) + zi (18)
Rij et Rˆij de´signent les coefficients de corre´lation partielle
entre les codes ci et c¯
ij
j , c¯
ji
j respectivement.
Le RSIB a` la sortie du filtre adapte´ correspondant est donne´
par :
RSIB0i =
pi∑
k 6=i
pk(R2ik + Rˆ
2
ik) + σ
2
(19)
Pour le cas du APPI et en suivant le meˆme raisonnement que
pour le cas synchrone on obtient :
RSIBAPPIi =
pi∑
k 6=i
pk(R
2
ik + Rˆ
2
ik)
[
(1− ak)2 + 4akPek
]
+ σ2
(20)
Ainsi, les facteurs de ponde´ration optimaux ont la meˆme ex-
pression que pour le cas synchrone :
aoptj = 1− 2Pej (21)
5 Conclusions
Nous avons e´tudie´ dans ce travail le de´tecteur de type APPI
a` un e´tage pour les syste`mes DS-CDMA. Nous avons e´tabli
une expression analytique du RSIB a` la sortie de ce de´tecteur,
que nous avons utilise´e pour proposer une optimisation des
facteurs de ponde´ration au sens de la maximisation du RSIB.
Nous avons montre´ que cette me´thode peut re´aliser des per-
formances comparables a` la me´thode adaptative utilisant l’al-
gorithme MCM, tout en e´tant avantageuse en terme de com-
plexite´. Nous avons propose´ e´galement des expressions simi-
laires pour le cas de syste`mes asynchrones. L’extension de cette
e´tude pour le cas de canaux multi-trajets a` e´vanouissement fera
l’objet d’un travail futur.
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