Abstract: In this paper we study the problem of testing if an L 2 −function f belonging to a certain l 2 -Sobolev-ball Bt(R) of radius R > 0 with smoothness level t > 0 indeed exhibits a higher smoothness level s > t, that is, belongs to Bs(R). We assume that only a perturbed version of f is available, where the noise is governed by a standard Brownian motion scaled by
The resulting probability measure, expectation and variance given f will be written P f , E f and Var f , respectively. Depending on the context and if there is no risk of confusion we may drop the index f or write another index, for instance in the context of lower bounds (section 3.2).
Testing problem
We now fix s > t > 0 and R, ρ > 0. For any r > 0, we denote by B r (R) the l 2 -Sobolev-ball of radius R of functions on [0, 1] with regularity at least r -see section 2 for a precise definition. Based on that, let B s,t (R, ρ) := g ∈ B t (R) ; inf
h∈Bs(R)
g − h L2 > ρ .
Hence, if we interpret s and t as degrees of smoothness, B s,t (R, ρ) is the set of functions with smoothness level at least t which are separated from the class B s (R) with stronger smoothness s by ρ in L 2 -sense. Now, the testing problem of interest is
More specifically, given η ∈ (0, 1), we aim at finding the magnitude in terms of n of the smallest separation distance ρ * (η) = ρ * (n, s, t, η) which enables the existence of a test ϕ of level η in a minimax sense, i.e. of
(1.3)
Related questions and literature
There are in essence two lines of work with questions or ideas closely related to the present paper. Firstly, considering the simpler null hypothesis H 0 : f ≡ 0 puts us in the socalled signal-detection setting which has already been studied, see for instance the series of seminal papers [10] as well as [11] or [8] for a more recent treatment.
In that context, the order of ρ * with respect to n is shown to be
Secondly, another closely related task is the construction of (adaptive and honest) confidence regions for f . In [3] , the authors study such sets in terms of L 2 -separation, but rather than the observation (Y (x)) x∈[0,1] they use a Gaussian sequence model. However, due to the equivalence of these models in the sense of Le Cam (see [14] ), it is possible to derive from their arguments that for our problem (1.2),
(1.4)
While the resulting gap in the case s < 2t is not essential in the confidence region setting (see also [4] and [12] ), it is quite important from a testing perspective as it raises the question how the complexity of the null hypothesis influences the separation rate. Now, the article [6] is by far the closest previous work to the present paper. Indeed, the author studies the same problem with another choice of Sobolevball, namely the (r, ∞)-Sobolev-balls B r,∞ (R). In this context, ρ * (η) is proved to be of magnitude n
Note that this quantity is equal to the rate in the signal-detection case and hence in particular does not depend on s. This makes the issue of the gap in (1.4) even more interesting and, from a technical perspective, it is rather striking given that moving from a simple to the composite null hypothesis is a significant step. On top of that, there are settings where the separation rate strongly depends on the shape of the null hypothesis, see e.g. [2] and [13] or also [5] .
To the best of our knowledge, the case of [6] is the only one for which the minimax L 2 -separation rate is known and our main contribution is to extend that result to the (r.2)-Sobolev-space. While our lower bound (Theorem 3.2 in section 3) is essentially a corollary of the corresponding result [6, Theorem 3.2], the upper bound (Theorem 3.1 in section 3) cannot be established through a simple application of [6, Theorem 3.1]. As B r (R) ⊆ B r,∞ (R), this might be surprising at first sight: Indeed, the test from [6] would perform well in the present setting in terms of type-I-error. However, ensuring sufficient power is significantly more difficult when considering l 2 -Sobolev-balls.
Setting
In this section, we describe how the relevant Sobolev balls and the observed Gaussian process will be represented throughout the paper.
Wavelet transform and associated Sobolev ball
Throughout the paper, we make heavy use of a wavelet decomposition of f . As is well-known, we can define a scalar product and associated norm on L 2 by
There are many orthogonal wavelet bases of L 2 with respect to < ·, · >. A suitable choice for our purposes is a basis developed in [7] that can be written as
i.e. it is tailored such that there are exactly 2 j basis functions at resolution j ≥ 2. Clearly, the coefficients of g ∈ L 2 with respect to W are given by
and yield the representation
Let r > 0. By virtue of isometry properties discussed for instance in [15] and [9] , we may now define a functional (r, 2)-Sobolev-ball of radius R solely through the wavelet coefficients of its elements:
with associated (r, 2)-Sobolev-norm
or also, as mentioned at the end of the previous section,
Discrete observation scheme based on the wavelet basis
Motivated by (2.1), for each (j, k) ∈ I we consider
The natural corresponding estimators read
By construction and due to the orthonormality of W, we know that the family ( a i,j ) (j,k)∈I is independent with
Clearly, observing this family is equivalent to observing the original process
Main results
In this section, we state and discuss our main results, that is upper and lower bounds on ρ * (η). We also provide a high-level description of the strategy and ideas included in the upper bound proof, which is our main contribution.
Upper Bound The test
Note that f from (2.2) is not a useful estimator as it exhibits infinite variance. Therefore, we need to carefully impose a restriction of the form j ≤ J for some fixed J ∈ N, J ≥ 2. More specifically, section 5 is primarily concerned with obtaining an upper bound on ρ
inf
where ρ J and ρ * J (η) are analogous in definition and relation to their counterparts in (1.2) and (1.3). Finding a sufficient separation distance ρ J ≥ ρ involved part of the paper. Indeed, it turns out that a test based on estimating S 2 J only cannot perform well enough under the targeted separation distance of order n −t/(2t+1/2) . Rather than that, our test estimates S Finally, J must be chosen such that an appropriate trade-off between ρ * J (η) and the error incurred by ignoring the resolutions beyond J is reached. In terms of technical ingredients, these considerations are remarkable in that they solely rely on elementary computations based on the Sobolev-balls' geometry and classical properties of the χ 2 −distribution. The explicit result reads as follows:
there is a test ϕ such that
Hence,
Lower Bound
Using the same choice for J as indicated above, a lower bound on ρ * (η) of the same order can be derived through studying the statistical distance between specific distributions agreeing with H 0 and H 1 respectively. Theorem 3.2. Let η ∈ (0, 1). There are C η > 0 and N η ∈ N such that whenever n ≥ N η and
for any test ϕ it holds that sup f ∈Bs(R)
In particular, one may choose
Note that, as mentioned in the introduction, Theorems 3.1 and 3.2 in conjunction reveal the minimax separation rate to be of order
which does not depend on the size of the null hypothesis and is equal to the signal-detection rate. Indeed, in order to obtain the lower bound of Theorem 3.2, the fact that H 0 is a composite hypothesis need not be used.
Alternative settings
Before presenting the proofs of our main results, we briefly discuss their possible application in two alternative settings which might also be of interest, see also [6, Section 3.3] and references therein.
Heteroscedastic noise
As a generalisation of (1.1), consider the model
where σ ∈ L 2 is unknown. The proof of Theorem 3.1 relies heavily on unbiased estimators of a 2 j,k , (j, k) ∈ I, and hence on knowledge of the noise coefficient, so that in this generalised version we cannot directly apply our result. However, there is a relatively simple solution under certain conditions: Suppose we have access to two independent realisations (Y (1) 
. Then we can still consider the estimates
and define a new unbiased estimator for a 2 j,k based on the simple observation
If in addition we know an upper bound on σ L2 , it turns out that we can state an analogous concentration result as the one for the homoscedastic model (see Lemma 5.2 below) and obtain essentially the same result.
Regression
Another possible observation scheme for testing the smoothness of f would be collecting n iid samples (X i , Y i ) i∈{1,2,...,n} according to the model 
Note that if X is not uniformly distributed, E[ a
is generally not true and it becomes crucial to guarantee a certain spread of the design points (X i ) i∈{1,2,...,n} over [0, 1].
5. Proof of Theorem 3.1
General preparations Reduction of the range of resolutions
Let us make this more clear at this point already: For j 1 , j 2 ∈ N ∪ {∞} with 2 ≤ j 1 ≤ j 2 and g ∈ L 2 , define the projections
Now observe that since f ∈ B t (R), for each j ∈ N, j ≥ 2, we have
Using the triangle inequality, this tells us that under the alternative hypothesis
Accordingly, under H 1 we consider the assumption
and firstly solve (1.3) for ρ J in terms of the reduced range j ∈ {2, 3, . . . , J}, that is, subsequently, we will primarily study the testing problem
Finally, ρ will be determined by choosing J such that a reasonable trade-off between the two summands,
is realised. Now, more specifically, with a = 1346, for j * ∈ {2, 3, . . . , J} =: J , let
Under the assumption H ′ 1 it will be technically useful to detect the level j * ∈ J at which inf 
Proof. By contradiction: Assume that (5.2) is false, i.e. ∀j * ∈ J : inf h∈Bs(R)
Then clearly F J is false, so that E J is true. Equivalently, F J−1 is false and in turn E J−1 must be true. Continued application of this argument leads to the contradiction inf h∈Bs(R)
Concentration of
Lemma 5.2. Let j * ∈ J . Then, with
it holds that ∀δ ∈ (0, 1) :
Proof. For j ∈ J , let
Then, by construction, we know that
i.e. a χ 2 −distribution with 2 j degrees of freedom and non-centrality parameter λ j . Classical properties of this distribution now tell us
independence in conjunction with (5.4) yields
We obtain the desired result directly through Chebyshev's inequality: For ǫ > 0,
and hence the claim.
More specifically, observe that
(where we use that for x ≥ 2, x x−1 ≤ 2) and hence for δ ∈ (0, 1)
Furthermore,
The maximum in the latter computation will play an important role in the sequel. From now on we use the abbreviation
Plugging these bounds in (5.3) leads to
n ≤ δ (5.6) for any δ ∈ (0, 1).
Preliminary Bounds on
As a next step towards controlling the type-I and type-II errors of our test, we study P 
Then the following assertion holds for A = 11:
Proof. Before giving the main arguments, we need a technical preparation and a general (i.e. only depending on j * ) lower bound on P j * 2 f Bs : 1. Proxy minimisation of inf h∈Bs(R) P j * 2 f − h L2 For j ∈ J , write P j = j := P j * 2 − P j . In the case that P j = j f Bs ≤ R, we can introduce the function h through the wavelet coefficients
Then h ∈ B s (R) holds since
Hence, by assumption
where
This tells us that if P j = j f Bs ≤ R,
2. Bound in terms of 4
f Bs ≤ R, we can use (5.10) with j = j * and d ≥ ρ j * ≥ 0 and obtain P
f Bs > R, observe that by the triangle inequality inf h∈Bs(R)
and since
So, in any case,
Main arguments
We are now ready to prove (5.8) effectively. To that end, fix an index j ∈ argmax j∈J 2 js P j f Bs .
Case 1: P j =j f Bs ≤ R In that case, we can use (5.9) and (5.10) with j = j in comination with (5.11) and obtain
remembering (5.5).
Case 2: P j =j f Bs > R That case can be handled quickly by considering two subcases: 
This concludes the proof since in any case (5.8) holds.
Estimation of M j *
As a last major step before directly controlling the type-I and type-II error probabilities, we need to find an appropriate estimator for M j * .
Lemma 5.4. For δ ∈ (0, 1) and j * ∈ J , let
and define the events
Then, for any monotone decreasing sequence (β j ) j∈J in (0, 1), the following holds:
Proof. Remembering (5.4), we know that for j ∈ {2, 3, . . . , j * }
has the properties
Bs .
Now observe that for δ ∈ (0, 1)
n , Chebyshev's inequality now tells us that
We derive two bounds from this statement by lower bounding the the left hand side in two different ways: On the one hand, observe
Now, since (β j ) j∈J is monotone decreasing, the sequence (v βj ,j * ) j∈J is increasing, so that via a union bound we obtain
and hence the first claim from (5.14).
On the other hand, observe
and consider the specific case j = j in (5.15):
which asserts the second claim from (5.14).
Conclusion
We will now assemble the individual results of the previous sections to obtain the claim of Theorem 3.1. For j ∈ J we introduce and (β j ) j∈J is monotone decreasing.
Result for fixed index
For j * ∈ J define
Then under H ′ 0 ∩ ξ 0 j * ,β j * , (5.12) and (5.6) yield that with probability at least 1 − α j * T j * ,α j * ≤ P and on the other hand
(∀j * ∈ J : T j * ,α ≤ τ j * ,α )
Specification of J and conclusion
We are now ready to return to (5.1). Choose and, on the other hand,
Therefore, whenever we choose and furthermore, with an independent copy R ′ of R,
