Introduction
Let Ω be a domain, i.e. connected open subset, in a complex manifold M. Let the automorphism group of Ω (denoted Aut(Ω)) be the collection of biholomorphic self-maps of Ω with composition of mappings as its binary operation. The topology on Aut(Ω) is that of uniform convergence on compact sets (i.e., the compact-open topology).
One of the important problems in several complex variables is to study the interplay between the geometry of a domain and the structure of its automorphism group. More precisely, we wish to see to what extent a domain is determined by its automorphism group.
It is a standard and classical result of H. Cartan that if Ω is a bounded domain in C n and the automorphism group of Ω is noncompact then there exist a point x ∈ Ω, a point p ∈ ∂Ω, and automorphisms ϕ j ∈ Aut(Ω) such that ϕ j (x) → p. In this circumstance we call p a boundary orbit accumulation point. Works in the past twenty years has suggested that the local geometry of the so-called "boundary orbit accumulation point" p in turn gives global information about the characterization of model of the domain. We refer readers to the recent survey [13] and the references therein for the development in related subjects. For instance, B. Wong and J. P. Rosay (see [18] , [19] ) proved the following theorem.
Wong-Rosay theorem. Any bounded domain Ω ⋐ C n with a C 2 strongly pseudoconvex boundary orbit accumulation point is biholomorphic to the unit ball in C n .
By using the scaling technique, introduced by S. Pinchuk [16] , E. Bedford and S. Pinchuk [2] proved the theorem about the characterization of the complex ellipsoids.
Bedford-Pinchuk theorem. Let Ω ⊂ C n+1 be a bounded pseudoconvex domain of finite type whose boundary is smooth of class C ∞ , and suppose that the Levi form has rank at least n − 1 at each point of the boundary. If Aut(Ω) is noncompact, then Ω is biholomorphically equivalent to the domain
for some integer m ≥ 1. We would like to emphasize here that the assumption on boundedness of domains in the above-mentioned theorem is essential in their proofs. It seems to us that some key techniques in their proofs could not use for unbounded domains in C n . Thus, there is a natural question that whether the Bedford-Pinchuk theorem is true for any domain in C n . In 1994, F. Berteloot [6] gave a partial answer to this question in dimension 2.
Berteloot theorem. Let Ω be a domain in C 2 and let ξ 0 ∈ ∂Ω.
Assume that there exists a sequence (ϕ p ) in Aut(Ω) and a point a ∈ Ω such that lim ϕ p (a) = ξ 0 . If ∂Ω is pseudoconvex and of finite type near ξ 0 then Ω is biholomorphically equivalent to {(w, z) ∈ C 2 : Rew + H(z,z) < 0}, where H is a homogeneous subharmonic polynomial on C with degree 2m. The main aim in this paper is to show that the above theorems of Bedford-Pinchuk and Berteloot hold for domains (not necessary bounded) in C n . Namely, we prove the following. 
Then Ω is biholomorphically equivalent to a domain of the form
where H is a homogeneous subharmonic polynomial with ∆H ≡ 0.
Notations
• H(ω, Ω) is the set of holomorphic mappings from ω to Ω.
• f p is u.c.c on ω means that the sequence (f p ), f p ∈ H(ω, Ω), uniformly converges on compact subsets of ω.
• P 2m is the space of real valued polynomials on C with degree less than 2m and which do not contain any harmonic terms.
• H 2m = {H ∈ P 2m such that deg H = 2m and H is homogeneous and subharmonic }.
• Ω 1 ≃ Ω 2 means that Ω 1 and Ω 2 are biholomorphic equivalent.
The paper is organized as follows. In Section 2, we review some basic notions needed later. In Section 3, we discribe the construction of polydiscs around points near the boundary of a domain, and give some of their properties. In particular, we use the Scaling method to show that Ω is biholomorphic to a model M P with P ∈ P 2m . In Section 4, we end the proof of our theorem by using the Berteloot's method.
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Definitions and results
First of all, we recall the following definition (see [12] ).
be a sequence of open sets in a complex manifold M and Ω 0 be an open set of M. The sequence
, and (ii) If K is a compact set which is contained in Ω i for all sufficiently large i, then K ⊂ Ω 0 .
The following proposition is the generalization of the theorem of H. Cartan (see [12] , [17] for more generalizations of this theorem). 
(ii) There exists a subsequence {f i j } ⊂ {f i } such that the sequence {f i j } converges uniformly on compact subsets of A 0 to a biholo-
Proof. Assume that the sequence {f i } is not divergent. Then F maps some point p of A 0 into Ω 0 . We will show that F is a biholomorphism of A 0 onto Ω 0 . Let q = F (p). Then
Take a neighbourhood V of p in A 0 such that F (V ) ⊂ Ω 0 . But then uniform convergence allows us to conclude that, for all z ∈ V, it holds that G(F (z)) = lim i→∞ g i (f i (z)) = z. Hence F |V is injective. By the Osgood's theorem, the mapping
Consider the holomorphic functions J i : Of course this entire argument may be repeated to see that G(Ω 0 ) ⊂ A 0 . But then uniform convergence allows us to conclude that, for all
This proves that F and G are each one-to-one and onto, hence in particular that F is a biholomorphic mapping.
Next, by Proposition 2.1 in [6] , we have the following. 
Proof. Since ∂M is pseudoconvex and of finite type near ξ 0 ∈ ∂M, there exists a local peak plurisubharmonic function at ξ 0 (see [9] ). Moreover, since ∂M is smooth and pseudoconvex near ξ 0 , there exists a small ball B centered at ξ 0 such that B ∩ M is hyperconvex and therefore is taut.
The theorem is deduced from Proposition 2.1 in [6] .
Remark 2.1. By Proposition 2.2 and by the hypothesis of Theorem 1.1, for each compact subset K ⊂ M and each neighbourhood U of ξ 0 , there exists an integer p 0 such that
Remark 2.2. By Proposition 2.2 and by the hypothesis of Theorem 1.1, M is taut.
The following lemma is a slightly modification of Lemma 2.3 in [6] . 
some subsequence which converges uniformly on compact subsets of ω to some element of Hol(ω, M ∞ ).
Estimates of Kobayashi metric of the domains in C n
In this section we use the Catlin's argument in [8] to study special coordinates and polydiscs. After that, we improve Berteloot's technique in [7] to construct a dilation sequence, estimate the Kobayashi metric and prove the normality of a family of holomorphic mappings.
Special Coordinates and Polydiscs.
Let Ω be a domain in C n .
Suppose that ∂Ω is pseudoconvex, finite type and is smooth of class C ∞ near a boundary point ξ 0 ∈ ∂Ω and suppose that the Levi form has rank at least n − 2 at ξ 0 . We may assume that ξ 0 = 0 and the rank of Levi form at ξ 0 is exactly n−2. Let r be a smooth definning function for Ω. Note that the type m at ξ 0 is an even integer in this case. We also assume that ∂r ∂z n (z) = 0 for all z in a small neighborhood U about ξ 0 .
After a linear change of coordinates, we can find cooordinate functions
which form a basis of CT (1,0) (U) and satisfy
where δ ij = 1 if i = j and δ ij = 0 otherwise. We want to show that about each point
there is a polydisc of maximal size on which the function r(z) changes by no more than some prescribed small number δ. First, we construct the coodinates about z ′ introduced by S. Cho (see also in [9] ). These coodinates will be used to define the polydisc. Let us take the coordinate functions
an Hermitian matrix and there is a unitary matrix P = P ij 2 i,j n−1 such that P * AP = D, where D is a diagonal matrix whose entries are positive eigenvalues of A.
i, j n − 1 and r(w) can be written as
Re (a
where w * = (0, w 2 , · · · , w n−1 , 0). It is standard to perform the change of coordinates w = ϕ 4 (t)
which serves to remove the pure terms from (3.3), i.e., it removes w We may also perform a change of coordinates t = ϕ 5 (ζ) defined by
to remove terms of the formw 
Re((
where ζ * = (0, ζ 2 , · · · , ζ n−1 , 0).
Remark 3.1. The coordinate changes as above are unique and hence the map Φ z ′ is defined uniquely.
We now show how to define the polydisc around z ′ . Set
(3.5)
For each δ > 0, we define τ (z ′ , δ) as follows
(3.6) Since the type of ∂Ω at ξ 0 equals m and the Levi form has rank at least n − 2 at ξ 0 , A m (ξ 0 ) = 0. Hence if U is sufficiently small, then
This gives the inequality
The definition of τ (z ′ , δ) easily implies that if δ
and
In the sequal we denote D l k any partial derivative operator of the form
In order to prove the homogeneous property of Q(z ′ , δ) we need two lemmas. 
and t = ϕ 5 (ξ) defined by
Since the composition Φ 
In order to study Q(z ′′ , δ) we must therefore examine the map Φ −1
14)
Proof. From the proof of Proposition 3.1, we see that
. By Lemma 3.2 and the definition of the biholomorphism Φ −1 ζ ′′ we conclude that (3.14) holds.
Proposition 3.5. There exists a constant
. Thus, in order to prove (3.15) it suffices to show that
Indeed, for each ξ ∈ R(z ′′ , δ), set t = ϕ 5 (ξ). By Lemma 3.3 and Lemma 3.4, we have
We also set w = ϕ 4 (t), by Lemma 3.4, we have
Set v = ϕ 3 (w), u = ϕ 2 (v) and ζ = ϕ 1 (u). It is easy to see that
, 1 j n and hence, (3.17) holds if C is sufficiently large.
To prove (3.16), define
Thus, it suffices to show that
Indeed, we see that Φ ζ ′′ = ϕ −1
Applying (3.14) in the same way as above, we conclude that if ζ ∈ R(z ′ , δ), then ξ = Φ ζ ′′ (ζ) ∈ R(z ′′ , Cδ), where C is sufficiently large.
Hence, (3.18) holds. The proof is completed.
Dilation of coordinates.
Let Ω be a domain in C n . Suppose that ∂Ω is pseudoconvex, of finite type and is smooth of class C ∞ near a boundary point ξ 0 ∈ ∂Ω and suppose that the Levi form has rank at least n − 2 at ξ 0 . We may assume that ξ 0 = 0 and the rank of Levi form at ξ 0 is exactly n − 2. Let ρ be a smooth defining function for Ω. After a linear change of coordinates, we can find coordinate functions z 1 , · · · , z n defined on a neighborhood U 0 of ξ 0 such that
where z * = (0, z 2 , · · · , z n−1 , 0).
By Proposition 3.1, for each point η in a small neighborhood of the origin, there exists a unique automorphism Φ η of C n such that
where w * = (0, w 2 , · · · , w n−1 , 0).
where
For each η ∈ U 0 , we define pseudo-balls Q(η, ǫ) by
where D r := {z ∈ C : |z| < r}. There exist constants 0 α 1 and C 1 , C 2 , C 3 ≥ 1 such that for η, η ′ ∈ U 0 and ǫ ∈ (0, α] the following estimates are satisfied with η ∈ Q(η ′ , ǫ)
and C 4 = C 1 + 1. By (3.22), we have
Fix neighborhoods W 0 , V 0 of the origin with W 0 ⊂ V 0 ⊂ U 0 . Then for sufficiently small constants α 1 , α 0 (0 < α 1 α 0 < 1), we have η ∈ V 0 and 0 < ǫ α 0 ⇒ Q(η, ǫ) ⊂ U 0 and ǫ(η) α 0 (3.26)
Define a pseudo-metric by
Lemma 3.6. There exist constants K ≥ 1(K = C 3 ·C 4 ) and 0 < A < 1 such that for each integer N ≥ 1 and each holomorphic f :
Proof. Let η 0 ∈ V 0 and η ∈ Q(η 0 , ǫ 0 ), where ǫ 0 = ǫ(η 0 ). From (3.25), (3.23) and (3.8) one has ǫ(η) C 4 ǫ 0 and
.
where a := Φ η (η 0 ) and ϕ j (1 j 5) are given in the previous section.
If we set Λ := Φ
. By a simple computation, we have
Because of the definition of the maps ϕ 2 and ϕ 3 , it is easy to show that
Next we also have
,
for k = 2, · · · , n − 1 and some constant C ≥ 1. Using the same argument as above we have
The derivative of ϕ 5 is defined by
for some constant C ≥ 1.
Since
− → X 1 for every η 0 ∈ V 0 and for every η ∈ Q(η 0 , ǫ(η 0 )). By this observation, we can finish the proof. a) If N = 1, the inclusion f (D 1 ) ⊂ Q(η 0 , ǫ 0 ) is satisfied as f (0) ∈ W 0 . This deduces immediately from the observation that
For i = 1, this assertion is proved in a). Suppose that these inclutions are satisfied for i j < N − 1. Since η j+1 ∈ Q(η 0 , K j ǫ 0 ), we have
(see (3.27) ). We may apply a) to the restriction of f to D(u j+1 , 1)
For any sequence {η p } p of points tending to the origin in U 0 ∩ {ρ < 0} =: U − 0 , we associate with a sequence of points η 
By the same argument as in [5] page 93, there exists a neighborhood U of the origin with U ⊂ U 0 such that
We need the following lemma (see [7] ) Lemma 3.9. Let (X, d) be a complete metric space and let M : X → R + be a locally bounded function. Then, for all σ > 0 and for all u ∈ X satisfying M(u) > 0, there exists v ∈ X such that
This sequence is Cauchy. 
Proof of Theorem 3.10. The second inequality is obvious, by the definition. We are going to prove the first inequality. We may also assume
By using the Montel's theorem and a diagonal process, there exists a subsequence {ϕ p k } of {ϕ p } which converges on compact subsets of C to an entire curve ϕ : C → M P . Since M P is Brody hyperbolic, ϕ must be constant.
On the other hand, we have one also obtains that, if Ω satisfies the assumptions of our theorem, then P(Ω, z) is never empty. Moreover, there are choices of z such that every element of P(Ω, z) is of degree 2m. More precisely, we have the following. is the type of ∂Ω at ξ 0 . (c) ∃Q ∈ P(Ω,z 0 ) such that Q = H + R, where H ∈ H 2m and deg R < 2m.
The control of sequence of dilations associated to the "orbit" (ϕ p (z 0 )) is closely related to the asymptotic behaviour of (ϕ p (z 0 )) in Ω. Unfortunately, the direct investigation of this behaviour seems impossible. Our aim is therefore to study the image of (ϕ p (z 0 )) in some rigid polynomial realization M Q of Ω. The proof of our theorem follows from the following proposition which summarizes the different possibilities. i) and ii) are now obtained with a slightly modification of the proof of Proposition 4.1 in [6] . We are going to prove iii).
We now consider the case where lim sup ǫ p > 0. After taking some subsequence we may assume that ǫ p ≥ c > 0 for all p. We shall study the real action (g t ) defined on M by According to [2] , the action (g t ) t itself is of class C ∞ . Thus, we may now consider the holomorphic tangent vector field X defined on some neighbourhood of ξ 0 in ∂Ω by
The analysis of this vector field is given in the papers of E. Bedford and S. Pinchuk [1] , [2] . It yields the conclution that H = |z| 2m . It is then possible to study the scaling process more precisely for showing that Ω is biholomorphic to M |z| 2m . This ends the proof of Proposition 4.2
