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Abstract
A general theme in the proof of lower bounds on the size of resolution refutations in propositional logic has been that of basing
size lower bounds on lower bounds on the width of refutations. Ben-Sasson and Wigderson have proved a general width-size
tradeoff result that can be used to prove many of the lower bounds on resolution complexity in a uniform manner. However, it does
not apply directly to the well known pigeonhole clauses. The present paper generalizes their width-size tradeoff so that it applies
directly to (a monotone transformation of) the pigeonhole clauses.
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1. Introduction
The complexity of resolution refutations of contradictory sets of clauses in propositional logic has been
investigated deeply over the last forty years, beginning with the groundbreaking paper of Tseitin [17], based on a
talk given in a Leningrad seminar of 1966.
A general theme that emerged gradually in the course of the intensive investigations of the last few decades has
been that of basing size lower bounds on lower bounds on the width of refutations. Roughly speaking, it turns out that
in many cases, the minimum size of a refutation is exponential in the minimum width.
This strategy for proving lower bounds was formalized in a remarkable paper by Ben-Sasson and Wigderson [2].
They established a general width-size tradeoff result that can be used to prove many of the known lower bounds
on resolution complexity in a uniform manner. However, their result does not apply directly to the most deeply
investigated tautologies, those based on the pigeonhole principle [9,6,1,5]. In this case, Ben-Sasson and Wigderson
are able to prove lower bounds, but only by first replacing the pigeonhole clauses by a stronger version.
In the present paper, the result of Ben-Sasson and Wigderson is generalized in such a way as to apply directly to
the pigeonhole clauses (more precisely, to a monotone transformation of the pigeonhole clauses), obviating the need
for this replacement.
2. Graphical resolution
In this section, we define a generalized version of the resolution rule, where the structure of complementation is
given by an arbitrary graph. Let L be a finite set; we call the elements of L literals. A clash structure over the set of
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literals L is a simple graph N = 〈L ,⊥〉, where ⊥ is the adjacency relation, that is to say, an irreflexive, symmetric
relation on L . If x, y ∈ L are literals, and x ⊥ y, then we say that x and y are complementary or clashing literals;
if E, F are sets of literals we write E ⊥ F if x ⊥ y for all x ∈ E and y ∈ F . An N -assignment is defined to be
a subset ϕ of L satisfying the consistency condition: if x ∈ ϕ, and x ⊥ y, then y 6∈ ϕ. These definitions generalize
the ordinary situation, where L consists of all literals q and ¬q over a finite set V of variables, and q ⊥ ¬q for all
q ∈ V .
An L-clause – or simply clause if L is understood – is a subset of L; the empty clause is denoted by 0. An L-
formula is a conjunction of L-clauses, with the convention that
∧∅ = 1. The width of a clause C , written w(C), is
the number of literals in it; if Σ is a set of clauses, then w(Σ ) is the maximum width of a clause in Σ . If C and D
are L-clauses, and x ∈ L , then we write C ∨ D for C ∪ D, and C ∨ x for C ∪ {x}. In addition, we write x⊥ for
{y ∈ L : y ⊥ x}.
If C is a clause, and ϕ an N -assignment, then we write ϕ(C) = 1 if ϕ ∩ C 6= ∅, and ϕ(C) = 0 if ϕ(x⊥) = 1 for
all x ∈ C . If ϕ(C) = 1 for all clauses C in the set Σ , then we write ϕ(Σ ) = 1. If F = ∧ X is an L-formula, and ϕ
an N -assignment, then ϕ(F) = 1 if ϕ(C) = 1 for all C ∈ X , and ϕ(F) = 0 if ϕ(C) = 0 for some C ∈ X .
If Γ is a set of L-formulas, and C a clause, then C is anN -consequence of Γ , Γ |HN C , if for everyN -assignment
ϕ, if ϕ(Γ ) = 1, then ϕ(C) = 1. A set Σ of L-formulas is N -consistent if there is an N -assignment ϕ such that
ϕ(Σ ) = 1, otherwise N -contradictory.
For the remainder of this section, assume that N = 〈L ,⊥〉 is a clash structure, and p = max{|x⊥| : x ∈ L}. If C
is an L-clause, and x ∈ L , then we define the result of restricting C by setting the value of x as follows: if x ∈ C ,
then C[x := 1] = 1, and C[x := 0] = C \ x . If x 6∈ C , then C[x := 1] = C \ x⊥ and C[x := 0] = C . For Σ a set of
L-clauses, Σ [x := a] is {C[x := a] : C ∈ Σ } \ {1}.
Given a clash structure N = 〈L ,⊥〉, we define the N -resolution inference rule: it allows us to derive the L-clause
C ∨ D from the L-clauses C ∨ E and D ∨ F , where E ⊥ F . The N -resolution rule is N -sound in the sense that
{C∨E, D∨F} |HN C∨D, if E ⊥ F . A sequence of clauses C1, . . . ,Ck is anN -resolution derivation of C from the
set of clauses Σ if each clause in the sequence is either a superset of a clause in Σ , or is derived from earlier clauses
in the sequence by the N -resolution rule, and Ck ⊆ C ; it is an N -resolution refutation of Σ if Ck = 0. If Σ ∪ {C} is
a set of L-clauses, then we write Σ `N C if there is an N -resolution derivation of C from Σ .
Theorem 1. If Σ is an N -contradictory set of clauses, then Σ `N 0.
Proof. By induction on the number of literals in Σ . If there are no literals in Σ , then Σ = {0}, so the result
is immediate. Now let Σ be an N -contradictory set of clauses, with x a literal in Σ . The set Σ [x := 1] is
N -contradictory, and so has an N -resolution refutation C1, . . . ,Ck = 0, by inductive hypothesis; consequently,
C1 ∨ x⊥, . . . ,Ck ∨ x⊥ = x⊥ is an N -resolution derivation of x⊥ from Σ . By resolving x⊥ against all the clauses in
Σ that contain x , we can derive Σ [x := 0]. By inductive hypothesis, Σ [x := 0] `N 0, hence Σ `N 0. 
The size of a resolution refutation is the number of clauses in it; for a contradictory set of clauses Σ , we write S(Σ )
for the minimum size of a refutation of Σ . The width of a derivation is the maximum width of a clause occurring in it.
If Σ ∪ {C} is a set of L-clauses, then we write Σ `Nw C if there is an N -resolution derivation of C from Σ of width
at most w. We write w(Σ `N C) for the minimum width of an N -resolution derivation of C from Σ .
Lemma 1. If Σ [x := 1] `Nw C, then Σ `Nw+p C ∨ x⊥, where x ∈ L and Σ is a set of L-clauses.
Proof. Let C1, . . . ,Ck = C be an N -resolution derivation of C from Σ [x := 1], of width at most w. Then
C1 ∨ x⊥, . . . ,Ck ∨ x⊥ is an N -resolution derivation of C ∨ x⊥ from Σ of width at most w + p. If Ci is an initial
clause in Σ [x := 1], then Ci ∨ x⊥ contains a clause in Σ , while if Ck is derived by N -resolution from Ci and C j ,
then Ck ∨ x⊥ is derivable by N -resolution from Ci ∨ x⊥ and C j ∨ x⊥. 
Lemma 2. If Σ [x := 1] `Nw 0, and Σ [x := 0] `Nw+p 0, where x ∈ L and Σ is a set of L-clauses, then
w(Σ `N 0) ≤ max(w + p, w(Σ )).
Proof. IfΣ [x := 1] `Nw 0, then by Lemma 1,Σ `Nw+p x⊥. LetΣx be the set of clauses inΣ containing x . Resolve all
of these clauses against x⊥ to obtain Σ [x := 0]; this part of the derivation has width max(p, w(Σx )). By assumption,
Σ [x := 0] `Nw+p 0, so the entire derivation has width bounded by max(w + p, w(Σ )). 
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Theorem 2. Let Σ be a contradictory set of L-clauses. If log S(Σ ) < |L|/p, then w(Σ `N 0) ≤ w(Σ ) +
O(
√
p|L| log S(Σ )).
Proof. Fix a set of literals L and a non-negative parameter d ∈ R, with d < |L|, and define an L-clause C to be fat if
w(C) > d; if D is a derivation, then Fat(D) is the set of fat clauses in D. Set β = (1 − t)−1, where t = d/|L|. We
prove that the following claim holds for all L ′ ⊆ L: For b ∈ N, if Σ is a set of L ′-clauses and there is a refutation D
of Σ with |Fat(D)| < βb, then w(Σ `N 0) ≤ w(Σ )+ d + bp.
The induction is on the number of literals in L ′, where L ′ ⊆ L . If L ′ = ∅, then Σ = {0}, and w(Σ `N 0) = 0 ≤
w(Σ )+d+bp, for all b. So, let us assume that |L ′| > 0, and that the claim holds for all L ′′  L ′. We prove the claim
for L ′ by induction on b. If b = 0, then every clause in the derivation D has width ≤ d, so w(Σ `N 0) ≤ d. Assume
that the claim holds for b − 1. By an averaging argument, there must be a literal x that appears in at least t |Fat(D)|
clauses in D. Setting x := 1, and restricting the clauses in D, we obtain a refutation D′ = D[x := 1] of Σ [x := 1] so
that |Fat(D′)| < βb−1. By inductive hypothesis,
Σ [x := 1] `d+w(Σ )+(b−1)p 0, Σ [x := 0] `d+w(Σ )+bp 0,
so by Lemma 2, w(Σ `N 0) ≤ w(Σ )+ d + bp, completing the induction.
Fix a contradictory set of clauses Σ over L , and set d = √p|L| log S(Σ ), b = dd/pe. By assumption,
d < |L|, so t = d/|L| < 1. Then log S(Σ ) = d2/(p|L|) ≤ bt ≤ b logβ, showing that S(Σ ) ≤ βb.
Applying the previous result, we conclude that w(Σ `N 0) ≤ w(Σ ) + d + bp = w(Σ ) + O(d), so that
w(Σ `N 0) ≤ w(Σ )+ O(√p|L| log S(Σ )). 
Corollary 1. S(Σ ) = exp
(
Ω
(
(w(Σ`N 0)−w(Σ ))2
p|L|
))
.
Corollary 1 includes the original width-size tradeoff theorem of Ben-Sasson and Wigderson [2].
Theorem 3. Let Σ be a contradictory set of clauses with an underlying set of variables V , w(Σ ) the maximum
number of literals in a clause in Σ , and w(Σ ` 0) the maximum width of a resolution refutation of Σ . Then
S(Σ ) = exp
(
Ω
(
(w(Σ ` 0)− w(Σ ))2
|V |
))
.
Proof. LetN = 〈L ,⊥〉 be the standard clash structure for V ; that is to say, L is the set of all literals q and ¬q, where
q ∈ V , and q ⊥ ¬q . Applying Corollary 1, we deduce
S(Σ ) = exp
(
Ω
(
(w(Σ `N 0)− w(Σ ))2
2|V |
))
= exp
(
Ω
(
(w(Σ ` 0)− w(Σ ))2
|V |
))
. 
Theorem 3 is remarkably powerful, and when accompanied by the appropriate width lower bounds (discussed below),
is sufficient to prove exponential lower bounds for the graph-based examples of Tseitin [17,18], and also for random
sets of k-clauses, where k is fixed [7].
Theorem 3 is not applicable directly to the pigeonhole clauses. For these clauses, the language Lmn is that of a
set of mn propositional variables P ij , where i ranges over the domain D = {1, . . . ,m}, and j over the domain
R = {1, . . . , n}.
Definition 1. For m > n, the pigeonhole clauses PHCmn are the set of all disjunctions of the form:
Domain Clauses P i1 ∨ P i2 ∨ · · · P in , for i ∈ D;
Range Clauses ¬P ik ∨ ¬P jk , for i 6= j ∈ D, k ∈ R.
The functional pigeonhole clauses FPHCmn include in addition the clauses:
Functionality clauses ¬P ij ∨ ¬P ik , for i ∈ D, j 6= k ∈ R.
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There are two problems in applying Theorem 3 to the pigeonhole clauses. The first is that the clause sets contain
large disjunctions of size n. The second is that the number of variables is large (mn > n2). The first difficulty can be
overcome by the use of extension variables, but the second problem is less tractable. The solution of Ben Sasson and
Wigderson is to consider stronger forms of the pigeonhole principle, where the size of each domain clause is bounded
by logm.
Corollary 1, however, can be applied directly, provided we first perform a monotone transformation on the space of
clauses and proofs. The idea of this transformation is due to Buss [1,5]. If C is a clause, then its monotone transform
is the clause CM obtained from C by replacing every negative literal ¬P ij by the disjunction of the set of variables
{P ik : k 6= j}. If Σ is a set of clauses in Lmn , then we write ΣM for the set {CM |C ∈ Σ }. Now consider the clash
structure Nmn = 〈Lmn ,⊥〉 where L is the set of all mn variables, and the clash structure is defined by: P ij ⊥ P ik , for
j 6= k, j, k ∈ R.
Lemma 3. If C ∨ P ij and D∨¬P ij are clauses in Lmn , then (C ∨ D)M is derivable byNmn -resolution from (C ∨ P ij )M
and (D ∨ ¬P ij )M .
Proof. The monotone transforms of C∨P ij and D∨¬P ij are CM∨P ij and DM∨
∨{P ik |k 6= j, k ∈ R}. Consequently,
(C ∨ D)M = CM ∨ DM is derivable by theNmn -resolution rule from (C ∨ P ij )M and (D ∨¬P ij )M , and so is anNmn -
consequence of these clauses, by the soundness of the Nmn -resolution rule. 
It follows that if C1, . . . ,Ck is a resolution refutation of a set of clausesΣ expressed in Lmn , that (C1)
M , . . . , (Ck)M
is an Nmn -resolution refutation of ΣM . Hence, it is sufficient to prove lower bounds for the Nmn -resolution refutation
system. In the next section, we prove an exp(n2/m) lower bound on Smn (FPHC
m
n ) by showing the appropriate lower
bound on width.
3. Width lower bounds
To apply the width-size tradeoff theorems of the preceding section, we need to prove lower bounds on the width of
refutations. The width lower bounds in the literature all follow a common pattern that we describe here.
Assume given a clash structure N = 〈L ,⊥〉, and an N -contradictory set Σ of L-clauses. We prove lower bounds
on the width of N -resolution refutations of Σ by the following procedure. We associate a set of clauses with each
clause in a refutation in accordance with the following definition:
Definition 2. If P is an N -resolution refutation of Σ , a decoration ∆ of P is defined by associating a set of clauses
∆C with every clause C in P in such a way that the following conditions are satisfied:
1. ∆C |HN C , if C ∈ Σ ;
2. ∆0 6|HN 0.
A decoration ∆ of a refutation P is k-sound, where k ∈ N+, if it satisfies the condition: If E is inferred from C
and D by N -resolution, ∆C |HN C , ∆D |HN D, and w(E) < k, then ∆E |HN E . The following result then follows
by definition.
Lemma 4. If P is anN -resolution refutation of Σ , and∆ is a k-sound decoration of P , then P must contain a clause
C with w(C) ≥ k.
To apply this general framework, we need to find appropriate decorations for resolution refutations. Ben-Sasson
and Wigderson [2] have developed a general method that is an abstract version of earlier width lower bounds. The
overall idea can be traced back to the earliest paper on the complexity of resolution [17], and appears in variant forms
in most of the later papers on the subject (for example, [9,18,7,1,5]. The idea is to define a measure of progress on
the clauses in a refutation; we estimate how far we have progressed towards a contradiction by counting the minimal
number of assumptions required to derive a given clause. We then try to show that clauses in the “middle” of the
refutation must be large.
Given a refutation P of an N -contradictory set Σ of L-clauses, Ben-Sasson and Wigderson decorate P using the
following scheme. Choose a set Γ of L-formulas that is compatible with Σ in the sense that for any C ∈ Σ , there is a
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set of L-formulas ∆ ⊆ Γ so that ∆ |HN C , where |∆| ≤ |Γ |/3. Next, associate with each clause C in P a subset of
Γ as follows. If there is a subset ∆ ⊆ Γ so that ∆ |HN C , and |∆| ≤ |Γ |/3, then let ∆C be such a set; if no such ∆
exists, then ∆C = ∅. In this case, we say that the decoration ∆ is constructed from the compatible set of formulas Γ .
The width lower bound is proved by using the notion of the boundary of a set of clauses; the definition that
follows is similar to that of Ben-Sasson and Wigderson, but there are significant differences. If x ∈ L , and ϕ is an
N -assignment, we say that an N -assignment ψ is the x-neighbour of ϕ if ψ = (ϕ \ x⊥) ∪ {x}.
Definition 3. Let Γ be a set of L-formulas, and Π ⊆ Γ . Furthermore, for F ∈ Π , let ϕF be an N -assignment so
that ϕF (Π \ {F}) = 1, ϕF (F) 6= 1. Then the boundary of Π with respect to ϕF , δ(Π , ϕF ), is the set of all literals
x ∈ L so that if ψ is the x-neighbour of ϕF , ψ(Π ) = 1. The boundary of Π with respect to the set of assignments
S = {ϕF |F ∈ Π } is⋃F∈Π δ(Π , ϕF ).
If Γ is a set of L-formulas, then we define the expansion of Γ , e(Γ ), to be the minimum size of the boundary⋃
F∈Π δ(Π , ϕF ), where we minimize over subsets Π of Γ such that |Γ |/3 ≤ |Π | ≤ 2|Γ |/3, together with the
associated set of assignments S = {ϕF |F ∈ Π }. (Note that the expansion e(Γ ) is an intrinsic property of the set of
formulas Γ .) Using this notion, we can state a fairly general lower bound for resolution refutations.
Theorem 4. Let Σ be an N -contradictory set of L-clauses, and Γ a set of L-formulas that is compatible with Σ .
Then w(Σ `N 0) ≥ e(Γ ) and
S(Σ ) = exp
(
Ω
(
(e(Γ )− w(Σ ))2
p|L|
))
.
Proof. Let P be anN -refutation of Σ , and∆ the decoration of P constructed from Γ . By Lemma 4, and Corollary 1,
it is sufficient to show that ∆ is e(Γ )-sound.
Assume that there are clauses C, D, E in the refutation so that E is inferred from C and D by N -resolution,
∆C |HN C , ∆D |HN D, but ∆E 6|HN E . We aim to show that w(E) ≥ e(Γ ). By definition, |∆C |, |∆D| ≤ |Γ |/3.
Since the N -resolution rule is N -sound, it follows that ∆C ∪ ∆D |HN E . Thus, there is a minimal subset Π of
∆C∪∆D so thatΠ |HN E , and |Γ |/3 < |Π | ≤ 2|Γ |/3. Let F be any formula inΠ ; by assumption,Π \{F} 6|HN E , so
that there is anN -assignment ϕF such that ϕF (Π \ {F}) = 1, ϕF (F) 6= 1, ϕF (E) 6= 1. We claim that δ(Π , ϕF ) ⊆ E .
If x ∈ δ(Π , ϕF ), let ψ be the x-neighbour of ϕF such that ψ(Π ) = 1. If x 6∈ E , ψ(E) 6= 1, contradicting the fact that
Π |HN E . Hence, w(E) ≥ e(Γ ), showing that ∆ is e(Γ )-sound. 
We now show how to apply Theorem 4 to prove lower bounds on various sets of clauses. The first examples are the
graph-based clause sets of Tseitin [17,8,18]. If G = (V, E) is a simple connected graph, then we can associate an
unsatisfiable set of clauses with G in the following way. Assign each edge in G a distinct variable, and also assign a
Boolean value c(x) ∈ {0, 1} to the vertices x in G so that the summodulo 2 of all of these values is odd. Associate with
each vertex v ofG the set of clausesΣx that constitute the conjunctive normal form of the equation e1⊕· · ·⊕ek = c(x),
where e1, . . . , ek are the edges attached to the vertex x . Then the set of clauses Σ (G) = ⋃x∈V Σx is a contradictory
set of clauses, since each edge is attached to exactly two vertices. The appropriate clash structure is the ordinary one;
in this case we write w(Σ ` 0) for w(Σ `N 0).
If G = (V, E) is a graph, and W ⊆ V , then the boundary of W is the set of all edges in G that are attached
to exactly one vertex in W . Let us define the expansion e(G) of a graph G = (V, E) as the minimum size of the
boundary of a subset W of the vertices of G, where |V |/3 ≤ |W | ≤ 2|V |/3.
Lemma 5. If Σ (G) is a set of clauses based on a connected graph G with an odd labelling, then e(Σ (G)) ≥ e(G).
Proof. Associate with each vertex x ∈ V the conjunction Fx of Σx , together with all clauses of the form e ∨ ¬e,
where e is a variable in Σ (G). Let Γ be the collection of all such formulas Fx , for x ∈ V . Then Γ is compatible with
Σ (G), and it is sufficient to prove that e(Γ ) ≥ e(G).
Suppose that W satisfies the condition |V |/3 ≤ |W | ≤ 2|V |/3, and that F(W ) is the set of formulas {Fx |x ∈ W }.
Furthermore, suppose that ϕx is an assignment such that ϕx (Fy) = 1 for y ∈ W \ {x}, but that ϕx (Fx ) 6= 1. Since ϕx
must be a total assignment (it makes all clauses e ∨ ¬e true), it follows that ϕx (Fx ) = 0. If e is an edge attached to
x that belongs to the boundary of W , then we can set Fx to true by setting either e or ¬e to true, without altering the
other truth values assigned to Fy , y ∈ W . Hence, this literal associated with the edge e must belong to the boundary
of F(W ) with respect to ϕx . It follows that e(Γ ) ≥ e(G). 
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We can now deduce the main result of [18] from the width lower bound of Lemma 5.
Theorem 5. There is an infinite sequence of connected graphs G1, . . . ,Gn, . . . of bounded degree so that |Σ (Gn)| =
O(n), and S(Σ (Gn)) = exp(Ω(n)).
Proof. It is a well known fact of graph theory (see, for example, [3, pp. 330–333]) that there is an infinite sequence
of connected graphs G1, . . . ,Gn, . . . of bounded degree so that |Σ (Gn)| = O(n), and e(Gn) = Ω(n). The theorem
follows immediately from this fact by Lemma 5 and Theorem 4. 
As a second application, we can prove lower bounds on the functional pigeonhole principle FPHCmn . The preceding
lower bound on the size of refutations of the graph-based clauses of Tseitin was derived by Ben-Sasson andWigderson
as a special case of their general lower bound (Theorem 3). However, as was mentioned above, the arguments used
to prove lower bounds for the pigeonhole clauses do not fit easily in their general framework, and they have to use
special tricks to adapt their results to this case.
Theorem 6. For n2 > m > n, w((FPHCmn )
M ) = 2n − 2 and S(FPHCmn ) = exp(Ω(n2/m)).
Proof. For i ∈ D, let Fi be the conjunction of the domain clause P i1 ∨ P i2 ∨ · · · P in , together with all of the range
clauses (¬P ik ∨ ¬P jk )M , for i 6= j ∈ D, k ∈ R, and let Γmn be the set of all such formulas, for i ∈ D. Then Γmn is
compatible with (FPHCmn )
M , so it is sufficient to prove lower bounds on the expansion of Γmn .
For W ⊆ D, let F(W ) = {Fi |i ∈ W }; thus F(D) = Γmn . Let W be a subset of D, where n/3 ≤ |W | ≤ 2n/3.
Furthermore, for i ∈ W , let ϕi be an Nmn -assignment such that ϕi (F(W \ {i})) = 1, but ϕi (Fi ) 6= 1. The assignment
ϕi is a partial function from the domain D into R; let ψi be the restriction of ϕi to W \ {i}, and Ri the range of ψi .
Consider any literals P ij , where j ∈ R \ Ri . Then the P ij -neighbour of ϕi makes all of F(W ) true, showing that P ij is
in the boundary of F(W ) with respect to ϕi , so that there are at least n − |W | literals of the form P ij in δ(F(W ), ϕi ).
Hence, e(Γmn ) ≥ 2n2/9 so by Theorem 4:
S((FPHCmn )
M ) = exp
(
Ω
(
(2n2/9− 2n + 2)2
(n − 1)mn
))
= exp(Ω(n4/n2m))
= exp(Ω(n2/m)). 
4. Glimpses beyond
Theorem 4 is quite general, and includes not only the graph-based clauses of Tseitin and the pigeonhole clauses,
but also the random k-clauses of Chva´tal and Szemere´di [7,2]. In fact, the theorem more or less encompasses the state
of the art of resolution complexity at the end of the 1980s.
In the general framework of the present paper, the lower bounds are essentially optimal. This follows from results
of Bonet and Galesi in [4]. They show that there is an infinite sequence MGTn of contradictory sets of clauses in
3CNF, of polynomial bounded size, with O(n) literals, so that w(MGTn ` 0) = Ω(n), but there are polynomial-size
resolution refutations of MGTn .
In addition, Theorem 4 does not cover all lower bound proofs for resolution. This is because recent lower bounds for
the weak pigeonhole principle do not exactly fit the general framework developed here. Theorem 6 fails to yield super-
polynomial lower bounds unless m = o(n2/ log n). Intensive research on these weak pigeonhole clauses extending
over more than a decade finally resulted in a more or less complete solution. The papers [5,15,10,11] represent the
resulting steady progress culminating in the final solution of Ran Raz in 2002. Raz’s proof of an exponential lower
bound was substantially simplified by Razborov [12], who extended his work in two later papers [13,14]. Here, we
discuss briefly Razborov’s proof in [12].
The first major difference is the use of a different set of restrictions. The key idea in the width-size tradeoff theorems
is contained in Theorem 2, namely that we can remove wide clauses from a derivation by random restrictions. The
restrictions used implicitly in Theorem 2 are obtained by setting a set of literals to true. Another way of looking at
this is that we simplify the refutation by adding a set of one-literal clauses as new axioms. The new restrictions in
Razborov’s simplification of Raz’s proof are obtained by adding a set of generalized pigeonhole clauses as axioms.
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Specifically, consider a numerical vector d1, . . . , dm , where 1 ≤ di ≤ n, and let PHPn(d1, . . . , dm) be the version
of the pigeonhole clauses where the domain axioms are replaced by the set of all axioms of the form
∨{P ij | j ∈ J },
where i ∈ D, and |J | ≥ di . If we add such a set of new axioms to a refutation, then it can be simplified, since any step
containing an axiom can be replaced by this axiom.
The second major difference lies in the use of a new concept of width of a clause, that Razborov calls the pseudo-
width. If C is a monotone clause, define the degree of freedom of i in C to be |{ j : P ij ∈ C}|. Suppose that we have
chosen a vector d1, . . . , dm as above. Choose in addition a parameter δ = n/ logm, and define the degree of freedom
of i in C to be large if it is larger than di − δ. Then the pseudowidth of a clause C is defined to be the number of
i ∈ D whose degree of freedom in C is large. The main size-width tradeoff of [12] says that for any m > n, if PHCmn
has a monotone refutation of size L , then there is a vector d1, . . . , dm so that di > δ, for all i , and PHCn(d1, . . . , dm)
has a monotone refutation of length at most L , and pseudo-width O(log L) (the monotone transformation in this case
is ¬P ik 7−→ {P jk : j 6= i}).
An exp(Ω(n1/4)) lower bound on size then results from a width lower bound, just as in the earlier proofs. Razborov
shows that any monotone refutation of a subset F of PHCn(d1, . . . , dm), where δ < di for all i , must contain a clause
of sizeΩ(δ2/n log |F |). This part of the proof proceeds in a very similar fashion to the argument of Theorem 6, though
the more complicated restrictions led to somewhat more involved calculations.
It is clear that this proof follows along remarkably similar lines to the earlier general lower bound. However, it
cannot be subsumed under it, so the search for a yet more general point of view remains a topic for further research.
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