We consider a self-decimated generator of pseudorandom numbers and examine the preperiod λ and the period µ of its state sequence. We obtain the expectations and variances of λ and µ for the case when decimation steps are chosen randomly and independently from the set {1, 2}.
Results
Let N be the set of all positive integers, N 0 = N ∪ {0}, A ⊂ N 0 be some finite alphabet.
We denote by A * the set of all finite words in the alphabet A (including the empty word ε)
and by A ω the set of all one-way infinite words (see [1, 2] for further details). Given a word a ∈ A * , let l(a) be the length of a and w(a) be the sum of letters of a. Let c n denote n successive instances of the letter c and ab denote the concatenation of the words a and b.
Given s = s 0 s 1 . . . ∈ A ω and T ∈ N, determine the numbers λ = λ(s, T ) ∈ N 0 and µ = µ(s, T ) ∈ N such that
and T does not divide any of the sums
The characteristics λ and µ describe periodic properties of self-decimated generators of pseudorandom numbers (see [3, 4] ). Consider a generator G with the set of internal states S, |S| = T , and the state-transition function ϕ : S → S. Let ϕ be a full cycle substitution, usual way of G functioning, one chooses an initial state S 0 ∈ S, calculates the sequence
and uses the current internal state S t to determine the current output pseudorandom number.
The self-decimation (of internal states of G) means using an additional function d : S → A and replacing (2) by the rule Unfortunately, obtaining similar asymototic (or exact) expressions for arbitrary alphabet A seems to be a more complex task.
We consider the frequent choice A = {1, 2} and obtain the following result.
Theorem. If the letters of the word s = s 0 s 1 . . . ∈ {1, 2} ω are chosen randomly, independently with the probabilities
Note that (4), (5) also hold for the random word s = s 0 s 1 . . . ∈ {q, 2q} ω , where q ∈ N is coprime to T and P {s t = q} = 1 − p, P {s t = 2q} = p.
Note also that R. Rueppel in the paper [4] examined the case when the word s is determined from a linear recurrence sequence σ 0 , σ 1 , . . . over the field of order 2 by the rule
Rueppel showed that if the characteristic polynomial of the sequence σ 0 , σ 1 , . . . is primitive of degree k, then
where ⌊z⌋ is the largest integer ≤ z. As we can see from Theorem, this estimation agrees with the expectation E µ(s, T ) for the random word s with p = 1/2.
Given
values of T = T (a) and the set B(a)
of the possible prefixes of s, using the following restrictions:
P2) the residues 0, a 0 , a 0 + a 1 , . . . , a 0 + a 1 + . . . + a l(a)−2 (mod T )
are pairwise distinct; P3) if b ∈ B(a) and b = ε, then any of the residues
differs from the residues (6).
Indeed, the condition P1 follows from the definition of a cyclic part. If the condition P2 fails, then
for some t, τ , 0 ≤ t < τ < l(a) − 1 and a cannot be a cyclic part. Finally, if the condition P3 fails, then one of the congruences
holds for some t ≤ l(b) − 1, τ < l(a) − 1 and a cannot be a cyclic part again.
Suppose that A = {1, 2} and let x = (x 1 , x 2 ), y = (y 1 , y 2 ). Given Ω ⊆ A * , define the generating function
where g(n 1 , n 2 , m 1 , m 2 , t) is the number of the words s with the cyclic part a ∈ Ω and prefix b ∈ B(a) such that a contains n 1 letters 1 and n 2 letters 2, b contains m 1 letters 1 and m 2 letters 2, and T (a) = t.
Let us divide A * into the subsets Ω 1 , Ω 2 , Ω 3 , Ω 4 (which will be defined below) and determine the generating function of the form (7) for each subset.
Using P3, we obtain B(a) = {2 k : k = 0, . . . , m}. Therefore,
3. Ω 3 = {1, 2} * 12{2} * . In this case T (a) = w(a) and B(a) = {ε} ∪ {2
for a = α122 m . Therefore, (1 − p) n 1 +m 1 p n 2 +m 2 = [z T ] E y G A * (π, y, z)| y=π ,
