Abstract: In this paper, first we prove some lemmas, then by using the nonlinear scalarization function, we prove that there is no difference between the topological boundedness and the ordered boundedness. As an application, a fixed point theorem which is a new version of the main result obtained by Zangenehmehr et al (Positivity, 19, 333-340, 2015), by relaxing or weakening some assumptions, is established.
Introduction and Preliminaries
Definition 1.1. Let X be a real vector space with the zero vector θ X . A nonempty, nontrivial (i.e., P = {θ X } ), closed subset P of X is called cone if the following conditions are satisfied:
(a) 2P ⊆ P ; (b) tx + (1 − t)y ∈ P, ∀(x, y, t) ∈ P × P × [0, 1]; (c) P ∩ (−P ) = {θ X }. Remark 1.2. It is clear that the part (a) of Definition 1.1 is different from the following:
(a ′ )λP ⊆ P, for every positive real number λ.
Because if we take X = R and P = N ∪ {0} then it satisfies (a) of Definition 1.1 but not (a ′ ). It is obvious (a ′ ) implies (a) of Definition 1.1. Moreover, when P is a convex set with θ X ∈ P then (a) and (a ′ ) are equivalent.
A cone P ⊆ X defines an ordering P on X with respect to P by letting x P y whenever y − x ∈ P . We use the notation x ≺ p y for y − x ∈ P {θ X } (the difference between P and {θ X }). Note that trough the paper we reserve the symbol ≤ and its obvious variants, for the usual order on R.
It is easy to verify that the ordering P is a partial ordering; that is reflexive, antisymmetric and transitive. Also if X is a real topological vector space and P is a solid cone of X (that is intP = ∅), then we can define an ordering on X using the interior of P as follows,
Remark that the ordering induced by intP is not necessarily a partial ordering on X. If the cone P is known, for simplicity, we replace P , ≺ p and ≺≺ intP by , ≺ and ≺≺; respectively. The pair (X, P ) consisting of a real topological vector space (real normed space) X and a cone P of X is called a partially ordered topological vector space (partially ordered normed space). Definition 1.3.
[9] Let (X, P ) be a partially ordered normed space. A cone P is said to be normal, if there exists a constant k > 0 such that θ X x y implies x ≤ k y , for all x, y ∈ X. Definition 1.4. [9] Let (X, P ) be a partially ordered normed space. A cone P is said to be (sequentially) regular if every sequence in X which is increasing and ordered bounded above must be convergent in X. This means that, if {a n } is a sequence in X such that a 1 a 2 ... a n ... m for some m ∈ X, then there exists a ∈ X such that a n − a → 0 as n → ∞. Equivalently, if every sequence in X which is decreasing and bounded below is convergent in X.
It is well known that any regular cone is normal and the converse is true if the space X is reflexive (see [10] ). Definition 1.5. Let (X, P ) be a partially ordered topological vector space. A subset of X is said to be ordered bounded if it is contained in a set of the form [a, b] o for some a and b ∈ X, where T (y). Note that if we take X = Y = R and P = [0, +∞), then Definition 1.6 collapses to the usual definition of a nondecreasing mapping. Definition 1.7. Let (X, P ) be a partially ordered topological vector space with a solid cone P . The mapping T : Y ⊆ X → X is called a:
(ii) P − Lower semicontinuous (P − l.s.c.) on Y whenever
It is clear that every l.s.c is P-l.s.c, while the convers may fail. Definition 1.8. Let X and Y be two topological spaces. The mapping T : X → Y is said to be a completely P − Lower semicontinuous (completely P − l.s.c.) , if T is P − Lower semicontinuous and the closure of the image of any topological bounded set S of P ; namely T (S); is a compact subset of Y .
The next definition was firstly introduced in [5] (for more details, see [6] ) in order to apply in optimization theory and then was used for equilibrium problems in [1] . Definition 1.9. Let (X, P ) be a partially ordered topological vector space with a solid cone P and e ∈ intP. The nonlinear scalarization function ξ e : X → R is defined as follows: ξ e (y) = inf{r ∈ R : y ∈ re − P }.
The following lemma characterizes some of the important properties of the nonlinear scalarization function, which are used in the sequel. Lemma 1.10. [3, 8, 9 ] Let (X, P ) be a partially ordered topological vector space with a solid cone P . For each r ∈ R and y ∈ X, the following statements are satisfied:
(1) ξ e (re) = r, particulary ξ e (θ X ) = 0;
(2) If y 2 y 1 , then ξ e (y 2 ) ≤ ξ e (y 1 ) for any y 1 , y 2 ∈ X; (3) If y 2 ≺≺ y 1 , then ξ e (y 2 ) < ξ e (y 1 ) for any y 1 , y 2 ∈ X; (4) ξ e (y) ≤ r ⇐⇒ y ∈ re − P ; (5) ξ e (y) > r ⇐⇒ y / ∈ re − P ; (6) ξ e (y) < r ⇐⇒ y ∈ re − intP ;
(8) ξ e is subadditive on X, i.e., ξ e (x + y) ≤ ξ e (x) + ξ e (y) for all x, y ∈ X; (9) ξ e is positively homogeneous on X, i.e., ξ e (βx) = βξ e (x) for every x ∈ X and a positive real number β;
(10) ξ e is continuous on X.
The following lemma guarantees the existence of two points u 0 and v 0 ∈ (u − , u + ) c ⊆ [u − , u + ] o such that u 0 T u 0 , T v 0 v 0 which plays a crucial rule in this paper, where
Lemma 1.11. Let (X, P ) be a partially ordered topological vector space with a solid cone P . Assume that there are two points u − and u + in X and a nondecreasing continuous mapping T :
Proof. For every t ′ ∈ [0, 1], we define a mapping T * : [0, 1] −→ R by T * t ′ = ζ e (t − T t), where t = t ′ u + + (1 − t ′ )u − . By Lemma 1.10 (part 10), the mapping T * is continuous. Since T * (0) > 0 and T * (1) < 0, from Lemma 1.10 (parts 1 and 3), by Intermediate Value Theorem there exists u ′ 0 ∈ (0, 1) such that ζ e (u 0 − T u 0 ) = 0, where
So by Lemma 1.10 (parts 4 and 7) we get u 0 − T u 0 ∈ −P −intP (i.e., u 0 T u 0 .). Similarly by using
We need the two following lemmas to prove Lemma 2.5.
Lemma 1.12. Let (X, P ) be a partially ordered topological vector space with a solid cone P . If a ∈ X, then there exists r a ∈ R such that ξ e (a) ≤ r a .
Proof
(1) X = ∪{re − intP : r ∈ R {0}}; (2) ξ e (x) < +∞. Lemma 1.14. Let (X, P ) be a partially ordered topological vector space with a solid cone P . If C ⊆ X and there exist a, b ∈ X such that a c b, for all c ∈ C, then there exists r ∈ R such that −re c re.
Proof. From Lemma 1.12, there exist r −a and r b ∈ R such that ξ e (−a) ≤ r −a and ξ e (b) ≤ r b , respectively. Therefore, by Lemma 1.10 (part 4), we have −r −a e a and b r b e. If put r = max{r −a , r b }, then −re c re.
Main Results
Now, we are in a position to prove that there is no difference between the topological boundedness and the ordered boundedness. Theorem 2.5 which will be needed to prove Theorem 3.2 is an extension of Lemma 3.3 in [9] , Lemma 2.6 in [4] and Theorem 2.3 in [7] . In addition it establishs a link between the topological boundedness and the ordered boundedness without assuming the normal condition on the cone and considering the boundedness for only subsets of the cone (see [4] , Lemma 2.6). Since every compact set is topological bounded, Theorem 2.5 is an extension of Lemma 3.3 in [9] without requiring compactness condition. Let us mention that our proofs for the next result are new and different from the proofs given in [4, 7, 9] . Lemma 2.1. [9, Lemma 3.3] Let (X, P ) be a partially ordered normed space with a solid cone P and D ⊆ X be a compact subset of X. Then D is ordered bounded above. In addition, if P is strongly minihedral, then D has a supremum.
Theorem 2.2. [7, T heorem 2.3]
If the underlying cone of an ordered tvs is solid and normal, then such tvs must be an ordered normed space.
In 2012, the authers presented the folllowing lemma in [4] . Lemma 2.3. [4, Lemma 2.6] Let (X, P ) be an ordered Banach space with a normal solid cone P of the normal constant K. Then D(⊆ P ) is normed bounded if and only if D is ordered bounded.
The following lemma plays a key role in Theorem 2.5 .
Lemma 2.4. Let (X, P ) be a partially ordered topological vector space with a solid cone P and e ∈ intP . If V is a neighborhood of θ X , Then there exists a positive real number k such that (−ke + P ) ∩ (ke − P ) ⊆ V.
Proof. To the contrary suppose that, for each 1 n (n ∈ N), there exists
we have − 1 n e x n 1 n e. Hence, by letting n → ∞, we get x n → θ X . Since V is a neighborhood of θ X and x n → θ X , there exists a natural number n 0 such that x n ∈ V, for all n ≥ n 0 , which is a contradiction. Now, it is just sufficient to consider k = 1 n for all n ≥ n 0 .
Theorem 2.5. Let (X, P ) be a partially ordered topological vector space with a solid cone P and e ∈ intP . Then C ⊆ X is topological bounded if and only if C is ordered bounded.
Proof. Let C ⊆ X be topological bounded. Since V = (e − P ) ∩ (−e + P ) is a neighborhood of θ X , there exists a constant r > 0, such that C ⊆ rV. Therefore, for all c ∈ C we have −re c re, that is, C is ordered bounded. Conversly, let there exist a, b ∈ X such that a c b for all c ∈ C. Now Lemma 1.14 implies that there exists r ∈ R such that −re c re,
If V be a neighborhood of θ X , from lemma 2.4, then there exists constant k > 0 such that (ke − P ) ∩ (−ke + P ) ⊆ V.
Therefore, from (1), there exists constant m > 0 such that
and so C ⊆ 1 m V . This completes the proof.
A Fixed Point Result in a Partially Ordered Topological Vector Space
In this section, our purpose is to present a new version of the main result in [9] by relaxing the regularity of the cone and weakening some assumptions. Note that every regular cone is normal cone.
In 2015, Zangenehmehr et al [9] presented the following theorem which was the first main result in [9] . Theorem 3.1. Let (X, P ) be a partially ordered normed space with a solid regular cone P . Let T : P → X be a increasing continuous mapping. Assume that set A = {x ∈ P ; x T x} is nonempty and T (A) is relatively compact. Then T has at least a fixed point in A.
In the next theorem, a new version of the first main result in [9] , by relaxing some assumptions, is presented. Moreover, advantage of Theorem 3.2 to Theorem 3.1 is containing iteration method which is important in numerical analysis.
Theorem 3.2. Let (X, P ) be a partially ordered normed space with a solid cone P , T : P → X be a nondecreasing in the set S and completely P − l.s.c. mapping. Assume that the set S = {x ∈ X; θ x T x} is nonempty, close and T (S) is ordered bounded. Then T has at least a fixed point p * ∈ S. Moreover, each iteration s n = T s n−1 for all n = 1, 2, ... with s 0 ∈ S has a subiteration which is convergent to p * .
Proof. Let us define the sequence (iteration) s n = T s n−1 = T n s 0 with s 0 ∈ S, for all n ∈ N. Since T is nondecreasing in the set S, we have that
By ordered bounded T (S), the sequence {s n } ∞ n=1 is ordered bounded. Thus Theorem 2.5 implies that the sequence {s n } ∞ n=1 is topological bounded. Now, as T is completely P −l.s.c. mapping, the closure of the sequence {T s n } ∞ n=1 is compact.Therefor there exists a subsequence (subiteration)
converging to a point p * ∈ S. Since T is P − l.s.c., we deduce that T p * lim n→∞ inf T s n k = p * and so p * is a fixed point of T . This completes the proof. Now, by combing Theorem 3.2 and Lemma 1.11, we conclude the following theorem which is an extension of the main result of [9] (i.e., Theorem 3.4 in this paper) by relaxing the regularity of the cone and weakening the compactness of T (S) and the continuity of T with the ordered bounded T (S) and P − l.s.c. of T , respectively. Theorem 3.3. Let (X, P ) be a partially ordered normed space with a solid cone P , T : P → X be a nondecreasing in the set S and completely P − l.s.c. mapping such that T (S) is ordered bounded and S is closed where S = {x ∈ X; θ x T x}. If there exist u − , u + ∈ P such that u − u + , u + ≺≺ T u + and T u − ≺≺ u − , then T has at least a fixed point p * and there esxists u * ∈ (u − , u + ) c such that u * T u * . Moreover, each iteration s n = T s n−1 for all n = 1, 2, ... with s 0 = u * has a subiteration which is convergent to fixed point p * . Theorem 3.4. [9, T heorem3.12] Let X be a partially ordered real normed space with solid and regular cone P and T : P → X be a monotone increasing, continuous vector valued mapping such that T (S) is relatively compact for S = {x ∈ P ; x T x}. If there exist u − , u + ∈ P such that u − u + , u + ≺≺ T (u + ) and T (u − ) ≺≺ u − , then T has a fixed point u * and there exists t ∈ (u − , u + ) c such that t T (t) and lim n→∞ T n (t) = u * .
It worth noting that in Theorem 3.12 in [9] regularity of the cone is essential, while it has been relaxed in Theorem 3.3. There are many cones which are not regular. In the following, for instance, one of them is presented. Hence we can not apply Theorem 3.12 in [9] in this case. |f (t)| and P = {f ∈ X : f (x) ≥ 0, ∀x ∈ [0, 1]}. It is easy to check that X is not regular. In fact, we consider f n (t) = 1 − t n ≤ 1, for all n = 1, 2, 3, .... Then the sequence {f n } is not convergent in C([0, 1]).
