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ABSTRACT
COSMIC DIFFUSE GAMMA-RAY BACKGROUND MEASUREMENT WITH THE
ADVANCED SCINTILLATOR COMPTON TELESCOPE (ASCOT)
by
Tejaswita Sharma
Doctor of Philosophy
University of New Hampshire

The primary goal of my research was to measure the cosmic diffuse gamma-ray (CDG)
background in the energy range of 0.4 - 2.5 MeV using the balloon flight data from the Advanced
Scintillator Compton Telescope (ASCOT). ASCOT is a medium-energy gamma-ray Compton
telescope that uses commercially available high performance scintillators—Cerium Bromide
(CeBr3) and p-terphenyl—along with silicon photomultipliers (SiPMs) for light readout. It was
built to address the lack of data in the gamma-ray energy range of 0.4 - 20 MeV. ASCOT was
successfully launched on 2018 July 5 from the NASA Columbia Scientific Balloon Facility in
Palestine, TX. We performed gamma-ray measurements from an altitude of 120,000 ft for five
hours. This thesis describes in detail the design and calibration of the payload along with the
analysis of the data. The growth curves obtained using the flight data for 5 to 100 g-cm–2 of
residual atmosphere were used in conjunction with the Monte Carlo simulations of the
instrument response to obtain a CDG flux value of (1.28 ± 0.37) × 10−5 photons-cm–2-s–1-keV–1
for 0.4–0.7 MeV energy range. Our 3σ upper limit for CDG flux is 1.8 × 10−5 photons-cm–2-s–1keV–1 for 0.7–1.5 MeV and 2 × 10−6 photons-cm–2-s–1-keV–1 for 1.5–2.5 MeV. These results
agree well with earlier measurements.
xxi

CHAPTER 1
GAMMA-RAY ASTRONOMY

1.1 Introduction
Gamma-ray astronomy is the astronomy of the most energetic phenomena and it covers
more than nine orders of magnitude of the electromagnetic spectrum starting at energies of
several hundreds keV and going up to TeV. This radiation range provides a unique opportunity to
study a wide range of celestial objects including but not limited to neutron stars, black holes,
supernova remnants, gamma-ray bursts, pulsars and diffuse gamma-ray background radiation. A
large fraction of gamma radiation is screened by Earth’s atmosphere and thus have to be studied
in space or near-space environment. The observation of gamma rays is much more difficult than
that of X-rays or visible light, because of their low interaction probability and high background.
As seen from Fig 1.1, the sensitivity of the instruments in the MeV or the ‘medium energy
gamma-ray’ range is upto five orders of magnitude lower compared to other energy bands. The
main reason which poses a challenge in the improvement of instrument sensitivity is the
background. The instrumental background is the highest in the MeV range as most gamma-rays
produced by activation of active and passive materials of the instrument in space lie in this band.
Gamma-rays in the MeV range interact with matter mainly via Compton scattering, which also
poses a challenge in the reconstruction of the detected source image. Nevertheless, the mediumenergy gamma-ray band helps probe a large number of scientific questions.

1

Fig 1.1: Plot by Takahashi et al. (2012) showing different instrument sensitivities in different energy bands ranging
from keV to TeV. The dashed red line marked as mCrab is equivalent to one thousandth part of intensity detected
from the Crab nebula including the Crab pulsar.

More information can be gleaned about the origin, propagation and mode of interaction
of cosmic rays by observing the emission in 0.1-10 MeV range. Detection of gamma-rays from
the radioactive isotopes produced by supernovae can shed light on their ignition mechanism and
stellar configuration. Radioactive isotope of

26

Al is mainly produced by massive stars and by

mapping the said gamma-ray line one can trace the regions of recent massive star formation.
Particle acceleration and emission in Gamma-Ray Bursts (GRBs) are best studied through
spectroscopy and polarimetry in the medium gamma-ray band. Most Active Galactic Nuclei
(AGNs) emit in the MeV range and thus this energy band can be used not only for the detection
of new AGNs but also to gain more information on their physical models. Compact objects like
neutron stars and black holes, along with solar flares also produce emission in MeV. Overall
MeV astronomy science is rich and the last few decades have seen different kinds of gamma-ray
telescopes with dedicated goals of improving detection efficiency, sensitivity and spectral
resolution in this energy range.
2

1.2 Gamma-Ray Emission Processes
Gamma radiation is produced in celestial objects like the neutron stars, X-ray binaries,
AGNs through non-thermal processes. This section reviews the main gamma-ray emission
mechanisms : nuclear transitions, charged particle interaction with electromagnetic fields
(Brehmsstrahlung, synchrotron radiation), and inverse Compton scattering.

1.2.1 Nuclear Transitions
Most natural nuclear reactions leave behind an unstable, excited nuclei with an excess of
energy which is promptly released as a gamma ray, leading to characteristic nuclear lines. These
lines have discrete energies since neutrons and protons in the nuclei form a quantum system with
discrete states and energy gaps in the MeV range. The gamma rays produced via nuclear
transitions are thus a signature of both the reaction and of the nuclei. In the laboratory,
radioactive sources play a leading role in instrument calibration since the characteristic line
energies of these elements are well studied and known. A large fraction of nuclei created in
supernovae are unstable and decay emitting gamma-rays which gives an insight into the SN
phenomenon and composition. A number of nuclei produced during the SN explosion are of
particular interest, two of which with relatively shorter half-lives are 56Ni (half-life ~ 6 days) and
56

Co (half-life ~ 77 days) and their decay schemes are :
56
28 Ni

→

56Co
27

+ e + + νe + γ (158, 270, 480, 750, 812 k eV )

Eq 1.1

56
27Co

→

56 Fe
26

+ e + + νe + γ (847, 1038, 1238, 1771, 2598 k eV )

Eq 1.2

3

On the other hand, the isotopes with long half-lives also provide a means to study how the
ejected material diffuses over time. The decay schemes of two such elements

26

Al (half-life ~

7 × 105 years) and 60Fe (half-life ~ 3 × 106 years) are :
26
13 Al
60
26 Fe

+ e→
→

60Co
27

26 Mg
12

+ νe + γ (1809 k eV )

+ e + ν̄e + γ (58.6 k eV )

Eq 1.3
Eq 1.4

1.2.2 Bremsstrahlung
A common source of gamma rays is when the charged particles (typically electrons)
interact with the electric field present around the celestial objects. These decelerated energetic
charged particles produce a photon and the process is called bremsstrahlung. Bremsstrahlung
comes from the German words bremsen “to brake” and strahlung “radiation” thus meaning
“braking radiation”. The electron-ion collision emits a photon carrying the kinetic energy of the
electron and the total intensity per unit frequency Iν below the maximum kinetic energy of the
electron is given as (Sabatini et al., 2013) and is shown in Fig 1.2.

192 ve
Z 2 e6 n
Iν(Ee) =
ln
12 π 3 ϵ03 c 3 me2 ve ( c . Z 1/3 )

Eq 1.5

Here Ee is the electron energy, ve is the electron velocity, Z is the atomic number and n is the
number density of the material. ϵ0, c, me, e are the physical constants. Solar flares are a wellknown source of bremsstrahlung radiation emitted as hard X-rays (Heristchi, 1986 and Fletcher
et al., 2011).
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Fig 1.2: A typical intensity spectrum for bremstrrahlung along with characteristic lines corresponding to nuclear
transitions.

1.2.3 Synchrotron Radiation
When a relativistic charged particle enters a region containing a magnetic field, it starts
gyrating along the field lines following a helical trajectory, and radiates energy as photons. For a
particle of mass ‘m’ and charge ‘q’, the cyclotron frequency ‘νc’ in a magnetic field of flux
density ‘B’ is given as :

νc =
here γ is the Lorentz factor.

qB
2π γ m

Eq 1.6

Synchrotron radiation is mostly emitted perpendicular to the magnetic field line, or parallel to the
electron velocity. Astronomical sources like pulsars and jets from black holes have strong
magnetic fields and relativistic particles leading to synchrotron radiation.
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1.2.4 Inverse Compton Scattering
Inverse Compton scattering occurs when a low-energy photon interacts with an ultrarelativistic electron and gains energy. The power of the emitted radiation during a single
electron-photon interaction is obtained by determining the change in the energy of the electron as

P =

4
ν2
σT c 2 γ 2 Uph
3
c

Eq 1.7

here Uph is the initial photon energy.
The spectral emissivity I(ν) is given as (Blumenthal et al., 1970) and the energy spectrum is seen in Fig
1.3.

I(ν)d ν =

3σT c N(ν0 )
ν
ν2
2
ν
2ν
ln
+
ν+
+4γ
ν
−
0
( 4γ 2 ν )
16γ 4 ν02
2γ 2 ν0 ]
[
0

Eq 1.8

here the incoming photon is assumed as monochromatic with frequency ν0 and the number
density of the photon field is N(ν0 ), γ is the Lorentz factor of the electron and σT is the Thomson
cross-section.

Fig 1.3: Theoretical spectrum of photons created via inverse Compton scattering, the spectrum falls off at
Ema x = 4 γ 2 E0 (Credit : J. J. Condon and S. M. Ransom).
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Some results derived from this relation are :
Maximum energy of the scattered photon

Ema x = 4 γ 2 E0

Eq 1.9

Average energy of the scattered photon

Eavg =

4 2
γ E0
3

Eq1.10

It is through inverse Compton scattering that thermal keV photons emitted from hot accretion
disks or a pulsars are energized to GeV energies.

1.3 Diffuse Gamma-Rays
Observations from radio to gamma rays have all shown the presence of a diffuse
background emission. Important information about various astrophysical phenomenon is carried
by the isotropic cosmic diffuse gamma-ray (CDG) background in the medium energy gamma-ray
band ranging from a few hundred keV to several MeV. These gamma-rays have vey low
interaction probability, which makes them an ideal tool to probe very early epochs of our
universe.
In examining the extragalactic diffuse spectrum from the X-ray to gamma-ray region, a
large number of possible origins for the diffuse gamma-ray emission have been proposed over
the years. The main components that constitute CDG extragalactic background are a combination
of Seyfert I and Seyfert II Galaxies (Zdziarski 1996) and Type Ia Supernovae (The, Leising, &
Clayton 1993). The bulk of the hard X–ray background from 2–200 keV has been shown to be
from radio–quiet AGN (Madau, Ghisellini & Fabian 1994; Comastri et al. 1995; Gilli, Risalti &
Salvati 1999), whereas at energies from 30 MeV-100 GeV the radiation is dominated by blazars
(Stecker & Salamon 1996; Zdziarski 1996; Sreekumar et al. 1998).
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Gamma-Ray Spectrometer (GRS) on Solar Maximum Mission (SMM) collected
significant data on the cosmic gamma-ray background from its run of nine years in the range of
0.3-8 MeV (Watanabe et al., 2000) along with COMPTEL (Weidenspointner et al., 2000). Fig 1.4
shows the composite multi-wavelength energy spectrum for extragalactic diffuse background
summarizing the contribution from different components and the observations from several
missions. These pieces appear to explain the observed radiation from a few keV to a few MeV
but both the observational and theoretical picture of the extragalactic gamma-ray emission below
10 MeV is still not very clear (Watanabe et al 1999). Blazars cannot account for the MeV
background because of the spectral break at 10 MeV (McNaron-Brown et al., 1995). Ruiz-

Fig 1.4: Cosmic gamma-ray background spectrum. The long-dashed black line is the contribution from FSRQs
(Ajello et al. 2009), while the solid black line is the total gamma-ray background of the long-dashed black line
(FSRQs) and background from the 1σ upper bound of SN Ia rates from Subaru/XMM-Newton (Okumura et al.
2014). This gives a good fit to the observed gamma-ray background of SMM (Watanabe et al. 1997). Shown as
the dot-dashed dark-green line is the predicted contribution by SNe Ia, when adopting the 2σ upper limit of the
SN Ia rates from CANDELS (Rodney et al. 2014), while in blue is that corresponding to the 1σ upper bound of
the rates by Okumura et al. (2014), and in magenta is the gamma-ray background from the upper 2σ to the rates
from Subaru/XMM-Newton (Okumura et al. 2014). Figure & description courtesy: Ruiz-Lapuente et al, (2016).
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Lapuente et al. (2020) studied the contribution of kilonovae to the diffuse gamma-ray
background in the MeV range, and found that they were also not a dominant source of energy in
the range but within uncertainties its addition helps fit the observational data better. More
observational data in this energy band will be very useful in re-establishing and updating the
current model for the CDG background.

1.4 Atmospheric Gamma-Rays
It is important to know the variation of atmospheric gamma-rays with atmospheric depth
in order to better understand their production and transportation. Theoretical models have been
predicted by Peterson et al. (1973) and Ling et al. (1975) and observations have been made
through balloon experiments and reported by Fishman et al. (1976), Walraven et al. (1975) and
Ryan et al. (1979) about the azimuthal distributions of the downward moving flux. It has been
seen that the various theoretical models are in general agreement with the experimental data but
differ in absolute fluxes, location of the maximum in the downward-moving gamma rays. A
comparison of observational and theoretical estimates have been shown in Fig 1.5. Atmospheric
gamma-ray data as observed from a satellite is shown in Fig 1.6 (Imhof et al., 1976). The
downward-moving gamma rays have an average power law index of −1.09 ± 0.05 for
atmospheric depth of greater than 100 g/cm2, while the upward-moving gamma rays have an
index of −1.75 ± 0.12 (Ryan et al., 1979).
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Fig 1.5: The LEFT plot shows a composite energy distributions of downward moving atmospheric gamma-rays at
various atmospheric depths (Ryan et al., 1979). Here the experimental results are compared to the theoretical
values computed by Beuermann (1971), Daniel and Stephens (1974), Thomson (1974) and Ling (1975). The
RIGHT plot is the background contributions for a ballon environment computed by Charalambous et al. (1983).

Fig 1.6: Atmospheric gamma-ray data taken by the polar-orbiting satellite 1972-076B. The plot compares the flux
values at poles and equator for both upward and downward moving atmospheric gamma-rays.
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1.5 Summary
This chapter introduced the importance of gamma-ray astronomy and different processes
leading to the emission of gamma-rays in the universe. In light of the objective of this work of
estimating the CDG background flux, the observations of diffuse gamma-ray and atmospheric
gamma ray flux from past missions had been discussed. The MeV astronomy remains an
understudied part of the electromagnetic spectrum, and at the moment, leaves a big scientific
potential and motivation for new missions to overcome the sensitivity gap.
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CHAPTER 2
COMPTON TELESCOPE (COMPTEL) INSTRUMENT

2.1 Introduction
This chapter reviews the photon interaction processes with matter leading to the design
concept and image reconstruction techniques of the Compton telescope onboard the NASA
Compton Gamma-Ray Observatory (CGRO) mission—COMPTEL (Schönfelder et al., 1993).
COMPTEL, being the only Compton telescope to have flown in space, was the design inspiration
for ASCOT and is discussed in detail, especially the techniques it implemented for effective
background rejection. Contemporary and future missions with advanced Compton telescopes are
also presented in this chapter.

2.2 Gamma-Ray Interaction with Matter
Photons mainly interact with matter in three ways, depending on their energy. These are the
photoelectric effect, Compton scattering, and pair production as shown in Fig 2.1.
In the photoelectric effect, the photon transfers all its energy to an orbital electron,
typically close to the nucleus. This electron then is ejected from the atom with an energy equal to
the energy of the photon minus the binding energy of the electron (Eq 2.1).

Ephotoelectron = Ephoton − EBindingEnergy
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Eq 2.1

Fig 2.1: Dominant photon interaction process with matter as a function of its energy and the atomic number (Z) of
the absorber. (Figure reference- Hendee,1992).

The direction in which the electron is emitted depends on the energy of the incident
photon. For low-energy photons (< 50 keV) the ejected photoelectron is often at a large angle
with respect to the incoming photon direction, and this angle reduces as the photon energy
increases. After ejection of the electron, the neutral atom becomes a positively charged ion with a
vacancy in an inner shell that has to be filled. The atom returns to a stable condition by filling the
vacancy with a nearby electron which is less tightly bound and in turn either emits characteristic
x-rays or an Auger electron (Fig 2.2). For high Z materials, the photoelectric effect is the
dominant interaction process with matter for gamma rays with an energy under ~400 keV and for
photons having energies > 5 MeV the dominant mode of interaction is through pair production.
When the energetic photon approaches very close to the nucleus of the target atom, the photon
energy gets converted to an electron–positron pair (Fig 2.3).
The minimum energy E required for a photon to create two particles of mass m each, when
interacting with a particle of mass M is given by Eq 2.2.
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Photon
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Fig 2.2: Photoelectric effect is when the incident photon knock out an electron called a photoelectron from the
atom. This further leads to either the emission of characteristic x-rays or Auger electrons are emitted as the outer
electrons cascade to fill the vacancy created by the ejected electron.

eIncident
Photon

N

e+
Fig 2.3: In Pair production the incident photon disappears, and two energetic electrons (a positron and an electron)
are produced.

2m
Ephoton = 2m c 2 1 +
(
M)

Eq 2.2

This equation shows that heavier the target particle, the closer the minimal photon energy E is to
the rest mass of the two particles to be created. Thus, to create an electron-positron pair (1022

k eV /c 2) from the smallest nucleus - Hydrogen which has a rest energy of 938.272 MeV /c 2 -the
incident photon needs a minimum of 1023.11 keV of energy.
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The third and the most dominant photon interaction method in the medium energy
gamma-ray band is the Compton effect. It is the scattering of the incoming photon off of a static
electron and it differs from the photoelectric effect such that here instead of the incoming photon
being fully absorbed, it produces an electron and a new scattered photon with lower energy (Fig
2.4).

e-

γ

θ

N

ϕ

γ′
Fig 2.4: In Compton effect, the incident photon scatters off of one of the atom’s outer electrons. The photon energy
(γ) is shared between the ejected electron (e) and a scattered photon (γ′).

By the conservation of relativistic energy and momentum, the energy of the scattered photon Eγ′
can be estimated using Eq 2.3:
−1
Eγ
Eγ′ = Eγ[1 +
(1
−
cosϕ)
] .
mec 2

Eq 2.3

Here Eγ is the energy of the incident photon, Eγ′ is the energy of the scattered photon, ϕ is the
Compton scatter angle, me is the mass of an electron and c is the speed of light.
As illustrated in Fig. 2.1, the Compton effect dominates for the Z range of 20, making it the
preferred interaction mode for detecting gamma rays around 1 MeV.
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2.3 Design Concept of COMPTEL
COMPTEL was launched onboard NASA’s Compton Gamma-Ray Observatory (CGRO)
in April 1991. The telescope was built by a collaborating team of scientists from Max Planck
Institute for Extraterrestrial Physics, the University of New Hampshire and the Netherlands
Institute for Space Research and ESA Astrophysics Division. It successfully operated from 1991
to 2000 and observed in the energy range of 0.8 - 30 MeV.
The COMPTEL instrument made use of the Compton effect to perform observations of
and analyze photons in the energy range where gamma rays interact predominantly via Compton
scattering. COMPTEL had two layers, the first detector layer, D1 is where the gamma ray
interacts via Compton scattering and the second detector, D2 absorbs the scattered photon. To
maximize the chances of Compton scatter interaction as is evident from Fig 2.1, low Z materials
are preferred for D1 layer which in this case was NE 213A, a toluene based liquid scintillator.
The scintillator was coupled to an array of Photomultiplier Tubes (PMT) surrounding each
detecting module that recorded the energy of the recoil electron Ee (or E1). To facilitate the
escape of the scattered photon, the thickness of this layer is smaller than the characteristic
interaction length. The scattered photon then goes on to interact in D2 via any process. To
maximize absorption, this layer is made of high Z material. The D2 layer in COMPTEL was
made of NaI:Tl crystals and was similarly viewed by an array of PMTs that measured the energy
of this photoelectron Eγ′ (or E2) which is essentially the energy of the scattered gamma photon.
The initial photon direction can only be deduced by using the ejected electron momentum vector
if an instrument tracks the recoil electron. However, the scattered photon location and the energy
values E1 and E2 can be used to constrain the direction of the initial photon to a cone centered at
16

the scatter vector and with an opening angle equal to the Compton scatter angle given by Eq 2.6.
The projection of this cone onto the sky is called an event circle. Thus, with the energy
measurements of Ee (E1) and Eγ′ (E2), and the measurements of locations of interactions, where
the vector between the locations of the two energy deposits gives the direction vector of the
scattered gamma ray, the initial photon energy can be recovered (Eq 2.4) along with the
incoming direction being constrained to a cone mantle called an event circle. This concept is
illustrated in Fig 2.5.

Eγ = Ee (or E1) + Eγ′ (or E2 )
ϕ = cos −1[1 − mec 2(

Eq 2.4

1
1
− )]
Eγ′ Eγ

Eq 2.5

Anti-coincidence (AC) Dome

EVENT
CIRCLE

ϕ

D1
(NE213)

INCIDENT GAMMA
PHOTON

PMTs
COMPTON
CONE

E1

COMPTON
SCATTER

SCATTERING
LAYER (D1)

ABSORPTION
LAYER (D2)

AC Dome

2.6 m

SCATTERED
GAMMA
PHOTON

Sandwich Plate

E2
D2 (NaI)

PMTs

Fig 2.5: Concept of COMPTEL. A gamma ray interacts via the Compton effect in D1 depositing energy E1. The
scattered gamma ray then interacts via the photoelectric effect in D2 layer depositing energy E2. The position of
interactions in the detectors are recorded to compute the axis of the Compton cone The Compton scatter angle ϕ is
calculated using the energy deposits in the two layers as mentioned in Eq 2.6. The figure on the right is an
illustration of COMPTEL. (Figure credit : http://heasarc.gsfc.nasa.gov/docs/cgro/nra).
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ϕ = cos −1[1 − mec 2(

1
1
−
E2 E2 + E1 )]

Eq 2.6

The event circles generated using the energy deposits and locations from multiple events
are projected onto a map and by using techniques like the maximum-likelihood method (Herbert
et al., 1990) or an image reconstruction algorithm developed by Parra et al. (2000). The source
image can thus be reconstructed. This concept is illustrated in Fig 2.6 which shows the
intersecting event circles from a gamma-ray burst observed by COMPTEL on May 3, 1991. The
image reconstruction techniques are not discussed in detail here since it is beyond the scope of
this work.

Fig 2.6: The figure shows 100 event circles from the gamma ray burst data observed by COMPTEL on 3 May
1991. This demonstrated the approach of reconstructing the source image by overlaying the event circles from each
individual event. (Figure credit - McConnell & Ryan, 1996).

Another important aspect is the Angular Resolution Measure (ARM), which is the
difference between the Compton scatter angle computed from the energy measurements ϕCompton
and the actual angle of the source ϕSource when the source direction is known.
ARM = ϕCompton − ϕSource
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Eq 2.7

The energy and position resolutions of the detectors affect the computation of the Compton
scatter angle and thus in turn the ARM. An ideal ARM spectrum is centered at zero and for
detectors with good energy and position resolutions has a narrow width.
Some of the main characteristics of COMPTEL are summarized in Table 2.1.
Table 2.1

Energy Range

0.8 - 30 MeV

Angular Resolution

1° - 2°

Energy Resolution

8.8% FWHM at 1.27 MeV

Field of View

~1 Steradian

Effective Area

10 - 50 cm2 (depending on Energy)

2.4 COMPTEL Background
COMPTEL worked in the space environment with intense high-energy radiation, being
constantly exposed to gamma rays, neutrons, cosmic-rays/protons, alpha particles, electrons,
positrons, muons, etc. Unlike other energy bands where the particles coming from the sides can
be blocked by shielding, gamma-ray astronomy is diffiuclt because of the penetrating nature of
radiation and the generation of background within the instrument.
Gamma-rays are the major contributor to the background noise. Astronomical gamma-ray
photons, our signal, are also responsible for locally produced background by scattering in the
surrounding material in the spacecraft (or instrument frame in case of balloon payload). The
cosmic high-energy charged particles such as electrons may also interact with the satellite
producing gamma-rays via bremsstrahlung. Protons can sometimes either create neutral pions or
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unstable nuclei that decay producing gamma-rays. The process of positron annihilation produces
the 511-keV gamma-rays.
Another source of background noise is neutrons because relativistic neutrons interacting
in the detector layers of a Compton telescope mimic gamma-ray events. Thermal neutrons
interact with Hydrogen in organic scintillators of D1 layer and through the process of neutron
capture (Eq 2.8) produce gamma-rays with energy 2.223 MeV. These locally produced gammarays then go on double scatter in the usual way. Fast neutrons can also interact with carbon nuclei
leading to the prompt emission of a gamma ray of 4.43 MeV (Eq 2.9).
1
0n
12

+ 11H →

2H
1

+ γ (2.223 MeV )

Eq 2.8

C(n, n′)C 12λ →12 C + γ (4.43 MeV )

Eq 2.9

One of the major source of background in COMPTEL was activation of the passive
material. The unstable nuclei created via nuclear reactions decayed randomly over an extended
period of time creating gamma-rays that added to the background (Weidenspointner et al., 2001).
The nuclear activation of 27Al that constituted the bulk of spacecraft by neutrons and protons led
to the emission of gamma-rays with energies 1368.6 and 2754 keV as shown in the following
equation27
13 Al

+ 10 n →

24 Na
11

+ α

27
13 Al

+

24 Na
11

+ 310 p +

24
11 Na

→

1p
0

→

24 Mg
12

Eq 2.10
1n
0

+ e + ν̄e + γ (1386.6,2754k eV )

Eq 2.11
Eq 2.12

Thus, one of the main takeaways from the COMPTEL experience and data analysis was that the
choice of materials plays a crucial role in background mitigation.
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2.5 Background Rejection
The “background” radiation or “noise” discussed in the previous section makes it difficult
to extract a weak cosmic signal. Suppressing that background can lead to an to an improvement
in the telescope sensitivity. Thus, it is very important to identify the source of the background
signal to implement effective ways for its rejection.
2.5.1 Anti-Coincidence Panels (ACP)
ACPs are the first line of defense for the instrument against charged particles. These are
typically made of plastic scintillators surrounding the detectors and produce a signal when a
charged particle passes through them. A trigger in ACP occurring coincidently with a signal
detected by the telescope is electronically flagged and any consequent event can be rejected as a
background. To shield the detectors from charged particles, each of the COMPTEL layers was
enclosed in two anti-coincidence domes (seen previously in Fig 2.5) which were made of plastic
scintillators. Although the ACPs provide a critical layer of protection, they are unable to stop
neutrons or locally produced gamma-rays.
2.5.2 Pulse Shape Discrimination (PSD)
Pulse Shape Discrimination (PSD) is a technique to distinguish neutrons from gamma-ray
photons, thus a useful tool to reject events being triggered in a Compton telescope from neutrons.
Gamma-rays and neutrons both interact with matter by producing energetic charged particles, but
the difference being that gamma photons produce lighter (and faster) particles like electrons and
neutrons produce heavy (and slow) particles like protons or alphas. By making use of this
information, signal shape in certain plastic scintillators can be used to differentiate between the
fast and slow particles and in turn, the species responsible for their creation. Light particles like
21

Fig 2.7: The time dependence of scintillation pulses in stilbene (left) and p-terphenyl (right) when excited by
radiations from neutrons and gamma-ray photons (Yanagida et al., 2015)

electrons and heavy particles like protons excite different energy levels with different decay
times, as seen from Fig 2.7. By analyzing what fraction of the signal is within the signal tail
compared to its peak, the particles species interacting in the detector can be identified as either a
neutron or a gamma photon. When a scatter plot of the fraction of the signal in the tail (tail to

NEUTRONS

GAMMAS

(keV)
Fig 2.8: Tail to total ratio versus pulse height in stilbene crystal coupled to a SiPM measuring Cf-252. (Ruch et al.,
2015)
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total) versus the pulse height is constructed, gamma-ray and neutron interactions can clearly be
identified, as seen in figure 2.8.

2.5.3 Time of Flight (ToF) Technique
Another important technique for background rejection in Compton telescopes is the ToF
method. The time of flight measurement is the time between the triggers in D1 and D2 layers,
which can be defined as :
ToF = T2 − T1

Eq 2.13

Knowing the location of the triggers, the distance and hence the ToF can be calculated (distance/
speed). Thus, the recorded ToF value of an event is required to be within a certain window to be
considered valid. For a gamma-ray scattered photon moving from D1 detector to D2 detector, the
ToF value will be positive, and for events rising due to albedo or secondary gamma-rays going
from D2 to D1, the ToF will be negative. By selecting a suitable ToF window, only events
coming from the upward direction can be isolated from the background events bombarding the
instrument from all the other directions.
Figure 2.9 shows a schematic representation of the different categories of events triggered
in the COMPTEL instrument and their corresponding ToF distributions. The three main
components of the ToF identifiable from the ToF plot are—the forward peak centered at +5 ns,
the backward peak centered at –5 ns and a continuum distribution. The backward peak is caused
by the upward moving photons which are either from the events originating in the lower part of
the instrument or the ones arising from Earth’s albedo. The forward peak contains the source
signal but also the locally generated events which trigger D1 and D2 mimicking a downward
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Fig 2.9: The top panel shows different categories of triggers generated by locally produced gamma-rays. The
bottom panel is the corresponding ToF distribution depicting where the ToF for each type of event would lie. The
negative ToF peak (-5 ns) is from the events moving upwards from D2 to D1, and the forward ToF peak (5 ns) is
made of downward moving photons comprising of source signal as well as background. The continuum is produced
by coincident gamma-rays arising due to the activation of the passive material in the spacecraft. (Figure credit
-Weidenspointner et al. 2001)

moving photon. The ToF continuum is dominated by the background events originating in the
instrument structure between the two detectors. As is evident from figure 2.9, an optimal cut on
ToF could be used to identify and reject the background events.
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2.6 Advanced Compton Telescopes
The success of COMPTEL demonstrated the tremendous science return of observing in
the medium energy gamma-ray band around 1 MeV, but at the same time its sensitivity was
limited by the locally produced background. This lack of sensitivity at MeV energies when
compared to other energy ranges led to a "Sensitivity Gap”. The next major step in Compton
telescopes is the advancement in design in various forms with the goal of improved sensitivity
but with reduction in mass and volume. Various concepts of Compton telescopes are currently
being studied and investigated. Substitutes for scintillators like the silicon strip detectors (SSDs),
position-sensitive germanium detectors, Cd-Te detectors, liquid xenon gas detectors, and highpressure gas detectors are being examined. To achieve an order or more improvement in
sensitivity, the background has to be reduced drastically, and at the same time the detection
efficiency has to be increase. Significant background reduction can be achieved by restricting the
direction of the incident gamma-ray photon on the event circle to an arc. This is achieved by
observing the track of the scattered Compton electron along with the energy deposits. Some of
the telescopes applying one or more of these techniques are discussed in this section.
2.6.1 Sub-MeV gamma-ray Imaging Loaded-on-balloon Experiment (SMILE)
Apart from using the background reduction techniques previously mentioned, another
way to significantly reduce background is through restricting the incident photon direction. This
is possible by measuring the track of the Compton recoil electron. SMILE-I by Kyoto University
made use of this feature and was capable of measuring three dimensional tracks of Comptonrecoil electrons. SMILE telescope consisted of a gaseous time projection chamber (TPC)
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surrounded by position-sensitive scintillation camera to track the electrons. The telescope was
flown on a high-altitude balloon in September 2006 and successfully detected gamma rays in the
energy range of 100 keV - 1 MeV during the 3.5-hour flight (Takada et al., 2006). Subsequently
a larger prototype of the same telescope was flown as SMILE-2+ in 2018 and a future all skysurvey SMILE 3 is proposed with an effective area of ∼10 cm2 for 0.3 MeV (Takada et al., 2020).
A schematic diagram of the SMILE instrument concept and a comparison of the sensitivities with
other telescopes is shown in Fig 2.10.

Fig 2.10: The left illustration shows the design concept of SMILE. The plot on the right shows a comparison of
sensitivities of the three versions of SMILE and COMPTEL (Fig credit : Takada et al., 2020).

2.6.2 The Medium Energy Gamma-ray Astronomy (MEGA) telescope
The MEGA (Kanbach et al 2003) telescope was another instrument with electron tracking
of the Compton and pair production events by using Silicon strip detectors (SSD) (D1)
surrounded by pixelated Cesium Iodide (CsI) calorimeter (D2). The electron tracking provides
an advantage in design by constraining the incident direction from an event circle to an arc thus
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lowering the background. MEGA telescope prototype was built in the laboratory at Max Planck
Institute for Extraterrestrial Physics (MPE) in Garching, Germany. It was proposed as a satellite
mission for an all-sky survey of medium-energy gamma-rays in the energy range of 0.3-50 MeV
with better sensitivity than COMPTEL. It was designed with the aim of performing deeper
searches for supernovae and other sources in this energy band, and a better measurement of the
galactic continuum emission and the cosmic diffuse emission (Bloser et al., 2006). The telescope
was sensitive to Compton scattering at lower energies and to pair production at higher energies
above ~10 MeV, the schematic diagram and the laboratory prototype are shown in Fig 2.11.

Fig 2.11: Schematic of the MEGA telescope showing the kinematics of gamma-ray interactions and the MEGA
prototype including Si strip detectors (D1) and CsI detectors (D2). (Fig credit : Bloser et al., 2005).

2.6.3 COmpton Spectrometer and Imager (COSI)
COSI employs the Compton telescope design by using sixteen 3-D imaging, high spectral
resolution cryogenic germanium detectors (GeDs) (Fig 2.12) with the goal of imaging the sky,
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Fig 2.12: The twelve detector array of COSI (left) before integration and COSI observations of Crab pulsar and
nebula (Fig credit : Chiu et al., 2017).

measuring polarization, and effective background reduction (Tomsick et al., 2019). Here a
photon experiences two Compton scatters before being fully absorbed in the GeD array. The
energy range of observation is from 0.2 to several MeV and the telescope has been flown on
various balloon flights from Ft. Sumner (2005, 2009), McMurdo (2014) and New Zealand
(2016). Its wide field-of-view enables uniform exposure and all-sky monitoring for transient
sources. The advancements over COMPTEL include the multi-mode background rejection and
up to an order of magnitude improvement in sensitivity along with polarization survey for
gamma-ray bursts, and black holes but it does not make use of the ToF.

2.6.4 All-sky Medium Energy Gamma-ray Observatory (AMEGO)
The All-sky Medium Energy Gamma-ray Observatory (AMEGO) is NASA’s future
mission concept being built with the goal of providing contributions to multi-messenger
astrophysics. AMEGO combines high sensitivity in the 200 keV to 10 GeV energy range with a
wide field of view, good spectral resolution, and polarization sensitivity (McEnery, 2017) and
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would prove crucial in observations of neutron star mergers, supernovae, and flaring active
galactic nuclei. The concept quotes an order-of-magnitude improvement in sensitivity compared
to previous MeV missions which would enable the discoveries of phenomena in the underexplored medium-energy gamma-ray band.
There are sixty layers of double sided silicon detectors (DSSD) that scatter the incoming
gamma-rays and accurately measures the positions and energies of either the electron-positron
pair or the Compton-scattered electron passing through the instrument. The CZT calorimeter
modules cover the outer sides of the lower layers of the tracker modules. The CsI calorimeter
modules consist of layers of crystal logs at the base of the instrument. The modular design of 4
towers (each comprising tracker, CZT, CsI modules) rests within top and side panels of the anticoincidence dome (ACD) (Fig 2.13). The proposed sensitivity of AMEGO in comparison to past
missions has also been plotted in Fig 2.13.

MEGA

AMEGO

Fig 2.13: Schematic diagram of AMEGO (left) and the comparison of its sensitive with other gamma-ray
telescopes and missions (right). (Fig credit : McEnery., 2017).
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2.7 Summary
This chapter discussed the different ways in which gamma-rays interact with matter and
the concept of scintillator based Compton telescopes. Sources of background noise which makes
the medium-energy gamma-ray band difficult to observe in were elaborated along with the
methods for its successful suppression. It was shown how COMPTEL made effective use of
these techniques and other recent and advanced Compton Telescopes were mentioned as well.
The experience from the COMPTEL instrument has been the direct source of inspiration for
ASCOT design which makes use of the ToF, PSD and ACP for background rejection along with
minimizing the use of passive material.
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CHAPTER 3
ASCOT INSTRUMENT

3.1 Introduction
COMPTEL was the only telescope in the medium-energy gamma-ray band that was
launched in space and provided comprehensive astronomical observations. Making direct use of
the experience and techniques used by COMPTEL combined with modern materials is the way
forward for effective background suppression. The idea of coupling modern scintillators and
improved light readout devices for gamma-ray astronomy had been tested by UNH using two
experiments on balloon flights—the Fast Compton Telescope (FACTEL) (Bloser et al 2010,
Julien et al., 2012) and the Solar Compton Telescope (SolCompT) (Bloser et al 2016).
FACTEL was launched in 2011 from Ft. Sumner (New Mexico) and used the liquid
scintillator EJ-315 for its scattering layer (D1), LaBr3 for the absorption layer (D2) and
photomultiplier tubes (PMTs) for both D1 and D2 readout. A ToF resolution of ~1.1 ns was
achieved above 300 keV and FACTEL successfully discriminated between the upward and
downward moving photons with the two gaussians separated by ~2 ns (Julien et al 2012). The
SolCompT experiment on the other hand used stilbene crystals for D1, LaBr3 for D2 and MultiPixel Photon Counters (MPPCs) for light readout replaced the bulky PMTs. It was launched from
Ft. Sumner in 2014 and demonstrated sub-ns ToF resolution using a solid state photomultiplier in
near-space environment.
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Following in the footsteps of these two prototypes, ASCOT was designed as a larger
version in order to demonstrate the plausibility of this technology through actual astronomical
observations. It combined the proven Time-of-Flight (ToF) background rejection method of
COMPTEL with advanced scintillators and SiPM readout for improved sensitivity. This chapter
overviews various components of the instrument along with the overall assembly.

3.2 Scintillators
3.2.1 D1 Detectors
Organic scintillators with low Z and fast decay time make for good radiation detectors
and liquid organic scintillators have been widely used as the scattering layer (D1) in Compton
telescopes (including COMPTEL) owing to their excellent pulse shape discrimination (PSD)
properties. However, their handling and safety hazards have been a major concern. The current
crystal growing techniques have made it possible to produce organic scintillating crystals with
large dimensions. The effects linked to the crystalline structure like anisotropy, which posed as
an obstacle for the use of crystalline detectors, have also been reduced with the help of dopants
making organic crystal scintillators a good alternative to liquid scintillators (G. Dietze et al 1982,
Matei et al. 2012).
The scattering detector layer (D1) in ASCOT uses p-terphenyl (C18H14) crystals
purchased from Proteus Inc. which have been shown to be optimal for energy and position
measurements (Angelone et al. 2013) and Table 3.1 lists some of the main properties of pterphenyl. Each scintillator element is 15×15×25 mm3 in size which is a good balance between
light collection and stopping power, and was also determined based on the availability of readout
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size. Sixty-four p-terphenyl crystals are arranged in a 8×8 array held in place by slats of white
Gigahertz-OptikTM reflective material. These are surrounded by a black Delrin plastic as seen in
Fig 3.1.
Table 3.1
Chemical Structure

C18H14

Molecular Weight

230

Specific Gravity

1.23

Melting Point [∘C]

214

Reflective Index

1.65

Light Output [photoelectrons/MeV]

2.7 × 10 4

Decay Time [ns]

3.0

Working Temperature [∘C]

–60 to +80

Fig 3.1: ASCOT D1 array with 64 p-terphenyl crystals in 8×8 array are held in place by Gigahertz OptikTM slats.

3.2.2 D2 Detectors
Advances in inorganic scintillator technology have opened up new possibilities for their
application in high-energy astrophysics. Two such scintillators are Lanthanum Bromide (LaBr3)
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(van Loef et al., 2001) and Cerium Bromide (CeBr3) (Shah et al., 2005) both of which offer good
energy resolution and high stopping power for gamma-ray measurements. The absorption layer
(D2) in ASCOT is made of Cerium Bromide (CeBr3) which was chosen over LaBr3 because of
its ease of availability and lower intrinsic background. It has been shown that CeBr3 offers better
energy resolution than previously used NaI(TI) scintillator (Guss et al. 2010) for the energy
range of interest (0.4 - 2.5 MeV) and also has an edge over NaI with its high stopping power and
fast timing. CeBr3 is characterized by its relatively high density, high Z, and its proportional
response to gamma rays along with high light yields. The main advantage of the material, when
compared to other high resolution scintillators, is its low intrinsic background noise. The typical
energy resolution provided by the material is 4% FWHM for 662 keV and its fast response
provides sub-nanosecond time resolutions making CeBr3 scintillation crystals a good choice for
high resolution gamma spectrometry. A comparison between the energy resolutions of CeBr3 and
NaI(Tl) is shown in Table 3.2 and between CeBr3 and LaBr3 is shown in Fig 3.2 (Quarati et al.
2013).
Table 3.2
Energy (keV)

NaI (FWHM %)

CeBr3 (FWHM %)

30

18

20

60

11

13

81

10

11

122

8.5

8

356

8

5

662

7

4

1332

5

3

2600

4

2
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Fig 3.2: Energy resolution FWHM as a function of photon energy for 2″×2″ spectrometer based on CeBr3 and
LaBr3:5%Ce (Quarati et al. 2013).

CeBr3 used for ASCOT was purchased from Scionix Holland/Berkeley Nucleonics Corp
and each crystal detector element is 15×15×25 mm3 in size. Because CeBr3 is very hygroscopic,
it is hermetically sealed with a quartz entrance window which serves as a window for the light
readout. Similar to D1, a D2 array consists of sixty-four detector elements arranged in a 8 × 8
fashion separated and encased in a thin aluminum housing as shown in Fig 3.3.

Fig 3.3: ASCOT D2 array, with sixty-four hermetically sealed CeBr3 crystals (delivered by Scionix/BNC).
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3.3 Silicon Photomultipliers (SiPMs)
Another advancement in ASCOT design is the use of SiPMs as light read out devices,
replacing the previously used Photo Multiplier Tubes (PMTs). In recent years, Silicon
Photomultiplier (SiPM) devices have been developed to offer a robust alternative to PMTs
(Bloser et al 2011) and a major advantage of replacing PMTs with SiPMs in a Compton telescope
is the reduction of passive mass and volume within the instrument. SiPMs consist of twodimensional arrays of small (35 µm in size) avalanche photodiode elements, or “cells,” that are
operated in limited Geiger mode and read out in parallel. Each cell includes an integrated resistor
to quench the avalanche after several tens of nanoseconds as shown in Fig 3.4. The summed
output signal is proportional to the total number of cells that are triggered by the absorption of an

Fig 3.4: The typical structure of a SiPM is seen here along with a single microcell (Courtesy : Hamamatsu corp.)

optical photon. When coupled to a scintillator, a SiPM measures the brightness of the optical
pulse generated by a gamma-ray interaction. This combination of proportional response with
Geiger-mode avalanche operation results in a solid-state light detector with photon detection
efficiency, gain, and timing response nearly equivalent to a PMT, but having the advantage of
being compact, lightweight, robust, and requiring voltage typically between 20 to 70 V. SiPMs
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are currently being used in a number of balloon instruments and space missions (Mitchell et al.
2020, Perkins et al. 2020, Bloser et al 2020).
The SiPM used for ASCOT is MicroFB-60035-SMT, provided by SensL Corp. The
MicroFB-60035-SMT is a surface mount, 6 mm × 6 mm, blue-sensitive SiPM designed for close
packing. This SiPM requires a bias voltage of only 30 V and shows minimal variations of 20
mV/˚C to temperature. For initial testing, a 2 × 2 array of these SiPMs were mounted on a
custom test set-up board as seen in Fig. 3.5, creating a 14 mm × 14 mm light collecting area. The
“fast” and “slow” outputs from the four devices were summed together and a linear response and
fast rise times were ensured through a transformer front-end. These 2 × 2 arrays read out a single
detector element or “pixel” and were used as test setups for initial measurements using single pterphenyl and CeBr3 crystals (Fig 3.5). These demonstrated good spectroscopy, pulse shape, and
ToF resolution (Bloser et al, 2016). Eight such 2 × 2 sub-arrays were mounted on a “strip” board
custom made by IMS Corp. in Manchester, NH. Each strip board corresponds to a row of the

Fig 3.5: A 2 × 2 array of SiPMs on a custom board to readout both the “fast” and “slow” outputs. Shown here is
this assembly being tested with a single p-terphenyl crystal (center) and a single CeBr3 crystal (right).

detector module and is shown in Fig 3.6. Eight of these strips boards were then mounted on a
'module readout board’ (Fig. 3.7) which has the front-end readout electronics and provides the
required bias voltage (~29 V) along with passive temperature-based gain correction. For better
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optical coupling between the SiPMs and the D1 scintillators, 0.5 mm thick transparent silicone
pads (EJ 560) from Eljen Technologies were used for all 512 D1 pixels (Fig 3.7).

Fig 3.6: A 2 × 2 array of SiPMs on a custom board to readout both the “fast” and “slow” outputs. Shown here is this
assembly being tested with a single p-terphenyl crystal.

Fig 3.7: The LEFT panel shows a module readout board fully populated with eight SiPM strip boards and a pterphenyl crystal placed over a pixel. The RIGHT panel shows an EJ560 silicone pad being placed over a single
pixel. These pads were used as an interface between the SiPMs and the scintillators to prevent the leakage of light.

A scintillator array with sixty-four crystals coupled to a SiPM module readout board together
forms a unit called the ‘module’. Figure 3.8 shows a D1 array with sixty-four p-terphenyl
crystals and a D2 array with sixty-four CeBr3 crystals each coupled to a module readout board
with sixty-four 2 × 2 SiPM arrays.
38

D1 p-terphenyl array

D2 CeBr3 array

SiPM Module Readout Board

SiPM Module Readout Board

Fig 3.8: Scintillator crystal arrays are coupled to SiPM module readout boards to form a single ‘module’ unit. The
LEFT panel shows one such module in D1 layer and the RIGHT panel shows a module from D2 layer.

3.4 Instrument Design
ASCOT takes after the COMPTEL design with two major components—a scattering
layer (D1) consisting of p-terphenyl crystals and an absorption layer (D2) made of CeBr3. To
increase the scattering probability and improve the sensitivity of the instrument, two layers of D1
were placed one over the other. Each layer is composed of four modules, making a total of eight
modules in D1 and four modules in D2 layer. The distance between D1 and D2 layers was
determined through optimization of effective area and angular resolution and a pixel-to-pixel
separation of 13.25 cm between the lower D1 and D2 was used for the instrument design (See
Section 4.5 for more details). We use this separation distance as the standard separation between
layers and make corrections (§4) for events occurring in the upper D1 layer. The layers are held
in place by trays made of Delrin plastic, and the upper instrument frame is constructed from Tslot pieces made of CPVC plastic. The locally produced background from cosmic rays is thus
minimized by the use of plastic hardware. A mechanical drawing depicting the individual
modules in each of the three layers is shown along with the assembled modules in the laboratory
in Fig. 3.9.
39

13.25 cm

Fig 3.9: The LEFT panel shows the schematic drawing of the ASCOT instrument with eight modules in D1 layer
and four modules in D2 layer. The RIGHT panel shows the assembled instrument layers in the laboratory at UNH.

3.5 Electronics
Each module (both in D1 and D2) was connected to a “logic” board which contains eight
constant-fraction discriminators (CFDs) for the module row output, also called the “fast” SiPM
signals, for timing measurements, and eight CFDs for the module column output “standard"
SiPM signals for energy/PSD measurement. The data from the logic boards gets sent to a module
interface board (MIB) which has a Xilinx FPGA and controls data acquisition and formats the
data packets (Fig 3.10). There is another electronic board called the Time of Flight (ToF) board
that converts the CFD trigger times to ToF values.

Flight software running on a Fitlet-H

computer was used for the overall instrument control, to send and receive commands, record data
onboard, and to interface with the CSBF “Mini-SIP” (See Section 5.3). The instrument power
was managed by a custom relay board, which distributed 28 V from the batteries to filtered
voltage regulators. The relays were commanded open and closed via commands sent to the
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CSBF-provided “science stack.” Also mounted in the electronics box was the controller for an
ADU5 GPS compass, which provided the payload attitude information and pulse-per-second for
timing. All the electronic boards of ASCOT were fabricated at UNH, the engineering details and
components of each are not described in detail here but a block diagram of the ASCOT system is
shown in Fig 3.11.
The instrument had two primary modes of operation - the ‘science’ mode and the
‘singles’ mode. In the ‘singles’ mode a recorded event only has a single hit in either a D1 pixel or
a D2 pixel. In the ‘science’ mode, a recorded event comprises two hits one each in the D1 and D2
layers. The Time of Flight (ToF) board uses the timing information of the two triggers to
compute the ToF. The energy calibration of the ASCOT instrument in the laboratory was
performed in the singles mode, while for the ToF calibration the science mode was used. ASCOT
was operated in the science mode for most part of the flight, except for switching to the singles
mode intermittently which was done to collect data for in-flight calibration.

Module Interface
Board

Fig 3.10: ASCOT electronics box, including logic boards, MIB, ToF board, Fitlet-H computer, relay board, ADU5,
voltage regulators, and CSBF science stack.
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D1 ARRAY
(1-8)

D2 ARRAY
(1-4)

D1 LOGIC
BOARD
(1-8)

D2 LOGIC
BOARD
(1-4)

VETO PANELS
(1-6)

Input Power (Batteries)

TAGGED
SOURCE

VETO BOARD

Relay Board

ToF, ADC, Power
Distribution Board

Module Interface Board (MIB)
Power
Supplies

FPGA BOARD

FITLET Instrument Computer

GPS

HRS

LRS

Fig 3.11: Block diagram showing different components of ASCOT electronics.

3.6 Anti-Coincidence Panels (ACP)
ASCOT incorporated six anti-coincidence or “veto” panels made of plastic scintillator
EJ-200, each of which was surrounded by a Delrin frame. The dimensions of the four panels on
the side were 44.2 cm × 34.5 cm × 2.5 cm. The top panel measured 46.7 cm × 46.7 cm × 2.5 cm
and the bottom panel was 38 cm × 38 cm × 2.5 cm. EJ-200 is a plastic scintillator based on
polyvinyltoluene with a density of 1.032 g cm−3 and its response to various charged species is
shown in Fig 3.12. The veto panels surrounded the instrument on all sides to reject charged
particle and the signals are read out at the four corners of each panel using SensL SiPMs (Fig.
3.13). The SiPM signals are summed and provide a digital tag to events in order to distinguish
the background events produced by comic rays from the gamma photons.
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Fig 3.12: EJ-200 plastic scintillator response for charged particles like electrons, protons and alphas. (Courtesy :
Eljen Technology)

Fig 3.13: ASCOT anti-coincidence panel test set-up. The signal from the plastic scintillator is read out from the four
corners using SiPMs which then helps in digitally tagging an event as a ‘vetoed’ event.
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3.7 Tagged Source
A small plastic scintillator infused with ~20 nCi of

60Co

(Fig 3.14) was placed at the

center of ASCOT between D1 & D2 layers with the purpose of being used as a tagged calibration
source in flight. The said source was repurposed from an older source bought for the CatSat
project in 1995 from Isotope Products. The signals from this source are read out by a SensL Jseries SiPM and digitally tagged. The tagged source enabled correction to gain variations that
occurred during the flight in post-flight data analysis (See Section 5.4.2) . Fig 3.14 shows both
the illustrated and the assembled ASCOT layers with anti-coincidence panels and the location of
the tagged source in between the modules of D2 layer.

60Co

Tagged
Source

Fig 3.14: ASCOT mechanical drawing showing the six anti-coincidence panels surrounding the instrument. Also
seen in the center is the plastic scintillator infused with 60Co used as the tagged source. The right image shows the
location of the ‘Tagged’ 60Co source and how it was placed between the modules of D2 layers.

3.8 Simulations
We performed Monte Carlo simulations of the response and background of the ASCOT
instrument using the Medium Energy Gamma-ray Astronomy library (MEGAlib). MEGAlib is a
set of software tools designed to simulate and analyze data of gamma-ray detectors, with a
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specialization on Compton telescopes (Zoglauer et al 2006, Zoglauer et al 2008). For detailed
modeling of different detector types and their characteristics, MEGAlib provides an easy to use
simulation program based on Geant4 which requires a geometry and a detector description file as
inputs. The detector characteristics like energy resolution, timing resolution, and detector
thresholds are included in the input file, which are based on calibrations (discussed in detail in
Chapter 4). A mass model of ASCOT generated using MEGAlib is shown in Fig. 3.15. While
generating instrument response, source particle type, energy and angular distribution of the
particle beam can all be specified as part of the MEGAlib simulation making it a very valuable
resource.

Fig 3.15: ASCOT massmodel generated using MEGAlib is shown on the LEFT with different components shown in
different colors. On the RIGHT is the assembled instrument in the lab for comparison.
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CHAPTER 4
INSTRUMENT CALIBRATION

4.1 Introduction
ASCOT instrument is composed of hundreds of independent detecting units or pixels. It
was of the utmost importance that the signal being read from each of these pixels was carefully
calibrated to glean meaningful information from the data. This chapter discussed in detail the
laboratory tests and analysis done to calibrate the energy, ToF and PSD for all the pixels both in
D1 and D2 layers of the ASCOT instrument. The results of image reconstruction obtained for
near-field source tests and far-field source test are shown which point at the readiness of the
instrument and calibration to handle flight data.

4.2 Energy Calibration
4.2.1 D1 Calibration
The D1 layer made of organic, low Z crystals (p-terphenyl) does not completely absorb
higher energies, and thus had to be calibrated using radioactive sources with relatively lower
energy photopeaks like the 60 keV peak from 241Am. The photo peaks of 22Na source at 511 keV
and 1275 keV are too high to be used for D1 pixels, and thus instead the Compton edges are
used. The energies of 22Na Compton edges as calculated using the Compton scatter formula are
340.67 keV and 1061.71 keV. On convolving these energies with the instrument energy
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resolution through simulations, the expected Compton edge energies came out to 310 keV and
1001 keV (Bloser, private communication) which are used for calibration. Table 4.1 lists the
sources along with their corresponding energies used for the calibration of D1 layer. The centroid
channels of the

241Am

photopeak and the Compton edges of

22Na

were identified in the

laboratory data by fitting a gaussian function (Fig 4.1). Since the photon only scatters in D1
depositing low energies, the signal is in the linear gain regime of SiPM and thus a linear function
is used to fit the channel centroids to estimate the fit parameters (P0 , P1) relating pulse height to
energy via equation 4.1.

En erg y(X ) =

1
[Ch a n n el(Y ) − P0]
P1

Eq 4.1

Table 4.1
Radioactive element

Energy (keV)

241A m

60 (photopeak)

22Na

310 (Compton edge)

22Na

1001 (Compton edge)

The Energy-Channel calibration curve was obtained for each pixel and is shown for a
single pixel in four of the eight D1 modules in Fig 4.2. Owing to the large number of pixels the
fitting procedures were semi-automated. Calibrated spectra from a row in a D1 module for
241Am

(60 keV) is shown in Fig 4.3.
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Am-241 (60 keV)
Centroid Channel :46

Na-22 (CE 310 keV)
Centroid Channel :301

Na-22 (CE 1001
keV)
Centroid Channel
:900

Fig 4.1: Pulse height spectra for a single D1 pixel showing 241Am photo peak and the two Compton edges of
22Na. The Gaussian function fit to obtain the centroid values are shown in red solid line.

Fig 4.2: Energy-Channel calibration shown for four pixels from four different modules in D1 layer. The Blue
points denote the centroid values obtained from different radioactive sources and the red solid line is the linear
fit to the data.
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Fig 4.3: Eight calibrated pixels in a D1 module row showing the 60 keV photo peak of 241Am.

4.2.2 D2 Calibration
The D2 layer made of inorganic, high Z scintillators absorbs photons leading to higher
energy deposits. Thus sources with photo peaks at higher energies are required to calibrate D2.
356 keV line from 133Ba , and the two gamma-ray lines from 22Na - the 511.00 keV line from
positron annihilation and the 1274.53 keV line from the decay were used along with the 662 keV
line from 137Cs and the two gamma-ray lines at 1173 keV and 1332 keV from 60Co. Apart from
the above listed radioactive sources, Californium-252 (252C f) a fast neutron source was also used
for D2 calibration. The neutrons from 252C f can be used to produce 2223 keV gamma rays by
exploiting the hydrogen-neutron capture reaction shown in Eq 4.2.
1
0n

+ 11H →

2H
1
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+ γ (2.223MeV )

Eq 4.2

To achieve this, the

252

C f source was surrounded with a block of household wax in order to

thermalize the fast neutrons, capture them and emit the 2223 keV gamma-rays. Table 4.2
summarizes the various sources and the energies used for D2 energy calibration.
The photo peaks were fitted with a gaussian function in order to obtain the centroid
channel values for each. These fitted peaks for a single pixel are shown in Fig 4.4. The fitting
procedure was semi-automated and repeated for all 256 pixels in the D2 layer.

Ba-133 (356 keV)
Centroid Channel :242

Na-22 (1275 keV)
Centroid Channel :836

Na-22 (511 keV)
Centroid Channel :344

Co-60 (1173 keV, 1332 keV)
Centroid Channels :769, 871

Cs-137 (662 keV)
Centroid Channel :448

Cf-252 (2223 keV)
Centroid Channel :1382

Fig 4.4: Data for a single D2 pixel showing photo peaks of 133Ba, 22Na, 60Co, 137Cs, and the neutron capture peak of
252Cf. The Gaussian function fit to obtain the centroid values of the peak are shown in red solid line.
50

Table 4.2
Radioactive element

Energy (keV)

133Ba

356

22Na

511 & 1275

137Cs

662

60Co

1173 & 1332

252C f

2223

Given the high energy range of D2 energy deposits, the SiPMs have a non-linear gain
regime, thus the function in Eq 4.3 was used to fit the centroid values obtained from the data and
the fit parameters (P0, P1 , P2 ) relating the pulse height (channels) to energy (keV) were
computed. This fitted function is shown for a D2 pixel in Fig 4.5.

Ch a n n el(Y ) = P0 + P1 1 − e
[

−P2 × Energy(X )
P1

]

Eq 4.3

After the energy calibration of all pixels in the four D2 modules, the calibrated photo
peaks for 60Co for a single row in a one of the D2 modules are shown in Fig 4.6
D2 Mod 1 Col = 5 Row = 4
2500

Curve Fit Chisqr

= 2.66

Centroid Channel

2000
1500
1000
500
0
0

500

1000

1500
Energy (keV)

2000

2500

3000

Fig 4.5: D2 energy-channel calibration curve shown in red fitted to the centroid values of photo peaks (blue data
points). The black dashed line depicts a linear function and how it is not the best fit at higher energies.
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Fig 4.6: Eight calibrated pixels in a D2 module row showing the photo peaks of 60Co at 1173 keV and 1332 keV.

4.2.3 Energy Resolution
Energy resolutions were determined for a single pixel in each of the two layers (D1 and
D2). In the D1 layer, a resolution of ~28% at 660 keV and ~22% at 88 keV was obtained for a
single p-terphenyl crystal with SiPM readout. A single CeBr3 pixel in D2 showed a resolution of
~6% at 662 keV (Sharma et al 2017). The related plots are shown in Fig 4.7. There was a slight
variation in resolutions between pixels and Fig 4.8 demonstrates this as a scatter plot of energy
resolutions for each of the sixty-four pixels in a D2 module.
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Cs
E= 662 keV
FWHM = 9.8%

Fig 4.7: Energy resolution obtained for a single pixel in D1 (left) is ~28% at 60 keV and ~22% at 88 keV. The
energy resolution for a single pixel in D2 (right) is ~9.8% at 662 keV.

D2 Module−4
Full D2 Mod−4 Energy Resol = 9.85%

FWHM at 662 keV (%)

14
12
10
8
6
0

10

20

30

40

50

60

70

Pixels

Fig 4.8: Scatter plot showing the energy resolution in each of the sixty-four pixels of a D2 module. This data was
collected using 137Cs source and the average energy resolution for this module is 9.85% at 662 keV and is shown
with a res solid line.

The energy resolution of the instrument was also calculated in the ‘science’ mode where
an event comprises two hits one each in D1 and D2. A data set obtained using a

137Cs

source

placed above the instrument was used and the energy resolution was estimated as 9.3% at 662
keV (Fig 4.9). Monte Carlo simulations of the ASCOT instrument were also performed using
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MEGAlib, to generate the instrument response simulated for 137Cs with the same source location
as done during the laboratory test. The inputs for the simulation consisted of the instrument
geometry in the form of a mass model and detector parameters including energy and timing
resolution for individual pixels. The energy resolution for the instrument as a whole obtained
from the simulations was 8.7% at 662 keV (Fig 4.9) which is very close to the value obtained
from the experiment thus demonstrating the individual pixel resolutions used as inputs to be
reliable. The slight difference in the two values of energy resolution from the experiment and the
simulation is due to the real world effects not accounted for in the simulation.

Fig 4.9: The LEFT plot shows the energy resolution computed using 137Cs data for all the pixels of the instrument
in the science mode which comes out to 9.3% at 662 keV. The RIGHT plot shows the energy spectrum for a
simulated 137Cs source and instrument response generated using MEGAlib and the energy resolution estimated here
is 8.7%.

4.3 Time of Flight (ToF) Calibration
4.3.1 Walk Correction
Time of Flight technique for background rejection as previously discussed in section
2.4.1 was applied to ASCOT data by making use of the timing information corresponding to the
two hits in D1 and D2 layers. Since the rise time of the voltage pulse generated by a signal is
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also dependent on the pulse height, this causes deviations in the recorded ToF as a function of
pulse height called ‘the walk’. This ‘walk’ is a result of both the D1 and the D2 ToF circuits, and
thus needs both a D1 and a D2 walk correction.
To correct the walk, a

60Co

(13.69 µCi) source, which emits coincident gamma rays of

energies 1.1 MeV and 1.3 MeV, was placed on-axis, in between the D1 (bottom) and D2 layers.
To compute the walk arising due to the D1 ToF circuit alone, the D2 pulse height was kept
restricted to a range and similarly when estimating the walk arising due to the D2 ToF circuit
alone, the D1 pulse height was restricted. Through analysis, it was also concluded that the walk
trend did not vary much with the energy intervals were and thus they were selected to include
maximum number of data points. For D1 walk correction, the D2 energy range range was
200-300 keV and for D2 walk computation, the D1 energy range was 250-350 keV. The events in
the selected energy band were divided into 50 keV bins and the weighted average of ToF and D1
pulse-height for each bin was computed to determine the dependence of ToF on D1 pulse height.
The ToF value for each bin was then corrected to a value of 20 ns (arbitrary) and a correction
value was obtained corresponding to every D1 ADC channel. The procedure of D1 walk
correction is illustrated for a single pixel pair through a series of plots shown in Fig 4.10. The
same procedure was repeated to correct the walk arising due to the D2 ToF circuit, and the
related plots showing the step-by-step method are shown in Fig 4.11.
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Fig 4.10: The top panel shows the D2 energy range of 200-300 keV selected to estimate D1 walk correction. The
second panel is a scatter plot of ToF values and the deviation with D1 pulse-height is evident. The third panel
shows the ToF trend computed using the bin method. The bottom panel shows the D1 walk corrected data.
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Fig 4.11: The top panel shows the D1 energy range of 250-350 keV selected to estimate the D2 walk correction.
The second panel is a scatter plot of ToF values and the deviation with D2 pulse-height. The third panel shows the
ToF trend computed using the bin method. The bottom panel shows the D2 walk corrected data.
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4.3.2 ToF Centroid Correction
To calibrate the ToF which was corrected to an arbitrary centroid value during D1 and D2
walk corrections, forward-scatter data set with 60Co source was used. Here the source was placed
above the instrument so the photons are scattered from D1 layer to D2 layer. Using the spatial
distance between the two pixels in D1 and D2, and the speed of light, the ‘True’ ToF for that
given pixel pair was estimated. The ToF histogram obtained after the D1 and D2 walk
corrections was fitted with a Gaussian function to obtain a centroid value (Fig 4.12).

Fig 4.12: The top panel shows the uncorrected ToF data for a single pixel pair. The center panel shows the D1
corrected ToF and the bottom panel shows D1 and D2 walk corrected data fitted with a Gaussian function (shown
in red) to calculate the centroid value which for this pixel pair is 17 ns.

The final ToF correction was obtained after equating this centroid value to the ‘True' ToF
value pertaining to the pixel pair. Because the ‘True' ToF is different for every pixel pair, we
compute the ‘scaled ToF’ values scaling the corresponding path lengths to a constant distance of
13.25 cm which is the vertical separation between an overhead pixel pair in bottom D1 layer and
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D2 layer. This means that for forward scatter data, the ToF values obtained are centered at 0.44
ns (corresponding to 13.25 cm) and the back scatter events are centered at -0.44 ns. An example
of walk-corrected, calibrated and scaled ToF for one D1-D2 module pair is shown in Fig 4.13.

Scaled ToF (ns)
Fig 4.13: The top panels show the uncorrected ToF obtained for all the pixels in a D1-D2 module pair. The
bottom panel shows the D1, D2 walk corrected and calibrated ToF which has been scaled to 0.44 ns using the path
length of the pixel pair.

The ToF resolution was measured for individual pixel pairs vs. energy using a

60

Co

source which produces coincident gamma rays (1.1 and 1.3 MeV) placed between the D1 and D2
layers. The dependence on energy was measured in one detector by keeping the energy in the
other detector fixed, similar to what was done for walk correction. The results for one pixel pair
is shown in Fig. 4.14. Generally the resolution improves with higher energy as more light is
collected; but from the results, it was noticed that D1 time resolution worsened with energy
above ~500 keV. This was due to the increased likelihood of optical cross-talk between module
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rows in which case the timing is dominated by the lower amount of light collected in the adjacent
row. For events with 250 - 350 keV in D1 and 1200 - 1400 keV in D2, the ToF resolution is ~480
ps (FWHM).

Fig 4.14: ToF resolution vs. energy for a single D1 and D2 pixel pair. Here the energy in D1 was fixed to be able to
compute the Time resolution dependence of D2 on energy, and when computing the D1 time resolution, the D2
energy was kept fixed.

The ToF corrections and calibration were applied to all possible pixel pairs and the scaled
ToF plot for the data set collected using 252C f placed above the instrument is shown in Fig 4.15.
Here only the events with a total energy deposit in the range of 700-1500 keV are considered and
the time resolution obtained is ~1.7 ns (FWHM).
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Fig 4.15: ToF resolution of the instrument for the energy range of 700-1500 keV is ~1.7 ns (FWHM). This data set
was obtained using the 252Cf source.
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4.4 Pulse Shape Discrimination (PSD) Walk Correction
The pulse-shape in D1 pixels depends on the type of the particle being detected as
explained in section 2.4.2. This attribute makes Pulse Shape Discrimination (PSD) an effective
tool to determine if a detected event is from a gamma photon or a neutron. Since the shape of the
voltage pulse depends somewhat on its pulse-height this may delay signals from the CFD
(Constant Fraction Discriminator) and cause deviations in the pulse shape as a function of pulseheight referred to as “walk.” An example of this PSD walk is shown in Fig. 4.16 for all eight
pixels in a single row for a D1 module for Americium-Beryllium (AmBe) data. AmBe is both a
neutron and a gamma ray source and even though the peaks from the two species are wellseparated, the deviation with pulse-height is stark and unique to each pixel. Also seen in the plots
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Fig 4.16: PSD data for AmBe source is shown here for eight pixels in a row in a D1 module. The two peaks
resulting from neutrons and the gamma photons are distinguishable but demonstrate deviation with2019−09−24
D1 pulse height
called the ‘walk’.
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are faint “ghost” bands below both the neutron and gamma bands, the origin of these bands is
due not clear, but is speculated to be due to the electronic cross-talk.
To correct this walk, the laboratory

22Na

(gammas only) data were used. For each pixel

the PSD (ADC) vs. D1 Energy (keV) data was divided into smaller energy bins of 100 keV each.
The mean D1 pulse height (keV) and the mean PSD value were calculated for each of these bins
(Fig 4.17 (b)). The points thus obtained were interpolated to obtain a PSD (ADC) value
corresponding to every keV of D1 energy. Each PSD value was then corrected to a centroid value
of 2000 (selected arbitrarily) and the shift correction yielding the PSD walk correction
corresponding to the energy deposit in D1. This method is illustrated in Fig 4.17 for a single
pixel in D1.
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Fig 4.17: PSD walk correction method using 22Na data for a single pixel is depicted through these plots. Plot (a)
shows the deviation with respect to D1 pulse height, (b) shows the mean PSD value with red asterisk for each of the
50 keV bins and plot (c) shows the PSD walk corrected to 2000 (arbitrary value).
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Each of the 512 detector channels in the eight modules of D1 were corrected for this walk and
calibrated for gamma photons using 22Na source data. PSD before and after walk correction for
all pixels combined is shown in Fig 4.18. The corrected data showed the ghost band as well at
~1800, a value lower than the corrected centroid value of 2000.

D1 Energy (keV)

GAMMAS

GHOST BAND
D1 Energy (keV)

Fig 4.18: PSD data for all 512 D1 pixels combined for 22Na. The top plot shows the non-calibrated PSD
values with the walk and bottom plot shows walk corrected and calibrated PSD where the gamma photons are
calibrated to a value of 2000 marked with a red solid line.

63

The PSD walk correction was tested using the laboratory data for AmBe source which emits both
neutrons and gamma photons via nuclear reactions enlisted below.
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Gammas and neutrons are clearly distinguishable after the walk correction as seen from the
histograms of walk corrected PSD for a single D1 module in Fig 4.19 and the scatter plot for all
pixels in eight D1 modules combined in Fig 4.20.
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Fig 4.19: PSD walk correction applied to AmBe source data shown here for a D1module. The bottom plot shows
the PSD walk corrected and calibrated data with the peaks due to neutrons and gamma photons clearly separated.
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Fig 4.20: PSD walk correction applied to AmBe source data shown here for all 512 pixels in D1. The bottom plot
shows the PSD walk corrected and calibrated data with the neutrons and gamma photons well separated.

4.5 Instrument Optimization
During the design phase of the ASCOT instrument, a mass model of the detector layers
was generated using MEGAlib (shown in Fig. 4.21) which was used to simulate a response for a
1 MeV mono-energetic source at a zenith angle of 30o simulated as a plane wave. In order to
optimize the sensitivity of the instrument, the separation between the D1 (lower) and D2 layer
was varied between 5cm to 30cm (in steps of 5cm), and the effective area and the angular
resolution measure (ARM) values were computed for each distance as shown in Fig. 4.22.
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Fig 4.21: Mass model of the detector layers of ASCOT generated using MEGAlib.

Fig 4.22: Effective Area and Angular Resolution measure (ARM) values for 1MeV, 30o off axis mono-energetic
source for different D1-D2 separations.

The ASCOT instrument design was conceptualized with the goal of imaging the Crab
nebula, thus the instrument response was also generated using different D1-D2 separations for
Crab source at a zenith location of 30o for a duration of six hours. The background was
simulated in MEGAlib using the power law models derived from balloon-borne gamma-ray

66

spectrometers (Gehrels, 1985). These models include background photons from all zenith angles
as seen in Fig 4.23.

Fig 4.23: ASCOT mass model in the presence of photons from Crab source at a zenith angle of 30 o (LEFT) and on
the simulated background with photons incoming from all zenith angles (RIGHT) based on the model estimated by
Gehrels (1985).

From this analysis of simulated Crab signal and background the signal to noise ratio (SNR) was
computed for different D1-D2 separations which are shown in Fig 4.24. A separation of 10 cm
between the bottom D1 layer and D2 layer, corresponds to a precise distance of 13.25 cm
measured center-to-center between two pixels directly overhead in the lower D1 layer and the D2
layer. It was concluded that this separation gives a good balance between SNR and ARM. The
energy and ToF (Time of Flight) resolutions measured in the laboratory are included in the
simulations as detector thresholds.

Fig 4.24: The ARM and SNR for the Crab at 30º zenith angle as observed by ASCOT for a duration of 6 hours.
67

An integrated spectrum of the Crab Nebula was simulated using the 10 cm D1-D2
optimized separation for an observation time of 6.5 hours over Palestine (Texas) at an altitude of
39 km. Bins of 5o between zenith angles 10o to 45o were taken and spectrum for Crab was
simulated for each of these bins along with the correction for the average atmospheric
attenuation (Fig. 4.25). The total spectrum was estimated by adding the components from each of
these bins along with the background and is shown in Fig 4.26. Analysis of the flight data to
image the Crab is continuing but will not be discussed as part of this work.

Fig 4.25: Crab spectrum shown with no atmospheric attenuation (Black), attenuation at 10 o zenith angle (Red) and
at 42.5o (Blue).

Fig 4.26: Simulated Crab spectrum integrated for 6.5 hours, with optimized D1-D2 separation of 10 cm. and a total
energy range of 200 keV- 2 MeV. The SNR for the entire energy range is 5.9
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4.6 Instrument Performance
4.6.1 CSBF shift correction
After performing the calibration tests at UNH laboratory, the instrument was
disassembled and transported to Columbia Scientific Balloon Facility (CSBF) in Texas where it
was re-assembled in the hangar for pre-flight tests. It was during one of these tests that D1
Module-4, one of the modules in the upper D1 layer stopped functioning. Another important
change was a shift in the calibrated ToF from the expected value. The cause for this shift was
never determined. A forward scatter data set with

60Co

similar to that obtained at UNH was

collected to compare and compute this shift in ToF. For each pixel pair, the scatter plot of events
which are D1 and D2 walk corrected was computed for both UNH (shown in Blue color in Fig
4.27) and CSBF (shown in Red color in Fig 4.27). Mean ToF is computed for each data set
(shown with solid lines in respective colors) and the shift is computed using Eq 4.7. The error
bar on the shift was calculated using the mean deviation computed for each data set.
ToF Shift = (Mean ToF UNH) - (Mean ToF CSBF)

Eq 4.7

Since the fast signals that record the time of hits are summed from all the pixels in a row
before going to CFDs on the digital boards, any shift in ToF should remain constant within a row.
This hypothesis was tested and verified by analyzing the variation in shift in the eight pixels of a
row. Thus for a given D1-D2 module pair, 64 shift corrections were calculated corresponding to
the 64 possible row combinations between the eight D1 rows and eight D2 rows.
Table 4.3 lists the ToF correction values for different row combinations for D1 Module-8 and D2
Module-1 pair where each shift value has an error of around ± 0.3 ns. The corrected and scaled
ToF values are shown in Fig 4.28.
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Fig 4.27 Walk corrected ToF scatter plot for a pixel pair showing forward scatter data of 60Co. The BLUE data set
was collected at UNH and the red data set was collected at CSBF. The solid lines represent the mean values of their
corresponding data set, and the difference of these mean values gives the shift in ToF.
Table 4.3
D1 R0

D1 R1

D1 R2

D1 R3

D1 R4

D1 R5

D1 R6

D1 R7

D2 R0

1.46

1.20

1.18

1.33

1.38

1.63

1.58

1.66

D2 R1

1.22

1.24

1.10

1.12

1.49

1.57

1.50

1.60

D2 R2

1.29

1.25

0.94

1.02

1.34

1.46

1.40

1.45

D2 R3

1.47

1.30

1.23

1.04

1.34

1.43

1.51

1.46

D2 R4

1.19

0.97

1.01

0.98

1.21

1.41

1.28

1.51

D2 R5

1.28

1.30

0.98

1.04

1.10

1.47

1.24

1.33

D2 R6

1.17

1.05

1.01

1.00

1.09

1.42

1.24

1.39

D2 R7

2.02

2.08

1.65

1.82

1.89

2.14

2.12

2.13

4.6.2 Near-Field Source Imaging
A source is considered to be a near-field source when it is close enough to the instrument
to bring parallax into play. The source image in this case is reconstructed by projecting the event
circles onto an image plane which is at the distance of the source in z-plane. Such a a near-field
source test was conducted on the ASCOT instrument with 60Co suspended above the instrument
with the help of a crane that could be moved in all three dimensions. The test set-up is shown in
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Fig 4.28 60Co data set collected at CSBF, the black curve is before shift correction and the blue curve represents
ToF which is D1, D2 walk corrected, calibrated, shift corrected and scaled.

Fig 4.29. The energy and ToF calibrations were applied to the recorded events along with the
ToF corrections as discussed previously (section 2.6). Additional energy cuts on D1 energy
threshold (≥30 keV), D2 energy threshold (≥200 keV), and a cut on the total energy (D1+D2)

Bucket with
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Fig 4.29: Near-field source test set-up with fully assembled ASCOT payload and 60Co source hanging above the
instrument with the help of a crane.
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(1000-1400 keV) centered around the

60Co

photo peaks to only include events with complete

energy deposit were applied to the data these selected which were then used to generate event
circles. The back projection of these event circles onto a plane at the known source distance in
the z direction. The image reconstruction using the observed data was performed for three
different spatial source locations listed in Table 4.4 and the resulting images are seen in Fig 4.30
along with the ARM values shown in Fig 4.31 which includes the parallax from the near-field
source (See Fig 4.36 for angular resolutions with mono-energetic sources).
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Fig 4.30: These three images (left, center, right) are reconstructed images of 60Co source placed at three
different location with respect to the instrument. The black star mark on each image denotes the exact location
of the radioactive source in the image plane.
Table 4.4
60

Co

X (cm)

Y (cm)

Z (cm)

Location 1

2.5

-18.4

242

Location 2

-68.5

-23.5

230

Location 3

-132

32

218
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Fig 4.31: The ARM (FWHM) value ~ 10.6 degrees for one of the 60Co laboratory data sets. The angular
resolution is slightly higher than due to the parallax from it being a near-field source.

A simulation was performed in order to mimic the laboratory set-up of

60Co

(seen in Fig

4.32) including the source strength and location. It was observed that the count rates from the
simulations agreed well (within ~10%) with the count rate observed in the laboratory.

Fig 4.32: Simulation of the
model.

60Co

laboratory data. Shown here is the simulate source above the ASCOT mass
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4.6.3 Far-Field Source Imaging
A source is considered to be a far-field source when the parallax is smaller than the
angular resolution of the instrument. Similar to the near-field source imaging test, a data run with
252Cf

source was performed with the source placed farther (~4 meters) above the instrument and

was intended to be a facsimile for a far-field source. Energy calibration, ToF calibration and
correction and PSD walk correction (Fig 4.33) were applied to the events. A 3D plot of events
with corrected PSD vs. ToF plot is shown in Fig 4.34 where the neutrons and back-scattered
gamma rays are clearly distinguishable.

NEUTRONS

GAMMAS

Fig 4.33: PSD data for 252Cf source for all D1 pixels before and after walk correction.

BACK-SCATTERED
NEUTRONS

NEUTRONS

Fig 4.34: Walk corrected and calibrated PSD vs ToF 3D plot for
scattered photons as marked.
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252Cf

data set showing neutrons and back-

Various data cuts on D1 energy threshold (≥30 keV), D2 energy threshold (≥200 keV), and the
PSD value (< 2300) were applied and an image of the source was generated using these selected
events in the horizontal coordinate system as shown in Fig 4.35.

252

Cf

Far-fieldSource
Alt:76o, Az:334o
Fig 4.35: Image reconstruction of far-field source
location shown by black ‘X’.

252Cf

demonstrating correct estimation of the actual source

The instrument response for Cf source was also simulated using a complete mass model
of the ASCOT instrument. The angular resolution for the energy range of 400-2500 keV as
obtained from the simulations is 7.8o and that obtained from the laboratory data is 8o (shown in
Fig 4.36). The simulation mimicking the lab results closely asserts that the input parameters
being used in the simulations are correct and can be relied on for future analysis.

4.6.4 Instrument Resolution
Mono-energetic sources of varying energies (500 keV, 750 keV, 1 MeV, 1.5 MeV, 2 MeV,
2.5 MeV) were used to simulate the instrument response using the mass model in MEGAlib.
These sources were assumed to be far-field sources directly overhead the instrument (zenith
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Fig 4.36: The comparison of angular resolution for the energy range 400-2500 keV between simulations (LEFT)
and laboratory test (RIGHT). The simulation was done for 252C f source in a similar set-up as the lab.

angle = 0). The plot for the effective area and the angular resolutions at these energies is shown
in Fig 4.37.

Fig 4.37: Effective area and angular resolutions determined for the ASCOT instrument using MEGAlib
simulations. Mono-energetic sources of varying energies were simulated as far-field sources directly overhead the
instrument with zenith angle equal to 0.

4.7 Summary
This chapter discussed in detail the laboratory tests and analysis done to calibrate the
energy, ToF and PSD for all the pixels both in D1 and D2 layers of the ASCOT instrument. The
results of image reconstruction obtained for near-field source tests and far-field source test were
also shown which pointed at the readiness of the instrument and calibration to handle flight data.
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CHAPTER 5
ASCOT BALLOON FLIGHT

5.1 Introduction
The NASA Balloon Program (Ref: Balloon Program Office) provides near-space access
for conducting cutting edge investigations at low cost. It serves as a platform for future space
missions, instrument and subsystem development for NASA. The observatory-class payloads
with advanced technologies are flown on large Helium scientific balloons to the edge of space to
conduct scientific investigations. NASA has two permanent launch locations in USA located in
Palestine, Texas and Ft. Sumner, New Mexico. The other balloon launch locations are in
Australia, Antarctica, Sweden, New Zealand, Brazil, and Canada. A number of factors determine
the selection of a launch location, among which mission duration, low risk flight over low
population areas, the science to be collected during the mission, cost, wind speed and direction,
etc.
The balloon flights from the launch locations in USA are usually short (hours to a day)
and are called "conventional" balloon flights. The flights from other locations are longer ranging
from days to weeks and are called "long duration" balloon flights. ASCOT was flown on a
conventional balloon flight from NASA’s Columbia Scientific Balloon Facility (CSBF) in
Palestine, Texas on July 5th, 2018. CSBF has both flight and ground support systems for the
integration and testing of the payload and performs requirements reviews, flight readiness
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reviews and mechanical certification of all flight hardware before a launch. Along with a launch
site, CSBF also provided technical support for the launch, tracking and recovery of the payload.
Operating stably throughout the mission, ASCOT reached an altitude of ~ 120,000 ft and spent 5
hours at float. This chapter gives an overview of the payload, launch and the housekeeping data
from this ASCOT balloon flight along with the details of onboard calibration of the instrument.

5.2 NASA Balloon
NASA’s high altitude balloons carry scientific instruments to a density altitude that is
determined by the total mass of the system (suspended mass + balloon mass) divided by the fully
inflated balloon volume. NASA’s high altitude balloons are made of Polyethylene film with a
thickness of around 0.02 mm and are filled with Helium. The typical volume range of these
balloons is from 1 million cubic feet (MCF) (28,316 cubic meters) to 60 MCF (1,699,000 cubic
meters). For any flight, the balloon size is determined by two main factors - the mass of the
payload and the desired altitude for the mission.
A 11.5 MCF balloon which can carry ~ 2000 lb

(1814 kg) to a nominal altitude of

120,000 feet was chosen for ASCOT. At the time of launch the balloon is only partially filled and
expands to its full volume as it approaches the float altitude. The balloon continues to float at its
equilibrium-density altitude until there is a change in its environment, such as temperature,
pressure etc. The payloads can also maintain the altitude through the release of ballast and thus
reducing the total system mass. The flight train is a part made up of the parachute and the cable
ladder and connects the balloon to the payload and is seen in detail in Fig 5.1
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Fig 5.1 Detailed illustration of a Balloon Flight Train showing the parachute and the cable ladder that connects the
balloon to the payload. Also seen are the terminate pack and the parachute release system which are crucial
components during flight termination. (Figure courtesy: Wallops Flight Facility).

5.3 ASCOT Payload
The balloon payload weighed ~1350 lb and consisted of the ASCOT instrument, gondola,
GPS compass, batteries and CSBF equipment. The instrument was placed in the center of the
gondola frame made of 8020 extruded aluminum T-slot elements. The batteries were mounted on
the gondola deck next to ASCOT along with a piggyback instrument - the Gamma-ray Module
Demonstrator (GMoDem) experiment developed by University College Dublin (Mangan
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J.2018). A flight software running on a Fitlet-H computer controlled the sending and receiving of
commands, recorded data onboard and also interfaced to CSBF’s Mini-Support Instrumentation
Package (Mini SIP). The Mini-SIP is mounted below the instrument as is seen in Fig 5.2.
Attitude information was provided by ADU5 GPS compass where the azimuth was allowed to
drift without control and the elevation was held fixed at zenith. A custom relay board distributed
28V from the batteries to the instrument through filtered voltage regulators.

Fig 5.2 Mechanical drawing of ASCOT balloon payload (RIGHT) shown along with the assembled payload (LEFT)
in the hangar at CSBF in Palestine, TX.

5.4 Flight
5.4.1 Safety and Termination Requirements
A balloon in free-flight encounters several restrictions including (i) the need to avoid high
population areas for public safety reasons (ii) the need to avoid regions restricted for geopolitical
reasons and (iii) the need for an acceptable area for payload recovery. NASA Safety Officer
assesses ascent and float trajectories to ensure the launch meets NASA flight rules for public
risk. A payload Impact Risk map as shown in Fig 5.3 is generated using the flight operations
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software which includes mission-specific overflight requirements along with the information on
restricted zones. The ‘Population Avoidance Criteria’ calls for termination planning in order to
minimize the risk to the public and these high risk areas are seen in Pink or Red on the impact
risk map. The landing requirement calls for a Green or Yellow location on the map and if the
predicted trajectories exceed the acceptable risk to the public the launch is deemed unsuitable.

Fig 5.3 The payload impact risk map generated using a flight operations software shows the predicted trajectory and
landing site of the payload. The green/yellow areas are deemed safe with minimum risk to public safety, while the
pink/red areas offer the highest risk. Only when the trajectory and recovery location meet the safety criteria is a
launch given a green signal (Figure courtesy: Wallops Flight Facility).

NASA balloons flights are also coordinated with the Federal Aviation Administration
(FAA). FAA flight controllers direct aircraft in the area around the locations where launches take
place to avoid interference, and they provide launch clearance. FAA flight controllers are also
notified before flight termination and their clearance is required to end a flight. Safety measures
are also taken around the launch site for the impact of the balloon during an abort scenario. No
personnel are allowed in the Launch Danger Area (LDA) and Launch Hazard Area (LHA), these
are shown in Fig 5.4. Ground safety is also ensured through enforced roadblocks and public
warnings.
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Fig 5.4 The satellite image of the CSBF launch site. Marked here is the Launch Vehicle Launch Limit Area (LLA)
in solid Red. The Launch Danger Area (LDA) is shown by a Blue circle and the Launch Hazard Area (LHA) sectors
are shown in Orange.(Figure courtesy: Wallops Flight Facility).

5.4.2 Launch
During one of the tests being run on ASCOT in the hangar, one of the modules in the
upper D1 layer (module-4) stopped working and the instrument was operated from hereon with
only seven working D1 modules. After successful hang-test of the gondola and the payload,
ballast and landing pads were attached to the gondola prior to the launch (Fig 5.5). The optimal
weather and wind conditions along with permissible trajectory for launching the balloon were
achieved on 5th July 2018. The payload was taken to the launch pad by a launch vehicle. The
flight train was attached to the payload and the balloon was inflated. It was launched at 12:10
(UTC), and took around 2 hours to reach the float altitude of ~120,000 ft. After five hours of
observing at the float altitude, the flight was terminated and the payload landed back safely. It
was recovered by the CSBF recovery team close to the city of Wink, Texas, around 450 miles
west of Palestine as shown in Fig 5.6.
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Fig 5.5 A sequence of images showing the payload being prepped with landing pads (left), being carried to the
runway by the launch vehicle (center) and the balloon with the payload shortly after take-off.

Recovery Site

CSBF

Fig 5.6 ASCOT trajectory in red starting at Palestine and landing ~450 miles west of it.

5.4.3 Housekeeping Data
ASCOT was functioning and stable throughout the flight until it was shut down just
before termination. Parameters like latitude location, pressure and temperature of the balloon
environment as recorded through the flight duration are shown in Fig 5.7.
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Fig 5.7 The change in latitude, along with pressure and temperature variation throughout the flight are shown as a
function of time (UTC).

The voltage drawn by the ASCOT power boards was also constant (Fig 5.8). The instrument live
time was over 99 % for the entire duration at float, and only dropped slightly to 98.5 % when
switched to the Singles mode (Fig 5.9). The instrument mode of operation was changed from
‘Science’ to ‘Singles’ intermittently during flight in order to collect data for in-flight calibration.
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Fig 5.8 Plots of power drawn by two of the electronic boards (+3.3V and +5V) on the instrument.

The overall processed event rates for single site events in the SINGLES mode and double site
events in the SCIENCE mode are also shown in Fig 5.9.
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Fig 5.9 ASCOT live time is shown in the upper panel and was well over 99% during float. It dropped slightly at
instants when the instrument was switched to the SINGLES mode. The bottom panel shows the overall ‘processed'
event rate.
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The raw event rates as detected by each of the seven modules of D1 and the four D2 modules are
plotted for the entire flight duration and shown in Fig 5.10.
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Fig 5.10 Raw event rates as recorded by the seven D1 and four D2 modules during flight. The data points seen
above the main curves are from when the instrument was operated in the ‘singles’ mode where single hit in either
D1 or D2 were recorded as an event and thus the increase in the event rate seen in this mode.
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5.5 Onboard calibration
The flight events were analyzed and Table 5.1 summarizes the different categories and
the percentage of events observed in each. The events ‘Tagged’ from the onboard calibration
source 60Co were analyzed for all the individual pixels and the D2 Energy (ADC) plots showed
the two photopeaks and no significant change in gain during the course of the flight duration (Fig
5.11). But on applying the energy calibration to the ‘singles’ mode (one hit either in D1 or D2)
data it was noticed that a slight gain change had occurred between the laboratory and the flight
and the photopeak energies did not coincide with 1173 keV and 1332 keV energies as can be
seen in Fig 5.12. The reason for this change in gain could not be determined.
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Fig 5.12 Energy calibration when applied to the flight data in ‘singles’ mode showed a slight change in gain which
can be seen here through the mismatched photo peaks of 60Co at 1173 keV and 1332 keV.
2018−07−27

5.5.1 Energy Calibration Correction
When the energy calibrations were applied to the tagged events in the SINGLES mode
from the onboard calibration source from the flight data, the slight change in gain of the modules
did not give accurate values for ADC to energy conversion. The photopeak from the atmospheric
511 keV line was observed in the flight data. This line energy along with the photo peak energies
from the onboard calibration source of

60Co

(1.1 MeV and 1.3 MeV) were used to correct the

change in gain in D2 pixels. A new calibration curve was fitted to the data points from the flight
and a shift from the laboratory calibration was computed for each of the 256 D2 pixels. Four
such calibration curves for four pixels, one from each of the four modules are shown in Fig 5.13.
These corrected energies for a single row in each of the four D2 module are shown in Fig 5.14.
88

p[0] + SF*p[1]*(1.
Pre−flight
− exp(−1.*x*p[2]/p[1]))
Curve

p[0] + SF*p[1]*(1.
Pre−flight
− exp(−1.*x*p[2]/p[1]))
Curve

2500

2000

2000

Mod−1: Col = 0, Row = 7

Pre−flight Curve
D2 module-1
p[0] + SF*p[1]*(1. − exp(−1.*x*p[2]/p[1]))
ScalingFactor
Factor(SF)==0.965
Scaling
0.96

1500

Mod−2: Col = 0, Row = 7

Pre−flight Curve
D2 module-2
p[0] + SF*p[1]*(1. − exp(−1.*x*p[2]/p[1]))
ScalingFactor
Factor(SF)==0.977
Scaling
0.98

ADC

ADC

1500

1000

1000

500
Pre-flight
p[0] + SF*p[1]*(1.
Pre−flight
− exp(−1.*x*p[2]/p[1]))
Curve
Flight

p[0] + SF*p[1]*(1.
Pre−flight
− exp(−1.*x*p[2]/p[1]))
Curve
500

0
0
2500
2000

500

1000

1500
Energy (keV)

2000

2500

0
0

3000

2500

Mod−3: Col = 0, Row = 7

Pre−flight Curve
D2 module-3
p[0] + SF*p[1]*(1. − exp(−1.*x*p[2]/p[1]))
Scaling
Factor(SF)
Scaling
Factor
==0.921
0.92

2019−01−23

2000

1500

Pre-flight
Flight

500

1000

1500
Energy (keV)

2000

2500

Mod−4: Col = 0, Row = 7

Pre−flight Curve
D2 module-4
p[0] + SF*p[1]*(1. − exp(−1.*x*p[2]/p[1]))
ScalingFactor
Factor(SF)==0.978
Scaling
0.98

3000

2019−01−23

ADC

ADC

1500

1000

1000

Pre-flight
Flight

500
0
0

500

1000

1500
Energy (keV)

2000

2500

Pre-flight
Flight

500
0
0

3000

500

1000

1500
Energy (keV)

2000

2500

3000

Fig 5.13 D2 energy calibration curve shown in purple was derived using lab data points (blue). The data points
shown in red are from the flight representing 511 keV annihilation line and the photo peak energies at 1173 keV and
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Fig 5.14 D2 energy calibration corrections when applied to the tagged data in ‘singles’ mode show the photo peaks
now aligning with the correct energies of 60Co at 1173 keV and 1332 keV.
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After computing the calibration corrections for all the pixels in D2, the energy spectrum
obtained from the combined data is shown in Fig 5.15. The energy resolution obtained is 9.7% at
1.1 MeV and 7.8% at 1.3 MeV.
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Fig 5.15 D2 energy resolution was computed using data from all 256 pixels in the D2 layer and was fund to be
9.7% at 1.1 MeV and 7.8% at 1.3 MeV. The green curve represents the double gaussian function used to fit the 60Co
photopeaks.

Similar to the D2 energy correction, the Compton edges of the tagged source 60Co in the
D1 pixels during the ‘singles’ mode of operation were compared to the pre-flight data (Fig 5.16).
The shift between the two data sets was used to compute a ‘scaling factor’ to scale the pre-flight
D1 energy calibration before applying it to the flight data. The D1 calibrated data from the flight
for pixels in four of the D1 modules is shown in Fig 5.17
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Fig 5.17 D1 energy calibration corrections when applied to the tagged data in ‘singles’ mode show the Compton
edges now aligning with the correct energies of 60Co at 1173 keV and 1332 keV.
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5.5.2 ToF Calibration Correction
Discrepancies in the ToF calibration were also seen similar to the gain change in energy
when the ToF data from the tagged events were analyzed. The tagged events in the ‘science’
mode (a hit in D1 and a hit in D2) were used to check for a shift in the ToF calibration and
correct the same. As seen from Fig 5.18, there was a considerable shift between the pre-flight
data (blue curve in fig 5.18) and the flight data (green curve in fig 5.18). Since the pre-flight
laboratory data was used to derive the ToF calibration, the flight data needed to match this data
and a ‘shift’ factor was computed for the flight data. This corrected flight data is shown as the red
curve in Fig 5.18. This shift factor was computed for all possible D1-D2 pixel pair in the seven
working D1 modules and four D2 modules. These corrections were then applied to both tagged
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and non-tagged events shown in Fig 5.19.
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Fig 5.18 ToF calibration when applied to the tagged science mode events from the flight data showed a shift as seen
between the green and blue curves. A shift factor was computed to correct the pre-flight data to flight data in order to
be able to use the ToF pre-flight calibrations.
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Fig 5.19 The top plot shows the corrected ToF for tagged events from the flight, and the bottom plot shows the
corrected and scaled ToF plot for the non-tagged events. Both these histograms consider events in all possible D1D2 pixel pairs.

5.6 PSD Correction
The PSD walk corrections obtained from the laboratory tests were dependent on D1
energies thus they were applied to the flight data only after correcting the D1 energy calibration.
PSD walk correction and calibration worked well for the flight data, except for a deviation seen
at higher D1 energies more prominent in some modules than the others. PSD walk corrected
flight data for the seven working D1 modules is seen in Fig 5.20. The reason for this curve which
was the most prominent in D1 module-2 could not be determined. A ghost PSD peak centered at
~ 1800 ADC which was visible in the lab data was also seen in the flight data.
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Fig 5.20 PSD walk corrected events shown for all seven D1 modules. The gamma events have been calibrated to
have a PSD value of 2000 ADC, and are represented by the red solid line.
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5.6.1 PSD Cut
Given the curvature of the PSD band, a simple cut on PSD value would mean rejecting
gamma photons along with neutrons, hence a different approach was taken to compute the PSD
cut for the flight data in order to efficiently reject neutrons. For D1 energy values greater than
150 keV the PSD values were divided into energy bins of 200 keV each, and a histogram of PSD
values was plotted to determine the minima between 2100 ADC and 2300 ADC. For D1 energies
below 150 keV, the minima were computed in a similar way except that the energy bins were
smaller of width 20 keV. These minima values were then interpolated for all D1 energy values
using spline function and are shown in Fig 5.21 for one of the D1 modules. This process was

Fig 5.21 PSD cut computed to differentiate events arising from gamma photons and neutrons is shown in magenta
in the top plot. The events with a PSD value greater than the curve are attributed to neutrons and are rejected. The
bottom plot shows events from gamma photons only post the PSD data cut.
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repeated for all 448 pixels in the 7 D1 modules and a PSD value greater than this curve (the
magenta curve Fig 5.21) were attributed to neutrons thus making it an effective PSD cut to reject
neutron events.

5.7 Flight Spectrum
Another step in the analysis of flight data was to compare the energy spectrum of these
events to the simulated energy spectrum, this is shown in Fig 5.22. The flight data is slightly
higher than the simulations, this could be due to more background at higher energies from
cosmic rays and neutrons interacting with the electronic box below the instrument (outside the
veto panels) as shown in Fig 5.23. This discrepancy could also be due to the presence of unsimulated sources. On analyzing the spectra obtained after applying the ToF method to only
select the downward moving photons, it does prove to be effective especially at higher energies
as the flight spectrum agree better with the simulated spectrum (purple and orange points).

Fig 5.22 Comparison of ASCOT flight energy spectrum of the forward events to simulations.
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ASCOT
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BATTERIES
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Fig 5.23 ASCOT payload showing the electronics and the systems instrument package(SIP) below the instrument
which were a possible source of activation from cosmic rays and neutrons.

5.8 Summary
This chapter gave an overview of the ASCOT balloon payload, details of the payload
assembly, balloon flight and the instrument performance during flight. The onboard energy and
ToF calibration which was required to correct for the gain changes were described in detail. An
optimal PSD cut was also determined for the flight data in order to reject events arising from
neutrons. With the calibration corrections and PSD cut applied to the flight data, it is set for
further analysis.
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CHAPTER 6
FLIGHT DATA ANALYSIS

6.1 Introduction
The gamma radiation at high balloon altitudes consists of mainly two components cosmic and atmospheric. The cosmic part is a sum total of the emission from discrete gamma
ray sources and a diffuse emission. Active galactic nuclei (AGNs) and Seyfert galaxies are
claimed to be responsible for the emissions in the X-ray energies up to ~0.3 MeV (Madau et al.
1994; Ueda et al. 2003). The star-forming galaxies and blazers explain the observed background
at very high energies from 50 MeV to the GeV range (Ajello et al. 2015; Di Mauro & Donato
2015), but there is still not a very clear understanding of the emission mechanisms for the MeV
background (de Angelis et al. 2018; Ajello et al. 2019; McEnery et al. 2019). Before we can
answer questions about the origin of MeV cosmic diffuse gamma-rays, it is important to be able
to successfully separate this component from background and measure it.
ASCOT was functional and observing throughout its ascent from a few feet above sea
level to the floating altitude of 120,000 feet. This data is valuable in studying and analyzing the
distributions of atmospheric gamma-rays with altitude. An insight into the variation of gammarays with atmospheric depth not only helps in the understanding of their production and transport
but when combined with appropriate simulations can be used to estimate the CDG flux. This
chapter details the series of steps involved in this calculation using the ASCOT flight data.
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6.2 Method
The technique used to estimate the Cosmic Diffuse Gamma-Ray (CDG) background flux
from ASCOT flight data closely follows the approach taken by Schönfelder & Lichti (1974)
using data from a balloon borne Compton telescope flown on February 27, 1973 from Palestine,
Texas by a group from the Max-Planck Institute. This telescope covered the energy range of 1-10
MeV and used plastic scintillators for both the scattering and the absorbing layer which were
separated by a distance of 1.2 meters (Schönfelder et al. 1973; Schönfelder & Lichti 1973). For
charged particle rejection the detectors were surrounded by anti-coincidence shields, and the
instrument also used the time of flight method in order to reject the background events. The
double Compton telescope took 3 hours to reach a floating altitude of 2.45 g cm-2 and stayed
there for another 3 hours.
The gamma photons that were scattered only from the upper to the lower detector and not
vice versa were selected using the time of flight parameter in order to differentiate the downward
moving photons from the upward moving photons. Another important selection criteria was
applied on the Compton Scatter Angle (ϕ < 30∘) which led to a directionality of the telescope
with a half-opening angle of the aperture of 20∘ (Schönfelder et al. 1973). The count rates
obtained for these selected downward moving γ photons plotted at different atmospheric depths
is shown in Fig 6.1. The peak of the growth curve corresponds to Pfotzer maximum after which
the count rate drops with decreasing atmospheric depth. The fact that the growth curve flattens
out instead of going to zero at the top of the atmosphere is a proof that there exists a contribution
from the cosmic diffuse gamma-ray component. These growth curves were obtained for four
different energy intervals between 1.5-10 MeV.
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Fig 6.1 Growth curve of γ -rays between 1-10 MeV. Here the dashed curve is the straight-line extrapolation of the
atmospheric component and the solid line denotes the best fit to the data. Figure courtesy - Schönfelder & Lichti
1974.

Since the atmospheric component is linear above 90 g cm-2 and the diffuse component is
absorbed exponentially in the atmosphere, a combined function (Schönfelder & Lichti 1974)
relating the count rate (R) to the atmospheric depth (t) is approximated as −t

R(t) = At + Be τ

Eq 6.1

Here ’t’ is in g cm-2 and ‘τ’ is the mean absorption length of the γ-rays in air.
The best fit of this function R(t) to the observed data points gives the parameters ‘A’ and ‘B’ and
is called a ‘growth curve’.
The analysis further uses the instrument calibration and Monte Carlo simulations to obtain the
photon flux from the count rate as the final step leading to an energy spectrum as shown in Fig
6.2 comparing the obtained values with other similar experiments.
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Fig 6.2 This plot taken from Schönfelder & Lichti 1974 shows the energy spectrum obtained by the double Compton
telescope marked as ‘this experiment’ in four energy intervals spanning 1.5-10 MeV. The results from other
experiments are also shown in comparison.

The analysis thus contained three main steps - (i) gleaning the downward moving γ photons (ii)
obtaining the growth curve and (iii) converting the count rate to photon flux using instrument
response. Considering the similarities between the two experiments, the steps taken to estimate
the CDG background flux using the double Compton telescope data were adopted for ASCOT.
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6.3. Preliminary Data Cuts
The ASCOT data obtained from the flight was subjected to some preliminary and
important selection conditions. During flight, the instrument had operated mainly in two modesSINGLES and SCIENCE. ‘Science’ mode is the mode that registers an event with a hit each in
D1 and D2 layers. Thus for the analysis, only events in the science mode are considered. If the
recording of an event coincided with a trigger in one of the six plastic anti-coincidence panels,
the event was marked as ‘VETOED’. Such events are triggered by charged particles and were
rejected. Gamma-ray photons from the onboard 60Co calibration source were also recorded and
these events were ‘tagged’ if the SiPM for the calibration source also recorded a signal at the
same instant. Such ‘TAGGED’ events are rejected as well.
The lower energy threshold for D1 was set at 35 keV and for D2 was set at 200 keV. The
threshold determined using Pulse Shape Discrimination (PSD) method is also applied to the
flight data in order to to reject events arising from neutrons and not gamma-ray photons (see
section 5.6.1 for more details). The total energy spectrum for the five hours of float data in the
science mode was used to estimate a minimum threshold on the total energy. As seen from Fig
6.3 the counts start to fall off rapidly a little below 400 keV, thus the lower total energy cut-off
was fixed at 400 keV.
Thus only the events which were non-vetoed, non-tagged, recorded in the science mode,
obtained after applying appropriate PSD cut, D1 threshold, D2 threshold and a lower threshold
on total energy were analyzed. Further, the data was divided into three energy intervals namely,
400-700 keV, 700-1500 keV and 1500- 2500 keV.
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Fig 6.3 The total energy spectrum for five hours of float data in the ‘science’ mode. Here the total energy is the sum
of energies deposited in D1 and D2 for a given event. The counts fall off a little below 400 keV and this is set as the
threshold for total energy shown in solid red line. The 511 keV line can also be seen in the spectrum the peak of
which is marked with a dotted blue line.

The Scatter Vector (shown with dotted lines in Fig 6.4) for a given event is obtained using the
location information from each hit in D1 and D2 layer, points away from the detectors and is
calculated as Scatter Vector = D1(x,y,z) − D2 (x,y,z)

Eq 6.2

The angle which the scatter vector makes with zenith is the scatter vector angle. The Compton
scatter angle on the other hand is calculated using the energy deposits in the two layers.
The Horizon Angle (H) is calculated from the horizon as H = 90∘ − (θ + ϕ)

Eq 6.3

In order to omit events arising from near the horizon and contributing to the background, events
with H ≤ 45∘ are rejected and this is called the Earth Horizon Cut (EHC). Further, the condition
θ ≤ 25∘ was applied to only select events with small scatter angles relative to the zenith. These
data cuts are summarized in Table 6.1
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Table 6.1

D1 Energy Threshold

35 keV

D2 Energy Threshold

200 keV

Total (D1+D2) Energy Threshold 400 keV
Earth Horizon Cut (EHC)

45∘

Scatter Vector Angle (θ)

≤ 25∘

6.4 Downward Moving Gamma-Ray Photons
6.4.1 ToF method
The ToF distribution of the events from the flight comprises mainly three components, (i) from
the downward moving photons with a positive ToF (ii) from the upward moving photons with a
negative ToF and (iii) a component centered at 0 ns from the events due to the activation of
passive material which produce a hit each in D1 and D2 layer mimicking a gamma-ray event.
These three scenarios are illustrated in Fig 6.4 where along with the Compton Cone for each
event the Scatter Vector Angle (θ) and the Compton Scatter Angle (ϕ) are also shown.
To get an estimate of the width of the downward moving photons peak, a pre-flight data set of
252Cf

source was analyzed with the above mentioned data cuts. The ToF was calibrated and

scaled corresponding to a vertical separation of 13.25 cm as previously described in Section 4.3.
A Gaussian function (Eq 6.4) was used to fit the ToF data shown as in Fig 6.5.

f (x) = A0 e

−k 2
2

where k =

x − A1
A2

Eq 6.4

Here A0 is the height of the Gaussian, A1 is the center of the Gaussian and A2 is the width
(standard deviation) of the Gaussian. The Gaussian widths (σ) obtained from the best fit (with
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least chi-squared value) to data in 400-700 keV, 700-1500 keV and 1500-2500 keV are 0.91 ns,
0.76 ns and 0.83 ns respectively.

ZENITH

θ
D1

ZENITH

Scatter
Vector

θ

ϕ

ϕ

D1

H

D2

D2

ZENITH

θ
D1

ϕ

Compton
Cone

D2

Fig 6.4 The illustration shows the triggering of the same pixel pair seen as red circles but arising due to spatially
different photons. The top left panel shows the two hits arising from a downward moving photon (Green). The top
right panel shows the same pixels recording an event but from an upward moving photon (Orange). The bottom
panel shows an event resulting from the activation of the passive material which causes near simultaneous hits and
mimics a single photon event (Black). The figure also shows the Compton cone for each event (shown in yellow)
along with the scatter vector angle (θ) and the Compton scatter angle (ϕ).
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Fig 6.5 ToF histograms for the three energy intervals 400-700 keV, 700-1500 keV and 1500-2500 keV using 252Cf
data taken in the laboratory with the source placed above the instrument. A gaussian function has been fitted to each
of the data set (solid blue). The Gaussian widths obtained are 0.91 ns, 0.76 ns and 0.83 ns respectively.
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6.4.2 ASCOT Flight Data
The two hours of flight data during ascent was grouped into eight intervals of 15 minutes each
and the five hours of float data was grouped into two intervals of 2.5 hours each. The average
atmospheric depth was computed for each group and these ten points are shown in Fig 6.6.
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Fig 6.6 Flight data divided into ten smaller time bins denoted by the green circles.

For each timed group, the data cuts as discussed in section 6.3 were applied and the scaled ToF
histogram for the resulting events were plotted and fitted with the three Gaussian components.
The two Gaussian components representing the upward and downward moving photons were
centered at -0.44 ns and 0.44 ns respectively with their widths (σ1, σ2) being the same and equal
to that obtained from

252Cf

data. The third Gaussian component due to the activation of passive

material was centered at 0 ns and its width (σ3) was obtained using the data point at 5 g cm-2. The
scaled ToF histogram was fitted with a third Gaussian component keeping the sigma parameter
free for best fit with least reduced chi-squared value. The sigma of this third component was
obtained to be 2.69 ns. Fig 6.7 shows the improvement in the overall fit to the flight data at 5 g
cm-2 when fitted with three Gaussian components as opposed to only two.
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Fig 6.7 ToF histograms for float data at 5 g cm-2 fitted with two (top plot) and three (bottom plot) gaussian
components. The green gaussian curve centered at 0.44 ns represents the downward moving photons, the orange
gaussian curve represents the upward moving photons and is centered at -0.44 ns. The addition of a third component
shown in black is centered at 0 ns and makes the overall fit to the data better. The sigma of this third component as
obtained through best fit parameters is 2.69 ns.

Scaled ToF histograms fitted with the three Gaussian components at various atmospheric
depths were plotted for each of three energy bands. Fig 6.8 shows the ten plots for 400-700 keV
rang, Fig 6.9 shows the plots for 700-1500 keV and Fig 6.10 shows the plots for 1500-2500 keV
range. These fits are instrumental in separating the events from the downward moving photons
alone.
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Fig 6.8 Histograms for the scaled ToF for data at different atmospheric depths ranging from 900 to 5 g cm-2 fitted
with three gaussian components. This data is for the energy range of 400-700 keV. The green gaussian curve
centered at 0.44 ns represents the downward moving photons, the orange gaussian curve represents the upward
moving photons and is centered at -0.44 ns. The third component shown in black is centered at 0 ns.
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Fig 6.8 (cont) see caption for Fig 6.8
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Fig 6.9 Histograms for the scaled ToF for data at different atmospheric depths ranging from 900 to 5 g cm-2
fitted with three gaussian components. This data is for the energy range of 700-1500 keV. The green gaussian
curve centered at 0.44 ns represents the downward moving photons, the orange gaussian curve represents the
upward moving photons and is centered at -0.44 ns. The third component shown in black is centered at 0 ns.
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Fig 6.9 (cont) see caption for Fig 6.9
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Fig 6.10 Histograms for the scaled ToF for data at different atmospheric depths ranging from 900 to 5 g cm-2 fitted
with three gaussian components. This data is for the energy range of 1500-2500 keV. The green gaussian curve
centered at 0.44 ns represents the downward moving photons, the orange gaussian curve represents the upward
moving photons and is centered at -0.44 ns. The third component shown in black is centered at 0 ns.
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Fig 6.10 (cont) see caption for Fig 6.10
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6.5 Growth Curves
The number of counts under the gaussian curve representing the downward moving
photons when combined with the live time in the science mode gave the count rate for each time
interval. This count rate was plotted together with the mean atmospheric depth for each interval
and the resulting points are shown in Fig 6.11 for the three energy ranges.
The function in Eq 6.1 (the growth curve), which is the sum of linear atmospheric component
and exponential CDG component for atmospheric depths above 90 g cm-2, was used to fit the
count rate data above 90 gcm −2.
−t

R(t) = At + Be τ

Here τ is the mean absorption length of gamma rays in air and is calculated for each energy
interval. It is estimated as 14 gcm −2 for 400-700 keV, 20 gcm −2 for 700-1500 keV and 25

gcm −2 for 1500-2500 keV.
As seen from Fig 6.9 and Fig 6.10 for the energy ranges of 700-1500 keV and 1500-2500
keV, at low atmospheric depths the overall ToF histogram is dominated by the upward moving
photons, leading to negligible events in the downward moving photon gaussian (shown in green).
Thus at these data points, only a 3σ upper limit on the number of downward moving photons
could calculated.
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Fig 6.11 The count rates at different atmospheric depths are shown with solid black squares. These points are fitted
with a combination of two functions where the atmospheric component of gamma-rays is shown with the red dotted
line, whereas the blue solid line called the growth curve represents the sum total of the CDG background and the
atmospheric gamma-ray component. Plot (a) shows data in the energy range of 400-700 keV, plot (b) shows data in
the energy range of 700-1500 keV and plot (c) shows data in the energy range of 1500-2500 keV. Note the upper
limits being used for data points in the 700-1500 keV and the 1500-2500 keV energy range at low atmospheric
depths.
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6.6 Estimation of CDG Flux
6.6.1 CDG Component
In the growth curve function (Eq 6.1), when the atmospheric depth goes to zero, the
equation modifies to :
R(0) = B

Eq 6.5

which essentially means that the atmospheric component is reduced to zero and only a residual
CDG component remains which takes the value ‘B’.
The ‘A’ and ‘B’ values from Eq 6.1 as computed from the growth curves for data in the three
energy bands are summarized in Table 6.2 along with the fit errors.

Table 6.2

Energy Range
(keV)

A (counts-cm-2/
minute-g)

B (counts/
minute)

Reduced chisqr
of the fit
(y= Ax + Be(-x/τ))

400-700

0.045 ± 0.004

0.35 ± 0.08

1.4

700-1500

0.018 ± 0.005

0.48 ± 0.79

0.9

1500-2500

0.004 ± 0.004

0.03 ± 0.13

1.0

For the energy range of 400 - 700 keV the systematic error on B value was estimated by varying
the sigma value of the third gaussian component which was derived only at a specific
atmospheric depth (5g-cm-2). Table 6.3 shows various sigma values considered and the
corresponding B values obtained along with the fit error.

115

Table 6.3

σ3 (ns)

B (counts/
minute)

Reduced chisqr of the
fit
(y= Ax + Be(-x/τ))

2

0.30 ± 0.08

1.4

2.5

0.35 ± 0.06

1.9

2.7

0.35 ± 0.08

1.4

3

0.36 ± 0.06

1.8

For 400 - 700 keV, the CDG component is the B value obtained from the growth curve fit taking
into account both systematic and statistical errors as shown in the following equations.

(CDGobs )400−700 = 0.35 ±

(0.08)2 + (0.06)2 counts/min

Eq 6.6

(CDGobs )400−700 = 0.35 ± 0.1 counts/min
(CDGobs )400−700 = (5.83 ± 1.67) x 10-3 counts/s

Eq 6.7

Similarly, for the other two energy ranges, the CDG component values obtained are as follows :

(CDGobs )700−1500 = (8.0 ± 13.2) x 10-3 counts/s

Eq 6.8

(CDGobs )1500−2500 = (0.5 ± 2.2) x 10-3 counts/s

Eq 6.9

The above estimated values are summarized in Table 6.4.
Table 6.4

Energy Range (keV)

Observed CDG count rate (counts-s-1)

400-700

(5.83 ± 1.67) x 10-3

700-1500

(8.0 ± 13.2) x 10-3

1500-2500

(0.5 ± 2.2) x 10-3
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6.6.2 Instrument Response
In order to compute the CDG flux from the observed count rate, the ASCOT instrument
response was generated using MEGAlib by simulating an isotropic energy spectrum of the
diffuse gamma-ray flux (Schoenfelder & Lichti, 1974) for energy range of 0.4-10 MeV as :

I(E ) ∝ E −2.1

Eq 6.10

A detailed massmodel of ASCOT was used for the simulation with one non-working D1 module
as was the case during flight (Fig 6.12). The electronics below the instrument and the gondola
frame were not included in the simulation as these were believed to not have a significant effect
on the outcome.
Delrin Housing

Upper D1

Veto Panels (red)

Lower D1
Delrin Frame
D2
Al base plate

Fig 6.12 ASCOT massmodel generated using the GeoMEGA package of MEGAlib incorporating details of all the
various materials used in the instrument.

The simulation output consisted of the total number of photons generated in the simulation and
the Compton events detected by the instrument during a given ‘observation’ time. Data cuts
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similar to those applied to the flight data (Table 6.1) were also applied to the simulated events,
these included the D1 energy threshold (≥ 35 keV), D2 energy threshold (≥200 keV), PSD cut,
Earth Horizon Cut (= 45o ), Scatter Vector Angle ( ≤ 25o) and the total energy cut for the three
energy intervals. The number of events that were deemed as ‘valid’ after the said cuts are listed
in Table 6.5 for an observation time of 29120 seconds.
Table 6.5

Energy Range (keV)

No. of Valid Simulated
Compton events

400-700

3298

700-1500

3938

1500-2500

1554

For the total input spectrum energy range of 0.4 - 10 MeV, the total number of photons
generated were 448280019 for an observation time of 29120 seconds. These photons were
generated in the simulation over a surface of a sphere surrounding the instrument, the radius of
which was given as an input parameter and was equal to 70 cm. The flux can thus be calculated
as follows, where N is the proportionality constant :

[SimPhotons Incident ]0.4−10MeV (ph-cm-2-s-1-sr-1 ) = N

10

∫0.4

E −2.1d E

Eq 6.11

448280019
= 2.428 N
(π 702 ) (29120) (2π)
N = 6.557 × 10−2 ph-cm-2-s-1-sr-1

Eq 6.12

In order to obtain the number of photons generated in each of our three energy intervals of
interest, the following calculations were done using the above value of ’N' :
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[SimPhotons Incident ]0.4−0.7MeV =

0.7

∫0.4

−2

[SimPhotons Incident ]0.4−0.7MeV = 6.557 × 10

NE −2.1d E

0.7

∫0.4

Eq 6.13

E −2.1d E ph-cm-2-s-1-sr-1

[SimPhotons Incident ]0.4−0.7MeV = 7.51 × 10−2 ph-cm-2-s-1-sr-1

Eq 6.14

Doing the same exercise for the energy range of 700-1500 keV :

[SimPhotons Incident ]0.7−1.5MeV = 6.557 * 10

−2

1.5

∫0.7

E −2.1d E ph-cm-2-s-1-sr-1

[SimPhotons Incident ]0.7−1.5MeV = 5.0 × 10−2 ph-cm-2-s-1-sr-1

Eq 6.15

Eq 6.16

For the energy range of 1500-2500 keV :

[SimPhotons Incident ]1.5−2.5MeV = 6.557 * 10

−2

2.5

∫1.5

E −2.1d E ph-cm-2-s-1-sr-1

[SimPhotons Incident ]1.5−2.5MeV = 1.64 × 10−2 ph-cm-2-s-1-sr-1

Eq 6.17

Eq 6.18

These incident photon flux values are summarized in Table 6.6 for the three energy intervals.
Table 6.6

Energy Range (keV)

Simulated Incident Photon Flux
(ph-cm-2-s-1-sr-1)

400-700

7.51 × 10−2

700-1500

5.0 × 10−2

1500-2500

1.64 × 10−2
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6.6.3 Results
Using the observed CDG count rate obtained from the flight data (Table 6.4), the number
of Compton events detected in the simulation (Table 6.5) and the value of incident photon flux
in the simulation (Table 6.6), the CDG incident flux value can be estimated using the following
equation :

[SimPhotons Incident ]
[ObsPhotons Incident ]
=
SimCounts Detected/sec
ObsCounts Detected/sec

Eq 6.19

[ObsPhotons Incident ]0.4−0.7MeV = (1.28 ± 0.37) × 10−2 ph-cm-2-s-1-sr-1-MeV-1
[ObsPhotons Incident ]0.7−1.5MeV = (3.7 ± 6.1) × 10−3 ph-cm-2-s-1-sr-1-MeV-1
Taking 3σ value for this energy range, to calculate the upper limit of CDG flux

[ObsPhotons Incident ]0.7−1.5MeV = 1.8 × 10−2 ph-cm-2-s-1-sr-1-MeV-1
[ObsPhotons Incident ]1.5−2.5MeV = (1.5 ± 6.7) × 10−4 ph-cm-2-s-1-sr-1-MeV-1
Taking 3σ value for this energy range, to calculate the upper limit of CDG flux

[ObsPhotons Incident ]1.5−2.5MeV = 2 × 10−3 ph-cm-2-s-1-sr-1-MeV-1

These results are summarized in Table 6.7 and were compared to a study done by Ruiz-Lapuente,
2020 using the data in the same energy range from COMPTEL and the Solar Maximum Mission
(SMM) as shown in Fig 6.13. The CDG flux computed from the ASCOT flight data in all the
three energy ranges agrees well with the values from the other two missions.
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Table 6.7

Energy Range
(keV)

Estimated CDG Flux
(ph-cm-2-s-1-sr-1-MeV-1)

Estimated CDG Flux
(ph-cm-2-s-1-sr-1-keV-1)

400-700

(1.28 ± 0.37) × 10−2

(1.28 ± 0.37) × 10−5

700-1500

1.8 × 10−2 (3σ upper limit)

1.8 × 10−5 (3σ upper limit)

1500-2500

2 × 10−3 (3σ upper limit)

2 × 10−6 (3σ upper limit)

SMM
1σ limit SMM
COMPTEL
ASCOT (400–700 keV)
ASCOT (700-1500 keV) 3σ

ASCOT (1500-2500 keV) 3σ

Fig 6.13 The CDG flux as measured by SMM is shown in solid black line along with the 1σ upper and lower
limits shown by dotted lines. The COMPTEL data is shown with black squares. The three CDG flux estimates
obtained from the ASCOT flight data are shown in Red, Green and Blue representing 400-700 keV, 700-1500
keV and 1500-2500 keV energy bands respectively. Figure adapted from Ruiz-Lapuente 2020.
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6.7 Summary
This chapter presented the energy and ToF calibrated flight data with optimal data cuts
like the EHC and the PSD Cut and elaborated the method used to generate growth curves by
effectively making use of the ToF technique in order to separate the downward moving photons
from background. The growth curves in conjunction with the Monte Carlo simulations of the
instrument response were successfully used to obtain the Cosmic Diffuse Gamma-ray (CDG)
flux estimates for the energy range of 0.4-2.5 MeV and were comparable to the values obtained
from previous experiments. Similar to the CDG flux estimate, the atmospheric gamma-ray
background can also be computed by comparing the ‘A’ component (in Eq 6.1) from the growth
curve to the simulated response of the instrument to atmospheric gamma-ray background. This
calculation is not included as part of this work.

122

CHAPTER 7
SUMMARY & DISCUSSION

In the ASCOT energy range, the galactic component of diffuse gamma rays is produced
by bremsstrahlung and inverse Compton scattering of electrons (Boggs et al., 2000 ; Strong et
al., 2000 ), whereas the extragalactic component is believed to be a combination of emissions
from distant AGNs and Type Ia supernovae (The et al. 1993; Watanabe et al. 1999). However,
measuring the medium-energy gamma-ray band is difficult because of the dominant background
produced by the interaction of cosmic rays and passive material in the satellite or gondola
structure. Thus, MeV gamma-ray astronomy has lacked the advancement as seen in X-ray and
higher energy gamma-ray bands.

Precise observations in this band can lead to a better

understanding of these processes and emission mechanisms by improving the current models.
With the goal of a new CDG measurement with improved sensitivity in the energy range
of 400-2500 keV, the Advanced Scintillator Compton Telescope (ASCOT) was flown on NASA’s
high altitude balloon in July 2018 from Palestine, Texas. ASCOT used high-performance
scintillators and silicon photo-multipliers as readout devices along with the ToF and PSD
background rejection techniques for an improved instrument response. The data acquired by
ASCOT during its seven hours of flight were analyzed to compute the CDG flux values in three
energy bands : 400-700 keV, 700-1500 keV and 1500-2500 keV.
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Analyzing data from a new instrument came with its own challenges, and to ensure the
results were credible, a detailed calibration and re-calibration had to be undertaken at several
stages. Monte Carlo simulations using MEGAlib were performed to study the instrument
response which also included measuring the detector performance in the laboratory. The main
task was the removal of atmospheric background to extract the signal.
Originally ASCOT was designed with the goal of detecting the Crab Nebula and
successfully reconstructed the locations for both far-field and near-field sources in the laboratory
set-up. The Crab Nebula was in the instrument field of view for the entirety of the flight duration
although severely background-dominated. The flight data need to be analyzed further to
reconstruct the Crab image and this would involve improving and optimizing the Signal to Noise
Ratio by determining the appropriate data cuts along with using algorithms like the Maximum
Likelihood Estimation (MLE) to obtain a significant detection of the Crab, but we are limited by
the hardware ToF measurements.
There have been a few key takeaways from this experiment. As seen from the results, we
could only estimate a 3σ upper limit on the CDG flux for the energy ranges of 700-1500 keV and
1500-2500 keV. To improve the signal to noise ratio, the overwhelming background in this range
must be eliminated more effectively. A design update to achieve this goal would be to have a
larger instrument for increased efficiency and also to increase the distance between D1 and D2
layers, thus increasing the separation between the forward ToF and the backward ToF peaks
making it easier to eliminate the upward moving photons from the signal. A longer duration
balloon flight, such as a Long Duration Balloon flight, with a bigger balloon (60-MCF), reaching
higher altitudes and with slower ascent, would help tremendously in improving the signal,
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especially pertaining to the atmospheric gamma-rays. Flight tests of new balloons capable of
reaching altitudes of ~150,000 ft are being tested by CSBF. Another design modification could
be in the readout electronics. Commercially available Application-Specific Integrated
Circuits (ASICs) (Di Francesco et al. 2016) could be used in conjunction with the SiPMS with
the replacement of the current electronic boards for a more stable instrument performance as this
would eliminate the row-column readout and minimize the electronic crosst-talk. If ASCOT were
to fly again with changes discussed above, the prospects for both Crab detection and a better
CDG flux estimate would be significantly improved. These improved observations combined
with background rejection methods discusses as part of this work and additional image
processing techniques could lead to promising results.
The proposed untested space missions, particularly European Space Agency’s (ESA)
eASTROGAM (Tatischeff et al. 2018 ; de Angelis et al. 2018) and the NASA AMEGO
(McEnery et al. 2019), are planned to have high sensitivity to measure the spectral energy
distribution in the MeV range over a wide field of view. Observing from space will help in the
elimination of atmospheric background and will be instrumental in uncovering answers
regarding the various candidate contributors to the CDG background.
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