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ABSTRACT
The recent availability of multiple geospatial datasets can be attributed to advancements
in location-based technologies. The merging of various datasets, commonly known as
conflation, is essential to strengthening the content of existing datasets by integrating
information from various sources. However, complexities arise when these merged
datasets contain distinct representations of the same real-world entities with differing
accuracy, projections, data structure, and consideration of details. Although conflation
has been an interest to researchers for a long time, the existing methods do not cater to
the specific needs of some datasets. For example, historical datasets have lower
resolution with richer attribute information, while newer datasets are more positionally
accurate but lack detailed or relevant attribute information. In addition, contemporary
conflation algorithms usually demand manual review and verification for these datasets
as the conflation process still lacks an efficient automated technique.
Through the work in this dissertation, both historical and modern datasets are
investigated and explored using optimization and learning-based tools to aid in
identifying corresponding and unifying elements in these datasets. The elements
identified through these algorithms are validated against verified spatial information
known as the ground truth dataset. Research results can inform practitioners with various
tool options and notably reduce the time required to merge datasets compared to manual
methods.
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INTRODUCTION
Over the past 60 years, GIS has been an essential tool for capturing, storing,
manipulating, and analyzing spatial data. With time, geographic data collected using
different technologies for specific purposes have resulted in a plethora of geospatial
information. However, integrating and aggregating these multiple datasets into one
repository has always been challenging because of each dataset’s independent creation
and lack of a unifying primary key to identify corresponding elements. For example,
historical datasets are less spatially accurate but have GIS attributes that have been tested
and corrected through time. On the other hand, the rise of open-source datasets through
VGI, which is geospatial content generated by non-professionals, such as OSM, is more
detailed and positionally accurate than historical datasets. In order to perform
comprehensive GIS analysis, both historical and modern datasets need to be integrated to
obtain a new dataset with the best features from both datasets.
One issue with integration is that some historical datasets have proprietary attribute
information rarely available in the more spatially accurate crowdsourced datasets. As a
result, there is limited commonality available in both datasets to facilitate merging
distinct datasets in such instances. Similarly, the differences in levels of details and
accuracy make it challenging to locate corresponding elements.
This research aims to propose a systematic approach to identifying commonalities in
disparate datasets, that is, to provide alternatives to the few existing methods to identify
corresponding elements in two datasets. The evaluation and validation of the proposed
methods are based on the comparison of results with the ground truth dataset. The
framework aims to reduce the repetitive human element and develop systematic
identification and categorizations. Finally, the goal is to compare and identify dataset
inconsistencies and update the information in the historical maps by exploiting the
positional accuracy of OSM. The major contributions can be summarized as follows.
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•

The proposed node-based heuristics method finds corresponding elements in two

datasets with different levels of spatial accuracy. The approach compares the results from
the combined algorithm with manual conflation conducted by an expert and obtains more
than 88% accuracy. However, the methodology can only recognize the nodes with the
minimum value of the objective function and not other nodes close to the minimum
value, and thus only suitable for one-to-one mapping. Similarly, it incorporates only the
length and not the shape of the connecting geographical line features when evaluating
nodes. This limitation is assessed in the second study.
•

The second study proposes a genetic algorithm-based optimization that relies

upon five different spatial aspects of links to locate and isolate dissimilar links. A
positive relationship between the links with lower dissimilarity scores and match rates
from heuristic approaches is demonstrated. Further, the links in the historical network
that have dissimilarity more than the threshold with the target dataset are flagged for
manual examination.
The proposed machine learning approach is an alternative to the heuristic
methodology, along with added spatial features like classifying nodes by k-core
decomposition and graph bridge decomposition to identify corresponding elements. The
approach also explores different matching strategies such as one-to-one node matching,
one-to-many node matching, and one-to-cluster matching.

2

CHAPTER 1
USING NODE-BASED HEURISTIC APPROACHES IN GIS
DATASETS FOR IMPROVING POSITIONAL ACCURACY

3

1.1 ABSTRACT
Rapid advancements in location-based technologies have contributed to the availability of
geospatial datasets from multiple sources. However, these datasets contain distinct and
varied representations of real-world entities due to various types of data structure needs
and use that define data structure, level of representation, and prioritization and inclusion
of unique details. Conflation, the process of synthesizing disparate geospatial datasets
with different attributes and positional accuracies into a single dataset, has been a critical
issue needed to improve the quality and conformity of information on spatial features. A
crucial step of the conflation process is to locate the corresponding elements shared
between different GIS datasets via feature matching. This research proposes a node-based
heuristic approach that incorporates a semi-automated algorithm to improve feature
matching of GIS datasets with different levels of detail and positional accuracy. The
proposed method demonstrates the method's applicability with the example of two
railroad networks in the United States with greater than 88% matching counterparts.
Keywords: conflation, network matching, levels of detail, positional accuracy, nodebased
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1.2 INTRODUCTION
Integrating or synthesizing information from different sources is inevitable when there is
a need to enhance data quality. The process of improving information in one dataset by
supplementing data is called conflation [1] . The practice of conflation is not limited to a
particular field, and the use of conflation tools is ubiquitous for integrating different
datasets. However, data disparity across domains presents obstacles in using the data for
analysis or mapping.
Initially, conflation meant eliminating any spatial inconsistencies from different datasets
to achieve the desired accuracy and ease the transfer of attributes. Recently, researchers
have used conflation for data integration if different data resources exist and combined
the information into a single reference. GIS is one of the domains where conflation is
essential because of the increased scalability and availability of data sources. However,
one critical issue highlighted is that these datasets bring many inconsistencies in the
information collected from multiple sources.
Historical datasets, also called reference datasets, typically originate from different
agencies at different time points, each with different scopes and objectives. These
fragmented datasets characterize different aspects of the same object. For example, the
network that models a traffic engineer's maximum speed and capacity would be different
from a dataset that describes the physical condition modeled by a maintenance engineer.
Therefore, historical datasets have accumulated key attribute information that is
rigorously tested over time. On the other hand, target datasets such as OSM, an opensource and voluntarily gathered information dataset, often miss or lack relevant attributes,
though greater accuracy and the latest information are ensured[2]. Therefore, transferring
attributes to the target dataset from reference datasets is crucial to enhancing datasets'
positional accuracy and completeness. The substantial benefits from the integrated
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dataset include a deeper understanding of objects from several viewpoints, which enables
conclusive geographic analysis [3] [4] or updating newer information in datasets [5] [6].
When matching two networks with different levels of detail, the possible feature (spatial
object) relationships for matching are classified as unmatched (1-0 or 0-1), one-to-one
relationships (1-1), many-to-many (N-M), and one-to-many relationships (1-N). First, the
reference network does not have a corresponding counterpart to the target network (1-0
or 0-1). Second, one feature in the reference dataset matches exactly one feature in the
target dataset (1-1). Third, many-to-many relationships are relatively rare in this type of
dataset but might happen when the specifications are different. Finally, one-to-many
cases (1-N) occur when a feature in the reference network matches multiple features in
the target network. For example, a single line feature in historical datasets might describe
multiple line features at junctions [7], or a node may be represented by many arcs
connected to them [8]. This discrepancy in levels of detail causes non-systematic and
sometimes extreme displacements of features in different parts of the historical map [9].
Since existing algorithms generally rely on proximity, these non-systematic
displacements are prone to cause incorrect matching of features [10] [11] [12].
Similarly, the conflation of the datasets that have originated in different times (also
known as non-contemporary datasets) entails several challenges: (1) the generalized or
simplified geometrical features of historical datasets result in higher positional
inaccuracy, (2) the lower level of spatial detail for these datasets compared to recent
datasets (e.g., OSM), and (3) the occasional change of sub-regions with time. However,
the previous studies on conflation have usually focused on examining the efficiency of
updating existing data through newer data or evaluating data accuracy. Specifically, few
studies address conflation issues when two non-contemporary datasets with different
levels of details are integrated using only spatial elements.

6

Therefore, from a methodological perspective, there is a need for a conflation method
that is efficient, reliable, and flexible. This paper presents a set of algorithms for
automatically identifying anchor points from significant dissimilarities in position,
length, or shape of spatial features between two datasets (target and reference). First,
three different procedures were proposed for identifying corresponding elements, each
relying on specific network property to obtain robust matching rates. Moreover, the
proposed algorithm demonstrates improved reliability of feature matching in datasets
with different levels of detail, using only spatial elements with minimal to no human
intervention. Second, the performance of the proposed algorithm is assessed with a case
study with two GIS datasets that have different levels of detail. Finally, the results and
findings to draw future research direction are discussed.

1.3 LITERATURE REVIEW
The idea of conflation was initiated around the mid-1930s, but research work was scarce.
However, in the late 1980s, conflation became mainstream due to the increased data
available from different data sources. Therefore, the importance of having accurate and
comprehensive digital spatial data sets via conflation has been underscored repeatedly by
industry and academia [13] [14] [15] [16]. The research on conflation primarily focuses
on improving existing maps with information available in different forms in different
sources.
The earliest conflation method adopted by the US Census Bureau [17] [1] was based on
rubber-sheeting. This method uses a bottom-up computational procedure. The process
starts by matching the nodes with the counterpart points known as "anchors." It then
recursively applies transformations locally in each region to make them more correlated
with each other. Finally, the algorithm calculates discrepancy in each iteration and
terminates once the difference is smaller than a set threshold. Many subsequent
algorithms [18], [19] followed the same bottom-up approach from [1].
7

In another study, Filin, S. et al. [20] proposed a path-based conflation procedure that
could additionally detect one-to-many matches. The methodology first identifies
corresponding anchor nodes based on proximity. Then, the set of candidate anchor nodes
is either confirmed or invalidated using the "round-trip walks" procedure. Similarly,
another widely used conflation method is based on buffer analysis. A simple buffer
method [21] quantifies the similarity of two links based on the percentage of the buffered
area of one feature that falls into another. The k-closest pairs queries (KCPQ) find
counterpart feature pairs in two networks that are most proximate to each other [22].
However, these methods make choices one after another in a series of steps such that
each step increment makes the most significant improvement in the objective function.
Furthermore, these algorithms do not consider the spatial context and match disparate
features. As a result, there is little way to identify these false matches.
Li, L. et al. [11] and Lei, T. et al. [23] introduced an optimization-based approach, a
significant separation from traditional procedure-based conflation methods. An
assignment problem using similarity or discrepancy of features was employed and could
automate conflation without manual inputs (for anchor points). Also, if a human expert is
available, the external knowledge is easily incorporated, adding constraints. The changed
model generated constraint-based optimal results compatible with the input. However,
these approaches were only tested on datasets with similar aspatial and feature detail
levels. Moreover, they do not consider the topological aspects of the network, which
could help match networks with high positional differences.
This paper proposes a novel method because it incorporates proximity between
corresponding nodes and connectivity to the neighbor nodes for the feature matching
process. This allows the algorithm to access both spatial context and topology
characteristics to identify corresponding features. Therefore, the proposed method uses
only spatial elements of two datasets and requires minimum to no human intervention.
However, the matching process relies on the data quality of the target dataset. Thus, an
8

assumption is made that one-to-many or one-to-one correspondence exists between each
node from historical to the target network.

1.4 METHODOLOGY
Concepts and Definitions
First, as a conflation method, this study demonstrates how to integrate two GIS networks
(a target network with higher positional accuracy and a reference network with richer
attribute information) via a set of key elements for the feature matching process. A GIS
network is defined as a system of point features (nodes) and interconnected line features
(links) to represent edges. The seven key elements and their definitions for the GIS
network are elaborated below to describe the matching process of the proposed method.
The elements are Reference Network, Target Network, Search Buffer Distance (SBD),
Candidate Node, Anchor Point, Degree of a Node, and Shortest Path Algorithm (SPA).
Reference Network:
The Reference Network, also known as the historical network, is a digital vector map
composed of nodes/vertex, links/edges, and attributes. It is assumed that the reference
network is free of connectivity issues. For simplicity, the symbol 𝐺𝐺 𝑟𝑟 (𝑁𝑁 𝑟𝑟 , 𝐸𝐸 𝑟𝑟 , 𝑊𝑊 𝑟𝑟 ), is
used to represent an undirected graph 𝐺𝐺 𝑟𝑟 (𝑁𝑁 𝑟𝑟 , 𝐸𝐸 𝑟𝑟 , 𝑊𝑊 𝑟𝑟 ), where 𝑁𝑁 𝑟𝑟 is a set of nodes

{𝑛𝑛1𝑟𝑟 , 𝑛𝑛2𝑟𝑟 , 𝑛𝑛3𝑟𝑟 , … , 𝑛𝑛𝑖𝑖𝑟𝑟 }, Er is the set of edges {𝑒𝑒1𝑟𝑟 , 𝑒𝑒2𝑟𝑟 , 𝑒𝑒3𝑟𝑟 , … , 𝑒𝑒𝑗𝑗𝑟𝑟 }, and 𝑊𝑊 𝑟𝑟 is a set of attributes
{𝑤𝑤1𝑟𝑟 , 𝑤𝑤2𝑟𝑟 , 𝑤𝑤3𝑟𝑟 , … , 𝑤𝑤𝑖𝑖𝑟𝑟 }.

Target Network:

The Target Network is a newer map with a higher level of detail and positional accuracy.
It is represented as an undirected graph 𝐺𝐺 𝑡𝑡 (𝑁𝑁 𝑡𝑡 , 𝐸𝐸 𝑡𝑡 ), where 𝑁𝑁 𝑡𝑡 is a set of nodes
{𝑛𝑛1𝑡𝑡 , 𝑛𝑛2𝑡𝑡 , 𝑛𝑛3𝑡𝑡 , … , 𝑛𝑛𝑘𝑘𝑡𝑡 } and 𝐸𝐸 is the set of edges {𝑒𝑒1𝑡𝑡 , 𝑒𝑒2𝑡𝑡 , 𝑒𝑒3𝑡𝑡 , … , 𝑒𝑒𝑙𝑙𝑡𝑡 }.
9

Search Buffer Distance (SBD):
A buffer is a zone around a feature (node or link) encompassing all the areas within a
specified distance. SBD is the distance from any node in 𝑁𝑁 𝑟𝑟 within which all the nodes in
𝑁𝑁 𝑡𝑡 are considered candidate nodes. Thus, SBD is the maximum euclidean distance
between corresponding nodes on two GIS networks, 𝐺𝐺 𝑟𝑟 and 𝐺𝐺 𝑡𝑡 .

Candidate Node (Vi):

Candidate nodes, represented by 𝑉𝑉𝑖𝑖 = {𝑣𝑣i1 , 𝑣𝑣𝑖𝑖2 , 𝑣𝑣𝑖𝑖3 , … , 𝑣𝑣𝑖𝑖𝑖𝑖 } are the subset of 𝑁𝑁 𝑡𝑡 within
SBD of any node 𝑛𝑛𝑖𝑖𝑟𝑟 . Each reference node has multiple candidate nodes.

Anchor Point (ai):

The candidate node in 𝑉𝑉𝑖𝑖 with the minimum value of the objective function is considered
an anchor point (𝑎𝑎𝑖𝑖 ) for the reference node 𝑛𝑛𝑖𝑖𝑟𝑟 .

Degree of a Node (𝑑𝑑𝑑𝑑𝑑𝑑(𝑛𝑛𝑖𝑖 )):

The degree of a node (𝑛𝑛𝑖𝑖 ), represented by 𝑑𝑑𝑑𝑑𝑑𝑑(𝑛𝑛𝑖𝑖 ) is the total number of links connecting
node 𝑛𝑛𝑖𝑖 .

Neighbor Nodes (𝐵𝐵𝑖𝑖 r, 𝐵𝐵𝑖𝑖𝑡𝑡 ):

Neighbor nodes of any reference node (𝑛𝑛𝑖𝑖𝑟𝑟 ) are the nodes that are connected to the

reference node by a single link. Let the neighbor nodes for node 𝑛𝑛𝑖𝑖𝑟𝑟 is given by 𝐵𝐵𝑖𝑖𝑟𝑟 =

𝑟𝑟
𝑟𝑟
𝑟𝑟
𝑟𝑟
, 𝑏𝑏𝑖𝑖2
, 𝑏𝑏i3
, … , 𝑏𝑏𝑖𝑖𝑖𝑖
}, where m =𝑑𝑑𝑑𝑑𝑑𝑑(𝑛𝑛𝑖𝑖𝑟𝑟 ). 𝐵𝐵𝑖𝑖𝑟𝑟 is the set of nodes that are connected to
{𝑏𝑏i1

𝑡𝑡
𝑡𝑡
𝑡𝑡
𝑡𝑡
node 𝑛𝑛𝑖𝑖𝑟𝑟 with exactly one link (𝐸𝐸). Similarly, 𝐵𝐵𝑖𝑖𝑡𝑡 = {𝑏𝑏i1
, 𝑏𝑏𝑖𝑖2
, 𝑏𝑏i3
, … , 𝑏𝑏𝑖𝑖𝑖𝑖
}, is the set of

neighbor nodes in the target dataset for candidate nodes in 𝑉𝑉𝑖𝑖 . When the exact neighbor

𝑡𝑡′ 𝑡𝑡′ 𝑡𝑡′
𝑡𝑡′
nodes in the target dataset are not known, 𝐵𝐵𝑖𝑖𝑡𝑡′ = {𝑏𝑏i1
, 𝑏𝑏𝑖𝑖2 , 𝑏𝑏i3 , … , 𝑏𝑏𝑖𝑖𝑖𝑖
}, is approximated by

evaluating the closest point in the closest edge in the target dataset.
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Shortest Path Algorithm (SPA):
The length of the path connecting any candidate node (𝑉𝑉𝑖𝑖 ) with its neighbor node (𝐵𝐵𝑖𝑖𝑡𝑡 ) is

identified using Dijkstra's SPA. The SPA solves the shortest-path problem in a weighted
network with a single-source and single sink. When two endpoints of a link is known in
the target dataset, the link connecting those endpoints is assumed to be the shortest path
between them for subsequent analyses. Thus, the shortest path is assumed to be the best
approximation for identifying links connecting two adjacent nodes. Since both the
historical and target dataset attributes are unknown, no one-way restrictions, turn
restrictions, or junction impedance constraints are considered. However, it should be
noted that, in real-world situations, there could be restrictions on movement between two
nodes.
The entire feature matching process consists of five steps. The first step, data
preprocessing, ensures data consistency with projection, format conversion, and
topological validation. A fixed SBD for the pair of networks is calculated in the second
step. The third step identifies anchor points determined by three algorithms based on the
path lengths to neighbor nodes. In the fourth step, the anchor points are verified through
manual validation. Then, the verified anchor points are used to identify the corresponding
links in the target dataset. Finally, the results are evaluated by comparing results from
manual conflation. The steps are explained in detail below.
Data preprocessing
First, an appropriate coordinate system is chosen depending on the location and the map's
extent. Then, both reference and target datasets are projected to the same coordinate
system to reduce possible geometric errors. This ensures that both maps are on the same
surface with the same geographical projection.
Second, both the datasets are filtered to include only the same mode of transportation to
ensure that the shortest path lengths are calculated only for that mode. Finally, since the
11

node evaluation is based on its connectivity, it is ensured that each node in the target
dataset has at least one route to the rest of the network. These requirements are crucial to
avoid unnecessary processing in subsequent steps.
Third, any missing links in the target dataset or apparent differences between the two
maps should be checked manually. This step is crucial because a high-resolution map,
such as OSM, is not topologically correct in its standard form as it is often collected by
untrained contributors mainly focused on mapping activities [23]. Moreover, due to a
lack of standardization, the quality and coverage of OSM are not homogeneous [24].
Calculation of SBD
The next step is to calculate a justifiable distance to search for anchor points in the
processed dataset based on proximity. The search for candidate nodes in the target dataset
is based on two approaches, either (1) fixing the total number of candidate nodes or (2)
fixing the buffer distance (threshold) varying candidate nodes. Since the nodes in both
datasets are not distributed uniformly and have different detail levels, fixing the number
of nodes would generate wasteful search distances in sparse areas while having minimal
search distance in dense areas. This leads to evaluating inappropriate nodes and
overlooking possible candidate nodes. On the other hand, the second approach assumes
that all candidate nodes in the target network are always within a fixed buffer distance of
the corresponding node in the reference network. Since the fixed buffer distance is based
on the overall precision of the two networks[25], the second approach is preferable.
However, for a fixed buffer distance, a lower buffer distance may not consider all the
possible nodes, while a higher value entails computational "inefficiency." The
inefficiency is due to the presence of too many nodes for the algorithms to evaluate the
objective function. Thus, nodes are randomly chosen from the Reference Network and
evaluated to calculate a justifiable search distance. First, the candidate nodes at different
buffer distances are evaluated for these nodes. Next, both procedures calculate the anchor
12

points for each buffer distance. Finally, the least buffer distance is chosen such that any
increment in buffer distance would not change the predictions from both the procedures.
This buffer distance is fixed for all the subsequent analyses.
Identification of Anchor Points
This chapter prescribes three different procedures to identify the anchor points for each
node in the reference network. The first procedure is based on the minimum sum of path
lengths to neighbor nodes. The second procedure is based on the difference in
corresponding path lengths in the reference and target network. The third procedure is the
normalized weighted combination of the first and second procedures. The first and
second procedures quantify different aspects of the pair of networks to find a set of the
best anchor points. The procedures of the three methods are described below.
Procedure 1: The Minimum Sum of Path Lengths to Neighbors (MSPL):
MSPL assumes that the anchor point is the candidate node such that minimum path
distance has to be traversed to reach all its neighbor nodes. Thus, the objective function
of this procedure is the sum of path lengths to the neighbor nodes in the target network.
Since this procedure only considers the path lengths in the target network, any inaccuracy
in the length of edges in the reference network does not influence MSPL.
Mathematically, the anchor point (𝑎𝑎1𝑖𝑖 ) is expressed as equation (1).

𝑎𝑎1𝑖𝑖 = min�𝛾𝛾1𝑖𝑖 �

(1)

Let 𝑑𝑑(𝑋𝑋, 𝑌𝑌) be the path lengths between known points X and Y. Then, the sum of path

t
lengths to neighbor nodes (𝑏𝑏𝑖𝑖𝑖𝑖
) for candidate nodes (𝑉𝑉𝑖𝑖 ) is calculated as follows:

𝛾𝛾1𝑖𝑖

𝑚𝑚

t
= � 𝑑𝑑(𝑉𝑉𝑖𝑖 , 𝑏𝑏𝑖𝑖𝑗𝑗
) ∀𝑗𝑗
1

(2)
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Figure 1-1 illustrates the MSPL with a sample network that consists of neighbor nodes
(𝑏𝑏1𝑡𝑡 , 𝑏𝑏2𝑡𝑡 , 𝑏𝑏3𝑡𝑡 ) and candidate nodes (𝑣𝑣1 , 𝑣𝑣2 , 𝑣𝑣3 , 𝑣𝑣4 , 𝑣𝑣5 ) for reference node 𝑛𝑛𝑖𝑖𝑟𝑟 . The value of
the objective function (𝛾𝛾1 ) is calculated for each candidate node. For example, for the

candidate node 𝑣𝑣1 , the shortest path lengths to its neighbors 𝑏𝑏1𝑡𝑡 , 𝑏𝑏2𝑡𝑡 , 𝑏𝑏3𝑡𝑡 are 10, 13, and 14,

respectively. Thus, the sum of path lengths to neighbor nodes 𝛾𝛾1 = 10 + 13 + 14 = 37.
Table 1-1 shows the calculation of 𝛾𝛾1 for each candidate node. Column 𝛾𝛾1 shows that 𝑣𝑣3
has minimum value of 𝛾𝛾1. Thus, using MSPL, 𝑣𝑣3 is the anchor point for reference node

𝑛𝑛𝑖𝑖𝑟𝑟 .

However, there exists an issue of uncertainty (or approximation) in the coordinates of
neighbor nodes. In earlier iterations of the algorithm, the anchor points for neighbor
nodes are not yet evaluated. Thus, the neighbor node is approximated as the closest node
within the SBD in the target network. Table 1-1 demonstrates that, assuming the

approximate neighbor node 𝑏𝑏1𝑡𝑡′ is 2 units length closer to all the candidate nodes, the

estimation of anchor points remains unchanged using 𝑏𝑏1𝑡𝑡′ . This is because MSPL

identifies the candidate node from which the minimum path must be traversed for all
neighbor nodes. And, even though the sum of the path length changes, the candidate node
with the lowest path length to neighbor nodes remains unchanged. Thus, using
approximate neighbor nodes does not affect the predictions by MSPL.
Procedure 2: Minimum Residual Sum of Squares of Path Lengths to Neighbors (MSR2):
MSR2 assumes that the shortest path length to the neighbors from any reference node is
the same for both reference and target networks. Thus, each point is computed as a
minimum squared sum of differences in corresponding lengths in two networks.
Mathematically, the 𝑎𝑎2𝑖𝑖 is expressed as equation (3).
𝑎𝑎2𝑖𝑖 = min�𝛾𝛾2𝑖𝑖 �

(3)

The objective function (𝛾𝛾2𝑖𝑖 ) is formulated as follows:
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Figure 1-1 Demonstration of MSPL and MSR2
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Table 1-1 Calculation of 𝛾𝛾1 , 𝛾𝛾2 and demonstration of approximate node
MSPL

Candidate nodes

Neighbor nodes
𝑏𝑏1𝑡𝑡

𝑏𝑏1′𝑡𝑡

𝑏𝑏2𝑡𝑡

𝑏𝑏3𝑡𝑡

MSR2

𝛾𝛾1

𝛾𝛾1

with

Neighbor nodes
𝑏𝑏1𝑡𝑡

𝑏𝑏2𝑡𝑡

𝑏𝑏3𝑡𝑡

𝛾𝛾2

𝛾𝛾2

with

2

𝑏𝑏1′𝑡𝑡
4

-3

-3

4.69

𝑏𝑏1′𝑡𝑡
5.83

𝒗𝒗𝟏𝟏

10

8

13

14

37

𝑏𝑏1′𝑡𝑡
35

𝒗𝒗𝟐𝟐

9

7

12

14

35

33

3

5

-2

-3

4.69

6.16

𝒗𝒗𝟑𝟑

11

9

10

12

33

31

1

3

0

-1

1.41

3.16

𝒗𝒗𝟒𝟒

13

11

12

10

35

33

-1

1

-2

1

2.45

2.45

𝒗𝒗𝟓𝟓

12

10

12

12

36

34

0

2

-2

-1

2.24

3.00
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𝑚𝑚

𝑡𝑡
𝑟𝑟
𝛾𝛾2𝑖𝑖 = �� �𝑑𝑑�𝑉𝑉𝑖𝑖 , 𝑏𝑏𝑖𝑖𝑖𝑖
� – 𝑑𝑑�𝑛𝑛𝑖𝑖𝑟𝑟 , 𝑏𝑏𝑖𝑖𝑖𝑖
��
𝑗𝑗=1

2

∀j

(4)

In the example network in Figure 1-1, 𝛾𝛾2 is calculated for each candidate node. For

example, the candidate node 𝑣𝑣1 has a distance of 10, 13, and 12 to neighbor nodes 𝑏𝑏1𝑡𝑡 ,

𝑏𝑏2𝑡𝑡 and 𝑏𝑏3𝑡𝑡 , respectively. In contrast, the reference node (𝑛𝑛𝑖𝑖𝑟𝑟 ) has a different distance of 12,
10, and 11 to 𝑏𝑏1𝑟𝑟 , 𝑏𝑏2𝑟𝑟 𝑏𝑏3𝑟𝑟 respectively. Then, 𝛾𝛾2 is computed with �(22 + (−3)2 + (−3)2 )
= 4.69. In a similar way, 𝛾𝛾2 for other candidate nodes is calculated and summarized in

Table 1-1. Among five candidate nodes, 𝒗𝒗𝟑𝟑 becomes the anchor point for 𝑛𝑛𝑖𝑖𝑟𝑟 because it
has the minimum value of 𝛾𝛾2 of 1.41.

Similarly, Table 1-1 shows the effect of using an approximate neighbor node for
procedure 2. Assuming approximate neighbor node 𝑏𝑏1𝑡𝑡′ is 2 unit length closer to all the
candidate nodes, the estimation of anchor point changes using approximate neighbor

nodes. Therefore, using approximate neighbor nodes affects the predictions from MSR2.
Procedure 3: Minimum Standardized combination of 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 and 𝑀𝑀𝑀𝑀𝑀𝑀2 (MSPLR2):
Since MSPL and MSR2 capture different aspects of the pair of networks in finding
anchor points, a combination of both could numerically assess both aspects
simultaneously. However, the corresponding numerical values between these two
procedures are not directly comparable. MSPLR2 is a compromising method that uses a
weighting scheme for normalized values of 𝛾𝛾1 and 𝛾𝛾2 to find anchor points. The

normalized values with weights are added to get a combined objective function. The
minimum value of this function is the anchor point for each reference node for MSPLR2.
Mathematically, the 𝑎𝑎3𝑖𝑖 is expressed as equation (5).
𝑎𝑎3𝑖𝑖 = min�𝛾𝛾3𝑖𝑖 �

(5)
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The combined objective function (𝛾𝛾3𝑖𝑖 ) is given by,
𝛾𝛾3𝑖𝑖 = (1 − α) ∗ 𝑧𝑧1𝑖𝑖 + 𝛼𝛼 ∗ 𝑧𝑧2𝑖𝑖
where,
𝑧𝑧1𝑖𝑖 =
𝑧𝑧2𝑖𝑖 =

𝛾𝛾1𝑖𝑖 − 𝜇𝜇1𝑖𝑖
𝜎𝜎1𝑖𝑖

𝛾𝛾2𝑖𝑖 − 𝜇𝜇2𝑖𝑖
𝜎𝜎2𝑖𝑖

(6)

(7)
(8)

𝜇𝜇1𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝜇𝜇2𝑖𝑖 are the means of the outcomes by equations (2) and (4), respectively, while

𝜎𝜎2𝑖𝑖 𝑎𝑎𝑎𝑎𝑎𝑎 𝜎𝜎2𝑖𝑖 are the standard deviations of the outcomes by equations (2) and (4),

respectively. The discriminatory weight (𝛼𝛼) represents the proportion of the standardized
objective function from MSPL, while (1 − 𝛼𝛼) represents the proportion of the

standardized objective function from MSR2. The value of 𝛼𝛼 is calculated based on a

simulation where 𝛼𝛼 is varied from 0 to 1.
Interactive Manual Validation

The interactive procedure allows an investigator to visually check and modify the
assignments of anchor points from the algorithm. This is optional but critical to ensuring
the anchor points generated by the automated algorithm are correct. Incorrect matches
usually occur when target data has missing links, topologically incorrect links, or there
exists a many-to-one relationship. When the target data does not meet these conditions,
either there doesn’t exist any node for evaluation within the SBD, or the path to at least
one neighbor node is not found. This would lead to lower match rates. Thus, correction
by interactive validation in an early stage of the matching process lowers the probability
of errors in subsequent steps. This improves the performance and reliability of the
matching result compared to the results using the algorithm alone.
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Links Identification
When the anchor points are validated, each node in the reference network corresponds to
a node in a target network. The next step is to identify the links in the target network. The
endpoints of each link in the reference network are identified from the anchor points in
the target dataset. Finally, for each link in the reference network, the links in the target
dataset are identified as the shortest path within SBD between the anchor points.
In summary, identifying corresponding nodes begins by calculating the SBD for the
entire dataset based on 30 randomly chosen nodes in the reference dataset. Next,
candidate nodes for each reference node are evaluated. Next, the neighbor nodes in the
reference dataset are calculated. If the anchor points for the neighbor nodes are not
identified, then the approximate neighbor node is used. The algorithm stops when all the
reference nodes are evaluated. The algorithm with the pseudo-code is summarized below.
Input: Reference and Target network
Output: Anchor Points 𝐴𝐴1 , 𝐴𝐴2

1. 𝐴𝐴1 , 𝐴𝐴2 = 𝜙𝜙 //initial anchor points

2. let 𝑁𝑁 𝑟𝑟 = reference nodes sorted by distance to neighbor nodes
3. for 𝑛𝑛 in 𝑁𝑁 𝑟𝑟 :
4.
5.
6.
7.
8.
9.

𝑣𝑣𝑛𝑛 = 𝜙𝜙 //initial candidate nodes for reference node n

for m in 𝑁𝑁 𝑡𝑡 within SBD of 𝑁𝑁 𝑟𝑟 :
𝑣𝑣𝑛𝑛 .append(𝑚𝑚)

𝑏𝑏 𝑡𝑡 = initial neighbor nodes in the target dataset
𝐴𝐴1 [𝑛𝑛] =GetGamma1(𝑛𝑛, 𝑣𝑣𝑛𝑛 , 𝑏𝑏 𝑡𝑡 )

𝐴𝐴2 [𝑛𝑛] =GetGamma2(𝑛𝑛, 𝑣𝑣𝑛𝑛 , 𝑏𝑏 𝑟𝑟 , 𝑏𝑏 𝑡𝑡 )

10. 𝐴𝐴1 = min(𝐴𝐴1 [𝑛𝑛])

11. 𝐴𝐴2 = min(𝐴𝐴2 [𝑛𝑛])
12. Export
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13. End

1.5 CASE STUDY
The algorithm was implemented on a personal computer with a python environment to
examine the methodology's performance. The developed scripts can read networks in
ESRI's shapefile, process it, and create a node-mapping table and shapefile as output. The
mapped node can be compared to a ground truth dataset to evaluate the algorithm’s
performance.`
Data
This study tests the performance of the proposed algorithm with independent sources of
GIS datasets using the Federal Railroad Administration (FRA) network as a reference
network and an OSM as a target network. Both networks cover approximately the eastern
half of the US. It is important to note that the FRA network has a lower level of detail,
while the OSM has a higher detail level. The two datasets are described below.
FRA network:
FRA Railroad Network Database (FRARAIL) is the NHPN’s railroad equivalent and can
be used for analysis or national scale mapping. The FRA Network is a network that is a
subset of the 1992 version of the FRARAIL that consists of links aggregated from the
FRARAIL [25] show the spatial extent of the FRA network, which is used for analysis.
The scale of the FRA varies from 1: 250,000 − 1: 2,000,000. The FRA network with

attributes is well tested for Network Flow Problems to predict traffic flows. It should be
noted that the FRA network has simplified line features that are not positionally accurate.
Due to this, the line features' lengths and shapes may not be reliable, and thus, it is pretty
challenging to check the validity and update or modify the network manually.
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OSM Rail Network:
The target dataset, OSM, is a collaborative project map to create freely available
positionally accurate and detailed geographic data. OSM has a varying level of positional
and geographic accuracy, which depends upon the location of the data, and the scale
varies between 1:1,000 and 1:10,000. Since the FRARAIL reference network is a
representation only of freight rail transportation, other modes such as motorways,
bikeways, and footways are excluded from OSM. Based on the selection query on OSM
coding conventions, OSM line elements of the rail network are extracted.
Figure 1-2 shows the differences between OSM and FRA Network. First, OSM Rail
Network has more links and nodes, confirming the higher level of detail of the OSM Rail
Network compared to the FRA network. Second, the average length of line features in
OSM Rail Network is far lower than the FRA network, which indicates that one edge in
the FRA network could correspond to multiple edges in the OSM Rail Network. The
FRA network has 1,524 links and 1,103 nodes, while the OSM Rail Network has 233,226
links and 183,529 nodes. Similarly, the average length of links for the FRA Network is
30.1 miles, while the OSM Rail Network is 0.46 miles. Figure 1-3 highlights the
differences between the two reference and target networks for two locations. The network
densities are compared for Chicago, Illinois (a and b), and Corsicana, Texas (c and d).
First, the complex rail lines in Chicago represent a highly dense network structure with
significantly more links and nodes in the OSM Rail Network (a) than the FRA Network
(b). Thus, each node in the FRA network could represent multiple nodes in the OSM rail
network. On the other hand, Corsicana rail lines are sparse and have a simple structure
for both the OSM (c) and FRA (d) Networks. Second, in terms of the geometry of the
links, the FRA network is much coarser and less refined than the OSM network, which
has a greater number of edges that represent more naturally occurring curved shapes.
Finally, the OSM network is more detailed because it has additional links that do not
correspond to any links in the FRA network.
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Figure 1-2 FRA Network overlayed on OSM Network
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Figure 1-3 Comparison of FRA and OSM Networks
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Zones of area for experiment:
For the experiment to compare the algorithm's performance by area characteristics, the
entire study area was divided into zones with equal-sized map grids, which are a network
of evenly spaced horizontal and vertical lines. However, since the nodes are not evenly
distributed throughout the network, some zones have very few nodes. Due to having a
small sample size for calculating match rates, the match rates for those zones could vary
from 0% for all matched to 100% for all unmatched nodes. Thus, the zones with a small
number of nodes were not considered to eliminate this possibility.
Evaluation Criterion
The anchor points obtained from the three procedures described above are compared to
the actual pre-defined anchor points to verify correct and incorrect matches. A match
occurs when the anchor point predicted by the algorithm is the same as the actual anchor
point. A Ground Truth Dataset, which is a set of all the truly matched anchor points, is
used to verify algorithm results.
Ground Truth Dataset (GTD)
The GTD is a manually identified set of nodes and links in the target network
corresponding to the entire area in the reference network. First, it is created by overlaying
the target OSM dataset on a raster image base map in ArcGIS. Then, each feature is
compared and confirmed based on expert domain knowledge, shape comparison, and
connectivity to obtain a geographically accurate dataset. It is important to note that, since
the datasets have different levels of detail, one node in the reference dataset might
correspond to multiple nodes in the target dataset. Therefore, each of these possible sets
of nodes is manually identified in the GTD. The performance of the three procedures is
tested by comparing it with the GTD based on the match rate criteria.
Match Rate, also known as True Match Rate, accounts for the rate of true matches
24

captured by the algorithm. Mathematically, the match rate is given by:

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀ℎ 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 =

1.6 RESULTS

𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁𝑁 𝑜𝑜𝑜𝑜 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀ℎ𝑒𝑒𝑒𝑒

𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 𝑜𝑜𝑜𝑜 𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃

(7)

In order to assess the accuracy of the predictions made by the algorithm, corresponding
elements for the FRA and OSM Networks were obtained, and the results were compared
with the GTD.
First, an appropriate value of SBD was determined for the two datasets. A simulation
with an increment of buffer distance up to 3.5 miles (see Figure 1-4) shows 30 randomly
selected nodes from the reference network. The objective function 𝛾𝛾1 and 𝛾𝛾2 were

calculated for these nodes. According to the result, increasing the buffer distance changes
the predictions for up to 1.5 miles. However, changing the buffer distance beyond 2.5
miles from each node (𝑛𝑛𝑖𝑖 𝑟𝑟 ) does not affect the predictions by the two procedures. This

could mean that most of the corresponding nodes in the target dataset lie within 2.5 miles
distance of the reference dataset. Thus, an SBD of 2.5 miles was confirmed for all of the
subsequent analyses.
Determination of Number of Zones
The entire dataset was divided into multiple zones to obtain the match rates for individual
zones. Each zone had a distinct characteristic in terms of density, number of nodes, number

of links, nodes ratio, and the average length of links. The match rate by all three different
procedures for each zone was identified. However, the lack of criteria for sample size could
highly influence the match rate for any zone. For example, in a zone with five nodes, with
all five matched correctly, the match rate for that zone is 100% when in reality, the zone's
characteristics may not explain such a high match rate.
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Figure 1-4 Buffer distance vs. Unchanged Predictions by MSPL and MSR2
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Thus, each zone was required to have at least 30 nodes to be considered a valid zone. The
choice of zones minimized the number of discarded nodes while maximizing the number
of zones. Figure 1-5 shows the box plots for match rates for a different number of grids.
Increasing the number of zones increases the number of discarded nodes while slightly
increasing the number of match rates beyond the interquartile range (IQR), as shown in
the figure. This could be because increasing the number of zones would increase zones
with fewer nodes. Figure 1-6 shows how the grids divide the entire dataset. Although
there are 6 grids in each direction, only 25 zones have nodes in them, out of which only
13 zones have nodes greater than 30.
Determination of Discriminatory Weight (𝜶𝜶)
MSPLR2 is based on the mix of two procedures MSPL and MSR2, using a
discriminatory weight (𝜶𝜶). When 𝜶𝜶 = 0, using equation (6), the results from MSLR2
imitate MSPL. While, when 𝜶𝜶 = 1, the results imitate MSR2. Thus, any value of 𝜶𝜶

between 0 and 1 would perform a mix of procedures MSPL and MSR2. Figure 1-7 shows
the match rates for different zones using different 𝜶𝜶 values. The lines show that a mix of
the two procedures MSPL and MSR2 performs at least equal to or better than the

individual procedures. Further, the black line shows the match rate for all zones, and it is
evident that, as alpha increases, the match rate first increases up to 𝛼𝛼 = 0.5, then the

match rate gradually decreases and finally drops sharply at 𝛼𝛼 = 1. This concludes that

the match rate is the highest when we take an even mix of MSPL and MSR2.
Match Rates by Zones

Using (7), the match rates using three procedures, MSPL, MSR2, and MSPLR2, are
78.57%, 78.84%, and 88.12%, respectively. MSPLR2 has the highest match rates,
followed by MSPL and MSR2.
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Figure 1-5 Determination of Number of Grids
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Figure 1-6 Division into Zones
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Figure 1-7 Determination of Discriminatory Weight
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Figure 1-8 and Figure 1-9 show the match rates for the three procedures in different
zones. The figure shows that MSPLR2 outperforms MSPL and MSR2 in all scenarios,
indicating that MSPLR2 captures spatial information more than MSPL and MSR2. Of
note is a slight negative relationship between the node ratio and MSPLR2, implying that
the algorithm performs slightly better for areas with lower nodes ratios, such as that
found in Corsicana, Texas. The match rates from MSR2 are dependent on the similarities
in the length of edges connecting corresponding nodes. Thus, zones with a lower match
rate from MSR2 could be due to the significant dissimilarities in the edge lengths of the
OSM and FRA datasets.
Match Rates by the Average length to Neighbor nodes
Figure 1-8 shows the Match Rates by all procedures across all zones. The x-axis shows
the average length to neighbor nodes, while the y-axis shows the match rate. The figure
shows that the match rate by MSPLR2 is greater than both MSPL in all scenarios.
However, we do not see any distinct relationship between the match rate and the average
path length to neighbor nodes. This could be because the path length is insufficient to
explain the difference in match rates. Furthermore, two nodes with the same path lengths
may have very different characteristics because of the difference in connectivity.
Match Rates by nodes ratio
Similarly, Figure 1-9, upon observation, seems to have a slight negative correlation
between nodes ratio and match rate from all three procedures. However, this is not the
case. For example, MSPLR2 has a R-squared of 0.4 and a p-value of 0.17 suggests that
the model does not explain the data variation and is not significant. Therefore, the nodes
ratio does not explain the variation in the match rates.
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Figure 1-8 Match Rates by Average lengths to neighbor nodes
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Figure 1-9 Match Rates by Nodes Ratio
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1.7 DISCUSSION
The proposed algorithms MSPL and MSR2 demonstrated a substantial percentage of the
conflation of point features correctly. A third weighted procedure, MSPLR2, was
introduced to maximize the match rate by identifying the optimum mix of MSPL and
MSR2. MSPLR2 performed consistently better than MSPL and MSPLR2.
Several things are worth noting. First, the algorithms performed inferiorly, especially for
areas characterized by a higher nodes ratio and a smaller average length to neighbor
nodes. Next, using a combined z-score provides new insights into data and overcomes
problems in interpreting the data due to various tradeoffs. However, further research
needs to be done to characterize situations where the summed z-score approach works the
best and where they do not. Next, oversimplification in some areas of the historical
network was observed that could make it problematic for the identification of anchor
points. However, room to improve the algorithms was found, and three directions are
suggested to address these issues to improve the algorithms for future research.
First, the use of approximate neighbor nodes could be elaborated via using iterationbased updating. For example, each iteration would update all the neighbor nodes
simultaneously until the algorithm reaches a threshold or there is no change in predictions
of anchor points. Next, a separate process to test the apparent differences of features in
reference and target datasets. The process would check for any significant dissimilarities
in links or nodes between datasets. Next, an SBD for the entire dataset could be replaced
by a local SBD. This can be obtained either by identifying the search distance using
clustering methods or by calculation of SBD for a smaller zone. Finally, in areas with
multiple routes connecting a candidate node and its neighbor node, the route distance
could be based not on the shortest path distance but on the similarity of links connecting
them.
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CHAPTER 2
ACCESSING THE QUALITY AND SPATIAL DIFFERENCE OF
GEOGRAPHIC LINE FEATURES

35

2.1 ABSTRACT
The presence of geo-referenced data is prevalent throughout the world. The data is
created with different formats or types of representations for the same real-world entities,
which are not necessarily consistent with each other. This can undermine the validity of
any GIS analysis that requires the inclusion of multiple data sources. Therefore, it is
imperative to identify any relevant inconsistencies in the multiple datasets and to
reconcile mapped discrepancies. The approach to comparing data contained in multiple
maps is often greatly influenced by the purpose of the maps and the purpose for
combining them. In particular, it is critical to identify differences in topology, shapes, or
lengths of geographical line features if the maps are evaluated for usability in
transportation routing efforts. For any VGI to be considered fit for routing, any apparent
difference with the historical map should be minimized. This chapter presents a Genetic
Algorithm (GA)-based optimization to identify the geographical line features that are
significantly different between datasets with different levels of scale and spatial detail.
The key procedure in the algorithm for comparison includes confirming similar features
in different datasets that represent the same real-world entities and minimizing the
discrepancies between links. The process is based on unweighted scores defined by five
different aspects (indicators) of the link. Lower scores correspond to a more significant
match between maps' key indicators. The result shows that the proposed algorithm
provides a range of scenarios for decision-makers to identify, adjust, and correct the
discrepancies in links from multiple maps.
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2.2 INTRODUCTION
The volume of geo-referenced data generated, transferred, and utilized has increased in
recent years. This has led to inconsistencies in the type and format of spatial attributes
contained within datasets resulting in difficulties merging these attributes into a single
repository. In addition, each datasets' ubiquitous availability, accessibility permissions,
and applications have highlighted the need for continuity in feature classification and data
attribute quality as geographic data is often used to support decision-making based on
dataset prioritization and the best available data.
The recent increase in the number of online spatial datasets and the possibility of
interactivity between users and web pages through online collaboration has been possible
with Web 2.0[26]. For example, VGI is a new growing data source where hundreds of
people can participate simultaneously in data collection, analysis, and dissemination[27,
28]. The rapid growth of VGI can be attributed to overwhelming volunteer interest,
participation, and frequent updating. This leads to a self-enhancing and positionally
accurate dataset; however, the collaborative nature of VGI by non-professionals is
concerning. For example, allowing volunteers with no filter for expertise has contributed
to 75% of the participants having no "professional geographic experience" [29]. As a
result, VGI data could have a lower database quality than other professionally developed
sources, like national, regional, and local mapping agencies, produced by those with
experience and expertise.
Similarly, VGI is inherently heterogeneous, and the quality of data varies with the
contributor's level of interest and knowledge regarding a specific geographic area. As a
result, there is usually a spatial bias of information, with more data collected in urban
compared to rural areas[30, 31] and bias toward a specific element of the network,
usually affected by the interests of the volunteers[32]. Furthermore, the details in
geographic areas with a higher number of volunteers are more robust than those in other
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areas[33] [34]. Additionally, these biases could further be influenced by the knowledge of
digital resources, the language of VGI application, differences in culture, and time of data
submission[35]
Similarly, VGI lacks definite specifications compared to authoritative geographic
datasets, resulting in data reliability and credibility[36]. While collaborative mapping
improves data quality to a certain extent[24], frequent updates in the same features can
sometimes lower the overall quality and usability of the data. Further, the lack of standard
and varying specifications means that data quality varies over space and time.
In contrast, reference networks (also known as authoritative networks) are usually
produced by (or under the control of) a national, regional, or local mapping agency that
conforms to well-defined guidelines and is thus reliable[37]. However, their usability in
analyses that require high positional accuracy and adaptability to changes can be lacking
compared to VGIs. Thus, one could benefit from comparing, contrasting, and
differentiating VGI and authoritarian datasets.
VGI has received much attention and has been subject to substantial research, particularly
concerning OSM. For example, several studies have tried to assess the quality of OSM by
comparing it with authoritative datasets [38-40]. The comparisons usually assume that the
authoritative data have an acceptable quality as they are created through rigorous
specifications and can act as reference networks to evaluate the quality of VGI datasets.
These studies focus on matching data while considering different data quality elements,
such as positional accuracy or completeness. However, it is laborious to find
corresponding feature attribute elements when the two datasets significantly differ in
positional accuracy, connectivity, and levels of detail. Thus, automating the process of
finding differences in two non-contemporary maps is crucial.
This chapter provides a novel approach to assessing the differences between two datasets.
The methodology uses several quality measures and indicators to assess data quality
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differences. The objective is to identify the critical geographic line features in VGI that
are not "similar" to those contained in authoritative datasets. The similarity is scorebased, with the higher scores representing higher differences in relevance metrics.

2.3 LITERATURE REVIEW
As a representative stream of VGI, OSM is a trendy project that collects and provides
timely and detailed geographic information through the web and distributes it for free. As
a result, OSM has become an extensive database and has been successfully applied in
different fields and in projects such as 3D City Models [41], pedestrian navigation [42]
[43], robot navigation [44], spatial queries [45] [46], and disaster logistics [47].
However, unlike authoritative geographic information, it carries no data quality assurance
[48]. Therefore, it is crucial to understand and evaluate the quality of OSM data before
applying it to specific research. There have been several attempts to assess the quality of
OSM data against other authoritative sources. For example, [49] compared the positional
accuracy, completeness, and users’ density of OSM and OS Meridian data. [50] extended
the work of [49] and demonstrated the same results with more extensive spatial data
elements, such as point, line, and polygon to access the geometric accuracy, semantic
accuracy, attribute accuracy, completeness, temporal accuracy, logical consistency,
lineage, and usage. Researchers found that the OSM data was flexible and responsive but
heterogeneous and could have possible limitations in its applicability. [51] compared
OSM and TeleAtlas data in Germany and found discrepancies in the total length of roads.
[52] chose five cities and towns to analyze the quality of OSM in Ireland against Google
Maps and Bing Maps. However, the study found no straightforward preferred dataset
among the three mapping platforms.
Positional accuracy is usually measured by comparing a test dataset with a reference
dataset that is assumed to represent the ground truth[53]. Similarly, completeness
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assesses the quality of the VGI based on the errors of "omission" or “commission” for
datasets that represent the absence or presence of excessive data[54, 55].
Quality is always relative and often calculated by comparing a dataset to a "ground truth"
dataset. The approach in this chapter compares the newer datasets such as OSM to a
much older historical dataset. The aspects of the two datasets that highlight their apparent
differences are compared such that the differences could be corrected manually. The
differences include the endpoint differences (quantifies how far the corresponding
endpoints are), angular differences (assesses the angle between corresponding links),
euclidean distance (evaluates the similarity in Euclidean distance between corresponding
endpoints of a link), path (assesses the similarity in path lengths), and edge differences
(assesses the differences in curvature and shape of corresponding links).
Despite the continuous voluntary updating of the OSM dataset for the past 15 years, the
OSM dataset still lacks coverage in areas where volunteers' knowledge and interest are
low. Furthermore, the issue of locating missing or significantly different features is
essential when one of the datasets has proprietary attribute information and thus cannot
be used for comparison.
The following section illustrates the computation of a metric developed to identify the
differences in geographical line features of two datasets. The metric is used to highlight
features in datasets where the routes between any two points in the two maps are
different. The two points are in this chapter are the endpoints of links in the reference
network. Section 4 results compare the lowest scores with the matches in Chapter 1 and
identify the links with the topological issues in corresponding maps.

2.4 METHODOLOGY
This paper proposes an optimization-based approach for identifying spatial differences in
GIS datasets with different levels of detail. Linear object matching is considered an
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optimization problem to iteratively investigate the geometric criteria (denoted by 𝑚𝑚)

using similarity evaluation criteria. The proposed approach uses five different geometric
criteria: Normalized Endpoints' Displacement, Normalized Angle, Normalized Euclidean
Distance Difference, Normalized Path Difference, and Normalized Shape Score. Each
criterion is detailed in Section 3.2.
Concepts and Definitions
First, this study demonstrates the comparison of two GIS networks (a target network with
higher positional accuracy and a reference network with richer attribute information) via
a set of key elements. A GIS network is defined as point features (nodes) and
interconnected line features (links) representing edges. The four elements and their
definitions for the GIS network process are elaborated on below. The elements are
Reference Network, Target Network, Search Buffer Distance (SBD), and Shortest Path
Algorithm (SPA).
Reference Network:
The Reference Network, also known as the historical network, is a digital vector map
composed of nodes/vertex, links/edges, and attributes. It provides numerous resources for
the target network to be matched. It is assumed that the reference network is free of
connectivity issues. For simplicity, the symbol 𝐺𝐺 𝑟𝑟 (𝑁𝑁 𝑟𝑟 , 𝐸𝐸 𝑟𝑟 ) is used to represent an

undirected graph where 𝑁𝑁 𝑟𝑟 is a set of nodes {𝑛𝑛1𝑟𝑟 , 𝑛𝑛2𝑟𝑟 , 𝑛𝑛3𝑟𝑟 , … , 𝑛𝑛𝑖𝑖𝑟𝑟 } and Er is the set of edges
{𝑒𝑒1𝑟𝑟 , 𝑒𝑒2𝑟𝑟 , 𝑒𝑒3𝑟𝑟 , … , 𝑒𝑒𝑗𝑗𝑟𝑟 }.
Target Network:

The Target Network is a newer map with a higher level of detail and positional accuracy.
It is represented as an undirected graph 𝐺𝐺 𝑡𝑡 (𝑁𝑁 𝑡𝑡 , 𝐸𝐸 𝑡𝑡 ), where 𝑁𝑁 𝑡𝑡 is a set of nodes

{𝑛𝑛1𝑡𝑡 , 𝑛𝑛2𝑡𝑡 , 𝑛𝑛3𝑡𝑡 , … , 𝑛𝑛𝑘𝑘𝑡𝑡 } and 𝐸𝐸 𝑡𝑡 is the set of edges {𝑒𝑒1𝑡𝑡 , 𝑒𝑒2𝑡𝑡 , 𝑒𝑒3𝑡𝑡 , … , 𝑒𝑒𝑙𝑙𝑡𝑡 }.
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Search Buffer Distance (SBD):
A buffer is a zone around a feature (node or link) encompassing all the areas within a
specified distance. SBD is the distance from any node in 𝑁𝑁 𝑟𝑟 within which all the nodes in
𝑁𝑁 t are considered candidate nodes. Thus, SBD is the maximum distance between
corresponding nodes on two GIS networks, 𝐺𝐺 𝑟𝑟 and 𝐺𝐺 𝑡𝑡 .
Shortest Path Algorithm (SPA):

The shortest path between any two nodes in a network is the shortest network distance
between the two nodes. Therefore, SPA is assumed to be the best approximation for
identifying links or the actual flow between two adjacent nodes. For simplicity, no oneway restrictions, turn restrictions, or junction impedance constraints are considered.
However, it should be noted that, in real-world situations, there could be restrictions on
movement between two nodes.
Calculation of Search Buffer Distance (SBD, s)
A buffer in GIS is a robust tool that identifies the proximate features around a feature. A
buffer is employed with criteria to identify apparent differences in the two maps on
multiple occasions. When searching for corresponding features in the target map, the
algorithm explores all the features within a specified distance to identify candidate nodes
in the target network. In the selection process of SBD, a smaller distance buffer value
leads to a less exhaustive search and could miss potential candidate nodes. In contrast, a
more significant distance leads to extensive searches with a higher computational
expense for the algorithm's execution to complete the search.
The cumulative distribution of links with different buffer distances is explored to
determine an appropriate SBD. As the target network has a higher level of detail, new
links are encountered with an increase in buffer distance. Usually, after a certain distance,
the increase in the number of links with an increase in buffer distance stabilizes to a fixed
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number. However, sometimes, the number of links increases even at more considerable
distances. This is because of the presence of links in the target dataset that do not have
corresponding links in the reference networks. Therefore, an SBD that encompasses only
the relevant links is chosen in these instances.
Criteria for Geometric Differences (m)
Comparing corresponding geographical line features in two datasets with different
measures is a well-known strategy for assessing the geometric differences in two
datasets. To accomplish this, the endpoints of any line feature in the reference dataset are
located. Then, the corresponding endpoints in the target dataset are located using the
endpoints. Next, for every two endpoints in the target dataset, the corresponding link in
the target network is approximated to be the shortest path between endpoints. Finally, the
"best" shortest path is determined based on a minimization criterion of five different
scores representing different aspects of the two links being compared. These scores are
made based on Normalized Endpoints' Displacement, Normalized Angle, Normalized
Euclidean Distance Difference, Normalized Path Lengths Difference, and Normalized
Shape Difference. Each of the scores' values ranges between 0 and 1, with a lower value
representing a stronger match.
Normalized Endpoints' Displacement score (𝑚𝑚1 ):

This score (𝑚𝑚1 ) quantifies the proximity of the corresponding candidate nodes in the

target network for each node in the reference network. The score is calculated as the sum
of the Euclidean distances between endpoints in the reference and target network divided
by the maximum possible search distance, which is equal to SBD (s). Figure 2-1 shows 𝐴𝐴

and 𝐵𝐵 are two nodes in reference dataset with their corresponding nodes being 𝐴𝐴’, 𝐵𝐵’ in
the target dataset. Using the figure, 𝑚𝑚1 is given by,

𝑚𝑚1 =

𝑑𝑑𝐴𝐴𝐴𝐴′ + 𝑑𝑑𝐵𝐵𝐵𝐵′
2𝑠𝑠
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(1)

Figure 2-1 Schematic Diagram of corresponding links in two datasets
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Normalized Angle score (𝑚𝑚2 ):

This score (𝑚𝑚2 ) quantifies how dissimilar the two links in the target and reference

network are in terms of their angle. The angle score confirms the selection of candidate
nodes in the target network with the best angles to the endpoints in the reference network.
The maximum possible angle (𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 ) is calculated by equation (2) to ensure that the angle

is normalized. Using Figure 2-2,

𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚 = �

sin−1 �

2𝑠𝑠
� , 𝑖𝑖𝑖𝑖 𝑙𝑙𝑟𝑟 ≥ 2𝑠𝑠
𝑙𝑙𝑟𝑟

(2)

180, 𝑜𝑜𝑡𝑡ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

Thus, the Angle score (𝑚𝑚2 ) is the angle ratio between corresponding endpoints between

reference and target network to the maximum possible angle between them.
𝑚𝑚2 =

𝜃𝜃

𝜃𝜃𝑚𝑚𝑚𝑚𝑚𝑚

Normalized Euclidean Distance Difference (𝑚𝑚3 ):

(3)

One of the essential aspects of similar links in the target network is that the distance
between endpoints of each link should be around the same length. Thus, the candidate
nodes for the link's endpoints in the reference network are used to calculate the Euclidean
distance in the target network. This length is then compared to the original length in the
reference network. Figure 2-1 shows the Euclidean distance between nodes 𝐴𝐴,𝐵𝐵 and 𝐴𝐴’,𝐵𝐵’
to be 𝑙𝑙𝑟𝑟 and 𝑙𝑙𝑡𝑡 respectively. The length score is calculated as
𝑚𝑚3 =

2lt
⎧
, 𝑖𝑖𝑖𝑖 𝑙𝑙𝑟𝑟 ≥ 𝑙𝑙𝑡𝑡
⎪𝑙𝑙𝑟𝑟 + 𝑙𝑙𝑡𝑡

(4)

⎨ 2lr
, 𝑖𝑖𝑖𝑖 𝑙𝑙𝑡𝑡 > 𝑙𝑙𝑟𝑟
⎪
⎩𝑙𝑙𝑟𝑟 + 𝑙𝑙𝑡𝑡
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Figure 2-2 Demonstration of angle between corresponding links in two datasets
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Normalized Route Length Difference (𝑚𝑚4 ):

As route length can be used to measure dissimilarities, any two endpoints constituting a
route as evaluated by the SPA in the target network are used to calculate the route
similarity as path length. Figure 2-1 shows the path distance between nodes 𝐴𝐴,𝐵𝐵 and 𝐴𝐴’,𝐵𝐵’
to be 𝑙𝑙𝑝𝑝𝑝𝑝 and 𝑙𝑙𝑝𝑝𝑝𝑝 respectively. The path lengths in reference and target networks are
compared as follows.

𝑚𝑚4 =

2lpt
⎧
, 𝑖𝑖𝑖𝑖 𝑙𝑙𝑝𝑝𝑝𝑝 ≥ 𝑙𝑙𝑝𝑝𝑝𝑝
⎪𝑙𝑙𝑝𝑝𝑝𝑝 + 𝑙𝑙𝑝𝑝𝑝𝑝

(5)

⎨ 2lpr
, 𝑖𝑖𝑖𝑖 𝑙𝑙𝑝𝑝𝑝𝑝 > 𝑙𝑙𝑝𝑝𝑝𝑝
⎪
⎩𝑙𝑙𝑝𝑝𝑝𝑝 + 𝑙𝑙𝑝𝑝𝑝𝑝

Normalized Shape score (𝑚𝑚5 ):

An essential criterion for two links in different networks to be considered matched is to
measure the similarity of shape between corresponding links. As illustrated in Figure 2-3,

let 𝐴𝐴𝐵𝐵𝑠𝑠 and 𝐴𝐴’𝐵𝐵𝑠𝑠′ be the shape of the polygon within 𝑠𝑠 distance from the path 𝐴𝐴𝐴𝐴 and

𝐴𝐴’𝐵𝐵′, respectively. Then, the normalized shape score (𝑚𝑚5 ) is given by:
𝑚𝑚5 =

(𝐴𝐴𝐴𝐴𝑠𝑠 ∩ A′B′s )
(𝐴𝐴𝐴𝐴𝑠𝑠 ∪ A′B′s ) − (𝐴𝐴𝐴𝐴𝑠𝑠 ∩ A′B′s )

(6)

Objective Function of matching score:

The objective function of assessing the dissimilarities between corresponding links is to
minimize the sum of the five abovementioned scores, identifying the "best" links that
minimize five different geometric differences. The search for a link that minimizes the
objective function ensures a similar path for the target network for each link in the
reference network. The objective function is calculated as equation (7)
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Figure 2-3 Demonstration of Shape Scores (𝑚𝑚5 )
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𝑛𝑛

5

𝜓𝜓 = � � 𝑚𝑚𝑗𝑗𝑗𝑗
i=1 j=1

∀𝑖𝑖

(7)

where 𝑛𝑛 is the total number of links in the reference network.

However, when endpoints exist, especially with networks with higher levels of detail, the
process entails a time-intensive exhaustive search, which requires efficient search
strategies. A need for an efficient search strategy is justified because of the computational
burden of calculating the scores of each possible individual route in the target dataset.
Thus, GA is implemented to search for the best solution.
GA is a search heuristic that finds the maximum or minimum solutions to a particular
function[56]. The optimization problems use techniques inspired by natural evolution,
such as inheritance, mutation, selection, and crossover, to solve for the "fittest" solution
[57]. Like in evolution, GA allows setting both the level of randomization and control
[57]. Thus, compared to random search or exhaustive search algorithms, GA is more
powerful and efficient with the proper choice of parameters[58]. GA has demonstrated its
efficiency in solving optimization problems in GIScience [59-62]. The objective of GA is
to maximize or minimize the fitness function[56]. The iterative process of initialization,
evaluation, selection, crossover, and mutation are described below.
In the GA structure, the parameters that code the independent variables are called
chromosome structures. Every chromosome represents a possible solution to the problem
that GA is trying to solve[56]. A GA starts with a randomly selected combination of
parameters from chromosomes, which acts as the first generation. Next, in the evaluation
step, a fitness value for each chromosome in the generation is calculated. After
calculating the fitness function for all chromosomes, the best values (the lowest sum of
all weights) are selected for the next generation.
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The selected chromosomes from the previous step are known as parents. The increase in
the number of parents decreases the convergence rate to the optimal solution while
increasing the dissimilarity between child and parent. Therefore, two parents with the
best fitness score from the generation were selected. The child chromosomes are
produced by recombining parent chromosomes based on a crossover operator, which
resembles the chromosomes' biological crossing over and recombination. The operator
switches a sequence from the parent chromosomes to create offspring.
The mutation operator randomly flips individual bits in the new chromosome to prevent
the algorithm from being stuck in the local optima before finding the global optima. The
bit is usually selected based on the low probability known as mutation rate. While the
selection and crossover preserve chromosomes' genetic information with high fitness
scores, the mutation operator increases the diversity of chromosomes. This prevents the
algorithm from converging too quickly and losing any " useful genetic material" [57].
The cycle of selection, crossover, and mutation repeats, storing the best fitness score in
each generation. Usually, GAs are iterated until the fitness scores stabilize and do not
change for many generations. In this study, the GA stops when the fitness score remains
unchanged after 250 iterations.
Therefore, the computational burden of evaluating each possible link between two points
could be reduced using GA. The score from equation (7) represents the difference
between any two links and could be used for identifying the link with the least
differences for each link in the reference dataset. The link with the least difference is the
link with the highest fitness score.

2.5 CASE STUDY
A programming script is implemented to execute the methodology and perform the
aforementioned operations. The program can read networks in ESRI's shapefile, process
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it, and create a node-mapping table and shapefile as output.
Data
For convenience, two publicly available geographical line features that encompass US
areas are used for the matching process.
Federal Railroad Administration (FRA) network:
FRA Railroad Network Database (FRARAIL) is the NHPN’s railroad equivalent and can
be used for analysis or national scale mapping. The FRA Network is a network that is a
subset of the 1992 version of the FRARAIL that consists of links aggregated from the
FRARAIL [25]. The scale of the FRA varies from 1: 250,000 − 1: 2,000,000. The FRA

network with attributes is well tested for Network Flow Problems to predict traffic flows.
However, it should also be noted that the FRA network has simplified line features that

are not positionally accurate. Due to this, the line features' lengths and shapes may not be
reliable, and thus, it is challenging to check the validity and update or modify the network
manually.
OSM Rail Network:
The target network, OSM, is a collaborative project map to create freely available
positionally accurate and detailed geographic data. OSM has a varying level of positional
and geographic accuracy, which depends upon the location of the data, and the scale
varies between 1:1,000 and 1:10,000. Since the reference network segments are only
intercity Rail, other modes such as motorways, bikeways, and footways are excluded
from OSM. Based on the select query on OSM coding conventions, OSM line elements
of the rail network are extracted.
Division into Zones
For the experiment to compare the algorithm's performance by region, the entire study
area was divided into equal-sized zones. The division of zones was based on the equal51

sized grids in both North-South and East-West directions. However, the network does not
cover the entire area in each grid (Figure 1-6). The characteristics of zones are
summarized in Table 2-1. The Table shows the variation in the number of links and nodes
across zones. For example, Zone 12 has the lowest number of links and nodes, while
Zone 16 has the most.

2.6 Calculation of Search Buffer Distance (SBD)
Figure 2-4 visually illustrates the total number of target links within an SBD series of
0.1-mile increments of reference links. Since the target network has a higher level of
detail, the increase in SBD predictably increases the number of contained target links,
which is followed by a subsequent leveling off by reaching a steady rate. However, for
some datasets, the number of links with the increase of buffer distance increases
monotonously with a diminishing number of links for higher SBDs. For example, Figure
2-4 shows that the cumulative number of links increases sharply and stabilizes around
three miles. In such instances, an SBD based on a sharp increase in the number of links is
done. Therefore, an SBD of three miles is confirmed for further analysis.

2.1 Demonstration of minimum scores by 𝒎𝒎𝒏𝒏

Each score (𝑚𝑚𝑛𝑛 ) represents a difference in a specific spatial property of the network. The
sum of scores for each link represents the overall difference between the reference and
target networks. The spatial differences in the two maps are demonstrated using Radar
Plots (see Figure 2-5). A radar plot is a graphical method of displaying multivariate data
in 2 dimensions. To reflect the magnitude of each criterion 𝑚𝑚𝑛𝑛 , vertices are created

radially with a minimum value of 0 and a maximum value of 0.6. The area of the shaded
region represents the dissimilarity between the two maps.

Figure 2-5 and Figure 2-6 show four different cases of links with different scores in each
category. First, Figure 2-5 (a) and Figure 2-6 (a) show significantly different endpoint
52

Table 2-1 Summary of Zones
Zones
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
19
20
21
22
23
25
26
27
28
34

No. of Nodes
11
15
9
16
6
17
98
88
81
1
10
37
88
118
63
20
47
91
113
13
33
38
28
35
26

No. of Links
13
21
12
17
8
30
141
124
108
1
16
55
128
152
81
32
68
136
150
15
47
56
39
52
31
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Nodes Ratio
85.91
167.80
151.00
103.31
430.50
69.65
160.04
99.56
128.25
608.00
29.00
111.27
46.72
39.44
61.25
71.95
58.47
62.32
37.37
56.54
85.33
91.92
71.29
71.09
85.23

Average Link
Lengths
34.55
30.24
59.10
56.39
41.11
58.91
31.79
29.19
22.13
91.35
72.66
44.87
29.01
23.88
22.77
52.55
39.97
30.86
25.05
29.37
48.19
41.26
39.41
35.82
33.73

Figure 2-4 Cumulative number of links within the distance (in miles) and calculation of
SBD
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Figure 2-5 Radar plots of links (a), (b), (c), and (d) demonstrating 𝑚𝑚𝑛𝑛
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Figure 2-6 Demonstrating Radar Plots plots for links (a), (b), (c), (d)

56

positions for a link in two networks; thus, the links have a higher 𝑚𝑚1 score. The

differences in the endpoints might be due to the change in the real-world entity or
differences in the accuracy of the two networks. Next, Figure 2-5 (b) and Figure 2-6 (b)
demonstrate corresponding links with different angles (𝑚𝑚2 ) and endpoints (𝑚𝑚1 ).

Similarly, Figure 2-5 (c) and Figure 2-6(c) have a high 𝑚𝑚3 score compared to other

scores. This is because it has a high difference in distance between endpoints. Finally,
Figure 2-5 (d) and Figure 2-6d) show a high value for multiple scores, 𝑚𝑚4 and 𝑚𝑚5 . The

figure shows a high difference in the route length and shapes of the corresponding link.
Application of GA
To search for the link for the minimum sum of scores, GA is used. After each epoch
(iteration), the averaged SBD for each zone is calculated and stored. The stored SBD is
recursively used for every subsequent iteration to calculate the SBD for a link within that
zone. Thus, the updating and recalculating of the objective function based on the SBD
occurs until the objective function remains unchanged between iterations. In this analysis,
a maximum of 30 epochs is used.
All possible links in the target dataset within the SBD are examined for a corresponding
link in the reference network. Then the five scores for 5 of those possible links are
calculated, and each link's fitness score is calculated. For the crossover step, to retain the
information from previous iterations, two distance bands are used. The first is the local
distance band, which is 10% more than and 10% less than the SBD of the link with the
highest fitness score. The second is the global distance band, which is 10% more than and
10% less than the global SBD within the zone. A choice of a higher distance band would
allow the GA for a more exhaustive search but is more computationally intensive. Next,
continuing the crossover operation, the start coordinate of the link with the highest fitness
score is paired with the end coordinate of the newly searched links within SBD and vice
versa. Thus, any reliable solutions are re-used by pairing with another coordinate within a
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search distance band. Similarly, a mutation operation is applied with a probability of 1
in50. However, for mutation, five links are randomly chosen within the SBD. The steps
above are repeated until the condition that the fitness function is unchanged for 250
iterations is satisfied. Then, the average SBD is calculated as the global SBD for each
zone for each epoch. The steps are summarized below.
Input: Target network 𝐺𝐺 𝑡𝑡 = {𝑁𝑁 𝑡𝑡 , 𝐸𝐸 𝑡𝑡 }, Reference network 𝐺𝐺 𝑟𝑟 = {𝑁𝑁 𝑟𝑟 , 𝐸𝐸 𝑟𝑟 },

Output: k-core and bridge classification
1. Set epochs = 30

2. for iteration in 1 to epoch:
3.
4.
5.
6.
7.

for each link 𝑒𝑒𝑖𝑖𝑟𝑟 ∈ 𝐸𝐸 𝑟𝑟 :

initialize links randomly from 𝐸𝐸 𝑡𝑡 within SBD

do unless fitness score is unchanged for 250 iterations
calculate fitness score

apply crossover and mutation

Predicting incorrect matches
The scores for each with the least differences obtained using equation (7) are transformed
to obtain scores on each node. Since every node is an endpoint to at least one link, its
score is calculated as the mean score of links connecting to it. The node score represents
the similarity between two corresponding nodes in reference and target datasets based on
the similarity of links connecting its neighbors. Since our node matching algorithms are
based on spatial features, especially a node's connectivity to its neighbors, nodes scores
can predict an incorrect match for automated algorithms. The node score's ability to
predict incorrect matches is assessed using the matches in the first chapter.
Identifying dissimilar links
Similarly, the obtained node scores are used to predict dissimilar links. Identifying
dissimilar links can reduce the time and effort made by decision-makers when manually
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adjusting links in reference or target networks before applying any automated conflation
algorithms. Dissimilar links are usually the result of a topological issue or change in any
physical entity with time. The methodology outlined in this chapter can be used to
identify these dissimilar links and allows for correction if necessary.

2.2 RESULTS
By calculating dissimilarity scores, the GA exposes each link's dissimilarity in the
reference network with the most similar link in the target dataset. First, the scores thus
obtained are used to predict the incorrect matches from chapter 1. The nodes with high
scores correspond to high apparent differences in connecting links and identified matches
and unmatches with more than 76% accuracy. Similarly, in the second part of the results,
a threshold for which the links are significantly "different" was chosen. All the links with
scores above the threshold were visually checked for any topological issues or absence of
links. They could be manually corrected if necessary.
Identification of possible false matches
Figure 2-7 shows the Match Rate by three different methodologies divided into deciles. A
decile is a quantitative method of splitting ordered data into ten equal subsections. First,
the minimum link scores from GA are converted to node scores. The node score for any
node is the mean of the scores of all the links connecting to that node. Then, the dataset is
ranked in ascending order of scores, such that each category contains all the nodes with
scores within that category.
For example, a decile rank of 1 includes all the nodes with a mean score between 0% to
10%. Similarly, the highest decile rank of 10 has all the nodes with a mean score from
90% to 100%. From the Figure, as moving from left to right, the decile value increases,
meaning that the dissimilarity scores of nodes increase and, consequently, the match rates
are lower. Thus, from the Figure, it can be concluded that higher minimum dissimilarity
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Figure 2-7 Match Rate by decile rank
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scores correspond to lower match rates for all three procedures. Figure 2-7 shows that
MSPL decreases with a slope of -0.91 and R-squared of 0.65. Similarly, MSR2 decreases
with a slope of -1.29 an𝑑𝑑 R-squared of 0.76. Finally, MSPLR2 decreases with a slope of 1.73 and R-squared of 0.79. Thus, the match rates from all three procedures decrease
increase in the decile rank. This indicates that the scores can reasonably predict the match
rates from all three procedures. Specifically, for MSPLR2, the change in the match rate is
most significant as it decreases by an average of 1.73% with each increase in the decile
rank.
Identification of dissimilar links
The minimum combined scores from GA can simply be used to assess the dissimilar links
between two datasets. The dissimilar links can be separated and manually inspected for
any necessary corrections. There might be several reasons for links to be dissimilar in
two datasets. First, since the two datasets are usually non-contemporary, construction or
abandonment of tracks could change the network’s connectivity. Next, any crowdsourced
dataset could have areas where the volunteers might not have enough knowledge or
might not be interested in mapping. This would result in incorrect mapping in the target
dataset. Next, any slight diversion of traffic bypassing towns could change the curvatures
or connectivity of links.
The minimum combined score for each link quantifies how different is the least
dissimilar corresponding link compared to the reference link. For example, each link in
the reference dataset could have several possible links in the target dataset. However, the
one with the minimum score has the least dissimilarities to that link.
All the links in the target dataset with the minimum scores have a distribution, with links
very similar to the reference dataset to different links. A range of thresholds can be used
to separate these “similar” and “different” links. However, a lower threshold value would
discard many links, and a higher threshold value would include links with higher
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differences.
The reference and target networks’ links with 4 kinds of topological differences were
identified using the threshold, as shown in Figure 2-8. First, Figure 2-8(a) shows links in
the target network having an Undershooting topology. This disconnection from
undershooting can range from a few feet to several miles. If the undershooting topology
is higher, it can be detected manually; however, this is difficult for smaller undershooting
topology. Second, Figure 2-8(b) shows that links in the target network have an
overshooting topology. In this case, there is no connection in the point of contact of the
two lines because the two points are very close to each other. These cases could go easily
undetected by the human eye. Third, Figure 2-8(c) shows that the target network has
missing connectivity or corresponding nodes. Thus, the presence of similar nodes does
not warrant a match as they are not connected to the rest of the network in topologically
similar ways. Finally, Figure 2-8(d) shows that the reference and target networks are
significantly dissimilar. This could be because the positional accuracy of the reference
network is too low, or there is a change in the physical characteristics of the links.

2.3 DISCUSSION
The proposed methodology demonstrated the detection of dissimilar links by minimizing
the differences. However, the methodology compares each link in the reference dataset
with possible links in the target dataset. Thus, it does not directly identify links in the
target network with high apparent differences from the reference network. This is
because it is assumed that the target dataset has a higher level of detail in all areas.
Despite correctly identifying links in the target dataset with high apparent differences for
each link in the reference dataset, there was room for improvement in detection.
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Figure 2-8 Cases of mismatching links with high minimum sum of scores (a)
Undershooting Topology (b) Overshooting Topology (c) Missing Connectivity (d)
Highly dissimilar links
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First, using the shortest path algorithm to identify the links with the least dissimilarities in
the target network is problematic when multiple parallel links connect the neighbor node.
SPA can wrongly evaluate the links scores, choosing the incorrect routes in the target
dataset in those cases. This could be improved by identifying the route within a variable
SBD. The SBD would go from low to high unless a link with a difference less than a
threshold is found. Next, the weights of the scores are assumed to be equal in this
chapter. Even though each of the individual scores lies between 0 and 1, the value of the
individual score might be differently contributing to the actual difference. A multivariate
regression model can be used to see what weights can explain the variation of differences
to address this. Finally, the node scores are assumed to be the mean scores of the
connecting links. This does not take into consideration the length of the connecting links.
A more scientific way of incorporating the connecting links’ length could be explored.
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CHAPTER 3
USING NEURAL NETWORKS IN GEOSPATIAL DATASETS TO
IMPROVE POSITIONAL ACCURACY
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3.1 ABSTRACT
GIS has been a valuable tool for capturing, storing, manipulating, and analyzing spatial
data. However, due to the rapid advancements in location-based technologies, several
datasets have many viewpoints of the same real-world entities. This study aims to
develop a framework to locate corresponding elements in two datasets using an artificial
neural network. The historical dataset, also known as the reference dataset, is less
positionally accurate and has a lower level of detail, while the target dataset is a
positionally accurate dataset with a higher level of detail. Any geometric criteria of the
network that could potentially influence the identification of corresponding elements are
extracted and used as an input in the neural network. Two node classification algorithms,
k-core decomposition, and graph bridge decomposition were introduced to classify the
nodes in the target dataset. A ground truth dataset is used to train the neural network, and
a back-propagation neural network is employed. Unlike traditional optimization
problems, the neural network determines the weight of each measure through learning.
Three different strategies that demonstrate different matching scenarios were presented.
The verification results show a satisfactory agreement between the predicted and actual
values.
Keywords: conflation, neural network, levels of detail, positional accuracy, node-based
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3.2 INTRODUCTION
The availability of multiple techniques to integrate and synthesize the growing size of
geospatial datasets from different sources is well established. For example, among many
sources, crowdsourced datasets such as VGI [63] have been popular in recent years. In
addition, many independent spatial data providers result in a separate representation of
the same entity. Thus, manual matching has become impractical due to the increasing
number of these datasets.
Spatial data matching is the process of integrating different data sources with a certain
degree of similarity in a systematic way[64]. The matching process includes attributes,
proximity, similarity, or dissimilarity metrics to find corresponding elements. However,
the lack of attribute information in datasets results in lower match rates using available
methods. This study explores more spatial features and proposes using node
classifications such as k-core decomposition and graph bridge decomposition to find
corresponding features.
The k-core decomposition method is a powerful network classification tool that measures
nodes' importance and connectedness. Recently, the k-core decomposition method has
been widely used in application domains such as in-network visualization [65], protein
function prediction [66], and graph clustering [67] and has established itself as a standard
tool in node classification. By implementing k-core, any node’s importance in the
network can be accessed based on its connection to the network.
Similarly, bridge identification is a concept for graph decomposition for physical
railway/traffic networks in areas with networks' relatively low connectivity/degeneracy.
A bridge of a network refers to the links in a network whose removal can split one
network into two subnetworks. In other words, any traveler on a network must use the
bridge to travel from one subnetwork to another subnetwork. A bridge usually divides
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any network into "looped" and dead-end components. The "looped" component forms the
vast majority of the network for which there exist at least two paths to travel from any
two nodes within the network. In contrast, the dead-end components are separate from
the “looped” network and are connected to it through a bridge.
The entire network can be decomposed to a pruned major network or “looped” network
connected to many smaller networks through bridges by implementing bridge
decomposition. The smaller networks refer to the isolated stations, destinations, and
terminal facilities in the major railway, while the major network represents the main
lines.
An Artificial Neural Network, inspired by the structure and function of the biological
neural network, is a computational mechanism that can acquire, represent, and compute a
mapping from one multivariate information space to another[68]. A neural network learns
from training input and output to create a model that correctly maps any unseen input to
output. The back-propagation training algorithm maps the input to output by determining
the weight of each factor through back-propagation, as described below.
The Back-Propagation Neural Network (BPNN) comprises a forward and a backward
phase. In the forward phase, the values of each node are calculated using the current
weights. Next, the computed output node values are compared with the actual values in
the second phase. The difference between the computed and actual values are treated as
errors. Finally, the weights in the previous layers are adjusted to minimize the errors.
This represents one epoch in the back-propagation cycle. This process continues
iteratively until the total error in the system is within a pre-specified level. The weights
thus calculated are tested through classification data that the neural network has not seen
before.
This paper proposes a BPNN to identify corresponding elements in two networks (target
and reference) with significant similarities in position, length, or shape of spatial features.
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Information such as connectivity, distance to neighbors, the difference in lengths to
neighbor nodes, and graph decomposition metrics are extracted and fed to the neural
network as input with ground truth values as outcomes. The neural network learns the
effect of each predictor via backward propagation to automatically evaluate the effects
for each predictor. Thus, effectively, the neural network predicts the probability of each
node being a corresponding node in the reference network. The performance of the
proposed algorithm is assessed with a case study with two GIS datasets with different
levels of detail. Finally, the results and findings to draw future research direction are
discussed.

3.2 LITERATURE REVIEW
The idea of conflation was introduced around the mid-1930s, but research work was
scarce for many years afterward. However, after the late 1980s, conflation became
mainstream due to the increased data availability from multiple sources. Since then, the
importance of having accurate and comprehensive digital spatial data sets via conflation
has been underscored repeatedly by industry and academia [13] [14] [15] [16]. The
research on conflation primarily focuses on improving existing maps with information
available in different forms in different sources.
Traditional conflation methods incorporate a simple buffer distance [21] that quantifies
the similarity of two links based on the percentage of the buffered area of one feature that
falls onto another. For example, K-closest pairs queries (KCPQ) search for counterpart
feature pairs most proximate to each other in two different networks[22]. Similarly, pathbased conflation procedures[20] first identify candidate nodes based on proximity and
keep or discard them based on the "round-trip walks" procedure. However, these
algorithms incorporate only proximity and "round trip distance" that do not entirely
obtain the spatial context of the network.
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The optimization-based approach introduced by Li, L. et al. [11] and Lei, T. et al. [69] is
a significant departure from traditional procedure-based conflation methods is. It employs
an assignment problem using similarity or discrepancy of features and can automate
conflation without manual inputs (for anchor points). Also, external knowledge is easily
incorporated if a human expert is available, adding constraints. As a result, the changed
model generates constraint-based optimal results compatible with the input. However, the
approaches do not consider the topological aspects of the network, which could help
match networks with high positional differences.
Wang [70] employed a neural network to determine the weight of each similarity
measure using probability-based feature matching methods. However, he does not
incorporate the spatial context and topological relations in the feature matching process.
Similarly, [62] [71] uses the similarity of shapes and spatial distances to match linear
objects. However, they do not mention the situations where the positional accuracy of
datasets is significantly different.
Similarly, out of all the studies dedicated to matching crowdsourced datasets (such as
VGI) with historical datasets, little attention has been paid to the area of matching
datasets with only spatial attributes. This paper proposes a learning-based method that
incorporates several geometric criteria such as connectivity, proximity, and graph
decomposition for the feature matching process. Thus, the proposed neural networkbased learning accesses the spatial context, characteristics of topology, and node
classification to identify corresponding features.

3.3 METHODOLOGY
Concepts and definitions
This paper prescribes different elements of reference and target networks to be
considered for inputs for the neural network. MSPL and MSR2 are two different
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procedures to capture various aspects of the pair of networks. However, the maximum
distance to which the corresponding node is searched has to be set beforehand. The
choice of SBD is based on interpreting the results from MSPL and MSR2 for different
search distances. First, nodes were randomly chosen from the Reference Network, and
MSPL and MSR2 were evaluated for each node. Next, both procedures calculate the
anchor points for each buffer distance. Finally, the least buffer distance such that any
increment in buffer distance would not change the predictions from both the procedures
is chosen. This buffer distance is fixed for all the subsequent analyses.
Procedure 1: The Minimum Sum of Path Lengths to Neighbors (𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀):

MSPL assumes that the anchor point is the candidate node such that the minimum path
distance has to be traversed to reach all its neighbor nodes. Thus, the objective function
(𝛾𝛾1) of MSPL is the minimization of the path lengths to the neighbor nodes in the target

network. Since the procedure only considers the path lengths in the target network, any
inaccuracy in the length of edges in the reference network would not influence MSPL.
Mathematically, the anchor point (𝑎𝑎1𝑖𝑖 ) is expressed as equation (1).
𝑎𝑎1𝑖𝑖 = min�𝛾𝛾1𝑖𝑖 �

(1)

Let 𝑑𝑑(𝑋𝑋, 𝑌𝑌) be the path lengths between known points X and Y. Then, the sum of path
t
lengths to neighbor nodes (𝑏𝑏𝑖𝑖𝑖𝑖
) for candidate nodes (𝑉𝑉𝑖𝑖 ) is calculated as follows:
𝑚𝑚

t
𝛾𝛾1𝑖𝑖 = � 𝑑𝑑(𝑉𝑉𝑖𝑖 , 𝑏𝑏𝑖𝑖𝑖𝑖
) ∀𝑗𝑗
1

(2)
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Procedure 2: Residual Sum of Squares of Path Lengths to Neighbors (𝑀𝑀𝑀𝑀𝑀𝑀2):
MSR2 assumes that the shortest path's length to neighbors from a reference node is the
same for both reference and target networks. Thus, the anchor point is computed as a
minimum squared sum of differences in corresponding lengths in two networks.
Mathematically, the 𝑎𝑎2𝑖𝑖 is expressed as equation (3).

𝑎𝑎2𝑖𝑖 = min�𝛾𝛾2𝑖𝑖 �

(3)

The 𝛾𝛾2𝑖𝑖 formulated as follows:

𝛾𝛾2𝑖𝑖

𝑚𝑚

𝑡𝑡
𝑟𝑟
= �� �𝑑𝑑�𝑉𝑉𝑖𝑖 , 𝑏𝑏𝑖𝑖𝑖𝑖
� – 𝑑𝑑�𝑛𝑛𝑖𝑖𝑟𝑟 , 𝑏𝑏𝑖𝑖𝑖𝑖
��
𝑗𝑗=1

2

∀j

(4)

Degree of a Node (𝑑𝑑𝑑𝑑𝑑𝑑(𝑛𝑛𝑖𝑖𝑟𝑟 ), 𝑑𝑑𝑑𝑑𝑑𝑑(𝑛𝑛𝑖𝑖𝑡𝑡 )):

The degree of a node, 𝑑𝑑𝑑𝑑𝑑𝑑(𝑛𝑛𝑖𝑖 ) represents the number of links connecting to 𝑛𝑛𝑖𝑖 .
K-core decomposition:

Let 𝐺𝐺 be a graph and 𝐺𝐺′ a subgraph of 𝐺𝐺 with a set of nodes 𝑁𝑁. Then, 𝐺𝐺′ is the k-core of

𝐺𝐺, if all the nodes have a degree of at least k. Each k-core is a unique subgraph of G, and
it is not necessarily connected. The subgraph 𝐺𝐺’ contains a vertex of degree at most k.

The k-core sub-graphs are identified by repeatedly deleting all vertices of degrees less
than 𝑘𝑘.

Bridge Decomposition:
Applying k-core decomposition alone would not be able to extract the information about
the importance of the nodes within the network. A bridge is a link whose removal can
split one connected graph into two subgraphs in graph theory. The two ending nodes of
the bridge are called banks. On observation of any network, the network can be viewed as
72

two components: the major “looped network” and “tree structures” attached to the major
network. Specifically, the “looped network” forms the majority of traveling routes, while
the tree structure denotes the isolated stations, dead-end tracks, or classification yards. A
“tree structure” is always connected to the “looped network” using a single edge, known
as the bridge. In this way, the major “looped network” can be extracted from the entire
network by identifying the bridges.
Figure 3-1 shows a schematic network diagram with a main “looped network” and “tree
structures” separated by bridges. However, only the bridges with at least one connecting
node with a k-core greater than 1 separate the “looped network” and the ”tree structures”
(shown as a double arrowed line in Figure 3-1). Such bridges connect the “tree
structures” to the main “looped network” through a “root node”. Thus, identifying the
“root node” can meaningfully decompose the entire network into subgraphs and further
aid in the node classification and, consequently, node matching algorithms.
Let 𝑓𝑓(𝐺𝐺) and 𝑔𝑔(𝐺𝐺) denote the k-core algorithm and bridge identification algorithm,

respectively. The pseudocode of the new algorithm using the k-core analysis algorithm
and bridge identification algorithm is given below.
Input: Target network 𝐺𝐺 𝑡𝑡 = {𝑁𝑁 𝑡𝑡 , 𝐸𝐸 𝑡𝑡 }.

Output: k-core and bridge classification
1. Identify k-core (𝑘𝑘𝑖𝑖 ) for each node 𝑛𝑛𝑖𝑖𝑡𝑡 ∈ 𝑁𝑁 𝑡𝑡 in G using 𝑓𝑓(𝐺𝐺 𝑡𝑡 )
2. Identify all bridge links 𝑒𝑒𝑗𝑗𝑡𝑡 ∈ 𝐸𝐸 𝑡𝑡 using algorithm 𝑔𝑔(𝐺𝐺 𝑡𝑡 ).

3. For each 𝑒𝑒𝑗𝑗𝑡𝑡 , identify its ending nodes �𝑛𝑛𝑗𝑗1 , 𝑛𝑛𝑗𝑗2 � connecting to bridge 𝑒𝑒𝑗𝑗𝑡𝑡 .
4. For �𝑛𝑛𝑗𝑗1 , 𝑛𝑛𝑗𝑗2 �, check their k-cores �𝑘𝑘𝑗𝑗1 , 𝑘𝑘𝑗𝑗2 �.

5. If at least one k-cores are greater than 1, then the bridge link meaningfully
decomposes the network.
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Figure 3-1 Demonstration of K-core Decomposition and Bridge Decomposition
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Notice that since both the k-core and bridge identification algorithms have a linear time
complexity to nodes and links (i.e., 𝛰𝛰(𝑉𝑉 + 𝐸𝐸)), the proposed algorithm also solves the
whole task in linear time.
Link Match Scores:
Link Match Scores quantify the similarity of a link in the reference dataset with a link in
the target dataset that has the least differences. The link is identified by minimizing the
sum of 5 different criteria explained in detail in section 2.4.
DBSCAN Clustering:
One of the most widely applied point clustering techniques is the DBSCAN algorithm.
The DBSCAN algorithm requires two parameters, the minimum number of points
(𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) and the searching radius (𝐸𝐸𝐸𝐸𝐸𝐸). The points are classified into one cluster if at
least 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 neighboring nodes for any point within the cluster. A core point is a point if

it has more than 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 within 𝐸𝐸𝐸𝐸𝐸𝐸. Next, a border point has fewer than 𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀 within

𝐸𝐸𝐸𝐸𝐸𝐸 but is in the neighborhood of a core point. Similarly, a noise point is a point that is
not a part of the core point or border point. Thus, if any two core points are within Eps,
they are put in the same cluster.

There are several advantages of using DBSCAN clustering. First, the total number of
clusters is not a parameter for clustering. Next, it can form arbitrary-shaped clusters.
Next, it only requires two parameters and is primarily insensitive to ordering the points in
the database. Similarly, DBSCAN identifies outliers as noise, unlike other algorithms that
force potential outlier points to the same cluster despite having different characteristics.
Finally, for clustering, since the network distance is more representative of the proximity
of nodes in the network, for this work, Network distance instead of Euclidean distance is
used.
However, DBSCAN clustering requires 𝐸𝐸𝐸𝐸𝐸𝐸 and 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 to be specified before
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clustering, and there’s no systematic way of identifying that. For example, in choosing
the value of 𝐸𝐸𝐸𝐸𝐸𝐸, for a smaller value, a large part of the data will not be clustered. But,

for a high value, most of the data will be in the same cluster. Similarly, since the size of
the cluster is unknown in a network, there could be the presence of arbitrary-sized

clusters. Thus, sometimes the clusters grow very large in areas such as classification
yards, and in several of those instances, the clusters include the actual anchor point. This
results in mapping one node in training with many nodes in the target dataset. This skews
the predictions of nodes in the target dataset towards being an anchor point.
Data preprocessing
First, an appropriate coordinate system is chosen depending on the location and the map's
extent. Then, both reference and target datasets are projected to the same coordinate
system to reduce possible geometric errors. This ensures that both maps are on the same
surface with the same geographical projection.
Since corresponding elements in datasets with different levels of details are being
identified, it is reasonable to assume that the classification of the dataset is imbalanced.
This is because there would be fewer matches than mismatches in the target dataset for
each node in the reference dataset. Thus, three different methods were tested to overcome
the imbalanced classification, and the best one that works for the datasets was chosen.
First, Random Oversampling is a method where the minority sample data is drawn
repeatedly with replacement unless the classification is balanced. Second, Synthetic
Minority Oversampling Technique (SMOTE) selects cases close in the feature space and
linearly interpolates the feature space. Thus, a new "synthetic" dataset is created in the
process that did not exist in the original dataset. However, for any classification problem,
it is crucial to focus on areas that are boundaries to a different classification to classify
the dataset correctly. So thirdly, Borderline SMOTE is tested. In addition to linearly
interpolating in the feature space, this method chooses samples close to areas with
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borderline classification.
Backward Propagation Neural Network (BPNN)
The mapping function of the neural network 𝑢𝑢 = 𝐺𝐺(𝑥𝑥) is input with a training set where
the network learns to associate input patterns 𝑥𝑥 to output patterns correctly 𝑈𝑈. As shown
in Figure 3-2, the inputs fed into the model through the input layer are multiplied by

interconnection weights and summed up as the data moves from the input to the output
layer through hidden layers.

There are infinite ways to structure the network for a given dataset that learns to map the
input to output correctly. However, the choice of the number of layers and neurons
affects the complexity and learning time of the neural network. Any network with two
hidden layers can approximate any arbitrary non-linear function and generate any
complex decision for any classification problem. Therefore, trial and error were used to
correctly determine the network structure based on classifying the test dataset.
The neural network used in this study consisted of 4 layers. The first layer is the input
layer, where the number of nodes equals the number of independent variables. The
second and third layers are the internal or "hidden" layers, and the fourth is the output
layer. Each node in the hidden layer was interconnected to nodes in the preceding and
following layers by weighted connections. Similarly, each neuron transforms many of the
input connections and a single output. The activation function in a neural network defines
how the weighted sum of the input is transformed into the next hidden layer or output.
Therefore, the choice of activation function in any layer influences the capability and
performance of a neural network. The choice of activation function is described below.
Figure 3-3 shows the activation functions used in this study. First, a linear activation
function is a linear function that is directly proportional to the input. The increase in the
input results in the increase of the output. Second, Rectified Linear Unit (ReLU) is an
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Figure 3-2 Schematic Diagram of Back-propagation Neural Network
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Figure 3-3 Visualization of Linear, ReLU, and Sigmoid Activation Functions
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activation function in which only the inputs with a positive value are activated, so it
filters information that propagates forward through the network. In other words, for any
input of a value less than 0, the output is 0, while anything other is passed as it is. ReLU
is a general activation function and is used in most cases because of its computational
simplicity. Finally, the output layer is a sigmoid activation function, a non-linear
activation function that transforms any value to a range 0 to 1.
The back-propagation algorithm is applied to calculate the weights between the input and
the hidden layers, and between the hidden layers and the output layers, by modifying the
number of hidden layers and learning rate.
The objective of a neural network is to minimize the loss function. The sigmoid function
in the output layer transforms the values from the previous layer between [0, 1].
However, the actual values for classification are 1 or 0. So, to overcome this, a binary
cross-entropy loss function is implemented. Entropy is the level of uncertainty inherent in
the variable's possible outcome. The greater the entropy, the higher the uncertainty with
the distribution. The binary cross-entropy is the average cross-entropy across all data
samples.

3.4 CASE STUDY
The values of objective functions and the graph decompositions are fed into a neural
network and are trained using the ground truth dataset. The trained model is tested
through unseen data to calculate the methodology’s performance.
Data
This study tests the performance of the proposed algorithm with independent GIS
datasets: a Federal Railroad Administration (FRA) network as a reference network and an
OSM as a target network. Both networks cover approximately the eastern half of the US.
It is important to note that the FRA network has a lower level of detail than the OSM
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Network. The two datasets are described below.
Federal Railroad Administration (FRA) network:
The FRA Network is a historical network, a subset of the 1992 version of the FRA
Railroad Network Database (FRARAIL). FRARAIL is the National Highway Planning
Network's (NHPM) railroad equivalent and can be used for analysis or national scale
mapping. Figure 1-2 shows the spatial extent of the FRA network, which is used for
analysis. The scale of the FRA varies from 1: 250,000 − 1: 2,000,000. It should be

noted that the FRA network has simplified line features that are not positionally accurate.
Due to this, the line features' lengths and shapes may not be reliable, and thus, it is quite
difficult to check the validity and update or modify the network manually.
OSM Rail Network:
The target dataset, OSM, is a collaborative project map to create freely available
positionally accurate and detailed geographic data. OSM has a varying level of positional

and geographic accuracy, which depends upon the location of the data, and the scale
varies between 1:1,000 and 1:10,000.
Figure 1-3 shows the differences between OSM and FRA Network. First, the OSM Rail
Network has more links and nodes, confirming the higher level of detail of the OSM Rail
Network than the FRA network. Second, the average length of links in the OSM Rail
Network is far smaller than in the FRA network, indicating a one-to-many relationship
between FRA and OSM Rail Network.
Table 3-1 shows the descriptive statistics of the dataset. A few things worth noting are
that the mean and standard deviation of MSPL is 91.865 and 70.304, respectively,
indicating that the dataset has a low spread. On the other hand, for the same sets of links,
the mean and standard deviation of MSR2 are 4.92 and 14.626, respectively, showing
higher spread-out values. The degree of node of both reference and target dataset is
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Table 3-1 Descriptive Statistics of input variables (N = 29,355)
Variable

N

Mean

Std. Dev

Min

Max

MSPL (𝛾𝛾1 )

29,355

91.865

70.303

0.192

488.066

MSR2 (𝛾𝛾2 )

29,355

4.924

14.626

0.0008

312.284

MSPL (𝑍𝑍1 )

29,355

0

1

-5.323

7.690

MSR2 (𝑍𝑍2 )

29,355

0

1

-4.873

7.559

29,355

3.004

1.061

1

7

29,355

2.956

0.467

1

6

29,355

52.099

26.063

1

29,355

1.969

0.173

1

2

29,355

0.969

0.173

0

1

Degree of Node
(reference)
Degree of Node
(target)
No. of target Nodes
within SBD
k-core degeneracy
Bridge
decomposition
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similar; however, the number of target nodes is almost 25 times more than the reference
nodes.
Evaluation Criterion
It is interesting to note that matching networks with different levels of detail entails a
philosophical problem of whether the node from two networks refers to the same entity.
For example, a node FRA network could refer to a whole terminal or town, whereas a
node in the OSM network is detailed enough to refer to a physical track switch. This
leads to a representative gap between the nodes of the two networks. Thus, three different
matching schemes are proposed. The reason to prescribe the schemes is that real-life
situations rarely fall entirely under a single scheme. Therefore, evaluating the
performance of the matching algorithm under different schemes gives insights into how
the algorithm performs under different conditions.
Scheme 1. One to one node matching
Scheme 1 assumes that one node in the reference dataset is represented in the target
dataset as precisely one node. In other words, one node in the target dataset can describe
the physical facility, station, or town. Moreover, among all the possible nodes in the
target dataset, it is assumed that there should be one node with more representative power
than any other node. This scenario is usually true in rural areas where one node in the
target dataset can represent one node in the reference dataset. Therefore, the matching in
this scheme has a node-to-node bijective relation.
Scheme 2. One to many node matching
Scheme 2 assumes that several nodes might have similar representative power to
correctly represent a node in the reference network. This is usually true in urban areas
where the reference dataset lacks enough information to correctly identify one best node
representation in the target dataset. However, due to the lack of enough information
83

extracted only through spatial attributes, it is not easy to identify all the possible nodes in
the target dataset with similar representative power.
Scheme 3. Node to cluster matching
Similarly, scheme 3 assumes that the most representative nodes in the target dataset
usually form a cluster, and any node in the cluster can represent the reference node
equally. A node to cluster matching has more possible matches per node than one to
many node matching. This is usually true in rural and urban areas, with exceptions where
two nodes are very close to each other in the reference dataset. Thus, the matching
problem is translated to a node to cluster matching problem.
Before matching, it is crucial to identify the clusters to represent stations or other units
(such as intersections or terminals) in the railway system. Therefore, the DBSCAN
clustering method is implemented in this study for simplicity and convenience.

3.5 RESULTS
The three schemes were tested to identify corresponding elements in the OSM Network
and FRA Network. A neural network was trained with the zone with the highest number
of nodes and tested on the remaining zones. Zone 16 has 118 nodes and 152 links.
Scheme 1. One to one matching
Assuming each node in the historical network could be represented by a single node in
the target dataset, a neural network was implemented. The probability of each node being
a reference node was obtained. However, only the highest probability nodes were
considered a match. The results indicate an overall match rate of 89.42%. In addition, the
match rate was greater than MSPLR2 for each zone and thus greater than MSPL and
MSR2. Figure 3-4 shows the relationship between average link scores in a particular zone
and the match rate. As anyone would expect, the plot shows a negative relationship
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Figure 3-4 Match Rates by MSPLR2 and BPNN
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between average link scores and match rates with an R-squared of 0.65. This implies that
the difference in the shape of the corresponding links connecting a node and its neighbor
is an indicator of the match rate.
Scheme 2. One to many node matching
The same neural network as scheme 1 was used, but a match was considered when the
probability of matching was greater than 0.5. Assuming that several nodes could
represent one node in the historical dataset equally, the match rates for all zones are
shown in Figure 3-5. The match rates is much lower than one to many matching. Further,
there is no correlation between match rate and link scores, suggesting that the similarity
of connecting links in reference and target dataset is not a predictor for the number of
possible matches and their likeliness of representing the same entity.
Some of the possible reasons behind the lower match rates are as follows. First, when the
neural network is tested, it sees the dataset that it has never seen before. The presence of
certain peculiarities for any tested zone that the neural network may have never seen in
the training dataset decreases the match rate. Similarly, the predictors used in the neural
network might still be insufficient and thus cannot predict all the possible nodes in the
target dataset. Therefore, more predictors could be added to categorize the unexplained
mismatches correctly. Next, for some situations, the detection of all possible matching
nodes in the target dataset, the information from spatial elements alone might not be
enough, or the unique feature and purpose of the node placement in the reference dataset
has to be known.
Scheme 3. Node to cluster matching
Each node in the historical network was assumed to match with a cluster in the target
network, using DBSCAN clustering technique. The choice of the DBSCAN parameters
𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 and 𝐸𝐸𝐸𝐸𝐸𝐸 was based on trial and error and the characteristics of the target dataset.
Thus, the entire nodes in the target network were grouped into clusters based on
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Figure 3-5 Match Rates for one to many and node to cluster matching
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𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 3 and 𝐸𝐸𝐸𝐸𝐸𝐸 = 0.2 miles was used. Figure 3-5 shows a lower match rate

compared to one-to-many matching. The reasons for lower match rates are described
below.

Because of the nature of DBSCAN clustering, the formation of clusters may not
necessarily represent a singular real-world facility. For example, two clusters within 𝐸𝐸𝐸𝐸𝐸𝐸

might merge into a single cluster when reference nodes are very close to each other.

Similarly, the size of the clusters is based on the density and proximity of nodes in the

target dataset; however, some instances, such as urban areas, where reference nodes are
proximate to each other, require the size of the clusters to be smaller in the target dataset
when, in fact, they are larger when more than 𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑠𝑠 nodes are present within 𝐸𝐸𝐸𝐸𝐸𝐸.

3.6 DISCUSSION

The proposed algorithms demonstrate an improved match rate of point features compared
to algorithm-based matching. In addition, because node classification methods were
added, the neural network could characterize critical nodes. The match rates were
compared against the average link scores and found to be positively related in one-to-one
matching. Thus, indicating that the link scores were a good predictor for identifying one
node in the target dataset that best represents a node in the reference dataset. But, match
rates were not found to be related to the average link scores for one to many and one to
cluster matching. Several reasons were identified for a low match rate in all three
scenarios. Some of them are listed below.
First, issues inherent to the network, such as oversimplification and inadequate
information in some areas of the historical network, led to lower match rates. Similarly,
the presence of nodes in reference with different characteristics such as intersections,
terminals, source, or sink that are unique to a specific location made it challenging for the
neural network to identify nodes in the target dataset. Despite that, room to improve the
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match rates was found, and several directions are suggested to address these issues and
improve the algorithms for future research.
First, the choice of SBD could be enhanced by dynamically adjusting the SBD based on
the clustering of nodes in the target dataset. This would speed up the process of
identification of nodes in the target dataset and filter the nodes that do not require
evaluation. Next, instead of using zone-based training that mixes nodes with different
characteristics, nodes with similar properties could be randomly selected and trained. This
would lead to enhanced match rates as the training datasets have similar characteristics.
Next, the use of static approximate neighbor nodes could be eliminated by recursively
updating the approximate neighbor nodes with identified nodes with higher match
probabilities. Finally, MSPL and MSR2 rely on SPA, limiting the neural network's ability
to identify nodes in the areas with multiple routes connecting two nodes in the reference
network.
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CONCLUSION
This dissertation has compiled a series of methods that assist in integrating two datasets
with different levels of detail, exploring different ways to conflate GIS datasets. The goal
of identifying corresponding elements in two datasets was to improve the positional
accuracy of the dataset with lower positional accuracy. The primary concern of this
research is the use only of spatial elements to improve match rates.
When integrating two datasets, the lack of quality on at least one dataset is a primary
concern with each transportation mode with a specific problem. For example, the railroad
dataset does not change much with time but also, the volunteers' interest and contribution
are lower. Similarly, the highly-dense areas in railroads are much lesser in density than
roadways. The dissertation addressed these peculiarities by proposing several procedures
to integrate any two rail datasets. The approaches used in this dissertation were tested on
OSM Rail and FRARAIL networks.
First, two heuristic approaches were used to identify corresponding elements between
two networks. The first approach (MSPL) minimizes the sum of path distance to neighbor
nodes. Similarly, the second approach (MSR2) minimizes the squared root of the sum of
the squared difference in corresponding path lengths. Finally, a third approach is a
weighted sum of the standardized values from the first and second methods. In all cases,
the discriminatory weight of 0.5 performed better matching than MSPL and MSR2.
However, the results did not show any strong relationship between match rates in zones
with different nodes ratio or average length to neighbor nodes.
Second, a genetic algorithm-based optimization approach proposed a method to detect
apparent differences in two maps. The method applies five different spatial elements:
endpoints' proximity, endpoints' angle, the displacement between endpoints, path distance
between endpoints, and shape similarities to identify differences. The method identified a
positive relationship between lower apparent differences scores and match rates using the
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heuristic methods. Furthermore, the method detected links with high apparent differences
and flagged them for manual intervention.
Lastly, a neural network-based approach was proposed, which introduces the k-core
decomposition and bridge decomposition in addition to the parameters incorporated in
the heuristic methods. The neural network learns from the ground truth dataset to obtain
the probability of each node in the target dataset being the corresponding node. For the
matching process, three different scenarios are proposed. The one-to-one match rates
were higher than heuristic approaches and negatively correlated with the average link
scores. However, no relationship was observed for one to many and one to cluster
matching.
Overall, the dissertation provides multiple analysis frameworks and tools for identifying
corresponding elements. The methodology was tested on OSM Rail Dataset and
FRARAIL. The chapters start with one-to-one node matching. The second chapter uses
the links’ shapes to facilitate the matching process. Finally, the third chapter explores
how different scenarios could result in different match rates when matching networks
with varying levels of detail.
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FUTURE WORK
This section lists the areas where further improvements could be made that were left out
for future work.
The results from the third chapter indicate that training and testing on zones with
different characteristics could potentially be the reason for lower match rates. Thus, a
study could be done on how the training based on randomly selected nodes from nationallevel data and testing on smaller sub-regions might affect the testing accuracy.
Since the matching procedures only rely on spatial aspects of the network, it could be
interesting to add different spatial noises such as distortions in shapes to the reference
links and explore their effects on match rate. This could generate specific cases not
present in the available FRA dataset and lead to more comprehensive training. However,
the ground truth for the distorted shape has to be identified manually to compare against
automated procedures.
Similarly, the methodology was only tested on the FRA Rail network and OSM Rail
Network due to lack of availability. However, other networks such as waterways,
airways, and pipelines could be explored.
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