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Fungus is extremely disreputable and dangerous for food, human health and
archives because it causes food loss, various life threatening diseases to human and
destroy important documents. Thousands of different fungus species exist in the
world and their spores always present indoor and outdoor environments. Its sign
and symptom are non-speciﬁc in medical science for extremely large areas and con-
tainers, which poses severe threat to human health, food and archives. Numerous
traditional techniques were applied to meet the challenge of early detection of fun-
gus but all are costly, laborious, time-consuming and required skilled staff. This
revolutionary era emphasizes the need for novel, simple, automatic fungal detec-
tion system to control the devastation caused by fungal species.
In this research, we develop a fungus detection system and algorithms to auto-
matically detect fungus. Three computer vision based techniques were developed
for the detection of fungus spores. One of them used HOG based features and
achieved convincing results. Other technique consisted of fusion of Fourier trans-
form and SIFT features to achieve promising results. Third method based on super-
pixel and handcrafted features. The results of all these techniques encourage for the
possibility of early detection of fungus spores from dirt particles.
The other main objective of this research was to develop a CNN based approach
for the detection and classiﬁcation of different types of fungus spores. However, a
large amount of data is an essential prerequisite for its effective application. In pur-
suing this idea, we developed a new novel fungus dataset of its kind, with the goal
of advancing the state-of-the-art in fungus classiﬁcation by placing the question of
fungus detection. This is achieved by gathering various images of complex fungal
spores by extracting samples from contaminated fruits, archives and lab incubated
fungus colonies. These images primarily consisted of ﬁve different types of fungus
spores and dirt. The fungus detection system was utilized to obtain these images.
Which were further annotated to mark fungal spores as a region of interest using
specially designed graphical user interface. As a result, 40,800 labeled images were
used to develop fungus dataset to aid in precise fungus detection and classiﬁcation.
A CNN architecture was designed and it showed the promising result with an ac-
curacy of 94.8%. The obtained results proved the possibility of early detection and
classiﬁcation of several types of fungus spores using CNN and could estimate all
possible threats due to fungus.. . .
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Introduction
This chapter gives a bird eye view of the thesis, and provides the background of
the topic. Which is very important to understand the remaining thesis. Speciﬁcally,
this chapter generally introduce the problem of fungus and gives an overview of
the different techniques applied in this thesis to detect fungus and automate fungus
detection system. Furthermore, objective and research methodology for this research
is also included in it. At the end of this chapter, thesis structure is described.
1.1 Fungus
The word Fungus has a Latin origin which means "a mushroom". Fungus is a eu-
karyotic organism similar to plants and animals. Organisms with nucleus which
is enclosed in well deﬁned membranes are called Eukaryotic organisms. They are
placed into a separate kingdom Fungi due to the presence of unique characteristics,
differentiating them from other eukaryotic organisms. Unlike plants they lack the
process of photosynthesis and are unable to synthesize their own food. Hence, de-
pends on other organisms for their nutrition just like animals. Unlike animal cells
fungal cells contain cell wall in addition to cell membrane. Due to these reasons
fungi are not included in other Kingdoms Plant, animal and bacteria. Fungi are
heterotrophs, obtain their food by digesting and absorbing food molecules from the
substrate. Fungi are studied under a separate branch of biology known as Mycology.
Fungus is also known as an essential decomposer of our ecosystem and performs
signiﬁcant role in recycling of various important nutrients in our environment and
also considered responsible for the exchange of numerous environmental organic
and inorganic matter.
1.1.1 Cell Structure of Fungus
Fungal cells contain well deﬁned Nucleus, may be uninucleated or multinucleated.
In addition to nucleus, they have numerous membranes bounded organalles in the
cytoplasm such as mitochondria, endoplasmic reticulum, liposomes, 80S1 ribosomes
scattered in cytoplasm. The cellwall of fungus consists of chitin in addition to glu-
cans polysaccharides and lipids, differentiating it from the cellwall of other organ-
ism. A very primitive group of Fungus Cryptococcus lacks the presence of chitin in
their cellwall, hence differs from other fungal species. Fungal hyphae grow on the
tips by branching into two hyphae, giving rise to a network of hyphae. Some hyphal
tips fuse with each other to form network of hyphae named Mycelium. Mycelium
1S stands for sedimentation coefﬁcient. These ribosomes are only found in eukaryotic cytoplasm.
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FIGURE 1.1: Fungus hyphae sketch from Designua[1]
may grow to form undifferentiated body known as Thallus.
1.1.2 Morphology of Fungus
Fungus consists of large, elongated tubular, ﬁlamentous thread like structures known
as Hyphae (singular hypha). Hyphae are basically nearly 2-10 micrometer in diam-
eter and several meters elongated in length. On the basis of presence and absence of
septum, hyphae are further divided into Septate and Aseptate hyphae (the one lack-
ing the septum) also known as Cenocytic hyphae. Septate hyphae are partitioned
into chambers with the help of internal wall, with each chamber containing its own
nucleus and other organelles. Cenocytic hyphae lack the partition into chambers due
to the absence of septum and are multinucleated cells. For the purpose of transporta-
tion the septa in septate hyphae contain pores, enabling the nutrients cytoplasm and
other organelles to move freely from one chamber to other.
1.1.3 Diversity of Fungus
Fungal kingdom is extensively diversiﬁed ,ranges from unicellular microscopic struc-
tures such as yeast to multicellular macroscopic structures visible through naked
eye such as mold, mushrooms, rust, smut e.t.c. They are widely distributed in our
ecosystem. Due to the presence of resistant structures, they exists in various extreme
environments such as deserts, deep seabed with high salt concentration. They are
also largely found in forests, dry rocks and oceans. We can also notice them in our
surrounding such as growing on fruits, bread, moist areas, old buildings and around
trees. They are not only diversiﬁed in existing in various habitats but also contain
diversity in relation to various physiology ,morphology and reproduction. Around
120,000 species are studied and described by Taxonomists but around 2.2 to 3.8 mil-
lion species are thought to exist.
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FIGURE 1.2: Fungi life cycle
1.1.4 Growth of Fungus
Fungal hyphae (as shown in Figure 1.1) grow at their tips by Spitzen körper ( vesi-
cles containing organic molecules). These vesicles are formed within cytoplasm,
processed through golgiapparatus and are transported via cytoskeleton at their tips
for further growth and expansion of fungal hyphae. Upon reaching the apex, they
release their content outside the cell by a process known as exocytosis. Hence result-
ing in apical growth and branching of hyphal strands. As the tip grows and extends
further, Septae are gradually formed to divide hyphae into further individual cells.
1.1.5 Reproduction
In order to detect fungus it is of prime importance to understand the mechanism of
fungal reproduction. After completely studying the process of reproduction it will
be helpful to timely detect fungus on early stages and halting further growth and
reproduction. Hence saving our environment from the harmful side effects of fungi.
Fungi reproduction is heterogeneous in character enabling fungi both asexually and
sexually. Fungus reproduces asexually by budding, fragmentation or through spore
formation.
1.1.6 Mode of Nutrition
Fungal cells not only use soluble carbohydrates such as glucose, fructose, sucrose
as a carbon source but also digest insoluble carbohydrates such as starch, cellulose,
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several other complex hydrocarbons and proteins. Saprotrophic fungi obtain their
food by digesting dead organic compounds. In order to digest extracellular material
fungi release vesicles with certain digestive enzymes that break the complex organic
compounds and absorb the soluble digestive food particles through hyphal walls.
Many fungi live in symbiotic relationship with other organisms in which both
the organisms live mutually helping each other to grow and survive in the environ-
ment. In mycorrhizal symbiosis plants and fungi beneﬁt each other. Fungi helps
plants in uptake of inorganic molecules present in soil in low concentration such as
nitrate and Phosphate.
The fungal partners in return get the processed food particles such as carbohy-
drates as a carbon source and shelter from the plants. Fungal Mycelium has an ex-
cellent absorptive property due to its diffused network, providing large surface area
for absorption. This absorptive fungal characteristics proves beneﬁcial for plants
in absorbing water and mineral nutrients, essential for growth of plant. They also
decay the organic matter to release inorganic molecules and help in mobilizing the
locked inorganic molecules and make them available to their host. Fungi lives both
intracellularly as in Arbuscular mycorrhizal fungi or extracellularly as in ectomyc-
orrhizal fungi. This association in certain conditions act as pathogenic in colonized
plant.
Lichen is a mutualistic relationship between Algae or cyanobacteria living to-
gether with fungi. They are available in numerous sizes and colors. Depending
upon form they are present as macro lichens, those which are brush like or leaf like
and all other termed as microlichens. Lichen exists in wide range of shapes and
forms mainly as leaf like structures known as Foliose. They are unable to absorb
water due to the lack of proper root system but can effectively carry out the process
of photosynthesis. Lichen exists both in aquatic or temperate forests. They are found
abundantly on trees bark, leaves, mosses, rocks, walls. They are well adapted to ex-
treme environmental conditions such as hot desert, rocky surfaces. 6 % of the land
surface is covered by lichens. In this association the fungal species helps green algae
to absorb water, several nutrients and provide anchorage. Under extreme environ-
mental circumstances fungal partner ensures the survival of Algae. The cyanobac-
teria and algae perform photosynthesis and converts atmospheric carbon dioxide
into organic molecule. These organic molecule commonly carbohydrate is utilized
as direct food source by the Algae and by the fungi. Phycobionts (Algae) produce
carbohydrates which are absorbed by the mycobionts(fungi). Mainly Ascomycetes
are found as fungal partners in this mutualistic association.
1.1.7 Fungal Taxonomy
The kingdom Fungi is further divided into 7 Phyla, 10 subphyla, 35 classes, 12
subclasses and 129 orders. 7 Phyla are named as Phylum Chytridiomycota, Neo-
callimastigomycota, Blastocladiomycota Microsporidia, Glomeromycota, Ascomy-
cota and Blastomycota. The latter two are sometimes included in the sub kingdom
Dikarya. Out of these 7 Phyla this research focused on two major Phyla i.e Phylum
Asscomycota and Phylum Basidomycota and the same are described as under:-
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Pylum Asscomycota
They are sac like fungi; exist in various form ranging from both unicellular to multi-
cellular ﬁlamentous; have septate hyphae cells perforation; are both uninucleated or
multinucleated; reproduce asexually through budding, ﬁssion, fragmentation and
sexually by forming conidia or through production of ascospores (on spore produc-
ing hyphae). In a sac like structures (Asci) that are produced both naked or in closed
bodies known as Ascocarps. Ascomycota included 3 basic type of fungi capfungi,
saddle fungi and trufﬂes. They live variously either as saprotrophic on plants and
animals or as pathogenic or in a symbiotic relationship with algae to form lichens.
Phylum Basidomycota
They Reproduce asexually by fragmentation or by forming oidia(free hyphae cells
acting as spores) conidia. Sexual reproduction take place through fusion of two hy-
phae known as somatogamy or fusion between oidia and a hyphae known as oidiza-
tion or between spermatium with a female structure in plasmogamy stage result-
ing into a dikaryotic structure that later on form Basidiospores containing basidia
into a specialized structure known as Basidiocarp (also known as basidiomycota).
This Phylum primarily include rust, smut, mushrooms, Pufballs jelly club and shelf
fungi.
1.1.8 New fungus species
Recently a new fungus species were discovered which can also eat plastic [2]. Re-
searchers found a specie and named as Aspergillus tubingensis, which is able to de-
compose plastic. This specie degraded a sheet of polyester polyurethane after two
months. This provide basic concept of such micro-organisms which can help in
break down of plastic. Although it is very early to say that this specie will help
in future to degrade the mountains of plastic waste.
1.2 Importance of Fungi
Being a hetrotrophic organism, they obtain their food by secreting digestive food
molecules. Some fungi are typically classiﬁed as parasites, other live in a symbiotic
relationship with other organism such as Algae, plants and animals. It is known
as essential decomposer of our ecological system and perform a signiﬁcant role in
recycling of various salient nutrients and become helpful agent in exchange of or-
ganic and inorganic matter in our environment. Ecologically fungus is considered
as important microorganisms, as it contribute immensely in maintaining our ecosys-
tem. They play an essential role in recycling of nutrients, by degrading dead organic
matter. These nutrients are further added back to our ecological system. The mycor-
rhizal association of fungus with plants allows various crops to grow successfully in
soil, thus helping agricultural industry. Many fungi such as mushrooms aree edible
to humans such as oyster milk and straw mushroom except some poisonous mush-
rooms such as Death cap and Destroying angel. In our Pharmacological industry
one of the most important drug Penicillin is derived from fungus called penicillium.
Penicillin discovery has totally revolutionized health sector. Chiimushroom is used
to derive an important drug known as Lentinan that helps in treating cancer. Many
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clinical important drugs are produced by utilizing fungus including immunosup-
pressant cyclosporine, ergot alkaloids to stop bleeding. Fungus contribute signiﬁ-
cantly in our food industry by producing lactic acid, citric acid, malic acid, several
beverages such as beer and wine. Numerous food products such as bread, yogurt,
cheese are produced by fungus through the process of Fermentation. In addition to
these advantages yeast cells are used in Recombinant DNA biotechnology to express
several human proteins. Fungus insecticides helps in killing many insects , protect-
ing food crops from several insects. There are many beneﬁcial effects of fungus in
our daily life that need to be discovered to further understand the importance of
fungi irrespective of its harmful effects.
1.3 Motivation
Fungus are microbes and essential eukaryotic organism of ecosystem. It is abundant
on earth and it has more than 1.2 million types, which can be found both indoor and
outdoor. It plays a vital role in the decomposition of organic matters and it is also
responsible for penicillin, yeast, beer and wine but it is very dangerous for human
health, food item, document archives and other organic matters, when it is present
in high concentration in the environment.
1.3.1 Dangerous to human
Some fungi are pathogenic to humans causing serious diseases i.e candidiasis, as-
pergillosis, histoplasmosis coccidiodomycosis, cryptococcosis, caused by genera Can-
dide aspergillus, histoplasma, cryptococcus. Dermophytic fungi develops various
diseases e.g athlete’s foot, ring worm. Some fungi cause serious allergic reactions.
Fungi release toxic compounds capable of causing numerous diseases such as cer-
tain mushroom, molds known as mycotoxins. These toxins cause an inﬂammatory
reaction in immune compromised humans. A highly poisonous and lethal mush-
room (Amenita produce amatoxins) and ergot alkaloids causing ergotism in people
consuming cereals and rye. Aspergillus produce aﬂatoxins and highly carcinogenic
metabolites leading to serious illness. These toxins enter into the circulatory system
and inhibit further protein synthesis and damages the defence mechanism. Ustilago
maydis is a pathogenic fungus that cause smut disease in maize. Though various
studies associate the presence of fungi with respiratory allergies and asthma. Other
illnesses related to inhalation of fungal spores embody toxic pneumonitis, hypersen-
sitivity pneumonitis, tremors, chronic fatigue syndrome, kidney failure, and cancer
[3].
More than 290 fungal species are pathogenic to humans. Some common Pathogenic
species are as follows.
Albicans (Candidiasis):
Candida species mainly responsible for causing serious infections in individuals
with deﬁciency in immune system. When humans are in immunocompromised state
due to stress or low food intake or due to certain disease such as AIDs fungus grow
rapidly as a opurtunistic pathogen and resultantly cause damage to humans.
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Aspergillus:
Aspergillus species are mostly found in grain, pathogenic maize, barley. There are
many Aspergillus species but most common are Aspergillus fumigatus and As-
pergillus ﬂavus. It invades food and produce Aﬂatoxins that are not only toxic but
also carcinogenic. When this contaminated food is utilized by humans these toxic bi-
ological toxins invade body defence system hence causing serious infections. Some
may result in allergic reactions.
Cryptococcus:
There are several cryptococcal species that cause pathogenic diseases in humans and
animals. They primarily invade people with immunocompromised state such as
people surﬁng from HIV or AIDs. Cryptococcus neoformans cause meningitis and
meningoencephalitis. Some other pathogenic Cryptococcal species are Cryptococcus
laureniti and Cryptococcus albidus, infecting humans with compromised immunity.
Whereas Cryptococcus gatti affect humans with normal immune response, com-
monly found in Australia and Africa. On invasion of cryptococcal neofarms, human
body generate and activates its own defence system. Certain macrophages detect
the presence of fungal protein and generates a high concentration of NO and some
other oxide of nitrogen that inhibit the Cryptococcus neoforms multiplication and
replication. But some Cryptococcus neoforms are phagocytosed by macrophages
of within the lungs and adapt to the intracellular environment of the macrophages,
hence preventing itself from the lysis. These Cryptococcus neoforms resides intact
with in the macrophages, hence successfully remain protected from the innate de-
fence mechanism such as antibodies components, antifungal drugs. This will later
on helps Cryptococcus neoforms to successfully enter blood circulation and lym-
phatic system leading to further dissemination into other body organs speciﬁcally
central nervous system causing meningitis or meningoencephalitis.
Histoplasma:
Histoplasmosis is a fungal disease caused by histoplasma species. These species are
found in soil contaminated from the fecal matter of birds and bats. Upon reproduc-
tion, spores are produced and are dispersed into the air. When this contaminated
air is inhaled, they enter into lungs alveoli causing respiratory infections, which can
be acute and chronic. The symptoms of histoplasmosis are cough ﬂu while chronic
lead to pneumonia tuberculosis, mediastinits. Some may result into severe infections
such as lymphadenopathy, hepatosplenomegaly and calciﬁc lesions.
Stachybotrys chartarum:
It is known as black mold and commonly occur in damp areas, building and houses
damaged from water. It grows rapidly in an environment abundantly with mois-
ture. A close association has been found between fungal species and water damaged
building. These species further release mycotoxins and microbial volatile organic
compound that cause respiratory infections and severe headache. Mostly people
are unaware of indoor causative pathogenic agent of the damped building related
illness.
8 Chapter 1. Introduction
Pneumocystis:
Pneumocystis jirovecii is a common human pathogen, causing pneumonia in people
suffering from immunodeﬁciency.
Pathogenic mycotoxins:
Table 1.1 shows pathogenic mycotoxins.
TABLE 1.1: Pathogenic mycotoxins
Toxins Species Involved Occurence/Habitat Diseases
Aﬂatoxins Aspergillus Species such as As-
pergillus ﬂavus, Aspergillus Para-
siticus
in tropical and subtropical re-
gions, commonly found in
cotton, Peanut, Maize
4 types B1B2G1G2 carcino-
genic Aﬂatoxins, B1 cause
liver cancer
Citrinin Penicillium Aspergillus Species Yellow rice in Japan, wheat,
rice, corn, Barley and Oat
Act as a Nephrotoxin
Ochratoxins Penicillium and Aspergillus species Beverages, beer, wines and
vine fruit
Carcinogenic and nephro-
toxin tumours in respiratory
tract
Ergot(Alkaloids) Claviceps Infected cereals, breads Gangerinous ergotism (An-
thony’s Fire)
Patulin Penicillium expansum, Some As-
pergillus Species and Paecilomyces
species
Mouldy fruits and Vegetables
and fruit juices
Carcinogenic, affect also im-
mune system of animals
Fusarium Fusarium species Grains and Cereals such as
maize wheat
Affect central nervous system
of horses and cause cancer in
rodents
Factual Losses
Some of the prominent facts regarding serious damage caused to human by fungus
are as under:
1. Recently more than 200 people became ill with symptoms such as nausea,
vomiting, diarrhoea on consumption of Yogurt contaminated with Mucor circinel-
loides[4].
2. In 1974, 106 people died in India as a result of acute mycotoxicosis (aﬂatox-
ins contaminated corn)[5]. Common Mycotoxins are aﬂatoxins, fumonisins,
Patulin, Ochratoxins, Citrinin, trichothecenes.
3. In Kenya aﬂatoxicoses cause death of 125 humans and it is also successful in
causing serious life threating infections in more than 200 people [6].
4. 2219 chicks were died in Mysore state in 1966.
1.3.2 Food Loss
Fungus is not only dangerous for human health but it is also one of the major threat
to food logistics [7]. 1.3 billion tonnes of world produced food is lost every year,
which is one third of the world produced food [8]. One of the prime actor behind
this wastage is fungus as one half of the harvested vegetables and fruits wasted due
to fungal spoilage in tropics [9]. Where as United nations member states committed
to zero hunger by 2030, as it is one of the 17 sustainable development goals in 2030
agenda. Secretary general of united nations, Ban Ki-moon, launched zero hunger
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FIGURE 1.3: Some pictures of fungal infections
challenge. This zero hunger challenge consists of ﬁve elements. One of these ele-
ments is "Adapt all food systems to eliminate loss or waste of food". This can not be
achieved without making systems for food security. And it shows a strong need of
systems which can provide security to food and minimize loss of food during pro-
duction, transportation and storage.
Many fungi act as parasites on plants and animals and resultantly cause many
diseases. Some fungal species extensively damages agricultural industry such as
rice blast, fungus ustilago, fusarium, alternaria and cochliobolus. These are known
as serious plant pathogens. Others act as carnivorous such as Paecilomyces lilacinus
acting as parasites in nematodes by forming complex rings.
Fungal infection not only effects food quality but also quantity. Infected fungal
grains are rejected by the food consumers and are discarded. According to an es-
timate yearly 5-10% of food is lost due to fungus [9]. Some food is rejected due to
the presence of visible fungal contamination. On the other hand, some food such as
grain, cereals don’t have visible fungal contamination. These food products contain
pathogenic mycotoxins which on consumption lead to serious pathogenic disease.
Some countries are unable to produce the required amount of food due to decrease
in the yield of food caused by fungal species. The infected food is sometimes dis-
carded, while in some remote areas it is used to feed animals, being unaware of the
fact that it is also pathogenic to animals. Resulting into decreased production of an-
imal products such as milk and meat.
Yearly food spoilage due to fungal contamination proves to be major factor and
plays an essential role in great economic setback for example in Australia. Australia
economy face a loss of 10,000,000 $ per annum due to fungal infestation in food com-
modities. Fungal contamination of food crop is also a big issue in tropical area and
in underdeveloped countries.
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1.4 Fungus Detection
All the adverse effects of fungal species on human, animal, food crop emphasize
conducting research in fungal contamination. It is highly signiﬁcant that fungal
presence is timely detected to prevent its further harmful effects. However, it is
often neglected. Research on the fungal species that are pathogenic to humans and
plants can only be successful and fruitful if correct identiﬁcation and detection of the
causative agent is carried out. Many researches have been made to isolate and detect
fungal species. Various methods are employed in identifying fungal infestation of
food products in order to prevent mycosis and mycotoxicosis.
1.4.1 Traditional Detection Methods
As the life on our planet develops and grows, so do the pathogens, placing this de-
velopment and growth in ever increasing dangers. Considering one speciﬁc pathogen,
the fungi, the threats they pose to health, agriculture, industry and ultimately the
economy are well known. To counter these threats, more and more efﬁcient fungus
detection methods have been developed.
Plate Count Method
Previously several successful methods in identifying fungal infection were used for
effective screening to reduce the threats. Plate count method is the most traditional
method for detecting the presence of fungi. In this method, the fungal samples are
diluted with a sterile ﬂuid and suspended. This processed sample is then transferred
on the Petri dishes mixed with a suitable culture media and incubated at 25 degree
C. During incubation the fungi keep on multiplying to form several colonies. These
colonies are later on studied under microscope for accurate presence of number and
type of fungal colonies. It is also useful and cost effective method.
Culture media
Culture media is probably the oldest and traditional method. Over the years this
method has been tested and perfected, allowing massive growth of detected fungi
and also their isolation (using selective media designed to allow growth of speciﬁc
species of fungi). However, it is considered time consuming. Other disadvantages
include the requirement of highly trained personnel and laboratories with extensive
equipment. Following are some examples of culture media in use today:
Brain-Heart infusion agar:
It is a non-selective medium for the growth of all pathogenic fungi.
Czapek’s agar:
This medium is selective for the Aspergillus species.
Potato dextrose agar (PDA):
This medium is widely used to culture various species of fungi.
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Sabouraud’s dextrose agar:
It is not advisable as a primary medium as it is not very rich. Inhibitory mold agar:
This media is speciﬁcally used for dimorphic pathogenic fungi. It is not advisable
for other types.
Nucleic Acid Probe
It is more popular and widely used research method for the detection of microor-
ganism. Basic principle of this technique is the ability of complementary strands
of Deoxyribonucleic acid(DNA) molecule to identify each other. Partial and pure
nucleic acid are used and called as probe, which may be ribonucleic acid (mRNA).
Cloned fragment is go through enrichment and harvesting phase. Nuclei acid probe
method is ﬁrst used for the detection of Escherichia coli [10].
PCR(Polymerase Chain Reaction)
PCR is another advanced method for fungus detection. The basic principle is to ob-
tain a fragment of DNA and multiplying it to have sufﬁcient material to be identiﬁed
and analyzed. This method has multiple modes including nested PCR, multiplex
PCR, real time PCR, magnetic capture hybridization PCR and ITS(internal transcribe
spacer) PCR. This method is quick and produces very reliable results. However,
quality of DNA material must be very good in order to run the procedure smoothly.
To obtain such high quality DNA/RNA sample is not always possible and this can
fairly compromise the results.
Analysis of Ergosterol
Analysis of Ergosterol is also a process for fungus detection. Ergosterol is a major
component of cell membranes of “ﬁlamentous fungi”. Detection of this compound
indicates presence of fungi. This is not a very sensitive test. It is useful for mass
projects like fungi in water bodies. Its employment on minor infected samples is
questionable. Additionally, it is speciﬁc for ﬁlamentous fungi only.
Molecular Markers
Identiﬁcation by molecular markers is a very accurate method to detect fungi. It
basically uses markers speciﬁc to a particular type of cell to indicate presence of these
cells. For example, many fungi are detected by the rRNA/DNA of their ribosomal
unit. It can be thought of as a specialized use of PCR, because after isolating these
marker, they are multiplied using a PCR machine to be analyzed and identiﬁed.
1.4.2 Drawbacks of Traditional Methods
All the above mentioned detection methods have some limitation. Most of them are
time consuming, laborious and required well trained staff. Some of these methods
required sophisticated and very expensive equipment. Although we can get reliable,
precise and effective results by these aforementioned methods however these results
and methods are more probable to exhaust when we need to monitor immense vol-
ume i.e Container of food items. Once the volume is massive like shipping contain-
ers, its nearly impossible to seek out any trained professionals who can perform such
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FIGURE 1.4: Fungus Detection System
a huge task of monitor/ control microbes and resultantly, we have to just accept po-
tentially inaccurate results. In the process of fungal detection time is a crucial factor.
Considering time consuming procedures, expensive equipment, laborious tasks and
nevertheless inaccurate results warrants us to apply computer vision and machine
learning in this ﬁeld which can render us with desired results.
1.4.3 Detection Using Fungus Spores
We are primarily focusing on fungal spore detection in our system as they are the
microscopic biological particles that enable fungi to reproduce successfully. Fungal
spores are produced both asexually and sexually and dispersed in the air with the
help of wind. Various concentration of spores are found both indoor and outdoor.
Under certain environmental condition spores grows and develop into fungal hy-
phae.
In order to control the growth of fungus, it is very necessary to timely detect
the presence of spores. Once the spores are detected precautionary measures can be
taken to inhibit the growth of spores into fungal hyphae.
Fungal spores are found commonly in our surrounding environment. Two ma-
jor factors concentration of fungal spores and types of fungal spores determines
the pathogenicity of fungal spores . There are certain fungal species that produce
pathogenic fungal spores such as Cladosporium herbacun, Alternaria, Alternata, As-
pergillus ﬂavus, Fusarium graminearum.
Spore inhalation cause various allergic reaction and respiratory diseases in hu-
mans and animals. Spores contain high concentration of Mycotoxins which further
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adds to its pathogenic characteristics. The concentration of spores is variable and a
high concentration of spore in environment describes the level of the life threat.
1.5 Objectives of doctoral thesis
The overall goal of this doctoral thesis is to develop a system which can effectively
detect fungus using computer vision and machine learning techniques. Thus pro-
viding alternative to laborious and time consuming manual detection techniques by
designing automatic, efﬁcient and reliable fungus detection system (shown in Figure
1.4) and algorithms. Which consequently, leading to a early detection of fungus and
enabling us to take timely decision to avert fungus attack thereby saving precious
human life, important documents and food commodities. Fungus are detected and
classiﬁed by studying three different types of microscopic images having fungus
spore which are acquired using highly sophisticated industrial camera. These im-
ages are further processed and analysed by computer vision and machine learning
algorithms. For this purpose, in particular, three different computer vision and one
machine learning techniques are developed in this doctoral thesis. These techniques
not only differentiate fungus from dirt but also classify different type of fungus from
each other. Hence, robust fungus detection system has been designed which can ef-
fectively, accurately and remotely detect invisible fungus spore at very early stage
of fungal attack, preventing severe threat to human,food and archives.
1.6 Organization
The rest of this thesis is organised as follows
• Chapter 2 reviews existing prior work that was related to fungus spores detec-
tion. Previously used computer vision based approaches for the fungus detection
and cell detection were reviewed. Similarly, machine learning techniques were also
reviewed, which also includes development of different datasets and different archi-
tectures of convolutional neural networks.
• Chapter 3 introduces the Internet of things based fungus detection system. In
this chapter, complete setup was also presented and basic sub system was also ex-
plained in detail. Graphical user interface is also described in this chapter.
• We then start presenting our contributions in Chapter 4 by discussing three
different computer vision based techniques for fungus detection. HOG based tech-
nique is discussed in Section 4.1 and fusion of different techniques is comprehen-
sively covered in Section 4.2. In the same chapter, we also discussed superpixel
based approach (Section 4.3).
• The ﬁrst part of Chapter 5 (Section 5.1) presents the introduction of machine
learning which is followed by introduction of neural network (Section 5.2). Finally
in Section 5.3 designed CNN approach for fungus detection is explained.
• In Chapter 6, we will ﬁrst discussed (Section 6.1) challenges of fungus dataset
images and the performance evaluation metrics will be decided. Before presenting
analysis of proposed approaches, development of fungus dataset is discussed. In
section 6.2, analysis of all proposed computer vision based fungus detection tech-
niques will be presented. Similarly section 6.3 will be composed of analysis of ma-
chine learning based approach.
• We conclude in Chapter 7 by a summary of the presented work and an outlook
to possible future research topics.
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Chapter 2
Literature Review
This chapter gives an overview of methods and approaches that were recently been
used in three main areas. In accordance to the focus of this thesis, I mainly re-
viewed internet of things(IOT) based embedded systems, computer vision and ma-
chine learning based approaches for fungus detection. Firstly, approaches used for
IOT based systems are discussed. Secondly, computer vision based approaches are
summarized which were used for the detection of fungus or microbial. At last, ma-
chine vision based approaches are also discussed which were used for the fungus
detection. Moreover, overview of popular datasets of computer vision and machine
learning ﬁeld was presented.
2.1 IOT Based Embedded Systems
Patchava et al. [11] presented an commercial application of smart home automation
using Raspberry Pi. They used internet to connect different types of home appli-
ances for the sharing of information among these appliances. In this application,
raspberry Pi was used to control the sensors and cameras for surveillance. A com-
puter vision technique used for the detection of motion and the owner of house can
be informed through SMS or email. Different appliances can also be remotely con-
trolled like switching on/off air of condition, fan and lights. A mobile application
was also developed to continuously monitor the status of the home.
Kulkarni et al. [12] proposed a framework for an IoT based data logging system
using Raspberry Pi. They developed an IoT based automated industrial meter which
uploads the acquired data to cloud storage for further processing. Raspberry Pi was
used as the primary IoT device in the implementation. This system worked in total
four steps of image acquisition from Raspberry Pi camera module, optical charac-
ter recognition using image processing, data uploading on cloud storage and online
processing using google data spreadsheets. Similiarly, Shete et al. [13] also used
Raspberry Pi but for the monitoring of climate. The proposed IoT system consisted
of 5 sensors and 2 of them were utilized for the air quality and remaining were used
to measure light intensity, temperature, pressure, and humidity in the environment.
These parameters were utilized to monitor the environment.The measurements can
be monitored by users on their smart phones, laptop, and tablets through internet.
And Raspberry Pi performed the task of collecting the sensors data and save it on
the internet URL.
Another latest application of IoT was presented by Hentschel et al. [14]. They
proposed a super sensor prototype for smart campus infrastructure using a Rasp-
berry Pi node. Every supersensor node has comprised of a Raspberry Pi, with vari-
ous sensors like temperature, motion, sound and light were associated with it. There
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was a collector which collects all the information from these sensors. The obtained
information is sent to remote server by means of TCP at standard interval of time.
Their main idea was to send these supersensor nodes all through the campus and
utilize them for different applications. They have implemented the prototype for
temperature monitoring of the room. Supernodes were installed in staff ofﬁces to
monitor the temperature. They have planned to implement prototype on other sce-
narios as well. Such that, supersensor nodes may be installed to tell if a meeting
room is free or not with the help of sound and motion sensing.
In receent year, Chen et al. [15] discussed an IoT based face detection system us-
ing Raspberry Pi. The proposed system was low cost system but with high accuracy.
Different computer vision methods like Linear Discriminate Analysis (LDA), Prin-
cipal Component Analysis (PCA), the Hidden Markov model, Local Binary Pattern
(LBP), support vector machine (SVM), sparse representation based classiﬁer (SRC)
and artiﬁcial neural network (ANN) were considered in their research. The face de-
tection system was used as laboratory access system and installed at the gate of the
laboratory. Raspberry Pi was connected with a webcam, which captured the image,
followed by the face recognition algorithm. If the person face is recognized by sys-
tem then his name will be displayed on the screen and the person will be allowed to
enter in the lab. They have obtained recognition rate upto 95%.
Another interesting application was presented by Imteaj et al. [16]. They pro-
posed an IoT based autonomous irrigation system. In this application, Raspberry
Pi was used as an IoT device. The moisture level of ﬁeld and intensity of sunlight
were measured using the sensors. These two characteristics formed the basis of main
idea to calculate required amount of water to be supplied in the ﬁelds. Moreover, de-
signed system also monitored the water level to prevent over ﬂow of water. All these
sensors were installed in the ﬁeld to acquire data, which was further transmitted to
Raspberry Pi using Wi-Fi shields connected to Arduino. In case of water shortage,
system administrator was informed through an SMS. After few months Imtaej et al.
[17] proposed another IoT based system for ﬁre alarm. It was low cost ﬁre alarming
system which also used Raspberry Pi to control multiple Arduino boards. Different
sensors and cameras were connected to these boards. 360 degree cameras were uti-
lized in this research so that in case of ﬁre cameras cover the area efﬁciently. The
sensors detect ﬁre and the camera captures image of affected area. The captured im-
age and location of Arduino board further sent to Raspberry Pi and administrator
was also informed immediately.
In recent paper by Sornalatha and Kavitha [18] proposed an IoT based smart
museum using Bluetooth Low Energy (BLE). The thought spins around a wearable
gadget that can track the guest’s location and captures the picture of artwork in front
of guest inside the museum. These attributes were further sent to the central pro-
cessing unit that furnishes the guest with the information about the artwork on their
cell phones. The central processing unit contains data of all the artworks in the mu-
seum stored in their storage, upon query central processing unit sends information
about requested artwork. The wearable device used in this project was Raspberry Pi
and a webcam connected to it. The communication of the wearable device and cen-
tral processing unit of museum is accomplished using Bluetooth Low Energy (BLE).
Kolay et al. [19] studied an IoT based real-time communication and implemented
location tracking for vehicular emergency using Raspberry Pi. Current location of
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the vehicle was continuously tracked through 4G/LTE dongle, which was connected
to the Raspberry Pi. A USB webcam was also connected with the Raspberry Pi,
which captured images after the occurrence of an emergency. In case of an emer-
gency, nearest rescue center was informed and the captured images sent to them.
Five categories of emergencies were categorized in that research, namely accident,
medical, criminal, civil, and mechanical. In all these categories control room was
provided with all type of information which helped rescue teams to work effectively.
For example the location information of the vehicle and images of the affected areas
were sent to the nearest hospital and police station in case of accidents. Similarly an
automated message was sent to the nearest hospital in case of medical emergency.
IoT has numerous applications in the health care ﬁeld. Considering the concept
of wireless health monitoring, devices can be developed that can monitor vitals of a
patient and results are sent to the doctor using wireless communication via internet
or mobile network. Pardeshi et al. [20] also proposed a similar system. This system
was also IoT based to monitor health using Raspberry Pi. All the vital parameters
like temperature, blood pressure, heartbeat and an ECG were collected using sen-
sors. When readings crosses safe level, immediately doctor is informed. The special-
ist doctor can screen these outcomes through an IoT based equipment and counsel
the patient accordingly.
2.2 Computer Vision Based Approaches
Researchers around the world are concerned about automatic detection of microbial
and cell like structures. There are various strategies which have been implemented
in the previous decades. In this section, recent published articles on cell detection
are quickly explained, which included different steps of image processing and com-
puter vision based techniques.
2.2.1 Pre processing
Edges also play very important role in the detection of boundaries of objects. Differ-
ent edge detection algorithms are applied to detect the boundaries of each indepen-
dent object in the images, which is different from threshold based segmentation [21].
Edges always show the discontinuity in the intensities values of objects and back-
ground [22]. Sobel, Roberts, Prewitt, Zero crossing, Laplacian of Gaussian (LOG)
and canny edge detector are the most prominent edge detection techniques which
were normally used in image processing [23]. Pinaki et al. [24] presented a compar-
ison between these techniques. This comparison is with respect to object boundary
localization and image appearance. They found that canny edge detectors outper-
formed the other techniques.
There is another important task of cell morphology, which is to extract meaning-
ful features from the regions of image. There are many different features of the target
object. These extracted features summarize the target object. Chesmore et al. [25]
presented an approach for the detection and location of Tilletia indica. Perimeter,
surface area, number of spines, average spine size, maximum and minimum radius,
aspect ratio of radius and smoothness of outline were the features used for the classi-
ﬁcation. Furthermore, principal component analysis (PCA) was also used for linear
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separation of spore species.
Similarly, Hitimana et al. [26] demonstrated an algorithm for coffee leaf damage
detection. This algorithm is a combination of three processes: image contrast en-
hancement, image background removal and estimation of detected infection. Leiva
et al. [27] also used morphological operations on high contrast grayscale image for
detection of blueberries with damages including fungal decay. On the other hand,
Chu et al. [28] indicated a method for the moldy maize kernels and computed region
of interest, binarization and denosing. Similarly, Pujari et al. [29] and Siripatrawan et
al. [30] also performed some pre processing steps for identiﬁcation of visual symp-
toms of fungus diseases found in cereals like wheat and maize.
Al Bashish et al. [31] used pre processing step for the cleaning of images before
applying proposed method for the detection of ﬁve different types of plant diseases.
2.2.2 Segmentation
In last decade, scientists and analysts attempted different algorithms for region based
segmentation [32]. Segmentation is used to separate foreground from background.
It stands out among the key strategies of image processing and additionally an im-
perative procedure of image analysis. Owing to the different scenarios and object
patterns, a good segmentation in the presence of challenging noises is a very chal-
lenging task, regardless of many good segmentation methodologies [33]. Similarly,
Huang et al. [34] presented an approach to detect the Phalaenopsis seedling diseases
and lesion areas were segmented using adjustable exponential transforms.
Thresholding
Threshold based segmentation is one of the most popular segmentation technique
and has been well practiced in diverse applications [35]. Normally, there are two
kinds of thresholding: global thresholding and local thresholding [36]. Otsu [37],
maximum entropy [38], Bernsen [39], Niblack, Sauvola and Wolf are the most popu-
lar global thresholding methods [40]. It is applied on the complete image whereas lo-
cal thresholding applied via a small block by block through out the image to handle
uneven intensity values of color in an image. A binarization techniques presented
by Meng et al [41] is a combination of improved 2D-otsu global thresholding with
local Bernsen thresholding which is used to detect edges of object. This technique
can handle different types of noises and contrast problems in images.
Similarly, Leiva et al. [27] described a computer vision algorithm, which can
correctly classify over morethan 90% of blueberries with damages including fun-
gal decay, shrivelling or mechanic damage. Otsu thresholding was used in image
Segmentation step. Chu et al. [28] used threshold based segmentation in R chan-
nel of RGB frame for the detection of moldy plaques. Similarly, Khojastehnazhand
et al. [42] also segmented fruit from the background in the lemon sorting system.
Where as, Kheiralipour et al. [43] demonstrated a new threshold based classiﬁcation
method of thermal images of healthy and fungal infected pistachio kernels. Simi-
larly, Zuzana et al. [44] argue on comparison of spectra of artiﬁcially and naturally
infected corn ears. Threshold based segmentation was performed for isolating all
contaminated pixels.
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Sena et al. [45] proposed a technique for maize plants which were affected by
bacteria, fall armyworm. Proposed solution used to identify and differentiate between
affected maize plants from healthy ones. Three different light intensities were used
to take images of healthy and non-healthy subject (maize plants) at speciﬁc stages.
The binary images were created from original image, which is followed by segmen-
tation to separate the leaves of the plant from other pixels. Similarly, Patil et al. [46]
demonstrated an approach for the detection of fungi-caused disease in sugar cane.
Basic thresholding process was used for seperation of sugar cane leaves from back-
ground. Threshold for the binarization was calculated using triangle thresholding
method.
Watershed
In biomedical microscopic images, the target objects only get separated from the
background with the help boundaries detection in region based segmentation. How-
ever, it cannot separate adhering objects with the help of their respective edges. Re-
searchers have been committed to investigate this issue to acquire such information
that can locate the objects one by one but not group by group. Watershed segmen-
tation is one of the options to separate objects from each other [47]. Watershed is a
three step process of local thresholding, followed by morphological erosion and at
last distance transformation.
Superpixel
Another recent segmentation technique is superpixel. Achanta et al. [48] introduced
a superpixel technique called SLIC (Simple Linear Iterative Clustering). This tech-
nique cluster the pixels on the basis of their color and space information. This ap-
proach provided very good results on different type of images. There are two param-
eters(compactness, number of super pixel) which can improve the results. Simlarly,
Song et al. [49] implemented superpixel segmentation on cervical cytoplasm and
nuclei based on deep learning. Pre-processing was performed to reduce the Gaus-
sian and impulse noises in images and then SLIC was applied. The output of SLIC
served the purpose of input of CNN.
2.2.3 Feature Extraction
Leiva et al. [27] proposed an approach, which may classify correctly more than 90%
of fungal affected blueberries. These damaged blueberries were affected from fun-
gal decay, shrivelling or mechanic harm. They used various feature extraction tech-
niques in geometric and chromatic features extraction stag. In total 1643 features
extracted from RGB, HSV, l*, a*, b* and intensity color spaces models. Extracted fea-
tures enclosed image textures, gabor features, fourier and discrete cosine transform.
The methods used were Sequential Forward Selection (SFS), forward orthogonal
search algorithm by increasing the overall dependency (FOSMOD), Least Squares
Ellipse Fitting (LSEF) and Rank key features by class separability criteria (RANKFS).
Chu et al. [28] used R channel as a color feature in the detection of moldy maize ker-
nels and the accuracy up to 92.1% was achieved.
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Jirsa et al. [50] proposed a discrimination model for the detection of Fusarium
on wheat kernels. Kernel images from a digital camera with dark background was
obtained. Different shape and color descriptors were applied to ﬁnally developed a
model which was using linear discriminant analysis. Khojastehnazhand et al. [42]
used HSI color information is extracted as feature. They also computed volume as
feature of lemon and saved in database. This information was further compared
with database information and on that basis they grade the lemon. Kheiralipour
et al. [43] presented an approach for classiﬁcation of healthy and fungal infected
pistachio kernels and they used features like maximum, mean, minimum, standard
deviation, coefﬁcient of variation, median and mode. Firstly, they read features then
found maximum and minimum of each feature. Similarly, Chelladurai et al. [51]
used mean, maximum, minimum, median, mode and standard deviation of the sur-
face temperatures of the grain of wheat image were calculated as features.
Manickavasagan et al. [52] presented a thermal imaging method for the wheat
kernel to identify infestation. The images and extracted temperature values were
used as features. 25 temperature features were further utilized for the purpose of
classiﬁcation. Huang et al. [34] detected the Phalaenopsis seedling diseases by uti-
lizing gray level co-occurrence matrix (GLCM) for the evaluation of texture features
of lesion area. Theses texture features were further used in classiﬁcation process.
Tallada et al. [53] used only green and red plane were utilized for the identiﬁcation
of fungus in corn kernels as blue channel had not sufﬁcient information for classiﬁ-
cation.
Pujari et al. [29] extracted color and texture features for identiﬁcation of visual
symptoms of fungus diseases found in cereals like wheat and maize. Co-occurrence
matrix was used to extract texture features, which are further used for classiﬁcation.
Similarly, Wang et al. [54] used 50 features to discriminate between the pairs of dis-
ease in grapevines and wheat . Theses features consisted of color, shape and texture.
Rajeswari et al. [55] demonstrated a technique which used SVM for identiﬁcation
of tumor cells through DNA micro array. Initially the inputs were formulated as
feature vector. Then, by using the kernel function, these feature maps were mapped
into a feature space. In last, a division was computed in the feature space to separate
the classes of the training vectors. SVM was used to classify n-feature combinations.
Speciﬁc algorithm was designed using SVM for classiﬁcation.
Zhang et al. [56] proposed a method for detection of damage marks in citrus
leaves. Two set of features were extracted. The damaged marks varies differently
depending upon color, size, shape and time of infection. The above set of features
combined with second set of features which were standard deviation, correlation,
variation in RGB space, fast fourier transform texture features, component mean,
edge detection and HIS color space. To select the most signiﬁcant features to produce
the classiﬁer, AdaBoost algorithm was adopted as global damage mark descriptor.
Huang, et al. [34] presented a methodology to classify three types of disease. These
diseases are bacterial brown spot, bacterial soft rot and Phytophthora black rot. After
the completion of segmentation step, many texture and color features were extracted
using gray-level co-occurrence matrix(GLCM) by Haralick, et al. [57]. GLCM was
also used to extract texture features such as homogeneity, difference variance, en-
tropy, inverse difference, diagonal variance of the lesion area.
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2.2.4 Classiﬁcation
Support Vector Machines
Yorulmaz et al. [58] used color imaging camera and showed a path for early iden-
tiﬁcation of fungus by utilizing the symptoms known as blue-eye. It is one of the
problematic infections which is caused by fungi from the Penicillium genus. They
shaped covariance matrices by using different image pixel properties, such as image
coordinate values, their intensity values and also the ﬁrst and second derivatives of
vertical and horizontal directions of various color channels. Support Vector Machine
(SVM) is used for classiﬁcation purposes. Covariance based features were used to
achieved 96.5% recognition efﬁciency of fungus infected kernels. Moreover, the false
detection is about 2.4%. The algorithm was enforced on real time sorting system to
differentiate between damaged and undamaged popcorn due to less computational
load.
Leiva et al. [27] also used SVM in classiﬁer design stage. They used 7 classiﬁers
i.e. LDA, QDA, KNN, SVM, Minimal Distance, Mahalanobis Distance and some
neural network techniques. Similarly, Song et al. [49] also used SVM and other
techniques for the segmentation of cytoplasm and nucleus. Rajeswari et al. [55]
demonstrated an approach for detection of tumor cells through DNA micro array.
The technique classiﬁed the cancer cells remarkeably when compared to the con-
ventional method of cancer classiﬁcation. Three kernel function were used to build
SVM classiﬁers namely as radial basis function, linear kernel function and polyno-
mial kernel function. FNN was also used in research for classifying the cancer cells,
but SVM provided the better learning capability. Similarly, Dong et al. [59] used
SVM for the pre-selection of cells in larval zebra ﬁsh.
Jian et al. [60] described a method to implement SVM for classifying cucumber
leaf diseases. Radial Basis Function was used as kernel of SVM. Sigmoidal Kernel
Function and Polynomial function were other kernels which were also implemented.
Sixty images of cucumber leaf were processed as training set, which consisted of
twenty brown spot images, twenty cucumber downy mildew images and twenty
angular leaf spot images. Thirty six images were utilized in testing phase where
each class has twelve images. Rajeswari et al. [55] proposed a method for the iden-
tiﬁcation of tumor cells. SVM was selected as one of the classiﬁer for classiﬁcation
task. The other classiﬁer was FNN but SVM provided the better learning capability.
Barnalisahu et al. [61] presented a technique for the classiﬁcation of high dimen-
sional cancer micro array data. They have used four different datasets: Leukemia,
colon, DLBCL and Breast cancer data. Moreover, optimization technique as Particle
swarm optimization (PSO) was also used. The number of genes were reduced to in-
crease the performance, where SVM treated the data with the large number of genes.
Artiﬁcial Neural Networks
Huang et al. [34] presented an approach for seedling diseases. Back propagation
neural network (BPNN) was used as a classiﬁer to detect the Phalaenopsis in this re-
search and the ﬁnal system has the capability to classify correctly with an accuracy
of 97.2%. Similarly, Song et al. [49] used BPNN technique for the segmentation of
cytoplasm and nucleus. Another application is presented by Siripatrawan et al. [30].
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They presented a HSI detection method for the detection of Esherichia coli contami-
nation in packaged fresh spinach. Hyperspectral imaging camera with spectrum of
400-1000 nmwas used with a spectral resolution of 5 nm. PCA was used to minimize
the wavelength variables. And the Artiﬁcial Neural Networks (ANN) was utilized
to analyze the pre-processed data. ANN was also utilized to construct prediction
map which allowed rapid interpretation of the hyperspectral images.
The results obtained by Firrao et al. [62] showed a way for the fast response,
which is based on multispectral image analysis. Images of maize sample were cap-
tured 10 times with 10 LEDs of different wavelengths between 720 to 940 nm. Ma-
trices of image data was used to compute comparative indexes. Then mycotoxin
content was predicted from the calculated index through trained three layers feed
forward neural network. Wang et al. [54] presented an approach to discriminate
between the pairs of disease in grapevines and wheat. For segmentation K-mean
algorithm was used and then 50 features were extracted. Theses features consisted
of color, shape and texture and for classiﬁcation neural networks were used. These
neural networks were Radial Basis Function (RBF), Multilayer perceptron (MLP),
Probabilistic Neural Network (PNN) and Generalized Regression Networks (GRNN).
Twenty images of grape powdery mildew and thirty images of grape downy mildew
were used for the training purposes. Fifteen images of grape powdery mildew and
twenty images of grape downy mildew were utilized for testing.
Al Bashish et al. [31] presented an approach for detection of ﬁve different type of
plant diseases. The neural network based technique was used, which is based upon
back propagation algorithm. This neural network consisted of 10 hidden layers.
Number of inputs were equal to the desired number of features. Similarly, Huang,
et al. [34] demonstrated a method to classify three types of disease. These diseases
are bacterial brown spot, bacterial soft rot and Phytophthora black rot. After extract-
ing the features, a back propagation neural network algorithm was used to classify
these three phalaenopsis seedling diseases. BPNN has three layers: an input layer,
hidden layer and output layer. The main aim of this learning algorithm was to look
for a pattern in texture features for each lesion region. Weights were selected by
the help of neural network training and convergence criterion reached to minimum
value. The classiﬁcation was done through BPNN to detect respective classes of dis-
ease.
2.2.5 Logistic Regression
Logistic regression seems to be another impressive regression tool in [63]. It per-
formed excellently in binomial case scenarios but it can also be applied on multi
class problems. Wang et al. [64] proposed an approach which consists of logistic re-
gression, biorthogonal wavelet transform and kernel principal component analysis
to detect multiple sclerosis (MS) out of MRI with success rate of 97.76%.
Zhou et al. [65] presented an approach for detection and classiﬁcation of Rice
plant hopper (RPH) infestation in rice crops. Extracted features were used to de-
rive linear regression model. Morphological operations were performed to improve
the results such as conversion of color space, resizing of image, frequency domain
transform and segmentation of region.
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2.2.6 Related Applications
Yorulmaz et al. [58] used color imaging camera and showed an approach for the
early detection of fungus by utilizing the symptoms called blue-eye. Different image
pixel properties were used to shape covariance matrices. These properties enclosed
image coordinate values, their intensity values and ﬁrst and second derivatives of
vertical and horizontal directions of various color channels. SVM was used for clas-
siﬁcation purposes. The recognition efﬁciency of fungus infected kernels is up to
96.5% and were achieved using covariance based features. Moreover, false detection
is about 2.4%. The algorithm was enforced on real time sorting system to differen-
tiate between damaged and undamaged popcorn due to less computational load.
Similarly, Hitimana et al. [26] demonstrated an algorithm for coffee leaf damage
detection. Which is combination of three processes: image contrast enhancement,
image background removal and estimation of detected infection. The image was re-
modelled to the YUV color model during which V-channel is additional accustomed
to maximize the identiﬁcation of infected region. The technique Fuzzy C-means
Clustering is employed for the detection of leaf damage. The algorithm has not been
tested on real time system.
Leiva et al. [27] proposed an algorithm which can classify correctly more than
90% of damaged blueberries. These damages consisted of fungal decay, shrivelling
or mechanic damage. First, they performed image acquisition under standard con-
ditions. After that, image Segmentation was done by using Otsu thresholding and
then morphological operations were applied on high contrast grayscale image. Dif-
ferent feature extraction techniques were used in geometric and chromatic features
extraction stage. In total 1643 features extracted from RGB, HSV, l*, a*, b* and inten-
sity color spaces models. Extracted features included image textures, gabor features,
fourier and discrete cosine transform. The strategies utilized were Sequential For-
ward Selection (SFS), forward orthogonal search algorithm by maximizing overall
dependency (FOSMOD), Least squares ellipse ﬁtting (LSEF) and Rank key features
by class separability criteria (RANKFS). Then in classiﬁer design stage, they trained
classiﬁer. They used 7 classiﬁers i.e. Linear Discriminant Analysis (LDA), Quadratic
Discriminant Analysis (QDA), Minimal Distance, Mahalanobis Distance, KNN, Sup-
port Vector Machine (SVM) and a new Neural Networks techniques (NN).
Chu et al. [28] projected a way for moldy maize kernels. They computed region
of interest and so binarization and denosing was performed. At the initial stage of
image acquisition, they chose three different parts of kernels from images that were
moldy plaques, healthy endosperm and healthy embryo. Then R channel was used
as a color feature for additional processing. By analyzing the color features of these
three elements in RGB frame, threshold was chosen in R channel. By exploitation
the threshold in R channel moldy plaques were almost identiﬁed. Further, location
of moldy plaques on kernel was estimated by a diameter of circle that is equal to
width of embryos. Center was regarding the centroid of a maize kernel that was
set to reduce. They achieved the accuracy of identiﬁcation up to 92.1%. Same year
Jirsa et al. [50] demonstrated a discrimination model for the detection of Fusarium
on wheat kernels. They obtained images of kernels from digital camera with dark
background. Then applied different shape and color descriptors and ﬁnally devel-
oped a model using linear discriminant analysis.
Khojastehnazhand et al. [42] proposed a lemon sorting system using two CCD
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cameras. They did inquiry in two stages: external fruit inspection and internal fruit
inspection. Initially, they segmented fruit from the background and so HSI color
information is extracted. Volume of lemon was computed and saved in database.
This information was additionally compared with database information and on that
basis lemon was graded.
Raza et al. [66] demonstrated a method of image registration. They got wavelet
transform and after that combined statistics coefﬁcients. Strong correlation among
the object boundaries of thermal and visible light images were observed. Thermal
images were used for extraction of silhouettes. Multi scale stationary wavelet trans-
form (SWT), which ustilized haar ﬁlter for the purpose of decomposition of thermal
images, was used. Average value of 0.9089 was achieved to register the images. Sim-
ilarly, thermal images were used for the diagnostic functions by Kheiralipour et al.
[43]. They proposed a new threshold based classiﬁcation method of thermal images
of healthy and fungal infected pistachio kernels. They utilized features like max-
imum, mean, minimum, standard deviation, coefﬁcient of variation, median and
mode. Firstly, features were extracted then found maximum and minimum of every
feature. After that, threshold for every class was calculated. Input was additionally
compared with all thresholds.
As reported by Chelladurai et al. [51], they also utilized infrared thermal imaging
system for identiﬁcation of fungus in stored wheat. Linear discriminant analysis and
quadratic discriminant analysis were utlized for classiﬁcation. Samples were heated
for 180 seconds at 90 degree centigrade and then cool them down for 30 seconds.
Throughout this period 3 images were obtained. 1: before heating, 2: after heat-
ing, 3: after cooling. From these images, mean, maximum, minimum, median, mode
and standard deviation of the surface temperatures of the grain were calculated. The
modiﬁcation in temperature (rise and drop) of fungus infected grains was different
from healthy grains. In [52], Manickavasagan et al. projected a thermal imaging
approach for the wheat kernel to discover infestation. Artiﬁcially infested wheat
kernels were refrigerated at 5 degree centigrade for 60 seconds and then thermal im-
ages of wheat kernels were obtained. The images and extracted temperature values
were segmented as features using threshold. 25 temperature features were utilized
for the purpose of classiﬁcation. Classiﬁcation accuracy of 83.5 % was achieved us-
ing QDA and LDA for infected wheat kernels.
Recently, several authors [67, 44, 53] have used hyperspectral imaging for de-
tection of microbials. E. Bauriegel et al. [67] applied it for detection of Fusarium
infection in wheat ears. Reﬂection spectra was recorded using hyper spectral cam-
era system in wavelength ranging between 400 and 1000 nm. PCA was utilized to
differentiate between health and diseased spectra. The components of PCA were
utilized for the quality of separation. Spectral angle mapper served the purpose of
classiﬁcation and 91% of diseased wheat ears were correctly classiﬁed. On the other
hand Zuzana et al. [44] proposed a comparison of spectra of artiﬁcially and nat-
urally infected corn ears. Plants were distributed among two groups and imaged
each group with visible near infrared hyperspectral system, which they excited un-
der ultra violet. Savitzky-Golay ﬁltering was used along the wavelength. Threshold
based segmentation was performed for isolating all contaminated pixels. Where as,
Tallada et al. [53] proposed a method for detection of fungus in corn using near in-
frared spectroscopy. They worked on wavelength range of 950 to 1650 nm. PCA was
used to reduce the complexity and LDA to ﬁnd classiﬁcation models, in which they
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differentiate between uninfected and infected corn kernels.
2.3 Machine Learning Based Approaches
In the ﬁeld of biological sciences such as fungi problem, image processing techniques
often not produce the required results. Therefore, machine learning techniques pro-
vide very powerful techniques through which desired results can be obtained. As
they can learn from previous computations and take reliable decisions and results
by itself. By its repetitive process, it learns automatically to differentiate and detect
different type of objects. In recent years, researchers used machine learning to rec-
ognize and separate species. In this section, brief overview of popular datasets in
the ﬁeld of computer vision and machine learning is presented. Moreover, popular
deep learning architectures, which produced benchmarking results on the state of
the art datasets, are also discussed in detail.
2.3.1 Datasets
In this section, some benchmark datasets are explained in detail as they played key
role in the development of solution for some computer vision and machine learning
problems. Datasets always create healthy environment of competition as a result
ﬂood of research start to solve difﬁcult and critical problems of the dataset. They
drive research into the ﬁeld by providing a meaningful way to train and test algo-
rithms.
Krizhevsky et al. developed a dataset called CIFAR 10 [68]. It is a benchmark
dataset of 10 classes. The dataset consists of ﬁve training and one test set. Each set
contains 10000 images, in total dataset consists of 60000 color images. They also de-
veloped a dataset with 100 classes called CIFAR 100 [69]. It also has same number
of images in training and testing phase. Each class has 500 training images and 100
testing images. These 100 classes are further grouped in 20 superclasses.
University of central Florida developed a datasets for action recognition called
UCF 11 [70], UCF 50 [71] and UCF 101 [72]. UCF 11 contains realistic youtube video
of 11 action categories. These 11 categories grouped into 25 groups on the basis of
common features. Later on in UCF 50, number of action categories were increased
to 50. Each category consists of realistic videos from youtube and these 50 cate-
gories were also grouped into 25 groups on the basis of common features. In UCF
101, number of action categories where increased to 101. In total UCF 101 has 13320
videos. All the videos grouped into 25 groups on the basis of common features. 101
actions were divided into Human-Object Interaction, Body-Motion Only, Human-
Human Interaction, Playing Musical Instruments and Sports.
An other image database was developed and called ImageNet [73]. It has 1000
object categories of images. There are total 1.2 million training images and 100,000
testing images present in the dataset. This dataset is benchmark dataset and ev-
ery year Imagenet Large Scale Visual Recognition Challenge (ILSVRC) is conducted.
This challenge evaluates algorithms in three ﬁeld: object localization, object detec-
tion from images and object detection from video.
26 Chapter 2. Literature Review
Microsoft developed another important for object recognition called Common
Objects in Context (COCO) [74]. Everyday images from the surroundings were cap-
tured, which contains common objects from everyday life. Objects very labeled to
provide object localization information. This dataset contains 328,000 images of 91
objects, where 2.5 million instances were labeled.
Dong et al. [59] developed a dataset of z-stack images of Tyrosine hydroxylase
(TH) containing cells in larval zebra ﬁsh brain. These images were recorded through
a wide ﬁled microscope. A series of images were taken of each larva in slices (known
as z-stack images). Images were captured separately but combined together to give
a three dimensional (3D) image of neuron in larva head. It was very difﬁcult to de-
tect TH cells in wide ﬁeld, due to high variable appearance of neurons. Images were
captured at different imaging conditions like variation of light intensity, exposure
time. Change in exposure time caused variation of the image intensity in each of the
three RGB channels, which also changed the appearance of specimens. 20X magni-
ﬁcation was used to obtain the images. So a dataset of 35 stack’s were developed.
25 stacks were selected for ofﬂine trading and 10 stacks for testing purpose. In total
there were approximately 1000 TH cells.
2.3.2 Deep learning Architectures
Different architectures can be designed in convolutional neural network. Many ar-
chitectures got popular because they outperformed on benchmark datasets. In this
section, state of the art architectures of CNN were brieﬂy discussed.
YanLeCunn et al. [75] developed the ﬁrst successful application of convolution
neural network(CNN) and the architecture designed was called LeNet. It was con-
sisted of 7 layers without input layer. Each convolution layer of size 5x5 was applied
with stride 1. Pooling layers were of size 2x2 and applied with stride 2. Two fully
connected layers were also part of the architecture. LeNet architecture was used for
OCR and character recognition in documents like the digits, zip codes etc.
Few years back an architecture was designed by Krizhevsky et al. [76] called
AlexNet. It was submitted in ImageNet challenge called ILSVRC and won the chal-
lenge by showing huge improvement in error rate. Architecture consisted of 8 lay-
ers, where ﬁrst layer was convolution layer of size 11x11 with stride 4. AlexNet was
the ﬁrst architecture which used ReLU. It also utilized normalization layer after max
pooling layer. Pooling layer of size 2x2 was used with stride 2. Three fully connected
layers were also used and batch size of 128 was used.
Zeiler et al. [77] make improvement in AlexNet and won ILSVRC 2013 Chal-
lenge. The architecture designed were called ZFNet. They have played with hy-
perparameters and increased middle convolution layer. First change was in the ﬁrst
convolution layer, they have changed its size to 7x7 and applied it with stride 2. Sec-
ond change was the number of ﬁlter in 3,4 and 5 convolution layer. They changed it
and provided a new technique which is enhancement of AlexNet by increasing the
size of middle convolutional layer and changed it from 384,384, 256 to 512,1024, 512
respectively. Results obtained from ZFNet showed improvement of 4.7% in error
rate on ImageNet.
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Szegedy et al. from Google [78] presented a new architecture by incorporating
inception module. The CNN architecture was called GoogleNet. AlexNet has the
drawback of huge amount of parameters 60 million. In GoogleNet number of pa-
rameters were reduced to 4 million only, which is 12 times less than AlexNet param-
eters. The other major difference was use of average pooling instead of max pooling
and number of layers were 22 in total. This network won the ILSVRC 2014 challenge
with an 6.7% top 5 error.
Simonyan et al. [79] stood runner up in the ILSVRC 2014 challenge with 7.3% top
5 error. The designed architecture was called VGGNet. It has 16 to 19 layers. The
major improvements were to reduce size of ﬁlter from 5x5 to 3x3 and more deeper
convolution network. The designed network is homogenous in nature as pooling
layer with size 2x2 and convolution layer with size 3x3. The drawback of designed
network architecture is huge number of parameters which made it very expensive
to implement the network and also consumed a large memory. It has 138 million
parameters to compute and most of these parameters were in ﬁrst fully connected
layer.
Kaiman He et al. [80] developed residual network and won the ILSVRC 2015
Challenge with 3.57% top 5 error. This architecture of network was called ResNet. It
was very deep network with 152 layers. The main highlights of their network were
skip connection and heavy implementation of batch normalization. The other main
point was to refrain from fully connected layer at the end of the network. Whole
network was consisted of residual block and each block contained two convolution
layer of size 3x3 and ReLU layer.
2.3.3 Related Applications
After discussing Datasets and different architectures of CNN, some related applica-
tions of machine learning have been discussed in this section.
Huang et al. [34] presented a machine learning approach to detect the Pha-
laenopsis seedling diseases. First of all, lesion areas were segmented using ad-
justable exponential transforms (AET). They have utilized gray level co-occurrence
matrix (GLCM) for evaluation of texture features of lesion area. Theses texture
features were utilized in classiﬁcation process. Back propagation neural network
(BPNN) used as a classiﬁer in this research and ﬁnal system had the capability to
classify correctly with an accuracy of 97.2%. Similarly, Song et al. [49] investi-
gated CNN techniques, BPNN, SVM, learning vector quantization (LVQ) and su-
perpixel techniques for the segmentation of cytoplasm and nucleus segmentation.
They found that CNN outperformed all other techniques with accuracy of 94.5% for
the detection of cervical cancer.
Tallada et al. [53] demonstrated how fungus can be identiﬁed in corn kernels.
They have used color imaging for this purpose. Only green and red plane were
utilized for feature extraction. The classiﬁcation methods utilized were Linear dis-
criminant analysis (LDA) and multilayer perceptron (MLP) neural network models
to separate between fungus infected and uninfected corn kernels, and also distin-
guish the different fungus species. Similarly, Pujari et al. [29] proposed a way for
identiﬁcation of visual symptoms of fungus diseases observed in cereals like wheat
and maize. Pre-processing of images, segmentation of an affected area and feature
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extraction were key steps of algorithm. K-means segmentation method was uti-
lized for the segmentation of affected region. Then, color and texture features were
extracted. The texture features were obtained by using co-occurrence matrix. The
extracted features from the affected region are additionally utilized for the classiﬁ-
cation.
Rajeswari et al. [55] demonstrated a technique for identiﬁcation of tumor cells
through DNA micro array. Live cancer dataset was used for experimentation of pro-
posed technique. The technique classiﬁed the cancer cells signiﬁcantly when com-
pared to the conventional method of cancer classiﬁcation. Various technique were
also described in the research for discriminatory selection of genes. But the two clas-
siﬁers implemented, evaluates the good classiﬁcation accuracy.
Dong et al. [59] presented a technique for detection of Tyrosine hydroxylase (TH)
containing cells in larval zebra ﬁsh brain. Wide ﬁled microscope were utilized for
recording of z-stack images. Supervised max pool CNN was trained to perform de-
tection and it out performed all hand crafted feature techniques. Similarly, Chen,
et al. [81] proposed an unique framework for automatic immune cell counting on
Immunohistochemistry (IHC) stained slides. The proposed approach was trained
and tested on large dataset containing number of IHC images. A CNN was trained
on patches and their respective labels. The size of patch was 27x27 and the architec-
ture used contained two convolution layers of size 6x6, pooling layer was applied as
sub sampling layer which was followed by fully connected layer. Ten epochs were
performed for training purpose. In testing ﬁrst the RGB images were unmixed and
then CNN classiﬁer was applied to the patches of test image.
Malon et al. [82] proposed another application of CNN. They used it in their
system to detect all mitotic ﬁgures in a region of interest of hematoxylin and eosin
stained tissue. Mitotic is present in many appearances which were handled by the
use of CNN. The designed architecture of CNN consisted of 2 convolution layer and
then local normalization, which was followed by pooling layer for sub sampling
layers. Hold out validation was used to obtain good learning rate. All positive mi-
totic images and negative images were used to train CNN classiﬁer. To extend the
dataset, images were ﬂipped and rotated by 90 degrees,which helped to make the
CNN classiﬁcation signiﬁcantly invariant.
Another interesting application of CNN presented by Xie et al. [83]. They pre-
sented an automatic cell detection technique in microscopic images. CNN was used
to regress a cell spatial density through out the image. They have trained fully con-
volution regression networks (FRCN) on synthetic data images. The architecture
of CNN contained convolution layer, pooling layer and ReLU layer. Two networks
architectures were proposed and called as FRCN-A and FRCN-B. In FRCN-A, 3x3
kernel sized were ﬁxed and parameters were initialized on orthogonal basis. Max-
pooling layers were three in total and used for sub sampling. In FRCN-B, spatial
information loss was prevented by reducing number of max-pooling layers. After
two convolution layers one max-pooling layer was used. FRCN-B contained 3.6 mil-
lion trainable parameters where as FRCN-A contained three times less than FRCN-B.
Optimization was done through back propagation and stochastic gradient. 500 small
patches were used for the training purpose and ﬁne tuning was performed on the
whole image, which smoothed the estimated density map.
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Sladojevic et al. [84] studied plant disease and presented a recognition model
which was based on leaf image classiﬁcation. CNN was also used for this purpose
and they were able to detect 13 different types of plant diseases. Dataset consisted
of ﬁfteen different classes out of which thirteen classes were of plant diseases and
one class of healthy plant so that it was easy to distinguish between healthy and
diseased plant. Data augmentation was also performed to increase the dataset. In
total, training dataset consisted of 30880 images and 2589 images for the validation.
Training images were of larger size, images were resized into smaller images of size
256x256 to reduce the training time. Fine tuning of hyperparameters was also per-
formed. Finally, the best model for plant disease detection was achieved.
As reported by Reyes et al. [85], a system for plant recognition. The proposed
approach was also based on deep learning and used 1.8 million images. CNN used
a pre-trained network, which was trained on ImageNet dataset of 1.2 million images
of 1000 classes. Then through transfer learning it was ﬁned on the dataset. Which
was consisted of one to ﬁve images of the plant from different perspective and an-
gles. These views were of branch, fruit, leaf, entire plant and stem of the plant. CNN
architecture of the proposed approach contained ﬁve convolution layers and two
fully connected layers. For the purpose of classiﬁcation one more layer was added
after fully connected layers. This layer was softmax layer and the output of this layer
was a 1000 dimensional vector, which has probability values of all the classes.
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Chapter 3
IoT Based Fungus Detection
System
In this chapter, a detailed design and implementation of IoT based fungus detection
system has been discussed. Since the internet of things is an emerging communica-
tion network ﬁeld therefore it is pertinent to have a sufﬁcient knowledge about it.
That’s why it has been the main concept of this chapter. After discussing IoT compre-
hensively, the design of embedded system is discussed. Subsequently, a discussion
on the fungus detection system and its graphical user interface are also included in
this chapter.
3.1 Introduction
Internet is getting cheaper day by day and also many internet capable devices are
coming in the market. Now, internet features are available on television sets, auto
mobiles, lights, coffee makers, washing machines and almost everything else what
you can think. All these things creating a perfect opportunity for IoT.
Basically, the main idea is to connect all the devices with internet so that they can
share information with each other. All theses devices are "Things" and the concept
of "Internet of Things" is to mutually share the information amongst all these things.
This idea stormed the market and owing to obvious beneﬁts, all new appliances are
being manufactured with in built wireless internet capability. Probably by 2020 there
will be around 100 billion devices which will be connected globally.
It is not mandatory for any device to have inbuilt internet capability, devices
can have internet connectivity by attaching additional hardware with them. An em-
bedded system can be designed to make devices remotely controllable using inter-
net.Similarly this idea has been implemented for fungus detection system in this
research and accordingly it has been discussed quiet comprehensively during this
chapter.
3.2 Fungus Detection System
This work has been performed within a joined project with R. Blank [86, 87]. While R.
Blank has been focusing on the measurement system and the capture of spores, this
thesis focusses on the embedded control system of fungus detection, detection and
classiﬁcation of fungus spores using computer vision and machine learning. As one
of the main objectives of this research is to develop an engineering solution for the
32 Chapter 3. IoT Based Fungus Detection System
FIGURE 3.1: Concept of Fungus Detection System
detection of fungus. Therefore it was decided to ﬁrst develop a system which can au-
tomatically detect fungus through computer vision and machine learning techniques
and then make it IoT enabled using embedded system. Normally a computer vision
system consists of these components: light source, camera, computer and software.
Camera is required to perform the task of image acquisition. The second component
is light, which is also very important component because results may vary on dif-
ferent light sources. Computer is required to do the computation and speed of the
system greatly depends on its processing power. The most important component of
the system is software/algorithm, which also deﬁnes the application of system. All
these components are basic and mandatory for every computer vision system. The
only difference is the software which differentiate one system from the other.
On the same principle fungus detection system was designed and it also has
4 basic components: image acquisition system, light sources, Computer Vision al-
gorithm/ Machine learning algorithm and a Computer. These are the only ba-
sic components more components like microscopic lens are also included. A con-
cept diagram of fungus detection system is also developed as shown if Figure 3.1.
Light sources are required to illuminate the collected samples. Camera is required
to capture picture of the samples and then these pictures are transferred to com-
puter/laptop for processing. Finally a computer vision/ machine learning software
runs on the computer to give us the desired results.
Image acquisition system is consisted of four subsystems: Sampling Unit, Han-
dling unit, Light Sources and Camera. Besides these one IoT based embedded con-
trol system is also designed to control all these subsystems and computer. Setup
and working of each subsystem followed by embedded system are described com-
prehensively in succeeding paragraphs.
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FIGURE 3.2: Optical Sensor System [88]
3.2.1 Image acquisition system
Optical sensor system as shown in the Figure 3.2 is very important part of the fungus
detection system. The earlier versions of optical sensor system is presented in [86,
87]. It was used for image acquisition, which consisted of sampling unit, handling
unit, light sources and camera unit.
Sampling Unit
Collection of air sample is the ﬁrst task of fungus detection and this operation is per-
formed with help of sampling unit. Before developing sampling unit, an air sam-
pling unit(MBASS30)[89] was utilized to capture the air samples. This air sampling
unit is normally used by microbiologist to collect samples of different volume at var-
ious rates. Designed sampling unit also possessed all these characteristics.
Sampling unit consists of an air pump and a ﬂow controller. There are two main
purpose of ﬂow controller. First is to provide the desired air ﬂow to fungus detec-
tion system and second is to provide required volume of air on the transparent sticky
tape. When air was blown on it dirt and fungus spores stick on it. The volume of
air can attain the value from 0 to 200 litres and user can ﬁx it after observing the
surrounding conditions.
Firstly glass slides were used to place air samples, which were later on replaced
by transparent tape without compromising on the quality of pictures. Because tape
was easy to handle as compared to glass slides and cost effective. Based on obtained
test results, the color of the tape is kept transparent. However experiments with tape
of different color was also performed but couldn’t achieved better results. Secondly,
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transparent tape is also quite useful to obtain bright-ﬁeld images as the light source
for bright-ﬁeld images has to be placed underneath the sample.
Handling Unit
Handling Unit has the responsibility for moving the sample, which is very important
because picture quality highly depends on it. There are three types of movement
which is achieved by three powerful stepper motors. Motor’s step size and speed are
two variables which can be set as per user’s requirement. First movement is forward
motion (from left to right) which is required for bringing the acquired sample under
the microscopic camera. Total number of steps were calculated and it took around
2 seconds to place the sample exactly under the camera. Default speed value is
calculated and ﬁxed at 20 RPM using equation 3.1.
Revolution per minute =
Pulse per second
Number of steps per minute
(3.1)
Step size default value is ﬁxed at 170. As Speed and Step size are interrelated
therefore in case of any adjustment required , these must be adjusted accordingly.
The second movement is backward motion(from right to left). This type of move-
ment is required for problematic cases in which user want to bring back the sample.
For this case speed and step size value are also set at default values. The last move-
ment for which handling system is responsible, is up and down movement, which
is more sensitive and very important. Focusing of image is carried out using this
movement and Image quality and output of fungus detection system greatly de-
pends on it. Since the fungus detection system is working on high resolution so any
minute change in focus means a lot in image. Therefore very stable and accurate
system is required for focusing of the system. Third motor is utilized for this pur-
pose and smallest possible step size(1) is ﬁxed and speed of the motor was ﬁxed at
20 RPM. Before running the fungus detection system it is very important to check
and ﬁxed the focus of system. There is separate and additional panel is provided in
the graphical user interface of the system, which is described later in this chapter.
Light Sources
There were three types of light sources embedded into fungus detection system.
Each light source provided different type of image. These different light sources can
help to detect fungus out of dirt. All light sources used in fungus detection system
are discussed in detail in this section.
Dark-ﬁeld Microscopy: It is very effective and simple technique to observe fun-
gus spores and other biological samples. In this technique light ﬁrst enters through
the microscope for the purpose of illumination and then condenser lens focuses the
light towards the sample. Most of the light is directly transmitted but some of the
light is scattered from the sample and enters into the objective lens. The directly
transmitted light missed the lens and hence not captured by the camera detector
chip. Only scattered light was used to produce the image and remaining ﬁeld is
dark due to which this types of images were called dark-ﬁeld microscopic images.
The dark-ﬁeld scenario is also showed in Figure 3.3.
Bright-ﬁeld Microscopy: Fungus detection system is also capable of obtaining
bright-ﬁeld images. This type of images were obtained by illuminating the sample
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FIGURE 3.3: Schematic diagram of dark-ﬁeld microscopy
from bottom and captured through camera from above. The contrast in images were
observed due to the attenuation of dense areas of fungus spores. This technique is
the simplest in all illumination techniques and very popular due to its simplicity. It
is normally used for observing living cells.
Autoﬂuorescence Microscopy: This type of illumination enabled fungus detec-
tion system to detect presence and localization of any ﬂuorescent element. Autoﬂu-
orescence LEDs were used to excite the collected air sample. When sample was
excited with the LEDs wavelength, it started omitting light of another wavelength
which is monitored through the camera. Figure 3.4 showed the schematic diagram
of ﬂuorescence microscopy.
This technique is very helpful in minimization of noise and dirt from the images
as most of the dust particles were not autoﬂuorescence. Whereas some types of
fungus spores were autoﬂuorescence.
Camera
The device which capture image is very important for this project, as output of the
system greatly depends on the input image quality. First of all USB microscopic
cameras were used to obtain images but the quality of images were not good as they
were very sensitive to small illumination changes. Normal cameras can not be used
directly because fungus spores can only be observed with microscopic resolution as
fungus spore size vary from 1μm to 7μm. Microscopic cameras was one of the so-
lutions but they were very costly. Then it was decided to use industrial camera and
embed it with microscopic lens.
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FIGURE 3.4: Schematic diagram of Autoﬂuorescence microscopy
Industrial camera from imaging source is utilized because it is the perfect solu-
tion for this application. It is small in size with dimensions of 36x36x25mm. It has
high speed, high performance and outstanding image quality with consistency. This
camera has CMOS technology due to which it delivered exceptional image quality.
Imaging source industrial cameras produce low noise image even when the lighting
conditions are not good.
5 mega pixel Imaging source industrial color camera DFK72AUC02 has USB 2.0
interface and it is the perfect solution for fungus spores detection application. This
industrial camera equipped with very sensitive 1/2.5 inch Micron CMOS MT9P031
sensor. It is low cost solution for fungus detection application yet it is highly versa-
tile solution. This camera can obtain 6 frames per second and most importantly it
has feature of 2x and 4x binning. One of the reasons why this camera was chosen
is C and CS mount adapter which make it compatible with C or CS mount lenses.
This helped us to mount microscopic lens in front of it to obtain high resolution im-
ages of fungus spores. The maximum resolution r, of the system is calculated using
Abbe-criteria [90] as described in Eq. 3.2.
r =
λ
NAlens +NAcondenser
(3.2)
where λ is the wavelength and the NAlens is the numerical aperture of micro-
scopic lens which has value of 0.65. NAcondenser is the numerical aperture of con-
denser lens with the value of 0.54. The resolution of the system greatly depends
upon numerical aperture of condenser lens and microscopic lens. These values of
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Dynamic Range 8bit
Video formats 2,592x1,944 (5 MP)
Frame rate (maximum) 6 fps
Sensor type CMOS
Sensor speciﬁcation Aptina MT9P031
Shutter rolling
Format 1/2.5 inch
Pixel size H:2.2μm, V2.2μm
Lens mount C/CS
Interface USB 2.0
Supply voltage 4.5 VDC to 5.5VDC
Current consumption 250mA 5 VDC
Dimensions H: 36 mm, W: 36 mm, L: 25 mm
Mass 70g
Shutter 1/10,000 s to 30 s
Gain 0 dB to 18 dB
White balance -6 dB to 6 dB
Temperature (operating) -5 ◦C to 45 ◦C
Temperature (storage) -20 ◦C to 60 ◦C
Humidity (operating) 20% to 80% (non-condensing)
Humidity (storage) 20% to 95% (non-condensing)
TABLE 3.1: Speciﬁcation of Industrial Camera DFK72AUC02
lens are used to obtained the required magniﬁcation for the system. Other speciﬁca-
tion of the industrial camera is available in Table 3.1.
Imaging source also provides lot of supporting drivers, extensions, SDK and end
user software for Microsoft Windows and Linux. IC MATLAB plugin for all MAT-
LAB version was also provided by imaging source. The other important end user
software is IC Capture, which is utilized to obtain pictures manually without the
help of MATLAB. Moreover technical support is also available online on imaging
source website.
3.2.2 Computer/Laptop
A computer is also part of the setup. Computer is equipped with NVIDA geforce
graphical processing unit. This help the system in fast processing of images and
fast training on fungus dataset. MATLAB and Python were installed on the system.
Packages of tensor ﬂow and theano is also installed on the system. Vlﬂeat and mat-
convnet libraries were also helpful for MATLAB in developing convolutional neural
network design.
This computer also act as server which is responsible for all processing of fungus
detection system. As shown in Figure 3.9 it can be connected through wireless con-
nection and can remotely control the fungus detection system through its graphical
user interface, which is explained in detail in next section. Moreover, this computer
is responsible for running the computer vision based algorithm and also machine
learning based algorithm which are explained in Chapter 4 and 5 respectively. Sys-
tem can only be controlled through this computer but results can be seen on other
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FIGURE 3.5: Graphical User Interface
devices like mobile and tablets.
Graphical User Interface
Graphical user interface(GUI) of any system is very important as it’s a main outlook
of the system and responsible for control of whole system. The GUI of fungus de-
tection was designed with keen interest and kept it very user friendly. GUI is also
developed in the MATLAB environment as like other algorithms of this research.
GUI of fungus detection system performs two types of function: manual oper-
ation and automatic operation. In manual operation, user can utilize the system
according to their own wish e.g collecting the sample and viewing the sample in
different illumination with different intensities, moving the sample to and fro and
focusing the sample.
Automatic Settings:
In automatic settings panel consists of two objects: a start button and an edit text
box "No. of Pictures" as shown in Figure 3.5.
No. of Pictures: This text box required an integer from the user. This integer
value is actually a number of pictures which user wants to capture after very small
movements. For the estimation of number of spores in whole sample, one needs to
measure number of spores in horizontal patch of the sample as shown in Figure 3.6.
Start:In automatic settings, parameter were ﬁxed which can be changed accord-
ing to the will of user. When "Start" button is pressed on MATLAB GUI, a complete
set of commands are executed one after the other to complete the whole process.
First command that is executed and start the process of air collection is of air pump.
The air pump starts for 80 seconds(default value) and collects air from the surround-
ings and throw it on sample tape after passing through the ﬁlter. During this time
MATLAB goes in sleep mode and after that it will execute next command on the
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FIGURE 3.6: Schematic diagram for spores estimation
list. Which is for handling system about movement of "Motor 1" in right direction.
It takes total 5 steps to bring the air sample under the camera, where each step of
motor is of size 170(default value). This motor movement is followed by next step
of lighting of bottom "White LED", which is required to obtain bright-ﬁeld images
of the fungus spores. The next command is for camera to capture the image. This
will be the ﬁrst picture of the horizontal strip on fungus air sample as shown in Fig-
ure 3.6. In next command, bottom white LED turns off and upper white LED turns
ON and camera take dark-ﬁeld image of the same portion of horizontal strip. Next
upper white LED turns off and Autoﬂuorescence LED turns on and camera take aut-
oﬂuorescence image of the sample and then turns off the autoﬂuorescence LED. This
is followed by small right movement(one step of step size 1) of tape to take the next
image. This process goes on until the system take exact number of pictures which is
inserted in "No. of Pictures" text box earlier. All the images were saved on speciﬁc
location in hard drive of the computer system, which is then utilized by the specially
designed algorithm for the detection of fungus. Which gives output as the estima-
tion of total number of spores present in the air sample.
Control Panel:
GUI has a control panel which consists of ﬁve push buttons as shown in Figure 3.5.
Each push button has speciﬁc role as explained below.
Connect: This button is very important as it connect the MATLAB GUI with the
Raspberry Pi of fungus detection system. The technical communication details will
be discussed later. Firstly, this button is required to be pressed by user to use GUI,
without pressing this button, other button will not respond and system will result
in an error. After connecting the system there is no speciﬁc sequence of pressing the
buttons (manual settings). It completely depends on the user what he wants to do
with system.
Disconnect: Similarly, for disconnecting fungus detection system from MATLAB
GUI "Disconnect" button has been provided. It is responsible for safely disconnect-
ing the communication between MATLAB and Raspberry PI of fungus detection
system. Complete technical details will be discussed later in section 3.3.
Close All: This button is responsible for closing all the process/functions of the
GUI. Many processes can be run simultaneously for example all types of LED can be
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turned on at the same time. With this button, user is facilitated with option to close
all process at once. This button can be used prior to the "Disconnect" button.
Airpump ON/OFF: This button provides control of air pump present in the fun-
gus detection system. It is toggle button, when pressed ﬁrst time air pumps gets turn
On and gets turn off when button is pressed again. This button can be used to turn
off air pump immediately when the user thinks the amount of air sample is enough
for tests.
Take Picture: This button is used to command the camera to capture pictures. It
is not responsible for lightning and focusing of image as it will just capture the im-
age irrespective of illumination and focus. User can press this button as many times
as he requires. Every time user presses this button a image will be saved in the hard
drive of computer at the speciﬁed location.
Motors Settings:
There is a special panel designed for the handling system which consists of three
motors as described in section 3.2.1. This panel is responsible for the manual con-
trolling of the motors of handling system. It is very handy GUI to move the motors
left and right. Each button is explained below brieﬂy.
Motor 1: This motor is positioned on right side of handling system. There are
two push buttons which are speciﬁed for moment of this motor.
Left: This button is used for the anticlockwise movement of the motor 1. When mo-
tor moves anticlockwise tape move in left direction. And this movement of motor is
with step size 10 (default value), which can be increased or decreased according to
need of user.
Right: This button is responsible for the right movement of tape, which is achieved
through clockwise movement of motor 1. Every time this button is pressed the mo-
tor take one step of size 10 (default value). This can be changed according to the
needs of user.
Motor 2: This motor is positioned on left side of handling system. Two push
buttons are assigned for the movement of this motor.
Left: This button functions same like left button of motor 1. It is used for the anti-
clockwise movement of the motor 2. When motor moves anticlockwise tape move
in left direction. And this movement of motor is with step size 10 (default value),
which can be increased or decreased according to need of user.
Right: This button is responsible for the right movement of tape, which is achieved
through clockwise movement of motor 2. Every time this button is pressed the mo-
tor take one step of size 10 (default value). This can be changed according to the
needs of user.
Focus: It is present at the back side of handling system and it has very important
task of handling system, which is focussing of camera. A motor is deployed for this
task, which can take ﬁne steps until achieve good focus for the camera. There are
two push button designed for this task.
Up: The Up push button is responsible for anti clockwise movement of the motor
and hence it decreases the distance between lens and tape by bring the tape up. This
button normally used to ﬁne tune the camera focus. Every time this button is pressed
motor takes one step of size 10 (default value).
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Down: This button performs the task of bringing tape down by increasing the dis-
tance between tape and microscopic lens. This is done with the help of focus motor’s
clockwise movement. It is normally used for ﬁne tuning of camera by taking small
steps of size 10(default value). This step size can be changed according to the desired
requirement of the user.
Video Panel:
There is also a Video Panel on the GUI of the fungus detection system. Video
streaming is very important for ﬁne tuning of the focus of the camera. Because a
small change in position of the tape can disturb the focus point in high magniﬁca-
tion scenario. It is very important to continuously observe the sample through out
the process of ﬁne tuning. This panel consisted of only two push buttons which are
described brieﬂy below.
Display Video: This push button is used to start the video streaming of camera
through the MATLAB GUI. After clicking the button a new window pop up which
has live video of air sample at 10 frames per second. The resolution of video is
1280x720 and it can be changed according to the user’s desire.
Stop Video: The stop video push button of video panel is responsible for stop-
ping video streaming. Because same camera cannot be used for two purposes at
the same time. It is required to stop the video streaming before capturing an im-
age. User can use the video streaming for the focusing purpose only and it has to be
closed before capturing image.
Upper LED Panel:
There is a panel for Upper LED in GUI of fungus detection system as shown in
Figure 3.5. This panel has buttons for the complete control of LEDs. User can change
intensity level of LED through this panel. Items of this panel is explained below.
LED Brightness: Intensity of a LED is very important characteristic. In a con-
trolled environment it is imperative to control the intensity of LEDs. For this pur-
pose, an edit text box is placed in the Upper LED panel. This box will accept an
integer value, which is the percent of intensity. For example if user need 100% inten-
sity then he type 100 in the text box. The intensity of LED change immediately when
you enter the value.
Red LED: Fungus detection system is equipped with many lightning options.
Red LED is one of them. If user is interested to see the objects on the air sample in
Red light then he can turn it on using this button. This is also a toggle button, same
button is used for switching LED on and off.
Blue LED: This button in Upper LED panel is responsible for switching on blue
light. The intensity of this light can be set by inserting integer into the LED Bright-
ness text box.
Green LED: This button switches on Green LED with the intensity written in
LED Brightness text box. If user want to change the intensity level then he can sim-
ply rewrite according to his desire.
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White LED: Combination of lights of different wavelength forms white light.
This important light LEDs are also part of fungus detection system and it can be
switched on by this button.
Autoﬂuorescence: Another important LED called Autoﬂuorescence is part of
Upper panel of LED. This LED is used to capture autoﬂuorescence images of the
sample. This button is responsible for the control of autoﬂuorescence light. The in-
tensity of autoﬂuorescence light can be set through LED brightness text box.
Bottom LED Panel:
There is another panel of LEDs present in fungus detection system. It is called
bottom LED panel because it is located at the bottom of sample. This panel also have
ﬁve buttons to control different type of LEDs. It also have one edit text box. Each
button and text box are explained brieﬂy below.
LED Brightness: Intensity of a LED is very important characteristic. In a con-
trolled environment it is imperative to control the intensity of LEDs. For this pur-
pose, an edit text box is placed in the bottom LED panel. This box will accept an
integer value, which is the percent of intensity. For example if user need 100% inten-
sity then he type 100 in the text box. The intensity of LED change immediately when
you enter the value.
Red LED: Fungus detection system is equipped with many lightning options.
Red LED is one of them. If user is interested to see the objects on the air sample in
Red light then he can switch it on using this button. This is also a toggle button,
same button is used for switching LED on and off.
Blue LED: This button in bottom LED panel is responsible for switching on blue
light. The intensity of this light can be set by inserting integer into the LED Bright-
ness text box.
Green LED: This button turn on Green LED with the intensity written in LED
Brightness text box. If user want to change the intensity level then he can simply
rewrite according to his desire.
White LED: Combination of lights of different wavelength forms white light.
This important light LEDs are also part of fungus detection system. And it can turn
on through this button.
Turn Off All LEDs: This button is used to turn off all LED. There are many LEDs
in fungus detection system and user may forget which LEDs he turned on. So, user
can use this button to turn off all the LEDs and only turn on LED according to his
requirement.
3.2.3 Microcontroller
The main part of any system is its processing unit, which controls whole processing
of the system. For fungus detection system this device is micro-controller. There are
big range of micro controllers available but it is very important to carefully choose
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this device as whole processing of system depends on it. SAM4S Xplained pro mi-
crocontroller has been used in this research. Owing to its speed, cost effectiveness
and perfectly matching with other requirements of the fungus detection system like
sensor extension board and USB connection, it was preferred over others.
SAM4S Xplained Pro is based on powerful ARM Cortex M4 processor [91]. It
has on board embedded debugger and equipped with hardware identiﬁcation. This
board has many features like three extension headers and one power header. One
NAND ﬂash, LCD connector and SD card slot are also available. Two oscillators
are also available one is 37 kHz and the other is 12 MHz. There are two USB ports
available on the SAM4S Xplained pro board which were efﬁciently utilized in this
research. One of USB is used for debugging/ programming of the SAM4S and other
USB connection is used for general functions. The power requirement of this board
is 5V and it can be powered through embedded debugger USB, external power and
target USB. Target USB is not only used for powering the board but also used for the
serial communication.
3.2.4 IoT Based Embedded System
The motivation behind making fungus detection system remotely controllable is
user’s safety. Fungus can be a risk to human life as it can causes serious health
problems if they are exposed to the fungus for longer time. The user of this device
is also human being and his life is as precious as life of other peoples. The other
main motivation behind developing IoT based fungus detection system is to make
it portable. This has added more value to the prototype of fungus detection sys-
tem as it can be placed in affected area and fungus concentrations can be monitored
remotely from any safe place using internet.
Communication Scenarios
There are two type of scenarios through which the IoT based fungus detection sys-
tem communication can takes place. Intra-network communication and inter-network
communication.
Intra-Network Communication:
When all the devices are connected to one network such that they can communicate
with each other. This type of communication is Intra-Network Communication. It
doesn’t required internet to be part of this network but it is compulsory for all the
devices to be in the same network. This type of scenario is shown in Figure 3.7.
Inter-Network Communication:
When internet is used to communicate with all devices then this type of communi-
cation is called inter-network communication. This scenario is depicted in Figure
3.8. In this type of communication devices are not connected to same network, they
can be connected to other networks but they communicate with each other through
internet. IoT based fungus detection system has the ability to work in this scenario
as well. With this capability, fungus detection system provided the ability to control
it by sitting on other site/ofﬁce. He doesn’t need to be present at the spot to monitor
fungus spores concentration.
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FIGURE 3.7: Intra-Network communication scenario
FIGURE 3.8: Inter-Network communication scenario
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FIGURE 3.9: Block diagram of IoT based Embedded System
Block Diagram of Embedded System
The block diagram of IoT Based Embedded System of fungus detection system is
shown in Figure 3.9. It consists of many components as shown in the diagram. Fun-
gus detection system has one addition in the form of Raspberry Pi. This addition is
required because SAM4S Xplained Pro (micro controller) does not have the capabil-
ity of sending and receiving data. ATWINC1500 Xplained Pro is an external device
which can be connected to SAM4S as an extension header. ATWINC1500 required
one complete port for the connection, which was unfortunately not available in our
system. Moreover, one external device is also required to make industrial camera an
IoT device. Therefore, Raspberry was chosen to overcome these two inadequacies.
The SAM4S Xplained Pro act as heart of fungus detection system and it is wired
with handling system, sampling system, light sources and raspberry pi. And mi-
croscopic camera is connected with raspberry pi. Since used version of raspberry
has wireless capability therefore it has made whole fungus detection system an IoT
device. Every communication from outside the fungus detection system is through
raspberry pi. Every command from server which need to be execute on SAM4S ﬁrst
delivered to raspberry pi, which is further conveyed to SAM4S. Server and mobiles
devices are act as separate entity with the capability of wireless communication.
Computer or Laptop can act as a server and also responsible for running and
controlling the system. Computer has MATLAB GUI through which fungus detec-
tion system can be run through IoT. Server also has main algorithm ﬁles as well,
which will be utilized on runtime images from fungus detection system. Server is
also equipped with powerful graphical processing unit (GPU), which help the server
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in processing image data.
There is another entity which is shown in block diagram. A remote mobile device
can also be used to see the output information of fungus detection system. This is
achieved through android application, which can be installed on any android device
like mobiles and tablets.
3.3 Implementation
Implementation of IoT based fungus detection system is performed in two steps.
In ﬁrst step, communication link between MATLAB GUI and Raspberry Pi is es-
tablished and in second step, raspberry pi and SAM4S Xplained pro are connected
which is further connected with optical sensor system. Optical sensor system, Rasp-
berry pi and SAM4S Xplained Pro all are mounted on fungus detection system.
3.3.1 Communication between MATLAB GUI and Raspberry Pi
Computer as TCP client
In this section, communication between MATLAB GUI and Raspberry Pi is explained
in detail. TCP server is created on Raspberry Pi in python language and a TCP client
is established on computer in MATLAB algorithm are developed using MATLAB
and Python on computer and Raspberry Pi respectively. MATLAB function tcpip()
was utilized to create TCP Server(or Client). This function created an object and
by using its parameters TCP client option was selected. Three other input parame-
ter of this function are IP address, Port number and Network Role. The following
command was used to create the TCP client object in computer.
• tcpObject = tcpip(’0.0.0.0’, 5000, NetworkRole, client)
In above mentioned command, TCP client object was saved in variable "tcpOb-
ject". After creating the object, fopen() command was used to connect the TCP server
with the client. which completed the connection process and computer was ready
to exchange data with the Raspberry Pi. This data can be exchanged through two
functions, fprint() and fscan(). To send data fprint() function was utilized and for re-
ceiving of data fscan() function was utilized. fprint() has three parameters, object,
format and data. These parameters were assigned values as below to send "Hello
Fungus Detection System".
• fprintf(tcpObject, %s, ’Hello Fungus Detection System’)
Object parameter obtained the value of created TCP object and %s was used be-
cause the format of data is string. "Hello Fungus Detection System" was assigned to
data parameter. The above command sends the data "Hello Fungus Detection Sys-
tem" to the tcpObject, which was created earlier, in string format.
To receive the data from TCP server fscan function was utilized. This function
has only two parameters: object and format. The default format of both functions is
string. The following command was used to fetch the data from the TCP server.
• data = fscanf(tcpObject, %s)
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This command read all incoming data from the server and stored in variable
"data". The format of this data is string. This completed a cycle of communication
between Computer and Raspberry Pi. To close the communication fclose() function
was used. This will terminate the connection between TCP server (raspberry Pi) and
client (Computer).
Raspberry Pi as TCP Server
In this section the role of Raspberry Pi as TCP Server has been discussed in detail.
Python language was used to code the Raspberry Pi.
The TCP function of python required to install socket library on the Raspberry
Pi, which was installed using the following command.
• sudo apt-get install python socket
If socket library is not present at the time of execution, the script output displays
an error. TCP socket is required before creating TCP server. TCP socket can be
created using the following command.
• tcpSocket = socket.socket(socket.AF_INET, socket.SOCK_STREAM)
This command created a TCP socket and stored it in a variable called tcpSocket.
The socket() function required address family and socket type as its input parameters.
The default value of address family is AF_INET and it represent IPv4 protocol. The
latest version of Protocol, IPv6, can be inserted using AF_INET6. SOCK_STREAM is
used as socket type because it is TCP socket. After creating the TCP socket, the next
step is to connect it with the TCP client with help of IP address and port number.
The following command is utilized to achieve this task.
• tcpSocket.bind(0.0.0.0, 5000)
The tcpSocket() function has two input parameters. First parameter is IP address
and second parameter is port number of the client. After this function, listening op-
eration is performed to listen the connection requests using listen(max_connections).
As this is the TCP server, it can connect to many clients at a time. The input parame-
ter "max_connections" contained an integer value, which represented the maximum
number of connections to TCP socket. In case of connection requests, the accept()
function followed the listen function which accepts the request of connection. This
following command was used to perform this step.
• conn, address = tcpSocket.accept()
There are two return variables in above mentioned command. The "conn" rep-
resents the new socket object and "address" represents the address of new object
which requested the connection with TCP server. This step is very important and
only after this data communication is possible using the send() and receive() function.
Following command is used to send the Hello message to the computer(TCP client).
• conn.send("Hello World")
And for receiving the data coming from computer (TCP client), the following
command was used.
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• data = conn.recv(buffer_size)
All the data which is received from the TCP client (computer) is stored in the
variable "data". And the input parameter "buffer_size" has the value of 1024, which
is the size of receiving buffer. After the completion of sending and receiving be-
tween computer and Raspberry Pi, TCP socket will be closed with the help of this
command.
• tcpSocket.close()
Which is followed by the shutdown() function which represent that TCP connec-
tion is closed now. This command of shutdown function is given below.
• tcpSocket.shutdown()
Task performed by MATLAB GUI
GUI of fungus detection system is explained in detail in Sec 3.2.2. In this section,
technical details of MATLAB GUI is described. The GUI of fungus detection sys-
tem is shown in Figure 3.5. GUI has one opening function which is executed in
the start of GUI automatically. raspi() function is executed automatically at the start
of GUI and its very important to established the connection between the computer
and raspberry pi. raspi() is a function of MATLAB support package of raspberry pi
and it was used to connect MATLAB with raspberry pi with the help of following
command.
• pi = raspi(IP, username, password)
In the above mentioned command, there are three input parameters, which in-
clude IP address, username and password of raspberry pi. All properties are stored
in global variable called "Pi". The reason behind making it global parameter is that
its been used as variable in other functions like "Take picture" and "Start". The IM-
SAS logo was also placed in the GUI openfunction.
Every object shown in GUI of fungus detection system has one call back function.
These objects are described in detail in Sec 3.2.2. Every push button actually sends
a command to raspberry pi, which further passes on the same command to SAM4S
microcontroller. Then SAM4S executes that command. Table 3.2
The commands were specially designed for SAM4S microcontroller. These com-
mands are self explanatory. For example there is command "CMD:L_BUT_RE:00000200\r".
"CMD" stands for command which is signal for the start of command and then there
is colon sign. After each coln sign there are 8 characters where each character oc-
cupy one byte. "L" means this is command for LEDs, "BUT" stands for bottom LEDs
and RE stands for RED Led. Then again colon sign and after that 8 bytes of value,
which represents intensity of LED and in last "\r" represents the end of command.
Each command in Table 3.2 is of format Start:Object:Value:Stop. This value actually
controls the PWM signal of SAM4S which controls the intensity of LED.
Other then LED buttons, there are some more buttons and commands which
MATLAB GUI sends to raspberry, which further pass them to the raspberry pi for
execution. These commands are of handling system, sampling system and some
control commands. All of these commands were shown in Tab 3.3.
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Upper LED Panel
Red LED CMD:L_TOP_RE:00000200\r
Blue LED CMD:L_TOP_BL:00000200\r
Green LED CMD:L_TOP_GR:00000200\r
White LED CMD:L_TOP_WH:00000200\r
Autoﬂuorescence LED CMD:L_TOP_UV:00000200\r
Bottom LED Panel
Red LED CMD:L_BUT_RE:00000200\r
Blue LED CMD:L_BUT_BL:00000200\r
Green LED CMD:L_BUT_GR:00000200\r
White LED CMD:L_BUT_WH:00000200\r
TABLE 3.2: MATLAB GUI commands for SAM4S Xplained Pro for
LED panels
Handling System
Motor 1
Left CMD:M1_TAPEF:00000110:00000020:00000010\r
Right CMD:M1_TAPEF:00000111:00000020:00000010\r
Motor 2
Left CMD:M2_TAPEB:00000110:00000020:00000010\r
Right CMD:M2_TAPEB:00000111:00000020:00000010\r
Focus Motor
Down CMD:M3_FOCUS:00000110:00000020:00000010\r
Up CMD:M3_FOCUS:00000111:00000020:00000010\r
Air Sampling System
ON CMD:AIR_PUMP:00000015:00000015:00000001\r
OFF CMD:AIR_PUMP:00000000\r
Other Commands
All LEDs OFF CMD:LED_OFF\r
Close All CMD:ALL_OFF\r
TABLE 3.3: MATLAB GUI commands for SAM4S Xplained Pro for
handling and sampling system
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All motors commands presented in the Table 3.3 are in speciﬁc syntax, which is
Start:Object[8]:Value[8]:Speed[8]:Stepsize[8]:Stop. "CMD" is used for the start of the
command and then after colon signs symbol for motor object is required which is
followed by its value. In value, last three bits represents power, enable and direction
of the motor. Speed of the motor is also inserted through 8 bits and it can contain
value from 5 to 100. The last parameter of motor, which is ﬁxed in command, is
step size of motor. In last "\r" is used to stop the command. The syntax used for air
sampling unit is Start:Object[8]:Volume[8]:Speed[8]:On/Off[8]:Stop. This syntax is
similar to command syntax of handling system. In this syntax, volume, speed and
on/off values are required in the form of 8 bits. There are two additional commands,
one for closing all LEDs and one for closing everything.
Task Preformed by Raspberry Pi
In this section, the role of raspberry is discussed. How raspberry acts as an inter-
mediate device between computer and SAM4S Xplained pro for the execution of
commands. This was done with the help of python script in raspberry pi. Com-
mands were received from MATLAB GUI and passed to SAM4S Xplained Pro.
All steps for developing a TCP server and receiving and sending of data is al-
ready explained. Besides same steps, one additional step has been followed. While
loop was created which run until TCP communication is running. In this loop,
python script is continuously looking for receiving of the data from MATLAB GUI
through this command.
• data=conn.recv(buffer_size)
In above mentioned command, data was received from MATLAB GUI and stored
in variable data. This data is further sent to SAM4S Xplained pro for the execution
of speciﬁc task. In next section, communication between Raspberry Pi and SAM4S
is discussed.
3.3.2 Communication between Raspberry Pi and SAM4S Xplained pro
The communication between raspberry pi and SAM4S Xplained pro is the second
part of whole communication. Raspberry pi and SAM4S are connected through se-
rial communication as both of them are mounted on fungus detection system.
Task Preformed by Raspberry Pi
Rapberry Pi is connected with SAM4S Xplained through wire. The communication
between them is serial communication. First of all, Python was used to create a serial
object.
• ser = serial.Serial(’/dev/ttyACM0’)
This command created a serial object on the the port ttyACM0 and save it in a
variable "ser". And to check whether some devices( like SAM4S) are connected with
the Raspberry Pi or not, the following command was utilized.
• ls /dev/ttyACM*
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The result will show name of the port "ttyACM0" and if no devices are connected
then it will show an error message. If more than one device is connected with rasp-
berry Pi then it will show name of both identiﬁer as "ttyACM0" and "ttyACM1".
This completed the connection process and now data can be sent to SAM4S using
the following command.
• ser.write(data)
This command sends the variable "data". What ever presents in this variable is
passed on to the SAM4S. This data variable contains the command which raspberry
pi received it from MATLAB GUI. These commands are related to LEDs, Motors and
Air Pump as shown in Table 3.2 and 3.3. These command were received from MAT-
LAB through TCP connection (wireless) and sent to SAM4S through serial connec-
tion (wire). And when theses commands are stopped coming from MATLAB GUI
then the serial connection object "ser" was closed using the following command.
• ser.close()
This command is followed by shutdown() and close() to terminate the connection
from MATLAB GUI and SAM4S Xplained pro. One more important command is
used to clear the memory of buffer through out the Python program. This command
is required because SAM4S continuously send a string to maintain the connection
with raspberry pi. Which results into overﬂow of input buffer of raspberry pi. So, it
is important to use the following command at regular interval through the python
script in raspberry pi.
• ser.ﬂushInput()
Task Preformed by SAM4S
SAM4S Xplained pro utilized USB Device Interface (UDI) and Communication De-
vice Class (CDC) libraries of Atmel studio framework (ASF) for communication with
the Raspberry Pi. SAM4S used send() and recv() commands for exchanging data with
the raspberry pi. This exchange of data is for sub systems connected with it.
There are three sub systems which are directly connected with SAM4S Xplained
pro. These systems are air sampling system, handling system and lightning system.
All these systems are controlled by SAM4S according to the instructions of MATLAB
GUI. MATLAB provides these instructions in the form of commands as mentioned
in Table 3.2 and Table 3.3. First of all these instructions are passed on to raspberry
pi and then further passed on to SAM4S for execution of these commands of three
subsystems. How these system were controlled is explained below.
Air Sampling System:
The block diagram shown in Figure 3.9 summarized all the connection between
subsystems. SAM4S microcontroller is directly connected with sampling system.
This sampling unit consists of a pump and ﬂow sensor. For the system, a spore suc-
tion with volume ﬂow control has been developed and manufactured so that precise
deﬁned volume of air can be used to create the air sample. For this purpose, a control
electronics is integrated with software in SAM4S has been developed, which regu-
lates a electric pump. This pump is controlled through command which takes input
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FIGURE 3.10: Bright-ﬁeld LED
from the user about volume and speed of pump. MATLAB GUI sends commands
which is in this format, Start:Object[8]:Volume[8]:Speed[8]:On/Off[8]:Stop. SAM4S
interprets this command and passes signal through its output port to the control
electronics. Which controls the pump according to the command of MATLAB GUI.
Handling System:
The second subsystem which is attached directly with microcontroller is han-
dling system. There are total three stepper motors, which are utilized for the move-
ment of tape and focus of the camera. One of the motors is used for the movement
of tape and second one is used for very ﬁne movement of the tape. Third motor is
used for the up and down movement of the tape holder, which is required to get
desired focus of the camera. These motors are controlled from the SAM4S Xplained
Pro commands.
Pulse Width Modulation (PWM) are used to control the handling system stepper
motors. SAM4S has two independent PWM channels and two extra PWM signals.
This features is very important as this is required to do the desired movement of the
system. Each channel has two PWM signal inverted to each other, normally used for
motor control purpose. The main purpose of PWM signal is to provide a rectangular
wave to control motor speed. Motor runs on the average value of this wave, which
is controlled using the duty cycle of the wave. The frequency range used for han-
dling system motors are from 0-1000Hz and impulse of 40μs. 8th Pin of extension
board 1 and 2 are used to obtain PWM signal for left/right movement and up/down
movement respectively.
Lighting System:
Light sources are also directly attached with the SAM4S Xplained Pro as shown
in Figure 3.9. There are 3 type of light sources used to obtain three different type of
images. First type of light source is bright-ﬁeld LEDs, which are placed at the bottom
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of the system to obtain bright-ﬁeld images as shown in Figure. 3.10. These LEDs
required an analog signal for that digtal to analog converter(DAC) has been used.
Earlier years, DAC was sold as separate parts but recently it is incorporated in the
microcontrollers. SAM4S also has two DAC which are utilized for bright-ﬁeld and
dark-ﬁeld LEDS. The main purpose of DAC is to convert digital data into analog. Its
output analog is some portion of the reference voltage. The output voltage can be
calculated using the Eq. 3.3
Vout =
Vref
2n
(3.3)
where n is a bit resolution of DAC.
SAM4S has 12 bit resolution and it can obtain any value between 0 and 4095
i.e. (212 − 1). Second type of light source are also LEDs which placed at top of the
samples to obtain dark-ﬁeld images. These LEDs also requires analog signal thats
why another available DAC of the SAM4S is utilized in same manner as described
above.
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Chapter 4
Fungus Detection Using Computer
Vision Techniques
There are many techniques developed in this research for the detection of fungus
spores. This chapter only covered those techniques which came under the umbrella
of computer vision ﬁeld. It is a very vast ﬁeld, a lot of research was carried out
during the last decade regarding the detection of microbial, which were discussed
earlier in Chapter 2. There were three computer vision solutions, which were avail-
able for the detection of fungi. We will discuss these one by one in detail in this
chapter.
4.1 Histogram of Oriented Gradients
Detection of fungus through air samples is very difﬁcult task. Fungus detection
system block diagram, as presented in Chapter 3 in Figure 3.1, clearly separate hard-
ware part and software part. The basic blocks/ components were presented in block
diagram. While developing this software solution these building blocks were exactly
followed. These blocks have been explained in detail separately.
4.1.1 Pre-processing
Images were captured as explained in Chapter 3. Since the images have many dis-
tortions and noise. Therefore if processed in the same condition would have ren-
dered highly inefﬁcient results. And it is also computationally highly inefﬁcient. In
chapter 2, as preprocessing being the ﬁrst step used in many practical applications.
Similarly, preprocessing is also the ﬁrst step of algorithm of fungus detection sys-
tem. The main reason of doing this step is to improve the quality of images and
suppresses unwanted distortions. Figure 4.1 duly explain this process.
Image smoothing
Noise is removed through smoothing of the image using smoothing ﬁlter. There
are many smoothing ﬁlters like average ﬁlter, mean ﬁlter, weighted average ﬁlter,
box ﬁlter and Gaussian ﬁlter. A 2D Gaussian smoothing ﬁlter was applied using
equation 4.1.
G(x, y) =
1
2Πσ2
exp−
x2+y2
2σ2 (4.1)
The main reason behind using Gaussian ﬁlter is its frequency response. All
smoothing ﬁlter are basically low pass frequency ﬁlters, which means they actually
remove high spatial frequency components from the image. The frequency response
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FIGURE 4.1: Block diagram of Preprocessing
FIGURE 4.2: Gaussian ﬁlter used for smoothing
of a Gaussian ﬁlter shows no oscillations where as other shows oscillations in their
frequency response.
The size of the ﬁlter is 7x7 and the values of ﬁlter is shown in Table 4.1. When
this ﬁlter was plotted in 3D it look like as shown in Figure 4.2. This ﬁlter G of size
mxn is convolved with the input image I of size MxN to get the output image P, then
this operation can be expressed through equation 4.2.
P (i, j) =
a∑
x=−a
b∑
y=−b
G[x, y]I[i+ x, j + y] (4.2)
where a = (m− 1)/2 and b = (n− 1)/2.
Image Enhancement
7x7 Gaussian ﬁlter is followed by contrast stretching for image enhancement. There
were total three techniques (Contrast Stretching, Histogram equalization and adap-
tive histogram equalization) which were applied to the image and results were com-
pared as shown in Figure 4.3. According to Tahir et al.[92], Contrast stretching per-
forms well in bright ﬁeld microscopic images of fungus detection system, as shown
in Figure 4.3.
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0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0002 0.0000 0.0000 0.0000
0.0000 0.0000 0.0113 0.0837 0.0113 0.0000 0.0000
0.0000 0.0002 0.0837 0.6187 0.0837 0.0002 0.0000
0.0000 0.0000 0.0113 0.0837 0.0113 0.0000 0.0000
0.0000 0.0000 0.0000 0.0002 0.0000 0.0000 0.0000
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
TABLE 4.1: 7x7 Gaussian ﬁlter used for smoothing
FIGURE 4.3: Comparison of different image enhancement techniques
As clear from name of this technique, the input image is enhanced by stretching
range of its contrast. This technique can only be applied to gray scale(one channel)
images. Input image is divided into its 3 channels( Red, Green, Blue) and on each
channel contrast stretching is applied. The contrast of this image is better than the
input image. If "a" and "b" are desired lower and upper limit of contrast, where "c"
and "d" are lower and upper intensity value of input image then the each pixel P of
input image is proceed according to the equation 4.3 for contrast stretching.
Pout = (Pin − c)(b− a
d− c + a) (4.3)
where Pout is output pixel and Pin is input pixel of an image.
Image sharpening
Image enhancement might also enhanced the remaining noise in images. To remove
this noise, median ﬁlter of size 7x7 was employed on image. Median ﬁlter is popular
for removing salt and pepper noise( randomly occurring white and black pixels) and
owing to its robustness, it was preferred over other spatial ﬁlter like mean ﬁlter. This
ﬁlter was also applied separately on each channel of image and after that all channels
were combined together to make one output RGB image. Median ﬁlter actually picks
every pixel of an image and then replaced it with median of the intensity values
of its neighbouring pixels. According to the deﬁnition of median, it is one of the
intensity value of its neighbouring pixel. It will not only remove noisy value with
median value but also preserved sharp edge and boundaries in the image. This is
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very important because boundaries of fungus spores is difﬁcult to detect in blurred
images.
4.1.2 Segmentation
After preprocessing steps images were segmented as noise was removed from the
images. In this section, segmentation techniques are discussed which were utilized
in this research. In every image, there were some regions which were of interest
called "foreground". Segmentation is a process in which foreground is separated
from the background. It divide the images into two part which make it very im-
portant task. This step required great care as success of the system greatly depends
upon the output of segmentation.
Two techniques were utilized for this purpose, i.e. threshold based segmentation
and watershed segmentation. One more segmentation technique was utilized which
is presented as an separate approach to solve the problem of fungus detection in
Section 4.3. The two important segmentation techniques are discussed below.
Threshold based Segmentation
First segmentation technique which was utilized is threshold based segmentation.
This is very popular due to its intuitive properties and simplicity. Images consist
of pixels and each pixel has its own intensity value. This method actually separate
foreground from the background on the basis of threshold value. Every pixel value
compared with the threshold value and on the basis of that it was assigned to fore-
ground and background.
Suppose that an image I(x,y) and it is segmented using a threshold value T. Then
any point (x,y) which has greater value than T is called foreground. Similarly those
points which have less value than T or equal to T is assigned as background. Math-
ematically, it can be written as in equation 4.4.
g(x, y) =
{
255, if I(x,y) > T.
0, if I(x,y) ≤ T. (4.4)
In the above mentioned equation, "255" intensity value is assigned to the pix-
els which belonged to the foreground and "0" is assigned which belonged to back-
ground. This output of the segmentation entirely depend on the threshold value.
Therefore, it is very important to chose the right value of threshold. Manually ﬁxed
value can also be chosen but a small illumination change in images also changed
intensities of image pixels, which result in big error in case of manually ﬁxed value
threshold. There are many methods which can calculate this threshold value like
global threshold, automatic threshold, conventional threshold, optimal threshold
and otsu threshold.
Otsu’s thresholding [37] method was utilized in this research. It is fast and based
on the concept of maximizing the between class variance. This method assumes
that image is bi-modal means it has online two classes(foreground and background).
Otsu’s threshold calculated in six steps. First of all, probabilities of foreground and
background was calculated using equation 4.5.
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Wb = Σ
n
i=1P (i)
Wf = Σ
I
i=n+1P (i)
(4.5)
whereWb is probability of background pixel andWf is probability of foreground
pixels. Now calculate the mean of foreground μf and mean of background μb using
equation 4.6
μb = Σ
n
i=1
iP (i)
Wb
μf = Σ
I
i=n+1
iP (i)
Wf
(4.6)
with the help of above means, variance of background σb and variance of fore-
ground σf are calculated using equation 4.7.
σ2b = Σ
n
i=1[i− μb]2
P (i)
Wb
σ2f = Σ
I
i=n+1[i− μf ]2
P (i)
Wf
(4.7)
Now using probabilities and variance of foreground and background class, the
variance with in class σw is calculated using equation 4.8.
σ2w = Wbσ
2
b +Wfσ
2
f (4.8)
The desired value of threshold T is the maximum value of class variance σ2w.
Watershed based Segmentation
The other segmentation technique which was used is watershed segmentation. The
word, watershed, means a ridge that divides areas drained by different river sys-
tems. If it is assumed that image is a geological entity then watershed lines represent
the boundary by segmenting image regions. Catchment basins represent the geo-
graphical area draining into a reservoir. The watershed algorithm computes catch-
ment basins and boundary lines(ridge lines). It is a powerful morphological tool for
the segmentation of images. Normally it is used in medical image processing and
biomedical applications.
The block diagram of watershed segmentation is shown in Figure 4.4. This algo-
rithm was performed in three steps. At ﬁrst preprocessing was done and it consisted
of distance transform step and contour ﬁnding step. The next step was of watershed
transform, and the last step was of post processing which included drawing of the
marker.
In watershed segmentation, images were considered as a topographic surface
which contains following three important points.
• Points that represent regional minimum.
• Points at which the water falling has highest probability to fall into a single
minimum region.
• Points at which the water falling has probability to fall into more than one such
a minimum region.
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FIGURE 4.4: Block diagram of watershed segmentation
Those point which fulﬁl ﬁrst two conditions are called watershed or catchment
basin. Where as points which fulﬁl third condition is called crest line on topographic
surface named as a watershed line.
The main idea of watershed calculation utilized for image segmentation was to
discover the watershed lines. Assume that there are holes at each minimum, and
water is ﬂowing in from base into these openings with steady rate. Water level will
increase in the topographic surface consistently. At the point when the rising water
in various catchment basins are combined with close-by catchment bowls then a
dam is built to prevent combination of water. Flooding of water will come to the
point where dams are obvious above water line. These dam lines are the watershed
lines.
4.1.3 Feature Extraction
In this section feature extraction step is explained in detail. For feature extraction,
histogram of oriented gradient was used to develop feature vector. This vector was
further used by classiﬁcation algorithm to learn the classiﬁer.
Extracting features from images of air samples was very challenging task. These
images were vary a lot with small change in illumination. There were also problems
of cluttering. Many fungus spores were cluttered in the images. Occlusion was also
one of the problems which is present in images. By considering these all challenging
problems, a robust feature extraction algorithm was required by fungus detection
system.
Dalal et al. [93] proposed an approach for the detection of humans called His-
togram of Oriented Gradients(HOG). This technique was utilized for the extraction
of features from the images. Being simple and fast computation,HOG was preferred
over other feature extraction techniques like Scale-invariant feature transform de-
scriptors (SIFT) [94] and other feature descriptors. It is global descriptor, therefore it
computes histogram of oriented gradients for whole fungus image. It is also invari-
ant to illumination changes because local histograms are normalized with contrast.
Block diagram of HOG implementation is shown in Figure 4.5. It is implemented
in following steps.
• Image was divided into small blocks.
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FIGURE 4.5: Block diagram of HOG
• Blocks were further divided into small portions called cells. Blocks were over-
lapped with each other, this mean small cell appeared in many blocks. It en-
sured consistency throughout across the whole range.
• Gradient was calculated for each pixel with in the cell. Horizontal and vertical
gradients were calculated with the help of 1-dimensional ﬁlters/masks. The
ﬁlter fx utilized for horizontal gradient calculation and fy was used for vertical
gradient calculation as shown in equation 4.9.
fx = K(x+ 1, y)−K(x− 1, y)
fy = K(x, y + 1)−K(x, y − 1)
(4.9)
where K(x, y) is the pixel intensity at pixel (x, y).
• Magnitude (d) of the gradient was calculated using equation 4.10
d =
√
f2x + f
2
y (4.10)
• Direction θ is calculated with the help of equation 4.11
θ = tan−1(
fy
fx
) (4.11)
• Histogram of N bins were created. The value of N used in proposed approach
is 9. Each bin has 20 degrees and it covers the whole range (0 to 180 degrees) in
9-bin histogram. Unassigned gradients were used so that the orientation only
ranged from 0 to 180 degree instead of 0 to 360 degrees.
• Votes were accumulated over the pixels of each cell. Each pixel casted a vote
into the corresponding orientation bin of 9-bin histogram. The gradient mag-
nitude was consider as the weight of the vote.
• Concatenate all the histogram vectors of all the cells in blocks. The size "s" of
this vector is equal to number of bins (for our case 9) x number of cells in block
( for our case 6).
• Instead of normalizing each cell, complete block was normalized to refrain
from illumination and contrast changes [93]. Normalizing the block means
normalizing the histograms of complete block. Normalization of whole block
was performed using equation 4.12.
L1Norm =
h1√
h21 + h
2
2....h
2
s + 1
(4.12)
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where h is one of the histogram vectors of the block and s is the size of the
concatenated vector.
4.1.4 Classiﬁcation
Normally classiﬁers are used for the classiﬁcation of set of extracted features. Sim-
ilarly in this research, support vector machine (SVM) was utilized as a classiﬁer for
classiﬁcation of fungus spore and dirt. In this section, SVM classiﬁcation technique
is discussed.
Cortes et al. [95] ﬁrst proposed an algorithm called SVM, which has been very
powerful and successful for the detection and classiﬁcation problems. Normally
this algorithm is used for pattern recognition. In this research, SVM is utilized for
the classiﬁcation of particles as fungus spore or dirt. The supreme goal of SVM is
to build the model to predict the label of fungus spore testing data based on the
knowledge provided by the training data[88]. Moreover, SVM is to detect and uti-
lize complex patterns from testing data and utilize it for classifying the fungus data
in high dimensional feature space. Furthermore, margin between the isolating hy-
perplane can be increased with the help of SVM through an upper bound of the
generalization error.
Fungus dataset was distributed in training and testing dataset as mentioned in
6.1.3. Training data set described by (xi, yi), i = 1, 2, ........, n.
Where the notation xi denotes the ith vector in a fungus data set {(xi, yi)}ni=1 and
where yi{−1, 1} can obtain label from the two classes(dirt/spore) which satisﬁes
the following constrains.
wtxi + b ≥ +1 for yi = +1 (4.13)
wtxi + b ≤ −1 for yi = −1 (4.14)
Thus for all training inputs,
yi(w
txi + b)− 1 ≥ 0 (4.15)
Where vector w is known as the weight vector and b is called bias, which trans-
lates the hyperplane away from the origin. The maximum margin m represents the
distance from hyperplane to the nearest points of classes is given by equation (4.16).
m =
2
‖w‖ (4.16)
As it is shown in equation 4.16 that w and m are inversely proportional to each
other. So, to maximize margins, the ‖w‖ should be minimized.
When SVM was trained, the decision function D(x) was used to predict the out-
put of test images from the test data set. That is also described by (xi, yi).
D(x) = sign(w.x+ b) (4.17)
Soft SVM was used as our data is non separable. So, there is an increase in primal
function by introducing the slack variable in the constraints [96]
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FIGURE 4.6: Block diagram of HOG based approach
wtxi + b ≥ +1− ζi for yi = +1 (4.18)
wtxi + b ≤ −1 + ζi for yi = −1 (4.19)
Or collectively, it can be write as
yi(w
txi + b) ≥ 1− ζi (4.20)
The term ζi ≥ 0 are slack varaiables that allow some training inputs to fall off the
margin (0 ≤ ζi ≤ 1) or to be misclassiﬁed ζi ≥ 1). The cost parameter C allows some
misclassiﬁcation in order to create a more accurate model that separates the data
into dirt and fungus spore. Which is integrated to the objective function as shown
in equation (4.21).
min
1
2
‖w‖2 + C
n∑
i=1
ζi (4.21)
Where C is deﬁned by the user to control the trade-off between margin width
and misclassiﬁcation. The larger C corresponds to assign higher penalty to errors.
4.1.5 Overview of complete approach
In previous sections all the detailed information was provided which was used to
develop this algorithm for the detection of fungus. This algorithm works as a func-
tion of main GUI of fungus detection system. It accept air sample image as an input
and provides the number of spores and there locations as an output. In this section,
the complete approach is described.
The block diagram of this algorithm is shown in Figure 4.6. This algorithm works
in two phases: training and testing. First of all training was performed. Patches of
size 78x78x3 were extracted from the images of fungus dataset. Patches were of
two kinds. Dirt patches only had dirt in them and fungus spore patches contained
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FIGURE 4.7: Pre-processing of patches
FIGURE 4.8: Visualization of HOG
only one fungus spore. Then pre-processing was performed on these patches as de-
scribed in section 4.1.1, which includes image smoothing, image enhancement and
image sharpening. After pre-processing, patches look like as shown in Figure. 4.7.
Pre-processed patches were ready for extraction of HOG features. HOG features
were extracted by following the steps of gradient computation, Orientation binning,
block normalization and HOG descriptor. The visualization of these steps are shown
in Figure 4.8. The complete detail of HOG calculation is given in section 4.1.3.
Three different cell sizes (2 x 2, 4 x 4, 8 x 8 pixels) were experimented in the bin-
ning step. The main objective of application of different cell sizes was to compare
the result of different cell sizes. The feature vectors of sizes 49284, 11664 and 2304
were obtained with the help of 2 x 2, 4 x 4 and 8 x 8 cell size respectively. It was
observed that bigger feature vector obtained through smaller cell size, which also
increase computation cost. HOG of different cell sizes are shown in Figure 4.9.
HOG of both spore patches and dirt patches provided the feature vector, which
was used to train the SVM classiﬁer as explained in detail in section 4.1.4. SVM
mapped the input feature vector into higher dimension space that separates the
training data by establishing a maximum separating hyperplane. As a result, SVM
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FIGURE 4.9: HOG of different cell sizes
provides the classiﬁer(model) which is ready to use on the testing images.
For testing same process was implemented as used for training images (shown
in Figure 4.6). Firstly an image was obtained through fungus detection system. This
image was further divided into 78 x 78 x 3 patches and only one patch of the image
was processed at a time. After processing HOG of same patch was obtained and
forwarded to trained SVM classiﬁer. Which analysed it and marked it as patch of
fungus spore or dirt.
4.2 Fusion of different techniques
In this section, Fourier transform and scale invariant feature transform (SIFT) tech-
niques will be discussed in detail. Also a fusion of both techniques shall be presented
as another solution to the problem of fungus detection. Both of these techniques are
discussed one by one in succeeding paragraphs.
4.2.1 Fourier Transform
Fourier transform is normally used for the decomposition of signal into sine and co-
sine components. In this research the signals were images of air samples which were
obtained through fungus detection system. Fourier transform decompose these im-
ages into sine and cosine components. This converts the input spatial domain image
to frequency domain image. Each point in frequency domain reﬂects a speciﬁc fre-
quency contained in image.
In this research as signals were only digital images, this narrow down the dis-
cussion to only Discrete Fourier Transform (DFT). DFT is obtained when Fourier
transform is sampled. Which means only set of frequencies were presented not all
the frequencies but still it is enough to represent the image.
For image f(x,y) of size M x N the 2-dimensional DFT can be calculated using
equation 4.22.
F (k, l) = ΣM−1x=0 Σ
N−1
y=0 f(x, y)e
−j2π( km
M
+ ln
N
) (4.22)
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FIGURE 4.10: Block diagram Fourier Transform approach
where F(k,l) is the image in frequency domain with the same size of input image.
And exponential term is the base function, which helped to convert the spatial image
f(x,y) into frequency domain image F(k,l). The main function consisted of sine and
cosine waves. i.e F(0,0) represented the DC component in the image.
Similarly, frequency domain images can be converted to spatial domain images
with the help of inverse Fourier transform given by equation 4.23.
f(x, y) =
1
MN
ΣM−1k=0 Σ
N−1
l=0 F (k, l)e
j2π( km
M
+ ln
N
) (4.23)
where 1MN is the normalization term. It can also be used in forward Fourier
transform instead of inverse Fourier transform. But it can not be used in both.
The output image of the Fourier Transform is complex number valued image and
hence can be viewed with two images. It has two components that can be displayed
with real (R) and imaginary part (I) or can be displayed with magnitude and phase.
The magnitude of the Fourier spectrum is given by equation 4.24
|F (k, l)| = [R2(k, l) + I2(k, l)]1/2 (4.24)
and phase of Fourier spectrum can be obtained by equation 4.25
φ(k, l) = tan−1
I(k, l)
R(k, l)
(4.25)
In image processing scenario, the magnitude of the Fourier transform contains
the most information. It refers to the contrast, or the difference between the dark-
ness and brightest peak of the image. Where as the phase spectrum represented the
amount of wave shifted from origin when means it shows how much the sinusoid is
shifted to the left or right.
Fourier transform is applied as shown in block diagram 4.10. There were two
main limitation of the application of Fourier Transform on fungus images. Firstly
Fourier transform can not localize the position of fungus spores and secondly the
unspeciﬁc texture of fungus spores in the images.
Fourier transform was used for the texture analysis. As shown in block diagram
4.10, input images were ﬁrst divided into patches and then gradient was obtained
using equation 4.9. Which is followed by fast Fourier transform which is applied
using the equation 4.22. Subsequently low pass ﬁlter was applied to remove the
very high frequencies from the patches. In low pass ﬁlters, Gaussian low pass was
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preferred over Butterworth ﬁlter because Gaussian low pass ﬁlter didn’t have ripple
effect. And it was applied with the help of equation 4.26.
H(k, l) = e−D
2(k,l)/2σ2 (4.26)
where σ = Do, which is cut off frequency and it represents the spread of Gaussian
low pass ﬁlter. This ﬁlter is a discrete function of size PxQ and D(k,l) is given by
equation 4.27
D(k, l) = [(k − P/2)2 + (l −Q/2)2]1/2 (4.27)
In the next step, frequencies of low amplitude were removed. Which was fol-
lowed by the image reconstruction phase and achieved with the help of inverse
Fourier Transform as mentioned in equation 4.23. Further non maximal was sup-
pressed and local maxima’s were computed. The mean was calculated that provided
an estimate for the Fourier based fungus count. Furthermore, several other measures
were computed such as entropy, variance, skewness, kurtosis which were later to be
used in the fusion of local feature sources.
4.2.2 Scale Invariant Feature Transform
This section represents the Scale Invariant Feature Transform(SIFT) technique for
the feature extraction of fungus spore images. Issues of fungus dataset images like
matching of features and image illumination issue were addressed through SIFT.
The complete SIFT technique and its application on fungus dataset images is dis-
cussed in this section.
David lowe [94] presented an image feature extractor/descriptor for object de-
tection in different views called Scale Invariant Feature Transform(SIFT). In this re-
search, SIFT is used for the feature extractions of fungus dataset images. SIFT is
a method which ﬁnd out key interest points which can play important role in the
detection of object in an other view. The features which are extracted by SIFT are
invariant to change in illumination, scale, addition of noise and afﬁne distortion.
SIFT features matching also performed in two steps: training and testing. In train-
ing, features are extracted from set of training fungus dataset images and stored in a
database. Then SIFT features of fungus test image is extracted and further individu-
ally compared it with features present in database. As a result, best candidate match
is found using Euclidean distance.
SIFT is very complex and complicated technique. To understand it better, it can
be divided into following four steps.
1. Scale-space extrema detection
2. Keypoint localization
3. Orientation assignment
4. Keypoint descriptor
68 Chapter 4. Fungus Detection Using Computer Vision Techniques
FIGURE 4.11: Pyramid of Gaussian and DoG [94]
Scale-space extrema detection
In this step, keypoints in fungus image dataset are detected using difference of Gaus-
sian. Keypoints are region of interest which are searched at different scale and po-
sitions of image. Gaussian ﬁlter is applied at different scales and then difference
between successive Gaussian are obtained. If scale space of an image I(x, y) is de-
ﬁned as L(x, y, σ), which is obtained using equation 4.28
L(x, y, σ) = G(x, y, σ) ∗ I(x, y) (4.28)
where ∗ is the convolution sign and G(x, y, σ) is the variable scale Gaussian
which is given by
G(x, y, σ) =
1
2πσ
e−
x2+y2
2σ2 (4.29)
The product of Gaussian and an image produced a blurred image, which is
stored in L(x, y, σ). Difference of Gaussian (DoG) is obtained by subtracting two
nearby scales separated by a "k" constant multiplicative.
D(x, y, σ) = (G(x, y, kσ)−G(x, y, σ) ∗ I(x, y))
= L(x, y, kσ)− L(x, y, σ) (4.30)
DoG ,D(x, y, σ), is used because it is close approximation of Laplacian of Gaus-
sian σ2∇2G [97]. And maxima and minima of σ2∇2G produce the most stable fea-
tures of an image [98].
Pyramid of Gaussian and DoG, D(x, y, σ), is shown in Figure 4.12. Convolution
of input image with Gaussian of σ =
√
2 is performed to get the ﬁrst bottom image of
left column as shown in Figure 4.12. Process is repeated with same σ to produce the
second bottom image. This image has in total effective smoothing of 2 (
√
2∗√2 = 2).
And to obtain ﬁrst bottom of Dog, second image is subtracted from the ﬁrst image
and the result is shown in right column of Figure 4.12. This process is repeated until
5 stack images of Gaussian and 4 stack images of DoG are obtained for each level
or octave. The next level or octave is obtained by down sampling such that every
second pixel is kept. And this process continued for four levels or octave.
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FIGURE 4.12: Local extrema detection of pixel "X" [94]
Keypoint localization
The previous step provided too many candidates of keypoints which were unstable
and unreliable. In this step of SIFT algorithm, some of the keypoints are removed
and only robust keypoints are kept. This step further divided into three sub steps as
mentioned below.
1. Local extrema detection
2. Discarding low contrast keypoints
3. Eliminating edge responses
Local extrema detection:
Keypoint candidates are local maxima and minima of the DoG, D(x, y, σ). To
extract local extrema (maxima or minima), each point is compared with its eight
nearest neighbours in the current image (with current scale). Furthermore, it is com-
pared with nine neighbours of image above (one scale smaller) and also with nine
neighbours of image below (one scale bigger) as shown in Figure 4.13. After com-
paring with 26 neighbour pixel intensity values, only those pixels are selected which
are maximum or minimum from all neighbours. To select stable extrema points,
sampling frequency plays vital role. 3 intervals on each pyramid level is best choice
but it increases computation time. 2 intervals also produced good results and it is
preferred due to less computation time.
Discarding low contrast keypoints:
There are lot of keypoint which are generated in previous step. Some of these
keypoints have low contrast values due to which they are sensitive to noise. Taylor
expansion is utilized to get back the intensity value at the subpixel locations. If its
value is less than certain value than it is discarded. The quadratic function of the
DoG,D(x, y, σ) to the local sample points to determine the location of the maximum
is given by equation 4.31
D(x) = D +
∂DT
∂x
x+
1
2
xT
∂2D
∂x2
x (4.31)
where x = (x, y, σ)T represent the offset from the sample point, where D and
its derivatives are calculated. Derivative of this function is obtained and the result(
equation 4.32) is equalled to zero to ﬁnd out the location of extremum, xˆ.
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xˆ = −∂
2D−1
∂x2
∂D
∂x
(4.32)
The unstable extrema due to its low contrast value is rejected by computing value
at extremum, D(xˆ).
D(xˆ) = D +
1
2
∂DT
∂x
xˆ (4.33)
Eliminating edge responses:
The other problem with some of keypoints, which are generated in previous step,
is that they lie along the edge. Moreover, DoG function also showed strong response
along the edges even if the candidate keypoint is not robust to small noise. There-
fore, those edges are removed which have poor locations but have high edge re-
sponses to increase the stability. DoG function has much bigger principal curvature
along the edge for poorly deﬁned peaks. 2x2 Hessian matrix, H, is utilized to ﬁnd
the amount of these principal curvatures.
H =
[
Dxx Dxy
Dxy Dyy
]
(4.34)
where difference of neighbouring sample points are computed to ﬁnd deriva-
tives.
Principal curvature of DoG is proportional to the eigen values of H. Let α is
the largest magnitude of eigenvalue and β is the smallest magnitude of eigenvalue.
Then trace of matrix H is equal to sum of these values as given below in equation
4.35.
Tr(H) = Dxx +Dyy = α+ β (4.35)
and the product of α and β is computed through determinant of matrix H as
given in equation 4.36
Det(H) = DxxDyy − (Dxy)2 = αβ (4.36)
It is also possible that result of determinant is negative which means curvature
have different signs so candidate key point can be discarded as its not extremum.
Let r be the ratio between α and β so that α = rβ. Then
Tr(H)2
Det(H)
=
(α+ β)2
αβ
=
(rβ + β)2
rβ2
=
(r + 1)2
r
(4.37)
Above equation only depends on the r, which is ratio of eigenvalues. The min-
imum value of ﬁnal term, (r+1)
2
r , is obtained minimum when both eigenvalues are
equal and its value increases by increasing r. Finally the ratio of principal curvatures
is checked whether it is below from threshold, r, or not using equation 4.38.
Tr(H)2
Det(H)
<
(r + 1)2
r
(4.38)
Those values which are more than the threshold are eliminated from key points.
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Orientation assignment
After eliminating keypoints which are on edge or with low contrast, remaining key-
points are legitimate. Which are also tested to be stable. Now the next step is to
assign each one of them orientation. This orientation make them capable of rota-
tion invariant. The main idea is to collect the direction and magnitude around each
keypoint. The Gaussian smoothed image, L, is selected due to the scale of keypoint.
The magnitude m(x, y) and orientation θ(x, y) is calculated for each image L(x, y) in
equation 4.39 and 4.40.
m(x, y) =
√
(L(x+ 1, y)− L(x− 1, y))2 + (L(x, y + 1)− L(x, y − 1))2 (4.39)
θ(x, y) = tan−1(
L(x, y + 1)− L(x, y − 1)
L(x+ 1, y)− L(x− 1, y)) (4.40)
A orientation histogram is created in which 360 degrees of orientation is divided
into 36 bins (10 degree in each bin). Each sample is weighted by its magnitude and
added to the histogram in the respective bin. The dominant directions of local gradi-
ents can be observed through the orientation histogram. The highest peak and 80%
of the highest peak of the histogram are converted to keypoint respective orientation
are assigned to them. Multiple keypoints of different orientations can be created due
to multiple peaks of same magnitude.
Keypoint descriptor
This is the ﬁnal step of SIFT. In previous steps scale and rotation invariance key-
points are calculated. In this step, ﬁngerprint for each keypoint is generated so that
it can be identiﬁed. This ﬁngerprint is called keypoint descriptor. So ﬁrst all around
the keypoints, gradient magnitude and orientation are calculated by applying the
scale of the keypoint. Which also determined the level of Gaussian blur for the im-
age. Gradient orientations and descriptor’s coordinates are rotated relative to the
keypoint. This task helped in achieving the orientation invariance.
Weight of the magnitude of every sample is assigned with the assistance of Gaus-
sian weighted function with σ to one half the width of the descriptor window. The
Gaussian window helped to refrain from the abrupt changes in the descriptor with
minute changes in the position of the window. This also helped in providing less em-
phasize to the gradient which are far from the centre of the descriptor. 4x4 sample
regions are selected which also signiﬁcantly shift gradient positions. There are eight
directions of each orientation histogram, where length of the arrow represented the
magnitude of a particular histogram.
Trilinear interpolation is applied to avoid the boundary affects and to distribute
the value of the gradient sample into adjacent histogram bins. A weight of 1 − d is
multiplied with each value, which is added to the histogram. The distance from cen-
tral value of bin to the sample is noted with d. Finally a descriptor is formed using
vector which contained all the values of histogram of orientation. Each bin of 4 x 4
histogram array is represented 8 orientation. The feature vector of each keypoint is
consisted of 128(=4x4x8) features. This is shown in Figure 4.13.
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FIGURE 4.13: Keypoint descriptor systematic [94]
The feature vector is further normalized to unit length to make it robust against
illumination changes. The contrast changes are cancelled through vector normaliza-
tion. Each pixel value is multiplied by a constant and its gradient is also multiplied
by the same constant to represent the change in image contrast. Then there will be
no effect after a brightness change in which a constant value is added to each pixel.
The number of histogram orientations r and the width n of the n x n array of ori-
entation histograms are the two parameters which are used to play with complexity
of the descriptor. So rn2 is the size of the descriptor. The more complex descriptor
discriminate better then less complex descriptor. The complexity of descriptor also
increased the sensitivity of shape distortions and occlusions.
4.2.3 Support Vector Regression
Vladimir Vapnik [99] presented a machine learning tool which is used for classiﬁca-
tion and regression called support vector machine. The Support Vector Regression
(SVR) used the same principal of SVM, with some minor changes, as described in
section 4.1.4. It contains all the features of maximum margin algorithm. The goal of
regression is same as of SVM to seek and optimize the generalization bounds. The
output is real number which makes inﬁnite possibilities. A loss function is deﬁned
which ignored the errors which are in range of some deﬁned distance, , from the
true value targets yi. The variable measured the cost for all the training examples
and this cost has zero value for all the which are in  distance from the target. The
errors which are more than  are not ignored by the loss function.
In SVR, a linear model is computed using ﬁxed (non linear) mapping to map
input x on to m dimensional feature space. Then a linear model f(x,w) in feature
space is given by equation 4.41
f(x,w) =
m∑
k=1
(wk.gk(x) + b) (4.41)
where a set of non linear transformation is denoted by gk, k = 1, ....,m and bias is
denoted with the help of b. As described earlier that SVR used loss function,L(y, f(x,w)),
to ﬁnd the cost of estimation. This loss function is called -insensitive loss function
as proposed by Vapnik, is give in equation 4.42.
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L(y, f(x,w)) =
{
0 if |y − f(x,w)| ≤ 
|y − f(x,w)| −  otherwise (4.42)
Vapnik also deﬁned empirical risk by equation 4.43.
Remp(w) =
1
n
n∑
i=1
L(yi, f(xi, w)) (4.43)
The model complexity is reduced by minimizing ||w||2, after that SVR performed
linear regression in the high dimensional feature space using  insensitive loss. Slack
variables,ζi, ζ∗i = 1, 2, 3..., n, are introduced to measure the deviation of training
samples from the  insensitive area. Then SVR is calculated by minimizing of the
function presented in equation 4.44 and 4.45.
min
1
2
‖w‖2 + C
n∑
i=1
(ζi + ζ
∗
i ) (4.44)
⎧⎪⎪⎨
⎪⎪⎩
yi − f(xi, w) ≤ +ζ∗i
f(xi, w)− yi ≤ +ζi
ζi,ζ∗i ≥ 0, 1, 2, ...., n
(4.45)
The optimization problem can be transformed into the dual problem and its so-
lution is given by equation 4.46.
f(x) =
nSV∑
i=1
(αi − α∗i )K(xi, x) 0 ≤ α∗i ≤ C, 0 ≤ αi ≤ C (4.46)
where nSV denoted the number of support vectors and kernel function K(xi, x)
is given by equation 4.47
K(xi, x) =
m∑
j=1
gj(x).gj(xi) (4.47)
Performance of SVR is greatly depends on all three meta-parameters C,  and the
kernel parameters. The parameter C is the tradeoff between model complexity and
the degree to which deviations larger than  are tolerated in the formulation. Where
as  deﬁned the zone of insensitive area for the training samples.
The main beneﬁt of SVR is that it can be used to avoid the complexity of high
dimensional feature space by applying linear functions. Furthermore, the optimiza-
tion problem is transformed into dual convex quadratic problem. The loss function
penalized errors which are greater than threshold value, .
4.2.4 Overview of fusion approach
In section above all the detailed information was provided, which was used to de-
velop this algorithm for the detection of fungus. This algorithm is fusion of Fourier
transform and scale invariant feature transform techniques. These techniques are
ﬁrst separately designed to work the fungus detection and then to obtain better re-
sults both techniques are combined. The complete fusion approach can be seen in
the block diagram as shown in Fig. 4.14. This technique also accept air sample image
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FIGURE 4.14: Block diagram of fourier and SIFT fusion
as an input and provides the number of spores and there locations as an output. The
complete approach is described in this section.
The main idea is to extract feature from both and combine them. In fourier block,
ﬁrst predicted count is computed using fourier transform and then some statistical
measures are computed that are utilized in the fusion process. These features are
entropy, mean, variance, skewness and kurtosis. These statistical measures are com-
puted from both reconstructed image Ir and difference image Id. Where difference
image is equal to |Ir − Ig|. In this equation Ig represents gradient image.
Similarly on the other block SIFT features of each patch are computed. And
then a cluster of descriptors is developed with the help of K-means cluster. Then
a model is created for the predicted count. We used not only predicted count but
their conﬁdence whether patch represent fungus spores or not. Since there is lot of
dust particles in the images and fourier block can give false positive because it is
fungus-blind. So, it is important to discard these false positives from these patches.
For both predict count and conﬁdence, SIFT features are calculated of each patch
of size c. A Poison random variable p(γi|fungus) = exp(−λ+i ).(λ+i )γi/γi! is used to
model γ frequency of particular feature i in a patch. Where λ+i is expected value.
Then log-likelihood of patch containing fungus spore can be calculated using the
equation 4.48
log(γ1, γ2, .........γc|fungus)− log(γ1, γ2, ..........γc|dirt)
=
c∑
i=1
(λ− − λ+ + γi(logλ+i − logλ−i ))
(4.48)
The above mentioned equation provides the conﬁdence for the fungus spores
presence in a patch.
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The features from both Fourier and SIFT concatenated in one 15-dimensional
feature vector. This step is performed in the fusion step. In next step, grid search is
used to ﬁnd out the best parameter values for the -SVR. Accuracy and loss error is
monitored for every combination of values. The output of this step provide the opti-
mal parameter values which are further used for -SVR training. This trained model
is used when a new image comes from the fungus detection system and output the
count of fungus spores.
4.3 Superpixels based approach
Two different approaches are described above for the detection of fungus. In this
section, third approach is explained in detail, which is mainly based on superpixels.
In this technique, ﬁrst of all preprocessing is applied as described in section 4.1.1.
The output of preprocessing is ready for the application of segmentation technique.
In previous approach, threshold based segmentation and watershed based segmen-
tation are applied. Superpixel based segmentation is applied in this approach and
discussed in the section below.
Superpixel Segmentation
Superpixel is ﬁrst presented by Shi et al. [100]. Superpixel is a grouping technique
to combine the pixels with similar features. In other words, it divide the image into
non overlapping group of pixels to make the computation fast and efﬁcient. There
are different implementations of superpixels technique, but out of these SLIC [101]
is used in this research because it has low computational cost.
SLIC used ﬁve-dimensional [labxy] color space for the clustering of pixels. Where
"xy" denotes the position of pixel and "lab" are three color vectors of CIELAB color
space. The clustering of pixels are done on the basis of color similarity and prox-
imity. A new distance measure is introduced and called as superpixel size because
it is not possible to measure euclidean distance in 5D color space. This is used for
clustering of pixels on the basis of color similarity and proximity.
SLIC algorithm provided an input parameter, desired number of superpixels K.
Then a image with M number of pixels have total K superpixels of size M/K and
every superpixel is in grid interval of G =
√
M/K. Every superpixel has center at
Ck = [lk, ak, bk, xk, yk]
T where k = [1,K]. The approximate area of every superpixel
is G2. A distance measure DG is used instead of Euclidean distance as deﬁned in
equation 4.51
dlab =
√
(lk − li)2 + (ak − ai)2 + (bk − bi)2 (4.49)
dxy =
√
(xk − xi)2 + (yk − yi)2 (4.50)
DG = dlab +
m
G
dxy (4.51)
where DG is sum of the lab distance and xy distance which is also normalized
with grid interval G. And m is used to control the compactness of superpixel. The
value of m can take values 1 to 20. Where 20 is used for the maximum compactness.
Gradient is found out to make sure that centres are at lowest gradient positions and
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are not placed at edges. Gradients are calculated as:
G(x, y) = ||I(x+ 1, y)− I(x− 1, y)||2 + ||I(x, y + 1)− I(x, y − 1)||2 (4.52)
Feature Extraction
After segmentation, superpixels are ready for the feature extraction. Mainly three
different types of features are extracted: color, shape and size. These three types of
features are extracted using different algorithms.
Color:
Every single pixel of picture can be described in many color spaces. One of the used
color space in this research is HSV, where H stands for hue, S stands for saturation,
and V stands for value. Mean value and standard deviation of HSV color space of
each superpixel is calculated. Similarly, mean and standard deviation of L,a and b
of the CIELab color space is calculated and added as a feature in the feature vector.
Size:
Different features are calculated for the estimation of size, which are area, perimeter
and radian.
Shape:
Shape feature is extracted with the help of rectangularity and eccentricity. Further-
more, 7 Hu’s invariant moments are computed, which are ﬁrst presented by Hu et
al.[102]. They laid down mathematical foundation for the computation of two di-
mensional moments invariant, which are scale, translation and rotation invariant.
These moments are actually deﬁned in continuous time but for practical implemen-
tation in they are computed in the discrete form [103].
Output image of fungus detection system can be written as I(x, y) and one su-
perpixel can be written as I ′(x, y), then (p+q)th moment can be deﬁned as:
mpq =
∫ ∫
xpyqI ′(x, y)dxdy (4.53)
Where p and q are natural numbers. For implementation in digital from, it can
be calculated as:
mpq =
∑
x
∑
y
xpyqI ′(x, y) (4.54)
Translation and rotational invariant feature are achieved by the help of central
moments, which can be written as:
μpq =
∑
x
∑
y
(x− x¯)p(y − y¯)q (4.55)
where
x¯ =
m10
m00
y¯ =
m01
m00
(4.56)
(x¯, y¯) is the center of I ′(x, y). Moreover, scale invariance can be achieved by
normalization as deﬁned in equation (4.57)
ηpq =
μpq
μ00γ
(4.57)
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Where γ is the normalization factor and deﬁned as γ = (p + q)/2 + 1. Then, the
set of seven values can be calculated as deﬁned in equation (4.58) with the help of
normalized central moments.
φ1 = η20 + η02
φ2 = (η20 − η02)2 + 4η211
φ3 = (η30 − 3η12)2 + (3η21 − η03)2
φ4 = (η30 + η12)
2 + (η21 + η03)
2
φ5 = (η30 − 3η12)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]
+ (3η21 − η03)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
φ6 = (η20 − η02)[(η30 + η12)2 − (η21 + η03)2]
+ 4η11(η30 + η12)(η21 + η03)
φ7 = (3η21 − η03)(η30 + η12)[(η30 + η12)2 − 3(η21 + η03)2]
− (η30 − 3η12)(η21 + η03)[3(η30 + η12)2 − (η21 + η03)2]
(4.58)
These 7 Hu’s invariant moments, φi, 1 ≤ i ≤ 7, are stacked into the feature
vector and this also completed 24 -dimensional feature vector. Now, these computed
features are used as input of the logistic regression, which is explained in detail in
next section.
Logistic Regression
In early twentieth century logistic regression is used for the output which is just like
output of fungus detection system, fungus (1) or dust (0). In logistic regression a
mapping is performed to map all the prediction, which are in range of 0.5 to 1, to
1 and all prediction values which are less than 0.5 map to 0. A sigmoid hypothesis
function is utilized to map the output as 0 or 1.
hW (x) = Sigmoid(y) =
1
1 + e−y
(4.59)
where
y = Wx+ b (4.60)
In equation 4.59, if y goes to inﬁnity then the output value is 1 and on the other
hand if it reaches negative inﬁnity then output will be 0. So hW (x) satisﬁes 0 ≤
hW (x) ≤ 1. And the cost function which is used to measure the error or loss is
deﬁned as:
Cost(hW (x), y) = −y[log(hW (x))]− (1− y)[log(1− hW (x))] (4.61)
Gradient descent is used to minimize this cost function. More detailed discussion
on gradient descent and cost function is presented in section 5.2.3
4.3.1 Overview of Superpixel based approach
In section above, superpixel based segmentation and different feature extraction
techniques are explained in detail. This algorithm used all those techniques for the
detection of fungus detection. The complete superpixel based approach can be seen
in the block diagram as shown in Fig. 4.15. This technique also accept air sample
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FIGURE 4.15: Block diagram of Superpixel based approach
FIGURE 4.16: Result of superpixel based segmentation
image as an input and provides the number of spores and there locations as an out-
put. The complete approach is described in this section.
Image acquisition from fungus detection system is performed in a same as in
previous techniques. Then ﬁrst of all, preprocessing is performed on these images.
Then superpixel based segmentation is selected to separate the foreground and back-
ground. Result of superpixel based segmentation is shown in Fig 4.16 Each super-
pixel is treated as separate entity and features of each superpixel is extracted. There
are three different features(Shape, size and color) are extracted and different algo-
rithms are utilized to do this step. 7 Hu moments and different color spaces are also
utilized to perform feature extraction. This feature vector is 24 dimensional which is
further utilized for logistic regression algorithm for the learning of a model. Weights
of model are learned in the training step and this trained model is further used by
new images of fungus spores. Which are obtained through fungus detection system.
The output of this technique is number of fungus spores present in current image
and position of each one of detected fungus spores.
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Chapter 5
Fungus Detection Using Machine
Learning Techniques
Three techniques were already been discussed in the previous chapter. All of those
techniques were computer vision techniques. The techniques which come under the
umbrella of machine learning will be discussed in this chapter. Latest research in the
ﬁeld of machine learning for the detection of microbial has been comprehensively
covered in Chapter 2. As machine learning is a very vast ﬁeld, therefore this chapter
will particularly focus on developed machine learning based techniques which is
used for detection of fungus.
5.1 Machine Learning
Most of the applications of artiﬁcial intelligence are based on machine learning. Ma-
chine learning refers to that machine, which can gain knowledge itself by study or
experience. This means that machine learning systems goes through several learn-
ing phases to achieve better results. Machine learns from external information or
input, accordingly machine keeps on improving its program or structure to enhance
its performance. Usually, It is a normal practice to train machines on available exist-
ing data. Subsequently the trained machine will be used to obtain desired output on
new data or test data. Instead of using pre-deﬁned set of instructions the machine
is trained using huge amount of training data with the help of learning algorithm
which gives machine the learning ability. Figure 5.1 shows the general architecture
of machine learning process.
In 1950, "Turing Test" was the start of machine learning. Alan Turing tested the
computer for its intelligence. Later in 1952, a program was developed for the check-
ers game which learned from its previous moves. 5 years later, inspired human
brain, the ﬁrst neural network was designed by Frank Rosenblatt. Later in 1990,
programs were developed for object recognition using large amount of dataset. In
2014, deep face algorithm was released which achieved the human accuracy of de-
tecting and recognizing objects. In 2016 world champion of Go board game, worlds
most complex game, was out smarted by the AlphaGo algorithm. These were few
major milestones of machine learning.
There are numerous types of algorithms used in machine learning. Different al-
gorithms have different learning techniques and functions. Machine learning algo-
rithms can be categorized according to their purposes. Main categories are mention
below:
1. Supervised learning (predictive model, "labeled" data)
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FIGURE 5.1: Block diagram of Machine learning
• Classiﬁcation (Logistic Regression, Decision Tree, KNN, Random Forest,
SVM, Naive Bayes, etc)
• Numeric prediction (Linear Regression, multivariate regression, regres-
sion, trees, K-Nearest Neighbours, etc)
2. Unsupervised learning (descriptive model, "unlabeled" data)
• Clustering (K-Means)
• Pattern discovery
3. Semi-Supervised Learning (mixture of "labeled" and "unlabeled" data).
4. Reinforcement learning: Using this algorithm, machine continuously learns
from the environment in an iterative fashion to make speciﬁc decisions. It train
itself continually using trial and error and tries to capture the best possible
knowledge to make accurate business decisions from the past experience.
5.1.1 Supervised Learning
Supervised learning algorithms are primarily utilized in predictive modelling. A
predictive model is largely a model constructed from features or attributes from
training dataset in such a way that it will predict a value utilizing the labels re-
ceived from the input dataset. Supervised learning is usually utilized in classiﬁ-
cation problems and mostly used for training neural networks and decision trees.
Supervised learning can be deﬁned as a machine learning task of inferring a func-
tion from supervised training data. It is called supervised learning because in this
learning technique there is a predeﬁned output value or label for each of its input
data. In supervised learning, training data consists of examples and each example
have a pair of an input data and a desired output. Which can be any real number
(in regression) or class label (in classiﬁcation) for the respective input data. Func-
tion which are inferred by machine are also called classiﬁer or regression function
derived from the information given in the training examples. After the completion
of learning process the inferred function should give the correct output for any of
the valid input data.
Supervised learning algorithms are further classiﬁed into two main groups. Their
descriptions are mentioned as under:
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Classiﬁcation algorithms
The algorithms which build predictive models from training knowledge, contains
features and class labels, are came under the umbrella of classiﬁcation algorithms.
These predictive models in-turn utilize the learned features to predict their class
labels. The output values are discrete in nature. Some of the classiﬁcation algorithms
are as under:
• Decision trees
• Random forests
• Convolutional neural network
• Recurrent neural network
• Support vector machines and many more.
Regression algorithms
The algorithms that are used to predict some output values based on some input
features, which are extracted from the data, are summarized under regression al-
gorithms. Algorithm builds a model based on features and corresponding output
values of the training data. This model is employed to predict values for new data.
Output values in this case are continuous instead of discrete. Few types of regression
algorithms are as under:
• Linear regression
• Multivariate regression
• Regression trees
• Lasso regression and many more
5.1.2 Unsupervised Learning
In unsupervised learning there are no target outputs available for the machine and
only input data is given. It is mainly depend on general understanding of data in
hand. This technique develop representations of the inputs in such a way that it can
be used for predicting future inputs, decision making etc. Unsupervised learning is
about learning a probabilistic model of the data. It estimates probability distribution
of new input data given previous inputs for example in stock prices or the weather.
Some commonly used unsupervised learning techniques are given below
• Clustering
• Dimensionality reduction
• K-means
• Hebbian Learning
• Principle component analysis
• Neural Networks
• Expectation-maximization algorithm
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FIGURE 5.2: Block diagram of Re-Inforcement learning
5.1.3 Semi-Supervised Learning
Semi-supervised learning make use of unlabeled data for training that why it is
called semi-supervised. Typically it contains large amount of unlabeled data besides
containing small amounts of labeled data. It uses both data (labeled and unlabeled)
to improve supervised learning. The main goal is to train a model that predicts
future test data better than a model, alone trained from the labeled training data.
Practically it learns fast, better, and economical as the cost of labeling is quite high.
Common semi-supervised learning methods include:
• Generative models
• Semi-supervised support vector machines
• Graph Laplacian based methods
• Co-training and multiview learning
5.1.4 Reinforcement Learning
Re-Inforcement learning is a type of machine learning that continuously learns from
the environment in an iterative fashion, just like humans. It learns from its expe-
riences of the environment and maximize its performance by receiving reward or
punishment from the environment as shown in Figure 5.2. In order to maximize
its performance, machines and software agents are allowed to establish their ideal
behavior within a predetermined context. Machine has to determine the best action
based on his current state. When it repeats, then the problem is termed as Markov
Decision Process. This type of learning is trail and error type learning. The main
disadvantage or limitation of this approach is the large memory which is required
to save every output.
Some of the Re-Inforcement learning methods are give below:
• Q-Learning
• Temporal Difference (TD)
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FIGURE 5.3: Schematic diagram of neuron
• Deep Adversarial Networks
5.2 Introduction to neural network
Hubel and Wiesel [104] performed very interesting experiment with cat, where they
noticed the behaviour of neuronal cells of cat’s brain. When horizontal edges were
appeared infront of cat some neurons ﬁred (responded) and some were responded
when vertical edges were presented. They observed that the neurons were present
in columnar architecture and with the help of that neurons they make a visual per-
ception. Later on this becomes the base of neural network.
Neural network or artiﬁcial neural network is mainly inspired from the visual
cortex(biological neural system) of brain. The basic component of our biological
neural system is neuron. There are approximately 86 billion neurons present in hu-
man nervous system [105]. They are further linked with approximately 1014 to 1015
synapses. Figure 5.3 shows a schematic diagram of one neuron of our biological
nervous system.
Input signal are generated at dendrites and further carried towards cell body. It
is shown in ﬁgure that one cell body is connected with many dendrites and it can ob-
tain many impulses(input signals). These impulses are combined at center of neuron
called nucleus and an impulse (output signal) is generated at nucleus. This output is
further travelled through axon, which is also divided into different branches called
branches of axon. These axon branches have axon terminals which are used to con-
nect with dendrites of other neurons. It is a novel structure for the processing of
information through neurons. Learning capability of biological systems are also de-
pends on the connection between different neurons. Brain stores neurons connection
pattern to store an information.
5.2.1 Mathematical model of biological neuron
Mathematical model of biological neuron is presented in Figure. 5.4. The signal from
previous neuron is denoted by x0 which interact with the other neuron through den-
drites. This interaction take place at synapse and it is multiplicative in nature with
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FIGURE 5.4: Mathematical model of biological neuron
synaptic strength of synapse(w0). Synaptic strength is learned through experience in
our brain and in mathematical model it is stored in the form weights which can be
learned from the training. With the help of weights it can control the inﬂuence of one
neuron on the other. These weights can obtain both positive and negative values. It
is called excitory when the value is positive and inhibitory when the value is negative.
Then these signals are travelled through dendrites to cell body where all signals are
summed up. If the output of the sum is above center threshold value then it will pro-
duce an output signal. This output signal is further travelled on output axon which
will become an input of another neuron. In this mathematical model development,
it is assumed that timing of output generation is not important and the frequency of
output generation communicates all the information.
The model consisted of several input nodes which provided the input data (x0, x1, x2, ...)
then it interacted multiplicatively with the learned weights (x0w0, x1w1, x2w2, ....).
Then all these operated input signals are summed as under.
y = hW,b(x) = f(W
Tx) = f(
n∑
i=1
Wixi + b) (5.1)
Where b represents the bias. The main purpose of bias is to provide an additional
normal input which is also trainable.
An activation function is used to generate an output. This activation function
can be expressed algebraically using the following equation.
outputofneuron =
{
0
∑
j wjxj < threshold
1
∑
j wjxj ≥ threshold
(5.2)
More detail on activation function will be discussed later in this chapter.
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FIGURE 5.5: Feedforward topology
5.2.2 Types of Artiﬁcial Neural Network
In last section, mathematical model of single neuron was presented. When these
neurons (also called nodes) combined with each other and form a network then it is
called neural network. Basing on neural interconnection, there are two topologies of
artiﬁcial neural network.
Feedforward neural network
When multiple neurons arranged in the form of layer and the information in neu-
ral network is processed only in one direction then it is called feed forward neural
network. The architecture of this topology is shown in Figure 5.5. Information trav-
elled in the form of signals from one end to another. First of all it travels from input
layer nodes to all hidden layer nodes and then from hidden layer nodes to output
layer node. All the information ﬂow is only in forward direction. This topology
does not have feedback loop from output to input layers. Pattern recognition and
classiﬁcation tasks are the main application of this topology.
A feedforward neural network has three type of nodes.
1. Input nodes: The purpose of this type of nodes is to get the input from the
environment and provide it to the neural network.
2. Hidden nodes: They get the information from the input nodes and perform all
computation before forwarding it to output nodes. They are hidden from the
environment and have no link with the outside world.
3. Output nodes: They perform computation on the information provided by
hidden layers and forward it to the outside world.
Two examples of feedforward network are single layer Perceptron and multi
layer Perceptron.
The simplest kind of feedforward neural network is single layer perceptron.
Single layer Perceptron: This is simplest type of feedforward neural network
and it does not contain any hidden layer. Single layer neural network can only learn
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FIGURE 5.6: FeedBackward topology
linearly separable problems.
Multi layer Perceptron: Single layer Perceptron can not solve many trivial prob-
lems like XOR approximation. For this reason multi layer feed forward neural net-
works are developed. These neural networks have one or more hidden layer of
neurons. Each layer consists of one or more number of neurons.
Feedbackward neural network
The other topology of multilayer neural network is feedbackward. It has the capa-
bility of feedback from output layer node to input layer nodes. The diagram of this
topology is shown in Figure 5.6. In this topology, information can ﬂow in both di-
rection(backward and forward). These networks are computationally complex but
powerful. They are learning continuously until they attain equilibrium.
5.2.3 Fungus detection using CNN
The convolutional neural network is a machine learning technique that is normally
used for image, voice and data classiﬁcation [106]. It includes multiple convolutional
layers with pooling (subsampling) step and followed by one or more fully connected
layers [107]. Every layer receives an input, performs dot product with the weights
of ﬁlters and then non-linearity is applied (optional). Filter weights and biases were
learned with the assistance of minimization of the loss function. The entire CNN
deﬁnes one differentiate able score function that has input image at input end and
class scores of belongingness on the other end. Scores were calculated by using loss
function.
A special CNN architecture is designed for the task of fungus detection which
will be explained in next section in detail. Before that it is important to understand
how this learning takes place and how the loss is calculated. Lets assume a training
dataset of fungus images xiRD , each has label yi. It can be expressed as equation
5.3
5.2. Introduction to neural network 87
(xi, yi) : i = 1, 2, 3...., n (5.3)
where n represents the number of training examples. yi1, 2, ...k, where k is total
number of distinct categories of fungus. For fungus dataset, I have a training dataset
of 30,000 images with 5,000 images of each category. Each image has dimension, D,
76 x 76 x 3=17328 pixels and these images belongs to 6 (K=6) different classes. Lets
assume a function which maps this data to score of classes called score function,
f : RD → Rk. The simplest function f can be deﬁned as equation 5.4.
yˆi = f(xi,W, b) = Wxi + b (5.4)
where xi is vector of ﬂattened input image pixels. xi dimension is [17328 x 1] and
W is the weight matrix with dimension [k xD]. The size ofW for fungus dataset is [6
x 17328] and biases, b are of size [6 x 1]. Bias can interact with the output scores as it
is not multiplied with the input vector x. In simple words the whole function can be
described as input image with 17328 pixels comes into CNN and 6 output numbers
(class score) comes out of the CNN.
It is important to note that six classiﬁers are computed with the help of 1 multi-
plication Wxi. The input image,xi, is beyond our control but two variables(W and
b) from the equation 5.4 can be controlled. The main target of training is to set W
and b in such a way that output label is equal to the ground truth label. The main
beneﬁt of CNN is to use training samples to learn weights, W , and biases, b. After
that any input image vector xi can be provided to the trained weights and biases
and the output score vector can be easily calculated. Which indicates desired class
with the help of maximum score value.
Cost/Loss Function
Cost function is mean to measure happiness based on our predicted output. A cost
function is computed at the end of each training sample, which measures that how
closely the outputs matched to the desired output value. This function some times
also called loss function. Cost is inversely proportional to the training performance.
Which means higher cost will represent poor training performance and lower cost
represents good performance. This is the ﬁnal measure which help us to determine
how fungus detection training has been imparted.
The high cost value indicates the requirement of improvement in the network.
There are total three parameters(W,xi and b) as shown in equation 5.4. The input
image vector xi is not controllable but W and b values can be improved using some
optimization techniques. The optimization techniques require training examples as
mentioned in equation 5.3. In simplest scenario, the desired output label, y, is men-
tioned in the training dataset and the predicted output label, yˆ, is calculated through
feed forward iteration. Then the cost function can be calculated using equation 5.5
J(W, b) =
1
n
n∑
i=1
cost(yˆ, y) (5.5)
There are lot of cost functions available which plays very important role in CNN
technique. Out of these cost functions cross entropy cost function has been chosen
for this research because it heavily penalize the wrongly classiﬁed training inputs.
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Which greatly help CNN to learn quickly. For simple understating, cost function of
binary classiﬁcation is given in equation 5.6.
cost(yˆ, y) =
{
−log(yˆ) if y=1
−log(1− yˆ) if y=0 (5.6)
or it can be written as
J(W, b) = −ylog(yˆ)− (1− y)log(1− yˆ) (5.7)
This is the cross entropy loss of only one training example. There are total n
training examples present in the training dataset as mentioned above. The total cost
function will be the mean of cost of all training examples as deﬁned in equation 5.8
J(W, b) =
1
n
[
n∑
i=1
−yilog(yˆi)− (1− yi)log(1− yˆi)] (5.8)
This is equation for binary classiﬁcation and it can be re written for six class
classiﬁcation as
J(W, b) =
1
n
[
n∑
i=1
6∑
k=1
−yki log(yˆki )− (1− yki )log(1− yˆki )] (5.9)
This is cost function which is utilized in this research and where i represents the
number of training samples and k represents the number of classes. The maximum
value of k = 6 because total number of classes in fungus dataset is 6.
Optimization Methods
The main goal of optimization is to minimize the cost function, J(W, b). This goal
is achieved by ﬁnding such values of W which have lowest cost value. One of the
simple but bad idea is to randomly search for the W parameters. And keep a record
of the best performer out of these randomly selected W . But this random selection
ofW will be more difﬁcult and almost impossible in case of complete CNN. As there
will be lot of layers and weight matrix, W ’s, and to reach such set of W ’s which pro-
duce minimum cost value is almost impossible.
Follow the gradient:
The other technique which is more mathematically sound is to start with random
W . The gradient of cost function is used to ﬁnd out best direction which minimize
the cost function because the direction of steepest descent is the right direction in
which values of W be changed to reach minimum value of loss. Just for clear under-
standing, an analogy can be drawn between a valley and cost function. The steepest
slope under feet is the direction towards the bottom of valley, which correspond to
minimum value of cost function.
The slope of one dimensional cost function is instantaneous rate of change of
cost function at any desired point. And slope can be generalized as gradient. The
mathematical equation of one dimensional derivative is shown in equation 5.10.
df(x)
dx
= lim
h→0
f(x+ h)− f(x)
h
(5.10)
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FIGURE 5.7: Visualization of cost function of two variables
This is just for one dimensional cost function, which is further extended and im-
plemented as a vector of gradient for all dimensions of input space. This gradient
vector will determine the slope of cost function along every direction, which is re-
quired to make an update. This update should be in opposite direction because this
will decrease the value of cost function.
The gradient of cost function only provide the information about direction. How
much proceed in the gradient direction? This question is yet not answered and this
is one of the hyperparameters of CNN, also called learning rate or step size. If the
value of learning rate is large then cost function will decrease fast but after some
point it can also increase the value of cost function. On the other hand if the value of
learning rate is too small than the cost function value will decrease very slowly. For
this research, how this value is calculated will be discussed in later section of this
chapter.
One of the popular optimization technique is Gradient descent. This technique
computes gradient and make update of parameters in iterative manner. This tech-
nique is discussed in detail as under.
Let us assume cost function, J(W ). This is a real valued function of many vari-
able’s W = W1,W2, .......,Wn. Just for imagination, consider J(W ) is function of just
2 variables W1 and W2 and the cost function is shown in Figure 5.7.
It is quite simple function where as actual cost function is very complicated be-
cause it has many weights as variables. To ﬁnd out minimum of a cost function is
difﬁcult task. Following the assumption of two weights as variables of cost function,
let us consider a small movement ΔW1 in W1 and a small movement ΔW2 in W2.
Then the total change in cost function can be written as
ΔJ(W ) =
∂J
∂W1
ΔW1 +
∂J
∂W2
ΔW2 (5.11)
The main task is to select the direction of movement which negatively change the
cost function i.e the ball is rolling down as shown in Figure 5.7 visualization. The
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gradient of cost function J(W ) helped us to ﬁnd out that direction, which is deﬁned
as:
∂J
∂W
= (
∂J
∂W1
,
∂J
∂W2
)T (5.12)
After the ﬁrst move is made in this direction, the updated new weights are cal-
culated using the following equation.
W → W ′ = W − α ∂J
∂W
(5.13)
where α is learning rate and which is directly multiplied with the gradient of
cost function. Update is made again and again until the global minimum is reached.
So, the gradient descent algorithm repeatedly computes the gradient of cost function
and move in the opposite direction to reduce the cost function until it achieves the
minimum value of cost function.
The gradient descent is explained with the help of only just two variables (W1
and W2). Suppose cost function is function of n variables, W1,W2,.......Wn. Then the
change in cost function is produced by a small changeΔW = (ΔW1,ΔW2, .....,ΔWnT ).
The gradient vector of cost function can be written as
∂J
∂W
= (
∂J
∂W1
,
∂J
∂W2
, ....,
∂J
∂Wn
)T (5.14)
Similarly update of weights, W , and biases ,b, are performed using the equation
5.15 and 5.16 respectively.
Wk → W ′k = Wk − α
∂J
∂Wk
(5.15)
bk → b′k = bk − α
∂J
∂bk
(5.16)
Stochastic Gradient Descent:
In CNN there are very huge datasets, for examples IMAGENET dataset has 1.2
million images. Fungus dataset also has 40,800 images in total. Training through
all of these images to calculate the cost function, J(W ), is very time consuming pro-
cess. Where cost function is the average cost of all the training examples. The cost
function can be estimated by randomly selecting small batch of training examples.
Then the average cost of the small batch of training examples is nearly equal to the
actual cost function. This small batch of training batch is called mini-batch. The size
of mini-batch is also one of the hyperparameters.
The process of gradient estimation of cost function by just training mini batch is
called stochastic gradient. The stochastic gradient works only by randomly selecting
small number, m, of training images. The mini-batch of training examples can be
expressed as in equation 5.17
(xi, yi) : i = 1, 2, 3....,m (5.17)
As stochastic gradient descent estimates the gradient of cost function by just
computing gradients of this randomly chosen mini-batch of size m. Then equations
for weight and biases updated (equation 5.15 and 5.16) can be modiﬁed as
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Wk → W ′k = Wk −
α
m
m∑
o=1
∂Jo
∂Wk
(5.18)
bk → b′k = bk −
α
m
m∑
o=1
∂Jo
∂bk
(5.19)
Backpropagation
The backbone of CNN is backpropogation. This is how CNN carry out the learning
and its the main workhorse behind the CNN and neural network. Backpropogation
is an algorithm for determining how a single training example would like to change
the weight and biases to decrease the cost. This algorithm not just limit to make up
and down changes in weights and biases, but also look for what relative changes
cause the most rapid decrease in the cost.
For better understanding of the backpropagation algorithm, lets just assume a
simple network of neurons. It is four layer network where each layer consists of
only one neuron. There are three weights,W1,W2,W3, and three biases,b1, b2, b3. The
cost function, J(W1, b1,W2, b2,W3, b3) is only sensitive to these weights and biases.
The goal of this algorithm is to adjust these variables in most efﬁcient manner to
decrease this cost function.
Now lets consider only last two neurons of this network. Let the activation of
last layer L is aL and activation of second last layer, L−1, is aL−1. where L and L−1
is not exponents of a, they only resemble the layer. Then for more simpliﬁcation a
new term z is introduced as below
zL = WLaL−1 + bL (5.20)
This equation shows that activation function of previous layer is multiplied with
weight and biases is added to it, which resembles with equation 5.4. This needs
further pass on to sum activation function f . Then aL is equal to
aL = f(zL) (5.21)
This aL represent the output of ﬁnal layer, which is used to calculate the cost
function. Lets assume the desired output of the training example is y. The cost
function is calculated with these two variables according to equation 5.5.
The ﬁrst goal is to ﬁnd out how sensitive the cost function, J , is to small changes
in weight WL. Which can be ﬁnd out with the help of derivative of cost function
with respect to weight, ∂J
∂WL
. It can be obtained with the help of equation 5.20 and
5.21. As by making as small change inWL it will produce a small change in zL. That
can be written as ∂z
L
∂WL
. Similarly, this small change in zL cause small change in aL,
which can be written as ∂a
L
∂zL
. This small change in aL ﬁnally produced change in cost
function J . Summarizing this up in equation 5.22
∂J
∂WL
=
∂zL
∂WL
∂aL
∂zL
∂J
∂aL
(5.22)
The above equation shows that it is a chain rule. Now compute these three ratios
separately and then these ratios are multiplied together to produce the sensitivity of
cost function J with respect toWL. This cost function is consists of only one training
92 Chapter 5. Fungus Detection Using Machine Learning Techniques
example. As the full cost function is the average cost of all training examples, its
derivative also requires averaging the above expression over all training examples.
∂J
∂WL
=
1
n
1∑
k=1
∂Jk
∂WL
(5.23)
The above expression is just one component of the gradient vector, which itself
consists of derivatives of the cost functions with respect to all the weights and biases
as calculated earlier in equation 5.14.
Now the idea of backpropagation comes to calculate the sensitivity of cost func-
tion to the activation of previous layer, ∂J
∂aL−1 . Which can be calculated on the same
pattern of equation 5.22, as mentioned below
∂J
∂aL−1
=
∂zL
∂aL−1
∂aL
∂zL
∂J
∂aL
(5.24)
The only difference in equation 5.22 and 5.24 is the term ∂z
L
∂aL−1 which infact
equals to WL. It is not possible to directly control the activation, aL−1, of the pre-
vious layer but it is helpful to keep track of the term. Because now the previous
neuron of the network comes in the scenario and the backpropagation chain rule
idea executed again to see how sensitive the cost function is to previous weights and
to previous biases.
Until now it is a small network with only one neuron in every layer. Now con-
sider more neurons in each layer and indices can be used to mention which neuron
of the layer it is. For example aL−1k represents the k
th activation function of layer
L− 1. And this kth neuron of layer L− 1 is connected with the jth neuron of layer L
with weight WLjk. The equations 5.20 and 5.21 can be updated as below
zLj = W
L
j0a
L−1
0 +W
L
j1a
L−1
1 +W
L
j2a
L−1
2 + .......W
L
jka
L−1
k + b
LaLj = f(z
L
j ) (5.25)
and similarly equation 5.22 can be updated as follows
∂J
∂WLjk
=
∂zLj
∂WLjk
∂aLj
∂zLj
∂J
∂aLj
(5.26)
And equation 5.24 can be updated with small change because the neuron inﬂu-
ences the cost function through multiple paths. These multiple paths are catered
with the help of summation in below equation.
∂J
∂aL−1k
=
nL−1∑
j=0
∂zLj
∂aL−1k
∂aLj
∂zLj
∂J
∂aLj
(5.27)
This equation shows the sensitivity of the cost function to the activations in the
second last layer. Then this process is required to be repeated for all the weights and
biases feeding into that layer.
The chain rule expressions mentioned above provide the derivatives that deter-
mine each component in the gradient that helps in minimizing the cost of the CNN.
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FIGURE 5.8: Proposed CNN architecture
5.3 Convolutional Neural Network
Convolutional neural networks pattern of connectivity were inspired by biological
human brain neurons pattern. The cells of visual cortex of brain are responsible
detecting light in small regions of visual ﬁeld. The overlapping regions are called
receptive ﬁeld. The cells are actually ﬁlters over the input space and each cell has
its receptive ﬁeld. In CNN, neurons only stimuli their respective receptive ﬁeld as
inspired from the brain visual cortex. This make CNN different from artiﬁcial neural
network, where each neuron is completely connected with neuron of previous layer.
Convolutional neural network is a special class of feedforward artiﬁcial neural
network. It required minimal preprocessing and for this it used different kind of
multilayer perceptrons. CNN also shift invariant and scale invariant type of artiﬁ-
cial neural network.
CNN proves that it is very effective in the ﬁeld of pattern recognition and image
classiﬁcation. CNN became more and more popular in the ﬁeld of computer vision,
visual analysis and speech recognition. Recently it has been used for the identifying
objects detection, trafﬁc sign detections, face detection and also used in self driving
cars and in vision robotics. The reason behind all this attention which CNN got in re-
cent years is its robustness to the distortion caused through different camera lenses,
poses and lightning conditions. And it also required fewer memory as compared to
traditional classiﬁcation techniques.
A CNN based approach is also developed for the detection of fungus spores and
to differentiate 5 different kind of fungus spores. A CNN consists of layer based
architecture, which is discussed in next section in detail.
5.3.1 Convolutional Neural Network Proposed Architecture
In a brief overview of this CNN based approach, it takes fungus image as an input
and then convolves it with series of different types of layers (convolution, pooling,
non linear, fully connected) and then provides image with its label as an output. The
most important part of CNN is its layer, as they performed main task of automatic
feature extraction. These layers are different in nature and perform different type of
operations on input image.
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FIGURE 5.9: The Convolution operation on image
A special CNN architecture is designed by stacking different kind of layers for
detection of fungus and its ﬁve different kinds as shown in Figure 5.8. It contained
11 layers in total where 3 were convolution, 3 were ReLU, 3 were pooling and 2 were
the fully connected layer [107]. It is very important to understand these layers based
designed architecture for the understanding of convolution neural network based
approach. Undermentioned is the list of CNN layers which are used in this CNN
architecture.
1. Convolution layer
2. Pooling layer
3. ReLU layer
4. Fully connected layer
5. Softmax log loss layer
5.3.2 Convolution layer
The ﬁrst layer of the architecture is called convolution layer. The name of convo-
lutional neural network comes from the this layer. This layer is the main building
block of CNN. The features extraction is the main purpose of this layer. The ﬁrst
layer of convolution layer is used to extract the low level features like edges, cor-
ners, and lines from the image with the help of learnable ﬁlter weights. This layer
consist of weights which will be learned during the training. This convolution ﬁlter
slide over the input image and compute dot with the corresponding intensity val-
ues. The input of convolution layer is of size W x H x D and convolution ﬁlter is of
size k x k x D. For example an input image of 10 x 10 and an convolution ﬁlter of size
3 x 3 is applied on it as shown in Figure 5.9. The output of convolution layer will be
8 x 8. This depends on padding and stride.
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FIGURE 5.10: The schematic diagram of input image (76x76x3) and
an example volume of ﬁrst convolution layer.
As discussed earlier, it is not practical to connect all the neurons to all the neurons
of the previous layers. So each neuron is connected with the local region (receptive
ﬁeld) , which is the size of ﬁlter of convolution layer as shown in Figure 5.10. This
size of ﬁlter is one of the hyperparameter. Which is set as 5 in our architecture.
There are three other parameters which deﬁne the size of output of convolution
layer: depth, stride and zero-padding [108]. Which are discussed next.
1. Depth: The depth of output of convolution layer is also a hyperparameter,
which is equal to number of ﬁlters applied. Each of these ﬁlters look for differ-
ent kind of feature in the input.
2. Stride: It is another hyperparameter which is used to describe the movement
of ﬁlter on the input image. If the slide is 2 then ﬁlter will jump 2 pixels at a
time. The bigger the stride the smaller will be the output of convolution.
3. Zero padding: The size of zero padding is hyperparameter which also decide
the length of the output of convolution layer. Zero padding is used to pad the
border of the input image(or volume) with zeros.
The size of output is calculated using the input volume(V), stride (S), ﬁlter size
(K) and the amount of zero padding(P). The formula used to calculate output with
above parameter is (V − F + 2P )/S + 1. As an example just take ﬁrst convolution
layer of proposed architecture. The input volume is of size 76 x 76 x 3. This 3 deﬁn-
ing the depth of image means number of channel(R, G, B) present in the image. The
ﬁrst convolution layer consists of 32 ﬁlter of size 5 x 5 x 3 is applied. The depth
of applied ﬁlter should match with depth of input volume. Each ﬁlter produces its
own output so the depth of output volume is 32. The further dimensions of output
is calculated using formula.(76 − 5 + 2(2))/1 + 1 = 76. The size of zero padding is
2 and value of stride for ﬁrst convolution layer is 1. So the dimension of output of
ﬁrst convolution layer is 76 x 76 x 32.
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FIGURE 5.11: Schematic diagram of Pooling operation
Parameter sharing:
Another important concept which is related to convolution layer is parameter shar-
ing. It is used to control the number of parameters by making an important con-
straint on the neuron of depth slice, that they will have same set of weights and bias.
For example there are 76 x 76 x 32=184,832 neurons in the ﬁrst convolution of layer
of proposed architecture. And each has 5 x 5 x 3= 75 weights and 1 bias. So total
184,832 * 76= 14,047,232 parameters are for only ﬁrst convolution layer. So to reduce
this number parameter sharing is used. Each depth slice shares the same weights
and bias as of others. This means that after parameter sharing there are 32 unique
sets of weights and biases. Total number of parameter are reduced to (32 x 5 x 5 x 3)
+ 32= 2432, where 32 are biases. This techniques reduced huge number of computa-
tion.
5.3.3 Pooling layer
The output of convolution becomes the input of pooling layer. This layer is also
called subsampling layer because it subsample the input volume. The main goal
of this layer is to reduce the spatial size of the input so that computation load for
upcoming layers are reduced as the number of parameters are reduced. This layer
operates on each depth slice of input volume and reduce the size of depth slice by
75%. In proposed architecture pooling layer of size 2 x 2 is used with a stride of
2. There are two types of pooling layers applied in the proposed architecture: Max
pooling and Average Pooling.
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(A) ReLU
(B) ReLU functionality
FIGURE 5.12: Rectiﬁed Linear Unit and their functionality
Average Pooling
The average pooling downsample the depth slice with the average intensity value
of speciﬁc region as shown in Figure 5.11.
Max Pooling
In max pooling the downsampling of depth slice is with max intensity value of the
ﬁlter region as shown in Figure 5.11.
The size of output volume is equal to the (V − F )/S + 1, where as depth of the
output remains same as input. For example in proposed architecture the input of
second pooling layer is of size 19 x 19 x 64 and 3 x 3 max pooling is applied on it
with stride 2. The output of max pooling is (19− 3)/2 + 1 = 9. The size of output is
9 x 9 x 64 as shown in Figure 5.8.
5.3.4 ReLU layer
One of the characteristics of CNN is non linearity trigger function and ReLU (recti-
ﬁed linear units) is the activation function used for introducing non linearity in the
proposed architecture. Normally it is used after every convolution layer. The out-
put of this function is shown in Figure 5.12 and mathematically it can expressed as
f(x) = max(0, x). In simple words, ReLU activation is just thresholded at zero.
This function does not change size of the input volume unlike pooling layer and
convolution layer. Its computation speed is 6 times faster as compared to other acti-
vation functions [76] and it is less computational expensive due to its simple thresh-
olding operation. Where as other activation functions consists of expensive opera-
tions, like exponentials. Other activation functions are also explained so that a better
comparison can be made.
Sigmoid
This non linear activation function was very popular in past. The diagram of this
function is shown in Figure 5.13 and it can be mathematically expressed as
σ(x) =
1
1 + exp−x
(5.28)
This function converts the large positive numbers into 1 and large negative num-
bers into 0. Its output range is [0,1] and hence the neuron ﬁre at maximum frequency
of 1 or neuron ﬁre not at all. It has major drawback of gradient saturation at tails (0
and 1). The gradient at tails are almost zeros and this gradient is utilized in back
propagation for ﬁlter weights learning. If this gradient is zero then no signal will
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FIGURE 5.13: Sigmoid activation function
FIGURE 5.14: Tanh activation function
pass through neuron and hence no learning will take place. The other major disad-
vantage of sigmoid is that output is not zero centred. It is computationally expensive
as it involves exponential operation.
Tanh
It is also a non linear activation function and it also looks same as sigmoid function,
as shown in Figure 5.14. This function can mathematically expressed as
tanh(x) = 2σ(2x)− 1 (5.29)
This function over comes one of the drawbacks of sigmoid as it is zero centred.
The output range of this function is [-1,1]. But this function also has disadvantage of
gradient saturation at tails.
5.3.5 Fully connected layer
After passing through all of the above layers, the input volume feed into fully con-
nected layers. These layers are traditional multilayer perceptron as explained in
section 5.2.2. The name of this layer comes from characteristic of this layer, every
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neuron of previous layer is connected with every neuron of next layer. Normally it
is used as ﬁnal layers of CNN. This layer has most number of parameters from all
the layers. The output of previous layer consists of high level features and the main
purpose of this layer is to sum these high level features and determine the speciﬁc
kind of fungus spore.
5.3.6 Softmax log loss layer
Right after the fully connected layers, softmax log loss layer is applied. This is also
fully connected layer and consists of both softmax and logistic loss. The only dif-
ference between normal fully connected layer and softmax layer is the activation
function. The softmax activation function is utilized, which is deﬁned in equation
5.30
f(z)i =
exp(zj)∑K
k=1 exp(zk)
(5.30)
This is responsible for the main task of classiﬁcation of different types of fungus
spores. It put down the number of probabilities in respective dimensional vector
with in the range of [0,1]. Indeed, it contains the generalization of logistic regression
to handle multiple class problem and to compute the logistic loss of the function
equation 5.31 was used.
Li = −log( exp(zj)∑K
k=1 exp(zk)
) (5.31)
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Chapter 6
Results and Discussion
6.1 Introduction
This chapter covers details of experiments which have been performed to evaluate
the quality of fungus detection system algorithms. Detail discussion on the results
of the algorithms is also included in this chapter. Section 6.2, deals with the analysis
of all computer vision based techniques and machine learning based technique are
discussed in section 6.3.
6.1.1 Challenges of fungus images
Before evaluating the performance of the proposed approaches, it is important to
discuss the challenges of fungus spore images. A goal of algorithms is to detect the
fungus spores from the images and count the total number of spores in these images.
This challenge enhances many folds owing to occlusions, clutter and presences of re-
sembling dust particles. Some of the images from the fungus dataset are shown in
Figure 6.1, which also highlights the problems of the fungus dataset.
Figure 6.1 shows a very important problem: which is partial occlusion of fun-
gus spores by other spores and dirt particles. In some cases, the scenario became
more challenging as fungus spores were completely occluded. Clutter was another
problem which was found in images acquired from the fungus detection system.
Focusing of images was yet another important challenge as these images were cap-
tured at very high magniﬁcation and sometimes fungus spores/ dust particles stick
on tape at different levels (overlapping each other)making it difﬁcult to focus. Which
means in some pictures, fungus spores are sharp and some appeared blurred due to
different zoom level, as shown in Figure 6.2. Illumination was also an important is-
sue especially in case of autoﬂuorescence and dark ﬁeld images because some parts
of fungus spores started reﬂecting the light, which destroyed the whole region and
makes detection task very difﬁcult as depicted in Figure 6.2.
6.1.2 Performance evaluation metrics
It is very important to decide some metrics to use for the evaluation of the pro-
posed approaches. In this section, some evaluation metrics are discussed which are
used for the evaluation of fungus detection system algorithms. For example, if the
designed algorithm is erroneous and it always classiﬁes particles as dirt particle ir-
respective of that is fungus spore. And if the same algorithm was used for detecting
fungus spores in an image which has only 1 fungus spore in total 100 particles (re-
maining are dust particles). Then the accuracy of this algorithm is 99% accurate
because it wrongly classiﬁes fungus spore. So, in this scenario, the accuracy metrics
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FIGURE 6.1: Occlusion and clutter in fungus images
FIGURE 6.2: Problems of dark-ﬁeld and autoﬂuorescence images
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is not depicting the complete picture. Thereby accuracy is not an adequate mea-
sure to assess these algorithms, therefore better performance evaluation metrics is
required.
Fungus detection task is an imbalanced classiﬁcation problem, which consisted
of two classes fungus spores or dirt. Where in some pictures dust particles are in
majority and in other pictures fungus spores are in majority. So for these type of im-
ages, where one class is present in an excess amount as compared to other, accuracy
is not a good measure.
Precision and recall are preferred over accuracy and used for the performance
evaluation. Precision and recall actually slice the accuracy in such a nice way to
provide a better metric for evaluation. Precision is deﬁned as a measure of result
relevance while recall is a measure of how many truly relevant results are obtained.
Recall R is the number of true positives tp divided by the number of true positives
plus the number of false negatives fn.
R =
tp
tp + fn
(6.1)
For our scenario, equation 6.1 can be rewritten as
R =
fungus spores correctly classified
correctly classified spores+ spores incorrectly labelled as dust
(6.2)
True positives are the correctly classiﬁed particles and false negatives are those
particles which are incorrectly classiﬁed. For example, algorithm classiﬁes a particle
as dust but it is actually fungus spore. A recall is the ability of an algorithm to ﬁnd
all the particles of interest in the image.
It can be noticed in the equation 6.2, if all particles are labeled as fungus spores
then recall R is equal to 1. Does that mean classiﬁer is working perfectly? No. There
is another metric called precision which will decrease if recall value is increased.
Precision P is deﬁned as the number of true positives tp divided by the number of
true positives plus the number of false positives fp.
P =
tp
tp + fp
(6.3)
False positives are particles which are labeled as fungus spores but those actually
are dust. The equation 6.3 can be written as
P =
fungus spores correctly classified
correctly classified spores+ particles incorrectly labelled as spores
(6.4)
The earlier erroneous algorithm which had 99% accuracy. The same algorithm
has precision nearly equal to 0 and the recall is also nearly equal to 0 because there
is no false positive fp. Now the classiﬁer is little modiﬁed so that it can correctly
classify one fungus spore in the image. Then the value of precision is equal to 1 as
there is no false positive. But recall has very low value due to a large number of false
negatives fn. Similarly on the other stream when all particles are classiﬁed as fungus
spores, then the recall value is equal to 1 but the precision is very low. So precision
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and recall value is reciprocal to each other.
The other performance evaluation metrics are false positive rate, true positive
rate and true negative rate. True positive rate is exactly equal to recall R and other
metrics can be calculated as
False positive rate =
fp
fp + tn
(6.5)
True negative rate =
tn
tn + fp
(6.6)
Accuracy can be calculated using the equation 6.7
Accuracy =
tp + tn
tp + tn + fp + fn
(6.7)
Moreover, results were also compared with human1 results. The number of
spores were manually counted with the help of the human eye.
FIGURE 6.3: Overview of Novel fungus dataset
6.1.3 Fungus Dataset
Designed CNN based approach is tested on the Dataset, which is also developed
for this research. A dataset of ﬁve abundantly available fungal species of fruits,
archives and environment is developed (as shown in Figure 6.3) [107]. These fungal
species are Penicillioides, Versicolor, Restrictus, Cladosporium, and Eurotium. Samples
of the mentioned species were obtained from BMA labor Bochum for this research.
Which were cultured under the regular supervision of qualiﬁed biologist providing
the corresponding surroundings in order to keep them in their original condition
at IMSAS laboratory. Samples were further cultured in Petri dishes and placed in
1There are total of 50 images of different fungus species which are counted by humans
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fungus incubator for some days, where they grow their colonies. After preparing
samples of these fungus species images were acquired. The setup used to obtain this
dataset and image acquisition are elaborated in section 3.2 of Chapter 3. There are
total three types of images obtained: dark ﬁeld, bright ﬁeld and autoﬂuorescence.
Figure 6.4 shows the glimpse of each fungal species in different light source.
FIGURE 6.4: Pictures of different kind of fungus spores in different
light sources [107]
Parameters tuning:
Gain, exposure, white red balance and gamma are important parameters which were
used to provide speciﬁc enhancement to respective type of image. These param-
eters are different for dark ﬁeld, bright ﬁeld and autoﬂuorescence images. A lot
of concentration is required as a tiny difference in parameter value can change the
nomenclature of fungus images within their domain. Various readings were taken,
for each image of all fungus species of fungus dataset. These parameters are variant
to intensity and differ when room light changes. To minimize the error in tuning
parameter process, images were gathered in daylight timings. Many observations
were obtained to choose the ideal parameters for the effective collection of fungus
dataset. These parameters values are ﬁxed to the values mentioned in Table 6.1 and
fungus dataset images are acquired at different light intensities to make it more re-
alistic.
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Light Source Gamma Exposure White Red Balance Gain
Fluorescent 250 2.81 50 30
Dark Field 300 0.77 60 15
Bright Field 289 0.5 65 20
TABLE 6.1: Parameters setting for different light sources [107]
Focus
Determination of focus is really important in order to deal with complicated images
like biological images [107]. If the ﬁeld of view is not known then fungus dataset
images are exceptionally challenging and difﬁcult to distinguish from each other,
which certainly give the impact of blurriness. This effect of blurriness was avoided
by applying speciﬁc focus measuring methods. The focus measure is a method to
quantify the high-frequency detail in an image, and subsequently giving a more
focused (sharper) image. It can be described by an equation 6.8.
c =
|Od − Fd|
Od
f2
N(Od − f) (6.8)
where c denotes the circle of confusion by having a blur circle with diameter c
on the respective image plane. The distance from the out of focus object(spores) is
denoted byOd and distance from lens focus point to the lens is denoted by Fd. Aper-
ture and f-number(f stop) is denoted by N and f respectively.
By and large, different objects emerge blurred when captured arbitrarily by a
camera. Four distinctive focus measure operators were utilized and analyzed sepa-
rately to measure the achievable outcomes of sharp images.
1. Variance of Laplacian (LAP4): Measures the number of edges present in the
image.
2. Sum Modiﬁed Laplacian (SML): Computes local depth estimation at each im-
age point.
3. Tenengrad (TENG) focus measure operator: Based on the gradient of the im-
age.
4. MLOG focus measure algorithm.
A brief viewpoint of these methods can be seen in Table 6.2 depicting correspond-
ing values. Three test images of any fungus species (e.g. Cladosporium) were ob-
tained and focus measure operator values are calculated to choose focus measure
method. For focus measuring of fungus images, the variance of Laplacian (LAP4)
was picked and used while capturing fungus dataset images.
Since the blurred images are relatively identical to the focused images and there
is a minute difference which is measured with the help of variance of Laplacian
(LAP4) as it provided consistent results. Some obtained focus values of different
fungus species are arranged in Table 6.3. Five different images were captured at dif-
ferent focus levels, and image with the highest value of LAP4 was chosen, to prevent
redundancy and time consumption. Depending upon these chosen values, numer-
ous images were taken in order to provide the constant and effective collection of
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Method Image 1 Image 2 Image 3
Variance of Laplacian (LAP4) 68.43 65.45 66.70
Sum Modiﬁed Laplacian (SML) 3.35 3.23 3.65
Tenegrad (TENG) 588.66 604.09 594.85
MLOG 174 143 164
TABLE 6.2: Focus Measure Methods [107]
Fungus type Image 1 Image 2 Image 3 Image 4 Image 5
Penicillioides 70.92 70.05 70.34 70.45 70.65
Restrictus 62.43 61.45 61.70 60.43 60.45
Versicolor 58.45 57.93 56.36 55.45 57.86
Cladosporium 68.43 65.45 66.70 64.43 64.00
Eurotium 72.59 71.95 72.10 71.46 72.35
TABLE 6.3: Variance of Laplacian (LAP4) values for each type of fun-
gus [107]
the sharp and focused version of fungus images.
Sharp images were obtained by supplanting them with blurred images after ap-
plying the above mentioned focus measure operator (LAP4). Figure 6.5 depict that
visually bigger LAP4 value corresponds to more sharper images.
(A) LAP4 : 55.95 (B) LAP4 : 57.04 (C) LAP4 : 58.96
FIGURE 6.5: Blur and Sharp images of Cladosporium [107]
6.1.4 Overview of Dataset
There are total 40,800 RGB images present in the fungus spores dataset. This dataset
is further divided into two sets, training dataset and testing dataset. Where the
training set consists of 5000 images of each class, complete training set contained
30000 images. Testing dataset contains 10800 images, where 1800 images belong to
each class. The same amount of images in same distribution are also obtained for
two other types of light sources. This amount of images are enough to train and test
the designed CNN approach so no data augmentation is used to increase the dataset.
40,000 plus images are sufﬁcient to train deep learning technique for the detec-
tion and classiﬁcation of fungus spores in images. Deep learning showed amaz-
ing results for many applications. So a CNN model is trained using MATLAB and
Geforce GTX 1060 6GB graphics processing unit(GPU) from NVIDIA. The initial
learning rate of 0.01 is assigned and when validation error appears constant then
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it was decreased by a factor of 10. The training and validation error at different
learning rate is shown in Figure 6.18. 20% of the fungus dataset is utilized for the
purpose of validation. So 5 fold validation scheme is used and ﬁne tuning of hyper-
parameters is performed.
6.2 Analysis of Computer vision techniques
Three different computer vision based techniques are developed in this research,
which are presented in Chapter 4. Comparison of all techniques is included in this
section. The key parameters of each technique are deeply analysed below.
6.2.1 Analysis of HOG based approach
FIGURE 6.6: (Left) low-density fungus image, (right) Output of HOG
based approach
HOG based fungus detection approach is described in detail in Chapter 4 in sub-
section 4.1.5 and its output is discussed and analysed in this section. The output im-
ages were divided into three categories to make the analysis more interesting. The
ﬁrst category is low-density fungus images and it consisted of images which have
fungus spores less than equal to 50, as shown in Figure 6.6. The second category is
medium-density fungus images and it contained images with more than 50 and less
than equal to 100 fungus spores as shown in Figure 6.7. And the last category is of
high-density fungus images, which consisted of images with more than 100 fungus
spores, as shown in Figure 6.8.
Table 6.4,6.5,6.6 composed results of the HOG based algorithm in terms of P ,
R, accuracy and true negative rate. These tables consist of result of low density,
medium density and high density images. It can be interpreted from the tables that
HOG based approach is performing well on images of all categories.
It can be observed in the Figures 6.6 6.7 6.8 that number of spores increases
and number of dust particles decreases when moving from low-density to medium-
density and from medium-density to high-density. The performance of the HOG
based approach is tested and analysed on many test images where its performance
showed dependency on 3 main factors. Which are given below.
1. Cell size
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FIGURE 6.7: (Left) medium-density fungus image, (right) Output of
HOG based approach
2. Sliding window size
3. Stride for sliding window
FIGURE 6.8: (Left) high-density fungus image, (right) Output of HOG
based approach
Different cell sizes experimented and the corresponding feature vector size is
also observed as shown in Figure 4.9. The extracted patches were of size 78 x 78.
An optimal value of cell size and window size were decided to obtain best results
and without feature vector overloading. If the product of cell size and window size
is greater than patch size than resulting feature vector is overloaded. A detection
window of size 13 x 13 is slid over the complete fungus image to locate the fungus
spores in that image. The stride of sliding is also very important for the detection. If
the stride is too big then it misses fungus spores, whereas the small value of stride
results into over detection of fungus spores and costs extra computation power and
time.
A challenging test image is shown in Figure 6.9. In this image performance of
HOG based approach can be summarized. In one portion of the image there is big
black dust particle and on the boundary of this dust particle there are some spores
which are correctly detected. Similarly, in other portion, there is another kind of
110 Chapter 6. Results and Discussion
FIGURE 6.9: Output of HOG based approach on challenging test im-
age
big dust blob which looks like very similar to fungus spores. In this scenario, HOG
based approach detected some false detection. Which can be considered as hard
negatives for further improvement of the approach. The top right portion of the im-
age, there is a group of spores where many fungus spores are combined with each
but this approach correctly detect each one of them separately.
TABLE 6.4: Evaluation and comparison of fungus detection for low-
density images. [88]
Image Human Result Precision Recall Accuracy True negative rate
1 42 0.756 0.674 0.897 0.949
2 35 0.750 0.771 0.912 0.933
3 47 0.625 0.745 0.862 0.891
4 43 0.717 0.767 0.889 0.922
5 49 0.659 0.633 0.855 0.914
6.2.2 Analysis of Fusion technique
Fusion of different techniques is comprehensively described in Chapter 4 in subsec-
tion 4.2.4. The output of this approach is discussed and analysed in this section.
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TABLE 6.5: Evaluation and comparison of fungus detection for
medium-density images. [88]
Image Human Result Precision Recall Accuracy True negative rate
1 91 0.699 0.791 0.853 0.920
2 87 0.578 0.691 0.771 0.802
3 96 0.673 0.750 0.849 0.881
4 98 0.686 0.714 0.830 0.874
5 79 0.702 0.747 0.846 0.883
TABLE 6.6: Evaluation and comparison of fungus detection for high-
density images. [88]
Image Human Result Precision Recall Accuracy True negative rate
1 649 0.947 0.775 0.772 0.757
2 786 0.915 0.699 0.697 0.681
3 438 0.766 0.591 0.617 0.665
4 561 0.777 0.640 0.644 0.653
5 493 0.637 0.614 0.608 0.601
First of all the results of Fourier analysis is presented in Figure. 6.10. This is the
result of applying Fourier transform on the fungus images. Whole image is divided
into patches and then Fourier technique is applied. Each patch is representing a
number of detections in the lower right corner. This approach didn’t provide local-
ization information but still provided a good result of fungus spores count.
Figure 6.10 representing output on a cluttered test image, which contains a lot
of dirt particles. As frequency analysis did not localize the fungus spores but it can
look for the frequency in the images. Fourier analysis is not a global descriptor like
our previous technique so images are divided into small patches and then Fourier
transform is applied. Filters are applied to bypass very high frequencies, which oc-
cur during the gradient operation. Then low amplitude frequency signals are also
removed because we are only interested in the frequency peaks which occur due to
the texture of fungus spores.
FIGURE 6.10: Output of Fourier analysis
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FIGURE 6.11: Output of SIFT technique
It is observed that the performance of the proposed approach greatly depends
on two factors: the texture of fungi and clutter background. In high density images,
this approach gave good results because fungus spores were presented in regular
texture as the spatial location of fungus spores is very important for this technique.
In low-density images, where fungus spores were presented in irregular patterns,
this approach performed better as compared to high-density images. Overall this
approach performs good but as compared to HOG technique, its detection output is
less. But this motivated us to combine results of this approach with SIFT technique.
The second advantage of this approach is its computation time, which is less then
the HOG technique.
The SIFT technique also performs very good on fungus detection system images.
First of all, images were divided into patches just like the previous approach. SIFT
features of interest points of each patch are calculated. Then the clusters of SIFT de-
scriptor is formed using k-mean clustering. Then support vector regression model is
used to learn the model, which is further utilized for the prediction of fungus spores
in each patch of the test image. The output of the test image is shown in Figure. 6.11
The output of each patch is compared with the ground truth of each patch. Pre-
dicted count of each patch is shown in the top left corner of the patch and the ground
truth count is shown in the bottom right corner of the patch. Figure 6.11 shows some
interesting results. 9 patches of the test image are displayed in the right side of the
image. We numbered them from the top left patch (1) to bottom right patch(9) for
analysis. Patch 1 has predicted count of 2 whereas ground truth count is 1. This
patch has a dust particle which is similar in terms of size and color with spore, there-
fore, detected as false positive. Similarly, patch 3, 5 and 9 also has 1 false positive.
Patch 2 correctly predicted 2 fungus spores and ground truth also shows 2 spores.
Patch 4 has 1 miss classiﬁcation, there were in total 4 spores but SIFT detected only
3. Patch 7 also has 1 false negative as the detected count is 2 but ground truth is 3 in
this patch.
Performance of SIFT technique greatly depends on the number of clusters. As if
the number of clusters is kept low then this technique may acquire imprecise results
due to the broadening of cluster assigning domain, wherein clusters having differ-
ent features may have got the same value. But if the number of clusters is kept high
then it will increase the computational cost as it has to compare features with a huge
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FIGURE 6.12: Output of superpixel based approach
domain of clusters before assigning it a certain value. So, its trade-off between accu-
racy and computational cost.
On test image, the predicted count is 175 where as ground truth count is 162.
The overall, performance of this approach is good but with some false positive de-
tections. On the other hand, Fourier technique has the problem of false negative
detection. So the fusion of these two techniques provided us very good results for
the task of fungus detection.
The fusion of techniques provided promising results as it is a concatenation of
frequency analysis features and SIFT features. The performance of this approach
depends on the quality of features and parameters of -SVR which are used in the
process of fusion. These parameters are cost function, epsilon and gamma of the
kernel function. Epsilon is used to determine the range of -intense zone of data on
which model is trained. The  value can increase or decrease the number of support
vectors which are used to learn regression model. Larger  can also result in ﬂat
estimates. There is a parameter C, which is used for the trade-off between model
complexity (ﬂatness) and degree by which deviation larger then  are tolerated in
optimization formulation. Both  and C can affect the performance of -SVR.
6.2.3 Analysis of Superpixel based technique
Superpixel based technique is described in detail in Chapter 4 in subsection 4.3.1.
The output of this approach is discussed and analysed in this section.
The result of a superpixel based approach is presented in Figure 6.13. The result
of this approach on 5 images is presented in Table 6.7, which summarized result
in terms of Human Result, P , R, accuracy and true negative rate. It can be
interpreted from the tables that Superpixel based approach is performing well on
images of fungus dataset.
It can be observed in Figures 6.13 that result are very good. Which are achieved
after training on hard negatives. First results of our approach and ﬁnal output after
improvement are shown in Figure 6.15. It is difﬁcult to accommodate all types of
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(A) (B) (C)
FIGURE 6.13: (Column A) Input images, (Column B) Images after
Superpixel Segmentation and (Column C) Output Images.
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TABLE 6.7: Evaluation of Superpixel based approach for fungus de-
tection
Image Human Result Precision Recall Accuracy True negative rate
1 249 0.916 0.799 0.854 0.916
2 187 0.876 0.737 0.848 0.926
3 257 0.886 0.824 0.885 0.927
4 201 0.919 0.806 0.877 0.939
5 167 0.896 0.769 0.860 0.917
dirt in training. In the initial output of this approach, many false positives appear
which can be seen in column A of Figure 6.15. These false positive were used to
improve the results and the classiﬁer is retrained and these false positives are used
as hard negatives. For example in column A of Figure 6.15, there are many black
areas are detected as spores(false positive). While in column B of Figure 6.15 these
black areas not counted as fungus spores. This improvement increased the accuracy
of this approach by 5% (approx.).
(A) 10 (B) 20 (C) 30 (D) 40
(E) 50 (F) 60 (G) 70 (H) 80
(I) 90 (J) 100 (K) 200 (L) 300
FIGURE 6.14: Superpixel Segmentation output with different com-
pactness.
This is also observed that this approach greatly depends on the output of super-
pixel. The segmented output (superpixel) will greatly impact on extracted features.
And this segmented output greatly depends on compactness. This measure can pre-
vent segmentations to excessively overﬂow fungus spore boundaries. Its high value
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(A) (B)
FIGURE 6.15: (Column A) Initial Output, (Column B) Final Output of
Superpixel based approach.
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means that segments are uniformly distributed and have uniform shape and size.
If segmented superpixel is small in size then spores are segmented into two or
more parts. And sometimes the background is also segmented as the same super-
pixel. In this approach, if any superpixel consists of more than 50% of the fungus
spore than it is considered as positive sample. In Figure 6.14 it can be observed
that with the higher value of compactness it is intended to have a regular shape (e.g
square) in the presence of considerable support from image pixels as shown in Fig-
ure 6.14l. Some superpixels are exactly square and some are circle which is also the
shape of fungus spores. On the other hand, with the low compactness value super-
pixels have varying boundary due to overﬁtting of data as shown in Figure 6.14a.
Some pixels have very arbitrary shape because it is very sensitive to pixel variations.
Conclusively, compactness is a very important parameter for superpixel segmenta-
tion and as output of this segmentation is further used for feature extractions which
are further classiﬁed. So this approach greatly depends on this hyperparameter. Af-
ter performing many tests (as shown in Figure 6.14) this hyperparameter is ﬁxed at
90 in our approach.
There is another hyperparameter called the number of superpixels which can sig-
niﬁcantly inﬂuence superpixel segmentation and as a result inﬂuence output of this
approach. Image is divided by this hyperparameter which means size of superpixel
is decided by this hyperparameter. We noticed good results when superpixel size
matches size of fungus spore. After number of experiments, this hyperparameter
is ﬁxed at 1500. Superpixel size of 300 shown in Figure 6.16a is bigger than fungus
spore. On the contrary Figure 6.16i shows that superpixel size is very small than
single fungus spore.
6.3 Analysis of Machine learning technique
The performance of the proposed approach was evaluated on the fungus dataset as
presented in Figure 6.17. The score values of all classes are also showed in the Fig-
ure. From all the scores, it can be interpreted that our algorithm performed well on
the classiﬁcation of the correct class. Moreover, there is a good margin between the
correct score and 2nd best. For example, the score value of Penicillioides is 4.851
whereas score value of other classes is -6.56, 0.34, -8.50, -0.03 and 0.72. The other
score values are not even close to the score value of the correct class.
In Figure 6.19, the interesting result of misclassiﬁed fungus is presented. There
are total of 4 miss classiﬁcation examples which have been shown. Versicolor is
incorrectly classiﬁed as Penicillioides with a score value of -0.316. The difference
between the score value of Versicolor and Penicillioides is 0.426, which is very less.
Versicolor is 2nd highest with the score value of -0.742. In the second example, Re-
strictus is falsely classiﬁed as Versicolor as they have score values of 8.83 and 9.47
respectively. The difference between these two score values is 0.64 and the difference
between the second best and third best is 6.56, which is quite a good margin. The
same trend is shown by the other two examples. Fungus spores are miss classiﬁed
by a very small margin.
Throughout the testing and training phase, some important observations were
noticed about some parameters. Values of these parameters were very important to
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(A) 300 (B) 600 (C) 900
(D) 1200 (E) 1500 (F) 1800
(G) 2100 (H) 2400 (I) 3500
FIGURE 6.16: Superpixel Segmentation output with different Num-
ber of superpixels.
increase the performance of the model. Next section will explain these parameters
and these observations one by one with the help of results.
6.3.1 Learning Rate
The designed CNN model is trained by stochastic gradient descent optimizer, which
is discussed in detail in Chapter 5. Learning rate is a very important parameter of
this optimizer. Learning rate parameter dictates optimizer to move the weights. Low
learning rate achieved reliable results but it is time consuming, as it takes tiny steps
to reduce the loss. On the other end, higher learning rate is not reliable and it may
not converge as the steps are so big that optimizer overshoot and instead of reducing
the loss it made worse.
A better technique is to have a variable learning technique, which is also found in
recent research articles. In start, learning rate should be higher so that large steps can
be taken to minimize loss function and then gradually decrease the learning rate to
make tiny improvements in weights for minimization of the loss function. Starting
learning rate of 0.01 is selected after many experimentations. The result of different
learning for the designed architecture is shown in Figure 6.18.
6.3.2 Weight Initialization
The ﬁlter of hidden layers of CNN should be initialized with some weights but cur-
rently there are no thumb rules to initialize the weights. Various experiments were
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FIGURE 6.17: Output of algorithm with score value
FIGURE 6.18: Training and validation error at different learning rate
executed and the accuracy was monitored. Bengio [109] and Simard et al. [110] rec-
ommended scaling it by the inverse of square root of number of inputs. Whereas,
Glorot et al. [111] suggested using both numbers of inputs and the number of hid-
den units.
In recent literature, four different weight initialization techniques were found.
The problem with A is that every weight is initialized with "0" and so the derivative
with respect to loss function is also the same for every weight. Which makes all the
hidden unit symmetric. On the other hand, when weights are initialized randomly
then the problem of vanishing gradients arises. Which means slower convergence
due to small changes in weights and can also lead to complete stop. The other case
gradients can also explode as a result of random initialization of weights.
These 4 scenarios were tried and found that D performs best on fungus detec-
tion dataset. In D, weights are initialized with smaller values around the origin so
that activation function can operate in a linear regime, where the gradients have the
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FIGURE 6.19: False classiﬁed test images
largest values.
A = (0, 0) (6.9)
B = [−4r,+4r] (6.10)
C = [−2r,+2r] (6.11)
D = [−r, r] (6.12)
where r is
r = [
√
6
fanin + fanout
,
√
6
fanin + fanout
] (6.13)
Where fanin denotes the number of inputs and fanout denotes the number of
hidden units.
6.3.3 Number of hidden layers
The number of hidden layers and number of neurons is a very important parameter
in designing of CNN architecture. When less number of neurons in a hidden layer
has experimented then it results into underﬁtting of the fungus dataset. The reason
behind is nonavailability of a required number of neurons in the hidden layer for the
detection of signals in challenging fungus dataset. Contrarily when too many neu-
rons in the hidden layers are used then it overﬁts the fungus dataset as the hidden
layer has too much information processing capacity which is not fully utilized by the
training dataset. It has been noticed that by growing number of hidden layers, the
accuracy of the model was also increased. After achieving certain accuracy it won’t
improve further even by increasing the number of hidden layers instead complex-
ity of the architecture increases. Various experiments were performed with a wise
choice of number of hidden layers and ﬁnally, we have utilized 11 number of hidden
layers in total for our CNN model.
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Mini Batch Size
Mini batch size also affects the ﬁnal accuracy of the CNN. The negative trend is
determined throughout our experiments when different mini batch sizes have ex-
perimented with constant learning rate. It is suggested that learning rate and mini
batch size values ought to be chosen together.
Number of ﬁlters and size of ﬁlters
The number of ﬁlter and size of ﬁlters also deﬁne the training model accuracy. Mul-
tiple ﬁlter sizes were experimented in convolution layers and it has been noticed
that increasing the number of ﬁlters with smaller size improved the accuracy.
6.3.4 Fungus Detection Proposals
The application of designed CNN based approach is time consuming and compu-
tational expensive because it applied on the output image of the fungus detection
system which is of size 2560 x 1920. And for the application of designed approach,
sliding window of size 78 x 78 is applied and on each patch CNN is applied. As a
result it consume lot of memory and computation power. To make it more efﬁcient
fungus detection proposal is utilized. Which means before applying the above men-
tioned approach some pre identiﬁcation image identiﬁcation methods can be used
and it automatically suggest proposal regions within each image where there is a
high probability for detecting fungus spores. So instead of directly applying compu-
tational expensive CNN on complete image it can be applied on proposed regions.
Which results in faster and efﬁcient classiﬁcation of fungus spores.
Eight state of the art object detection proposals algorithms are applied and re-
viewed in this research as fungus detection proposals. These algorithms are ap-
plied to the fungus dataset images and results are shown in Figure 6.21. These
eight algorithms are Edge Boxes [112], Endres [113, 114], Gaussian [115], Object-
ness alexe2010object, Rantalankila [116], Selective Search[117], Superpixels [101] and
Uniform [115]. We chose one of these algorithms after careful analysis of all above
mentioned techniques. Because the performance of designed CNN based approach
greatly depends on it. All algorithms output with respect to speed, spatial utiliza-
tion, accuracy, are summarized in Table 6.20. Speed is one of the main motivation
for using fungus detection proposal so we mainly focus our analysis with respect to
time consumption. Below is presented analysis of Recall vs Time and precision vs
Time.
Recall vs Time
As recall is “how complete the results are”, Figure 6.22a shows algorithms recall
value against their running time. In this logarithmic plot, it is highlighted that En-
dres algorithm is performing better than all other techniques but on the other hand,
it is the slowest algorithm. On the contrary, Uniform and Gaussian are the fastest al-
gorithms but their recall values are very low. Performance of Rantalankila algorithm
is not satisfactory on fungus dataset images. While the Edge Boxes and Objectness
algorithms are faster with good recall values on some test images but their perfor-
mance varies from image to image and as result high standard deviation.
The plot in Figure 6.22a also depicted that selective search and superpixels al-
gorithms generated good proposals and in very short time as well. The average
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FIGURE 6.20: Comparison of different Object Detection Proposals al-
gorithms on fungus dataset images
running time for superpixels algorithm is 0.31 seconds with an average recall value
of 0.79 and with min recall value of 67% and max recall value of 87%.
Precision vs Time
Figure 6.22b shows logarithmic plot of Precision. Superpixel clearly outclassed other
techniques with maximum precision of 0.35. Moreover, it also achieved these results
by consuming very less time. On the other hand, Gaussian and Uniform are faster
than superpixel but their precision value is very low (0.04). Which shows actually
the poor performance of these approaches.
In terms of precision, Endres comes after Superpixel after attaining a max preci-
sion value of 0.27 and selective search stood out as slowest algorithm from others.
Similarly, Rantalankila and objectness failed to impress by showing the precision
value of less than 0.10. Precision measure is very important for performance evalu-
ation as it tells about "how useful the classiﬁcation results are".
Other than above mentioned analysis, Superpixel showcased also good perfor-
mance in other areas as mentioned in Figure 6.21. It provided the maximum number
of ﬁnal proposals (166) from the 700 suggested proposals. Figure 6.20 also depicted
that superpixel output outclassed all other algorithms in generating fungus detec-
tion proposals.
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(A) Edge Boxes (B) Endres
(C) Gaussian (D) Objectness
(E) Rantalankila (F) Selective Search
(G) Superpixel (H) Uniform
FIGURE 6.21: Output of fungus detection proposals on fungus
dataset image.
124 Chapter 6. Results and Discussion
(A) Logarithmic plot of Recall values against Time
(B) Logarithmic plot of Precision values against Time
FIGURE 6.22: Recall and Precision analysis of fungus detection pro-
posals.
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Chapter 7
Conclusion and Future Work
In this research, a very important issue of fungus is tackled. It is an essential element
of ecosystem but on the other hand it is highly notorious for posing sever threat to
human life, food items and archives. It causes huge ﬁnancial loss to the food and
agriculture industry. This research also addressed one of the 17 sustainable devel-
opment goals of United nations, which is zero hunger by 2030. The existing solu-
tions of fungi detection are tedious, time consuming and laborious. Moreover, tra-
ditional techniques require costly equipment and technical expertise. A novel and
completely automatic fungus detection system is proposed which can detect fungus
spores from the environment and enable us to take timely precautionary measures to
save human life, food items and archives. Fungus detection system can also act like
an IoT device, which means it can be controlled and monitored remotely through
internet.
Fungus detection system has the ability to collect the air samples and can ac-
quire autoﬂuorescence, dark-ﬁeld, and bright-ﬁeld microscopic images of collected
air samples. After that a specially designed algorithm analyse these images to pro-
vide the count of fungus spores in the images.
The other main contribution of this research is architecture of fungus detection
algorithms. Several algorithms were developed in this research for the detection
of fungus spores. Computer vision based algorithms are presented in Chapter 4
and Machine learning based algorithms are presented in Chapter 5. Computer vi-
sion based algorithms are mainly feature extraction algorithms. A SVM classiﬁer is
trained on features of dirt and fungus particles. These features are extracted by using
HOG techniques. There is yet another computer vision based approach which has
also been discussed is fusion of different techniques. In which images are divided
into small grids then Fourier transform is used to calculate the number of fungus
spores in the images. Similarly, SIFT features of the grid is also calculated and SVM
is further trained on these features. Furthermore, a super pixel based approach is
also presented where super pixels are used for the task of segmentation, which fol-
lowed by extraction of 26 handcrafted features. The main features are consisted of
shape, size and color. 7 Hu’s invariant moments are also incorporated for the shape
approximation out of these 26 features. The performance of all these approaches and
comparison is presented in Chapter 6.
Secondly, a deep learning based approach is also proposed for the detection of
fungus spores which successfully classify different type of fungus spores. CNN
based techniques require huge data for training and testing purposes. So, a novel
fungus dataset has been developed in this research. This dataset contains 40,800
images of 6 classes which further divided into 10,800 test images and 30,000 train
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images. These images were captured with the help of fungus detection system. A 11
layered CNN architecture has also been presented in this study for fungus detection.
A CNN based technique has achieved 94.8% accuracy with ﬁve folds validation
that not solely outclasses computer vision based techniques with 6.8% improvement
in detection but also has capability to distinguish various kinds of fungus. It can
be concluded from the impressive results that forming of fungus image dataset and
proposed CNN technique is a decisive step towards architecture of an accurate, re-
liable and early detection system for fungus. Moreover, these ﬁndings persuade us
to apply the proposed approach to indoor air monitoring and other microbial in the
environment.
7.1 Future Work
The results and analysis of techniques used in this research suggest several inter-
esting future directions for the fungus detection system. Proposed fungus detection
system prototype is relatively big in size which can be reduced by modifying its
electric pump and motors. Communication between camera and raspberry pi can be
improved by replacing raspberry pi with other device. To conclude, improvement
in hardware of fungus detection system can be one of the avenues for its future de-
velopments.
Other possible direction for future research is its software ﬁeld.In which regional
convolutional neural network and its variants can be an interesting area to explore.
Currently, a sliding window based approach has been used on fungus images, which
can be improved by considering regional proposals on fungus images then apply R-
CNN, fast R-CNN, faster R-CNN and Mask R-CNN.
Moreover, transfer learning for the fungus detection is also recommended to be
explored. Earlier studies show that success of deep learning techniques are on larger
dataset where as transfer learning can be helpful for the small dataset. For current
fungus images dataset, transfer learning can be applied by removing the last few
layers and then including new layers in the architecture for ﬁne tuning. Moreover,
a trained network can be implemented on other types of images(air born particles,
pollens etc) after ﬁne tuning.
It is also recommended to increase the size of the dataset as size of training data
has direct effect on efﬁciency of the current model. This will tune the weights of each
layer of CNN model with each iteration and will provide better results of detections.
The speed of any system certainly depends on its processing power. Current
dataset has RGB images of 5 megapixels and training of this type of images with
CPU took 7 hours of training. This time can be reduced with the help of GPUs and
it will also help in applying more deeper CNN architectures. Similarly, improving
memory of the system can improve its processing speed as it plays very important
role in training process which consumes huge portion of the memory.
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