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Abstract
In this paper we study the instantiation of the generic notion of component in-
troduced before in terms of algebra transformation systems, where renements are
dened by means of high-level replacement rules. With this work we follow two
aims. On one hand we show that our generic component concept is not purely
syntactic, but it may take into account the semantics of the specications involved.
On the other hand, with this instantiation we strengthen the role of our component
concept in the study of component-based heterogeneous systems.
1 Introduction
In [5] we presented a very generic notion of component, whose semantics is
based on an equally generic notion of transformation. The aim of such a
generic approach was to provide unifying concepts that could be used to
model (and to reason about) heterogeneous systems such as the ones sup-
ported by heterogeneous platforms like CORBA or COM+. In particular, in
[5] we discuss the application of this approach to a number of visual modeling
techniques.
However, a component, as introduced in [5] can be seen as a purely syn-
tactical concept, since its semantics is dened in terms of a class of transfor-
mations over the given specications, apparently, without taking into account
the semantics of the specications involved. This paper has two main aims.
On one hand, we will show that our transformation semantics can be made
more semantical by dening it in terms of the semantics of the specications
involved. In particular, we will assume that the specications included in the
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components have a semantics dened in terms of (a simplied version of) al-
gebra transformation systems [7,8]. This is a quite general kind of framework
that can be used to dene the semantics of a large variety of formalisms and
their integration, as shown in [7,8]. On the other hand, algebra transforma-
tion systems have been introduced as a reference model for the integration of
dierent modelling formalisms. In this sense, the instantiation of our com-
ponent concepts to this framework should strengthen its role in the study of
component-based heterogeneous systems.
The paper is organized as follows. In section 2 we briey recall the main
concepts introduced in [5]. Section 3 introduces the basic concepts of high-
level replacement systems ([2]), which are going to be used, in the following
sections, to dene the transformations used as connections in our component
framework, as done in [6]. In section 4 we present algebra transformation
systems and show the main results that allow us to use them in connection with
our component concept. Finally, in section 5, we apply the previous results
instantiating our component framework to algebra transformation systems and
we show a small example.
2 The Generic Component Framework
Components are self-contained units, where some details are hidden to the
external user. This is achieved by providing a clear separation between the
interface of the component and the body. The interface consists of two parts:
the import interface, describing what the component assumes about the envi-
ronment and the export interface, providing an external view of the behaviour
of the component. In ([6]) a slight extension, where components are allowed to
have several input and output interfaces, is presented. Obviously, the import
and export interfaces are connected to the body in some well-dened way.
A component specication, in short component, is a 5-tuple:
COMP = (IMP;EXP;BOD; imp; exp)
where IMP , EXP , and BOD are three specications called, respectively,
the import interface, the export interface, and the body. Then, imp: IMP !
BOD, and exp:EXP ) BOD, are two connections called, respectively, the
import connection, and the export connection.
This notion leaves open the modelling technique used to describe the spec-
ications involved and the kind of connectors used to relate the interfaces and
body. Intuitively, we assume that the import connection is some kind of in-
clusion, in the sense that the functionality dened in the body is built upon
the import interface. We also assume that the export connection is some kind
of transformation describing a renement of the export interface.
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Semantically, a component builds a transformation (renement) of the ex-
port interface from each given transformation of the import interface. More
precisely, we consider that the semantical eect of a component is the combi-
nation of each possible import transformation, trafo: IMP ) SPEC, with
the export transformation exp:EXP ) BOD of the component.
To formulate this denition properly, we must impose certain require-
ments on the kinds of inclusions and transformations considered: we assume
that a transformation framework T consists of a class of inclusions, which is
closed under composition and includes the identical inclusions, and a class of
transformations, which is also closed under composition and includes identi-
cal transformations, and such that the following extension property is satis-
ed: For each transformation trafo:SPEC
1
) SPEC
2
, and each inclusion
i
1
:SPEC
1
 SPEC
0
1
there is a selected transformation trafo
0
:SPEC
0
1
)
SPEC
0
2
, with inclusion i
2
:SPEC
2
 SPEC
0
2
, called the extension of trafo
with respect to i
1
, leading to the following extension diagram:
SPEC
2
SPEC
1
SPEC
4
SPEC
3
-
-
? ?
trafo trafo
0
i
2
i
1
It must be pointed out that, in a given framework T , given trafo and i
1
as above, there may be several trafo
0
and i
2
, that could satisfy this extension
property. Our assumption means that only one such trafo
0
and i
2
are cho-
sen, in some well-dened way, as the extension of trafo with respect to i
1
.
We could have also required that these extensions only exist when the given
trafo is consistent with i
1
in a specic sense. This is the case for instance
in [6], where transformations are considered arbitrary high-level replacement
systems. However, in this paper, as we will see in section 4, the kind of inclu-
sions and high-level replacement systems considered ensure the satisfaction of
the extension condition in all cases.
Essentially, this extension property means that if one can apply a trans-
formation on a certain specication, then it should be possible to apply the
\same" transformation on a larger specication.
Now we can dene the semantics of a component following the ideas de-
scribed above. Let us denote by Trafo(SPEC) the class of all transforma-
tions trafo:SPEC ) SPEC
0
from SPEC to some specication SPEC
0
.
The transformation semantics of the component COMP is dened as a func-
tion TrafoSem(COMP ):Trafo(IMP ) ! Trafo(EXP ), where, according
to the diagram below:
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SPEC
IMP
SPEC
0
BOD
EXP
-
-
? ?
?
trafo trafo
0
exp
imp
for all trafo 2 Trafo(IMP ):
TrafoSem(COMP )(trafo) = trafo
0
Æ exp 2 Trafo(EXP )
Several operations on components can be considered in our generic frame-
work. In [5] we have only dened a basic composition operation for connecting
the import of one component with the export of another component. Again,
we see this connection as a transformation:
Given components COMP
1
and COMP
2
and a transformation, connect:
IMP
1
) EXP
2
, we dene the composition
COMP
3
= COMP
1
Æ
connect
COMP
2
as follows. Let xconnect = exp
2
Æ connect. The extension property implies a
unique extension xconnect
0
:BOD
1
) BOD
3
, with inclusion imp
0
1
:BOD
2

BOD3 in the diagram below. The composition COMP
3
is now dened by
COMP
3
= (IMP
2
; EXP
1
; BOD
3
; imp
3
; exp
3
)
with imp
3
= imp
0
1
Æ imp
2
and exp
3
= xconnect
0
Æ exp
1
.
IMP
2
BOD
2
EXP
2
IMP
1
BOD
1
BOD
3
EXP
1
-
-
-
?
?
?
?
exp
2
connect
imp
2
imp
1
exp
1
xconnect
0
imp
0
1
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The semantics of this composition operation can be shown to be composi-
tional if the horizontal and vertical composition of extension diagrams is again
an extension diagram. In particular, in this case
TrafoSem(COMP
3
) =
TrafoSem(COMP
1
) Æ Trafo(connect) Æ TrafoSem(COMP
2
)
where Trafo(connect)(trafo) = trafo Æ connect.
3 High-Level Replacement Systems
High-level replacement systems (in short HLR systems) as an abstraction of
graph transformation systems, were introduced in [2]. This abstraction is
obtained by dening HLR systems for any category CAT with a start object
S 2 jCAT j and a set of rules.
Several results concerning concurrency and parallelism have been proven
in the past [2]. Most of these theorems need certain properties, called HLR
conditions, to become valid. As a consequence, instances of HLR systems
are often examined concerning these HLR conditions. In [2] it is shown that
in addition to various kinds of graph transformation systems also algebraic
specications and petri nets are valid instantiations of HLR systems.
According to the rst formulation of HLR systems we use the double
pushout approach to express rules and rule applications. This means that a
rule r consists of three objects and two (mono)morphisms  = (L K ! R).
A direct transformation of an object G into an object H, according to the rule
 via the morphism m, denoted by G )
m

H is given by the diagram below,
such that both subdiagrams (1) and (2) are pushouts.
C
K
H
R
G
L
(1) (2)
? ?
-
?
-


m
Then, HLR-transformations in general are dened by sequences of direct
transformations.
4 Algebra Transformation Systems
In this section we introduce (a simplied version of) algebra transformation
systems [7,8]. In particular, this simplication was already introduced, for
dierent purposes in [9]. More precisely, we will assume that specications
denote a class of computations, where states are many-sorted partial algebras
and where computation steps are seen as pairs of algebras together with a
tracking map, which is a partial injective function identifying the elements of
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the transformed algebra which have not been removed after the transforma-
tion. We have preferred to use the term computation step instead of algebra
transformation to avoid confusion with the HLR transformations of the com-
ponent framework. Then we will see that we can dene notions of inclusion
and renement that satisfy the requirements for giving a transformation se-
mantics to components.
Denition 4.1 An algebra transformation system AT S is a pair, (;T ),
consisting of a signature and a set of -computation steps, where a compu-
tation step  = (A;B; f :A! B) consists of a pair of partial -algebras, i.e.
A;B 2 PAlg() and a tracking map, which is a partial injective function. In
the following, the transformation of A into B by means of the computation
step  will be denoted by A)

B.
As said above, this notion of algebra transformation system is a variation,
in several senses, of the notion presented in [7,8]. In particular, in that work,
a state transition diagram controls the applicability of a transformation (a
computation step) to a given algebra, while here the applicability of a com-
putation step could be seen as depending only on the given algebra. Other
variations refer to the fact that transformations are labelled in [7,8], while
here are anonymous, or that tracking maps are partial injective functions here
but relations in [7,8]. Our denition was chosen just for simplicity reasons.
Nevertheless we are convinced that we could have dened these systems as
done in [7,8] obtaining the same kind of results.
Morphisms between algebra transformation systems are signature mor-
phisms preserving computation steps. However, before dening this kind of
morphisms we have to dene how computation steps (and computations) are
translated along signature morphisms.
Denition 4.2 Given a signature morphism h:  ! 
0
and its associated
forgetful functor U
h
:PAlg(
0
) ! PAlg() and given a -computation step
 , we denote by h

( ) the set of all 
0
-computation steps (A
0
; B
0
; f
0
), where
A = U
h
(A
0
), B = U
h
(B
0
) and where, in the rest of the signature, B
0
and
A
0
coincide, which means that f
0
can be seen as f extended by the identity
mapping on all sorts not in h():

For every s in Sorts(); f
0
h(s)
= f
s

For every s in Sorts(
0
)nh(Sorts(S)); B
0
s
= A
0
s
and f
0
s
= id

For every  in 
0
s1:::sn;s
nh() and for all (a1
0
; : : : ; an
0
) in B
0
s1
 : : :B
0
sn

B
0
(a
0
1
; : : : ; a
0
n
) = f
0
s
(
A
0
(f
0  1
s1
(a
0
1
); : : : ; f
0  1
sn
(a
0
n
))) (*)
Similarly, given a set of -computation steps (T ), we denote by h

(T )
the set f
0
2 h

( )= 2 T g. And if  is a -computation, i.e.  = A
0
)

1
: : : )

n
A
n
, where each 
i
is a -computation step, we denote by h

() the
set fA
0
0
)

0
1
: : :)

0
n
A
0
n
=8i 
0
i
2 h

(
i
)g.
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Remark 4.3 The equality in (*) should be interpreted as strong equality.
This means that e = e
0
if both expressions are dened and equal or both are
undened, and where if one subexpression is undened (e.g., f
0  1
s1
(a1
0
)) then
the result of the whole expression is considered undened. Moreover, it may
be noted that, in case it is dened, the right hand side of this equality is
unique since the tracking map is assumed to be injective.
The intuition behind the above denition is that a computation step de-
ned over -algebras can be applied as if it was a transformation rule over
algebras of a \larger" signature under the frame assumption, i.e. that the
\rest" remains unchanged. This is the idea underlying tight transformation
systems [9]. If we would allow that the \rest" of the algebra could change,
i.e. if we would have just dened h

( ) as the set of all 
0
-computation steps
(A
0
; B
0
; f
0
), where A = U
h
(A
0
), B = U
h
(B
0
) and f = U
h
(f
0
) this notion would
be considered a loose transformation in [9] and it would be related to the
notion of extension introduced as a development relation in [8].
It may be noted that if  = (A;B; f) is a -computation step and A
0
is
a 
0
-algebra such that A = U
h
(A
0
) then we can build a 
0
-computation step

0
= (A
0
; B
0
; f
0
) such that 
0
2 h

( ):
Proposition 4.4 Let  = (A;B; f) be a -computation step, A
0
a 
0
-algebra
such that A = U
h
(A
0
), where h:  ! 
0
is a signature morphism then the
computation step 
0
= (A
0
; B
0
; f
0
), where B
0
and f
0
are dened below, satises
that 
0
2 h

( ):

For every s in Sorts(); f
0
s
= f
s
and B
0
h(s)
= B
s
.

For every s in Sorts(
0
)nh(Sorts(S)); f
0
s
= id and B
0
s
= A
0
s
.

For every  in 
s1:::sn;s
; h()
B
0
= 
B

For every  in 
0
s1:::sn;s
nh() and for all (a1
0
; : : : ; an
0
) in B
0
s1
 : : :  B
0
sn

B
0
(a
0
1
; : : : ; a
0
n
) = f
0
s
(
A
0
(f
0  1
s1
(a
0
1
); : : : ; f
0  1
sn
(a
0
n
)))
Proof. By construction, B = U
h
(B
0
). On the other hand, obviously, also by
construction, 
0
satises the properties that ensure that 
0
2 h

( ). 2
We can now dene morphisms among algebra transformation systems:
Denition 4.5 An algebra transformation morphism h:AT S
1
! AT S
2
is a
signature morphism h: 
1
! 
2
such that h

(T
1
)  T
2
.
Proposition 4.6 Algebra transformation systems and algebra transformation
morphisms form the category AlgTrafo. Moreover this category has pushouts.
Being specic, given the morphisms g
1
:AT S
0
! AT S
1
and g
2
:AT S
0
!
AT S
2
the pushout diagram:
69
Orejas and Ehrig
AT S
2
AT S
0
AT S
3
AT S
1
-
-
? ?
g
2
h
1
h
2
g
1
where h
1
, h
2
and 
3
are dened by means of the pushout of signatures:

2

0

3

1
?
-
?
-
g
2
h
1
h
2
g
1
and where AT S
3
= (
3
; h

1
(T
1
) [ h

2
(T
2
)
Proof. On one hand, AlgTrafo is obviously a category. On the other, to see
that the diagram above is indeed a pushout we may rst note that, by deni-
tion, h
1
and h
2
are algebra transformation morphisms. Then, let us assume
that h
0
1
:AT S
1
! AT S
0
3
and h
0
2
:AT S
2
! AT S
0
3
are algebra transformation
morphisms, with AT S
0
3
= (
0
3
;T
0
3
)), such that h
0
2
Æ g
2
= h
0
1
Æ g
1
then, since
h
0
1
and h
0
2
are signature morphisms, we know that there should be a unique
h: 
3
! 
0
3
such that h Æ h
2
= h
0
2
and h Æ h
1
= h
0
1
. Finally, it is routine to
prove that h

(h

1
(T
1
)) = h
0
2
(T
1
) and h

(h

2
(T
2
)) = h
0
2
(T
2
), which means that
h

(T
3
)  T
0
3
. 2
As said above, we assume that our component specications denote al-
gebra transformation systems. Let us see what kind of import and export
connections we use in these components. We assume that import connections
are inclusions, i.e. algebra transformation morphisms which are signature
inclusions.
Denition 4.7 An algebra transformation system inclusion, i:AT S
1
 AT S
2
is a signature inclusion such that i

(T
1
)  T
2
.
Obviously, algebra transformation systems inclusions are closed under com-
position, and identities are inclusions. Now, before using high-level replace-
ment systems as the class of transformations associated to our component
model, we will show the existence of pushout complements in the specic
case, considered below, where the one of the morphisms involved is an iden-
tity signature morphism.
Proposition 4.8 Given morphisms g
1
:AT S
0
! AT S
1
and h
1
:AT S
1
!
AT S
3
, such that 
0
= 
1
and g
1
is the identity as a signature morphism, then
there is an algebra transformation system AT S
2
and morphisms g
2
:AT S
0
!
AT S
2
and h
2
:AT S
2
! AT S
3
, such that the following diagram is a pushout:
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AT S
2
AT S
0
AT S
3
AT S
1
-
-
? ?
g
2
h
1
h
2
g
1
Proof. It is enough to take AT S
2
= (
3
; (T
3
n h

1
(T
1
))[ h

1
(T
0
). Then g
2
and
h
2
are just the algebra transformation systems morphisms associated to the
signature morphisms h
1
: 
1
! 
3
and id: 
3
! 
3
, respectively. 2
Now, there are several notions of renement that can be of interest for
dening export connections in this framework. In our opinion, the interest of
each possible choice depends mainly on methodological considerations. In par-
ticular, in this paper, we have stated that renements are HLR-transformations
dened on the category of algebra transformation systems that should preserve
derivations of computation steps. This notion is quite close to the notion of
sequential renement presented in [8]. The main dierence between the two
notions is that, in [8], sequential renements are dened by an explicit map-
ping of computation steps into sequences of computation steps, while here this
mapping remains implicit. A dierent notion of renement could be based on
the one used in [1] for dening the compatibility of ports and roles. Nev-
ertheless, we believe that similar results to the one presented here could be
obtained for any reasonable notion of renement.
Denition 4.9 An HLR-transformation dened by means of the application
of a rule  over an algebra transformation system AT S
1
, AT S
1
)
h

AT S
2
is
a one step HLR-renement if:
(i) If  = (L = (
L
;T
L
) K = (
K
;T
K
)! R = (
R
;T
R
)) then 
L
= 
K
,
i.e. rules are non-deleting on the signature part. It may be noted that
this implies that given the transformation:
K
0
K
AT S
2
R
AT S
1
L
? ?
-
?
-


h
0
h
r
0
l
0
l r
r
0
is a signature morphism, r
0
: 
AT S
1
! 
AT S
2
(ii) If there is a computation yielding from the 
1
-algebra A
1
to A
0
1
using
computations steps from T
1
, then for every 
2
-algebra A
2
, such that
A
1
= U
r
0
(A
2
), there should exist a computation yielding from A
2
into
another 
2
-algebra A
0
2
such that A
0
1
= U
r
0
(A
0
2
) using computation steps
from T
2
. This means that an HLR-renement preserves the computations
in AT S
1
along the associated HLR-transformation.
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An HLR-transformation dened by means of the application of a sequence
of rules over an algebra transformation system AT S
1
AT S
1
)
h
1

1
AT S
2
)
h
2

2
: : :)
h
n 1

n 1
AT S
n
is an HLR-renement if each transformation step is a one step renement.
We can see that HLR-renements preserve computations in the same sense
as one step renements:
Proposition 4.10 Let AT S
1
)
h
1

1
AT S
2
)
h
2

2
: : :)
h
n 1

n 1
AT S
n
be an HLR-
renement, then if there is a computation yielding from the 
1
-algebra A
1
to
A
0
1
using computations steps from T
1
, then for every 
n
-algebra A
n
, such that
A
1
= U
g
(A
n
), there should exist a computation yielding from A
n
into another

n
-algebra A
0
n
such that A
0
1
= U
g
(A
0
n
) using computation steps from T
n
, where
g: 
1
! 
n
is the signature morphism induced by the transformation, i.e.
g = r
0
n 1
Æ : : : Æ r
0
1
.
Proof. By induction on the length of the derivation. If n = 1 then the
proof is trivial. Suppose that n = k+1 and that the proposition holds for the
derivation AT S
1
)
h
1

1
AT S
2
)
h
2

2
: : :)
k 1

k 1
AT S
k
. Let us suppose that there
is a computation yielding from the 
1
-algebra A
1
to A
0
1
using computations
steps from T
1
, and suppose that the 
k+1
-algebra A
k+1
satises that A
1
=
U
g
(A
k+1
). Then, by induction, there should exist a computation yielding
from U
r
0
k
(A
k+1
) into another 
k
-algebra A
0
k
such that A
0
1
= U
g
0
(A
0
k
) using
computation steps from T
k
, sinceA
1
= U
g
0
(U
r
0
k
(A
k+1
)), where g
0
= r
0
k 1
Æ: : :Ær
0
1
.
But this means that there should exist a computation yielding from A
k+1
into
another 
k+1
-algebra A
0
k+1
such that A
0
k
= U
r
0
k
(A
0
k+1
) using computation steps
from T
k+1
. But, then A
0
1
= U
r
0
k
Ær
0
k 1
Æ:::Ær
0
1
(A
0
k+1
). 2
Again, obviously, identical transformations are HLR-renements and HLR-
renements are closed under composition.
Now, in order to dene components based on algebra transformation sys-
tems we must show that this framework satises the extension property. But,
rst, we will see a kind of \local" extension property. In particular, we
will show that if AT S
1
)
h

AT S
2
is a one step HLR-renement, and if
i:AT S
1
 AT S
3
is an inclusion then we can \extend" the application of
 to AT S
3
.
Lemma 4.11 Given algebra transformation systems AT S
1
, AT S
2
and AT S
3
,
if AT S
1
)
h

AT S
2
is a one step HLR-renement, and if i:AT S
1
 AT S
3
is
an inclusion, then  can be applied to AT S
3
via iÆh leading to AT S
4
. More-
over, the transformation dened by this application is an HLR-renement of
AT S
3
and AT S
2
 AT S
4
is an inclusion.
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Proof. First, we know that if the application to AT S
1
= (
1
;T
1
) of an HLR-
rule  = (L = (
L
;T
L
)  K = (
L
;T
K
)! R = (
R
;T
R
)) via a morphism h
is an HLR-renement, then we can apply  to AT S
3
via iÆh getting as result
AT S
4
:
K
00
K
0
AT S
4
AT S
2
AT S
3
AT S
1
L K R
? ?
-
?
-


? ? ?
-
i
0
i
r
00
l
00
h
l
0
l
r
0
r
h
0
where, according to prop. 4.6, K
00
= (
3
;T
K
0
[(T
3
nT
1
)) and AT S
4
= (
4
;T
2
[
r
00
(T
K
00
) and 
4
and r
00
are dened by the pushout:

3

1

4

2
?
-
?
-
i i
0
r
00
r
0
Second, by construction, i
0
:AT S
2
 AT S
4
is obviously an inclusion.
Finally, we have to prove that the application of  to AT S
3
via i Æ h
is an HLR-renement. This means that we have to show that if there is a
computation yielding from the 
3
-algebra A
3
to A
0
3
using computations steps
from T
3
then for every 
4
-algebra A
4
, such that A
3
= U
r
00
(A
4
), there should
exist a computation 
4
yielding from A
4
into another 
4
-algebra A
0
4
such that
A
0
3
= U
r
00
(A
0
4
) using computation steps from T
4
. This is equivalent to proving
that for every computation step 
3
= (A
3
; A
0
3
; f
3
) 2 T
3
and for every 
4
-
algebra A
4
, such that A
3
= U
r
00
(A
4
), there should exist a computation 
4
yielding from A
4
into another 
4
-algebra A
0
4
such that A
0
3
= U
r
00
(A
0
4
) using
computation steps from T
4
.
Now, we know that T
3
= i

(T
1
) [ T
K
00
and T
4
= i
0
(T
2
) [ r
00
(T
K
00
). If

3
2 i

(T
1
) this means that 
3
2 i

(
1
) for some 
1
= (A
1
; A
0
1
; f
1
) 2 T
1
and for
every 
2
-algebra A
2
, such that A
1
= U
r
0
(A
2
), there should exist a computation

2
yielding from A
2
into another 
2
-algebra A
0
2
such that A
0
1
= U
r
0
(A
0
2
) using
computation steps from T
2
. In particular, this would be the case for the

2
-algebra A
2
= U
i
0
(A
4
) But, since i
0
:AT S
2
 AT S
4
is an inclusion, this
means that any computation 
4
in i

(
2
) would lead to a 
4
-algebra A
0
4
such
that A
0
3
= U
r
00
(A
0
4
) using computation steps from T
4
. On the other hand, if

3
2 T
K
00
this means that r
00
(
3
)  T
4
, therefore if 
3
= (A
3
; A
0
3
; f
3
) 2 T
3
and
A
3
= U
r
00
(A
4
) then, according to proposition 4.4, we know that there exist a
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computation step 
4
= (A
4
; A
0
4
; f
4
) 2 r
00
(
3
). Then, we would have A
4
)

4
A
0
4
and A
0
3
= U
r
00
(A
0
4
). 2
Now we may show the extension property for algebra transformation sys-
tems and HLR-renements.
Theorem 4.12 If AT S
1
)
h
1

1
AT S
2
)
h
2

2
: : : )
n 1

n 1
AT S
n
is an HLR-
renement and i
1
:AT S
1
 AT S
0
1
is an inclusion then
AT S
0
1
)
i
1
Æh
1

1
AT S
0
2
)
i
2
Æh
2

2
: : :)
i
n 1
Æh
n 1

n 1
AT S
0
n
is an HLR-renement and i
n
:AT S
n
 AT S
0
n
is an inclusion, where the in-
clusions i
k
,with k = 2 : : : ; n are dened by the following diagram according to
the local extension property proved in the previous lemma.
K
00
k
K
0
k
AT S
0
k+1
AT S
k+1
AT S
0
k
AT S
k
L
k
K
k
R
k
? ?
-
?
-


? ? ?
-
i
k+1
i
k
r
00
k
l
00
k
h
k
l
0
k
l
k
r
0
k
r
k
h
0
k
Proof. By induction on the length of the derivation. If n = 1 then the proof
is trivial. Suppose, now, that n = k + 1 and that the theorem holds for the
derivation AT S
1
)
h
1

1
AT S
2
)
h
2

2
: : : )
k 1

k 1
AT S
k
. By the previous lemma,
we know that the transformation AT S
0
k
)
i
n
Æh
n

k
AT S
0
k+1
is an HLR-renement
and i
k+1
:AT S
k+1
 AT S
0
k+1
is an inclusion. But, since HLR-renements are
closed under composition we have that:
AT S
0
1
)
i
1
Æh
1

1
AT S
0
2
)
i
2
Æh
2

2
: : :)
i
k
Æh
k

k
AT S
0
k+1
is also an HLR-renement. 2
To end this section, we may note that, as a consequence of the universal
properties of pushouts, extension diagrams for algebra transformation systems
satisfy the horizontal and vertical composition properties when transforma-
tions are HLR-renements. It may be noted that in general this is not the
case if transformations are arbitrary HLR-transformations. Therefore:
Proposition 4.13 Extension diagrams for algebra transformation systems
satisfy the horizontal and vertical composition properties.
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5 Algebra Transformation Systems Components
In this section, based on the previous results, we instantiate our generic com-
ponent framework to any formalismwhose semantics can be dened in terms of
algebra transformation systems and we show a small example of a component
specication.
We assume given a class of specications SPEC whose semantics is dened
in terms of an algebra transformation system. This means that for any speci-
cation SPEC 2 SPEC its semantics [SPEC] is the algebra transformation
system AT S
SPEC
= (
SPEC
;T
SPEC
).
Then, an algebra transformation system component (short ATS-component)
is a component COMP = (IMP;EXP;BOD; imp; exp), where IMP;EXP;
BOD 2 SPEC, imp is an algebra transformation system inclusion, imp: [IMP ]
 [BOD], and EXP is an HLR-renement, exp: [EXP ]) [BOD].
Now, to dene the semantics of ATS-components and the composition op-
eration, it is enough to determine what is Trafo(SPEC), since once this
is dened all the denitions given in section 2, would apply. Now, as ex-
pected in this case, Trafo(SPEC) denotes the class of all HLR-renements
trafo: [SPEC]) [SPEC
0
] from SPEC to some specication SPEC
0
. More-
over since this framework satises the horizontal and vertical composition
properties of extension diagrams, we know that the semantics of the compo-
sition operation is compositional. Therefore we can state the following result:
Theorem 5.1 Algebra transformation systems have a well-dened composi-
tion and compositional semantics.
Let us see now an small example of a component specication in this frame-
work (other examples can be found in [5,6]). For simplicity, the component
will be directly described in terms of algebra transformation systems, instead
of using a formalism whose semantics has been described in terms of these
systems. In this way, we do not need to describe the formalism and its se-
mantics beforehand. In particular, we will describe a component modelling
a buer. However, instead of the "standard" specication of a buer, where
the export specication includes the buer operations for enqueueing or de-
queueing a message from the buer, we will describe a buer component that
"requires" components that want to be connected (clients of the buer) to
include these operations in their export interface. We may think that this
buer may be a distributed unit, where messages are enqueued or dequeued
by remote calls and where, clients need to implement these remote calls, e.g.
by leaving messages in the corresponding channels.
Example 5.2 We start by describing the export specication. In particular,
we have to model what we think is the visible behaviour of the buer. We may
consider that the state of a buer consists of a queue, an input channel and
an output channel. This means that the export signature of the component

EXP
has sorts queue, i:channel and o:channel, plus some data sorts, at
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least message. On the other hand, if we consider that queues are strings of
messages, then 
EXP
should include the operations for the manipulation of
strings, e.g. : queue or append: queuemessage ! queue. Moreover, if we
think that the input channel may be either empty or containing a message
submitted by the client that may be either init, put(m) or get, where m is
an element of sort message, meaning, respectively, that the client wants to
initialize the buer, put the message m in the buer or to get a message
from the buer (instead, we could have also considered that in the channel
there may be an arbitrarily long list of messages). This means that in 
EXP
we also have the operations init: i:channel, get: i:channel and put:message!
i:channel. Similarly, if we consider that the output channel is a list of messages
waiting to be received by the client, then this would mean that in 
EXP
we also have the operations : o:channel and car: o:channel  message !
o:channel. Finally, 
BOD
should also include constant operations denoting,
at any time, the current state of the buer: current i:channel: i:channel,
current o:channel: o:channel and current queue: queue.
On the other hand, the export specication would need to include rules
describing all possible state changes in the buer. For instance, a set of rules
would describe the transformation of any algebraAwhere current i:channel
A
=
put(m) and where, for example, current queue
A
= hm
1
;m
2
i, into an algebra
A
0
where current i:channel
A
0
is undened, current queue
A
0
= hm
1
;m
2
;mi
and where the rest of the algebra remains unchanged. Another set of rules
would describe the transformation of algebras A where current i:channel
A
=
get and where,for example, current queue
A
= hm
1
;m
2
i and current 0:channel
A
=
hm
3
;m
4
i into an algebra A
0
where current queue
A
0
= hm
2
i,current i:channel
A
0
is undened, current 0:channel
A
0
= hm
3
;m
4
;m
1
i and where the rest of the
algebra remains unchanged. Finally, another set of rules would describe the
transformation of any algebra A where current i:channel
A
= init into an
algebra A
0
where current i:channel
A
0
is undened, current queue
A
0
= ,
current 0:channel
A
=  and where the rest of the algebra remains unchanged.
Now, we may have that the body of the component is an implementation
of the buer where the queue is implemented by an array and two pointers.
This means that the corresponding HLR-renement would add the new sorts
array and nat and the operations update : array  natmessage! array,
current array, current p
1
and current p
2
, plus all the operations on the natu-
ral numbers and, in addition, the operations relating the implemented sort and
operations in terms of the implementing sorts and operations (for example, as
it is done in [3]). On the other hand, the HLR-renement would replace the
rules of the export specication by new rules that can be seen as their imple-
mentation. For instance, the initializing rules, would be transformed into rules
that transform any algebra A where current i:channel
A
= init into an algebra
A
0
where current i:channel
A
0
is undened, current p1
A
0
= 0, current p2
A
0
=
0, current o:channel
A
=  and where the value of current queue
A
0
is the queue
represented by the triple hcurrent array
A
0
; current p1
A
0
; current p2
A
0
i, which
76
Orejas and Ehrig
would, actually, be . The rest of the algebra would remain unchanged. The
interested reader can imagine how the other rules are transformed.
Finally, we can describe the import specication. On one hand, the im-
port signature of the component 
IMP
has sorts i:channel and o:channel and
message. On the other hand the operations in 
IMP
would be init, get, put,
, car, current i:channel: i:channel and current o:channel: o:channel, with
the same arity as in 
EXP
. On the other hand, the rules of the import speci-
cation would model the calls for initializing the buer, putting a message or
getting a message. For instance, one set of rules would describe the transfor-
mation of any algebra A into an algebra A
0
where current i:channel
A
= init
where the rest of the algebra remains unchanged. Similarly, other set of rules
would describe the transformation of any algebra A into an algebra A
0
where
current i:channel
A
= get or where current i:channel
A
= put(m), where m is
any message and where the rest of the algebra remains unchanged.
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