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Abstract
The application of spline subdivision schemes to data consisting of convex compact sets, with addition replaced by
Minkowski sums of sets, is investigated. These methods generate in the limit set-valued functions, which can be expressed
explicitly in terms of linear combinations of integer shifts of B-splines with the initial data as coecients. The subdivision
techniques are used to conclude that these limit set-valued spline functions have shape-preserving properties similar to
those of the usual spline functions. This extension of subdivision methods from the scalar setting to the set-valued case
has application in the approximate reconstruction of 3-D bodies from nite collections of their parallel cross-sections. c©
2000 Published by Elsevier Science B.V. All rights reserved.
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1. Introduction
Subdivision schemes are recursive methods for the generation of smooth functions from discrete
data. By these methods at each recursion step, new discrete values on a ner grid are computed by
weighted sums of the already existing discrete values. In the limit of the recursive process, data is
dened on a dense set of points. Considering these data as function values, under certain conditions, a
limit continuous function is dened by this process. The theory of subdivision processes is presented
in, e.g., [4,6].
In this work we apply a class of subdivision methods with positive weights to data consisting
of convex compact sets, replacing the addition by Minkowski sums of sets, and obtain in the limit
set-valued functions.
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This extension of subdivision methods from the scalar setting to the set-valued case has application
in the approximate reconstruction of 3-D bodies from nite collections of their parallel cross-sections.
The class of subdivision methods considered here consists of methods which generate spline
functions in the scalar setting. These methods have shape-preserving properties and approximation
properties in the set-valued case, similar to those in the scalar case.
The proof of the shape-preserving properties of the limit set-valued functions relies on the subdivision
technique. Yet the limit multifunction (set-valued function) has a simple explicit form in terms of the
initial sets and integer shifts of B-splines, and there is no need to compute it recursively. This explicit
form also yields the smoothness and the approximation properties of the limit set-valued function.
Among the spline subdivision schemes, there is a scheme which generates in the limit piecewise
linear interpolants the given data of sets. In [11] piecewise linear approximation to convex set-valued
functions is studied. This approximation consists of a piecewise linear interpolant to samples of a
multifunction, with addition replaced by Minikowski sums. Thus, one can regard the present paper
as an extension of Vitale [11].
The mathematical tools used for analysing set-valued functions include the support function tech-
nique for describing convex compact sets (see, e.g., [10]) and methods of embedding the cone of
convex compact subsets of Rn in a linear normed space, with addition dened as the Minkowski
sum of sets [2,7{9]. In any such linear normed space, we introduce a partial order generated by the
set inclusion order in the cone of convex compact sets. Thus, a multifunction with convex com-
pact images from R to Rn is considered as an abstract function with values in a partially ordered
normed linear space. Monotonicity and convexity of such abstract functions are easily expressed by
the positivity of their rst and second nite dierences.
The paper is organised as follows. In Section 2 basic facts about convex compact sets, their
support functions and their embedding in a normed linear space with a partial order, are presented.
Section 3 presents a simple example of a shape-preserving set-valued subdivision scheme. The main
results about spline subdivision methods applied to convex compact sets are derived in Section 4.
The explicit form of the limit multivalued spline function is obtained together with its approximation
and shape-preserving properties.
2. Preliminaries
Denote by C(Rn) the cone of nonempty convex compact subsets of Rn: Recall the denitions of
Minkowski sum and multiplication by scalars of sets A; B2C(Rn):
A+ B= fa+ b j a2A; b2Bg; A= fa j a2Ag:
Since the technique of support functions is central to this text, we recall the denition and the
basic properties of these functions (see, e.g., [7,10]). For a set A2C(Rn) its support function
(A; ) :Rn ! R is dened as follows:
(A; l) = max
a2A
hl; ai; l2Rn;
where h; i is the Euclidean inner product. Note that for any xed l2Rn; (A; l) is nite.
The following properties of  are well known [10].
1. (A; l) = (A; l); >0:
2. (A; l1 + l2)6(A; l1) + (A; l2):
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3. (A; ) is Lipschitz continuous with a constant jjAjj=maxa2A jjajj; where jj  jj is the Euclidean
norm, namely j(A; l1)− (A; l2)j6jjAjjjjl1 − l2jj, for l1; l2 2Rn.
4. A scalar function  :Rn ! R is a support function of a convex compact set i it satises 1; 2
(see, e.g., [10, Theorem 13:2 and its corollaries]).
5. (A+ B; ) = (A; ) + (B; ):
6. (A; ) = (A; ); >0;
7. AB, (A; l)6(B; l) for each l2Rn:
8. The Hausdor distance between two sets A; B2C(Rn) is given, in terms of the support functions
of these two sets, by
haus(A; B) = max
l2Sn−1
j(A; l)− (B; l)j;
where Sn−1 is the unit sphere in Rn:
Note that by 1 and 2; (A; ) is positively homogeneous and convex. Also, functions satisfying 1
and 2 are called sublinear. As we noted in 3 (see, e.g., [10]), sublinear functions dened on all Rn
are Lipschitz continuous. The next proposition will be used in what follows.
Proposition 2.1. Let A1; A2; B1; B2 2C(Rn) and A1B1: Then the equality A1 +B2 =A2 +B1 implies
A2B2:
Proof. The proof follows from properties 5 and 7:
A1 + B2 = A2 + B1 , (A1; ) + (B2; ) = (A2; ) + (B1; ):
From A1B1 follows (A1; )>(B1; ): This, combined with the above equality implies (B2; )6
(A2; )) B2A2:
There are various ways to construct a linear normed vector space D(Rn) relative to the Minkowski
sum, in which the cone C(Rn) is embedded by an embedding J :C(Rn)! D(Rn) with the following
properties (see, e.g., [7{9]):
(i) J (A+ B) = J (A) + J (B):
(ii) J (A) = J (A); >0:
(iii) J (A) = J (B), A= B:
A stronger property is
(iv) jjJ (A)− J (B)jj= haus(A; B).
These properties imply J (f0g) = , where  is the zero element of D(Rn).
A simple embedding is J (A) = (A; ). It is easy to check, using the above-stated properties of
support functions, that this embedding has the required four properties.
Having an embedding of the cone C(Rn) into a linear normed vector space D(Rn), we can
introduce a partial order in D(Rn) and therefore in C(Rn). For that, we dene the following cone
in D(Rn):
K= fC 2D(Rn) jC = J (A)− J (B); A; B2C(Rn); ABg: (1)
The cone K determines the following partial order in D(Rn):
for A; B2D(Rn) A6B, B− A2K: (2)
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Remark 2.2. Here are some observations regarding the partial order introduced above.
1. By (i) and (ii) K is a convex cone.
2. Note that (1) does not depend on the choice of the sets A and B in the following sense: if
C= J (A1)− J (B1)= J (A2)− J (B2); where A1B1; then by (i) and (iii) we get A1 +B2 =A2 +B1
and by Proposition 2.1 A2B2:
3. By the previous observation, the order dened in D(Rn) by (2) induces the regular inclusion
order in C(Rn); namely for A; B2C(Rn)
AB, J (A)6J (B):
Thus we denote for A; B2C(Rn) A6B i AB.
4. Our denition of the positive coneK in D(Rn) coincides with the positive cone in some concrete
linear spaces in which C(Rn) is embedded, like the space of the pairs of convex compact sets
and the space of dierences of support functions (see, e.g., [8]).
Remark 2.3. It follows from the facts that K is a cone and D(Rn) is a linear space that for A6B
(a) −A>− B;
(b) A+ C6B+ C for every C 2D(Rn);
(c) If C6D, then A+ C6B+ D for ; >0:
The previous remark justies the notions of positive and negative elements of D(Rn). The element
A2D(Rn) is called nonnegative when 6A; i.e., A2K: If A>; A 6= ; then A is called positive.
The element B2D(Rn) is called nonpositive if −B is nonnegative and B is negative when −B is
positive.
We will call a convex compact set A nonnegative when J (A)>, i.e., 02A: A is positive i 02A
and A 6= f0g.
We are interested in this work in set-valued mappings from R to C(Rn) (called also multimaps
or multifunctions), and in particular in multimaps of the form
F(t) =
NX
i=1
Aifi(t); (3)
where Ai 2C(Rn); fi :R 7! R; fi(t)>0 for all t 2R. Let S be the cone of maps of form (3). We
say that F 2S is Ck if in (3) fi 2Ck for i = 1; : : : ; N .
Denition 2.4. A mapping F :R! D(Rn) is called
(A) monotone increasing if t16t2 implies F(t1)6F(t2) (i.e., F(t2)− F(t1)2K),
(B) monotone decreasing if F(−t) is monotone increasing,
(C) convex if
F(t1 + (1− )t2)>F(t1) + (1− )F(t2) for each 2 [0; 1]; t1; t2 2R; (4)
(D) concave if (4) holds with an opposite inequality.
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Denition 2.5. Dene for a given function F :R ! D(Rn) the kth forward nite dierence at the
point t with a step h> 0
khF(t) =
kX
j=0
(−1)k−j

k
j

F(t + jh):
For a sequence fFigi we dene
(kF)i =
kX
j=0
(−1)k−j

k
j

Fi+j:
In case 1F is nonnegative for all t; h> 0 (i), the function (sequence) is monotone increasing. If
2F is nonpositive for all t; h> 0 (i), the function (sequence) is called convex.
Remark 2.6. For simplicity, we sometimes identify the set A2C(Rn) with its embedded image J (A)
and for sets A; B2C(Rn) we denote by A−B the dierence J (A)−J (B). Geometrically, a monotone
increasing set-valued map F :R! C(Rn) has a growing image as the argument t increases. Formally,
F is monotone when for a given h> 0 the rst dierence 1h(t) = F(t + h)− F(t) is of a constant
sign. Similarly, the convexity means that the second dierence
2hF(t) = F(t) + F(t + 2h)− 2F(t + h)
is nonpositive (i.e., F(t)+F(t+2h) 2F(t+h)). Inequality (4) is opposite to the common denition
of convex scalar functions. We choose it this way in order to ensure the convexity of the graph of
F . Clearly, in the case of a convex map F :R! C(Rn)
F(t1 + (1− )t2) F(t1) + (1− )F(t2) for each 2 [0; 1]; t1; t2 2R
which means that the graph of F is a convex set in Rn+1: The last inclusion and property 7 of
support functions imply that for each given direction l the support function (F(); l) of the convex
multimap F is a concave scalar function.
3. Chaikin subdivision scheme for convex compact sets
Let F0i ; i = 0; : : : ; N; be convex compact sets in Rn: We seek a set-valued function in S which
has a similar structure to the piecewise linear multifunction F :R! Rn dened by
F(i + ) = (1− )F0i + F0i+1; 0661; i = 0; 1; : : : ; N − 1;
but is smoother in the sense of (3). Note that every piecewise linear multifunction is in S and
is C0.
Consider the following iterative procedure of reconstructing F; known as Chaikin algorithm when
applied to scalar functions [5,6]. At level k + 1; k>0 of the procedure we calculate for i =
0; : : : ; 2k(N − 1) the sets
Fk+12i =
1
4F
k
i+1 +
3
4F
k
i ; (5)
Fk+12i+1 =
3
4F
k
i+1 +
1
4F
k
i : (6)
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Owing to the positivity of the coecients, we obtain convex compact sets at each stage of the
process. Moreover, since the coecients form a convex combination, the scheme has two noticeable
properties:
1. It preserves monotonicity, i.e.,
If for all i Fki−1Fki ; then Fk+12i−1Fk+12i Fk+12i+1 for all i:
This follows directly from the equalities
Fk+12i − Fk+12i−1 = 14(Fki+1 − Fki−1); Fk+12i+1 − Fk+12i = 12(Fki+1 − Fki ) (7)
which means that the rst nite dierences remain in K at each stage of the process if they are
in K for k = 0:
2. It preserves convexity, namely the second dierences remain in K at each iteration if they are
in it for k = 0, since
Fk+12i + F
k+1
2i+2 − 2Fk+12i+1 = 14(Fki + Fki+2 − 2Fki+1);
Fk+12i−1 + F
k+1
2i+1 − 2Fk+12i = 14(Fki−1 + Fki+1 − 2Fki ):
At the kth iteration (k>1) we construct a piecewise linear multimap Fk : [0; N − 1+ 2−k]! C(Rn)
satisfying
Fk(t) =
tki − t
tki − tki−1
Fki−1 +
t − tki−1
tki − tki−1
Fki ; t
k
i−16t6t
k
i :
Lemma 3.1. The sequence of set-valued functions fFk(t)g1k=1 converges (uniformly in the interval
[0; N − 1]) to a Lipschitz continuous multifunction F1(t) with convex values.
Proof. Denote the support functions ki (l) = 
(Fki ; l) and 
k(l; t) = (Fk(t); l): Then by (5), (6)
and properties 5; 6 of support functions it follows that for each xed direction l2Rn;
k+12i (l) =
1
4
k
i+1(l) +
3
4
k
i (l);
k+12i+1(l) =
3
4
k
i+1(l) +
1
4
k
i (l):
It means that for each given l the Chaikin subdivision procedure is realised on the scalar values
ki (l). Hence by the well-known convergence of the Chaikin algorithm for scalar subdivision (see,
e.g., [6]) for each xed l2Rn there exists a limit function
1(l; t) = lim
k!1
k(l; t):
In the following, we prove that 1(l; t) is Lipschitz continuous in l and t.
Let us x a point t 2 [0; N − 1]: By properties 1 and 2 of the support functions k(; t), it follows
that the limit function 1(; t) satises 1 and 2. Moreover, since the initial sets F0i ; i= 0; : : : ; N are
uniformly bounded, then by (5), (6) Fki ; i = 0; : : : ; 2
k(N − 1) + 1 and Fk(t) are uniformly bounded
by the same constant. Hence, by property 3 the functions k(; t) are Lipschitz continuous with
an absolute constant, independent of t and k, and therefore the limit function 1(; t) is Lipschitz
continuous with the same constant and the convergence is uniform with respect to l.
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Moreover, properties 1 and 2 characterizing each support function hold for the limit function
1(; t) for xed t: Therefore, by 4 1(; t) is the support function of a convex compact set which
is denoted by F1(t): That F1(t) = limk!1 Fk(t) can be concluded from
haus(F1(t); Fk(t)) = max
l2S1
j1(l; t)− k(l; t)j ! 0 as k !1:
To see that this convergence is uniform for t 2 [0; N −1], we observe by (7) and by property (iv)
of J that
haus(Fki ; F
k
i−1)62
−k max
06j6N−1
haus(F0j+1; F
0
j ):
This means that the Lipschitz constants of the piecewise linear maps Fk(t), and therefore of F1(t),
(or of the functions k(l; ); 1(l; )) do not exceed the constant max16i6N haus(F0i ; F0i−1): Hence
k(l; ) and Fk() are uniformly Lipschitz continuous with the same constant in the interval [0; N−1]
and converge uniformly to 1(l; ) and F1(), respectively, on this interval.
The shape-preserving properties of F1(t) and its smoothness follow from the analysis of more
general schemes, done in the next section.
4. A class of shape-preserving subdivision schemes
Let the initial sequence F0i ; i=0; : : : ; N of convex compact sets in Rn be given. For convenience
we dene F0i = f0g for i2Znf0; 1; : : : ; Ng. Consider a nitely supported subdivision scheme given
by
Fk+1i =
X
j2Z
a[m]i−2jF
k
j ; i2Z; k = 0; 1; 2; : : : (8)
with the spline weights a[m]i =

m+1
i

=2m; i = 0; 1; : : : ; m+ 1 and a[m]i = 0 for i2Znf0; 1; : : : ; m+ 1g:
Note that Chaikin algorithm is the special case m= 2.
Scheme (8) when applied to scalar values ff0i gi, is uniformly convergent and its limit function
f1() is of the form (see, e.g., [6])
f1(t) =
X
i2Z
f0i Bm(t − i); (9)
where the function Bm() is a B-spline of degree m, with integer knots and support [0; m+1]: In the
following, we obtain a set-valued analog of (9).
As in the previous section, at the kth iteration (k>1) we construct a piecewise linear multimap
Fk :R! C(Rn) satisfying Fk(tki ) = Fki for tki = 2−k i:
Let the generating function of the sequence fa[m]i gi be
a[m](z) =
m+1X
i=0
a[m]i z
i:
Then a[m]() has the form
a[m](z) =
(1 + z)m+1
2m
:
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Clearly, the coecients a[m]i are nonnegative numbers and satisfyX
i2Z
a[m]2i = 1;
X
i2Z
a[m]2i+1 = 1: (10)
Denote the dierences Gki = J (F
k
i )− J (Fki−1); i>1; k>0: Note that Gki 2D(Rn).
It is easy to show as in the case of scalar functions (see, e.g., [6]) that
Proposition 4.1. The dierences Gki satisfy
Gk+1i =
X
j
b[m]i−2jG
k
j ; i2Z; k = 0; 1; : : : ; (11)
where the generating function b[m]() of the sequence fb[m]i gi is
b[m](z) =
X
i2Z
b[m]i z
i =
a[m](z)
1 + z
=
(1 + z)m
2m
: (12)
It is clear from the last proposition that the coecients b[m]i are nonnegative and
[m=2]X
i=0
b[m]2i =
[m=2]X
i=0
b[m]2i+1 =
1
2
: (13)
This means that if the initial sets fF0i gNi=0 form a monotone increasing sequence (i.e., the dierences
G0i ; i=1; : : : ; N; are in the cone K, then the dierences G
k
i ; i=1; : : : ; N; remain in this cone at each
stage of the subdivision process (11), i.e., for each k the sequence fFki gi is monotone increasing.
By the same reasoning the second dierences Hki = G
k
i − Gki−1 can be obtained by a subdivision
scheme with a generating function
c[m](z) =
b[m](z)
1 + z
=
(1 + z)m−1
2m
: (14)
Since c[m](z) has nonnegative coecients, the second dierences remain in K at each iteration k,
provided they are in K for k = 0. Therefore scheme (8) is shape preserving.
By the above argumentation it is easy to conclude that the subdivision schemes (8) preserve the
sign of the dierences Fk of order ; 166m; i.e., (Fk)i belongs to K, provided (F0)i 2K
for all i.
Thus we have proved the following.
Proposition 4.2. The subdivision scheme (8) is monotonicity and convexity preserving; i.e.;
Fkj Fkj+1 for all j ) Fk+1i Fk+1i+1 for all i; (15)
Fkj−1 + F
k
j+1 2Fkj for all j ) Fk+1i−1 + Fk+1i+1  2Fk+1i + Fk+1i+1 for all i: (16)
Theorem 4.3. The set-valued mappings fFk()g1k=1 converge uniformly on R to a spline multimap
F1() with convex images of the form
F1(t) =
X
i2Z
F0i Bm(t − i) for each t 2R: (17)
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Proof. Fix a direction l2Rn and denote ki (l) = (Fki ; l), k(l; t) = (Fk(t); l). Then (8) implies
k+1i (l) =
X
j2Z
a[m]i−2j
k
j (l);
hence by (9) for each l
1(l; t) =
X
i2Z
0i (l)Bm(t − i):
Since the last sum is nite for any t, and since the coecients Bm(t− i) are nonnegative, it follows
that for xed t the scalar function 1(; t) is a support function of the set
F1(t) =
X
i2Z
F0i Bm(t − i): (18)
The fact that F1(t) = limk!1 Fk(t) can be proved by the same argumentation as in the proof of
Lemma 3.1 with (7) replaced by (11) and (13).
The next corollary follows from the fact that Bm 2Cm−1.
Corollary 4.4. F1 2S and F1 2Cm−1.
For m = 1, F1 is piecewise linear multifunction interpolating fF0i gi ; i.e., satisfying F1(i) =
F0i ; F
1(t) = (t − i)F0i+1 + (i + 1− t)F0i for i6t6i + 1; i2Z.
For m=2 (the Chaikin scheme), F1 2C1 and it is piecewise quadratic in the sense that for each
xed l the support function (l; ) is a linear combination of quadratic B-splines.
The following shape-preserving properties of F1 follow from Proposition 4.2 and the discussion
above it.
Corollary 4.5. Let fF0i gNi=1 be an initial sequence of compact convex sets.
(a) If the initial sequence fF0i gNi=1 is monotone increasing; i.e.; F0i F0i+1; i = 1; : : : ; N − 1; then
the map F1(t) is monotone increasing in the sense of Remark 2:6.
(b) If the initial sequence is convex; i.e.; F0i + F
0
i+2 2F0i+1; i= 0; : : : ; N − 2; then the map F1(t)
has a convex graph.
Proof. (a) With the notations of the previous theorem, it follows from (15) that for every l2Rn
ki (l)6
k
i+1(l):
Since a piecewise linear interpolating scalar function of monotone data is itself monotone, it follows
that for each l2Rn,
k(l; t + h)>k(l; t)
for every t and h> 0. The last inequality implies
Fk(t + h)Fk(t)
142 N. Dyn, E. Farkhi / Journal of Computational and Applied Mathematics 119 (2000) 133{144
for all t and h> 0. Therefore, the set-valued map Fk() is monotone increasing. The last conclusion
holds also for the limit F1(t) = limk!1 Fk(t).
The proof of (b) is similar, based on (16) and the fact that a scalar piecewise linear interpolant
of convex (concave) data is convex (concave). Note that in this case the set-valued functions are
convex, but their support functions are concave for each xed direction l (see Remark 2.6).
The limit multimaps generated by the above subdivision processes approximate smooth multimaps
in S with the same approximation order as the limit functions generated by the corresponding scalar
schemes approximate smooth scalar functions.
Proposition 4.6. Let F 2S\Cr with r > 0. Then
haus
0
@F(t);X
j2Z
F(jh)Bm

t
h
− j
1A6chs;
where s=minfr; 2g and the constant c depends only on F .
Proof. Let F(t) =
P
i2I Aifi(t), where I is a nite subset of Z, and fi 2Cr . Denote ~fi(t)
=
P
j2Z fi(jh)Bm(t=h − j). Then by a well-known approximation result for scalar functions (see,
e.g., [3]), we obtain
jjfi − ~fijj16cihs
with the constant ci depending only on fi. Let ~F(t) =
P
i2I Ai ~fi(t), then
~F(t) =
X
j2Z
Bm

t
h
− j

F(jh):
Hence, for each t,
haus(F(t); ~F(t)) =

J
 X
i2I
Aifi(t)
!
− J
 X
i2I
Ai ~fi(t)
!
6
X
i2I
jjAijjjjfi − ~fijj16chs; (19)
where we used property (iv) of the embedding J .
For general multimaps (not from S) which are Hausdor continuous, we get a weaker approxi-
mation result.
Proposition 4.7. Let F be a general multimap with values in C(Rn) which is Hausdor continuous;
then
haus
0
@F(t);X
j2Z
F(jh)Bm

t
h
− j
1A= o(1):
Proof. For a xed t there is only a nite number of terms in
P
j2Z F(jh)Bm(t=h − j): Now sinceP
j2Z Bm(t=h− j) = 1; we can write F(t) =
P
j2Z F(t)Bm(t=h− j). Using an argument similar to (19)
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and by the fact that F is continuous, we obtain
haus
0
@F(t);X
j2Z
F(jh)Bm

t
h
− j
1A=


X
j2(t=h−m; t=h) \ Z
(J (F(t))− J (F(jh)))Bm

t
h
− j


=o(1):
If we assume enough smoothness on the support functions of the sets F(t) for all t, we get a
similar result to that of Proposition 4.6.
Proposition 4.8. Let F be a multimap dened on R with values in C(Rn) such that the t-dependent
support function (F(); l) has a second derivative in t uniformly bounded in t and in l2 Sn−1.
Then
haus
0
@F(t);X
j2Z
F(jh)Bm

t
h
− j
1A=O(h2):
Proof. Let us denote the spline multifunction
ShmF(t) =
X
j2Z
F(jh)Bm

t
h
− j

=
X
j2(t=h−m; t=h) \ Z
F(jh)Bm

t
h
− j

:
Then
haus(F(t); ShmF(t)) = jj(F(t); )− (ShmF(t); )jj1; Sn−1 :
Denote for any l2Rn; l(t) = (t; l) = (F(t); l). For scalar functions it is known that
jf(t)− Shmf(t)j6
1
2
sup
t
d
2f(t)
dt2
 h2: (20)
Set f(t) = l(t). Since Shm
(F(); l) = (ShmF(); l), we get
j(F(t); l)− (ShmF(t); l)j6
1
2

 d
2
dt2
l()


1
h2:
Now, by our assumptions supl2Sn−1 jj(d2=dt2)l()jj16L, and we obtain for every t
jj(F(t); )− (ShmF(t); )jj1; Sn−16 12Lh2:
Note that if F is dened in the nite interval [0; N ], then the estimate near the boundary of the
interval is O(h). This follows from the corresponding result in the scalar case.
Before concluding the paper, we state a conjecture that was inspired by the famous theorem of
Aumann [1] stating that the integral of a compact-valued multimap is a convex set. Since the Riemann
integral is the limit of Riemann sums, which are in essence averages with positive weights, we expect
that the repeated application of (8) with the spline weights generates in the limit a convex-valued
multifunction, even when the initial sets are compact but not convex.
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Conjecture. Any of the subdivision methods (8) with m>1 applied to initial compact sets; fF0j g;
generates as a limit a convex-valued multifunction; given by
F1(t) =
X
j2Z
coF0j Bm(t − j);
where coA denotes the convex hull of A.
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