In this paper, we consider stable factorized quasi-Newton methods for solving nonlinear least-squares problems. Based on the QR decomposition of the Jacobian of the residual function, updating a rectangular correction matrix to the Jacobian is changed to updating a square matrix of lower order. A new class of factorized quasi-Newton methods is proposed. It is proved that this type of methods possesses locally superlinear convergence property under mild conditions. Numerical results compared with the original algorithms are presented.
Introduction
This paper deals with methods for ÿnding a local solution, x * ∈ R n say, of the nonlinear least-squares problem min f(x) = 1 2
where r(x) = (r 1 (x); r 2 (x); : : : ; r m (x)) T ; r i : R n → R; i = 1; 2; : : : ; m (m ¿ n) are assumed to be twice continuously di erentiable. Nonlinear least-squares problem is a kind of important optimization problem with special structure appearing in many aspects, such as scientiÿc experiments, maximum 
where A(x) ∈ R m×n is the Jacobian of the vector-valued function r(x). Numerical methods that exploit the special structure of (1) are available (see [1, 4, 6, [11] [12] [13] [14] [15] [16] ). In this paper we consider a class of stable factorized quasi-Newton methods that is motivated by the works of [13, 15, 16] . Let x k be a current estimate of the local minimizer x * . Then the next estimate by the methods in [13, 15, 16] is given by
where k is a step length and d k is a search direction that is obtained by solving the system of equations
where A k = A(x k ); g k = g(x k ); and
is a positive-deÿnite approximation to the Hessian G(x k ). The term L k is a correction matrix to the Jacobian A k such that B k = (A k +L k ) T (A k +L k ) satisÿes the quasi-Newton equation where s k−1 = x k − x k−1 ; y k−1 = g k − g k−1 , and B k is expected to be a better approximation to the Hessian than the Gauss-Newton matrix A T k A k . One advantage of the approximation B k in this form is that its positive deÿniteness is guaranteed if the factor A k + L k is of full rank, while other structured quasi-Newton updates (see [4] ) may not maintain the positive deÿniteness of the matrix B k . Di erent updating formulae for the matrix L k have been suggested in [15, 16, 13] . Numerical reports show that this type of structured quasi-Newton method is e ective and reliable.
In this paper, we present a new approach to updating the matrix L k so that the practical implementation of these methods can be further improved. The basic idea is to use the QR decomposition of the Jacobian; rather than the full rectangular correction matrix L k , a square correction matrix of lower order is updated. In Section 2, we present the new factorized quasi-Newton updates such that the resulting matrices B k are in a class of updates similar to the Broyden class of updates. The local convergence property and the superlinear convergence rate of the resulting factorized quasi-Newton methods are analyzed in Section 3. Numerical results are reported in Section 4.
Throughout the paper, · denotes the 2-norm for vectors or the induced norm for matrices, · F denotes the Frobenius norm of a matrix, and · W; F is the weighted Frobenius norm A W; F = W T AW F , where W is a positive-deÿnite matrix. It follows from the equivalence of norms in ÿnite-dimensional spaces that there are constants Á ¿ ¿0 such that
2. New version of factorized updating formulae
be a QR decomposition of the Jacobian A k+1 ; where Q k+1 is an orthogonal matrix of order m, and R k+1 is an m × n matrix having an n × n upper triangular matrixR k+1 and m − n zero rows. Then instead of a full rectangular correction matrix L k+1 to A k+1 , we may consider L k+1 of the form Q k+1 (L k+1 0 ), whereL k+1 is an n × n matrix. The quasi-Newton equation for B k+1 therefore becomes
In this case, the work of updating an m × n matrix is replaced by the work of updating an n × n matrix. When m n; it is an advantage in the sense that a great saving in computational cost and storage locations can be obtained. By using an argument similar to that used in [13] , a special class of matricesL k+1 that satisÿes Eq. (5) is obtained:
whereL k is a correction matrix toR k ;
and 1 ; 2 ; 3 ; 4 are four parameters satisfying 
We call (12) and (13) BFGS-like and DFP-like updates because they are the same as the traditional BFGS and DFP updates except that the matrix 
which corresponds to the matrix B BFGS k+1 in (12) . Similarly, if we set
then we get a factorized DFP-like updatẽ
which corresponds to the matrix B DFP k+1 in (13) . We call (6) a factorized Broyden-like family of updates, and the convex class when | 4 | 6 1. In what follows, we restrict ourselves to the factorized convex Broyden-like class.
It is important to note that in practical calculations, we only need to update L # k =R k+1 +L k to obtain the matrixR k+1 +L k+1 , instead of forming the whole matrix B k+1 . The reason why we give here the form of the matrix B k+1 is to demonstrate that the resulting matrix B k+1 is almost the same as the traditional quasi-Newton updates. Another point that should be noted is that when the updating formula (6) is applied to an algorithm, sizing strategy is usually required to force the matrixL k to converge to zero for zero residual problems. Among various sizing strategies, we prefer the sizing factor
where r k+1 = r(x k+1 ), r k = r(x k ), because it is simple and it works well in practical applications. It is noted that this sizing factor is a slight modiÿcation of the one proposed by Bartholomew-Biggs [3] , who used ÿ k = r T k+1 r k =r T k r k .
Local convergence analysis
The stable factorized quasi-Newton methods are implemented in the line search framework. In this section, however, we are concerned with the local convergence property of the method with a unit step length. That is, we assume that the sequence {x k } is generated by
Under assumptions (A1) -(A3) below, it is proved that the method is locally convergent and the convergence rate is superlinear, which are possessed by the original factorized quasi-Newton methods in which
The following assumptions (A1) and (A2) are commonly used for the nonlinear least-squares problem (1).
(A1) The Jacobian A(x) and the Hessian G(x) are locally Lipschitz continuous at the local solution x * of problem (1), that is, there exist a neighborhood N(x * ; ) of x * and constants A ¿0,
where
It is easily veriÿed from (19) of (A1) that
We also have from (20) of (A2) that
Let
be an orthogonal operator and
be an operator such that for all A ∈ N(A * ; )
,R is an upper triangular matrix}. We make the following assumption regarding the operatorR.
(A3) The operatorR is locally Lipschitz continuous at A * , that is, there exists a constant R ¿0 such that
From assumptions (A1) -(A3), there exists a neighborhood, N(x * ; 1 ) of x * , where 0¡ 1 6 min{ ; = A }, and constants 1 ¿0, 2 ¿0 such that
Then for any x k , x k+1 ∈ N(x * ; 1 ), x k = x k+1 , we have
The following lemma is fundamental for our convergence results.
Lemma 3.1. Suppose that assumptions (A1)-(A3) are satisÿed; and let Â ∈ (0; 1). There exist 0¡ (Â) 6 1 and (Â)¿0 such that if the point x k and the matrixL k satisfy
then the next iterate generated by (16)-(17) is well-deÿned; and
where W = G(x * ) −1=2 . Furthermore; for g k = 0; the matrixL k+1 given by (6)-(10) with | 4 | 6 1 is also well-deÿned; and it satisÿes
where is some positive constant.
Proof. For the given Â and any ! ∈ (0; 1), let (Â) and (Â) be small enough so that
where 3 is a positive constant deÿned by (38).
Suppose that x k andL k satisfy (27) and (28), respectively. Note ÿrst that we have from (31)
Also using (4) and (28), we have
Thus it follows from the perturbation lemma that WB k W , and hence also B k , is nonsingular, and
which together with (22) implies
Since B k is nonsingular, the next iterate deÿned by (16) - (17) is well-deÿned. Using g * = g(x * ) = 0, (21), (22), (34) and (31), we have
Since x k ; x k+1 ∈ N(x * ; 1 ), it follows from (24) that
Since 2Á (Â)¡ 1 = 2 (see (33)), it holds that
so that, by B k = L k +R k 2 and (37), we have
For the term R k+1 −R k , we have from (18), (23) and (36)
Substituting this into (39) yields
Therefore, by (35) and (32),
Then from the perturbation lemma, B # k is nonsingular, and B
Also, it follows from (38), (40) and (32) that
Note that L # k is also nonsingular and that s k = 0 for g k = 0. This together with (26) implies thatL k+1 is well-deÿned. Let updt(B # k ; s k ; y k ) denote B k+1 generated by (11) , and set B k+1 = updt(B # k ; s k ; s k ). By the same argument used in [8] , we can obtain
Note that from (4), (22) and (40), we have
Using (43) -(45), we have
where ¿0 is a constant independent of Â, and is large enough so that O(
Based on Lemma 3.1, we present the local convergence result for the method. 
also holds. Then for any initial point x 1 and initial matrixL 1 satisfying
the sequence {x k } generated by (16)-(17) with updates from the factorized convex Broyden-like class (6) is well-deÿned and linearly convergent to x * ; that is; Proof. Following Lemma 3.1, we only need to show that (27) and (28) hold at each iteration. This can be done by induction. Inequalities (27) and (28) hold for k = 1 by the assumptions of the theorem. Now assume that (27) and (28) holds for k = 2; 3; : : : ; l. We prove that (27) and (28) hold for k = l + 1. By Lemma 3.1, (27) obviously holds because of Â¡1 in (29). From the inductive assumption, (29) and (30), we have for k = 1; 2; : : : ; l
Then summing both hand sides from k = 1 to l and using (46), we have
The inductive proof is completed. Inequality (29) shows that the sequence {x k } is linearly convergent at a rate Â, and (35), (38), (41) (17) with updates from the factorized convex Broyden-like class (6) converges q-superlinearly to x * ; that is;
Numerical experiments and conclusions
In this section, we ÿrst present some issues about the practical implementation of the proposed methods and some numerical results. We then give a brief analysis of the computational cost per iteration of the proposed factorized quasi-Newton methods versus the original ones. In the implementation of these methods, an m × n initial matrix L 1 for methods SF-BFGS and SF-Broyden, and an n × n initial matrixL 1 for methods QR-BFGS and QR-Broyden are all set to zero. The sizing factor ÿ k deÿned by (15) is used to size the correction matrix L k orL k before updating it in each of these methods so that
k can converge to zero for zero residual problems.
For the ÿrst two methods, the search direction d k is obtained by solving the system of Eq. (3). This includes three steps. At the ÿrst step, L k is computed from the full rectangular matrix L k−1 by the updating formula (6) 
(for details, see [13] ). Then the QR decomposition of A k + L k is computed. At the last step, the system of Eq. (3) is solved to ÿnd the search direction d k by one forward substitution and one backward substitution. It should be noted that since the matrix A k + L k−1 may be rank deÿcient, thus the ÿrst two methods may fail though this did not occur in our experiments.
On the other hand, for the last two methods, the search direction d k is generated as the solution of the system of Eq. (16) by one forward substitution and one backward substitution after the upper triangular matrixR k +L k is directly obtained by updating the upper triangular matrixR k +L k−1 using a technique for the QR decomposition of a matrix following a rank-one change in [7] . It is noted that when the formula (6) is applied directly toL k−1 to getL k , the matrixL k is generally not in upper triangular form even ifL k−1 is so, because the updating formula (6) usually generates a dense matrix other than a special structure matrix. However, there exists a practical technique for keeping the sequence {L k } in upper triangular form by slightly modifying (6) as shown below. This technique has two merits. The ÿrst merit is that the arithmetic operations per iteration can be reduced in comparison with the ÿrst two methods when m n. The second merit is that the rank of the matrixR k +L k−1 can be easily monitored, thus the new methods are stable. Now let us show how to keep the sequence {L k } in upper triangular form. Assume ÿrst thatL k is upper triangular. SinceR k+1 is an upper triangular matrix obtained from the QR decomposition of A k+1 , the matrix L # k =R k+1 +L k is also an upper triangular matrix. From the updating formula (6), we havẽ
If we let
then we can write (47) as
which is a rank-two modiÿcation (and, in particular, a rank-one modiÿcation for the factorized BFGS-like update (14) because of 2 = 0). LetL Old k+1 denote the matrixL k+1 generated directly by formula (6) . Then clearlyL k+1 in (48) 
so thatL New k+1 also satisÿes the quasi-Newton equation (5) . Thus the matrixL New k+1 serves as theL Old k+1 . LetL 1 be chosen as an initial upper triangular matrix. Among such choices, the simplest one is L 1 = 0, as is used in our numerical experiments. Then the above argument allows us to keep the sequence {L New k+1 } in upper triangular form. We conclude this paragraph by pointing out that the local convergence analysis presented in Section 3 is not at all a ected by the above treatment, because both the 2-and Frobenius norms on matrices are unitarily invariant.
After the search direction d k is obtained, the inexact line search method of [2] with the strong Wolfe conditions
is used to determine the step length k for all the four methods. The parameter values = 0:01 and = 0:9 are used. The iteration is terminated when
3) The maximum number of iteration 100 is attained.
Experiments on 25 commonly used standard test problems in nonlinear least-squares literature are carried out. The problem number, name, source and some other related data are listed in Table 1 . Regarding the function forms, the Signomial problems were generated by the subroutine provided by Al-Baali and Fletcher [1] . Other problems can be found in [9] or [10] according to their source numbers. Among these problems, the ÿrst nine are zero residual problems, the middle seven are small residual problems, and the last nine are large residual problems. Experiment results are presented in Table 2 , in which "ITR", "NF" and "NG" represent the number of iterations, function evaluations and gradient evaluations, respectively. Numerical results show that both types of factorized quasi-Newton methods need almost the same numbers of ITR, NF and NG. From this point of view, the new factorized quasi-Newton methods are as e ective as the original ones. On the other hand, as pointed out in the previous analysis, the new methods are more stable than the original ones. Thus from both theoretical analysis and numerical experiments, it is shown that the new ones are e ective and stable.
Before ending this paper, we give a brief analysis of the arithmetic operations needed for these two types of methods to get the upper triangular form from the matrix A k+1 + L k+1 and the matrix R k+1 +L k+1 at each iteration. We discuss only the factorized BFGS-like methods for simplicity. For the original one, A k+1 + L k+1 is formed ÿrst by updating an m × n matrix A k+1 + L k according to the formula (14) withL k and L # k =R k+1 +L k replaced by, respectively, L k and L # k = A k+1 + L k (see [13] ). This work needs about 3mn multiplications=divisions (abbreviated as m=d), which include getting s A k+1 + L k+1 is computed. On the other hand, for the proposed one, the QR decomposition of the m × n matrix A k+1 is computed ÿrst to getR k+1 . This needs the same amount of work as the second step of the original one since A k+1 + L k and A k+1 have the same dimensions. Then the technique for updating the QR decomposition in [7] is applied to formula (48) (as mentioned before, this is a rank-one update in the case of factorized BFGS-like update) to get the upper triangular matrix R k+1 . This work includes two parts. The ÿrst part is to get u1 k and v1 k , and it needs about n 2 m=d. The second part is to implement the QR decomposition of an upper triangular matrix modiÿed by a rank-one matrix. This work needs about 4n 2 m=d, in which 2n − 2 Givens rotations applied to the upper triangular matrix and the upper Hessenberg matrix are the major work (for details, see [7, pp. 437-439] ). So the di erence in arithmetic operations between these two methods is about 3mn − 5n 2 . Thus when m=n¿2, the proposed method will be advantageous than the original one in arithmetic operations at each iteration step. When m n, it will be obvious to get a great saving.
