Consider computing simple eigenvalues of a given compact infinite matrix regarded as operating in the complex Hilbert space 1' by computing the eigenvalues of the truncated finite matrices and taking an obvious limit. In this paper we deal with a special case where the given matrix is compact, complex, and symmetric (but not J",(z) of any real order m. In each case, the problem is reformulated as an eigenvalue problem for a compact complex symmetric tridiagonal matrix operator in 1" whose eigenvalues are all simple. A complete error analysis for the numerical solution by truncation is given, based on the general theorems proved in this paper, where the usefulness of the seldom used generalized Rayleigh quotient is demonstrated.
INTRODUCTION AND SUMMARY
This paper presents part of our investigation into the question of how much of the large existing body of knowledge on the so-called special functions of mathematical physics can be retold, reworked, or reformulated in matrix language so that one might obtain new insight into the special functions or find a new class of algorithms for their computation. The work may also be regarded as an attempt at finding a new significant area of application of matrix theory. Our particular concern in this paper is the theory and application of the eigenvalue problem for compact complex symmetric matrix operators in the usual complex Hilbert space 1' of all square-summable complex sequences.
As concrete examples of application, we will consider the numerical computation of zeros of two functions, namely, J&z) -iJ1(z) and Jm( n) for any real m, where i2 = -1 and J,,,(z) denotes the Bessel function of order m, each problem being reformulated as an eigenvalue problem for an operator of the indicated type. We first recall a few basic facts from the spectral theory of operators [lo, Chapter XIII, In the sequel, the generic symbol 3(X, Y) denotes the Banach space of all bounded linear operators from a Banach space X to a
Banach space Y. We denote B(X, X) simply by B(X). A T E B(X,Y) is
compact if for any bounded sequence {fn> in X, the image sequence {Tfn} in Y has a convergent subsequence.
Given T E B( X), the set of all complex numbers h for which (T -AZ)-' E B(X)
is known as the set p(T) of regular values of T or the resolvent set. Its complement is the spectrum where the S, are defined only for those n large enough to ensure xlf x, z 0.
Note that S depends on A only, since A is simple. Similarly, S, depends on A,, only, for all n such that A,, is simple. Clearly, S and S, are closed subspaces of 1 2, and 1 2 = span{ x} CB S for all n such that A,, is simple. Let projections Q : l2 + S and Q,, : l2 + S, be defined by
The Q,, are well defined for all n such that A, is simple. One may easily verify that Q" = Q, Qf = Q,,, and IlQ,, -Qll + 0. Note further that Q and Q,, behave as identity when restricted to S and S,, respectively.
We then have the following assertions:
(
1) When restricted to S, the matrices A, A -AZ, (A -AZ),' E B(S). (2) For all n such that A,, is simple and when restricted to S,, the matrices A,, A,, -h,Z,( A, -A,Z)i8' E B(S,). (3) ll(A, -hnZ>slQn -(A -hZ&lQll + 0. (4) MA,, -h,Z)%, + ll(A -AZ)-'11s.
Here the symbol (A -AZ),' d enotes, as stated earlier, the bounded inverse of A -AZ restricted to S, and similarly for (A,, -A,, I);"'. Furthermore,
IITllx denotes the operator norm of T whose domain is a subspace X.
The proof of Theorem 1.2 is given in Section 2. Part (4) is particularly useful for our subsequent work. -p,) [l + o(l)] as n -+ 00 holds. The point is that A -Z.L,, may be estimated accurately when one has detailed knowledge on an eigenvector corresponding to the exact eigenvalue A, as is the case in the next theorem, Theorem 1.4.
REMARK. Let
Before stating Theorem 1.4 the following remark is in order. This theorem is the one to be invoked in the later applications. In fact, Theorems 1.6 and 1.9 are a direct consequence of it. For convenience the theorem will be stated in a self-contained form. Under the stated assumptions the following estimate is valid:
The proof is given in Section 4. Before proceeding further to application, we give the following simple lemma on the similarity of two tridiagonal matrices that will be repeatedly where none of the super-and subdiagonal components vanish, are similar if the product of two corresponding super-and subdiagonal components are equal, namely, if ekfk = eif,!, k = 2, . , . , n.
Indeed, one is transformed to another by a similarity transformation by an appropriate diagonal matrix.
As the first example of application of Theorem 1.4, we will consider the where the plus sign in the expression for z is taken for the fourth-quadrant roots and the minus sign for the third-quadrant roots.
It may be noted that for large j one has rj = jdl The proof of Theorem 1.6 is given in Section 6.
The theorem is rather remarkable in that the relative error (zn -Z)/Z is well approximated by a simple closed form such as the one given above. The theorem also shows that the convergence Z, + z is eventually extremely rapid, as the asymptotic expansion J,,(Z) N (z/2)"/n! (n + ~0, z fixed)
indicates [l, p. 365, 9.3.1, or p. 370, 9.5.101. shows that the h,'s are nonzero for all n = 1,2,. . (1.4
REMARK.
For a given n, we compute all eigenvalues of A^, (hence, system at University of Tsukuba. Table 1 gives the first_ 10 roots of Jo(z) -iJr( z) = 0 in the fourth quadrant, computed from A,, with n = nmin, the smallest positive integer n for which the approximate root z, computed from A, has 15 correct significant figures of real and of imaginary parts. Table 2 compares the observed relative error (zn -z>/z with its estimate (5-/2>J,,(~>_/~+ r( z> for the first and second roots .z in the fourth quadrant and n = 4, 8, 12, 16, 20 , and for the fifth root and n = 12,16,20, 24,28. It may be seen from the table that two quantities agree to about one digit except for low values of n, even for the first root, which is quite satisfactory for the practical purpose of estimating the correct number of digits of a given approximate root.
As the second example, we consider computing the roots of J,(z) = 0 for any real order m. Since J_m(z) = (-l>"J,(z) for any integer m [4, p. 87, a Computed from A, with n = nmi,, the smallest positive integer n for which the approximate root z, computed from A,, has 15 correct significant figures of real and of imaginary parts. fO.110 x 10-r' -0.409 x lo-l2 +0.120 X lo-" -0.436 X lo-" a n = 4, 8, 12, 16, 20 for the first and second roots, and n = 12,16,20,24,28 for the fifth root. (For the value of z we take the value of zP for a sufficiently large p, which is computed at least several digits more accurately than z, for the entire range of n under consideration.) [m] = 7 being odd. For th en numerical values correct to 15 digits, see Table   3 following Theorem 1.9.
Our next theorem, when combined with the last theorem, guarantees that the matrix A under consideration is of the same type as the matrix operator, also called A, in the hypothesis (H). of as For the actual numerical procedure based on the last theorem, we only consider the case m < -1, since the case m > -1 has been discussed in [9] . Let A, denote the n x n principal submatrix of A (n = 1,2,. . . >. For m < -2, let A^,, denote the n X n real matrix obtained from A, by replacing the f, on the superdiagonal by 1 fP 1 and the_ fP on the subdiagonal with -1 fPl, where we take n > p. The matrices A, and* A,, are similar.
Hence, the eigenvalues of A, are the same as those of A,,. Therefore the problem of computing all eigenvalues of any given principal submatrix of A may be reduced to that of computing all eigenvahies of a real matrix. For the special case -2 < m < -1, the definition of A,, obviously does not apply, and we deal directly with A,, which is real symmetric, as noted before.
The rest of the numerical procedure for computing the zeros of Jm(z> is exactly parallel to the previous problem, namely, the problem of computing the roots of Ja( z> -iJi( z) = 0, and will not be repeated here. Table 3 gives the first nine zeros of J_7,5(~) in the first quadrant, correct to 15 significant figures of both real and imaginary parts. The first four zeros are complex, of which the first is pure imaginary. The last column, nmin, indicates the smallest positive integer n for which the given approximate root to be computed from Jn has the indicated accuracy. Hence, from computing all 25 eigenvalues of A, (n = 25), we would obtain SO approximate zeros of J_r,s(z), of which the 24 zeros closest to the origin (14 complex zeros, of which 2 are pure imaginary, plus 10 real zeros distributed symmetrically about the real and imaginary axes) would have accuracy of 15 correct significant figures or better.
As in the first example, we will compare numerically two estimates (for z real), to be called Estimate1 and Estimate2, derived from Theorem 1.9 against the observed relative error: ' Table 4 gives an example of such comparison for four zeros of JP7,5(z) in the first quadrant, where the values of Estimate2 are computed for the real zeros only.
One may see from Table 4 that the values of Estimate1 agree with the observed relative errors to one significant figure or better. The less accurate Estimate2 is also found accurate to about one significant figure for zeros with larger moduli. (1.8)
TABLE 4 THE OBSERVED RELATIVE ERROR AND ITS TWO ESTIMATES FOR THE ZEROS OF ]_~.~(z) IN
The proof is omitted.
We conclude this section with a remark of the applicability of the matrix technique expounded in this paper. Indeed, the matrix technique turns out to be applicable to other classes of special functions which represent a minimal [3, p. 261 is amenable to the technique described in this paper. The result will be reported elsewhere.
For another example of the matrix technique, see [S] , where the numerical computation of the zeros of regular Coulomb wave functions and of their derivatives is studied.
PROOF OF THEOREM 1.2
We use the notation already established in Theorem 1.2.
Proof of Part (1)
To prove A E B(S), it is enough to show that xry = 0 implies rTAy = 0 under the given hypothesis A = AT, Ax = Ax. Indeed, xTAy = xTATy = (Ax)~Y = hxTy = 0. F rom A E B(S), A -hZ E B(S) follows easily.
To prove (A -AZ),' E B(S), it is enough, by [lo, p. 375, Theorem 11, to prove that h is not an eigenvalue of the restriction A, of A to the closed subspace S. To prove this, it suffices to show that Ay = hy and x*y = 0 implies y = 0. Suppose y # 0. By the simplicity hypothesis for A, we have y = ax for some scalar a # 0. Multiplying x* from left, we have 0 = x*y = ax*x; hence a = 0, since x*x # 0 from the hypothesis (H). This is a contradiction.
Part (2) The last member is independent of any particular y E S such that II yll = 1. Hence (2.3) follows. The inequality (2.4) may be proved similarly.
The proof of Theorem 1.2 is now complete.
3. PROOF OF THEOREM
1.3
We adhere to the notation established in Theorem 1.3.
To prove the first inequality in the theorem, we compute for all suff- Taking absolute values and applying the Cauchy-Schwarz inequality, we obtain the first part of the theorem, as required.
To prove the second part, it is enough to prove 2)
The conclusion of the theorem clearly follows upon adding these equations and using assumption (d) and the fact that fn + 0 and o, + X. (4.6)
The first term on the right-hand side is known from (4.31, and the second from (4.1). Compute ID -P"hII
This completes the proof of Theorem 1.4.
PROOF OF THEOREM 1.5
We use the same notation as in Theorem 1.5.
Proof of Parts (1) and (2)
The proof will be done in four lemmas, Lemmas 5.1-5.4.
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LEMMA 5.1.
For any z # 0, the following matrix equation in l2 holds:
where A is a compact complex symmetric operator in B(l') and 0 # x E 12.
Proof.
The relation (5.1) may be verified directly by using the well-known three-term recurrence relations [4, p. 931 J&l ( (1) and (2).
Proof of Part (3)
In view of Lemma 5.4, it suffices to prove that A has no generalized eigenvectors of rank 2. We will do this in two lemmas below. Proof.
Suppose the contrary, and let w be a generalized eigenvector of rank 2 corresponding to an eigenvalue A of A, i.e., let
(5.7) (A -hZ)'w=( A -hZ)u = 0 hold for u, w E 1'. We will derive a contradiction. To this end, consider again the identity (5.1) in Lemma 5.1, which holds for any z # 0. For convenience, we rewrite it in the following form:
where the vector denoted previously by x is written as x(z) to emphasize its dependence on z. Differentiation gives whose eigenvalues obviously appear in parts of, say, p and -E, since it is a pure imaginary matrix.
The proof of Theorem 1.5 is now complete. To prove (d), we note that xcn) = F nJ,( z> # 0 for n = 1,2, . , since the zeros of In are known to be all real for all n = 1,2,. . . , and the z under consideration is not real, as stated in the Remark following Theorem 1.5. The boundedness of x(" + n/x (n) follows from the fact that On the other hand, the asymptotic expansion of J,J z) as 1 .z 1 -+ 00 is given in [l, p. 364, 9.2.11 by Jo(z) = /$ {cos(z -f7r) + e'lmz'O(lzl-l)}, larg ZI < 7~. (6.7)
From (6.6) and (6.7) one obtains, after some computation, the desired asymptotic expansion (6.5).
An arbitrary third-quadrant root z', being the reflection of some fourthquadrant root z about the imaginary axis, has the form z' = -2. Hence, Jixz') =J$(-2) = J;(z) = i[l + o(l)] as lz'l + 00. (6.8) Theorem 1.6 is now fully proved.
7. PROOF OF THEOREM 1.8
We inherit the notation established in Theorem 1.7. In order to obviate the difficulty of directly proving the first half, we let for all i and j such that i + j is odd, and that the matrix A is obtained from B2 by deleting the odd-numbered rows and columns. It follows that every eigenvalue of A is an eigenvalue of B 2. Hence, it is enough to prove that 0 is not an eigenvalue of B2; hence, of B. It may be easily verified that y = 0 is the only solution in 1 2 for By = 0. This proves the first half of Theorem 1.8.
The proof of the last half of Theorem 1.8 may be carried out exactly like the proof of Theorem 1.5, part (3), and is omitted.
PROOF
OF THEOREM 1.9
We use the same notation as established in Theorem 1.8. We will be brief, since the proof runs exactly parallel to the proof for Theorem 1.6.
Proof of Part (1)
We only mention the validity of the condition 1) A, -AlI -+ 0, where We would like to express our appreciation to the referee for many constructive criticisms and helpf 1 u comments. In particular, we owe him the improved proof for Theorem 1.2, parts (3) and (4).
