utilities and for some costumers. It allows to balance energy production and consumption. From the costumer point of view, it is essential for efficient operation, sizing of installation, maintenance scheduling, to name just a few. Load forecasting is a difficult task and there are many tools available to perform it. Among them, Artificial Neural Networks are receiving a lot of attention because it is not needed to know any relationship between the involved variables. But, they are constructed as black boxes, what is one their drawbacks. In this paper, some results of the load demand forecasting of a hospital are shown. It is important the previous statistical analysis of the load curves and how the results are improved adding new information to the training data set, as maximum and minimum daily temperatures.
Introduction
When the jurisdiction of the Health System was transferred to the Regional Government of Castilla y León, the Regional Health Management established a collaboration agreement with the Department of Electrical Engineering and the Department of Energy Engineering and Fluid Mechanics of the University of Valladolid, which is currently serving his ninth stage.
This agreement was created with the aim of establishing a formal channel of cooperation between the Regional Health Management and the University of Valladolid, which permitted the consolidation of a working group in electrical engineering, air conditioning and ventilation guidelines in hospitals and other health care facilities, and the development of an energy management policy for health care facilities. This working group includes staff from both institutions.
This current project involves the following lines: energy tariff optimization, guides and standards for health-care facilities, energy and economic savings, use of renewable energies and energy performance models.
The work presented in this paper is inserted in the last research line previously mentioned, which has the important goal of achieving the best energy efficiency in health care facilities within the Regional Health Management and has been carried out with the participation of the Department of Statistics and Operational Research of the University of Valladolid.
Electricity is one of the main forms of energy that modern life is built upon, used in residential, commercial and industrial sectors. It has two main characteristics that determine the way the electric system is operated, namely [1] , [2] : 1) Electrical energy cannot be stored in large quantities.
2)
In most uses, electrical energy cannot be replaced by any other source of energy in a short term.
1) Excess demand will mean compensation to customers, since it has not been possible to supply the required energy. 2) Excess supply will imply to operate the electrical system out of the optimum point with energy (and therefore economic) losses (which mean an inefficient operation of the network).
The knowledge of loads at system buses is one of the most important requirements for efficient operation of power distribution systems [1] , [3] . Estimation of loads is the basis for the system state estimation and for technical and economic calculations. This makes possible improvement in operation and maintenance of electrical equipment and in planning of network operating configurations [1] , [3] , [4] .
Therefore, it is clear the importance of knowing in advance the demand curve so utility companies are able to plan the most effective way of producing electrical energy.
On the other hand, customers can also be interested in predicting their demand curve since they can obtain some advantages, namely:
1)
Sizing of the installation taking as reference the forecasted load at each period, for new constructions or whenever a device reaches its life cycle and it is to be replaced. 2) Determination of future operational costs.
3) Planning of the facility management in order to smooth the load curve and limit peak loads, whenever possible. 4) Elaboration of energy efficiency strategies and the evaluation of the introduction of Renewable Energy Sources.
The estimation of the load curves is an active field of research, since slight improvements in the forecasting of the load may result in significant savings. Nevertheless, when considering health care facilities, it must be taken into account that they have certain characteristics that distinguish them from other consumers, since they show a great daily variability and are affected by variables of calendar and also by the seasonality, but not by economic factors [1] , [3] , [4] .
In a hospital it is important to forecast the load curve for the following reasons:
1) It makes maintenance planning simpler and easier.
2) It allows evaluating the introduction of Renewable Energy Sources to supply the facility.
3) It is a key part in integral energy management:
economic, energetic and environmental optimization. 4) It allows smoothing the load curve by the use of generator sets to supply part of the energy requirements.
With the purpose of encouraging energy efficiency culture to provide an optimal energy management (from an economic and environmental point of view) a pilot project was launched consisting in the installation in some hospitals of a supervisory, control and data acquisition system of the energy supply. Energy saving is the main objective of the plan along with the supervision of the quality of the energy supplied to the hospitals by the utility.
From hospitals point of view, the system should, at least, provide with the following reports:
1) Interactive reports in real time of the load curve.
2) Warning reports.
3) Registered electricity consumption versus electricity supplier's invoice. 4) Historical reports.
To achieve objectives 1) and 2) it is necessary a tool that provides a forecast of the standard load curve on a daily basis. This forecasted load could be used to generate warnings about:
1) Excess of demanded active power versus contracted power. 2) Excess of reactive energy and the necessary corrective measures.
The objective of this paper is to present the results in the development of a short term forecasting tool for the hourly load curve of a hospital in the Castilla y Léon region of Spain.
Forecasting Model Construction
Many authors have worked in this field and published results are very different and even sometimes contradictory, revealing how complex this matter is.
The construction of a forecasting model can be summarized in five stages [1] :
1) Model formulation. The first assumptions must be specified, as the type of forecast (hourly forecast, peaks forecast [1] , [5] ), the forecast leadtime (short-, mid-and long-term forecast [1] , [4] ) and the range or life span of the model (the performance of the model will deteriorate over time and some models will need to be updated regularly [6] ). Load forecasting is very influenced by seasonality, day of week and other exogenous variables. Some authors construct a different model for each season or day of the week, establishing a hierarchy of predicting models [7] - [10] . 2) Model identification. The construction of the empirical model is based on historical data, which can be grouped by their final use in two different sets: identification and validation set. The period covered by the data is also specified, along with the identification of the independent variables to be used in the model, which must be previously arranged and transformed. Authors use normally hourly data in a period covering from several weeks [6] , [7] to one or five years [7] , [9] - [13] . 3) Model estimation or construction. In this stage, first the form and type of the model is defined (linear, etc …) (time series models [11] , [13] - [16] , artificial intelligent based systems as Artificial Neural Networks (ANN) [1] - [4] , [6] - [10] , [12] etc). Secondly, the number of free parameters are defined, whose value will be finally estimated by using the identification data set. The choice and identification of the free parameters is very difficult and will have a important influence in the final result [17] . 4) Model validation. Once the model has been constructed, it must be checked whether it is satisfactory using the validation data set. 5) Model use. When the model has passed the validation test, it can be used to make predictions. During the use of the model, new data will be available that can be used to calculate the prediction errors, so it can be decided if the model must be updated
Statistical Analysis of Load Curves of a Hospital
The construction of a load-forecasting tool of a hospital is a task not exempt of difficulties since load curves have seasonal and daily variations (especially between winter and summer demands) although curves show similar tendencies in similar days.
The fact that load curves depend strongly on external variables is broadly acknowledged [1] , [18] . These variables usually are climatic (temperature, humidity, wind speed) and economic [1] . On the other hand, the presence of anomalous days must be taken into account, when the load curve behaves in a completely different manner to other more typical days. Examples of anomalous days are bank holidays, special weather conditions and important social events. Therefore, load curves are influenced by many variables and factors that make curve forecasting a very complex task [1] , [4] .
One important stage in the model construction is the selection and identification of the exogenous variables. In order to identify these variables, a Cluster Analysis, as an unsupervised learning tool, has been applied to the data set (load curves of the hospital of several years). This technique allows us to join together similar load curves without taking into account other sources of information (month, season, week-day...). Moreover, a robust clustering procedure has been applied in order to minimize the harmful effect of "atypical" load curves that unfortunately appear. In fact, following [19] , we propose applying the so-called trimmed k-means procedure to the fitted basis coefficients obtained after projecting each load curve onto the space spanned by a B-spline functional base.
This analysis allowed us to classify all electricity demand curves of the hospital in four patterns, as it is shown in Fig. 1 . This figure shows the point-wise means of the load curves assigned to each cluster. It was clear the different behaviour between winter and summer seasons and between business days and holidays (including weekends).
The exogenous variables can be of three types: meteorological conditions, economical and day-type [1] . As a result of the clustering analysis, it was determined that weather and day-type variables have a clear influence in the load curves shape and, the economic variable influence can be neglected. However, in a first attempt of the model construction, only day-type (business day or holiday) was considered as an explicit exogenous variable. However, season information was considered indirectly in the training data set considering a long data set covering up to three months. In order to improve the forecast results provided by the ANN constructed, temperature information, as a weather exogenous variable, was included in the training data set in a second attempt, whose results will be explained in the next section. The ANN structure was unchanged but the training data set size was reduced from three months to two months.
Artificial Neural Network Construction as a Forecasting Tool
An ANN was chosen as a forecasting tool. This ANN belongs to the Multilayer Perceptron family (MLP) and uses a sigmoid activation function. Many authors are using this type of neural networks as an alternative to statistic models because these require higher computational resources and a previous expertise about the relationship between the variables involved in the model construction [1] . ANN are defined by the number of input neurons, the number of hidden layers, and the number of neurons in the hidden layer [17] , which is very difficult to choose. [14] recommends using a short number of hidden layers. Usually, it is enough a unique hidden layer to represent a continuous function. As there is no rule to choose the number of hidden layers and the number of neurons in them, we decided to use only one hidden layer and try with a different number of neurons in it. Some ANNs with different structures were tested, having 5, 10, 15, 20 and 25 neurons in the unique hidden layer. The network with 15 neurons had the lowest average error and less variability in the predictions. One important stage in the model construction is the selection and identification of the exogenous variables. In order to identify these variables, a statistical analysis of the hospital load curves was applied and it is explained in section 3.
As a result of the clustering analysis, economical variables were not included in the first attempt of model construction and only day-type was used as an exogenous variable. However, season information was considered indirectly in the training data set. It is used a large data set covering three previous months to the hour to estimate. So, as a long range of days is used, it can be considered that season data is included indirectly.
Day-type variable was coded as a binary variable [20] . In addition to this exogenous variable, inherent system variables were also included, as the energy demand in previous moments [10] , [12] . The following past values of the electricity demand were used as inputs to the neural network:
1) Load of the three hours prior to the time to estimate. 2) Load at the same time to estimate of the previous day.
3) Load at the same time to estimate of the last week.
When training and using ANNs, input variables should be in the 0-1 ranges, so we have used the maximum and minimum year load demands to normalise input training data.
As our goal is an hourly load demand forecast, along with actual load data, time must be included in the neural network data training set. Regarding time data, it is still important to fit it in the 0-1 range. [18] and [20] proposed to represent time as a 5 digit binary variable, so 5 additional inputs are necessary to inform the ANN about time. Summarising, the first developed ANN had eleven inputs and one output, the estimation of the hospital electricity demand in a specific hour.
Historical data of the three previous months were used to train the ANN, so seasonal influence is considered indirectly.
The used learning algorithm for the MLP-network was the backpropagation algorithm. Error minimization during the training was controlled by the LevenbergMarquardt algorithm, already implemented in Matlab, which was the numerical tool used. The ANN based model only forecasts the electricity demand of hospital in a certain hour.
To forecast load demand in a whole day, previous load estimations are used as inputs to the ANN model to forecast the load demand for the rest of the day.
The load curve provided by the ANN model for a business day (12th of April, 2010) is shown in Fig. 2 , where it is also represented the actual load curve for that day. The mean error of the obtained results was inferior to the 3%.
Results for a holiday (6th of December, 2008) are shown in Fig. 3 . In this case, the ANN mean error was higher than for business days. The quality of the results was inferior for holydays.
In order to improve these forecasting results, it was decided to train again the constructed ANN adding new information to the training data set regarding climate or weather conditions. The basic structure of the ANN remained unchanged but two additional inputs were added that included information about the maximum and minimum daily temperatures. The training data set was also reduced from three months to two months. The estimated forecasting error was higher than 5% in both cases. These results were highly improved when the ANN was trained using also daily temperature information, as it can be seen in Figures 5 and 7 . The estimated error was around 1% in both cases. So, it is clear that weather information is important in order to get good forecasting results.
Conclusions
In this conference paper, we present some results of a work that is being carried out and whose goal is to develop a tool to forecast the hourly power demand of a hospital. An ANN was chosen as a forecasting tool among all available tools. All the steps necessary to develop a forecasting tool have been explained. Previous to the tool development, a statistical study has been carried out to identify the variables that have some influence in the model, electricity demand of a hospital.
A Cluster Analysis, as an unsupervised learning tool, has been applied to the data set (load curves of the hospital of several years). A robust clustering procedure has been applied in order to minimize the harmful effect of "atypical" load curves that unfortunately appear. It was observed that season (or weather information) and daytype have an important influence in the respond of the model.
Next, an ANN was constructed to forecast a whole day hospital load curve with a small mean error. Two ANN were constructed. The first ANN considered historical data of the three previous months to the time to forecast and distinguished between business days and holidays, including weekends in this type of days. But, it did not use explicitly weather information as an exogenous variable. However, season information was considered indirectly in the training data set considering a long data set covering up to three months. Although, in some cases, this ANN produced good forecasting results, a second ANN was constructed, using temperature information, as a weather exogenous variable, in the training data set. The structure of the first ANN was unchanged but the training data set size was reduced from three months to two months. In this second attempt, it was observed a significant improvement in the forecasting results.
