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Abstract 
In this thesis, we present a novel capturing system for acquiring image-based 
object or scene from the real world. More specifically, we tailor the system for 
image-based relighting (IBL). Image-based relighting is a relatively new topic in 
the area of image-based modeling and rendering (IBMR). It allows the modifica-
tion of lighting condition of an image-based scene. To prepare the image-based 
scene, one can render several images for the case of synthetic scene. However for 
the case of real scene, the data acquisition is difficult because the viewing and 
the light vectors have to be determined as well as the images. 
While constructing the acquisition system, it is difficult to detect the lighting 
direction. Previous systems rely on mechanical framework for precisely control-
ling the lighting direction. However, they are difficult to setup, non-portable and 
high-cost. The setup also restricts the size of target objects. Instead, we employ 
the camera-based tracking technique to develop a self-calibrated, free-hand and 
portable acquisition system. 
Our system consists of portable equipments including a light-weight web-
cam, a hand-held spotlight, a checker board, a DV camera and an ordinary 
ii 
PC. By attaching the web-cam onto the spotlight, we can track the light vector 
by analyzing the orientation of checker board as seen from the web-cam. The 
captured illumination data is postprocessed and compressed, so that the image-
based scene can be easily sent by email and relit on ordinary PCs. 
We have used the capturing system to acquire different materials including 
furry object, anisotropic and glossy surfaces. Relighting are done on the captured 
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1.1 Image-based Render ing and Model ing 
Image-based modeling and rendering (IBMR,) receives much attention in the 
field of computer graphics and computer vision recently. The major differences 
between traditional geometry-based and image-based rendering method relies on 
their different rendering approach and input primitives. 
Traditional graphics rendering uses a set of geometry or polygonal objects to 
represent the scene, and each object is assigned with different surface reflectance 
properties including the surface color, specular properties and etc. The rendering 
of view thus involves complex simulation of light inside the virtual scene, for 
example, the reflection of light at object surface. Finally, the color of light 
reaches the image plane is recorded and the final image results. 
While image-based rendering depends on the captured radiance from the 
viewer as primitives, and no geometry of scene or reflectance properties are as-
sumed. These captured radiance values are stored and indexed with its v i ewing 
condi t ions , such as viewing angles, positions, the conditions of lighting and etc. 
1 
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Figure 1.1: Input difference between traditional geometrical based and image 
based rendering 
Therefore, when rendering novel view of the scene, we try to index those radi-
ance values with the nearest viewing conditions, and then preform interpolation, 
warping and blending among these values. 
One of the most popular and easily accessible application in the market using 
image-based rendering techniques is QuickTimeVR (see Figure 1.2). It supports 
panoramic scene, user can view the scene in different directions but a fixed posi-
tion. It also provides a wide range of tools for developing panorama, for example, 
stitching images captured by a turntable. 
The importance of IB MR in computer graphics lies on its ability of fast and 
realistic rendering of complex scenes, which are tedious and slow using geometric 
based methods. The rendering time is greatly reduced since it only depends on 
the image resolution, but not scene complexity. Also, the process of interpolation, 
warping and blending of radiance values is much light in duty than the simulation 
of light inside virtual scene. The modeling is easy, fast and realistic because 
we just needs to capture the appearance directly from the real world only. No 
manual adjustments of scene geometry and surface properties are needed in order 
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_ 
Figure 1.2: Screen Shot of QuickTime VR system 
to make the objects look more natural and realistic. These advantages made 
IBMR. becoming a very attractive topic in computer graphics. Based on the 
techniques of image-based rendering, we can render realistic scenes in interactive 
frame rate, while it is still difficult to achieve even with the use of up-to-date 
graphics hardware. 
Nevertheless, Image based rendering has its shortcomings. The uncompressed 
data, size is usually large comparing with the geometric representation. From an-
other point of view, IBMR, is using memory to trade off for speed while rendering. 
The huge data, size also introduces problem of performance. Frequent memory 
access and swapping of virtual memory may cause bottleneck in some low end 
computers. Fortunately, using nowadays compression technologies, we can re-
duce the storage size of image-based data, to nearly 1/1800 to its original size, 
we will introduce those techniques in more detail in Chapter 5. 
Furthermore, clue to the lack of complete radiance information at all the view-
ing conditions while capturing, there may be case that the correct novel view's 
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Figure 1.3: Sampling of different dimensions, e.g. in viewing position, in light-
ing position 
condition is too different from those captured radiance, so as their interpolated 
radiance values. Thus, the rendered result will look incorrect or contain visual 
artifacts. 
Therefore, it is quite different for image-based rendering to polygonal-based 
rendering in such a way that the rendering of novel viewing situations is not 
always possible. A correctly rendered novel view thus requires enough s a m p l i n g 
rate of radiance from the scene and also the correct selection of the sampl ing 
d imens ions during modeling. 
The sampling dimensions mentioned above mean the various factors which 
Chapter 1 Introduction 5 
cause change to the viewing condition. Figure 1.3 shows some of the examples. 
If we sample in the dimension about viewing position and make other factors 
constant, the number of sampled dimension is three dimensions {x, y, z) or we 
can sample in the lighting position that involves two variable factors 4>i) 
during rendering. 
On the other hand, sampling rate will affect directly to the rendering quality 
of novel scenes. A frequent sampling will certainly give a better result than a. lossy 
sampling. Since the difference between the novel viewing condition and those 
nearest sampled viewing conditions is smaller, and so as the error between correct 
radiance values and the synthesized value. A detail analysis of the problem will 
be presented in Chapter 4. 
The sampling dimensions have to be decided at the state of modeling, and 
it will directly affects the variable factors during rendering. Therefore, different 
researchers developed their own image-based rendering approaches in different 
sampling dimensions in order to fulfill various applications. Early researches 
in IBMR focused on navigation, like environment walk-through, which allows 
the change of viewing positions and directions only. Later, researchers started 
to explore the illumination issues using image based approach, referred as Im-
age based rel ighting in following context, which concerns the rendering of 
image-based scene under different illumination conditions. We will leave a detail 
discussion on these topics in Chapter 2. 
1.1.1 Image-based versus Geometry-based 
Comparing image-based rendering with traditional geometrical based rendering 
methods, we can conclude that they both has their pros and cons. 
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First, the data input for rendering is different, image-based rendering uses 
set of images instead of geometries and surface properties. Second, the compu-
tational time for rendering is much less than geometrical one, as the complexity 
of rendering depends on the number of pixels in image but not the number of 
polygonal primitives. Besides, it does not have to do any time-consuming sim-
ulation of light propagation or reflectance of light on surfaces. However, the 
raw data size of image-based data are usually huge comparing with the compact 
geometric models. However, we may have cases that geometrical data, are far 
larger than image-based one, in case that the scene is very complex. By the way, 
image-based method can produce photorealistic images easily. It does not need 
to spend lots of time to analyze the physical properties of certain materials as 
geometry-based rendering. But the variable dimensions are decided in the state 
of modeling in image-based methods. Table 3.1.4 briefly summarizes what we 
had discussed above. 
Geometry based Image based 
Data input geometrical data set of images 
Rendering speed relative slow fast 
Raw data size compact large 
Limitation Not realistic Limited image resolution 
Table 1.1: Comparisons between geometrical based and image based rendering 
1.2 Cap tu r ing for Graphics 
Acquiring physical quantities from real world for analysis or rendering becomes 
popular in various computer graphics related fields. One of the most well-known 
application is the motion capturing system which tracks the pose of human bodies 
for animation production. Another application is the acquisition of BRDF from 
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real materials or surfaces. 
Capturing is also essential for image-based rendering applications. Inaccurate 
capturing leads to incorrect indexing of radiance values, and causes poor render-
ing results. Thus, without a systematic and practical framework for capturing 
accurate results from realistic scene, the value of an image-based system will be 
greatly reduced. A well designed capturing system is therefore useful to make 
the procedure easy and smooth to repeat several times a.s needed. 
For example, one of the reasons for the popularity of Quicktime VR system is 
due to its easy and simple capturing procedures. It simply requires a, turntable 
mounting a earner a/object for taking photos. Then, use software to compose a 
panoramic scene. 
Many of these image-based rendering applications are proposed in couple 
of the capturing method, we will review many of these examples in Chapter 2. 
However, many capturing systems among them do make use of mechanical frame-
works to help, which occupy large space and difficult to build in a. short time. For 
these reasons, we had built our own capturing setup for capturing image-based 
relighting data efficiently and effectively. In the following of this thesis, you will 
see our capturing system and techniques used in more detail. 
‘ The approach adopted for building a system for capturing will greatly affect 
the accuracy of data acquired, the efficiency, portability and cost of the system. 
Out of many physical quantities, the tracking of spatial informat ion is most 
popular, which includes both position and orientation. A tjqDical example is 
the capturing of panorama, using a consumer class camera without fish-eye lens, 
apart from shooting photo at different viewing directions, we ha.ve to precisely 
record the corresponding viewing angle (a component of orientation) at the same 
time. 
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Based on the current technology, most of the tracking systems use one of the 
3 different approaches to acquire their spatial data. They include using fixed me-
chanical frameworks, electromagnetic devices and camera-based methods. They 
are all able to track the spatial data accurately to a certain extent. Apart from 
the accuracy, they all have their own advantages and disadvantages, and these 
will be the important factors when considering which is best to be applied on 
our image-based capturing system. We will have a more detail discussion and 
comparison on these methods in chapter 3. Then, we will present our portable 
and easy to operate system for image-based relighting application in Chapter 4. 
1.3 Organizat ion of this Thesis 
After the above brief introduction of image-based rendering and modeling and 
essence of a, capturing system for graphics and image-based rendering application, 
a more detail discussion on these two topics will be presented in Chapter 2 
and 3. Then, we will move to the presentation of our novel image-based relighting 
capturing system in Chapter 4. In Chapter 5, the method to process the captured 
data, set will also be discussed. We can view some relit results that produced by 
our capturing system in the Chapter 6 . 
In Chapter 2, we ha.ve a more detail review of the basics of Image-based Ren-
dering and Relighting topics. It includes the introduction of conceptual model -
plenoptic function, apparent BRDF. Moreover, we are going to introduce many 
different representations for plenoptic function. 
Chapter 3 will introduce three different techniques for tracking spatial in-
formation, they include mechanical, electromagnetic and vision-based. Also, we 
will go through some capturing systems that used those methods. Then, we will 
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discuss the mathematical basics for vision-based tracking methods. 
Chapter 4 describes our currently implemented capturing system for image-
based relighting. The capturing preparation, steps and methods will be explained 
in detail. 
Chapter 5 concentrates on the data post-processing steps after the raw data, 
are captured. We will present the method of scattered data fitting in spherical 
domain and the compression method used. 
In chapter 6, you will see the relighting results for different kinds of objects, 
including anisotropic objects which exhibit interesting results. 
Chapter 7 will present a conclusion of this thesis. 
Chapter 2 
Image-based Rendering and 
Relighting 
111 recent years, if you had been to a, cinema for a. movie, you will probably see 
many unbelievable scenes which are difficult or simply can not be achieved in 
real world. However, tliey look so real that you can not believe they are created 
just using a. computer. And most of these wonderful photorealistic scenes are 
rendered based on the traditional geometry-based rendering methods. 
The development of geometry-based rendering has a relatively long history, 
therefore, there are enough technology to produce high quality and photorealistic 
images with same quality as taken from a camera. Nevertheless, making just few 
seconds of computer animation with such a high realism may lia,ve to spend 
many days, weeks or even months to design, fine-tuning with a team of people, 
together with many CPUs to render for many hours. It is still difficult and time 
consuming to render photorealistic images with the polygonal-based rendering 
methods. 
As a result, researchers start to find easier and faster methods to add plio-
10 
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torealism to render complex scene. The use of images as texture to map on 
polygonal objects [11] should be an important step on the idea of using images 
to render images. Later, many popular rendering techniques by using images 
were proposed, such as environmental mapping [5, 20], bump mapping [4] and 
etc. Most of them are providing convenient ways to make polygonal object sur-
face looks more rich in color and realistic, therefore, they are usually regarded 
as techniques for geometry-based rendering. 
Only within the last few years, researchers began to develop systems or ren-
dering frameworks that render purely based on images. Soon, image-based mod-
eling and rendering (IBMR) became an important research direction in the com-
puter graphics. In the following of this chapter, we will arrange the topics about 
image-based rendering in following order, 
• Theoretical concepts 
參 Rendering techniques 
• Plenoptic models/representations 
2.1 Theoret ical Concepts 
2.1.1 Plenoptic Illumination Function 
In traditional geometry-based rendering, the rendering is actually a simulation 
of light propagation inside the geometry defined environment. The computation 
of light propagation is then based on an illumination or reflectance model that 
assumed to be similar to what is happening in the real world. As a result, the 
degree of similarity of the illumination model to the realistic phenomenon will 




Analytical Models Gesturing 
Recti World Phenomenon 
Figure 2.1: The starting point of geometry-based and image-based rendering, 
geometry-based : start from analysis from real world phenomenon to create 
illumination models, image-based : start from capturing those real world phe-
nomenon directly. 
be an important factor affecting the rendering result. Therefore, the simulation 
of light propagation serves as an analytical basis to evaluate the modeling and 
rendering methods used. Nevertheless, it will not be able to serve as the com-
putational model for image-base rendering. As no physical simulation had taken 
place in image-based approaches. 
McMillan and Bishop [33] pointed out that the plenoptic function can be 
referred as the computational model for image-based modeling and rendering, 
while it is originally proposed for evaluating the human vision models [2]. The 
model basically expresses how our eyes observe from the surrounding, Figure 2.2 
illustrated the situation, and the function looks like follows, 
where 7 is the radiance observed, (14, K/, is the eye position, [Oy^  小^) specifies 
the viewing direction, 77 is the wavelength of radiance, and t is the time parameter 
(all other unmentionecl factors). 
From this formulation, we notice that what is seen by the viewer is depending 
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Figure 2.2: An illustration of plenoptic function 
on the current situation of the viewer inside that environment (the 7 parameters). 
However, you may find that it does not care about the lighting condition within 
the scene, or you may think it is implicity embedded in the time t parameter. 
Later, Wong et al. [52], Yu and Malik [54] proposed to capture the fake BRDF 
of pixel. It can be regarded as an extension of the plenoptic function to express 
illumination. The extended form can be described by, 
7 = p{0l, (l>h ^V, K , K , Vz.t) 
with ((9/, (j)i) specifies the lighting direction (parallel light source). With the in-
troduction of {01, (/>/), the function gives a general description of what is observed 
under a particular illumination condition. 
2.1.2 Apparent BRDF 
Bidirectional reflectance distribution function (BRDF) is the most popular and 
general form to formulate the reflectance of surface elements using the incident 
direction I of light, surface normal n and viewing direction v. And had the 
following forms : 
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where Lr and Li are the luminance reflected from and incident to the surface re-
spectively. In other words, the function defines the appearance of a surface point, 
which comes from the reflected luminance L ” when a light source is illuminated 
from direction I and viewing at direction v. 
However, traditional BRDF depends on the orientation n of surface elements, 
in other words, scene geometry is involved. However, we usually have no geo-
metrical information accompany with the sampled images. So, having all the 
vectors and calculations relative to the surface is meaningless in this situation. 
The only available reference frame is at the viewer, therefore, we should make 
all the computations relative to the viewer's coordinate system. As a result, 
Wong et. al. [52] proposed the apparent B R D F (or pixel B R D F ) as the ba.-
sic reflectance model for image-based relighting, though it is also applicable to 
all image-based rendering issues. 
The apparent BRDF concerns how a pixel on view plane will look like when 
the scene covered by that pixel is illuminated from direction I' by a light source 
and viewed at direction v. We may think reflection occurs at the pixels instead 
of the surfaces behind it. However,the reflection of pixel is actiiall}^ composed by 
those reflected radiation from surfaces behind the pixel. 
2.1.3 Types of lighting 
Before the discussion of relighting, we ha.ve to know more about light sources in 
computer graphics and real world light sources. From the traditional graphics, 
there are different kinds of light, including (a)directional, (b)point, (c)spot and 
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Surface 
Figure 2.3: Apparent BRDF, reflection happen at pixel on image plane. 
(d)area. Each of them has different assumptions and limitations. 
For directional light, we assume the light source is being placed infinitely far 
away from the scene, so the light rays are parallel to each other, similar to the 
sun light. For point light, it assumes the light rays come from a single point, and 
propagate in all the directions. Similar to a point source is a spot light which 
constraints the lighting region in a bounded range of angle. 
The above 3 kinds of light is actually somewhat simplified version of real 
world light. Actually, there is no real point light or directional light, aii}^ light 
source do occupy space, so they are mostly area, light source. Actually, we can 
consider it as composes of a set of point light sources packed infinitely tight 
together in a. region. The propagation of light rays look as shown in Figure 2.4cl. 
In order to achieve similar effect of directional or point light, we have to 
perform some arrangements. For example, if we place our light source far enough 
to our target object or scene, all its light rays will be nearly parallel, belmving 
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Figure 2.4: 4 types of light sources : a)directional light, b)point light, c) spot 
light, d) area light 
like a directional light. Similarly, if we have a small light source, e.g. a. small 
halogen bulb, we may neglect the size of light source, and regard it as a. point 
light sources. 
2.1.4 Image superposition 
Some of you may notice that in the plenoptic illumination function, the only 
parameters regarding the lighting conditions are the angles relative to the viewer 
4>i)- You may wonder why we do not specify the intensity of lighting, the 
color of lights or etc in the function. 
Actually, it is because sampling in these dimensions is redundant. We are 
only required to capture under a unit intensity white light, then any conditions 
regarding to the intensity, color and numbers of lights can be reconstructed. The 
reason why we can do so is based on the rules of image superposition. The rules 
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are stated as follow, 
• The image resulting from multiplying each pixel by a factor a is equivalent 
to an image resulting from a light source with intensity multiplied by the 
same factor. We may represent the idea mathematically as the equation 
below, 
aQ{I) = Q{al) 
where Q(I) is the pixel value, consist of RGB components, when illumi-
nating with a single light source having I intensity. 
• An image resulting from illumination with two light sources,S'l and 62, 
equals to the sum of an image with Si and another image with S2. 
Qih +12) = Qih) + Qih) 
where / i , I2 are the intensities of light source Si and S2 respectively. 
Using these 2 properties, even the reference images are all illuminated under 
a, white light, re-rendering a novel desired image with different color light source 
is possible as stated in rule 1. Multiple light sources are also allowed by the rule 
2. 
In more detail, we can formulate our rendering using the following equation 
for each pixel for the red, green and blue wavelength radiance. 
n 
0( A) = Y^ P(ei 礼 A)L,,(i，cf>l A) (2.1) 
i 
where n is the total number of light sources， 
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(})]) is the interpolation result of sample with given lighting direction 
under unit light intensity. 
Other parameters in the plenoptic function is omitted here for simplicity. 
9}, 4>]) is the radiance reflected at a point x due to the z-th light source. 
0 is the final output. 
A is the wa,velengtli in consideration. 
This formula is simple and easy for us to control the lighting color and number 
of light source. First, P is the raw rendering result from any of the plenoptic 
function representation (i.e. light field, panorama and etc.) under unit light 
intensity. Then, if the light color or intensity is different to the sampled one, we 
can simply control it by setting the L,. for different color channel (A) which is 
stated in Property 1. For simulation of multiple light sources, simpl}^ increase n 
and accumulate the effect of different light sources. 
2.2 General Render ing Pipel ine 
An IBMR system can reconstruct a continuous plenoptic function based on many 
discrete samples of it. Therefore, building an IBMR system has to face two major 
problems. First is to reconstruct the continuous plenoptic function from discrete 
samples, that is rendering. The second problem is modeling, that is to collect 
the discrete samples of the plenoptic function from the real/synthetic scene. 
As the sampling of reference images is finite, the rendering of novel view 
from image-based scene is a kind of prediction from those sampled images. The 
prediction is carried out by interpolating nearby sampled images or pixels. It is 
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Figure 2.5: Image-based rendering steps 
reasonable to assume the novel view is related to the nearest sampled images, 
though it may not be always true. The most common approach for interpolation 
is using a linear filter on two nearby values which come from pixels in differ-
ent camera positions. No visual artifacts (aliasing) will appear if the sampling 
satisfies certain criteria [12]. 
The availability of depth information can help indexing a more accurate ref-
erence radiance value or warping the pixel to get better rendering result. That 
means the result of rendering will greatly depends on the sampling rate and ac-
curacy of depth information we acquired in the modeling step. Therefore, as 
an example, generating novel views in different view points and directions, we 
have to seek those radiance values considered to have nearest conditions, then 
interpolate among the values and perform warping of pixels if we have depth 
information. 
The modeling of plenoptic function is solved depending on what kind of scene 
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or environment is going to be used. For synthetic scene, the samples can be 
generated at wish. However, it will not be able to model objects or surface prop-
erties which are difficult and tedious to create artificially, such as fury objects, 
anisotropic surfaces and etc. Capturing data from real object or scene will help 
to solve these difficulties. However, capturing scene from real world, especially 
outdoor, needs a lot of equipments and manual cooperations. This is not an easy 
task as thought if a high data accuracy is required. While capturing, we have to 
control the scene conditions, record the current conditions accurately and simul-
taneously (e.g. camera, view, lighting conditions). Therefore, usually a system 
is built to meet the requirements and facilitate the process. In Chapter 4, you 
will see the implementation of our proposed capturing system for Image-based 
relighting application. 
The modeling and rendering parts are closely related just like in traditional 
geometrical based pipeline. They have to be agreed with the same set of data, 
representation and structure, which we will refer as I B R Representa t ion af-
terwards. In geometrical based rendering, the representations are usually by 
triangular meshes or polygons. Obviously, it is not the most natural way for 
modeling, however, these representations do facilitate the rendering process, as 
algorithms for rendering appearance of planar triangles are well developed. 
However, it is not the same in image-based rendering. In most of the time, 
modeling affects the design of the IBR model. The main reason comes from the 
difficulties of capturing of real data, the models will be designed to easy process 
of capturing real scene. You will see some of these examples in the later sections. 
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Figure 2.6: Interpolation between two samples 
2.3 Render ing Techniques 
2.3.1 Nearest Neighbours and Interpolation 
During the reconstruction of novel view, there are always cases that our desired 
view is not one of our sampled views. For example, if we had taken two photos, 
one is one unit left to a center, the other is one unit right. In case that we would 
like to predict the image that is taken at the center, what should we do ？ 
The most simple approach is to take the nearest one to it, notice that the word 
"nearest" here means the image that is taken with the most similar condition. 
In this case, there exists two of them, both of the images on left and right are 
taken one unit from the center. We can simply choose any one of them. However, 
this becomes a decision problem of which one is the best to choose. Besides, no 
mat ter which one we choose, we may still feel uncomfortable to the result, as we 
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Figure 2.7: The "nearest" neighbour found may not be really the nearest, if 
the difference between estimated depth and the real depth is too large. 
have not taken account of the image we leave out. Therefore, a, better idea, is to 
interpolate the result from the nearest images. 
As rendering of novel view image is done pixel by pixel, the selection of 
nearest neighbors is thus performed in pixel based. The way to choose the 
nearest samples will be different depending on the sampling dimensions. We 
take image-based navigation as an example. Usually, we accomplish by shooting 
a ray from the center of projection in direction of that pixel, then finding those 
rays hitting the same surface, as shown in Figure 2.6. 
However, the scene geometry or depth map is usually unknown. Therefore, 
it is common to assume a. constant depth in the scene, or make it infinity. If 
the estimated constant depth diverge from the real depth too much, the found 
"nearest" neighbors will not be valid (see Figure 2.7) and blurred image results. 
On the other hands, the number of neighbors needed is based on the interpo-
lation method used. For the most common linear interpolation method, at least 
two neighbors are required. Higher degree of interpolation involves more number 
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of nearest samples. Nevertheless, higher degree of interpolation may not reduce 
the error of estimated pixel value. Instead blurred image may result, since some 
invalid or distant samples do contribute. 
2.3.2 Image Warping 
In many situations, we notice that some parts of the image expanded or moved 
due to the change of our view point. However, the color does not vary too much 
after the movement if no specular highlight occurs. From this observation, image 
reconstruction can be done based on proper movement of pixels, referecl as image 
warping, and filling the gaps by means of interpolation or other ways. Therefore, 
image warping is applicable to navigation purpose. 
Apart from the distance between the views, the extent of pixel movement 
and the occlusion is basically related to the corresponding depth of the pixels. In 
perspective projection, the movement is inversel’y proportional to the depth from 
the view point. Again, most image-based systems do not assume the existence of 
depth information, so we have to assume a constant depth. However, this cause 
the occlusion problem unsolved. We are going to introduce a warping method 
based on epipolar geometry and does not assume the existence of depth map. 
Warping using Epipolar G e o m e t r y 
Using image warping from one view to another will create a problem that several 
pixels are mapping to the same new pixel location in the novel view. How should 
we decide which one is occluding another? Or how can we paint the pixels from 
the back to front? 
In order to solve this visibility problem, McMillan proposed an approach 
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Figure 2.8: Problem of visibility of a point 
based on epipolar geometry [32]. Again, we consider warping reference image 
captured from camera 1 to novel view with camera 2. 
Let the cameras' center of projections (COP) are C\ and C2 again, then we 
will be able to form a vector CiCl- This vector can either intercept the reference 
image or not. No matter the interception is inside the image or not, it must 
intercept the image plane at a point, we called it e. Also, this C i c \ can be either 
pointing towards or out of the reference image. The general rule for the drawing 
order of pixels is to start from the most distant pixel relative to the point e on 
the reference image to the ones that are nearest if the C\c\ is pointing into the 
reference image plane (Figure. 2.8). 
By drawing vertical and horizontal lines from the intercepting point e on the 
image plane, we can divide the reference image into 1,2 or 4 sheets depending on 
where e is (Fig. 2.9). 
For each sheet, the painting order of pixels is shown in Fig. 2.10. When the 
X and y directions are independent to each other, only each row or column of 
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Figure 2.9: Dividing the reference image plane into sheets with center point e 
pixels has to follow the indicated order. Besides, the sign of e indicates C1C2 is 
pointing to (positive) or pointing out (negative) of the reference image plane. 
Let us consider how can a pixel be occluded by another one during a change 
in camera view. For a. certain point X in the scene visible from reference image, 
a.n epipolar plane is formed by the two COP Ci and C2 and the point X in 
R3 (Figure 2.11). While an epipolar line is defined as the interception of the 
epipolar plane and the reference image plane. Finally, an epipolar point e is the 
interception of line XCi and the reference image plane. 
Since the only possible points in R3 which can occlude A, when viewing in 
the novel image must lie between C2 and X. However, as we do not have the 
proper or correct depth/geometry information, the only thing we can ensure is 
that all pixels on the epipolar line in reference image are our possible candidates. 
By using this property, if we assume that all the points in the scene are 
opaque, we can paint the pixel along the epipolar line towards or outwards to 
the epipolar point e. This drawing order will guarantee points are drawn from 
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Figure 2.10: Drawing order within a sheet,Omit cases that can be achieved by 
rotating multiples of 90 degree 
back to front and the visibility problem can be solved. 
—+ 
The drawing order is toward or outward to e will depend on the vector C1C2 
pointing inwards the reference image plane or outward of it. Figure 2.11 illus-
trates how it should be. 
—A 
If C1C2 is pointing inward, we call the epipole a positive epipole, while it 
is pointing outwards, negative epipole. A positive epipole, the drawing order is 
toward it, while a negative epipole will be opposite, see Figure 2.10. For a more 
detail proof, please refer to [32]. 
2.4 I B R Representa t ions and applicat ions 
From the plenoptic function, we notice that image-based modeling and rendering 
systems have to face the problem of high sampling dimensions. If we just count 
those parameters stated in the plenoptic illumination function, there are already 
nine of them. Sampling in such a high dimensional plenoptic function is tedious. 
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Figure 2.11: Analysis of visibility using epipolar geometry 
Reasonable assumptions and restrictions are usually made to reduce the number 
of sampling dimensions. For example, the time t and wavelength 77 are usually 
fixed. As a result, a number of plenoptic representations or models are proposed 
to simplify the rendering and modeling process. For example, the panorama 
model which is used on the web (e.g. QuickTimeVR) to view an outdoor or 
indoor environment, has a. fixed viewing position and time. 
Most of the researchers are interested in dimensions which involves the view-
ing positions, lighting directions and dynamic ranges, namely navigat ion and 
rel ight ing and h igh-dynamic range imaging respectively. 
Earlier researchers concentrate on the application of image-based techniques 
on scene walk through or called navigation. That is the ability to render the 
scene in different view points and directions. This will require sampling all or 
any subset of (I4, Vy,飞 (K,(K�. Usually, the sampling is constrained in a limited 
range, for example By = [0°,90°] , since capturing in the full domain may be 
technically difficult or impossible. 
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Image-based relighting is a relatively new branch from the field of IBMR, its 
main concern is the variation of illumination conditions within the ima.ge-based 
environment. The sampling parameters involve (/>/ that is the direction of 
lighting relative to the viewer. 
The need of higher dynamic range imaging is due to the limited dynamic 
range (usually 256 grey levels) possible in ordinary camera. It trys to reconstruct 
images under a wider range of exposure values [Ex). This sampling dimension 
is not directly stated in the traditional plenoptic function formulae, since it is 
just a fundamental limitation of ordinary cameras. 
2.4.1 Navigation 
The application of image-based rendering techniques on navigation of real scene 
involves the sampling of either viewing position, direction or both. Therefore, 
there will be five variable parameters (K” V^ y, in total. Surely, we can 
have a representation simply sampling all of them at a time, however, the cap-
turing of data will be difficult and time consuming. Therefore, we have to make 
assumptions in order to reduce the number of dimension. In the following, we 
will present three different representations including the 4D representation l ight-
field, concentric mosaic which is three dimensional and the panorama(2D). 
Light-f ield 
Light-field [27] and lumigraph [19] are both 4D representations of plenoptic func-
tion with similar structure, therefore, we will regard this kind of model as "light-
field" and discuss both of them together. 
It parameterizes a certain viewing ray by their intersections with two planes 
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Figure 2.12: Two plane parameterization 
in arbitrary position (Figure. 2.12). These two planes are regarded as camera 
plane {st) and focal plane [uv)^ here we adopt the notation in Lumigraph [19]. It 
assumes that the track of radiance is not blocked between the 2 parallel planes, 
that means free of occluders within the structure. Therefore, we can index any 
radiance by a 4-tuple i^s , t :u ,v�which is ray-plane intercepting points. Thus it 
is a 4D representation of plenoptic function. 
Rendering of novel views in light-field is straightforward. For a. particular 
novel orientation and position of camera, we render the desired view pixel by 
pixel. By shooting a ray from the center of projection of the camera through the 
pixel at image plane, to the st and iiv plane of light field representation (Fig-
ure. 2.13. From the interception of two planes with the ray, we will get a, 4-tuple 
{si, ti^ Ui, Vi). This tuple will be used to index the radiance value corresponding 
to this ray from the light-field data. 
The modeling of light-field data from real scene can be obtained by setting 
camera, positions at the grid points on camera plane {st) and take image aimed 
at the focal plane (！⑶）(Figure. 2.14). It is obvious that taking a large set of 
sample images in this way is difficult, the control of camera, position and viewing 
direction become a major problem. 






Focal Plare(ify) ! 
image plane 
of novel view 
Figure 2.13: Rendering a pixel in novel view by index to the light field repre-
sentation 
Focal Plane {uv) 
Camera Plane {st) 
Figure 2.14: Camera capturing the whole focal plane at different position on 
viewpoi,t(<s 力） 
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Therefore, researchers of Liimigraph suggested the use of camera-based method 
to calculate the positional information of the current view. However, the sam-
pling camera position is not guaranteed to be fixed on grid points. Later, Yang et 
al. [53] used an off-the-shelf scanner to build a capturing device for light-field. 
His design is to divide the scanning area, of the scanner into an array of units, 
each unit is responsible to a, reference image. Therefore, an array of images from 
different viewpoints are captured in a single scan. 
Concentr ic Mosaics 
The concentric mosaic representation is proposed by Shum et al. [43]. It al-
lows rotation and walk through within a region. The movement is restricted on 
a 2D plane where the camera moves around. It indexes all input image rays 
in 3 parameters (radius, rotation angle and vertical elevation). So it is a 3D 
representation of the plenoptic function keeping K’，K and 0 variables. 
The reference images are captured and organized in the form of MCOP (Mul-
tiple Center of Projection) images, or we call it concentric mosaic. Each con-
centric mosaic is composed of vertical slits of pixels captured with camera, having 
different center of projection which lies on circumference of one of the concentric 
circles. 
Rendering a novel view is done slit (a column of pixels) by slit. Consider 
when we see from the top, each slit in image plane is a point. We shoot a, ra.y 
from the center of projection to the desired pixel at image plane and find a point 
(slit) from one of the concentric circles such that intercepting at tangent to the 
ray. If we assume no occlusion happens within the region, the radiance received 
at both slits will be the same. Therefore, we can index that certain slit from the 
CM image associated with the circle directly or linear interpolating using nearby 
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Figure 2.15: Rendering novel view using concentric mosaic. 
slits. 
For example, in Fig. 2.15, when we render a novel view at P (the COP of the 
camera), we will shoot several (slit) rays from P through each slit. For instance, 
we want to find Ri, we will find that concentric mosaic image CMk intercept the 
ray at its edge in tangent, so we will index that interception from CMk and copy 
it to our novel image. 
Each concentric mosaic is acquired b}^  rotating a slit camera, along a circular 
path for one cycle with fixed orientation tangent to the circle. A slit camera, is 
a camera that will take a column of pixels (a vertical line of pixel) each time. 
Also, these circular paths are concentric circles in the environment. 
Note that if we place slit camera one next to each other like in Figure. 2.16, 
and place one more at opposite direction, we will only need one rotation c3^cle 
to capture all the necessary data. 
The model of concentric mosaic is carefully designed such that the correspond-
ing capturing system is more convenient and practical. It had several advantages 
on capturing a, real scene. We are only required to set up a stand-table like ro-
tating system similar to what is shown in figure 2.16, and put our camera on the 
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Figure 2.16: Slit cameras on a turn table for capturing. 
stand-table. We can easily acquire the whole scene by rotating the turntable as 
easy as we do for a panorama. The setup is easy and convenient comparing with 
other approaches. 
However, when the viewer moving forward and backward, each split must be 
enlarge or shrink. As the extent of enlargement or shrinking in different parts of 
the slit is different and depend on the depth of those parts, so the objects' size 
do not vary correctly. Even if we have the corresponding depth map of the scene, 
the problem of gap-filling still exists. As a result, the paper proposed to Imve a. 
constant depth assumption, so that we can scale the whole line uniformly and 
no depth information is required. It is shown that the problem does not cause 
serious problem visually in most situations. 
P a n o r a m a 
The simplest practical model of image-based rendering for navigation purpose 
is the Panorama. The well-known QiiickTimeVR system [13] and RealVR. [1 
System use this model for real-time rendering of real scene. 
A spherical panorama, contains 360° horizontal and vertical field of views. We 
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Figure 2.17: A panoramic scene 
fix the viewing position at the center of panorama, and allows only horizontal 
and vertical rotation. Since we have fixed ” and t, only (0, (/>) are 
variables, therefore, it is a 2D representation of plenoptic function. 
Some systems will allow only a limited vertical or horizontal rotation, which 
we refer as cylindrical panorama. Cylindrical panorama is more common as it 
requires no special treatment while mapping at the two poles of the sphere. As 
you can see from Figure. 2.17. The camera, is assumed fixed at the center of scene, 
only rotation about this fixed center is allowed. It is similar to be surrounded 
by a cylinder which texture-mapped images taken from the scene. 
Ordinary camera has a, limited field of view, usually around 50" or more with 
fish eye lens. Therefore, it is impossible to capture the whole cylinder at a time, 
we may have to take several images under the same scene condition in different 
viewing angles, and then stitch them together by software (image mosaic). It can 
be achieved by mounting camera using a turntable, either recording the angle of 
rotation together with the captured view or not. 
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Figure 2.18: The triplanar parameterization 
2.4.2 Relighting Representations 
Irradiance reflectance field 
Recently, Lin et al [28] had built a new model of image-based relighting called 
Irradiance ref lectance field. They tried to use point light source for illumi-
nation. In order to let the capturing easy, the position of point light source is 
constrained on a vertical plane. The situation is similar to what the light-field 
model looks like, but with an additional light source plane(qr). Thus, we got a 
tri-planar parameterization as shown in Figure 2.18. It would be a, 6D model 
with the addition of 2 degrees of freedom from lighting position to the 4D light-
field model. Since the dimension is high, so it is suggested to further reduce to 
4 dimensions by fixing the camera position. 
The capturing setup uses a small halogen bulb so as to minimize its size and 
illuminate as a point light source as shown in Figure 2.19. The halogen bulb is 
fixed on an X-Y plane and controlled by computer during capturing. 
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Figure 2.19: The capturing setup : vertical X-Y table, halogen bulb as point 
light source 
Directional Lighting Representations 
Wong [51] had created a system for rendering panorama with relighting function. 
Although its scene is generated synthetically, it does demonstrate the advantages 
of image-based relighting, such as its speedy rendering of such a complex scene 
and the capability of slide projector effects and etc. 
Kawasaki et al. [25] apply the image-based relighting techniques on mixed 
reality systems. Actually, the idea is to use real world captured relighting data 
on synthetic objects. It tries to synthesize objects in arbitrary deformation and 
illumination based on image-based data. In their proposed model, the target 
object is fixed at a center of sphere, while the light source {Bi^ (j)i) and camera 
(没”’ (j)y) is vary on the surface of sphere. Therefore, it requires a 4D data structure 
to store the reflected radiance from the object. 
In their system, the capturing of relighting data is done by a self-built dome-
shaped framework called “ Light Dome". It consists a number of lamps fixed on 
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the framework. During the capturing process, the target object is placed inside 
the framework, the lamps are switching on one at a time by computer. Surely 
images are taken at the same time. The drawback of this system is long setup 
time, large number of equipment (includes a set of lamps and the framework), 
also the sampling rate of lighting direction is fixed in advance. 
Another setup for capturing directional light source illuminated real scene 
is built by Debevec et al. [16]. In the paper, the major capturing target is 
human face, but it should be able to apply for any kinds of object. The human 
face is captured under different lighting directions with a fixed view point. The 
paper illustrates a relight result that place the captured human face in different 
environments. 
Debevec proposed a. method to place any synthetic objects inside an environ-
ment and make it looks more natural [15]. The method is to place a. shiny ball in 
an environment to capture the radiance at the point, then apply the radiance to 
a virtual object or an image-based object. Thus, making the object looks more 
convincing to be inside that environment. 
With the model sitting a.t center, their capturing setup has a directional light 
source moves and rotates around on a spiral framework. Having the viewing 
angle of the camera fixed, it is a 2 dimensional model of the plenoptic illumination 
function, with the lighting direction ( 没 f r e e to vary. It is very similar to the 
Light Dome, with a variable sampling of the light direction since the placement 
of light source is continuous on the spiral track. 
As a result, the lighting direction can be obtained quite accurately, however, 
the draw back is difficult to set up and restricted object size within a region. 
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2.4.3 High Dynamic Range Imaging 
Usually, a real scene contains a wide range of brightness variation within it. 
Therefore, different parts of the photo are illuminated with a range of light in-
tensities, and the difference is so great that excess the capability of ordinary 
cameras. Normally, we will choose the main character or object to have a cor-
rect exposure (i.e. have a. medium grey level), and simply let other part of the 
photo over-exposure or under-exposure. Over-exposure parts look saturated and 
under-exposure parts look too dark, they both lost the detail within that region. 
Therefore, the high dynamic range imaging concerns about broaden the variation 
of brightness levels in the image. 
High dynamic range imaging is essential to man)' image-based graphics and 
computer vision applications. Since it can help to recover details from image 
which is over-saturated or dimmed. Besides, it can help us to recover the radiance 
response function of ordinary imaging device. This is important as ordinary 
imaging devices have a. non-linear mapping from irradiance measurement to the 
pixel/brightness value read-out. This radiance response function is very useful 
for many image reconstruction application in image-based rendering, as their 
calculation are usually based on some physical models which is developed upon 
radiance measurements. 
High dynamic range imaging involves only one parameter Ecc, so it does 
not need any special representation to reduce its difficulty on capturing and 
rendering. 
The exposure value of image is controlled by two factors, they are the Aper-
ture or F-number used in photography and the exposure time or shutter speed. 
By varying any of the factors, the image can be changed to high exposure, which 
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usually has more region being saturated, or change to low exposure which just 
the opposite, has more dark regions. Therefore, we can compensate the satura-
tion regions in high exposure image b)' corresponding pixel values from another 
lower exposure image. This is the generic method to construct image with a 
higher dynamic range. However, there are still many different proposed methods 
to capture images in different exposure condition efficiently. The ways to capture 
these exposure varying images will be introduced in Chapter 3. 
Recover ing the radiance response function 
Assume we now have a set of varying exposure images or pixel values, they can be 
used to regress a nonlinear curve that best match the data. Suppose the radiance 
response function is g , therefore m = g[i) , where m is the measured brightness 
value read from an element of imaging device under particular exposure and i 
is the corresponding scaled received radiance which is usually unknown. The 
inverse of the function gives mapping from the brightness value to the radiance 
value ( / = Once we determine this function, it enable us to recover a 
scaled radiance value given a brightness measurement. Besides, we are able to 
fuse those exposure varying images into a single high dynamic range radiance 
image. 
Mann and Picard [30] tried to model the response function in the form of 
m = a bid.. 
The bias parameter a is measured with a totally dark environment (e.g. covering 
the imaging device). Then the scale factor b can be set any arbitrary value. 
Therefore, the problem reduce to estimating the unknown d. First, suppose 
we have a pair of image taken in known ratio of exposure values R = es/e'i. 
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They tackle this problem by starting from a pixel's brightness niQ in image 1, 
if we assume that m �= g[io) where io is an unknown radiance value. So the 
corresponding pixel in image 2 is therefore mi = g(Rio). Then, we search for the 
brightness value mi in image 1. Similarly, the corresponding pixel in image 2 
will have 777,2 = g(R'^io)- We repeat this procedure many times, then get a, series 
of measurements 
mo = g{io) 
m = g{Rio) 
m2 = g(R^io) 
nin = giR'^io) 
Thus we can apply standard regression method to obtain the best estimation 
of parameter d. This method is simple and easy to find the response curve with 
known exposure ratio between images. However, due to the restricted model of 
response function, it may not be applicable to any kind of imaging devices. 
Later, Debevec and Malik [17] proposed an algorithm that remove the re-
striction of function model, only requires the response function to be invertible 
and monotoiiic. It assume the function has the form EAt — f (m), where E 
is the irradiance at unit time, At is the shutter speed. As a result, we get 
lnf{m) 二 InE + In At which is a. linear equation of InE. With known values of 
At and m, they recover discrete values of lnf(ni) and therefore a scaled E. It is 
a generic method to solve the problem, however, it may require low noise in the 
data, and precise exposure time. 
Recently, Mitsiinaga and Nayar [34] proposed a more generic model for the 
radiometric response function, and a. corresponding algorithm to solve for the 
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function. The format is a. high-order polynomial, 
N 
i = / M = c„m" 
n=0 
where c„ are coefficients to be determined, N is the maximum order allowed for 
the polynomial. In brief, the method is to minimize the following multivariate 
error function 
八- J 「TV N 1 2 
^ = H Cnrnlk - Rk，k+1 Cnm^Mi 
A;=l j=0 Ln=0 n=0 . 
and 
RkMi = ~ — e^ +i 
where K is the number of total number of different exposure values, that is also 
the number of images, mj’k is the brightness value of the kth image and j t l i pixel, 
ek is the exposure value of A;tli image. 
Finally, we will get a. function that map brightness value to a scaled irradiance 
value. This method is more robust, have no assumption on the precise exposure 
ratio and a more generic model of the response function which capable for a wide 
range of imaging devices. 
M e a s u r e m e n t Fusion 
As mentioned before, multiple exposure varying images can be fused to make a 
single high dynamic range radiance image after we had found the radiometric re-
sponse function. By substituting the brightness of a pixel j taken under exposure 
value k to the radiometric response function and then divided by corresponding 
exposure value e^, we can recover the scaled irradiance ij at that pixel regardless 
to exposure, that is ij’k = f{mj)/ek- For rebiistness, a more stable result can be 
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obtained by weighted averaging with other irradiance values of the same pixel 
but taken under different exposure, 
•/ _ ELi+J’fc)(7’fc 
where K is the number of total number of different exposure values. The weighted 
function w is suggested to be a hat function in [17], the gradient of response 
function in [30], and f [m)/f'(jn) in [34]. The outputs i'j are therefore stored to 
form a single high dynamic range radiance image. 
2.5 Chap te r Summary 
Image-based rendering is a technique to generate images using images. Instead of 
starting from a set of 3D geometrical data as rendering primitives, image-based 
rendering begins from a set of indexed images as the basic data. It is a clever 
approach to avoid the tedious physical simulation inside a virtual environment 
and avoid modeling involves millions of polygons which defines the objects and 
scene, so as to speed up the rendering. Besides, due to its ability of using real 
world captured images as rendering primitives, photo-realistic image generated 
using image-based approach can not be easily replaced using geometrical based 
methods. 
All the image-based rendering systems are developed originated from the 
computational model - plenoptic function. It is a, high dimensional function de-
scribing the condition happened for a viewer in an environment. Nevertheless, 
the problem on decision of sampling exists in the image-based rendering. They 
involves two different issues, the first one is sampling dimension, the second 
is the sampl ing rate in a dimension. We ha.ve presented many of the plenop-
tic representations which sampled in different dimensions and the discussion of 
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sampling rate will be given in Chapter 4. 
We have introduced the representations grouped by their applications, they 
include the viewing spatial variation (navigation), lighting direction variation 
(relighting), exposure variation (high dynamic range imaging). These representa.-
tions are designed to fit the capturing equipments or setup, since the availability 
of realistic scene data is so important for image-based application. Moreover, we 
ha.ve gone through some of the important rendering techniques in image-based 
rendering, for example concept of apparent BRDF, the finding of nearest neigh-
bor and interpolation methods, and the depth independent warping based on 
epipolar geometry. 
After the survey of image-based rendering and modeling topics, we will ha.ve 
an other survey about capturing systems in the next chapter and the detail 
presentation of our self-built capturing system will be presented in Chapter 4. 
Chapter 3 
Capturing Methods 
The major goal in computer graphics is to compose photorealistic images b), us-
ing computer. This goal is still the major research direction in the field, even 
there are other non-photorealistic rendering methods proposed. Researchers be-
gin the studjnng of physical world's properties or even capture these properties 
directly for analysis and later rendering purposes. For this reason, "capturing" 
is becoming popular in the field of computer graphics. Many systems are built 
to measure these physical quantities more accurately and efficiently, so as to give 
a better rendering result. 
Here we define a capturing system for computer graphics purpose as a system 
which can acquire some physical quantities either simultaneously or not, and use 
these data for analysis or rendering. 
Different capturing systems take records of different physical quantities, so 
they require different equipments and methods for obtaining those data. For 
capturing the surface BRDF of materials, we have to get together the viewing 
direction and the received radiance, it may require a camera (for radiance or light 
intensity) and some spatial tracking devices [31]. Similar to the motion tracking 
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of human bodies for animation, we do need to obtain the positional information 
of each part of the body at different time frames. Besides, a 3D scanner, used to 
obtain the shape of an object, also requires the acquisition of relative position 
between defined vertices on the surface. 
In image-based rendering applications, a capturing system is specially im-
portant, since it uses the captured data as the input for rendering directly, the 
accuracy of data will affect the rendering result. Most likely, the capturing quan-
tities are the radiance (images), the position and orientation of camera or light 
source and etc. The capturing of radiance can be done using high quality CCD 
camera [17], but the acquiring of viewing positions, directions and light source 
directions are difficult and have no standard solutions. 
It is common to acquire the spatial data in capturing and it is one of the dif-
ficulties in capturing. Besides, the capturing of radiance (i.e. images) is usually 
required in computer graphics applications. Nevertheless, due to the limited grey 
levels (usually 8-bits) allowed in ordinary cameras, it is sometimes a, problem for 
some applications. Therefore, obtaining wider dynamic range becomes another 
topic of concern. In the following of this chapter, we will try to concentrate our 
discussion on the tracking of spatial information and high dynamic range imag-
ing for computer graphics purpose, mainly imaged-based, together with some 
previous works. 
3.1 Spatial Tracking Approaches 
For the tracking of positional data, most current researchers based on three kinds 
of methods and equipments. They are the mechanical based, electromagnetic 
based and vision based. We will discuss them one by one in following and have 
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a. comparison between their pros and cons. 
3.1.1 Mechanical based Method 
We refer those capturing methods equipped with mechanical frame works to fix 
or measure the positional data as mechanical based method. It is common to 
be used for many computer vision or graphics related researches, since we can 
get accurate result once the setup is built. However, to built such a tailor made 
capturing system is usually time consuming and labor intensive. 
Rushmeier et al. [40] captured surface bump for bump mapping. The system 
uses 5 fixed lamps, located around the target bump surface. The lamps are 
switched on and off one by one during capture. A camera is responsible to take 
images illuminated in 5 different lighting directions. Small structures on the 
surface are then recovered by shape-from-shacling like technique. 
Yang et al. [53] used an off-the-shelf scanner to capture the light field [27]. 
He divided the scanner into an array of units, each unit is responsible to take 
an image. The scanner's fluorescent bulb is disabled and each of the capturing 
unit is mounted with lens used to focus on the glass of scanner. Therefore, an 
array of images from clifTerent viewpoints are captured at one process. Both the 
capture t ime and the equipment cost are reduced. 
Shum et al. [43] developed a, capturing system for acquiring cla,ta. for their 
concentric mosaic model. A camera, mounted on a, rotating arm takes images 
of the scene from different viewpoints. It is quite similar to the capturing of 
panorama, however, the camera is not fixed at the center of rotation but at a, 
distance from the center. 
Using Mechanical control to obtain precise lighting condition is also common 
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Figure 3.1: An illustration of “Light Dome". 
for image-based relighting applications, Kawasaki et al. [26, 25] built a, dome-
shaped framework called Light Dome as shown in Figure 3.1. It consists of 
a number of lamps fixed on the framework. During capture, target object is 
put inside the framework, illuminated by computer controlled lamps at different 
directions. 
In the paper about polynomial texture maps (PTM) [29], two different dome-
shaped frameworks are built, one needs maim ally moving light sources while an-
other is fully automatic. Each of them supports 40-50 different lighting positions 
and a fixed camera position. The obtained data, is then fit with a, polynomial 
model and construct the polynomial texture map. 
Another mechanical sj^stem called Light Stage is built by Debevec et al. [16], 
originally designed for capturing the reflected radiance from human face under 
directional light sources. A spotlight is mounted on a. spiral track, so it can be 
moved continuously at any position on a spherical grid. 
Lin et al. [28] placed a halogen bulb on a mechanical vertical X-Y table to 
precisely locate the light source (see Figure 2.19). The small halogen bulb acts 
as a point light source with constrained movement on a vertical plane. The 
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sampling is regularly on the grid points of vertical 2D plane and the capturing 
process is controlled by a computer. 
3.1.2 Electromagnetic based Method 
It is not common to use electromagnetic device to track the position of light 
source for IBR purpose. However, it has the potential to be used for image-
based modeling, as it had been used for many other applications, such as motion 
capturing. We will include some sample applications and our trial to use it on 
IBR data capturing. 
The demand for electromagnetic devices in graphics related systems can be 
traced to the application on Virtual Reality (VR). They are first applied to the 3D 
input devices for Virtual Reality systems. The famous ones in the market include 
Fastrak from the Polhemiis and the Flock of birds from Ascension Technology 
Crop. It is similar to a, mouse but can move freely in 3D space. 
In general, such kind of electromagnetic tracking devices contain a. transmit-
ter, represent the center of world coordinate, and a. set of receivers which return 
the locations of points we like to track. All receivers are connected to a,n interface 
that synchronize the tracking results. The tracked data stream consists of 3D 
positions and orientations for each receiver. 
In animation industry, motion capturing system is essential in producing 
realistic human actions. One type of these motion capture system uses elec-
tromagnetic devices. A set of receivers are strapped on to various parts of the 
performer's body. They measure the relative spatial position of bod)' part to the 
transmitter . These data, are typically applied to an inverse kinematics system, to 
drive a.n animated skeleton of character. 
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Figure 3.2: Polhemus Fastrak in our Laboratory 
In our research laboratory, we have the Polhemus FASTRAK which is orig-
inally used for VR projects. The Fastrak (see Figure 3.2) mainly includes two 
parts, one is the transmitter which is the center of the coordinate system. The 
other is the tracker which is the point in 3D space we are interested. 
The static accuracy stated in the manual [38] is 0.08 cm for X,Y or Z position. 
This error is acceptable for our usage, as a little error in light source position 
does not make any significant difference to our eyes. 
However the accuracy is only valid when the transmitter receiver distance is 
within effective range, which is limited to 76 cm. Out of this range, the accuracy 
will be reduced. Also, metals in the environment will also decrease the resulting 
accuracy a lot. Therefore, it does not fit our requirement of placing spot light 
far away. On the other hand, the transmitter has an effective hemisphere, if the 
tracker is out of the region of hemisphere, it will not get correct result. 
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3.1.3 Vision based Method 
Computer Vision is a hot research topic in the field of robotics for several years, 
it concerns about the understanding from images. Vision based method mainly 
depends on images taken from camera, so it is sometimes called camem-based 
or optical-based. Applying vision techniques for tracking usually involves a, set 
of apparatus apart from the camera. These apparatus are designed with special 
patterns or easily recognized features. Then, it based on the view of camera, and 
assumed camera model to calculate the positional or directional information. 
Vision based methods are also popularly employed in motion capture systems 
over the last couple of yea.rs. These systems incorporate directioiially-reflective 
balls (markers) which attach to the performer. It requires at least three video 
cameras, each of which is equipped with a light source that is aligned to illuminate 
the field of view for that camera. Each camera is connected to a synchronized 
frame buffer. The computer is presented with each camera view in order to 
calculate a 3D position of each marker. The resulting data stream therefore 
consists of 3D position data, for each marker. Again, calculated results are applied 
to an inverse kinematics system, to animate a skeleton of character. 
Another application is a, hand-held 3D scanner, called FASTSCAN from Pol-
heimis, as shown in Figure 3.3. It consists of two cameras at the two ends of the 
handle and operate with a. red laser beam target at the scanning object. During 
capturing, the two cameras' views are registered at where the red laser beam 
projected. The shape of object at the red laser beam are computed based on 
multiple view geometry. 
For image-based rendering applications, the Lumigraph system by Gortler et 
al. [19] uses the vision-based method to track the viewing direction of hand-
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Figure 3.3: A hand-held 3D scanner (FASTSCAN) in our laborary. 
held camera. Three boards with radial patterns are placed around the object as 
apparatus. The setup is convenient to user as it is quite portable. 
3.1.4 Comparison 
Different approaches to track the positional data has their advantages and draw-
backs. Using mechanical setup for the tracking object can obtain a high accuracy. 
However, they are usually suffer from high setup cost and time. The mechani-
cal apparatus also limited the target object size inside the framework. Besides, 
mechanical framework does not always easy to carry around, they may need to 
reconstruct at the site. It is relatively expensive to maintain and build the se-
tups, has a limited size of target object, so reduces the practical value of the 
systems. 
Electromagnetic approach can prevent occlusion problems, which occurs in 
the optical approach. Also, it is easily portable as it only involves light weight 
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receiver, transmitter and the interface. Nevertheless, it also shares the same 
negative factors as mechanical approach, such as high equipment cost and lim-
ited capture area, because of the limited transmitter-receiver valid range. The 
hindrance of cables and lack of sufficient receivers may also be a problem. In 
addition, electromagnetic wave is easily affected by any kinds of metal in the 
vicinity of the capture area, such as girders, posts, etc. 
On the other hand, optical tracking allows the user to freely position and 
orient the camera. The setup cost is usually low, as the equipments require onl’y 
low-end cameras and some other low cost apparatus. As a result, it is portable 
and easily setup. However, the accuracy may not be as high as mechanicall.y 
controlled system, also it may be affected by the lighting in the environment. 
Another problem is the occlusion problem. Once the apparatus or markers is 
being hide, the system fails to track any results. The occlusion problem can be 
minimized by adding more cameras and/or more markers. Optical systems are 
also limited by the resolution of the cameras and the sophistication of vision 
method. 
Following is a. table summarize the strong and weak points of the three ap-
proaches : 
Mechanical based Electromagnetic based Vision based 
Cost high high relativel}^ low 
Portability low portable portable 
Installation difficult fine fine 
Tracking Range short short longer 
Environment larger metal free occlusion free 
Table 3.1: Comparisons between different tracking approadies 
After comparing all these approaches, the vision approach is much attrac-
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tive to our needs, as it does not involve too many equipments, and the setup is 
simpler. Finally, we had chosen it for tracking the light vector and the imple-
mentation of the whole system will be presented in the Chapter 4. 
3.2 High Dynamic Range Imaging 
We had mentioned the essence of high dynamic range imaging for computer 
vision and image-based graphics in Chapter 2. We are now going to review the 
common methods used for obtaining the data needed to recover wider dynamic 
range, that is a. set of images with different exposure. Capturing of images under 
different exposure has mainly three types of approaches. They include successive 
exposure capturing, using spatial varying filter, and based on special designed 
camera. 
3.2.1 Successive Exposure Capturing 
If the illuminating condition within a static scene is unchanged for the period 
of capture, we can apply successive capturing under different exposure values. 
Although we can only apply to static scene with constant illumination, this 
method is convenient and do not require any special equipments or camera. As 
a result, many researchers employed the method [30, 3, 17 . 
3.2.2 Spatial Varing Filter 
Nayar and Mitsunaga [35] make use of a special designed filter to help capturing 
varying exposure pixels. The filter is designed to have vaiying exposure between 
neighboring pixels. By the assumption that nearby pixels usually receive similar 
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Figure 3.4: A filter which varies the exposure at different neighboring pixels. 
amount of radiance, we can collect a, pixel's different exposure values from those 
nearby. For a filter having 4 different exposure values as shown in Figure 3.4, we 
can compose the obtained 4 pixel values to form a pixel at the center of them. 
Therefore, the capturing of high dynamic range image can be clone with just one 
shot. This method requires only an ordinary camera and a spatial varying filter. 
While it may reduce the effective resolution of the image a little bit, and blurring 
will be resulted at sharp edges. 
Later, Schechner and Nayar [42] had proposed a convenient method, called 
high dynamic range mosaic, to produce a. high dynamic range panorama. The)' 
observed that when we are going to capture a panorama using a turntable, there 
are lots of overlapping area, between successive frames. Making use of these 
redundance, we can obtain a high dynamic range panorama at the same time. 
The method is using a spatial varying transparent filter, which has a, smoothly 
vaiying darkness in horizontal direction. We place it in front of the camera, during 
capturing, and thus the same region will be exposed with different exposure 
during rotation, like shown in Figure 3.5. 
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Figure 3.5: High dynamic range panorama 
3.2.3 Special Designed Hardware 
The use of multiple image detectors together in order to replace successive cap-
turing is used by several researchers [41, 24]. Making use of beam splitter or 
some other optical instruments, we can produce multiple identical copies of op-
tical image of scene. And these images are detected by different detectors which 
are setup with different exposure values. This setup get rid of the static scene as-
sumption of using successive capturing. Surely, this approach needs more setup 
cost clue to the requirement of multiple image detectors. Besides, it needs precise 
set up of the optical instruments and hardware synchronization of the captured 
images. 
Another approach is to design special CCD for measuring higher dynamic 
range. These special designed CCD will contains two sensing elements of different 
sizes and sensitivities. Therefore, two different exposure values are recorded a,t 
the same time within a. cell, and they are combined in-chip before image is read-
out. This method originated from [45, 21]. This is surely a convenient method 
to solve high dynamic range problem as its equipment is simple and do not need 
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any processing after read-out images. However, it is more expensive and required 
sophisticated detectors to be fabricated. Moreover, we are forced to use simple 
combining techniques for the output of the two sensing elements as it is all clone 
ill-chip. 
3.3 Chap te r Summary 
In this chapter, we have reviewed different kinds of method for tracking the 
lighting vector, also the methods to capture high dynamic range images. Tracking 
of lighting vector is a problem of finding spatial information which is long being a, 
topic of research in other fields like computer vision and apply on many practical 
examples such as motion capturing systems. The more common approaches on 
spatial tracking include building mechanical setup, using electromagnetic device, 
and tracking based on vision techniques. Surely, they had their own pros and 
cons which had benn discussed in section 3.1.4. In general, they are trading off 
the accuracy with portability, cost and convenience on setup. 
The mechanical setup can obtain the most accurate tracking result, however, 
its drawback is long setup time, less portable and requires larger setup area. Elec-
tromagnetic device gives relatively high accuracy in metal-free environment, but 
its equipments are expensive, and may be hinder by cables. Finally, the camera-
based method uses camera, and certain apparatus to calculate 3D positions and 
orientations, it is the most cost effective and portable approach, however, it may 
suffer from occlusion problem and slightl^y less accurate result. After compar-
ing these tracking methods, we finally decided to use the vision approach as it 
matches our needs more. You will find more details in the next Chapter. 
Capturing of images always limited by the dynamic range allowed by the 
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camera, this sometimes unavoidably make regions of images loss details due to 
saturation or darkness. In order to broaden the dynamic range, we need to 
borrow techniques from high dynamic range imaging. And the techniques do 
require a set of variate exposure images as data, the capturing of these data, 
becomes another problem. In this chapter, we have introduced different kinds of 
method to obtain the data, efficiently, and they are grouped into three categories, 
namely successive exposure capturing, using spatial varying filter, and based on 
special designed hardware. 
Chapter 4 
System Design and 
Implementation 
4.1 System Overview 
In our application, we need a low-cost and portable system that captures small 
to human-sized objects. Hence, instead of constructing a mechanical system, we 
track the light vector based on vision techniques. Our system is designed with 
the following requirements in mind: 
• Capture both small and large objects 
• Ease of setup 
• Portable 
• Low-cost 
Instead of fixing a light source on a framework or a rotating arm, we use 
a hand-held light source. Since no framework is needed, the sj^stem does not 
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restrict on the size of target object, and can be setup in a small area or room. A 
camera (in our implementation, a web-cam) is mounted on this light source for 
tracking the light vector. It is called the tracking camera. Another camera, called 
the capturing camera, records the reflected radiance from the object/scene. 
Capturing 
Light direction,  
X X radiance 
Sciittei ed Data Fitting  
丄 Regular samples 
Compression with S*H.T 
Compressed IBRI  
< j；^  data set 
Relighting 
Figure 4.1: System Overview 
Figure 4.1 shows the major steps in our acquisition system. The capturing 
system is responsible for the tracking of light vector and the taking of images 
(radiance). Since the light vector is sampled in a scatter manner, we perform 
scattered data fitting on the acquired samples to reconstruct the images at desired 
lighting direction (Chapter 5). The reconstructed images are then rebiniiecl so 
that radiances related to the same pixel are grouped. Finally, spherical harmonic 
transform (also in Chapter 5) is applied to compress the rebinned data. We 
present the result of relighting in Chapter 6 and draw a conclusion in Chapter 7. 
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Figure 4.2: Capturing Equipments 
The reduction in dimensionality of plenoptic function helps the capturing of 
real scene, since there are less number of varying factors. In this project, we fix 
the viewpoint and capture the radiance change due to the illumination condition. 
4.2 T h e Setup 
In our current system implementation, we use a Logitech QuickCam Pro CCD 
web-cam as the tracking camera. It has maximum resolution of 640x480, the 
maximum frame rate is around 30 fps, while using 320x240 with 30 fps is enough 
for our purpose. As technology advances, we find that image quality acquired 
from web-cam is enough for vision purpose. Besides, it is light in weight and can 
be easily attached on a spot lamp. 
A board with checker pattern is used for tracking. The estimation of the 
tracking camera pose is based on the view to this check board. The reason we 
use checker pattern is because its simple geometry and it is easy to recognize 
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the sharp corner points and edges using many well known edge detection filters 
(e.g. Sob el or Laplacian). The size of this board should be based on the lighting 
distance, the longer the distance, the larger the board should be. For capturing 
large target object, the light is placed further away, and a larger board is needed. 
Since we use small objects (around 30x30x30cm^), the current pattern size is 
about 50x40cm^. 
The capturing camera used is a SONY DCR-PIO digital video camera. It 
is connected to an Iomega Buz capture card on a PC computer. The captured 
images are 360x240 in size, which is enough for our purpose. The PC is equipped 
with Pentium III 500MHz CPU running Windows 98. 
4.3 Cap tur ing Procedures 
The whole capturing procedure is summarized in Figure 4.4. Before capturing, 
we have to calibrate both the tracking and capturing cameras to obtain their 
intrinsic parameters [14]. Then, equipments and apparatus are connected and 
setup properly, by setting dark cloth surrounding the environments as shown 
in Figure 4.2, so as to reduce the reflected irracliance from the surroundings as 
much as possible. 
4.3.1 Calibrations 
The estimation of camera, pose (extrinsic parameters) relies on the correctness of 
the estimated intrinsic parameters of the camera. Hence, we need to calibrate the 
camera to obtain these intrinsic parameters before tracking the light vector. As a. 
classical problem in computer vision, there are a number of tools for calibrating 
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Figure 4.3: The experiment setup 
the camera [6, 14]. The calibration usually requires a calibration board with 
a known pattern on it. By taking different poses of the board, the intrinsic 
parameters can be computed. Both cameras for capturing and tracking are 
needed to calibrate once. 
The intrinsic parameters of a camera can be expressed in the following 3 x 3 
matrix which maps a 3D point (a^e, j / e , i n eye space to 2D point {xs,ys) in 
image space, 
/ \ / r n \ / \ 、 Jx ^ ^x 工 n 
ys = 0 fy Cy Vn (4.1) 
J \ 0 0 1 / \ Wn / 
where = (a^ e/么e, We/么e, 1), fx = f/sx and fy = f / s y . Constant f is 
the focal length and s^/sy is the aspect ratio of image. Coordinate {c^^cy) is the 
image center in the image space. 
Besides, most cameras exhibit lens distortion, especially radial distortion, as 
shown in Figure 4.5(a). Hence it may lead to significant error in tracking. This 
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Figure 4.4: Capturing work-flow 
distortion problem can be corrected by several methods [56, 8]. We parameterize 
the lens distortion by four unknowns: two radial distortion coefficients kx, hi, 
and two tangential ones /cs山，the lens distortion can be formulated as follow, 
Xi = Xn[l + k y + ] + [2k3Xnyn + + 2x1)' 
yd = "n[l + k y + k2r'^] + [ZhXnlJn + + 
where (xd,yd) and (xn,yn) are the distorted and ideal normalized image coordi-
nate respectively, and 7’2 = .T^ + With the consideration of lens distortion, 
(xd, yd) should replace (.Tn, J/n) in Equation 4.1. 
The intrinsic parameters are actiiall}^ determined together with the extrinsic 
parameters given a set of feature points. Note that once the intrinsic parameters 
are determined, it is reused to simplif}^ the estimation of the changing extrinsic 
parameters (the light vector). 
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Figure 4.5: (a) The captured image (distorted) and (b) the distortion-free image 
Based on the above equations, we can determine the coefficients above while 
calibrating the camera, and use them to correct the distorted images while track-
ing, as shown in Figure 4.5(b). The ideal coordinate (xn, l/n) can be solved using 
iterative numerical methods based on the above equations and the given distorted 
image coordinate (x^, yd)-
4.4 Vision based tracking 
There are many proposed vision methods for tracking. The two most common 
methods are based on single-view and multiple views geometry. For single-view 
geometry, we requires only single image from a camera only, while multiple views 
geometry depends on several cameras working together, see Figure 4.6. 
Tracking using single view geometry requires more assumptions and suffer 
from more constraints, for example, we have to use some known geometric ap-
paratus to help (e.g. a checker broad). Moreover, it only recovers the relative 
position of the camera, to the model apparatus, therefore, it is not capable to 
support several tracking points simultaneously. Multiple view geometry tracking 
uses the relationship between different views to calculate the 3D position of the 
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Figure 4.6: Single and multiple view geometry 
same point in both views. It is able to detect several points in the view. However, 
we will have to synchronize all the cameras and more cameras are required. 
Since our project needs tracking a single light source position at a time only, 
it fits exactly to the single-view geometry approach. In the following of this 
chapter, we will discuss about the basic knowledge used for single view tracking. 
4.4.1 The pin-hole camera model 
The pin-hole camera model is often used for optical-based tracking because of 
its simplicity. Thus, we first review the perspective projection takes place in the 
camera based on pin-hole camera, model. The projection can be described by 
the following transformation which transforms a 3D point y^；, z^) in world 
space to a 2D point in image space like shown on Figure 4.7. 
\S = PW 
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. / 、 P l ’ l P i , 2 P i , 3 P i , 4 
— Vw 入 ys = P2,l 1)2,2 P2,3 P2,4 (4.2) 
/ \ P3,l P3’2 P3,3 P3,4 / 
� � - ) 
where P is a 3x4 matrix, {xs^  Ds '^^ s) is the 2D homogeneous coordinate in image 
space, Vwi Zw '^^ w) is the corresponding 3D homogeneous coordinate in world 
space, A is any arbitrary scalar, we will omit it by assume it to be 1 afterwards. 
Matrix P can be decomposed into intrinsic and extrinsic matrices as follows, 
P = AE, (4.3) 
( f . 0 c 工 \ 
A = 0 f y C y ’ E 二（ R I t ) 
V 0 0 W 
The 3x4 extrinsic matrix E contains a rotational part (R, a 3x3 matrix) and 
a translatioiial part (t, a 3x1 matrix). 
The extrinsic matrix from decomposition of projection matrix gives us impor-
tant information, which is the relative transformation between camera and cali-
bration board. Therefore, the basics of single-view tracking starts from method 
of camera calibration which will be introduced below. 
4.4.2 Basics of Camera Calibration 
The task of camera calibration is to determine the intrinsic and extrinsic pa-
rameters. This is done by optimization methods, so we have to obtain several 
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Figure 4.7: Projection of 3D point 
pairs of data, points. These data points are usually obtained from the detection 
of corners on the calibration plane (checker board). Without loss of generality, 
we assume the calibration plane is perpendicular to the 2;-axis of the world space 
and on the z = 0 plane. Hence, all points on the calibration plane have their 
<2r-coorclinate Zuj = 0 and we can rewrite Equation 4.2 as follows, 
^ ^s \ ( \ f pu Pi2 P i 4 � 
Vs = P' Vw , P' = P2l P22 P24 
\。s ) \ ^w J \ P31 P32 P34 
where P' is a 3 x 3 matrix simplified from P by dropping the third column of P. 
Hence, we have {xm^Um)^  
, _ ^ _ PnXuj + PuVw + Pl4�w  
� s PsiXtu + P32yw + P34(^w 
_ Vs _ P2lXnj + P22yw + P2A<^w 
Dm = 一 = ； ； 
Ws + P32yw + PS'l^w 
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By feeding multiple pairs of (re;打,y )^ and 1) into Equation 4.4, we 
form the following linear system. 
/ \ 
^ ^ i v i 1 0 0 0 丄  
Pl2 
0 0 Ox i l j l 1 -ylnVi -Vm 
Pm 
^Ivi i 0 0 0 -^l^l-^ivl-^i 
P21 
0 0 0x1 IJI 1 -ylxl -y^yl -y^ 
P22 = 0 
1)24 
P31 
r " ?/"• 1 n n n — r" r^ — r"- ？/"• — r" 
• 山w ifw 丄 u u u J/饥，t^叫 山myw -^ m 
P32 
, 0 0 0 V^  1 - u " -I/"' ijn 
\ w U X ^ ^ y^ � Um 山 w ymtJu) Um / 
w 
Since there are 9 unknowns [pij), at least 5 pairs of points (10 equations) are 
needed. These point pairs axe the feature points extracted from images acquired 
by the tracking camera. In our case, these points are the corner points on the 
checker board, Besides, to avoid trivial solution (pn...p33 are all zeros), we may 
constraint pss to be 1. We can solve the above system by many standard methods, 
such as Singular Value Decomposition (SVD). 
After solving P ' , we decompose it into intrinsic matrix A and extrinsic matrix 
E. Based on the orthonormality property of rotation matrix, r^  and r, are 
orthonormal. Hence, 
P ' = A ( r i r , t ) 
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such that , 
r f r 2 二 0 
(4.5) 
where p; is the column vector in matrix P ' . As ri and 1*2 are unit vectors, 
r f r i = r^r2 = 1 
(4.6) 
Applying the constraints in Equations 4.5 & 4.6, we can compute the intrinsic 
matrix A. As it is always constant if the camera's focal setting is fixed, so 
we need to compute only once in camera calibration phase and stored for the 
computation of extrinsic matrix E during tracking. The formula, to compute 
extrinsic parameters can be derived easily and are stated here, 
A - V i A - V 2 ‘ A - i p “ 
ri = . , , , 1*2 = A 1 , , rg = i�i X r2, t = ；: 
After finding a close-formed solution, the result is minimized in the least 
square sense. We can refine our solution by applying a non-linear minimization 
with the following minimization function : 
n 
； — P ( A , R , t , P K ) | 2 
where n is the total number of points in one or several images, Si is the detected 
coordinate of point i, P (A , R, t, Wi) is the projected coordinate calculated using 
A, R, t and Wi. The Levenberg-Marquardt algorithm which is robust in most 
cases can be applied. Interested readers are referred to [56, 55, 22, 46, 50, 47] for 
details on the topic. 
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Figure 4.8: Notation of each coordinate system. 
4.5 Light Vector Tracking 
The determination of lighting direction depends on the view of camera attached 
on the spot light. The view of tracking camera is captured and processed to 
remove lens distortion effect. This distortion free image is used to find out corner 
points on checker patterns, this step is usually referred as feature extraction. 
Since there is high contrast between checkers, the occurrence of the corner points 
can be easily detected [10, 23, 18]. The tracked corner points on the model plane 
is feed to calculate the extrinsic parameters mentioned in Chapter 3. 
4.5.1 The Transformations 
Our interest is to obtain the transformation from the coordinate system of the 
spotlight to tha t of the object (or more precisely the checker board). Figure 4.8 
illustrates the notation of each coordinate system. The transformation from 
the coordinate system of spotlight C to that of the checker board M involves 
the transformation from C io K (T^^:) and that from K io M (TJCA^). Note 
tha t we only interest in obtaining the light vector, i.e. only the 3 x 3 rotational 
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matrix within T c m - Since the spotlight is placed far enough to approximate the 
directional light and the tracking camera is mounted to be in parallel with the 
spotlight, the transformation can be simplified as follow. 
vot{TcM) = ro t (To4) i�ot(Txx) 
= r o t ( E ) I = rot(E) 
where the function rot(M) returns the 3x3 rotational part of the 3x4 transfor-
mation matrix M . The transformation T / c m is actually the extrinsic parameter 
E tracked. 
We also obtain the transformation from the coordinate s3^stem of the captur-
ing camera C to that of the object M, Tcm- We can apply the same method to 
obtain the transformation. 
Note that our current implementation achieves real-time tracking even with 
low-end web-cam and ordinary PC. 
4.5.2 Tracking Accuracy 
In order to evaluate the tracking precision and stability of our vision-based track-
ing system, it is tested using synthetic generated data. We had built a. virtual 
checker board rendered by polygonal based method (OpenGL), then grab and 
feed the view to our tracking system. The experiment uses 320x240 screen reso-
lution which is same as the web-camera, operates. The correct and the calculated 
values are then compared to give the absolute error value. The result is shown 
in Figure 4.9. 
Theta {0) is the horizontal angle between the light vector and the z-axis (out 
of the screen), phi (0) is the angle between the light vector with y-axis (vertical 
right up), as shown in Figure 4.9. Their absolute error are added together and 
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F i g u r e 4.9: Tracking Error of cj) and 6 
plot against their range in degree. The darker the color, the larger the error. 
You will find the dominance of white to grey color from the figure, the error 
is most likely low. It has only 4 degrees of error on average for each angle. While 
the accuracy will decrease a. bit when the viewing angle is becoming parallel to 
the plane, it is expected as the observed area of model plane is reduced. This 
error can be further reduced if a larger screen resolution is used, such as 640x480. 
4.5.3 Tracking Range Enlargement 
The valid range for tracking is limited by the visible range of the pattern on 
calibration board. Usually the horizontal or vertical range is around 土50° for a 
single board. We can increase our tracking range by recognizing more calibration 
boards. In our case, it is more interesting to track larger horizontal range. Hence 
we add one more checker board next to the original one (Figure 4.10). The 
tracking camera should at most observe two calibration boards simultaneously, 
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Figure 4.10: To track large range, more calibration boards can be used, 
since two boards are enough to cover 180° field-of-view. 
To distinguish one board from another, one can choose a different pattern 
for the second board. However, the checker pattern has the advantages of fast 
recognition and stability. Another way is to cluster the recognized corners into 
2 sets, since the total number of corners is usually small (at most 24 points in 
our case), clustering can be done quickly. 
The following is the pseudo-code of the clustering method, 
1. Put all points into set F. 
2. Pick 2 points that are most far apart and put them into two separate 
groups. 
3. Randomly pick a point in F and assign it to the nearest group. 
4. Repeat until set F is empty. 
As a result, the horizontal trackable range can be increased to around ±90°. 
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By introducing more calibration boards, the whole 360° surrounding the object 
can be tracked. 
4.6 Cap tur ing Exper iment 
The capturing experiment is carrying out in a dark room with only a hand-held 
spotlight illuminating the object. The illuminating direction is always pointing to 
the object and moving around our object. Once the system tracked the lighting 
direction, the capturing camera, records the image of object automatically. 
In order to make sure the captured image sjaiclironized with tracked lighting 
direction, the spotlight is moved slowly and smoothly. The above procedure is 
repeated until sufficient samples are captured [28]. A more detail operation guild 
of the system will be left at Appendix A. 
The whole capturing process is assisted with computer program. Figure 4.11 
shows the interface of the capturing assistant program. It contains a control 
panel (on the left), a track result window (middle top), track camera, view (middle 
bottom), a. synthetic scene window (right top) and capturing camera view (right 
bottom). The whole capturing is controlled by this system, it calculates the 
current lighting direction and automatically grabs images from the scene. 
4.7 Sampling Analysis 
Any capturing system needs to due with the problem of sampling. We will briefi^y 
discuss the sampling analysis for image based relighting. 
The capturing of irracliance by camera, is usually measured in exposure which 
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Figure 4.11: System screen-shot 
has the formula : 
E = LiAt 
where L, is the incident radiance from the tiny surface. At is the time of 
exposure. 
First, we assume linear interpolation is used for reconstruction. Without loss 
of generality and to simplify the discussion, we will focus on the reconstruction 
in ID case which along the horizontal lighting direction 6. 
Suppose we are going to reconstruct a particular pixel of the scene illuminated 
under lighting at 0', which is located between 2 samples Oi and 62. 
The reconstructed exposure value should be 
where E{0) is a function of exposure recorded at incident angle 0 to the 
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surface and a + = 1. 
As a result, the error e between the reconstructed exposure value and the 
real exposure value is 
e = aE(ei)+^E{e2)-E(e'). 
Based on the knowledge from interpolation theory [48], there exist 0 G [没i,叫， 
and 
a丑(没1) + f3E(e,) 一 E{e') = 一 -
Therefore, 
= 讚 響 . 
After some manipulation of the order of terms, and denote the bound of ^ ^ ^ 
be E ' L T , we have 
e g 去 ( A 昨 二 丨 
That is, 
A" < 係 (4.7) 
y maa; 
Now, we leave the evaluation of bound of 沪獄、.Obviously, the function E 
depends on the surface properties of the object surface and have the following 
relation with reflected radiance from the surface, 
E{0) = LiAt =窄 L” (4.8) 
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F igure 4.12: Reconstruct lighting at 9' 
where AA is the area of aperture, f is focal length of camera. 
The reflected radiance from the surface is actually based its reflective prop-
erties p (BRDF) and the radiance L/ form our only light source, 
A 
^ I 
Lr = p(v,l,7i)-^Li (4.9) 
A 
where /, n are unit vector of viewing vector, lighting vector and normal vector 
of surface, r is the distance of light source to the surface. The equation is similar 
to the familiar radiosity equation, but having single light source and neglect the 
radiosity effect between surface to surface. 
By combining Equation 4.8 and 4.9. We have, 
應 (入 f ..^AAtLu f 
E{0) = p{vj,n)—尸 11 
A 
By denoting h = {iix, Uy^  n^), I = (cos 9 sin sin 9 sin </>, cos </>), we can rewrite 
E{e) in terms of 9, 
A 
E{0) = ^/9(�/,f7,)(7?,a;Cos0sin(/) + 72ysin/^sin(/) + n2Cos(^). (4.10) 
where 少 = ”律 �w h i c h is independent of 6 . 
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If we assume our surface is Lambertian, the BRDF p will always be I/TT. 
As a result, the second partial derivative of E w.r.t. 6 can be derived from 
Equation 4.10 and becomes, 
d^ E(0) 少 
_ — — = — — s i l l cos 6 + Uy sin 9) (4.11) 
UU TT 
and this equation will attend its maxima when 
tan n工 
Therefore, 
H = > # � 禽+ n 命 ） 
So we have found the analytical bound for the ^為的 ,we can substitute the 
result into Equation 4.7. 
The equation shows that our minimum horizontal sampling angular interval 
AO for lambertian surfaces is related to the surface normal, the vertical lighting 
angle 小,the distance of light source r and miscellaneous camera, settings (e.g. 
aperture AA). For example, the sampling rate is proportional to the angle 小, 
that is the further we are from the 2 poles (North or South), the more samples 
we have to take, and this relation is obviously convincing. 
4.8 Chap te r Summary 
Our hand-held light source capturing system is designed for image-based re-
lighting purpose, it assumes directional light source and fixed view point in the 
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environment. The goal of our system is to make it portable, easy to install, 
capture both small and large objects, economic, installable in smaller area and 
surely acceptable accuracy. As introduced in Chapter 3, the vision-based method 
is therefore appropriate to our requirements. 
Vision-based techniques is also called camera-based method. We will need 
to attach a light weight camera, (e.g. web-cam in our project) on the spot-
light. Besides, we will need a checker board pattern for calibration and reference 
purpose. Camera, calibration is needed to do once to obtain intrinsic parameters 
. of the cameras before the capturing starts. During capturing, the light source 
is illuminating the object at a distance so as to behave similarly to directional 
light. At the same time, tracking of its position is preformed depended on the 
observed checker board orientation from the attached camera view. 
Since an image-based capturing system is actually sampling the scene in dif-
ferent dimensions, therefore, it must deal with the minimum sampling or aliasing 
problem. In the section of sampling analysis, we have given an analytic upper 
bound for the minimum sampling interval allowed within the tolerable error. Af-
ter taking the set of light direction indexed images, we have to preform a sequence 




After capturing raw data from the scene, they can not be directly feed into 
system for relighting. Since our captured data is scattered over a sphere, it will 
be time consuming to reconstruct the scene from the samples. Therefore, we 
have to process our data, first. 
First, the captured images are rebinned as pixel BRDF which is a function 
corresponding to the intensity variation of a pixel under different lighting di-
rections. In other words, we extract the values a,t the same pixel in all images 
and order them based on lighting direction (没,</>), hence we get a spherical table. 
Since the hand-held spotlight does not move on a regular grid, the lighting direc-
tion sampled are in scatter. Therefore, the rebinned pixel BRDF are not sampled 
regularly. In order to perform encoding, we have to recover a regular sampled 
pixel BRDF for each pixel using scattered data fitting. Finally, we compress the 
data set to a reasonable size by keeping the first few spherical harmonic coeffi-
cients. Figure 5.1 illustrates the steps of data, processing of acquired reference 
images. 
80 
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Figure 5.1: The data processing of the reference images can be divided into 
three main steps: scattered data fitting, rebinning and spherical harmonic trans-
form (data compression). 
5.1 Scat tered D a t a Fi t t ing 
Each reference image is associated with a light vector. This light vector corre-
sponds to a sample point on a sphere. Since the light source is hand-held, our 
samples scattered over the sphere (Figure 5.2). Therefore, there will be cases 
that samples are crowded together. We will first try to group those points with 
internal angle that are closer than a certain threshold (e.g. 3 degree), and select 
one of them as candidate for data fitting afterwards. It is also interesting to 
note that the optimal sampling rate for relighting is closely related to the surface 
BRDF [28:. 
Instead of directly storing the scattered data, we perform resampling by scat-
tered data fitting. Our task is to change the scattered sampled data to regularly 
sampled data, as illustrated in Figure 5.3. Since our sampled light vectors are 
actually distributed on a unit sphere, we have to preform the data fitting in the 
spherical domain, which we referred as Spherical Scattered Data Fitting. The 
planar scattered data fitting can be found in many computational geometry 
textbooks [37], as it is already a well defined problem. The method basically 
triangulates the plane with the sample points as vertices and then interpolates 
the values within triangles. 
Unfortunately, the domain in our case is spherical rather than planar. This 
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Figure 5.2: The reference images correspond to the scattered, samples over a 
sphere. 
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Figure 5.3: Task of scattered data fitting 
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complicates the process. One may first project all samples onto a 2D plane and 
perform planar scattered data fitting. However, significant distortion exists near 
the poles of sphere. Instead, we adopt the methods proposed by Nielson et al. [36 
and Reiika [39], to triangulate the sphere into spherical triangles and perform 
interpolation within them. 
5.1.1 Spherical Delaunay Triangiilation 
Def in i t ions 
Before we describe the spherical Delaunay triangiilation, we first review the 2D 
planar Delaunay triangiilation. Given a set of points S on a 2D plane, a. trian-
giilation of set S is defined as a maximal planar subdivision whose vertex set is 
S. In other words, it subdivides the plane by connecting the points in S with 
edges in set G, such that no edge intercepts each other. Delaunay triangiila-
tion requires the triangiilation to be angle-optimal. Angle-optimal means that 
the minimum angle among all triangles are maximized. This requirement avoids 
long and thin triangles and hence leads to a better interpolation result. 
From planar to spherical Delaunay triangiilation, some modifications are 
needed. Firstly, the edges of triangle must now be geodesic, which means the 
shortest path connecting 2 points on sphere. The angle-optimal triangiilation 
requirement remains the same. However, the calculation of angle and area of 
spherical triangle are different [7 . 
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F i g u r e 5.4: Initial triangulation 
A l g o r i t h m 
The algorithm of spherical Delaunay triangulation is recursive and incremental. 
It starts with an initial triangulation (Figure 5.4) formed by laying 4 points. The 
chosen 4 points must not lie on the same hemisphere. Otherwise, singularit}^ 
exists and the triangulation is ambiguous. In each iteration, we insert a new 
point into the current triangulation. There are only 2 possible consequences: 
(a) the point falls inside a triangle (Figure 5.5(a)), or (b) the point lies on the 
shared edge of two adjacent triangles (Figure 5.5(b)). In case (a), the triangle is 
tessellated into 3 sub-triangles as in Figure 5.5(a). In case (b), the subdivision 
involves 2 adjacent triangles and 4 sub-triangles are formed (Figure 5.5(b)). 
Before the next round of insertion and subdivision, the algorithm checks 
whether the newly formed sub-triangles are valid Delaunay triangles, i.e., whether 
they are angle-optimal. If the following condition holds, 
Det(ui - ”3, V2 - ”3, V4 - Us) > 0 
where Vi are the coordinates of vertices of the adjacent triangles [39], an edge 
flipping (Figure 5.6) is performed to maintain the angle-optimality. Then, the 
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next round of insertion takes place. The process continues until no more point 
to insert. 
To speed up the computation, the triangles are stored in a tree structure as 
follows. Each node in the tree represents a triangle, and the decessors of a node 
means a. subdivision of that triangle. Therefore, only the leave nodes of the tree 
stores the current triangulation. . 
In order to make it clear, let us ha.ve an example of vertex insertion to the 
tree structure and try to look at Figure 5.7. First, we initialize with 4 nodes 
representing 4 triangles covering the whole sphere. When a point (？；^) is going 
to be added, first we will find which triangle that bounds it. The test will be 
preformed from triangles at the root of the tree clown until to the leave. In our 
case, the point is inside triangle A2, it will split it into 3 triangles (Figure 5.7(a)). 
Then validation of optimal triangulation is preformed to the newly created 
triangles. Suppose triangle A3 and A5 violated the requirement, it needs flipping 
of edge as shown in Figure 5.7(b). Two new nodes triangle Ae and A7 are formed 
under their "parents". 
This tree structure reduces the complexity to O(log n) for searching the tri-
(a) (b) 
Figure 5.5: Subdivision of spherical triangles 
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angle where the new vertex located in. Total time complexity for inserting n 
vertices is therefore 0(n log n). Figure 5.8(a) shows the triangulation given a set 
of scattered samples. 
5.1.2 Interpolation on Sphere 
Once the triangulation is formed, interpolation can be performed to resample 
the images at any desired point on sphere. In our current implementation, we 
uses barycentric interpolation within a spherical triangle, since the difference in 
result is small as compare to the higher-order interpolation. The interpolation 
in spherical domain is similar to the planar case. Let vo^Vi&lv2 form a triangle, 
q is the point to reconstruct. The image at point q should be, 
/ � =A o / K ) + Ai/(i;i) + A2/卜 2) 
where I{y) is the image at point v, and the weights 
Ao — area((/, V], V2)入工=area(g, up, V2)入? — t^ o, ui) 
ai'ea(uo’ ui, U2) ’ area(i;o, ui, ’ area(i;o, ui, 1*2) 
Function area() is the area of the spherical triangle on a unit sphere. The 
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Figure 5.7: Triangulation tree structure 
following formula is used to compute this area, 
area(t;o, vi,v2) = a + (3 ^ - tt 
where a , / ? ,7 are the 3 angles (in radian) within the spherical triangle. For 
illustration purpose, we interpolate the radiance values (from multiple images) 
associated a single pixel in Figure 5.8(b). The gray region is due to the lack of 
samples. 
It is interesting to note that the weights (A )^ for a particular (lighting) clirec-
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Figure 5.8: Triangulation and interpolation on a sphere. 
tion is fixed for all the pixel BRDF. As a result, we can speed up the interpolation 
process by storing all those values once calculated. This will save the time on 
repeatedly searching of triangles and computation of the triangles' areas. 
5.2 Compression 
After resampling, the reconstructed images are rebinned so that radiance values 
associated with the same pixel are grouped to form a spherical function, the 
apparent BRDF of pixel [52]. Each spherical function is indexed by two parame-
ters, elevation 0 and azimuth 小 angles. Unfortunately, the data size is enormous. 
Even for image of resolution 256x256 , the total storage required is hundreds 
of megabytes. Hence, data compression is a must. Just like modern compres-
sion techniques in JPEG and JPEG2000, we transform the spherical functions 
to frequency domain (in our case, spherical harmonic domain [9, 44]) and then 
apply quantization. The following integration forwardly transforms a spherical 
function 4) (the radiances associated with the same pixel) to a coefficient 
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where I is known as the spherical degree and m is the azimuthal order. 
Hence, we only need to store Ci�m. The radiance value can be reconstructed by 
performing inverse spherical harmonic transform on Ci，m. The more coefficients 
we store, the more accurate the reconstructed radiance value is. In practice, 16 
to 25 coefficients are sufficient for most cases [52]. As a result, the data size is 
drastically reduced to a. few megabytes. The overall compression ratio is about 
1800:1. 
All the above procedures are only concerning the interpolating and encoding a 
single channel of a pixel's BRDF, therefore, we need to repeat the above process 
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for all pixels in the 3 channels of all the pixels of the images, which usually 
involves several millions of such interpolation. To speed up the interpolation, we 
distribute the job to multiple workstations, each one handle a block of pixels (e.g. 
32x32 pixels). The average processing time is about 30 minutes for a 256x256 
image size data set, running on 64 different Sun Sparc machines. 
5.3 Chapte r Summary 
The procedure of post-processing the captured raw images mainly includes the 
scattered data fitting and the spherical harmonic encoding compression. First, 
we need to rebin the images by its light directions, therefore, we have a, pixel 
BRDF map which is two dimensional [6, (j)). The reason for performing spherical 
Delaunay triangiilation before the interpolation is to avoid heavy distortion at 
two poles and improve search speed of the nearest 3 vertices. Although the 
building of triangiilation is time consuming, it needs to do once and apply to all 
the pixel BRDF maps. The interpolation is then based on barycentric coordinate 
and our current implementation is linear as it doesn't make visual difference to 
higher order ones. However, the data, set generated after the data fitting becomes 
so large, we have to compress it using the spherical harmonic transform. This is 
similar to the Fourier transform but it is defined for spherical domain, therefore, 
it is more suitable to our data as samples are distributed on the unit sphere. 
In the next chapter, we will use our compressed data set to render the object 
under different lighting conditions. 
Chapter 6 
Relit Results 
After we have processed our captured data with scattered data fitting and spher-
ical harmonics transform, the result is ready for relighting purpose. In the fol-
lowing of this chapter, we will show the relighting results using multiple light 
sources and environmental map. 
We have chosen the objects made with different materials that exhibit inter-
esting reflecting properties. They include diffuse specular highlight, anisotropic 
and shiny objects as shown in Figure 6.1. 
The quality of relighting is hindered by the sampling rate and the number 
spherical harmonic coefficients used during compression. Usually, diffuse compo-
nents are included in the first few coefficients, while specular or shape variations 
are embedded in higher coefficients. We list the data set used in Table 6. 
The resolution of images taken are 256x256 and the scattered samples of the 
data are taken in a range of - 4 5 �< 9 < and 0。< 小 < 40°. The number 
of regular samples taken is 90 in 9 and 45 in cj). Therefore, the re-sampled ra,w 
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Figure 6.1: Objects used, from left to right (a) Furry rabbit (b) Star (c) Postal 
box (d) Shiny opaque bottle (e) Specular while statue, (f) Aluminum anisotropic 
Data set no. of sample no. of s.h. coeff. compressed size 
Furry rabbit 140 l6 12.0 MB 
Alum, cover 133 49 36.7 MB 
Venus statue 60 25 ‘ 18.7 MB 
Chinese-style glass bottle 127 25 18.7 MB 
Postal box 82 25 18.7 MB 
Star 103 49 36.7 MB 
Table 6.1: Information of data sets 
data size of each data set is about 8.1 GB, as we had taken a sample per angle 
in a hemisphere region. The compressed size using spherical harmonics is about 
20-40 MB depending on the coefficients kept, compression ratio is thus around 
1:300. 
6.1 Relighting wi th Mult iple Directional Lights 
Even we capture the scene with a single white light, the image-based scene can 
be relit with different lighting conditions, e.g. multiple light sources and each 
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with different color. The relighting is enabled by the superposition property of 
images introduced in Chapter 2. 
Figure 6.3 shows the result of relighting of 3 real objects. They are an 
anisotropic metal cover, a. white specular statue, a Chinese-style glass bottle 
and a shiny opaque bottle. Images in the Figures 6.3 are relit by multiple direc-
, tional light sources, each with different colors. On the left of each relit image, 
we show the lighting condition applied. The color dot in the image indicates the 
color and direction of each light source. 
The white Venus statue in Figure 6.3(a) is illuminated with two directional 
lights (blue and yellow). We can clearly see the two light colors reflected on the 
statue and visually comparable to the real situation. 
The aluminum cover shown in Figure 6.3(b) exhibits anisotropic reflection, 
which is still difficult to model well [49]. Three directional light sources (red, 
green and blue) are used for relighting. Note the corresponding color bands are 
shown clearly in the relit image. 
The furry rabbit doll in Figure 6.3(c), again relight by two color light sources. 
We can observe the tiny fur structure are illuminated clearly and visually correct. 
The Chinese-stjde glass bottle which contains a thick layer of glass above 
the painting is shown in Figure 6.3(d). It is interesting to notice the specular 
highlight at the two sides of the bottle. 
The Red Postal Box (Figure 6.3(e))made with clay is illuminated with two 
light, one blue and one green. We can see the two specular highlight slits verti-
cally near the center of it. 
Finally, the star model (Figure 6.3(f)) also lighting with two sources, shows 
interesting visual effect, and also proves our capturing system is effective and 
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robust to any kinds of objects. 
Our light source can also move in the environment in interactive frame rates. 
Figure 6.5 shows some of our results. 
From the figures, the light source is moving in circular. We notice that the 
color changes while the variation of light positions. For example, in Figure 6.5(a) 
the statue looks yellow as the red and green lights are near to each other. When 
the position of two lights diverge, it clearly reveal on the color of the statue. 
Another example is in Figure 6.5(b), the effect of anisotropic reflection let us see 
the wonderful color changes while the red color light source moves around. 
6.2 Relighting with Environmental Maps 
Similar to be relit by multiple light sources, relighting with environmental map 
can be thought as placing infinite many light sources around the object. Each 
pixel of the environmental map becomes a light source from that direction and 
affect the appearance of object. 
Images in Figures 6.6 are relit by environment lighting. The corresponding 
environment map used for relighting is unfolded a.ncl shown on the left of each 
relit image. 
The shiny opaque bottle in Figure 6.3(a) mainly reflects the green light be-
cause the environment map contains a large proportion of green pixels. However, 
you may still observe some blue color at right hand side due to the blue colored 
wall further away. In contrast, the relit Venus statue in Figure 6.3 (b) reflects 
both red and blue lights due to the equal proportions of red and blue pixels in 
the corresponding environment map. Figure 6.3(c) shows its relighting result 
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under an environment map (forbidden city). It reflects blue light due to the blue 
sky in the environment map. You will notice the soft blue color band appear at 
the cover which is caused b), the color of sky. 
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Figure 6.2: Results, (a) Specular Venus statue, (b) Anisotropic cover with 
RGB lights, (c)Furry rabbit. The corresponding lighting condition is shown on 
the left of each relit image. 
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Figure 6.3: Results, (d) Chinese-style Glass bottle, (f) Red specular Postal 
box. (g) Star. The corresponding lighting condition is shown on the left of each 
relit image. 




Figure 6.4: (a) Continuous movement of light source with the Venus statue. 
The bottom panel shows the movement of light sources. It corresponds to figure 
order from top to bottom, left to right. 
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Figure 6.5: (b) Continuous movement of light source with aluminum cover. 
The bottom panel shows the movement of light sources. It corresponds to figure 
order from top to bottom, left to right. 
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Figure 6.6: Results, (a) Reflective opaque bottle, (b) Venus statues. The corresponding environment map is shown on the left of each relit image. 
Chapter 7 
Conclusion 
In this thesis, we have proposed and developed a new capturing system that 
acquires the appearance of object under various lighting directions. The intension 
for us to develop such a system is that capturing setups for image-based rendering 
proposed so far are mainly involving mechanical control, which is huge in size, 
high in cost, difficult to build and requires a large space for setup. It may not 
be able for most researchers to develop such a setup on their own, due to lack of 
space, budget or time. 
Instead of using mechanical control, our system is based on vision based 
tracking. It is based on techniques which widely used in the field of robotics and 
computer vision. The setup up for tracking requires only an off-the-shelf CCD 
camera, and a checker pattern which can be printed easily by any printer. The 
user can freely position and orient the light source at wish. The advantage is 
ease of setup, anybody who knows how operate a computer would do. Moreover, 
setup time and cost is much less than mechanical one. With the advances of 
CCD camera, the equipments are small in size, light in weight and economic, 
the whole setup is portable and fit in small area/room. Furthermore, there is 
basically no restriction on the size of object being captured, if the object size is 
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large, we only need to place our light source farther away. It is shown that our 
tracking result is satisfactory and accurate for most of the cases. In general, our 
system made the capturing steps more easy and short in time (usually within 20 
mins), and still have an acceptable accuracy and result. 
By the way, to get a. better interpolating result from'our scattered sampled 
data, we use the method of spherical scattered data fitting. It involves the 
spherical triangiilation based on our sampled lighting vectors and later the linear 
interpolation using bary centric coordinates. 
We have also demonstrated the capability of our capturing setup on different 
kinds of object which have various surface properties. The relit results of these 
image-based object had shown in Chapter 6. And they show interesting vision 
effect under multiple color light sources and environment lighting as expected. 
7.1 Fu ture Research Aspect 
In future, our system can be applied on some more interesting scene and objects 
that are difficult to model using current available analytical reflectance models. 
Also, we will try to relit with point light sources and slide projector. However, 
its difficulty lies on the requirement of scene depth map. If we get the geometry 
by some 3D scanner, like the one we introduced in Chapter 3, the alignment 
of object with the image becomes difficult. Another solution is by shape from 
shading techniques, however its accuracy is low. 
We may try to carry out high dynamic range imaging in order to give a 
wider dynamic range image-based data. It is advantageous since we can avoid 
over-saturation while relighting with multiple light sources. Besides, all the in-
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terpolation or calculation can be based on radiance or scaled radiance value, and 
give a physically correct result. 
The assumption of constant viewing position may be relaxed by tracking also 
the capturing camera's position and orientation before capturing. However, as 
the tracking requires the visibility of the calibration board, it thus reduces the 
effective resolution for the target object. Another method may be tracking in 
an unzoomed view and zoom to the object while capturing. In this way, as the 
camera setting is changed during zooming, we will need to carry out twice the 
camera calibration for the different zooming conditions. 
Appendix A 
System User Guide 
In the following, we will introduce our whole capturing system based on hard-
ware, software and the operations of the system. The hardware/equipments are 
used for capturing purpose, the software components are used to monitor the 
capturing and generating datasets. 
A . l Equipment Configuration 
The capturing equipments of our system include a light weight web-cam, a, hand-
heldable spot-light, a calibration board with checker patterns and a high quality 
digital video camera. The web-cam has to be attached on the spot-light source 
with viewing direction parallel to the lighting vector, similar as shown in fig-
ure 4.2(c). Then, set the digital video camera so as to. give a correct and fixed 
exposure when illuminating with the spot-light in a dark environment. Both 
of the cameras are connected to a PC having a, PIII or above CPU. For the 
PC to receive video signals from the digital video camera, we have to install a 
video capturing card on the computer. The software program "lightcap" will 
be used to manage and help the whole capturing process. A more detail usage 
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guide of "lightcap" will be introduce in later section. For the checker board, it 
is recommended to use a, high quality laser printer to print a black and white 
pattern. The paper used should not be reflective, otherwise, it will reduce the 
tracking success rate. After prepared the board, we place it below the target 
ob ject vertically. 
The equipments in the experiential setup are as follow : 
PC with Intel PIII 500 or above 
Spot light with dimension about 25x25cm 
Digital Video Camera - Sony DCR-PIO digital video camera 
Video capture card - Iomega Buz capture card 
light weight web-camera - Logitech QuickCam Pro CCD web-camera. 
A.2 Opera t ion Guide 
After every equipments are prepared, we have to do calibration for the web-
camera. This can be done easily using software like the Camera Calibration 
Direct Show filter accompany with the OpenCV software package [14], and it 
only needs to do once for it. 
During capturing, the operator have to held the light source and move it 
smoothly and slowly around the object. We need to keep the lighting direction 
aim at your target object while moving the light source. It is advised to perform 
the capturing in a totally dark environment, so as to reduce inference from the 
surroundings. Moreover, we should look at the tracking camera's view (i.e. the 
web-cam), and tries to make the checker board pattern appear in the view. This 
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will increase chances of tracking accurate lighting direction. 
A.3 Software Components 
In the following of this section, we are going to introduce the the major func-
tionality and usage of the software components in our system. We will not go 
through all the details on using each of them here, as you may be able to find 
them in the readme files together with the program. 
A.3.1 Image capturing - light cap 
You can reference the user interface of this program in Figure 4.11. This program 
consists of several windows displaying the camera view from the web-cam, digital 
video camera and the tracked lighting position. While started the program, press 
the "Start Tracking" button, and aim at your checker board to see if it works to 
get a correct lighting position. 
Then, we can press ”Start Capture" to begin the capturing images of the 
object. You will find the capturing view window will show your object if you had 
setup your DV camera, properly. It is useful to notice that after press the "Start 
Capture" button, no recording of images happens until the tracking of light 
source direction is obtained. The tracked lighting direction and the corresponding 
image taken from the DV camera, are stored inside one file (displayed in the "Save 
Name" text box) in order to decrease the overhead of opening too many files at 
the same time. 
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A.3.2 Raw Frame Extraction 一 Ifprocess 
This program is used to extract images from the file output b), the capturing 
program mentioned above. The extracted images are stored in ppm format and 
named according to its corresponding light direction (i.e. the tlieta, and phi 
values). 
A.3.3 Resampling and Compression — svscatterppm2iirdf 
We can use this program to convert the scattered data to a regular sampled and 
compressed data set. The current implementation compress each pixel brdf by 
spherical harmonic transform and store in the format called " u r d f . 
The program is designed to enable distributive rendering of data using the 
Unix standard command "rsh". We can distribute the job to many sol axis host 
machines simultaneously, by simple calling a script ("distgen"). Each machine 
will be responsible for a. particular block of pixels (e.g. 32x32). It is advised to 
configure the compression ratio in the script before generating the data. Common 
ratio includes 5,7,9 and etc,the square of this ratio is the number of spherical 
harmonic coefficients you would like to keep. The more coefficient you kept, the 
higher the image quality and larger the data size. 
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