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, McCulloch-Pitts [111 , $N$
$(?_{1}^{-1}x_{2}\ldots., x_{N})\in R^{N}$ ,
$y=$ sgii $[\cdot w_{7l^{\iota}}r_{n}-h]=$ sgn $[wx]$
$+1$ 1 $y$ . sgn $[]$ $0$
$+].$ , $-1$
$|$j J . , $N$





. - , . ,
$|$ .
$N=2$ $T$ , $2^{T}$ , $T$
$2T$ , $T>2$ $2^{T}>2T$ ,
2
. “ ” ,
, .
, . , $T$ $\{\pm 1\}^{T’}$
, $P(T_{;}N)$
. , 1 $T$
. , .











$P(T_{\dagger}N)= \frac{C(T_{\dot{J}}N)}{2^{\prime\tau}}=\frac{1}{2^{\Gamma\cdot-- 1}\prime}\sum_{n=0}^{N-1}(T -17?)$
, $Tarrow$ oc , $N>T/2$ $P(T, N)arrow 1,$ $N<T/2$







(probably approximately correct) [161 , $T$ ,






w $T$ . $D_{T}$ .
, .
, .
, . $(x_{t}, +1)$ $(-x_{t}, -1)$

















Gibbs $A_{T}$ $\hat{u}$; .
,
.
Bayes $w\in A_{T}$ $X_{T\cdot+1}$
( 4). ,
.





- , , $\hat{w}$ $A4_{T}$
.
4:
, $|A_{T}|,$ $|A_{T\dashv- l}.|$ ,
.
Gibbs $\langle\underline{c}_{C_{J}(D_{T})\rangle}=\langle 1-\frac{|A_{T+\cdot 1}|}{|A_{T}|}\rangle$ ,
Bayes $\langle’\langle D-l’)\rangle=$ $He_{C}\backslash viside(\frac{1}{2}-\frac{|A_{T+1}|}{|A_{T}|})\rangle$ .
$\langle\cdot\rangle$ . ,
, .
, $Z_{T}=|A$ . .
5
$Z_{7^{\neg}}$
$1-\prime 1:\leq-1_{0_{t\backslash }^{\circ}}\cdot\cdot.\iota$ , Gibbs
[2]. ,
$\langle^{arrow}G(D_{\tau})\rangle=\langle 1-\frac{Z_{T+1}}{Z_{T}}\rangle\leq\backslash ’\log Z_{T’}\rangle-\langle 1ogZ_{T+1}\rangle$
, $Y_{T}^{r}=T^{N+\cdot 1}Z_{T}$ 1,’


















2 ( ) $l_{d}$ $T-2$ ,
$L$ . , $L$
$(7^{\sim} \frac{\theta}{i})^{\prime\backslash r-\underline{\cdot)}}+(1-\frac{\theta}{\pi})^{\Lambda-\underline{\cdot)}}$
. 2 $L$ .
$Tarrow- x$ $\frac{\pi^{2}}{T(T-1)}$ .
$T$ 2 $\tau C_{2}=\frac{T(T-1)}{2}$ ,
( $=$ )
$\frac{r_{1}^{2}}{\prime\tau(\prime T-1^{\backslash }\rangle}$ . $\frac{T(T-1)}{2}=\frac{\pi^{2}}{2}$
























, , . $-\not\in\cdot$.
, , $\sim N(y(x_{t};w_{\text{ }}), \Sigma)$
, $w$ . , MLP
[13].
,




$\frac{1}{T}\sum_{t--1}^{\iota^{\neg}}\nabla\log p(x_{t\backslash }w_{c)})\sim N(0_{\grave{l}}\frac{1}{\sqrt{T}}G)$ .
,
$\langle\log p(x,\cdot\acute{w})\rangle=\langle\log p(x, w_{o})\rangle+\frac{\Lambda\prime I}{T}$
. $\wedge\eta\prime I$ .
7
(MLP) — , ,
.
8





Bayes , $T$ ,
$\lambda_{1}4m_{1}$
$F(T)=/\backslash \rfloor\log T-(n’\iota J-1)$ log log $T+C$
. , $2\lambda_{1}=_{A}l^{J}I$ . $\uparrow r\iota_{1}=1$















$4\eta.I$ , $K$ ,
.
. ,










$—-$ , . ,
, , .
, ,




$x=(.’\iota\cdot’\in R^{n?}$ , $y=$ sgn $[a’f(x)]\in\{\pm 1.\}$
. $f$
$f(x)= \{c_{d_{1\cdot 2\cdots\cdot\cdot n^{-}1_{\sim}}}x^{d_{1}}x^{cl_{2}}\cdots x_{7\gamma 1}^{d_{rr1}}|\sum_{\dot{l}=1}^{m}d_{i}\leq p\}\in R^{\lambda l}$
, $M=_{In\dashv\nu}C^{t}{}_{\prime}C_{d_{1}\ldots..d_{\gamma\gamma 1}}$ $K(x_{1} . x_{2})=(X’X+1)^{p}$ .
$(F|\rfloor^{l1};\iota L^{\tau}\backslash i$ , a .y7’ $=$ sgn $[a_{(.)}’x_{n}],$ $\eta_{J}=1,2$ . . . . , $i\backslash ^{-}$ $/_{f}$.
.
, $?t7$. $=1$ , 1
. ,
$a’f(x)= \sum_{i=\zeta 1}^{p}a_{j}x^{i}=c\prod_{i=1}^{I^{J_{()}}}(a’-\approx i)\prod_{i=1}^{(T)-p_{tJ})’2}’(x^{2}+b_{i}x+c_{i})=0$
. , $a_{()}’f(x)$ $p$ $(<i^{j})$ , .
1$)$ , p









, . , $a’x+$
$b=0$ ,
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, 2 , .
,
$\hat{a}=\sum_{n}(-- i_{n}^{f}y_{r\iota}x_{n}$
$\grave{\alpha}=\arg c\alpha\geq 0,\alpha’ y=:)[.c\gamma_{n}$
. Karush-Kuhn-Tucker
$c\grave{\}}_{7L}[y_{71}.(\hat{a}’x_{7?}+b)-1]=0$





. , . ,
11
. . ,
. . $a’x+b=0$ $(a’, b)(x:1)=0$
. , 1 SVM .
$’\{$ , $–/:3$ $i$ -SVM[15] .
$L^{\ovalbox{\tt\small REJECT}}$-SVM ,
$\min_{a}\underline{\frac{1}{\gamma}}\Vert a\Vert^{2}-\beta$ $s.t$ . $y_{fl}a’x_{n}\geq\downarrow\prime 3$
$a= \sum_{n}\dot{c}x_{t},y_{n}x_{7?}$
$\tilde{\alpha}=aI^{\cdot}gn1i,n\frac{1}{9}\Vert\hat{a}\Vert^{2}\alpha_{-}^{\backslash }\prime 0$. $l.\backslash \backslash .t$ . $\sum_{\prime 1}\alpha_{n}=1$
.
8: -SVM .







, $\xi_{r\iota}$ ( 9).
, $C$ . , $\nu$-SVM
nmin $\frac{1}{2}\Vert a\Vert^{2}+C\sum_{\tau\iota}\xi 7b_{l^{\llcorner}}-lj$
.
, $l$ -SVM
$st$ . $y_{n}a’x_{n}\geq’_{\backslash }’\dagger$ . $\xi_{n}\geq t^{-}J$ ,
$( \leq \mathfrak{a}_{1}’n1i.\mathfrak{r}1\frac{1}{t2}\Vert a\Vert^{2}-\backslash C$
’
$st$ . $a= \sum_{l7}\alpha_{?\iota}y_{n}x_{7t}$ . $\sum_{7l_{l}}\alpha_{n}=1$ ,
12
9: .
, $\alpha_{rl}$ . ,
—– , .
[3]. $\wedge tl1I$ , $1/C=M$ , $1?I$
( 10). ,
, $C$ SN ,
, $C$ ,




—$arrow$ . $Narrow(;\infty$ $\overline{\llcorner\vee}(N)$ .
, $C=1/\lambda I<1$ , SVM $a$ ,
$\lambda lt\prime I$ $\llcorner T^{J}$ ( 11). , $\theta_{1}$ ’
$\theta_{R}$ , $(J=(\theta_{L}-\theta_{R})/2$ , $\vee\ulcorner-(N)=\langle|\theta|/\pi)$ .
,
. , $N$ ,
13
11: $l\ovalbox{\tt\small REJECT}$-SVM .
,
$\hat{b}M(N)\approx\frac{1}{\Lambda^{r_{1}}\backslash f(1^{J\text{ }}1I!)^{2}}\sum_{i,j=1}^{\Lambda^{1}f}\frac{(-1)^{i.+j}\cdot i^{M+2_{\backslash }}i^{l}\backslash /\int {}_{1t\cdot 1}C_{i_{\sim^{l}}1l}C_{j}}{i+_{\mathfrak{l}}c7}$
. , $1\backslash [$
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