AbstTact-Evolutionary design of artificial neural networks (ANNs) offers a very promising and automatic alternative to designing ANNs manually. The advantage of evolutionary design over the manual design is their adaptability to a dynamic environment. Most research in evolving ANNs only deals with the topological structure of ANNs and little has been done on the evolution of both topological structures and node transfer functions. This paper presents a new automatic method to design general neural networks (GNNs) with different nodes. GNNs combine generalisation capabilities of distributed neural networks (DNNs) and computational efficiency of local neural networks (LNNs).
AbstTact-Evolutionary design of artificial neural networks (ANNs) offers a very promising and automatic alternative to designing ANNs manually. The advantage of evolutionary design over the manual design is their adaptability to a dynamic environment. Most research in evolving ANNs only deals with the topological structure of ANNs and little has been done on the evolution of both topological structures and node transfer functions. This paper presents a new automatic method to design general neural networks (GNNs) with different nodes. GNNs combine generalisation capabilities of distributed neural networks (DNNs) and computational efficiency of local neural networks (LNNs).
We use an evolutionary programming (EP) algorithm with new mutation operators which are very effective for evolving GNN architectures and weights simultaneously. Our EP algorithm allows GNNs to grow as well as shrink during the evolutionary process. Our experiment results show the effectiveness and accuracy of evolved GNNs.
I. INTRODUCTION
Designing artificial neural networks (ANNs) through simulated evolution has been investigated for many years [1; 21. It offers a very promising and automatic alternative to designing ANNs manually. The advantage of evolutionary design over the manual design is their adaptability to a dynamic environment. Manual design of ANNs requires the designer to have very good knowledge in both ANNs and the problem to be solved by the ANN. However, because of lack of transparency, it is quite hard to use such knowledge to construct a network to learn well.
The node transfer function has been shown to be an important part of an architecture. However, most research on evolving ANNs has paid little attention to the fact that the node transfer function has significant impact on ANN'S performance. The transfer function is often assumed to be the same for all the nodes in an architecture or at least for all the nodes in the same layer. This paper presents a new automatic method to design general neural networks (GNNs) with different nodes. GNNs combine generalisation capabilities of distributed neural networks (DNNs) and computational efficiency of local neural networks (LNNs). We use an evolutionary programming (EP) algorithm [3] with new mutation operators which are very effective for evolving GNN architectures and weights simultaneously. Our EP algorithm allows GNNs to grow as well as shrink during the evolutionary process.
Five mutations have been proposed in our EP algorithm to modify G N N topological structures, node transfer functions and connection weights at the same time. The mutation which modifies the weights is based on a hybrid modified back-propagation (BP) and a fast random search algorithm. This mutation is partial, which gives more training time to promising individuals that have not been given adequate training. It balances fairly well between the training time and the accuracy. It also introduces weight learning at the individual level as a component of the whole evolutionary process of GNNs. The other four mutations are used to modify GNN architectures for discovering optimal combinations of different types of nodes. An issue in the evolution of architectures is when and how an architecture should be mutated. In our EP algorithm, only when the weight training fails to reduce the error of a GNN will architecture mutations take place.
The rest of this paper is organised as follows. Section I1 discusses different ANN models and introduces GNNs. Section I11 describes our EP algorithm in detail. Section IV presents our experimental results and discussions. Finally, Section V concludes with a summary of the paper and some future research directions.
GENERAL NEURAL NETWORKS
Since the feedforward neuiral network models are simpler to use, better understood, they are considered in our current system. Most discussions in this paper are applicable to other neural network moldels however.
Depending on the response characteristics of the hidden nodes, the feedforward neural networks can be categorised into two broad classes: DNN models and LNN models [4] . DNN models, of which the multilayer perceptron (MLP) is the most widely used, are characterised by hidden nodes that have a global response. It is more common to use the sigmoid function in MLPs:
This function is continuous and varies monotonically from 0 to 1 as s j varies from -XI to 03. For classification, Lippmann demonstrated that a two-layer MLP can implement arbitrary convex decision boundaries [5] . It has also been shown that two-layer MLP is capable of forming an arbitrarily close approximatiton to any continuous nonlinear mapping [6] .
For LNN models, hidden nodes produce a localised response to input stimulus. That is, they produce a significant nonzero response only when the input falls within a small localised region of the input space. The most common localised transfer function is a Gaussian kernel func-tion of the form:
However, such kernel-type approximations suffer from the
A network of this type hidden nodes is called a Gaussian MLP network [7] . Although the MLP and the Gaussian MLP are computationally equivalent, the interpolation problems can be solved more efficiently with sigmoid functions, and the extrapolation problems are amenable to localised func-
DNNs can provide more compact representations of inputs, which the information is distributed in the network.
When a DNN learns a new example, there is not only an
interaction between the data and weights, but also an interaction between the weights. To avoid losing the existing knowledge, the entire old training set plus the new example must be re-learned together. For a LNN, as a given input affects only a few of the hidden nodes at a time, part of the network can be modified without affecting how the rest of the network responds to other inputs. However, LNNs may require large number of nodes to represent the function to the desired examples.
The different properties of DNNs and LNNs seem to be complementary, This allow the GNN models to be developed which can combine generalisation capabilities of DNNs and computational efficiency of LNNs. In the following section, we describe a new automatic method to design the two-layer GNNs in which hidden layer comprises sigmoid nodes and Gaussian nodes, output layer only comprises sigmoid nodes, and direct connections from the input to output layer exist.
NEW EVOLUTIONARY GENERAL NEURAL NETWORKS
Five different mutation operators have been used in our EP algorithm. The main structure of evolutionary GNNs is given in Figure 1 .
A . Selection Mechanism and Replacement Strategy
The selection mechanism used in our EP is rank based.
Let M sorted individuals be numbered as 0 , 1 , . . . , A 4 -1, with the 0th being the fittest. Then the ( M -j)th individual is selected with probability [9] A Successful?
Sigmoid node and Node deletion and node replacement The selected individual is then modified by architecture mutations. In our implementation, we use error E described in the following section to sort individuals. The replacement strategy used in our EP can be summarised as follows. If an offspring is obtained through further partial training, it always replaces its parent. If two offspring are obtained by architecture mutations, better one between the two offspring replaces the worst individual in the population only when it is better than the worst, and the other is rejected.
The generation gap of our EP is minimal. That is, a new generation starts immediately after the above replacement. This is very similar to the steady-state genetic algorithm
B. Hybrid Training Algorithm
The hybrid training algorithm used in our EP algorithm consists of a modified BP algorithm and a fast random search algorithm. The classical BP algorithm is notorious for its slow convergence and convergence to local minima. We have modified the classical BP algorithm in order to alleviate these two problems. We use a simple heuristic to adjust the learning rate for each individual in the population. Different individuals may have different learning rates. During BP training, the error E is checked after every epoch. If E decreases, the learning rate is increased by a predefined amount. Otherwise, the learning rate is (4) reduced. In the later case the new weights and error are discarded.
In order to deal with the local optimum problem suffered by the classical BP algorithm, we have introduced an extra training stage when BP training cannot improve an individual anymore. The extra training is performed by a fast random search algorithm.
Solis et al.
[ll] proposed a modified random search algorithm to optimisition problems. According to the description by Baba et al. [12] , the modified random search algorithm is implemented as follows:
1. Select an initial weight point in the search domain W. Let M be the total number of steps. Let k=O.
Generate the Gaussian random vector E(k).
If + E(') E W , goto Step 3. Otherwise, goto Step 4. The fast random search algorithm used in our EP is exactly the same as the modified random search algorithm except for Step 2 which is replaced by the following: Generate the Cauchy random vector
Step 3. Otherwise, goto Step 4.
The one-dimensional Cauchy density function centred at the origin is defined by: k = k + 1 and go to Step 2.
t f t ( x ) = ---
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-00 < x < 00, where t > 0 is a scale parameter. The corresponding distribution function is
The shape of ft(z) resembles that of the Gaussian density function but approaches the axis so slowly that an expectation does not exist. As a result, the variance of the Cauchy distribution is infinite. Fast simulated annealing and fast EP[13; 141 are two examples where an increased variance improves the efficiency of the global search. The reason for such improvement is often explained as an increased probability of escaping from a local optimum. However, it is unknown whether there exists an optimal distribution for a function optimisation problem.
C. Architecture Mutation
When an individual is mutated by deleting node and replacing node, the first offspring is created by deleting a hidden node from the parent network uniformly at random and the second offspring is created by replacing the chosen hidden node with a sigmoid node if the chosen hidden node is a Gaussian node or with a Gaussian node if the chosen hidden node is a sigmoid node. When an individual is mutated by adding node, the first offspring is created by adding a sigmoid node and t:he second offspring is created by adding a Gaussian node. The sum of the probability of node deletion/replacement, p d , and the probability of node addition, p a , is one. The two offspring are then partially trained by the modified BP.
IV. EXPERIMENTAL STUDIES
We have applied our new E P algorithm to the heart disease date set which was obtained from the UCI machine learning benchmark repository.
A . The Heart Disease Data Set
The purpose of the data set is to predict the presence or absence of heart disease given the results of various medical tests carried out on a patient. This database contains 13 attributes, which have been extracted from a larger set of 75. The database originally contained 303 examples but 6 of these contained missing class values and so were discarded leaving 297. 27 of these were retained in case of dispute, leaving a final total of 270. There are two classes: presence and absence (of heart disease). This is a reduction of the number of classes in t8he original data set in which there were four different degrees of heart disease.
B. Experimental Setup
The input attributes of the data set are rescaled to between 0.0 and 1.0 by a linear function. The output attributes of the all the problems are encoded using a 1-of-m output representation for m classes. The winner-takes-all method is used in our EP, i.e., the output with the highest activation designates the class.
For comparison, three different network models, i.e. GNNs, MLPs and Gaussian MLPs, are evolved by our EP algorithm in the experiments. For evolving MLPs and Gaussian MLPs, only node dleletion and node addition are used in the architecture mutations.
The following parameters were used in our experiment:
the population size (50), the maximum number of generations (200), the initial number of hidden nodes (2 to 4), the equal initial percentage of number of hidden sigmoid nodes and number of hidden Gaussian nodes, the probability of node deletion/replacenient (0.5), and the probability of node addition (0.5). The number of iterations (11'0) for the hybrid training is determined by three user-specified parameters: the "stage" size, Nb, for the modified BP, the If the rate of change in the error E is greater than 25%, then another stage is executed, or else the training finishes. This step can repeat up to the-number-of-stages times. This simple method balances fairly well between the training time and the accuracy. We omit the the fast random search algorithm and only use the the modified BP to train individuals in the initial population and the offspring created by architecture mutations. In our experiments, the three parameters Nb, N j and N , are 25, 25 and 10, respectively. All these parameters are set after some limited preliminary experiments. They are not meant to be optimal.
C. Experimental Results
We have conducted three experiments using the heart disease date set. This data set is randomly partitioned into a training set and a test set. The size of the training set and test set is respectively 67 and 203 for the first experiment, 135 and 135 for the second experiment, and 203 and 67 for the third experiment.
The progress of the mean of average training set error rate of population, the mean of average test set error rate of population, and the mean of average number of hidden nodes of population over 10 runs for evolved GNNs, MLPs and Gaussian MLPs is shown in Figures 2-3 .
When the number of training examples is 67, although the mean of average training set error rate is considerably improved through the evolution, the mean of average test set error rate of evolved ANNs is worse than that of the initial population. The mean of average number of hidden nodes of evolved MLPs and Gaussian MLPs decreases at the first part of the evolution. After certain number of generations, the number starts increasing slightly again. It is interesting that the mean of average number of hidden sigmoid nodes decreases through the evolution, but the mean of average number of hidden nodes and the mean of average number of hidden Gaussian nodes of evolved GNNs increases at the same time. Generalization is influenced by three: the size and efficiency of the training set, the architecture of the network, and the physical complexity of the problem at hand[15](pp.178). Note that even though the network complexity of evolved MLPs and Gaussian MLPs is reduced compared with their initial population, evolved networks have a higher generalisation error. These results indicate that 67 training examples are insufficient to represent the population of examples. In this case, evolved MLPs perform at the lowest error rate on the testing set, evolved GNNs slightly worse, and evolved GMLPs less accurate.
Quite different results have been observed when the number of training examples is increased to 135, as shown in Figures 2. Note that the mean of average error rate of evolved ANNs on both training set and test set are improved through evolution. It is clear that the evolved GNNs perform better than evolved MLPs and evolved Gaussian MLPs. The mean of average test set error rate of evolved GNNs, MLPs and Gaussian MLPs is 13.46%, 13.76% and 14.28%, respectively. When the the number of training examples is further risen to 203, the similar trend is observed and the generalisation error rate of evolved GNNs, MLPs and Gaussian MLPs is improved to S.ll%, 8.15% and 9.07%, respectively.
In general, evolved GNNs can generalise better when sufficient training examples are available.
V. CONCLUSION
This paper describes a new E P algorithm for designing ANNs with different nodes. It is argued that the transfer function of nodes plays a important role in the architecture's performance and the different properties of DNNs and LNNs seem to be complementary. Experiment studies were carried out for the heart disease data set and indicated that evolved GNNs did generalise better than evolved MLPs and evolved Gaussian MLPs.
There are more improvements we can make over our E P algorithm. Our future work is to develop a incremental learning algorithm for GNNs so that they can be taught easily and accurately.
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