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ABSTRACT 
We previously introduced a new Bayesian predictive classi- 
fication (BPC) approach to robust speech recognition and 
showed that BPC is capable of coping with many types of 
distortions. We also learned that the efficacy of the BPC al- 
gorithm is inflEenced by the appropriateness of the prior dis- 
tribution for the mismatch being compensated. If the prior 
distribution fails to characterize the variability reflected in 
the model parameters, then the BPC will not help much. In 
this paper, we show how the knowledge and/or experience of 
the interaction between speech signal and the possible mis- 
match guide us to obtain a better prior distribution which 
improves the performance of the BPC approach. 
1. IIVTRODUCTION 
Most of the current itutomatic speech recognition (ASR) 
systems are using the following plug-in M A P  (maximum a 
postercore), or PI-MA P decision rule in recognition: 
W = argmaxP(W1.K) = argmgxpA(X1W). &(w) (I) 
where X is the observed feature vector sequence to be rec- 
ognized, pn(XlW) is the acoustic model with parameters A, 
Pr(W) is the language model with parameters I?, and W is 
the recognized symbol (usually word) sequence of interest 
embedded in the observation sequence X. This decision rule 
is known to achieve an ezpected minimum symbol sequence 
recognition error rate only if the assumed models and the 
estimated parameters were correct [6]. In practice this is 
never true though, and its performance will depend on the 
following conditions: 
if the assumed parametric models are accurate and 
W 
flexible enough to appropriately model the highly com- 
plex and variable speech signals; 
e if the assumed models and the related parameter es- 
timation methods are computationally efficient and 
robust enough t o  take care of the possible distortions 
between models and training samples which might 
be caused by wrong model assumptions, dependence 
and/or correlations of training samples, misclassifica- 
tion and/or outliers in training samples, etc.; 
- 
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e if the training data are sufficient and representative 
enough to guarantee good parameter estimation and 
generalizability ; 
e if the distortions between trained models and actual 
testing data are small enough to avoid the breakdown 
of the whole approach. 
In reality, we always have to make some assumptions which 
are often violated for real observed data. Furthermore, in 
many real applications, there always exists some form of 
mismatch between training and testing conditions. But 
an accurate knowledge of the mismatch mechanism is un- 
known, and the only available information is the test data 
along with a set of pre-trained speech models and the deci- 
sion parameters. To achieve the robust ASR in this context, 
it is thus desirable to develop a general approach that is ca- 
ble of handling any mismatches which might encounter in 
real applications. 
In the past few years, we have been adopting a Bayesian 
paradigm to address and formulate the above problem. By 
directly modifying the above PI-MAP decision rule, we've 
been studying and developing a new robust decision strat- 
egy called Bayesian predictive classification (BPC) approach 
in which part of the above-mentioned mismatch can be com- 
pensated and the decision performance can be improved 111. 
The principle behind the BPC approach is rather straight- 
forward: because we assume no knowledge about the pos- 
sible mismatch, we thus rely on a quite general prior pdf 
(probability density function) p ( h l p )  to characterize the vari- 
ability of the model parameters caused by the possible mod- 
eling/estimation errors and/or mismatches between train- 
ing and testing conditions. We try to average out this vari- 
ability while making decision and such a BPC rule operates 
as follows: 
where 
P(XlW) = J P ( X l 4  w)P(AlP., W)dA (3) 
R 
is called the predictive pdfof the observation X given the 
symbol sequence W .  The BPC decision rule is known to 
achieve a minimum overall symbol sequence error rate aver- 
aged over both the sampling variation of the expected test 
data and the parameter uncertainty described by the prior 
distribution [6]. 
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One of the factors which greatly influences the efficacy 
and performance of BPC is the appropriateness of the prior 
pdf for the mismatch we are compensating for. On the one 
hand, the BPC procedure does not make rigid assumptions 
about the possible distortions. Consequently, by using a 
very simple prior pdf specification method, we have shown 
in [l] that BPC helps with many types of distortions. Fur- 
thermore, if we have access to some testing data, by combin- 
ing BPC with the data-driven on-line Bayesian adaptation 
techniques [3], we can make the prior pdf more appropriate 
and thus the robustness of the ASR system can be fur- 
ther enhanced as shown in [a] .  On the other hand, if the 
prior pdf fails to characterize the variability reflected in the 
model parameters, then BPC will not help much. In this 
case, the knowledge and/or experience of the interaction be- 
tween speech signal and the possible mismatch will be very 
helpful to guide us to obtain a better prior pdf which can 
improve the BPC performance. It is this approach that this 
paper focuses on. 
More specifically, the knowledge to be exploited is a very 
rough one which is based on the observation (experience) 
and/or assumption (modeling intuition) that the effects of 
many different sources of acoustic variation can be reflected 
as a displacement of the locations of the poles (and zeros, 
if used in speech modeling) of the speech signal represented 
in the z-plane. As a first step, the knowledge applied is the 
kind of boundary knowledge. There is little internal struc- 
tural knowledge involved. We will show in the following 
sections how this partial knowledge can be effectively in- 
corporated into the currently successful but usually labeled 
by speech scientist as ignorant speech modeling framework, 
via a well-defined mathematical tool (BPC approach), to 
improve the speech recognition performance. 
2. APPROXIMATE BPC A P P R O A C H  
In this study, it is assumed that the language model is 
known and only acoustic models are adjusted. For the 
simplicity of the discussion, we consider the isolated word 
recognition case where each word is modeled by an N-state 
continuous density hidden Markov model (CDHMM) whose 
parameters are denoted as X = ( x ,  A,  e), where x is the ini- 
tial state distribution, A is the transition matrix, and 6’ 
is the parameter vector composed of mixture parameters 
8, = { W t k ,  mlk, E l k }  for state z.  The state observation pdf 
is assumed to be a mixture of multivariate Gaussian pdf’s: 
denotes a Gaussian pdf for random vector x with mlk being 
the D-dimensional mean vector and being the D x D 
diagonal covariance matrix with its d-th diagonal element 
being 6 : k d ,  W t k  is the mixture gain, and K is the number of 
mixture components. We adopt the so-called quasi-Bayes 
predictive classification (QBPC) approach [I] for recogni- 
tion where the predictive pdf is computed approximately 
as follows: 
$ ( X l w )  ~ ( X ~ ~ M A P ,  W ) . P ( ~ A P ~ ~ ,  W ) . ( ~ X ) ~ ’ ~  .IV11’2 
where AMAP = argmaxp(X[A, W)p(hlp, W ) ,  M is the num- 
ber of HMM parameters involved in the integrand in Eq. 
(3), and V is the M x M approximate modal dispersion 
p(Xl6t)  = E:=’=, Wckn/(xlmik, E tk ) ,  where n/ (x lmtk ,  E lk )  
(4) 
A 
matrix evaluated a t  A = AMAP. Furthermore, we only con- 
sider the uncertainty of the mean vectors. The prior pdf of 
the means for each word CDHMM is assumed to have a 
Gaussian pdf H ( m , k d / p ,  U ) :  
( 5 )  
with a collection of the related mean vectors denoted as 
p = ZleC{,&kd} and a diagonal covariance matrix denoted as 
U = diag{u:k,}. To facilitate the following discussions, we 
define T t k d  = & . d / U $ d .  Given an unknown utterance to be 
recognized X = ( X I ,  x2 ,  . . . , XT), let s = (31,82,. .. , ST) be 
the unobserved state sequence, and 1 = ( l ~ ,  l2, - .  . , a,) be the 
associated sequence of the unobserved mixture component 
labels. We can use the quasi-Bayes (QB) algorithm in [3] to 
compute an approximate posterior pdf p ( m $ k d l X ,  W )  which 
is also a Gaussian pdf n/(m,kdl j i ,  0 )  with hyperparameters 
where C i k  = z T = , C t ( i , k ) ,  X i k  = r T = l c t ( i , k . ) X t / C i k ,  and 
C t ( z ,  k )  = Pr(3t = i, It = k l X ,  A, W ) .  The above QB proce- 
dure is implemented by EM algorithm and thus an iterative 
one. In practice, we observe that several iterations (typi- 
cally 1 to 3 iterations) are enough to get good recognition 
results. From the posterior pdf p ( m ; k d l X ,  w), we can easily 
get the MAP estimate of m i k d  as f i i k d .  By further replacing 
V in Eq. (4) with U ,  we can easily evaluate the approxi- 
mate predictive pdf in Eq. (4) and perform BPC-based 
recognition. 
3. SENSITIVITY OF PRIORS 
3.1. P r i o r  Specification 
As discussed above, the prior should be carefully specified 
to make it work for robust speech recognition. Because we 
have already assumed a specific parametric form for the 
prior pdf, this turns out to be a hyperparameter specifica- 
tion/estimation problem. If the training data set X is rich 
and big enough to cover the interested Variability of speech 
signal which possibly occurs in the testing conditions, then 
the method of moment  algorithm presented in [4] can be 
used to automatically estimate the hyperparameters from 
the training data X .  Otherwise we have to use some ad 
hoc method for hyperparameter estimation. One of such 
methods is described originally in [3] and also adopted here 
for BPC-based recognition. In the special case of only con- 
sidering the mean uncertainty, the related hyperparameters 
are derived in the last iteration of seed CDHMM’s training 
is a weighting coefficient to control the degree of the uncer- 
tainty of the prior distribution. In this study, the weighting 
coefficient €1 was chosen to be l / W  with W being the num- 
ber of training tokens corresponding to each HMM. Thus, 
roughly speaking, the prior distribution contains the same 
BS fOllOWS: p;kd = m i k d ,  T ikd  = €1 * r t < t ( i r  k ) ,  where €1 > 0 
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information as would on average, a single observation con- 
tain. This seems to be a reasonable representation of the 
common situation where there is a little, but not much, 
prior information. It ,dso makes the contributions from the 
prior and a single testing token comparable and thus dis- 
tincts BPC from the conventional plug-in MAP decoding. 
Once the prior pdf’s are specified for each CDHMM, the 
QBPC-based speech recognition can be carried out as de- 
scribed in the previous sections. To be more flexible, we 
can further introduce a refreshing coefficient “~f)) for the 
hyperparameters to control the degree of the uncertainty of 
the CDHMM parameters, where r f  = 1 means no change, 
Tf > 1 means to decrease the uncertainty of the BMM 
parameters (i.e., to tnust more the current estimate of the 
HMM parameters), arid ~f < 1 means to increase the uncer- 
tainty of the HMM parameters. Accordingly, the updating 
formulas in Eqs. (6) and (7) are now modified as follovvs: 
The above prior specification method was shown in 11, 21 
to work well in compensating for several types of mismatch 
such as the general cross-condition mismatches in genders, 
speakers, speaking styles, recording environments, trans- 
ducers. etc. 
3.2. Better Prior From Knowledge and Experience 
In the problem we are coping with, we assume we do not 
have enough knowledge about the possible mismatches and/or 
distortions. So, we use a “semi-blind” compensation type of 
technique, like BPC, to exploit the information provided by 
testing data and the existing models themselves to achieve 
some robustness. A better understanding on how the speech 
signal is distorted and/or varied in different acoustic con- 
ditions will be helpful to design a better prior pdf in BPC 
and/or develop a better hyperparameter estimation method. 
We give an example here for additive white Gaussian noise 
(AWGN) compensation to show how knowledge and ezperi- 
ence help. 
In [5], the power spectral density (PSD) of a block of 
speech signal (one speech frame of short-time spectral anal- 
ysis), S(w),  is assumed to be represented by a rational func- 
tion of e3w.  If the cepstral coefficients are defined as the 
inverse Fourier transform of the S ( w ) ,  
then the perturbation( reflected in the cepstral coefficients 
caused by a spectral mismatch between two PSD’s SI(@) 
and &(w)  is bound albove as follows: 
1.2) - c f ) I  5 C d - l p d  for d 2 1 ( 1 1 )  
where C (C > 0) is a proportional term and 0 5 p < 1 de- 
notes the maximum modulus among those zeroes and poles 
of S(w)’s. Although in many practical speech recognition 
systems, some empirical cepstral representations such as 
MFCC (mel-frequency cepstral coefficients) and LPC (lin- 
ear predictive coding) derived cepstral coefficients are ac- 
tually used, the above result still approximately holds for 
these speech representations. This fact motivates the au- 
thors of [5] to adopt a uniform distribution for mean vectors 
of CDHMM in an uncertainty neighborhood of X as follows: 
v (x )= {x  I A: =Ti*,at3 =a:3,wek =w:k ,xsk  = E : , ,  
where the hyperparameters C and p are used to control re- 
spectively the possible mismatch size and shape, and {ir:, 
Upj, m f k d ,  x : k )  denote the pre-trained model param- 
eters. This constrained uniform distribution is shown in 
[5] to work well in a minimax-based recognition of isolated 
digits for compensating for the AWGN-caused distortion as 
well as the cross-condition mismatch between two different 
databases. 
In this study, we try to exploit the above knowledge 
and the experience in [5]  to get a better hyperparameter es- 
timation for BPC-based recognition. Because we are using 
a Gaussian pdf N ( m , k d l &  U) to serve as the prior, we set  
the mean and variance of this Gaussian distribution to be 
the mean and variance of the above uniform distribution re- 
is known to be the best normal upprozimation to the above 
uniform distribution to minimize the Kullback-Leibler di- 
rected divergence of any normal pdf from the above uni- 
form distribution. Its effectiveness will be examined in the 
following experimental section. 
spectively aS follows: ptkd = m : k d ,  t&:kd = $C2p2dd-2 .  This 
4. EXPERIMENTS AND RESULTS 
4.1. Experimental Setup 
A series of speech recognition experiments are designed to 
examine the viability of the proposed techniques. The task 
is multi-speaker (8 female and 8 male speakers) isolated 
word recognition of 20 English words which include 10 digits 
and 10 commands namely enter, erase, go, help, no, rubout, 
repeat, stop, start, yes. The 20-word subset (TI20) of the 
TI46 corpus is used. For each speaker and each word, about 
10 training utterances and 16 testing utterances are used. 
The type of mismatch to be examined is caused by ad- 
ditive white Gaussian noise. While training is performed 
on the original clean data, in the testing phase, machine- 
generated, zero-mean, white Gaussian noise, with various 
levels of intensity, is added to the original waveform prior 
to the preprocessing to get the desired global (utterance 
level) signal-to-noise ratio (SNR). 
Throughout the following experiments, each word is 
modeled by a left-to-right 5-state whole word CDHMM with 
arbitrary state skipping. Each state has 4 Gaussian mix- 
ture components with each component having a diagonal 
covariance matrix. The speech data are down-sampled to 8 
KHz. Each feature vector consists of 12 bandpass-liftered 
LPC-derived cepstral coefficients with a 30ms frame length 
traction (CMS) is applied for acoustic normalization both 
in training and testing. In the plug-in MAP recognition, 
the decision rule determines the recognized word as the one 
which attains the highest forward-backward probability. 
and a 10ms frame shift. Utterance-based cepstral mean sub- 
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Table 1: Performance (word accuracy in %) comparison av- 
eraged over 16 speakers of plug-in MAP and QBPC rules as 
a function of SNR on TI20 AWGN-corrupted word recogni- 
tion task: QBPC-I corresponds to the case of an inappro- 
priate prior pdf, and QBPC-I1 refers to that of an improved 
prior (1 EM iteration for QBPC, v f  = 1.0) 
SNR 
(dB) 
03 
Decoding Methods 
PI-MAP I QBPC-I I QBPC-I1 (C, p )  
97.5 I 95.6 I 97.6 (1.0.11 
4.2. Effects of the Knowledge and Experience 
Table 1 compares, the average recognition accuracy over 16 
speakers of the standard plug-in MAP decision rule to that 
of the QBPC method at seven different SNR levels. Here 
SNR = 00 means that no noise is added to the test utter- 
ances. One EM iteration is performed for QBPC and the 
refreshing coefficient “rf” is set to be 1.0. “QBPC-I” corre- 
sponds to the case of that the hyperparameters of the prior 
pdf are estimated with the method described in Subsection 
3.1. It is observed that QBPC degrades the performance. 
This suggests that the current prior pdf is not appropri- 
ate for compensating for the AWGN caused mismatch. By 
using the improved hyperparameter specification method 
described in Subsection 3.2, the column “QBPC-11” shows 
the recognition accuracy of the QBPC approach for the best 
mismatch neighborhood parameter values: C in the range 
[1,20], and p in the range [0,1]. As can be seen, the QBPC 
method introduces considerable improvement, especially at 
low SNR values. 
Strictly speaking, the performance of QBPC depends on 
the appropriate choice of p and C ,  which in turn depends 
on the unknown nature and the amount of mismatch. As 
an example, we list the recognition performance as a func- 
tion of the neighborhood parameters C and p for QBPC 
a t  SNR=15dB in Table 2. It is observed that the recogni- 
tion performance tends to be relatively insensitive to these 
control parameters in a reasonably wide range for QBPC. 
A similar behavior was observed for other SNR values as 
well. This suggests that exact knowledge of p and C is 
not crucial to achieve improvement. However, in order to 
achieve the maximal performance improvement, it will be 
important to develop a simple on-line adjusting procedure 
to tune the neighborhood parameters based on only very 
few training/adaptation data which remains a topic for fu- 
ture research. 
5. DISCUSSION AND CONCLUSION 
We have shown in a case study that the knowledge and ex- 
perience on how the speech signal is distorted and/or varied 
under mismatched conditions are helpful to give a better hy- 
perparameter estimation which in turn improves the BPC 
Table 2: Recognition accuracy (in %) as a function of neigh- 
borhood parameters C and p for QBPC at SNR=15 dB (1 
EM iteration; rf = 1.0; PI-MAP attains 64.4% correct rate) 
18 I 70.9 1 71.8 I 70.4 I 68.0 I 64.9 I 61.8 I 58.3 I 50.3 
19 I 71.0 I 71.8 I 70.2 I 67.6 1 64.6 I 61.2 I 57.8 1 49.4 
20 I 71.1 I 71.8 I 70.1 I 67.2 I 64.4 I 60.6 I 57.2 I 48.1 
performance. Although the experiments are for the com- 
pensation of AWGN-caused mismatch, we expect that the 
same formulation will also work for compensating for other 
type of mismatches whose effects can be characterized by 
poles’ and zeros’ perturbation. Furthermore, we expect that 
a better understanding and more experience of the type un- 
der different acoustic conditions will also be helpful to de- 
sign a better parametric form and the related hyperparam- 
eter estimation of the prior pdf’s in BPC, and/or a better 
structural model in structure-based compensation. It will 
also be crucial for efficient adaptation and compensation to 
formulate and develop appropriate mathematical tools for 
discovering a good intrinsic structural model of speech in 
the acoustic, phonetic and linguistic aspects. 
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