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We quantize the Maxwell theory in the presence of a electric charge in a ”dual” Loop Representa-
tion, i.e. a geometric representation of magnetic Faraday’s lines. It is found that the theory can be
seen as a theory without sources, except by the fact that the wave functional becomes multivalued.
This can be seen as the dual counterpart of what occurs in Maxwell theory with a magnetic pole,
when it is quantized in the ordinary Loop Representation. The multivaluedness can be seen as a
result of the multiply-connectedness of the configuration space of the quantum theory.
It is well understood that in ordinary quantum mechanics in multiply connected configuration spaces, wave functions
may be allowed to be multivalued [1, 2, 3]. In those cases, multivaluedness is manifested through a phase factor in the
wave function. This factor carries a representation of the fundamental group of the configuration space. A celebrated
example of this feature is the quantum model of two non-relativistic point particles in the plane interacting trough
the Chern-Simons field [4, 5, 6]. The relative motion results to be described by the Hamiltonian
H =
(
−→
P − e
−→
A )2
2m
, (1)
with
Ai =
k εij r
j
| −→r |2
, (2)
where rj are the components of the relative position vector. Since the potential vector can be written as
−→
A = k
−→
∇ϕ,
ϕ being the angle in polar coordinates, the Hamiltonian can be finally written down as
H =
(
−→
P )2
2m
, (3)
provided that the ordinary wave functional ψ(−→r ) be replaced by a multivalued wave functional ψ(n,−→r ) =
exp(iken)ψ(−→r ), where n is an integer that measures how many turns around the origin the vector −→r has taken.
Hence, the topological interaction becomes translated into unusual boundary conditions of the wave function.
In reference [7] it was discussed an example of how this mechanism may also be realized in the framework of
quantum field theory. Concretely, in that reference it was studied the Maxwell field in the presence of a static Dirac’s
magnetic monopole [8, 9], within the Loop Representation formalism [10, 11, 12]. It was shown that the quantum
theory may be casted in the form of a free theory, except by the fact that the loop-dependent wave functional carries
a non-trivial one-dimensional unitary representation of the fundamental group associated to the space of loops in
R3−origin. This phase factors takes into account the presence of the monopole in the origin. The multivaluedness of
the loop-dependent wave functional is attained by means of the following construction. The loop space is ”enlarged”
to a space of open surfaces. Then it is shown that the wave functional depends on these surfaces through a topological
phase factor, the phase being proportional to the solid angle subtended by the loop that bounds the surface, measured
with respect to the monopole. Hence, the multivaluedness is measured in terms of the number of times that the surface
wraps around the monopole.
In this note, we shall provide the ”dual” example of the above case, which, as will be seen, results to be easier
to obtain than the former one. We shall consider the Maxwell field in the presence of a static electric charge in the
origin, and we will quantize it in a geometric representation dual to the ordinary Loop Representation.
Let us begin by summarizing the results of reference [7]. There, the starting point is the first-order Schwinger action
[13]
2S =
∫
dx4
(
AµJ
µ
e +BµJ
µ
m −
1
2
Fµν(∂µAν − ∂νAµ) +
1
4
FµνFµν
)
, (4)
where B is given by
Bµ(x) =
∫
dy4 ∗ Fµν(y)f
ν(y − x) + ∂µλ(x). (5)
Here, λ is an arbitrary function. The function f must obey
∂µf
µ(y) = δ4(y), (6)
and can be taken as
fν(y) = −
1
4π
yi
~y 3
δνi δ(y0). (7)
The Hodge dual ∗F is given by ∗Fµν =
1
2ǫµναβF
αβ, and Je (Jm) denote the electric (magnetic) current density. In
(2) the independent fields are taken to be Aν and Fµν .
Since the source considered is just a static monopole at the origin, we take Je = 0 in equation (2) and
Jµm(x) = gδ
µ
0 δ
3(~x). (8)
The canonical quantization a la Dirac [14] yields the following results [7]. After the resolution of the second class
constraints that rise in the canonical formalism, by means of the Dirac brackets construction, one is left with a pair
of canonical variables, Aˆi(x) and Πˆj(y), obeying the equal time commutators
[Aˆi(x), Aˆj(y)] = 0, (9)[
Πˆi(x), Πˆj(y)
]
= 0, (10)[
Aˆi(x), Πˆj(y)
]
= iδji δ
3(~x− ~y). (11)
The first class constraints define the physical states |Ψ > as those that satisfy
∂iΠˆ
i(x)|Ψ > = 0. (12)
On the physical subspace, the dynamics is given by the Schro¨dinger equation
i∂t|Ψt >= Hˆ|Ψt >, (13)
with
Hˆ =
∫
d~x 3
[
1
2
Πˆ2i +
1
4
(
∂iAˆj − ∂jAˆi − bij
)2]
. (14)
Thus, we obtain that the static monopole manifests in the theory just through the external field bij , that must be
subtracted from the curl of the vector potential to give the magnetic field operator. In the Loop Representation [10],
the electric field (which is Πˆi(x)) becomes the form factor of the Loop C
Ei(−→x )ψ[C] = eT i(−→x ,C)ψ[C]. (15)
with
T i(−→x ,C) =
∮
dyiδ3(−→x −−→y ). (16)
On the other hand, the curl of the potential (which is the magnetic field in the absence of magnetic poles) is given by
the loop derivative [10]
3Fij(−→x )ψ[C] =
i
e
△ij(−→x )ψ[C]. (17)
These realizations fulfil the canonical algebra and the Gauss law. Then, the Hamiltonian in the Loop Representation
is given by
H =
∫
dx3(
1
2
e2(T i(−→x ,C)2)−
1
4e2
(i△ij(−→x )− ebij(−→x ))
2). (18)
Now, in reference [7] we showed that the term bij can be ”dropped” from the Hamiltonian provided that instead of
dealing with ”ordinary” loop-dependent wave functionals ψ[C], we admit multivalued loop-dependent wave functionals
ψ[C, n] = exp(iegn)Ψ[C]. Here, as in the former Chern-Simons example, n is an integer that counts how many times
the closed surface that a loop sweeps adiabatically, wraps around the monopole (i.e. around the origin of R3). Again,
the interaction is turned into non usual boundary conditions of the wave functional.
Now we turn to consider the Maxwell field in the presence of a static point electric charge at the origin. Whether we
start from the Schwinger first order action or from the usual second order Maxwell action, the canonical formulation
yields the same canonical commutators as before, and the Hamiltonian is
Hˆ =
∫
d~x 3
[
1
2
Πˆ2i +
1
4
(
∂iAˆj − ∂jAˆi
)2]
, (19)
which also corresponds to the Hamiltonian for the case without sources. The electric charge manifests this time in
the Gauss constraint
(∂iΠˆ
i(−→x )− eδ3(−→x ))|Ψ > = 0. (20)
We are interested in realizing the canonical algebra in a geometric representation dual to the ”electric” Loop
Representation. To this end, we recall briefly the space of surfaces framework [15, 16]. Take piecewise smooth
oriented surfaces Σ in R3. Then consider the ”surface form-factor”
T ij(~x,Σ) =
∫
dΣijy δ
(3)(~x− ~y). (21)
Here dΣijy is the surface element
dΣijy = (
∂yi
∂s
∂yj
∂r
−
∂yi
∂r
∂yj
∂s
)dsdr, (22)
with s, r being surface parameters. Instead of loop-dependent functionals, one can consider surface-dependent ones
Ψ[Σ] and introduce the surface derivative δij(~x), which measures how Ψ[Σ] changes when an element of surface of
infinitesimal area is σij is appended to Σ at the point −→x , up to first order in σij :
Ψ[δΣ · Σ] = (1 + σijδij(~x))Ψ[Σ]. (23)
The surface-derivative of the form factor is given by
δij(~x)T
kl(~y,Σ) =
1
2
(
δki δ
l
j − δ
l
iδ
k
j
)
δ(3)(~x− ~y). (24)
In virtue of this equation, the canonical algebra can be realized in the space of surface-dependent functionals as
Aˆi(~x) = gεijkT
jk(~x,Σ), (25)
Eˆi(~x) =
−i
g
εijkδjk(~x), (26)
4where g is a constant that sets the strength of a unit of magnetic flux: the curl of Aˆi(~x), which is the magnetic field,
is given by Bˆi(~x) = gT i(~x, ∂Σ). Hence, g measures the amount of magnetic flux carried by a ”magnetic Faraday’s
line” along the boundary of the surface ∂Σ, whose form factor is T i(~x, ∂Σ). In the absence of electric charges the
Gauss constraint (20) forces the wave functional to depend only on the boundary ∂Σ of the surface. This can be
readily seen by noticing that the divergence of the electric field becomes, in the surface space, the ”die” derivative,
i.e., a derivative that measures how the surface-dependent functional changes when an infinitesimal closed surface
is appended to its argument. If the die derivative vanishes, the functional depends only on boundaries of surfaces
(loops), inasmuch the vanishing of the loop derivative says that functional depends only on boundaries of loops, i.e.,
points. Thus, we obtain the dual representation of the free Maxwell Loop Representation: instead of being lines of
electric field, the dual loops are lines of magnetic field. In turn, the electric field is the ”magnetic loop derivative” in
this representation.
Now, let us turn back to the case when there is a point charge in the origin of space. The Gauss constraint (20),
in the surface representation may be written down as
(
−i
g
εijk∂iδjk(~x)− eδ
3(~x))Ψ[Σ] = 0. (27)
Without lose of generality, we can set Ψ[Σ] = exp(if [Σ])Φ[Σ]. Substituting this expression in (27), we find that
Φ[Σ] obeys the free (i.e. without charges) Gauss law, provided that f [Σ] = eg4piΩ(Σ), where Ω(Σ) is the solid angle
subtended by the surface as seen from the origin. Hence the physical sector of the surface-dependent wave functionals
is given by
Ψ[Σ] = exp(i
eg
4π
Ω(Σ))Φ[δΣ]. (28)
But once again, we see that the dependence of the phase factor in the surface Σ is of topological nature: it depends
on the solid angle Ω(Σ) subtended by the surface as seen from the electric charge. Given the loop δΣ that bounds the
surface, this solid angle is fixed except by integer multiples of 4π. Hence, equation (28) can be interpreted as follows:
the physical sector of the theory (i.e., that which satisfies the Gauss law constraint (27) is given by multiple valued
loop-dependent functionals, the multivaluedness given as a topological phase factor that sees how many times the loop
winds around the electric charge. Thus it can be concluded that in the dual Loop Representation (i.e., a polymer-like
representation of magnetic Faraday’s lines, in the terminology of references [17, 18]) of electromagnetism with point
electric charges, the effect of the charges can be encoded into unusual boundary conditions that the loop-dependent
wave functionals must obey. The canonical algebra, and the Hamiltonian, on the other and, are the same as in the
free case.
As in the theory with magnetic poles [7]), this fact can be seen as a generalization of what happens in ordinary
quantum mechanics in multiply connected configuration spaces [1, 2, 3]. In those cases, the wave function is allowed
to be multivalued due to the multiple connectedness of the configuration space. In the present formulation, the
configuration space is the space of loops in R3−{origin}. Hence a ”point” in the space should be taken as a magnetic
loop , while the ”closed curves” swept by those loops loops become closed surfaces. The topological phase factor
appearing in the wave functional, which classifies the surfaces according to the manner they wrap the electric charge,
is precisely a one-dimensional representation of the fundamental group of the configuration space, in agreement with
what occurs both in the case of electromagnetism with a magnetic monopole, and in the ordinary quantum mechanical
case in multiply-connected configuration spaces.
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