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ABSTRACT
A Comparison Theorem for the Topological and Algebraic Classification of Quaternionic
Toric 8-Manifolds
by
Piotr Runge, Doctor of Philosophy
Utah State University, 2009
Major Professor: Dr. Dariusz Wilczynski
Department: Mathematics and Statistics
In order to discuss topological properties of quaternionic toric 8-manifolds, we in-
troduce the notion of an algebraic morphism in the category of toric spaces. We show
that the classification of quaternionic toric 8-manifolds with respect to an algebraic isomor-
phism is finer than the oriented topological classification. We construct infinite families of
quaternionic toric 8-manifolds in the same oriented homeomorphism type but algebraically
distinct. To prove that the elements within each family are of the same oriented homeo-
morphism type, and that we have representatives of all such types of a quaternionic toric
8-manifold, we present and use a method of evaluating the first Pontrjagin class for an
arbitrary quaternionic toric 8-manifold.
(138 pages)
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CHAPTER 1
INTRODUCTION
Toric manifolds over and are topological analogues of toric varieties in algebraic
geometry. They are n-dimensional (resp. 2n-dimensional) manifolds with an effective ac-
tion of the n-dimensional torus (S0)n (resp. (S1)n) with the orbit space a simple convex
polytope. Such manifolds were studied, for example, in [6] and [1]. In the latter, Davis
and Januszkiewicz introduced the notion of a characteristic function that describes a toric
manifold associated with a simple convex polytope as a certain topological quotient of the
Cartesian product of the polytope and the torus. A similar idea was used by Scott in [7] to
define 4n-dimensional manifolds over the real quaternions . He defined quaternionic toric
manifolds as topological quotients of the Cartesian product of a simple convex n-polytope
and the quaternionic n-torus (S3)n. Since the multiplication in is noncommutative,
quaternionic toric manifolds do not admit a quaternionic torus action in general. They are
studied from the topological point of view as oriented manifolds.
The results about homology groups and the cohomology ring of quaternionic toric
manifolds (see §3 of [7]) are analogous to the results for toric manifolds over and (see
sections 3 and 4 of [1]). In particular, the nonzero Betti numbers of toric manifolds are
determined by the combinatorics of the polytope (they are related to the h-vector), while
the cohomology ring is a quotient of the face ring of the polytope by an ideal determined by
the characteristic function with which the toric manifold is associated. For the topological
classification of toric manifolds, one needs to evaluate appropriate characteristic classes.
In the case n = 2 Scott proved that each quaternionic toric 8-manifold is 3-connected and
homeomorphic to a manifold which is smooth away from a single point or a smooth manifold.
By the theory of Wall [9], such 8-manifolds are characterized, up to an orientation-preserving
homeomorphism, by the intersection form and the first Pontrjagin class. The calculation
of the intersection form for quaternionic toric 8-manifolds was presented in §4 of [7]. Scott
introduced a differential structure on a subset of a quaternionic toric 8-manifold using
2the characteristic function with which the manifold is associated. Using this differential
structure and the results of Milnor [4], Scott described a method for evaluating the first
Pontrjagin class of some quaternionic toric 8-manifolds defined by characteristic functions
satisfying certain strict conditions. A summary of the results presented in [7] can be found
in chapters 3 and 5 of this dissertation. We also slightly modify Scott’s discussion of the
first Pontrjagin class (see Appendix B) to fit it better in our results.
In chapter 2 of this dissertation, we first define a quaternionic toric space using the
characteristic function obtained from a class of homomorphisms of free groups. Then we
introduce the notion of an algebraic morphism between toric spaces and present several ex-
amples. We also describe geometric properties of algebraic morphisms that can be applied
in the discussion of topological properties of toric manifolds. Since algebraic morphisms
are also topological embeddings, in the case n = 2 one can consider the classification of
quaternionic toric 8-manifolds with respect to an orientation-preserving algebraic isomor-
phism. We shall not approach this classification. In the main result (Theorem 3.14) we
show that in every topological type of a quaternionic toric 8-manifold there are infinitely
many algebraically distinct elements. This result ensures that the algebraic classification
is much finer than the topological classification. To prove the main result, we define in-
finite families of quaternionic toric 8-manifolds (see chapter 6). We prove that in each
family all elements are equivalent topologically but algebraically distinct. The machinery
needed in the proof is introduced in chapters 4 and 5. We also use Wall’s result stating
that in the case of quaternionic toric 8-manifolds the existence of an isomorphism between
fourth homology groups that preserves the invariants is equivalent to the existence of an
orientation-preserving homeomorphism. In chapter 5 we present a method of evaluating the
first Pontrjagin class for an arbitrary quaternionic toric 8-manifold. This technical result is
a generalization of Scott’s discussion mentioned above. For each edge of the polygon with
which the manifold is associated, the value of the characteristic function at the given edge
is determined by a prebasic element w of the free group F2 (see section 4.3). To evaluate
the first Pontrjagin class using the method presented in section 5.4, one needs to find an
3automorphism ψ of F2 such that ψ(x1) = w, together with a simple decomposition of ψ
(introduced in section 4.1). The method of obtaining both the automorphism ψ and its
simple decomposition, for any prebasic element of F2, is presented in chapter 4.
4CHAPTER 2
DEFINITIONS AND EXAMPLES
2.1 The definition of a quaternionic toric space
Quaternionic toric spaces were first defined by Scott [7]. Our definition is based on
Scott’s definition, although we make a more formal connection with the homomorphisms of
free groups.
By we denote the normed division algebra of real quaternions. We consider the
presentation of quaternions as vectors in 4 with the Euclidean norm. T = S3 will denote
the unit sphere in . The multiplication in restricts to a well-defined binary operation
T × T → T which is a Lie group operation. For a positive integer n, let Tn denote the
quaternionic n-torus equipped with the product binary operation. Define T 0 and T−1 to be
a point. Fn will denote the free group on the generators x1, x2, . . . , xn for a positive integer
n, and the trivial group for n = −1, 0. The identity element of Fn will be denoted by 1.
Also, throughout the paper, given a set A, A will denote the identity function from A to
itself.
Consider the group Map(Tn, T ) with the multiplication of functions as the group op-
eration. For each generator xi of Fn, let the map e(xi) : Tn → T be given by
e(xi)(t1, . . . , tn) = ti.
Since is a normed division algebra, one can use its algebra multiplication to extend e to
a homomorphism e : Fn → Map(Tn, T ). Then e converts a word w ∈ Fn to a continuous
map e(w) : Tn → T , taking the n-tuple (t1, . . . , tn) to the corresponding product of the ti
and t−1j in T . Using the map e we define a functor from the set of homomorphisms of free
groups to the set of maps between quaternionic tori.
5Definition 2.1. For m,n ∈ , define E : Hom(Fm, Fn)→ Map(Tn, Tm) by
E(h) =
￿
e
￿
h(x1)
￿
, . . . , e
￿
h(xm)
￿￿
where h ∈ Hom(Fm, Fn).
We will show that E is a contravariant functor.
Lemma 2.2. If h ∈ Hom(Fm, Fn
￿
, then for every w ∈ Fm,
(e ◦ h)(w) = e(w) ◦ E(h).
Proof. Since h and e are homomorphisms, it is enough to show that the statement holds
for w = xi (1 ≤ i ≤ m). For each i, let wi = h(xi). Fix i. Then for every t ∈ Tn,
￿
e(xi) ◦ E(h)
￿
(t) = e(xi)
￿
e(w1)(t), . . . , e(wm)(t)
￿
= e(wi)(t) = e
￿
h(xi)
￿
(t)
=
￿
(e ◦ h)(xi)
￿
(t).
Proposition 2.3. For every g ∈ Hom(Fl, Fm
￿
and h ∈ Hom(Fm, Fn
￿
,
E(h ◦ g) = E(g) ◦ E(h).
Proof. Let g be given by the equations g(xi) = vi for 1 ≤ i ≤ l. Then
E(h ◦ g) =
￿
e
￿
(h ◦ g)(x1)
￿
, . . . , e
￿
(h ◦ g)(xl)
￿￿
=
￿
e
￿
h(v1)
￿
, . . . , e
￿
h(vl)
￿￿
=
￿￿
e(v1) ◦ E(h)
￿
, . . . ,
￿
e(vl) ◦ E(h)
￿￿
by Lemma 2.2
=
￿
e(v1)
￿
E(h)
￿
, . . . , e(vl)
￿
E(h)
￿￿
= E(g) ◦ E(h).
The maps in the range of E are differentiable. Hence E(AutFn) is a subgroup of the
6group Diff(Tn, Tn) of self-diffeomorphisms of Tn. The elements of E(AutFn) will be called
algebraic diffeomorphisms.
Definition 2.4. For k ≤ n, let
(1) ιk,n ∈ Hom(Fk, Fn) denote the standard inclusion given by the equations ιk,n(xi) =
xi for 1 ≤ i ≤ k (by convention, ιk,n : {1}→ Fn is defined by 1 ￿→ 1 for k = −1, 0),
(2) πn,k ∈ Hom(Fn, Fk) be defined by the equations πn,k(xi) = xi for 1 ≤ i ≤ k and
πn,k(xi) = 1 for k+1 ≤ i ≤ n (by convention, πn,k : Fn → {1} is defined by w ￿→ 1
for every word w ∈ Fn for k = −1, 0),
(3) P (n, k) =
￿
E(σ ◦ ιk,n) | σ ∈ AutFn
￿
,
(4) P (k, n) =
￿
E(πk,n ◦ σ) | σ ∈ AutFk
￿
,
(5) P (n) =
￿
k≤n
P (n, k).
Lemma 2.5. Let l ≤ m ≤ n. If ϕ ∈ P (n,m), and ψ ∈ P (m, l), then ψ ◦ ϕ ∈ P (n, l).
Proof. Assume that ϕ = E(σ◦ιm,n) and ψ = E(τ ◦ιl,m), where σ ∈ AutFn and τ ∈ AutFm.
Then ψ ◦ ϕ = E(σ ◦ ιm,n ◦ τ ◦ ιl,m) by Proposition 2.3. Define τ¯ ∈ AutFn by the equations
τ¯(xi) = (ιm,n◦τ)(xi) if 1 ≤ i ≤ m and τ¯(xi) = xi ifm+1 ≤ i ≤ n. Then ιm,n◦τ◦ιl,m = τ¯◦ιl,n.
Hence ψ ◦ ϕ = E(σ ◦ τ¯ ◦ ιl,n). Since σ ◦ τ¯ ∈ AutFn, ψ ◦ ϕ ∈ P (n, l).
Define a convex polytope Q to be a compact intersection of finitely many half spaces in
a Euclidean space. Q is homeomorphic to a Euclidean disk Dn for some n ≥ 0. We call n
the dimension of Q, and Q itself an n-polytope. A proper face of Q is the intersection of Q
with a hyperplane disjoint from the interior of Q. Note that each proper face of Q is itself
a convex polytope. Q is called the improper face. By convention, ∅ is the empty face of Q
of dimension −1. The set of all faces of Q will be denoted by P(Q). P(Q) is a set partially
ordered by inclusion (denoted by ≤) and graded by the dimension of each element. We call
P(Q) the graded poset associated with Q. Pk(Q) will denote the subset of elements of P(Q)
of dimension k.
7Definition 2.6. Let m ≤ n. A characteristic function of rank n and height h = n−m for
a graded poset P(Q) associated with a convex m-polytope Q is a map λ : P(Q) → P (n)
satisfying the following two conditions:
(1) If F ∈ Pk(Q), then λ(F ) ∈ P (n, k + h) for k = −1, 0, . . . ,m;
(2) If E ∈ Pl(Q), F ∈ Pk(Q) and E ≤ F , then there exists λE,F ∈ P (k+h, l+h) such
that λ(E) = λE,F ◦ λ(F ).
Note that condition (2) in the definition above makes sense by Lemma 2.5. Also,
the maps λE,F are unique. Indeed, assume to the contrary that λ¯ ∈ P (k + h, l + h) has
the property λ(E) = λ¯ ◦ λ(F ). Let λ(F ) = E(τ ◦ ιk+h,n) where τ ∈ AutFn. Since
λE,F ◦ λ(F ) = λ¯ ◦ λ(F ),
λE,F ◦ λ(F ) ◦ E(πn,k+h ◦ τ−1) = λ¯ ◦ λ(F ) ◦ E(πn,k+h ◦ τ−1).
Note that
λ(F ) ◦ E(πn,k+h ◦ τ−1) = E(πn,k+h ◦ τ−1 ◦ τ ◦ ιk+h,n) = Tk+h
by Lemma 2.3. Hence λE,F = λ¯.
We now present the definition of a quaternionic toric space which is the main object
of our study.
Definition 2.7. Let Q be a convex m-polytope. The toric space X (Q,λ) of rank n (where
m ≤ n) associated with Q and a characteristic function λ of rank n and height n − m
for P(Q), is the topological quotient of Q × Tn obtained by identifying (q, s) with (q, t)
whenever q ∈ intF and λ(F )(s) = λ(F )(t).
Note that all identifications of the points of the Cartesian product Q× Tn take place
in the subset ∂Q × Tn. In particular, X (Q,λ) contains a dense subset homeomorphic
to (intQ) × Tn. Hence the dimension of the topological space X (Q,λ) is m + 3n. Let
p : X (Q,λ)→ Q be defined by p([q, t]) = q. We call p the projection of X (Q,λ) onto Q.
8For examples of quaternionic toric spaces, we refer the reader to [7], Examples 2.1 –
2.5, pp. 377f.
2.2 Algebraic morphism
Since quaternionic toric spaces are quotient spaces, we would like to consider the maps
between the Cartesian products of the form Q × Tn that will induce well-behaved maps
between the quotients. We first define a well-behaved map between convex polytopes. If U
and V are convex subsets of n and m, respectively, the map f : U → V is called affine if
for every convex linear combination
￿
j rjuj , the equality f(
￿
j rjuj) =
￿
j rjf(uj) holds.
Definition 2.8. Let Q,R be convex polytopes of dimensions n ≤ m, respectively. We call
an affine embedding f : Q → R order-preserving with shift l ∈ , if there exists a map
fˆ : P(Q)→ P(R) such that for every k ≤ n, fˆ￿Pk(Q)￿ ⊂ Pk+l(R).
The elements of P (n, k) (see Definition 2.4) will serve as maps between the tori.
Consider toric spaces X (Q,λ), X (R,µ) of ranks n1, n2, respectively, associated with
convex polytopes Q,R of dimensions m1 ≤ m2, respectively, and characteristic functions
λ, µ of heights h1, h2, respectively. The following definition will provide a condition for
a pair of functions f : Q → R and g ∈ P (n1, n2) sufficient to induce a well-defined and
well-behaved function between X (Q,λ) and X (R,µ).
Definition 2.9. Under the assumptions above let f : Q→ R be an order-preserving affine
embedding with shift l, and let g ∈ P (n1, n2). The pair (f, g) satisfies the compatibility
condition, if h1 ≤ l + h2, and for every k ≤ m1, if F is a face of Q of dimension k, then
there exists gF ∈ P (k + h1, k + l + h2) such that µ
￿
fˆ(F )
￿ ◦ g = gF ◦ λ(F ).
Assume that a pair (f, g) satisfies the compatibility condition. Define the map
j = [f, g] : X (Q,λ)→ X (R,µ)
by
j([q, t]) = [f(q), g(t)].
9To verify that j is well-defined, assume that [q, t] = [q, s] in X (Q,λ) where q ∈ intF . Then
λ(F )(t) = λ(F )(s) and hence
￿
gF ◦ λ(F )
￿
(t) =
￿
gF ◦ λ(F )
￿
(s). Thus
￿
µ(fˆ(F )
￿￿
g(t)
￿
=￿
µ(fˆ(F )
￿￿
g(s)
￿
by definition 2.9, implying [f(q), g(t)] = [f(q), g(s)] in X (R,µ). There-
fore j is a well-defined map between quotient spaces. To verify that j is injective, as-
sume that [f(q), g(t)] = [f(p), g(s)] in X (R,µ). Then f(q) = f(p) implying q = p, and￿
µ(fˆ(F )
￿￿
g(t)
￿
=
￿
µ(fˆ(F )
￿￿
g(s)
￿
where F is the face of Q such that q ∈ intF . Hence￿
gF ◦ λ(F )
￿
(t) =
￿
gF ◦ λ(F )
￿
(s) by definition 2.9, implying λ(F )(t) = λ(F )(s) since gF
is injective. Therefore [q, t] = [p, s] in X (Q,λ) and hence j is injective. The properties
discussed above imply that the map j is a well-defined topological embedding.
Definition 2.10. If the pair (f, g) satisfies the compatibility condition, then the map
[f, g] : X (Q,λ)→ X (R,µ) is called an algebraic morphism.
To provide examples of algebraic morphisms, we make the following assumptions for
the remainder of this section. Let X (Q,λ) be a toric space where Q is an m-polytope and
λ is of rank n and height h.
Even though one can consider the restriction of λ to a face F of Q, such a restriction
is not a characteristic function for P(F ) in general. Still, λ provides data sufficient to view
p−1(F ) as a toric space, and to define an algebraic morphism from that space to X (Q,λ).
Definition 2.11. If F ∈ Pk(Q), define LF (λ) : P(F )→ P (k + h) by LF (λ)(E) = λE,F for
every E ∈ P(F ).
Lemma 2.12. LF (λ) is a characteristic function of rank k + h and height h for P(F ).
Proof. If E ≤ F in P(F ), then E ≤ F in P(Q). Hence if E ∈ Pl(F ), LF (λ)(E) = λE,F ∈
P (k + h, l + h) by Definition 2.6. Also, if Ei ∈ Pli(F ) for i = 1, 2, and E1 ≤ E2, then
λ(E1) = λE1,F ◦ λ(F ),
λ(E2) = λE2,F ◦ λ(F ),
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and
λ(E1) = λE1,E2 ◦ λ(E2).
Thus λE1,F = λE1,E2◦λE2,F by Lemma 2.5 and the uniqueness of λE1,F . Hence LF (λ)(E1) =
λE1,E2 ◦ LF (λ)(E2). Therefore LF (λ) satisfies the conditions of Definition 2.6 and hence is
a characteristic function of rank k + h and height h for P(F ).
Assume that λ(F ) = E(τ ◦ ιk+h,n) where τ ∈ AutFn (cf. Definition 2.4). Define
g = E(πn,k+h ◦ τ−1). Then g ∈ P (k + h, n).
Definition 2.13. Let f denote the inclusion F ⊂ Q. Define
κF = [f, g] : X
￿
F,LF (λ)
￿→ X (Q,λ).
The choice of the automorphism τ above is not unique. In the following lemma we
show that the definition above is independent of that choice.
Lemma 2.14. The map κF does not depend on the choice of the automorphism τ .
Proof. Assume that ω ∈ AutFn is another automorphism such that λ(F ) = E(ω ◦ ιk+h,n).
Define g￿ = E(πn,k+h ◦ ω−1). Let [q, t] ∈ X
￿
F,LF (λ)
￿
where q ∈ intE and E ≤ F . Then
[f, g]([q, t]) = [f, g￿]([q, t]) iff [q, g(t)] = [q, g￿(t)](2.1)
iff λ(E)
￿
g(t)
￿
= λ(E)
￿
g￿(t)
￿
iff
￿
λE,F ◦ λ(F ) ◦ g
￿
(t) =
￿
λE,F ◦ λ(F ) ◦ g￿
￿
(t).
By Proposition 2.3,
λ(F ) ◦ g = E(πn,k+h ◦ τ−1 ◦ τ ◦ ιk+h,n) = E(πn,k+h ◦ ω−1 ◦ ω ◦ ιk+h,n) = λ(F ) ◦ g￿.
Hence by (2.1), [f, g]([q, t]) = [f, g￿]([q, t]).
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Consider the inclusion f of Definition 2.13 as an order-preserving affine embedding
with shift 0 (see Definition 2.8). If E ∈ Pl(F ), then by Proposition 2.3,
λ(E) ◦ g = λE,F ◦ λ(F ) ◦ E(πn,k+h ◦ τ−1)
= λE,F ◦ E(πn,k+h ◦ τ−1 ◦ τ ◦ ιk+h,n)
= λE,F ◦ E( Fk+h)
= E( Fl+h) ◦ λE,F
= T l+h ◦ LF (λ)(E).
Thus the pair (f, g) satisfies the compatibility condition (see Definition 2.9) and hence we
have the following
Proposition 2.15. The map κF defined in Definition 2.13 is an algebraic morphism.
It is worth noticing that the image under κF of X
￿
F,LF (λ)
￿
in X (Q,λ) is precisely
π−1(F ). The map [ F ,λ(F )] : π−1(F )→ X
￿
F,LF (λ)
￿
is a left inverse of κF .
Note that for a triple of toric spaces X (Qi,λi) (i = 1, 2, 3), if ji = [fi, gi] : X (Qi,λi)→
X (Qi+1,λi+1) is an algebraic morphism for i = 1, 2, then
j2 ◦ j1 = [f2 ◦ f1, g2 ◦ g1] : X (Q1,λ1)→ X (Q3,λ3)
is an algebraic morphism by Lemma 2.5 and Definition 2.8. Thus we can consider the notion
of an algebraic isomorphism.
Definition 2.16. An algebraic morphism j : X → Y is called an algebraic isomorphism if
there exists an algebraic morphism j−1 : Y → X such that j ◦ j−1 = X .
In the following proposition we show that algebraic morphisms between toric spaces
“induce” algebraic morphisms between the toric spaces associated with corresponding faces.
In the discussion of the topological invariants of the toric spaces that are homeomorphic to
topological manifolds, inverse images under p of the proper faces of Q will serve as geometric
representatives of the generators of homology groups. Algebraic isomorphisms between such
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toric spaces induce algebraic isomorphism between the toric spaces associated with proper
faces. These induced algebraic isomorphisms will provide a complete understanding of the
isomorphisms induced on the homology groups of the original toric spaces (see section 5.2
for details in the case of 8-manifolds). The notation used in the statement of the proposition
has been introduced in definitions 2.9 and 2.13.
Proposition 2.17. If j = [f, g] : X (Q,λ) → X (R,µ) is an algebraic morphism, then for
every face F of Q, jF = [f |F , gF ] : X
￿
F,LF (λ)
￿ → X ￿fˆ(F ), Lfˆ(F )(µ)￿ is an algebraic mor-
phism, and j ◦ κF = κfˆ(F ) ◦ jF .
Proof. To prove that jF is an algebraic morphism, first note that f |F : F → fˆ(F ) is an
order-preserving affine embedding (with the same shift as f) as a restriction of f . Let
E ≤ F . Since λ and µ are characteristic functions,
λ(E) = λE,F ◦ λ(F ),(2.2)
and
µ
￿
fˆ(E)
￿
= µfˆ(E),fˆ(F ) ◦ µ
￿
fˆ(F )
￿
.(2.3)
Also, since the pair (f, g) satisfies the compatibility condition,
gF ◦ λ(F ) = µ
￿
fˆ(F )
￿ ◦ g,(2.4)
and
gE ◦ λ(E) = µ
￿
fˆ(E)
￿ ◦ g.(2.5)
Hence
gE ◦ λE,F ◦ λ(F ) = gE ◦ λ(E) by (2.2)
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= µ
￿
fˆ(E)
￿ ◦ g by (2.5)
= µfˆ(E),fˆ(F ) ◦ µ
￿
fˆ(F )
￿ ◦ g by (2.3)
= µfˆ(E),fˆ(F ) ◦ gF ◦ λ(F ) by (2.4).
Since λ(F ) is a surjection, the equation above implies
gE ◦ λE,F = µfˆ(E),fˆ(F ) ◦ gF(2.6)
and hence
gE ◦ LF (λ)(E) = Lfˆ(F )(µ)
￿
fˆ(E)
￿ ◦ gF
by Definition 2.11. Therefore the pair (f |F , gF ) satisfies the compatibility condition and
hence jF is an algebraic morphism.
To prove the equation j ◦ κF = κfˆ(F ) ◦ jF , let [q, t] ∈ X
￿
F,LF (λ)
￿
where q ∈ intE,
E ≤ F , and F ∈ Pk(Q). Assume that f is of shift l, and λ (resp. µ) is of rank n1 (resp.
n2) and height h1 (resp. h2). Let i (resp. iˆ) denote the inclusion F ⊂ Q (resp. fˆ(F ) ⊂ R).
Let λ(F ) = E(τ ◦ ι) (where τ ∈ AutFn1 , and ι = ιk+h1,n1), and µ
￿
fˆ(F )
￿
= E(τˆ ◦ ιˆ) (where
τˆ ∈ AutFn2 , and ιˆ = ιk+l+h2,n2). Then by Definition 2.13, κF = [i, E(π ◦ τ−1)] (where
π = πn1,k+h1), and κfˆ(F ) = [ˆi, E(πˆ ◦ τˆ−1)] (where πˆ = πn2,k+l+h2). Since (f ◦ i)(q) =
(ˆi ◦ f |F )(q) ∈ int fˆ(E), by definition 2.7,
(j ◦ κF )([q, t]) = (κfˆ(F ) ◦ jF )([q, t])
if and only if
µ
￿
fˆ(E)
￿￿￿
g ◦ E(π ◦ τ−1)￿(t)￿ = µ￿fˆ(E)￿￿￿E(πˆ ◦ τˆ−1) ◦ gF ￿(t)￿.(2.7)
We have
µ
￿
fˆ(E)
￿ ◦ g ◦ E(π ◦ τ−1) = gE ◦ λ(E) ◦ E(π ◦ τ−1) by (2.5)(2.8)
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= gE ◦ λE,F ◦ λ(F ) ◦ E(π ◦ τ−1) by (2.2)
= gE ◦ λE,F ◦ E(π ◦ τ−1 ◦ τ ◦ ι) by Proposition 2.3
= gE ◦ λE,F ,
since π ◦ τ−1 ◦ τ ◦ ι = Fk+h1 . Also,
µ
￿
fˆ(E)
￿ ◦ E(πˆ ◦ τˆ−1) = µfˆ(E),fˆ(F ) ◦ µ￿fˆ(F )￿ ◦ E(πˆ ◦ τˆ−1) by (2.3)(2.9)
= µfˆ(E),fˆ(F ) ◦ E(πˆ ◦ τˆ−1 ◦ τˆ ◦ ιˆ) by Proposition 2.3
= µfˆ(E),fˆ(F ),
since πˆ ◦ τˆ−1 ◦ τˆ ◦ ιˆ = Fk+l+h2 . Therefore equation (2.7) holds by equations (2.8), (2.9),
and (2.6) and hence j ◦ κF = κfˆ(F ) ◦ jF .
The faces of the polytope with which a toric space is associated are not the only
subsets whose inverse images under p are homeomorphic to toric spaces whose characteristic
functions are determined by the characteristic function defining the original space. For the
next example, we define another type of important subsets of a convex polytope. Let V
be a vertex of a convex m-polytope Q. Let H be a hyperplane that separates V from
other vertices of Q. Since the convex (m − 1)-polytope H ∩ Q is unique up to an affine
homeomorphism, we call it the link of V in Q and denote by LV . We denote the faces of
LV by F ∩ LV for all faces F of Q such that V ≤ F .
Definition 2.18. Let V ∈ P0(Q). Define RV (λ) : P(LV ) → P (n) by RV (λ)(F ∩ LV ) =
λ(F ) for every F ∩ LV ∈ P(LV ).
Lemma 2.19. RV (λ) is a characteristic function of rank n and height h+ 1 for P(LV ).
Proof. If F ∩ LV ∈ Pk−1(LV ), then F ∈ Pk(Q). By Definition 2.6, RV (λ)(F ∩ LV ) ∈
P (n, k+h) = P
￿
n, (k− 1)+ (h+1)￿. Also, if E ∩LV ≤ F ∩LV where E ∩LV ∈ Pl−1(LV ),
then E ≤ F in P(Q) and E ∈ Pl(Q). Thus RV (λ)(E ∩LV ) = λE,F ◦RV (λ)(F ∩LV ) where
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λE,F ∈ P
￿
(k − 1) + (h + 1), (l − 1) + (h + 1)￿. Therefore RV (λ) satisfies the conditions of
Definition 2.6 and hence is a characteristic function of rank n and height h+1 for P(LV ).
Let f denote the inclusion LV ⊂ Q. Consider f as an order-preserving affine embedding
with shift 1 (see Definition 2.8). If F ∈ Pk(F ), then
λ(F ) ◦ Tn = Tk+h ◦ λ(F ) = Tk+h ◦RV (λ)(F ∩ LV ).
Thus the pair (f, Tn) satisfies the compatibility condition (see Definition 2.9) and hence
we have the following
Proposition 2.20. The map [f, Tn ] : X
￿
LV , RV (λ)
￿→ X (Q,λ) defined above is an alge-
braic morphism.
The following will be an example of an algebraic isomorphism.
Example 2.21. Let σ ∈ P (n, n). Define λ￿ : P(Q) → P (n) by λ￿(F ) = λ(F ) ◦ σ for all
F ∈ P(Q). If F ∈ Pk(Q), then λ￿(F ) ∈ P (n, k + h) by Lemma 2.5. Also, if E ∈ Pl(Q) and
E ≤ F , then λ￿(E) = λ(E)◦σ = λE,F ◦λ(F )◦σ = λE,F ◦λ￿(F ). Hence λ￿ is a characteristic
function of rank n and height h for P(Q). Since λ￿(F ) ◦ σ−1 = Tk+h ◦ λ(F ) for every face
F of Q, the pair ( Q,σ−1) satisfies the compatibility condition and hence
[ Q,σ−1] : X (Q,λ)→ X (Q,λ￿)
is an algebraic morphism. By a similar argument, [ Q,σ] : X (Q,λ￿) → X (Q,λ) is an al-
gebraic morphism, and [ Q,σ] ◦ [ Q,σ−1] = X (Q,λ). Therefore [ Q,σ−1] is an algebraic
isomorphism.
2.3 The sum of toric spaces
The operation of sum of toric spaces will result in a toric space whose defining data (the
polytope and the characteristic function) will be combined from the defining data of the
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summands. It will be a generalization of Scott’s construction presented in [7] (see Proposi-
tion 4.1, p. 391). One can also compare it to the equivariant connected sums discussion in
[1] (§1.11, p. 424).
We begin with the definition of the operation of sum of convex n-polytopes. For i = 1, 2,
let Qi be an n-polytope embedded in n. Assume that for some vertices V1 ∈ P0(Q1) and
V2 ∈ P0(Q2), the link L1 of V1 in Q1 and the link L2 of V2 in Q2 are homeomorphic to each
other by an order-preserving affine homeomorphism (see Definition 2.8). Let f : L1 → L2
denote the homeomorphism. Let CLi denote the affine cone of Li in Qi with vertex Vi (see
Figure 2.1). Let
◦
CLi = CLi −Li. Then Q￿i = Qi −
◦
CLi is itself a convex n-polytope. Also,
Li is a face of Q￿i of codimension 1 (see Figure 2.2). Let Vi denote the set of all vertices V
of Qi such that the line segment [V, Vi] is an edge of Qi. Since Vi ∩
◦
CLi = ∅, the elements
of Vi are vertices of Q￿i. For i = 1, 2, there exists a convex n-polytope Q￿￿i with the following
properties.
(1) There exists an order-preserving homeomorphism hi : Q￿i → Q￿￿i .
(2) There exists a translation t of n such that t◦h1|L1 = h2 ◦f (in particular, h1(L1)
is congruent to h2(L2)).
(3) The vertices hi(V ), where V ∈ Vi, span a hyperplane Hi in n that is parallel to
the hyperplane spanned by the vertices of hi(Li).
(4) If H¯i ⊂ n denotes the halfspace with the boundary Hi such that H¯i∩hi(Li) ￿= ∅,
then Q￿￿i ∩ H¯i is congruent to hi(Li)× [0, 1] (see Figure 2.3).
Let t1 = t|h1(L1). Consider t1 to be a gluing function, and define R = Q￿￿1 ∪t1 Q￿￿2. Then R
embedded in n is a convex n-polytope (see Figure 2.4).
Definition 2.22. We call the polytope R obtained in the construction above the sum of
Q1 and Q2 and denote it by R = Q1 +f Q2. We say that the sum is performed at the
vertices Vi of Qi for i = 1, 2.
Let ιi (for i = 1, 2) denote the composition of the inclusion of Q￿￿i into R with hi. There
are two types of faces of R. The faces of R of the first type are of the form ιi(F ) for all
faces F of Qi such that F ∩ Vi = ∅ (see Figure 2.5). Let tE = t|h1(E∩L1) for every face E
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V1L1
Q1 CL1 V2 L2 Q2CL2
Fig. 2.1: CL1 and CL2.
L1
Q￿1 L2 Q￿2
Fig. 2.2: Q￿1 and Q￿2.
h1(L1)
Q￿￿1
H1
H¯1
Q￿￿1 ∩ H¯1 h2(L2)
Q￿￿2
H2
H¯2
Q￿￿2 ∩ H¯2
Fig. 2.3: Q￿￿1 and Q￿￿2.
R = Q1 +f Q2
Fig. 2.4: The sum of Q1 and Q2.
18
F1
F2
F3
F4
F5
F6
Q1 +f
E1
E5
E4
E3
E2
Q2
=
F1 +f E1ι1(F2)
ι1(F3)
ι1(F4)
ι1(F5) F6 +f E2
ι2(E5)
ι2(E4)
ι2(E3)
Q1 +f Q2
Fig. 2.5: Notation for the faces of the sum of convex polytopes.
of Q1 such that E ∩ Vi ￿= ∅. The faces of R of the second type are of the form
h1(E ∩Q￿1) ∪tE h2(E￿ ∩Q￿2)
where E￿ is the face of Q2 such that f(E ∩ L1) = E￿ ∩ L2. We will denote such faces by
E +f E￿ (see Figure 2.5).
We proceed with the discussion about the operation of sum of toric spaces. Let Xi =
X (Qi,λi) (for i = 1, 2) be a toric space where λi is of rank n and height h, and such that the
values of λi coincide for all pairs of faces that are glued to each other by f . Equivalently,
using the notation of Definition 2.18,
RV1(λ1)(E ∩ L1) = RV2(λ2)
￿
f(E ∩ L1)
￿
for all E∩L1 ∈ P(L1). Then j = [f, Tn ] : X
￿
L1, RV1(λ1)
￿→ X ￿L2, RV2(λ2)￿ is an algebraic
isomorphism.
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Define µ : P(R)→ P (n) in the following way. For all faces of R of the first type, let
µ
￿
ιi(F )
￿
= λi(F ).
For all faces of R of the second type, let
µ(E +f E￿) = λ1(E).
Then µ is a characteristic function of rank n and height h for P(R).
Let X = X (R,µ). It follows from the construction that X is homeomorphic to
￿X1 − p−1( ◦CL1)￿ ∪j ￿X2 − p−1( ◦CL2)￿.
Since R is unique up to an order-preserving affine homeomorphism, X is unique up to an
algebraic isomorphism.
Definition 2.23. We call the toric manifold X obtained in the construction above a sum
of X1 and X2, and write X = X1 +j X2.
Note that if one starts with more than two convex polytopes, and considers consecutive
sums that are performed at the given vertex of each polytope not more than once, then the
operation is associative, i.e.,
(Q1 +f1 Q2) +f2 Q3 = Q1 +f1 (Q2 +f2 Q3)
(where ’=’ means ’affine homeomorphic’). Hence if Xi = X (Qi,λi) (i = 1, 2, 3), and ji =
[fi, Tn ] (i = 1, 2), then
(X1 +j1 X2) +j2 X3 = X1 +j1 (X2 +j2 X3)
(where ’=’ means ’algebraic isomorphic’).
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CHAPTER 3
A SUMMARY OF FORMER RESULTS, AND THE MAIN RESULT
The main objects of our study are quaternionic toric spaces that are homeomorphic
to topological 8-manifolds. Scott [7] presented necessary and sufficient conditions that the
characteristic function and the polytope defining a quaternionic toric space have to satisfy,
to obtain a space homeomorphic to a sphere or to an orientable topological manifold. For the
latter, he described the homology groups and the cohomology ring (with integer coefficients).
In the case n = m = 2 (see Definition 2.7), Scott also discussed topological invariants
of the toric spaces homeomorphic to orientable topological 8-manifolds, and presented a
topological classification of such spaces. In this chapter we present a summary of those
results.
We introduce additional notation that will be used throughout the paper. An will
denote the abelianization of Fn, and π : Fn → An will denote the natural projection. We
define the preferred basis for An to be x¯1, x¯2, . . . , x¯n where x¯i = π(xi) for 1 ≤ i ≤ n. Given
a word w ∈ Fn, wab will denote the presentation of π(w) ∈ An in the preferred basis. The
natural map π∗ : AutFn → AutAn is defined by π∗(σ)(x¯i) = π
￿
σ(xi)
￿
for all σ ∈ AutFn
and 1 ≤ i ≤ n. Given an automorphism σ ∈ AutFn, M(σ) will denote the matrix of π∗(σ)
in the preferred basis.
3.1 Toric manifolds, homology, and cohomology
We begin with the definitions of basic characteristic functions of height 1 and 0. By
Definition 2.6, if λ is a characteristic function of height 1 (resp. 0) for the graded poset
associated with a convex m-polytope Q, then the value of λ for any vertex (resp. edge) of
Q is specified by an element of the free group Fm+1 (resp. Fm). Such element is the value
of an automorphism of Fm+1 (resp. Fm) at the generator x1 (cf. Definitions 2.6 and 2.4).
Assume that λ is a characteristic function of rank m + 1 and height 1 for the graded
poset associated with the m-simplex [0, 1, . . . ,m]. Let λ([i]) = e(wi) where wi ∈ Fm+1 for
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0 ≤ i ≤ m.
Definition 3.1. Under the assumptions above λ is basic, if Span
￿
π(wi)
￿m
i=0
= Am+1.
We call a convex polytope simple if the link of every vertex (see the paragraph preceding
Definition 2.18) is a simplex. As the basic characteristic functions of height 1 are defined
only over graded posets associated with simplexes, the basic characteristic functions of
height 0 are defined only over graded posets associated with simple polytopes.
Assume that λ is a characteristic function of rank m and height 0 for the graded poset
associated with a convex m-polytope Q.
Definition 3.2. Under the assumptions above λ is basic if Q is simple and RV (λ) is a basic
characteristic function for all vertices V of Q.
For the definition of RV (λ), see Definition 2.18.
The following theorem and corollary are rephrased statements of Theorem 3.1, p. 379
in [7].
Theorem 3.3. Let X (Q,λ) be a quaternionic toric space of rank n where Q is a convex
(n − 1)-polytope and λ is of height 1. Then X (Q,λ) is homeomorphic to a sphere if and
only if λ is basic.
Corollary 3.4. Let X (Q,λ) be a toric space of rank n where Q is a convex n-polytope
and λ is of height 0. Then X (Q,λ) is homeomorphic to an orientable topological manifold
if and only if λ is basic.
From now on, a toric space that is homeomorphic to a topological manifold will be
called a toric manifold.
Since toric manifolds are orientable, we’d like to describe a way of orienting them
using the orientations of the polytope and the torus. Given a toric manifold X (Q,λ) of
rank n and height 0, the preimage under p of intQ× Tn is a dense subset in X (Q,λ) (see
the paragraph following Definition 2.7). Hence to specify the orientation for X (Q,λ) it is
enough to specify the orientations for Q and the torus. We choose one of the orientations for
T and take the product orientation for Tn if n ≥ 2. We also present a method for orienting
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the codimension-1 faces of Q (which will be called facets from now on) consistently with
the orientation for Q.
Definition 3.5. Let Q be an oriented simple n-polytope and let E be a facet of Q.
Let V = (v1, v2, . . . , vn−1) be an ordered (n − 1)-tuple of linearly independent vectors in
E. Let N(E) denote the vector normal to E pointing out of Q. The orientation for E
specified by V is consistent with the orientation for Q if and only if the ordered n-tuple
(N(E), v1, v2, . . . , vn−1) specifies the fixed orientation for Q.
The following results about homology groups and the cohomology ring of a quaternionic
toric manifold, presented in [7], can be compared to the results (presented for example in
[1]) for toric manifolds defined over .
For the remaining part of this section, let X = X (Q,λ) be a toric manifold of rank n
whereQ is an oriented simple convex n-polytope and λ is basic of height 0. For the discussion
of homology and cohomology of X , we use a class of codimension-4 cycles defined below.
Let E be a facet of Q with the orientation consistent with the orientation for Q. Let
XE = X
￿
E,LE(λ)
￿
(see Definition 2.11) and let κE : XE → X be the algebraic morphism
defined in Definition 2.13.
Lemma 3.6. Under the assumptions above LE(λ) is basic.
By Lemma 3.6 and Corollary 3.4, XE is a toric manifold. The orientation for XE is
specified. Let [XE ] ∈ H4(n−1)(XE) denote the fundamental class of XE (see [2], sec. 3.3).
Let (κE)∗ : H4(n−1)(XE)→ H4(n−1)(X ) denote the map induced by κE .
Definition 3.7. For all E ∈ Pn−1(Q), define DE = (κE)∗
￿
[XE ]
￿
.
The cycles DE (E ∈ Pn−1(Q)) generate H4(n−1)(X ). Lower homology groups are
generated by the transverse intersections of the cycles DE . Also, the cohomology ring
H∗(X ) is generated by the degree-4 classes D∗E which are the Poincare´ dual classes of the
cycles DE (see [7], §3).
Let r denote the number of facets of Q. Denote these facets by Ei where 1 ≤ i ≤ r.
If Q is a simple polytope, let ∆(Q) denote the simplicial complex dual to Q. Then the
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vertices of ∆(Q) correspond to the facets of Q. Denote these vertices by vi (1 ≤ i ≤ r).
The following definition comes from [8] (see Definition 3.2, p. 267).
Definition 3.8. The face ring of ∆(Q) is the quotient [X1, . . . ,Xr] /I , where I is the
homogeneous ideal generated by those monomials Xi1 · · ·Xij such that i1 < · · · < ij and
{vi1 , . . . , vij} /∈ ∆(Q).
For the theorem about the cohomology ring of X , we define the following ideal. Let
A∗n = Hom(An, ) be the space dual to An. If E is a facet of Q, let λ(E) = E(τ ◦ ιn−1,n)
where τ ∈ AutFn and detM(τ) = 1. Then Span
￿
π
￿
τ(xi)
￿￿n−1
i=1
is a unimodular rank-
(n − 1) sublattice of An. Let E∗ denote the rank-1 dual lattice in A∗n. The bottom row
of the matrix M(τ)−1 is then a row vector presentation in the basis dual to the preferred
basis for An of a primitive generator of E∗. Denote this primitive generator by E¯. Denote
the row vector presentation of E¯ in the basis dual to the preferred basis for An by λ(E)∗ab.
Define J to be the homogeneous ideal of [X1, . . . ,Xr] generated by the n linear rela-
tions (for 1 ≤ j ≤ n)
r￿
i=1
￿
E¯i, x¯j
￿ ·Xi = 0.(3.1)
Theorem 3.9. The cohomology ring H∗(X ; ) is isomorphic to
[X1, . . . ,Xr] /(I + J) ,
where the generators Xi are of degree 4.
Remark 3.10. In the case n = 2, relations (3.1) give us, via Poincare´ duality, the relations
between the generators DEi of H4(X ),
r￿
i=1
￿
E¯i, x¯j
￿ ·DEi = 0
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(for j = 1, 2). These relations will play an important role in the discussion about the
topological invariants of quaternionic toric 8-manifolds. It is also worth noting that
￿
E¯i, x¯j
￿
= λ(E)∗ab · (xi)ab
for 1 ≤ j ≤ n and 1 ≤ i ≤ r.
3.2 Oriented topological classification of quaternionic toric 8-manifolds
In this section we present a summary of Scott’s results presented in §4 of [7].
Quaternionic toric 8-manifolds are associated with convex polygons (simple 2-polytopes)
and basic characteristic functions of rank 2 and height 0. The parameters n = m = 2 (see
Definition 2.7) are the only ones that will result in an 8-manifold.
Scott defined two families of quaternionic toric 8-manifolds. Let Q be an oriented r-
gon, and let Ei (1 ≤ i ≤ r) denote the facets of Q numbered according to the orientation
for Q. The first family consists of manifolds (type I ) defined over an oriented triangle.
Definition 3.11. Let r = 3, and for each integer a define λa by the equations
λa(E1) = e(x1),
λa(E2) = e(x2),
λa(E3) = e(xa2x
−1
1 x
1−a
2 ).
Define Xa = X (Q,λa).
The second family consists of manifolds (type II ) defined over an oriented square.
Definition 3.12. Let r = 4, and for each pair of integers b, c define λb,c by the equations
λb,c(E1) = e(x1),
λb,c(E2) = e(x2),
λb,c(E3) = e(xb2x
−1
1 x
−b
2 ),
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λb,c(E4) = e(xb2x
−c
1 x
−1
2 x
c
1x
−b
2 ).
Define Xb,c = X (Q,λb,c).
The following theorem constitutes the oriented topological classification of quaternionic
toric 8-manifolds.
Theorem 3.13. Every quaternionic toric 8-manifold is oriented homeomorphic to either a
connected sum of r − 2 manifolds of type I or (r − 2)/2 manifolds of type II. Moreover, all
such connected sums are realized by some quaternionic toric 8-manifold.
Another important result states that every almost smooth (smooth away from a finite
number of points) piecewise linear 8-manifold M with H4(M) = (resp. H4(M) = 2) is
homeomorphic to a manifold of type I (resp. to a connected sum of two manifolds of type
I or homeomorphic to a manifold of type II).
3.3 The main result
Since algebraic morphisms (discussed in section 2.2) are topological embeddings, alge-
braic isomorphisms are homeomorphisms. In the category of toric manifolds, we say that
two objects are algebraically equivalent if there exists an orientation-preserving algebraic
isomorphism between them. The following main result of our research is a comparison
theorem for the topological and algebraic classification of quaternionic toric 8-manifolds.
Theorem 3.14. Every topological type of a quaternionic toric 8-manifold contains an
infinite number of distinct algebraic types of such manifolds.
The remainder of the paper will be devoted to providing the proof of the theorem above.
For each oriented homeomorphism type of a quaternionic toric 8-manifold, we will construct
in chapter 6 an infinite family of toric manifolds that are of the same homeomorphism type
but algebraically distinct. To prove that the elements of the family are in the same type
of oriented homeomorphism, one needs to determine the topological invariants described
in Theorem 5.1. Algebraic constructions presented in chapter 4 together with additivity
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of topological invariants of oriented manifolds with respect to the oriented connected sum
operation will be used in section 5.2 to obtain a formula for the evaluation of the first
Pontrjagin class of an arbitrary quaternionic toric 8-manifold at the generators of the fourth
homology group described in section 3.1. Once the invariants are known, Wall’s theory
ensures that in the case of discussed manifolds, the existence of an isomorphism of the fourth
homology groups that preserves the invariants is equivalent to the existence of an oriented
homeomorphism between two such manifolds (see [9], Corollary on p. 166). Algebraic
properties of algebraic morphisms will then be used to show that the elements of each
family are algebraically distinct (see Theorem 6.11).
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CHAPTER 4
AUTOMORPHISMS OF F2
In this chapter we introduce additional notation and discuss several constructions that
will be used to find a useful decomposition of certain values of the characteristic function
defining a quaternionic toric 8-manifold.
4.1 Automorphisms of simple form
Definition 4.1. An automorphism σ ∈ AutF2 is of simple form if it is defined by the
equations σ(x1) = xa1xs2xb1, σ(x2) = x1, where a, b ∈ and |s| = 1.
Using the theory of automorphisms of F2 [5], we will show that every automorphism
of F2 can be presented as a composition of automorphisms of simple form.
From now on, let γ be the automorphism of F2 defined by the equations γ(x1) =
x2, γ(x2) = x1. Note that γ is of simple form.
Lemma 4.2. The automorphisms of simple form generate the group AutF2.
Proof. By [5], the group AutF2 is generated by the automorphisms γ, γ1 and γ2 where
γ1(x1) = x1x2, γ2(x1) = x−11 and γ1(x2) = γ2(x2) = x2. Define α1,α2 ∈ AutF2 by the
equations α1(x1) = x2x1, α2(x1) = x−12 , and α1(x2) = α2(x2) = x1. Then α1 and α2 are
of simple form. Also, γ1 = γ ◦ α1 and γ2 = γ ◦ α2. Since the generators of AutF2 can be
presented as compositions of automorphisms of simple form, the automorphisms of simple
form generate the group AutF2.
Lemma 4.3. If α ∈ AutF2 is of simple form with α(x1) = xa1xs2xb1, then α−1 = γ ◦ α˜ ◦ γ,
where α˜(x1) = (x−a1 x2x
−b
1 )
s, and α˜(x2) = x1.
Proof. Let β = γ ◦ α˜ ◦ γ. Then β(x1) = x2, and
β(x2) =
￿
γ(x−a1 x2x
−b
1 )
￿s = (x−a2 x1x−b2 )s.
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Hence
(β ◦ α)(x1) = β(xa1xs2xb1) = xa2
￿
(x−a2 x1x
−b
2 )
s
￿s
xb2 = x1,
(β ◦ α)(x2) = x2,
(α ◦ β)(x1) = x1,
and
(α ◦ β)(x2) =
￿￿
α(x2)
￿−a￿
α(x1)
￿￿
α(x2)
￿−b￿s = ￿x−a1 xa1xs2xb1x−b1 ￿s = x2.
Therefore β = α−1.
By the lemma above, the inverses of automorphisms of simple form can be presented
as compositions of such automorphisms. Hence by Lemma 4.2, each automorphism of F2
can be presented as a composition of the automorphisms of simple form
α1 ◦ α2 ◦ · · · ◦ αk =
k￿
i=1
αi.(4.1)
We call such presentation a simple decomposition. Simple decompositions will play an im-
portant role in the calculation of the topological invariants of quaternionic toric 8-manifolds.
Next we introduce some notation for an automorphism of F2 with a given simple
decomposition.
Definition 4.4. Let σ ∈ AutF2. Define X(σ), Y (σ) to be the coefficients in the presenta-
tion π
￿
σ(x1)
￿
= X(σ) · x¯1 + Y (σ) · x¯2.
Definition 4.5. Given the simple decomposition
￿k
i=1 αi of an automorphism σ ∈ AutF2,
define X−1(σ) = Y0(σ) = 0, X0(σ) = Y−1(σ) = 1, and for all 1 ≤ i ≤ k, define
Xi(σ) = X
￿ i￿
j=1
αj
￿
, and Yi(σ) = Y
￿ i￿
j=1
αj
￿
.
29
4.2 Constructions of an element of the preimage under π∗
By [5], the natural map π∗ : AutF2 → AutA2 is surjective with kernel the inner
automorphisms of F2. In this section we present several constructions of a specific element
in the preimage under π∗ and its simple decomposition.
Let a ∈ AutA2 be given by the matrix
M =
k m
l n

in the preferred basis, and let D = detM . Since a is an automorphism, |D| = 1.
By the Division Algorithm (see [3], Theorem 6.3, p. 11), for two integers a, b such that
a ￿= 0, there exist unique integers q, r such that b = qa + r where 0 ≤ r < |a|. We call q
(resp. r) the quotient (resp. the remainder) of the division of b by a.
First consider the case |m| ≥ 2. Let X1 = k, Y1 = l, X2 = m, and Y2 = n. For i ≥ 3,
inductively define qi−2, Xi to be respectively the quotient and the remainder of the division
of Xi−2 by Xi−1, and define Yi = Yi−2−qi−2Yi−1. Repeat the process until Xj = 1 for some
j ≥ 3 (the termination of the process follows from the Division Algorithm since (k,m) = 1).
Define qj−1 = Xj−1, qj = Yj , s1 = 1, s2 = Yj−1 −Xj−1Yj , and si = 1 for 3 ≤ i ≤ j. Since
|X1Y2 −X2Y1| = 1, inductively for i ≥ 3,
|Xi−1Yi −XiYi−1| = |Xi−1(Yi−2 − qi−2Yi−1)− (Xi−2 − qi−2Xi−1)Yi−1|
= |Xi−1Yi−2 −Xi−1qi−2Yi−1 −Xi−2Yi−1 + qi−2Xi−1Yi−1|
= |Xi−1Yi−2 −Xi−2Yi−1| = 1.
In particular, |s2| = |1 · Yj−1 − Xj−1Yj | = 1. For 1 ≤ i ≤ j, define αi ∈ AutF2 by the
equations αi(x1) = xsi2 x
qj−i+1
1 , αi(x2) = x1. Then all αi are of simple form. Let
σ = γ ◦
j￿
i=1
αi.(4.2)
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Proposition 4.6. Under the assumptions above, π∗(σ) = a.
Proof. By equation (4.2),
M(σ) =
0 1
1 0

Yj 1
Xj 0

qj−1 1
s2 0
 · j−1￿
i=2
qj−i 1
1 0
 .
Note that0 1
1 0

Yj 1
Xj 0

qj−1 1
s2 0
 =
Xj 0
Yj 1

qj−1 1
s2 0
 =
 qj−1Xj Xj
qj−1Yj + s2 Yj

=
Xj−1 Xj
Yj−1 Yj
 .
From that stage, inductively from h = j − 2 descending to h = 1, multiplying on the right
by the matrix
￿
qh 1
1 0
￿
will give us
Xh+1 Xh+2
Yh+1 Yh+2

qh 1
1 0
 =
qhXh+1 +Xh+2 Xh+1
qhYh+1 + Yh+2 Yh+1
 =
Xh Xh+1
Yh Yh+1
 .
Therefore
M(σ) =
X1 X2
Y1 Y2
 =
k m
l n
 =M
and hence π∗(σ) = a.
In the second case consider |m| = 1. Let r = kD and s = −mD. Define α1,α2 ∈ AutF2
by the equations α1(x1) = xn1xm2 , α2(x1) = (x
−r
1 x2)
s, α1(x2) = α2(x2) = x1. Since |m| = 1
and |s| = 1, α1 and α2 are of simple form. Define σ = γ ◦ α1 ◦ α2.
Proposition 4.7. Under the assumptions above, π∗(σ) = a.
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Proof. Since
M(α1) =
n 1
m 0
 , and M(α2) =
−sr 1
s 0
 ,
we obtain
M(σ) =
0 1
1 0

n 1
m 0

−sr 1
s 0
 =
m 0
n 1

−sr 1
s 0
 =
 −msr m
−s(nr − 1) n
 .
Since
−s(nr − 1) = mD(nkD − 1) = m(nk −D) = m(nk − kn+ml) = l,
and
−msr = mmDkD = k,
we obtain
M(σ) =
k m
l n
 =M.
Therefore π∗(σ) = a.
In the final third case, consider m = 0. Define α1,α2 ∈ AutF2 by the equations
α1(x1) = xn2 , α2(x1) = (xkln1 x2)k, α1(x2) = α2(x2) = x1. Since |k| = |n| = 1, α1 and α2 are
of simple form. Define σ = α1 ◦ α2. Then
M(σ) =
0 1
n 0

ln 1
k 0
 =
k 0
l n
 =M
and hence π∗(σ) = a.
We apply one of the constructions in the following
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Example 4.8. Let a ∈ AutA2 be given by the matrix M =
￿
8 5
3 2
￿
in the preferred basis for
A2. Since |5| ≥ 2, we apply the first case of the discussion above. Let X1 = 8, X2 = 5,
Y1 = 3, and Y2 = 2. Since 8 = 1 · 5 + 3, let q1 = 1, X3 = 3, and Y3 = 3 − 1 · 2 = 1. Since
5 = 1 ·3+2, let q2 = 1, X4 = 2, and Y4 = 2−1 ·1 = 1. Since 3 = 1 ·2+1, let q3 = 1, X5 = 1,
and Y5 = 1 − 1 · 1 = 0. Since X5 = 1, we stop the inductive process, and define q4 = 2,
q5 = 0, s2 = 1 − 2 · 0 = 1, and si = 1 for i = 1, 3, 4, 5. For 1 ≤ i ≤ 5, define αi ∈ AutF2
by the equations α1(x1) = x2, α2(x1) = x2x21, αi(x1) = x2x1 (i = 3, 4, 5), and αi(x2) = x1
(1 ≤ i ≤ 5). Since α1 = γ and γ2 = F2 , define
σ =
5￿
i=2
αi.
Then
σ(x1) = (α2 ◦ α3 ◦ α4)(x2x1) = (α2 ◦ α3)(x1) · (α2 ◦ α3)(x2x1)
= α2(x2x1) · α2(x1) · α2(x2x1) = x1x2x21x2x21x1x2x21
= x1x2x
2
1x2x
3
1x2x
2
1,
σ(x2) = (α2 ◦ α3 ◦ α4)(x1) = (α2 ◦ α3)(x2x1) = α2(x1) · α2(x2x1)
= x2x
3
1x2x
2
1,
and π∗(σ) = a.
4.3 Prebasic elements
By Definition 2.6, the values of the characteristic function of rank 2 and height 0 for
the edges of a polygon (the only “important” values of such characteristic functions) are of
the form e
￿
ψ(x1)
￿
for some automorphism ψ ∈ AutF2. We call an element w ∈ F2 prebasic
if there exists an automorphism ψ ∈ AutF2 such that w = ψ(x1). Note that if a word w is
prebasic then π(w) is a primitive element of A2.
In this section we will present a verification tool for prebasic elements, and given a
prebasic word w, a construction of a simple decomposition of an automorphism ψ ∈ AutF2
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such that ψ(x1) = w. Obtaining an automorphism ψ and its simple decomposition will
be an important step in the calculation of one of the topological invariants of an arbitrary
quaternionic toric 8-manifold. This calculation will be a key tool in the proof of Theorem
3.14.
The discussion will be based on the following theorem (due to Wilczynski in this gen-
erality).
Theorem 4.9. If u, v ∈ F2 are prebasic elements with π(u) = π(v), then there exists an
inner automorphism ϕ ∈ AutF2 such that ϕ(u) = v.
Proof. The proof uses the fact that the natural map π∗ : AutF2 → AutA2 is surjective
with kernel the inner automorphisms of F2 [5].
Suppose first that u = x1 and ψ(u) = v for some ψ ∈ AutF2. Let ψ∗ = π∗(ψ). Since
ψ∗(x¯1) = x¯1, M(ψ) = [ 1 m0 n ], with |n| = 1. Consider the element ψ￿ ∈ AutF2 defined by the
equations ψ￿(x1) = x1, ψ￿(x2) = xm1 xn2 . Then ψ∗ = ψ￿∗ and hence ψ = ϕ ◦ ψ￿ for some inner
automorphism ϕ. Thus v = ψ(u) = ϕ
￿
ψ￿(u)
￿
= ϕ(u), as required.
In the general case, π(u) is a primitive element of A. Since π∗ is surjective, there exists
an element f ∈ AutF2 such that π
￿
f(u)
￿
= π(x1). Then π
￿
f(v)
￿
= π
￿
f(u)
￿
= π(x1) holds
as well. Therefore there exist inner automorphisms ϕ1,ϕ2 of F2 such that ϕ1(x1) = f(u)
and ϕ2(x1) = f(v). Then ϕ = f−1 ◦ (ϕ2 ◦ ϕ−11 ) ◦ f has the required property.
The following corollary provides a verification tool for prebasic elements.
Corollary 4.10. Let w be an element of F2 such that π(w) is primitive in A2. Let σ ∈
AutF2 satisfy π
￿
σ(x1)
￿
= π(w). Then w is prebasic if and only if σ−1(w) = vx1v−1 for
some element v ∈ F2.
Proof. First note that π
￿
σ−1(w)
￿
= π(x1), and x1 is a prebasic element of F2. Hence if
σ−1(w) is not of the form vx1v−1 for some v ∈ F2, then by the contrapositive of Theorem
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4.9, w is not prebasic. Assume that such v exists, and σ−1(w) = vx1v−1. Let τ ∈ AutF2
be defined by the equations τ(xp) = vxpv−1 (p = 1, 2). Then
(σ ◦ τ)(x1) = σ(vx1v−1) = (σ ◦ σ−1)(w) = w
and hence w is prebasic.
Note that given the reduced form of an element w of F2 it is easy to verify if it is of
the form vx1v−1 for some v in F2. Also, if w is of the desired form, then one can easily read
the reduced form of v from the reduced form of w.
Assume that w is a prebasic element of F2. We now present a construction of an
automorphism ψ ∈ AutF2 such that ψ(x1) = w and its simple decomposition. Assume
that wab =
￿
k
l
￿
for some relatively prime integers k and l. By Be´zout’s Lemma (see [3],
Theorem 6.5, p. 11) there exist integers m￿, n such that kn+m￿l = 1. Let m = −m￿. Then
kn−ml = 1. Hence there exists an automorphism a ∈ AutA2 whose matrix in the preferred
basis is
M =
k m
l n
 .
Using one of the constructions described is section 4.2, we obtain an automorphism σ ∈
AutF2 such that π∗(σ) = a. Also, σ has a certain simple decomposition
σ =
r￿
i=1
αi
described in the construction. Since π
￿
σ(x1)
￿
= π(w), by Corollary 4.10, σ−1(w) = vx1v−1
for some element v ∈ F2. Assume that the reduced form of v is
￿s−1￿
i=1
(xai2 x
bi
1 )
￿
xas2
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for some s ∈ , where ai ￿= 0 for 2 ≤ i ≤ s, and bi ￿= 0 for 1 ≤ i ≤ s − 1. Define 2s − 1
inner automorphisms of F2 by the equations
β￿2i−1(xp) = x
ai
2 xpx
−ai
2 for 1 ≤ i ≤ s,
β￿2i(xp) = x
bi
1 xpx
−bi
1 for 1 ≤ i ≤ s− 1,
where p = 1, 2. Then ￿2s−1￿
j=1
β￿j
￿
(x1) = vx1v−1 = σ−1(w).
Let β2i−1 = γ ◦ β￿2i−1 for 1 ≤ i ≤ s, and β2i = β￿2i ◦ γ for 1 ≤ i ≤ s − 1. Then all the βj
(1 ≤ j ≤ 2s− 1) are of simple form, and
2s−1￿
j=1
β￿j = β
￿
1 ◦
s−1￿
i=1
(β￿2i ◦ β￿2i+1) = γ ◦ β1 ◦
s−1￿
i=1
(β2i ◦ γ ◦ γ ◦ β2i+1)
= γ ◦ β1 ◦
s−1￿
i=1
(β2i ◦ β2i+1)
= γ ◦
2s−1￿
j=1
βj .
Let
τ = γ ◦
2s−1￿
j=1
βj .(4.3)
Then τ(x1) = σ−1(w). Define ψ = σ ◦ τ . Then
ψ(x1) = (σ ◦ τ)(x1) = (σ ◦ σ−1)(w) = w.
From the construction above we obtain the simple decomposition
￿ r￿
i=1
αi
￿ ◦ γ ◦ ￿2s−1￿
j=1
βj
￿
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of the automorphism ψ.
In the following example we will verify that a certain word w is prebasic, and apply
the construction discussed above to obtain an automorphism ψ of F2 such that ψ(x1) = w.
Example 4.11. Let w = x−11 x
−1
2 x
−1
1 x2x
3
1x2x
3
1x2x
3
1x2x1. Since wab =
￿
8
3
￿
, let a ∈ AutA2
be given by the matrix
￿
8 5
3 2
￿
in the preferred basis for A2. We use the automorphism σ
obtained in Example 4.8 with the simple decomposition σ =
￿5
i=2 αi. To verify that w is
prebasic, we need to show that there exists a word v ∈ F2 such that σ−1(w) = vx1v−1.
Using the notation of Lemma 4.3, and the simple decomposition of σ,
σ−1 = γ ◦ α˜5 ◦ α˜4 ◦ α˜3 ◦ α˜2 ◦ γ,
where α˜2(x1) = x2x
−2
1 , α˜i(x1) = x2x
−1
1 for i = 3, 4, 5, and α˜i(x2) = x1 for 1 ≤ i ≤ 5. Since
(α˜5 ◦ α˜4 ◦ α˜3 ◦ α˜2)(x1) = (α˜5 ◦ α˜4 ◦ α˜3)(x2x−21 ) = (α˜5 ◦ α˜4)(x1) ·
￿
(α˜5 ◦ α˜4)(x2x−11 )
￿−2
= α˜5(x2x
−1
1 ) ·
￿
α˜5
￿
x1(x2x
−1
1 )
−1￿￿−2
= x1(x2x
−1
1 )
−1 · ￿α˜5(x21x−12 )￿−2 = x21x−12 (x2x−11 x2x−21 )−2
= x21x
−1
2 x
2
1x
−1
2 x1x
−1
2 x
2
1x
−1
2 x1x
−1
2
and
(α˜5 ◦ α˜4 ◦ α˜3 ◦ α˜2)(x2) = (α˜5 ◦ α˜4 ◦ α˜3)(x1) = (α˜5 ◦ α˜4)(x2x−11 )
= α˜5(x1) · α˜5
￿
(x2x
−1
1 )
−1￿ = x2x−11 · α˜5(x1x−12 )
= x2x
−1
1 x2x
−1
1 x
−1
1 = x2x
−1
1 x2x
−2
1 ,
the equations defining σ−1 are
σ−1(x1) = x1x
−1
2 x1x
−2
2
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and
σ−1(x2) = x22x
−1
1 x
2
2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1 .
Thus (see Appendix A for details)
σ−1(w) = (x1x
−1
2 x1x
−1
2 x
−1
1 x2)x1(x1x
−1
2 x1x
−1
2 x
−1
1 x2)
−1.
Let v = x1x
−1
2 x1x
−1
2 x
−1
1 x2. Then σ
−1(w) = vx1v−1. We have verified that w is prebasic.
Let β1 = γ, and for 2 ≤ j ≤ 7, define the automorphisms βj ∈ AutF2 by the equations
βj(x1) = x
aj
1 x2x
−aj
1 where a2 = a4 = a7 = 1, a3 = a5 = a6 = −1, and βj(x2) = x1 for all j.
Define
ψ =
￿ 5￿
i=2
αi
￿ ◦ γ ◦ γ ◦ ￿ 7￿
j=2
βj
￿
=
￿ 5￿
i=2
αi
￿ ◦ ￿ 7￿
j=2
βj
￿
.
Then ψ(x1) = w, and the equation above provides a simple decomposition of the automor-
phism ψ.
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CHAPTER 5
TOPOLOGICAL INVARIANTS
Scott showed in [7] that quaternionic toric 8-manifolds are 3-connected. The following
is a summary of Wall’s classification theorem for 3-connected 8-manifolds (see [9], pp. 167f,
171, 174, 179).
Theorem 5.1. A 3-connected 8-manifold M which is smooth away from a single point
is characterized (topologically) by the intersection form ∩ : H4(M) ⊗H4(M) → and an
element q(M) ∈ H4(M), which is one half of the first Pontrjagin class p1(M). Also, these
invariants are subject to the relation ￿q(M), x￿ ≡ x ∩ x (mod 2).
In this chapter we discuss the intersection form and the invariant q of an arbitrary
quaternionic toric 8-manifold. First we introduce additional notation that will be used for
the remainder of the paper.
Unless otherwise specified, by X = X (Q,λ) denote a quaternionic toric 8-manifold,
where Q is an oriented r-gon with edges Ei (1 ≤ i ≤ r) ordered according to the orientation
for Q and oriented consistently with the orientation for Q (see Definition 3.5). Let
• λ(Ei) = e
￿
τi(x1)
￿
where τi ∈ AutF2 for 1 ≤ i ≤ r,
• Xi(X ) = X(τi), and Yi(X ) = Y (τi) (see Definition 4.4),
• ξi(X ) = Xi(X )Yi+1(X )−Xi+1(X )Yi(X ) for 1 ≤ i ≤ r−1, and ξr(X ) = Xr(X )Y1(X )−
X1(X )Yr(X ),
• χ1(X ) = Xr(X )Y2(X )−X2(X )Yr(X ), and χi(X ) = Xi−1(X )Yi+1(X )−Xi+1(X )Yi−1(X )
for 2 ≤ i ≤ r − 1,
• [X ] ∈ H8(X ) denote the fundamental class of X ,
• Di(X ) = DEi ∈ H4(X ) for 1 ≤ i ≤ r (see Definition 3.7).
• D∗i (X ) ∈ H4(X ) denote the Poincare´ duals of the cycles Di(X ) for 1 ≤ i ≤ r.
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Whenever it will be clear what toric manifold is considered, X will be omitted in the
notation.
In sections 5.1 and 5.2 we present slight modifications of Scott’s discussion presented
in §4 of [7]. In sections 5.3 and 5.4 we focus on the method of evaluating the invariant q for
an arbitrary quaternionic toric 8-manifold.
5.1 Intersection form
The discussion of the intersection form of quaternionic toric 8-manifolds presented by
Scott in [7] is complete, but he presents the matrix of the intersection form (in a certain
basis) only for toric manifolds satisfying the assumption ξi(X ) = 1 for all 1 ≤ i ≤ r − 1,
where X is associated with an r-gon. We omit this assumption to present the matrix of the
intersection form (in the same basis) for an arbitrary toric 8-manifold.
Equations (4) and (5) on page 388 in [7] imply
ξi−1Di−1 ∩Di = ξiDi ∩Di+1(5.1)
and
ξi−1Di ∩Di = −χiDi ∩Di+1(5.2)
for 2 ≤ i ≤ r − 1. Define
(5.3) ε(X ) = D1 ∩D2 = ￿D∗1 ∪D∗2, [X ]￿.
By equations (5.1) and (5.3),
(5.4) Di ∩Di+1 = ξ1ξiε
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for 2 ≤ i ≤ r − 2. Equations (5.4) and (5.2) imply
Di ∩Di = −ξ1ξi−1ξiχiε
for 2 ≤ i ≤ r − 1. Therefore we have the following
Proposition 5.2. With respect to the basis (D2, D3, . . . ,Dr−1) for H4(X ), the matrix of
the intersection form of X is
ξ1ε ·

−ξ1ξ2χ2 ξ2
ξ2 −ξ2ξ3χ3 ξ3
ξ3 −ξ3ξ4χ4 ξ4
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
ξr−3 −ξr−3ξr−2χr−2 ξr−2
ξr−2 −ξr−2ξr−1χr−1

.
5.2 First Pontrjagin class
In the discussion about the first Pontrjagin class for quaternionic toric 8-manifolds (see
[7], pp. 389ff), Scott presented a method of evaluating the invariant at the generator Di
(2 ≤ i ≤ r − 1) provided that the characteristic function satisfies the following condition.
Let wk = τk(x1) (1 ≤ k ≤ r). Then both pairs {wi−1, wi} and {wi, wi+1} generate F2. To
satisfy the extra assumption on λ that ξk(X ) = 1 for all 1 ≤ k ≤ r − 1, Scott assumes that
there exist a, b ∈ such that wi+1 = wai w−1i−1wbi . At the end of the discussion, Scott obtains
the clutching function y ￿→ (x ￿→ yax¯yb) for the normal bundle of Di. Then he applies
Milnor’s result (see [4], Lemma 3, p. 402) to this bundle. Actually, in his result, Milnor
does not consider the vector bundle with conjugation. Hence we slightly modify Scott’s
discussion by starting with the assumption wi+1 = wai wi−1wbi , to eventually obtain a vector
bundle to which Milnor’s result will be applied explicitly. The details of the modification
are presented in Appendix B. As a consequence of the modification, we obtain the part of
the result of Proposition 5.3 where s = 1.
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Proposition 5.3. If for some 2 ≤ i ≤ r − 1, the pair {wi−1, wi} generates F2, and wi+1 =
wai w
s
i−1wbi for some a, b ∈ and |s| = 1, then ￿p1(X ), Di￿ = 2(a− b).
To prove the result for the case wi+1 = wai w
−1
i−1w
b
i , we first discuss the maps on the
homology groups induced by algebraic isomorphisms between toric 8-manifolds.
Let X = X (Q,λ),Y = X (R,µ) be toric 8-manifolds. Let j = [f, g] : X → Y be
an algebraic isomorphism where the shift of f is 0. Then the image f(F ) of any face
F ∈ Pk(Q), is a face in Pk(R). Consider the induced map j∗ : H4(X ) → H4(Y). Let F be
a facet of Q. Then DF (X ) is a generator of H4(X ). We obtain the image of DF (X ) under
j∗ using Proposition 2.17:
j∗
￿
DF (X )
￿
= j∗
￿
(κF )∗([XF ])
￿
= (κf(F ))∗
￿
(jF )∗([XF ])
￿
by Proposition 2.17
=

(κf(F ))∗([Yf(F )]) if jF is orientation-preserving,
(κf(F ))∗(−[Yf(F )]) if jF is orientation-reversing.
Therefore by Definition 3.7,
j∗(DF ) =

Df(F )(Y) if jF is orientation-preserving,
−Df(F )(Y) if jF is orientation-reversing.
(5.5)
We return to the evaluation of the first Pontrjagin class at the generator Di in the case
wi+1 = wai w
−1
i−1w
b
i . Let λ
￿ : P(Q)→ P (2) be defined by
λ￿(F ) =

λ(F ) if F ￿= Ei−1,
e(w−1i−1) if F = Ei−1.
Then λ￿ is a basic characteristic function. Let X ￿ = X (Q,λ￿), and let j = [ Q, T 2 ] : X → X ￿.
Then j is an algebraic morphism with jF = T for F ￿= Ei−1 and jEi−1 with rule of assign-
ment t ￿→ t−1. Actually, j is an algebraic isomorphism with j−1 = [ Q, T 2 ]. By equation
(5.5), j∗
￿
Dj(X )
￿
= Dj(X ￿) for j ￿= i−1, and j∗
￿
Di−1(X )
￿
= −Di−1(X ￿). Hence the matrix
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of j∗ in bases
￿
D2(X ), D3(X ), . . . ,Dr−1(X )
￿
forH4(X ) and
￿
D2(X ￿), D3(X ￿), . . . ,Dr−1(X ￿)
￿
for H4(X ￿), is the identity (r − 2) × (r − 2)-matrix with the (i − 2)-nd column multiplied
by −1. Therefore
￿p1(X ), Di(X )￿ = ￿p1(X ￿), Di(X ￿)￿.
If we let w˜i−1 = w−1i−1, then wi+1 = w
a
i w˜i−1wbi in X ￿ (see Figure 5.1) and hence
￿p1(X ￿), Di(X ￿)￿ = 2(a− b).
Therefore
￿p1(X ), Di(X )￿ = 2(a− b).
We have completed the proof of the part of the result of Proposition 5.3 where s = −1.
Scott introduced in [7] the notion of a nice quaternionic toric 8-manifold (see the
paragraph preceding Proposition 4.1, p. 391). We rephrase Scott’s definition, considering a
property of the characteristic function rather than a property of the toric manifold.
Definition 5.4. We call λ generative at the edge Ei (1 ≤ i ≤ r) if both pairs {wi−1, wi},
{wi, wi+1} generate F2.
The following is a corollary of Proposition 5.3 (compare it also to [7], Theorem 4.3, p.
392).
Corollary 5.5. If for some 2 ≤ i ≤ r − 1, τi = τi−1 ◦ α1 and τi+1 = τi ◦ α2, where αj are
wi−1
wi
wai w
−1
i−1w
b
i
Q
j
w−1i−1 = w˜i−1
wi
wai w
−1
i−1w
b
i = w
a
i w˜i−1wbi
Q
Fig. 5.1: The algebraic isomorphism j : X → X ￿.
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of simple form (cf. Definition 4.1) for j = 1, 2, then λ is generative at the edge Ei. Also, if
α2(x1) = xa1xs2xb1, then ￿p1(X ), Di￿ = 2(a− b).
Proof. As before, let wj = τj(x1) for j = i − 1, i, i + 1. Since x1 = α1(x2), wi−1 = (τi−1 ◦
α1)(x2) = τi(x2) and hence the pair {wi−1, wi} generates F2. Similarly, wi = (τi ◦α2)(x2) =
τi+1(x2) and hence the pair {wi, wi+1} generates F2. Thus λ is generative at the edge Ei.
Furthermore,
wi+1 = (τi ◦ α2)(x1) =
￿
τi(x1)
￿a￿
τi(x2)
￿s￿
τi(x1)
￿b = wai wsi−1wbi
and hence ￿p1(X ), Di￿ = 2(a− b) by Proposition 5.3.
The corollary above will serve as the key calculation tool in the discussion about the
invariant q for an arbitrary quaternionic toric 8-manifold.
5.3 Oriented connected sums
Recall the discussion of the operation of sum of toric spaces in section 2.3. Using
the notation of that discussion, assume that Qi (i = 1, 2) is a simple oriented convex
n-polytope. Then Q￿i inherits the orientation from Qi. Choose the orientation of the
facets of Q￿i (in particular, Li) to be consistent with the orientation for Q￿i (see Definition
3.5). Let hi be orientation-preserving, and let f : L1 → L2 be orientation-reversing. Then
Q1 +f Q2 has the orientation consistent with the orientations for Qi. Furthermore, let
λi be basic of height 0. Then RVi(λi) is basic of height 1 (by Definition 3.2). Under
these assumptions, X ￿Li, RVi(λi)￿ is homeomorphic to S4n−1 by Theorem 3.3, and j =
[f, Tn ] : X
￿
L1, RV1(λ1)
￿ → X ￿L2, RV2(λ2)￿ is orientation-reversing. Hence X1 +j X2 is
homeomorphic to the oriented connected sum X1#X2.
If Qi is a polygon, then Li is a line segment. There exists only one orientation-reversing
affine homeomorphism between oriented line segments. Hence we will omit f in the notation
of sum of oriented convex polygons and j in the notation of sum of quaternionic toric 8-
manifolds.
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5.4 Invariant q for an arbitrary quaternionic toric 8-manifold
The following theorem, together with the construction discussed in section 4.3, will
allow one to evaluate the invariant q ∈ H4(X ) at basic elements D2, D3, . . . ,Dr−1 of H4(X ).
From now on, r will denote the set of positive integers less than or equal to r. In
addition to the assumptions about X introduced in the beginning of the chapter, for all
k ∈ r, let
• αk,1 = αk,2 = γ (the automorphism γ was defined prior to Lemma 4.2 in section 4.1),
•
lk￿
j=1
αk,j be a simple decomposition (see equation (4.1)) of τk for some lk ≥ 2,
• qk,j(X ) = ak,j − bk,j where αk,j(x1) = xak,j1 xsk,j2 xbk,j1 for all 1 ≤ j ≤ lk (in particular,
qk,1(X ) = qk,2(X ) = 0),
• Xk,j(X ) = Xj(τk) and Yk,j(X ) = Yj(τk) for all 1 ≤ j ≤ lk (see Definition 4.5),
• Sk(X ) =
￿
2≤j≤lk−1
￿
Yk(X )Xk,j(X )−Xk(X )Yk,j(X )
￿
qk,j+1(X ).
As before, X will be often omitted to simplify notation.
Theorem 5.6. Under the assumptions above, for all 2 ≤ i ≤ r − 1,
￿q(X ), Di￿ = ξi−1Si−1 − ξi−1ξiχiSi + ξiSi+1.
Note that if one is given a set of elements wk (1 ≤ k ≤ r) of F2 specifying the values
of the characteristic function λ of height 0 defining a toric space of rank 2 associated with
an r-gon and λ, then one can easily verify if the space is a toric manifold. If it is, then one
can use the construction described in section 4.3 for each wk to obtain an automorphism
τk ∈ AutF2 such that τk(x1) = wk, and its simple decomposition. This data is sufficient to
use Theorem 5.6. Hence the theorem provides a method of evaluating the invariant q for
an arbitrary quaternionic toric 8-manifold.
The proof of Theorem 5.6 will be preceded by the following discussion. We will possibly
use indices greater than r for the edges of Q. It will be understood to treat them cyclically.
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For every k ∈ r, denote the vertex Ek−1 ∩ Ek of Q by Vk. Let Qk (k ∈ r) denote
an oriented (lk−1 + lk − 1)-gon with edges Ek,i (1 ≤ i ≤ lk−1 + lk − 1) numbered according
to the orientation of Qk and oriented consistently with the orientation for Qk. For every
i ∈ lk−1+lk−1, denote the vertex Ek,i−1 ∩ Ek,i of Qk by Vk,i. Define Xk = X (Qk,λk) to be
the toric space associated with Qk and the characteristic function λk of rank 2 and height
zero defined by
(5.6) λk(Ek,i) =

e
￿￿lk−1−i+1￿
j=1
αk−1,j
￿
(x1)
￿
for 1 ≤ i ≤ lk−1,
e
￿￿i−lk−1+1￿
j=1
αk,j
￿
(x1)
￿
for lk−1 + 1 ≤ i ≤ lk−1 + lk − 1.
Note that λk(Ek,1) = λ(Ek−1) and λk(Ek,lk−1+lk−1) = λ(Ek). See Figure 5.2 for a picture
of Qk with the words defining λk at the edges of Qk.
To show that the spaces Xk are manifolds, we prove that all characteristic functions λk
are basic (cf. Corollary 3.4).
Lemma 5.7. The characteristic function λk is basic for all k ∈ r.
Proof. First note that
lk−1−i+1￿
j=1
αk−1,j is an automorphism of F2 for 1 ≤ i ≤ lk−1, and
￿lk−1−(i+1)+1￿
j=1
αk−1,j
￿
(x1) =
￿lk−1−i+1￿
j=1
αk−1,j
￿
(x2)
for 1 ≤ i ≤ lk−1 − 1. Hence by equation (5.6), |ξi(Xk)| = 1 for 1 ≤ i ≤ lk−1 − 1. Similarly,
i−lk−1+1￿
j=1
αk,j is an automorphism of F2 for lk−1 + 1 ≤ i ≤ lk−1 + lk − 1, and
￿(i−1)−lk−1+1￿
j=1
αk,j
￿
(x1) =
￿i−lk−1+1￿
j=1
αk,j
￿
(x2)
for lk−1+2 ≤ i ≤ lk−1+lk−1. Thus |ξi(Xk)| = 1 for lk−1+1 ≤ i ≤ lk−1+lk−2. |ξlk(Xk)| = 1
since λk(Ek,lk−1) = e(x2) and λk(Ek,lk−1+1) = e(x1). Finally, |ξlk−1+lk−1(Xk)| = 1 since
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Ek,lk−1−3
￿ 4￿
j=1
αk−1,j
￿
(x1)
Ek,lk−1−2
x
ak−1,3
1 x
sk−1,3
2 x
bk−1,3
1
Ek,lk−1−1
x1Ek,lk−1
x2
Ek,lk−1+1
x1
Ek,lk−1+2
x
ak,3
1 x
sk,3
2 x
bk,3
1
Ek,lk−1+3
￿ 4￿
j=1
αk,j
￿
(x1)
Ek,lk−1+lk−2￿lk−1￿
j=1
αk,j
￿
(x1)
Ek,lk−1+lk−1
τk(x1)
Ek,1
τk−1(x1)
Ek,2 ￿lk−1−1￿
j=1
αk−1,j
￿
(x1)
Qk
Vk,1
Fig. 5.2: The space Xk.
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ξlk−1+lk−1(Xk) = −ξk−1(X ) and |ξk−1(X )| = 1.
Having determined that the spaces Xk are toric 8-manifolds, we will evaluate the in-
variant q(Xk) at basic elements Di ∈ H4(Xk) (for 2 ≤ i ≤ lk−1+ lk−2). To accomplish this,
we show that λk is generative (see Definition 5.4) at all edges Ek,i for 2 ≤ i ≤ lk−1+ lk − 2,
and use Corollary 5.5 and Theorem 5.1.
Recall that λk(Ek,1) = e
￿
τk−1(x1)
￿
. Using the notation and the result of Lemma 4.3,
λk(Ek,2) = e
￿
(τk−1 ◦ α−1k−1,lk−1)(x1)
￿
= e
￿
(τk−1 ◦ γ ◦ α˜−1k−1,lk−1 ◦ γ)(x1)
￿
= e
￿
(τk−1 ◦ γ)(x1)
￿
.
Furthermore, for 3 ≤ i ≤ lk−1,
λk(Ek,i) = e
￿￿
τk−1 ◦
￿i−2￿
j=0
α−1k−1,lk−1−j
￿￿
(x1)
￿
= e
￿￿
τk−1 ◦ γ ◦
￿i−2￿
j=0
α˜−1k−1,lk−1−j
￿ ◦ γ￿(x1)￿
= e
￿￿
τk−1 ◦ γ ◦
￿i−3￿
j=0
α˜−1k−1,lk−1−j
￿￿
(x1)
￿
.
Hence λk is generative at the edge Ek,i for 2 ≤ i ≤ lk−1 − 1. By Lemma 4.3, α˜k,j(x1) =￿
x
−ak,j
1 x2x
−bk,j
1
￿sk,j . Therefore
￿q(Xk), Di￿ = bk−1,lk−1+2−i − ak−1,lk−1+2−i = −qk−1,lk−1+2−i
by Corollary 5.5 and Theorem 5.1. Also,
λk(Ek,lk−1−1) = e
￿
(αk−1,1 ◦ αk−1,2)(x1)
￿
= e(x1),
λk(Ek,lk−1) = e
￿
αk−1,1(x1)
￿
= e
￿
γ(x1)
￿
,
λk(Ek,lk−1+1) = e
￿
(αk,1 ◦ αk,2)(x1)
￿
= e
￿
(γ ◦ γ)(x1)
￿
.
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Hence λ is generative at the edge Ek,lk−1 , and
￿
q(Xk), Dlk−1
￿
= 0.
Finally, the definition of λk (see equation (5.6)) implies that this characteristic function is
also generative at the edge Ek,i for lk−1 + 1 ≤ i ≤ lk−1 + lk − 2, and
￿q(Xk), Di￿ = −qk,i−lk−1+2
for such i. We summarize the calculations above in the following
Lemma 5.8. For all k ∈ r,
￿q(Xk), Di￿ =

−qk−1,lk−1−i+2 for 2 ≤ i ≤ lk−1,
qk,i−lk−1+2 for lk−1 + 1 ≤ i ≤ lk−1 + lk − 2.
In particular,
￿
q(Xk), Dlk−1
￿
= −qk−1,2 = 0.
Next we define a quaternionic toric 8-manifold as the sum of X and some of the Xk.
Definition 5.9. For any subset K = {k1, . . . , km} of r such that 1 ≤ k1 < k2 < · · · <
km ≤ r, define
XK = X +
￿
k∈K
Xk
where each Xk is added to X at the vertex Vk of Q and Vk,1 of Qk. We will say that XK is
the result of completing X at the vertices Vk1 , . . . , Vkm .
Using notation of the discussion of the operation of sum of toric spaces (presented in
section 2.3), let
• R = Q+￿k∈K Qk,
• Q￿ = Q−￿k∈K ◦CLk,
• ιQ : Q￿ → R denote the inclusion of a summand,
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• Q￿k = Qk −
◦
CL (for all k ∈ K), where L denotes the link of the vertex Vk,1 in Qk,
• ιk : Q￿k → R denote the inclusion of a summand.
We distinguish three types of edges of R. The edges of R of the first type are of the
form ιQ(Ei) for all 1 ≤ i ≤ r such that Ei ∩
￿
k∈K Vk = ∅ (see Figure 5.3). The edges of
R of the second type are of the form ιk(Ek,i) for all k ∈ K and 2 ≤ i ≤ lk−1 + lk − 2 (see
Figure 5.3). The edges of R of the third type are of one the following forms
• Ei + Ei+1,1 for all i ∈ r −K such that i+ 1 ∈ K,
• Ei,li−1+li−1 + Ei + Ei+1,1 for all i ∈ K such that i+ 1 ∈ K, or
• Ei,li−1+li−1 + Ei for all i ∈ K such that i+ 1 /∈ K (see Figure 5.3).
Let ιX : H4(X )→ H4(XK) denote the inclusion of a direct summand. Then
DιQ(Ei) = ιX (DEi)
and hence
￿
q(XK), DιQ(Ei)
￿
= ￿q(X ), Di￿(5.7)
for all faces of R of the first type. For all k ∈ K, let ιXk : H4(Xk) → H4(XK) denote the
inclusion of a direct summand. Then
Dιk(Ek,i) = ιXk(DEk,i)
and hence
￿
q(XK), Dιk(Ek,i)
￿
=
￿
q(Xk), DEk,i
￿
(5.8)
for all faces of R of the second type.
We proceed with the proof of Theorem 5.6.
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E5
E1
V2
E2
V3
E3
E4
Q
+
V3,1
E3,1
E3,2
E3,3
E3,4 Q3
+
E2,2
E2,3
V2,1
E2,1
Q2
=
E2,3 + E2 + E3,1
ι3(E3,2)
ι3(E3,3)
E3,4 + E3
ιQ(E4)
ιQ(E5)
E1 + E2,1
ι2(E2,2)Q+Q2 +Q3
Fig. 5.3: Notation for the edges of R.
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Proof of Theorem 5.6. Fix i. Let K = r − {i, i+1}. Consider the toric manifold XK (see
Definition 5.9) associated with the polygon R = Q +
￿
k∈K Qk. Denote the characteristic
function defining XK by µ. Denote the faces of R in the following way. Let
Fi = ιQ(Ei),
Fk,j = ιk(Ek,j) for all k ∈ K and 2 ≤ j ≤ lk−1 + lk − 2,
Fj =

Ei+1 + Ei+2,1 for j = i+ 1,
Ej,lj−1+lj−1 + Ej + Ej+1,1 for 1 ≤ j ≤ i− 2 and i+ 2 ≤ j ≤ r,
Ei−1,li−2+li−1−1 + Ei−1 for j = i− 1.
Then µ(Fj) = λ(Ej) for all j ∈ r, and µ(Fk,j) = λk(Ek,j) for all k ∈ K and 2 ≤ j ≤
lk−1 + lk − 2. Also, Fi is a face of R of the first type, so
￿q(XK), DFi￿ = ￿q(X ), Di￿(5.9)
by equation (5.7). To determine the value of ￿q(XK), DFi￿, we will present the generatorDFi
as a combination of the remaining generators of H4(XK) and use linearity of the invariant
q(XK). Using notation introduced in the discussion preceding Theorem 3.9, the definitions
of λ, λk (see equation (5.6)) and µ imply that
µ(Fj)∗ab = [−Yj(X ), Xj(X )]
for all j ∈ r, and for all k ∈ K,
µ(Fk,j)∗ab =

￿−Yk−1,lk−1+1−j(X ), Xk−1,lk−1+1−j(X )￿ for 2 ≤ j ≤ lk−1,￿−Yk,j−lk−1+1(X ), Xk,j−lk−1+1(X )￿ for lk−1 + 1 ≤ j ≤ lk−1 + lk − 2.
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From now on, X will be omitted in the notation. Define K+ = K ∪ {i+ 1}. The relations
between the generators of H4(XK) (see Remark 3.10) are
(5.10) −
￿
YiDFi +
￿
j∈K+
YjDFj
+
￿
k∈K
￿lk−1￿
j=2
Yk−1,lk−1+1−jDFk,j +
lk−1+lk−2￿
j=lk−1+1
Yk,j−lk−1+1DFk,j
￿￿
= 0,
and
(5.11) XiDFi +
￿
j∈K+
XjDFj
+
￿
k∈K
￿lk−1￿
j=2
Xk−1,lk−1+1−jDFk,j +
lk−1+lk−2￿
j=lk−1+1
Xk,j−lk−1+1DFk,j
￿
= 0.
Add equation (5.10) multiplied by Xi+1 to equation (5.11) multiplied by Yi+1 to obtain
(XiYi+1 − YiXi+1)DFi +
i−2￿
j=1
(XjYi+1 − YjXi+1)DFj + (Xi−1Yi+1 − Yi−1Xi+1)DFi−1
+ (Xi+1Yi+1 − Yi+1Xi+1)DFi+1 +
r￿
j=i+2
(XjYi+1 − YjXi+1)DFj
+
￿
k∈K
￿lk−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿
DFk,j
+
lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿
DFk,j
￿
= 0.
The equation above simplifies to
ξiDFi +
i−2￿
j=1
(XjYi+1 − YjXi+1)DFj + χiDFi−1 +
r￿
j=i+2
(XjYi+1 − YjXi+1)DFj
+
￿
k∈K
￿lk−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿
DFk,j
53
+
lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿
DFk,j
￿
= 0.
Solve the equation above for DFi to obtain
DFi = −ξi
￿ i−2￿
j=1
(XjYi+1 − YjXi+1)DFj +
r￿
j=i+2
(XjYi+1 − YjXi+1)DFj
+
￿
k∈K
￿lk−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿
DFk,j
+
lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿
DFk,j
￿￿
− ξiχiDFi−1 .
Since q(XK) is linear, the equation above implies that
￿q(XK), DFi￿ = −ξi
￿ i−2￿
j=1
(XjYi+1 − YjXi+1)
￿
q(XK), DFj
￿(5.12)
+
r￿
j=i+2
(XjYi+1 − YjXi+1)
￿
q(XK), DFj
￿
+
￿
k∈K
￿lk−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿ ￿
q(XK), DFk,j
￿
+
lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿ ￿
q(XK), DFk,j
￿￿￿
− ξiχi
￿
q(XK), DFi−1
￿
.
Note that for all j ∈ K − {i − 1}, the faces Fj are positioned in the sequence Fj,lj−1+lj−2,
Fj , Fj+1,2 with respect to the direction in ∂R given by the orientation of R (see Figure 5.4).
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Fj,lj−1+lj−2
Fj
Fj+1,2
R
Fig. 5.4: Placement of the faces Fj in R.
Since
µ(Fj,lj−1+lj−2) = e
￿
(τj ◦ α−1j,lj )(x1)
￿
,
µ(Fj) = e
￿
(τj ◦ α−1j,lj ◦ αj,lj )(x1)
￿
,
µ(Fj+1,2) = e
￿
(τj ◦ α−1j,lj ◦ αj,lj ◦ α−1j,lj )(x1)
￿
= e
￿
(τj ◦ α−1j,lj ◦ αj,lj ◦ γ ◦ α˜−1j,lj ◦ γ)(x1)
￿
= e
￿
(τj ◦ α−1j,lj ◦ αj,lj ◦ γ)(x1)
￿
,
µ is generative at the edge Fj by Corollary 5.5, and
￿
q(XK), DFj
￿
= 0. Note that µ is
actually generative at all edges of R except for Fi−1, Fi, and Fi+1. By Lemma 5.8, and
equation (5.8), the expression for ￿q(XK), DFi￿ above (equation (5.12)) simplifies to
￿q(XK), DFi￿ = −ξi
￿
k∈K
￿
−
lk−1−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
(5.13)
+
lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿
qk,j−lk−1+2
￿
− ξiχi
￿
q(XK), DFi−1
￿
.
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After further simplifications (see Appendix C for details), by equation (5.9) we obtain the
following formula for ￿q(X ), Di￿
￿q(X ), Di￿ = −ξi
li−1−1￿
m=2
￿
Yi+1Xi−1,m −Xi+1Yi−1,m
￿
qi−1,m+1 + ξiSi+1(5.14)
− ξiχi
￿
q(XK), DFi−1
￿
.
To complete the calculation for ￿q(X ), Di￿, we need to find the value of
￿
q(XK), DFi−1
￿
.
Consider the toric manifold XK+ . Since the operation of sum of toric spaces is associative,
XK+ = XK + Xi+1 where the sum is performed at the vertices Fi ∩ Fi+1 of R and Vi+1,1 of
Qi+1. Then XK+ is associated with the polygon W = R+Qi+1 = Q+
￿
k∈K+ Qk. Denote
the characteristic function defining XK+ by ν. Denote the faces of W in the way analogous
to the notation of the faces of R. Let
Gk,j = ιk(Ek,j) for all k ∈ K+ and 2 ≤ j ≤ lk−1 + lk − 2,
Gj =

Ei + Ei+1,1 for j = i,
Ej,lj−1+lj−1 + Ej + Ej+1,1 for 1 ≤ j ≤ i− 2 and i+ 1 ≤ j ≤ r,
Ei−1,li−2+li−1−1 + Ei−1 for j = i− 1.
Then ν(Gj) = λ(Ej) for all j ∈ r, and ν(Gk,j) = λk(Ek,j) for all k ∈ K+ and 2 ≤ j ≤
lk−1+lk−2. If we consider XK+ as the sum XK+Xi+1, then using notation of the discussion
of the operation of sum of toric spaces, ιR(Fi−1) = Gi−1 and hence Gi−1 is a face of W of
the first type in this context. Thus
￿
q(XK), DFi−1
￿
=
￿
q(XK+), DGi−1
￿
(5.15)
by equation (5.7). To determine the value of
￿
q(XK+), DGi−1
￿
, we will present the generator
DGi−1 as a combination of the remaining generators of H4(XK+) and use linearity of the
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invariant q(XK+). The definitions of λ, λk (see equation (5.6)) and ν imply that
ν(Gj)∗ab = [−Yj(X ), Xj(X )]
for all j ∈ r, and for all k ∈ K+,
ν(Gk,j)∗ab =

￿−Yk−1,lk−1+1−j(X ), Xk−1,lk−1+1−j(X )￿ for 2 ≤ j ≤ lk−1,￿−Yk,j−lk−1+1(X ), Xk,j−lk−1+1(X )￿ for lk−1 + 1 ≤ j ≤ lk−1 + lk − 2.
From now on, X will be omitted in the notation. The relations between the generators of
H4(XK+) are
−
￿￿
j∈ r
YjDGj +
￿
k∈K+
￿lk−1￿
j=2
Yk−1,lk−1+1−jDGk,j +
lk−1+lk−2￿
j=lk−1+1
Yk,j−lk−1+1DGk,j
￿￿
= 0,(5.16)
and
￿
j∈ r
xjDGj +
￿
k∈K+
￿lk−1￿
j=2
Xk−1,lk−1+1−jDGk,j +
lk−1+lk−2￿
j=lk−1+1
Xk,j−lk−1+1DGk,j
￿
= 0.(5.17)
Add equation (5.16) multiplied by Xi to equation (5.17) multiplied by Yi to obtain
ξi−1DGi−1 +
i−3￿
j=1
(XjYi − YjXi)DGj + χi−1DGi−2 +
r￿
j=i+1
(XjYi − YjXi)DGj
+
￿
k∈K+
￿lk−1￿
j=2
￿
YiXk−1,lk−1+1−j −XiYk−1,lk−1+1−j
￿
DGk,j
+
lk−1+lk−2￿
j=lk−1+1
￿
YiXk,j−lk−1+1 −XiYk,j−lk−1+1
￿
DGk,j
￿
= 0.
Solve the equation above for DGi−1 to obtain
DGi−1 = −ξi−1
￿ i−3￿
j=1
(XjYi − YjXi)DGj +
r￿
j=i+1
(XjYi − YjXi)DGj
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+
￿
k∈K+
￿lk−1￿
j=2
￿
YiXk−1,lk−1+1−j −XiYk−1,lk−1+1−j
￿
DGk,j
+
lk−1+lk−2￿
j=lk−1+1
￿
YiXk,j−lk−1+1 −XiYk,j−lk−1+1
￿
DGk,j
￿￿
− ξi−1χi−1DGi−2 .
Since q(XK+) is linear, the equation above implies that
￿
q(XK+), DGi−1
￿
= −ξi−1
￿ i−3￿
j=1
(XjYi − YjXi)
￿
q(XK+), DGj
￿
+
r￿
j=i+1
(XjYi − YjXi)
￿
q(XK+), DGj
￿
+
￿
k∈K+
￿lk−1￿
j=2
￿
YiXk−1,lk−1+1−j −XiYk−1,lk−1+1−j
￿ ￿
q(XK+), DGk,j
￿
+
lk−1+lk−2￿
j=lk−1+1
￿
YiXk,j−lk−1+1 −XiYk,j−lk−1+1
￿ ￿
q(XK+), DGk,j
￿￿￿
− ξi−1χi−1
￿
q(XK+), DGi−2
￿
.
By an argument analogous to the one used to evaluate
￿
q(XK), DFj
￿
for all j ∈ K−{i−1},
ν is generative at the edge Gj and
￿
q(XK+), DGj
￿
= 0 for all j ∈ K+ − {i− 1}. Note that
ν is actually generative at all edges of W except for Gi−1 and Gi. By Lemma 5.8, and
equation (5.8), the expression for
￿
q(XK+), DGi−1
￿
above simplifies to
￿
q(XK+), DGi−1
￿
= −ξi−1
￿
k∈K+
￿
−
lk−1−1￿
j=2
￿
YiXk−1,lk−1+1−j −XiYk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
(5.18)
+
lk−1+lk−2￿
j=lk−1+1
￿
YiXk,j−lk−1+1 −XiYk,j−lk−1+1
￿
qk,j−lk−1+2
￿
.
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After further simplifications (see Appendix C for details), by equation (5.15) we obtain the
following formula:
￿
q(XK), DFi−1
￿
= −ξi−1
li−1−1￿
m=2
￿
YiXi−1,m −XiYi−1,m
￿
qi−1,m+1 + ξi−1Si.(5.19)
Substitute the value of
￿
q(XK), DFi−1
￿
calculated above in equation (5.14) to obtain
￿q(X ), Di￿ = −ξi
li−1−1￿
m=2
￿
Yi+1Xi−1,m −Xi+1Yi−1,m
￿
qi−1,m+1 + ξiSi+1(5.20)
+ ξiχiξi−1
li−1−1￿
m=2
￿
YiXi−1,m −XiYi−1,m
￿
qi−1,m+1 − ξiχiξi−1Si.
Note that
ξi−1χiYi − Yi+1 = ξi−1(χiYi − ξi−1Yi+1)
= ξi−1(Xi−1Yi+1Yi −Xi+1Yi−1Yi −Xi−1YiYi+1 +XiYi−1Yi+1)
= Yi−1ξi,
and
ξi−1χiXi −Xi+1 = ξi−1(χiXi − ξi−1Xi+1)
= ξi−1(Xi−1Yi+1Xi −Xi+1Yi−1Xi −Xi−1YiXi+1 +XiYi−1Xi+1)
= ξi−1Xi−1ξi.
Therefore
ξiχiξi−1
li−1−1￿
m=2
￿
YiXi−1,m −XiYi−1,m
￿
qi−1,m+1
− ξi
li−1−1￿
m=2
￿
Yi+1Xi−1,m −Xi+1Yi−1,m
￿
qi−1,m+1
59
= ξi
li−1−1￿
m=2
￿
(ξi−1χiYi − Yi+1)Xi−1,m − (ξi−1χiXi −Xi+1)Yi−1,m
￿
qi−1,m+1
= ξi
li−1−1￿
m=2
￿
ξi−1Yi−1ξiXi−1,m − ξi−1Xi−1ξiYi−1,m
￿
qi−1,m+1
= ξi−1
li−1−1￿
m=2
￿
Yi−1Xi−1,m −Xi−1Yi−1,m
￿
qi−1,m+1
= ξi−1Si−1
and hence equation (5.20) simplifies to
￿q(X ), Di￿ = ξi−1Si−1 − ξi−1ξiχiSi + ξiSi+1.
The following example will illustrate the application of Theorem 5.6.
Example 5.10. Let Q be an oriented square. Let w1 = x51x2x
−2
1 , w2 = x
2
2x
−1
1 x2x
3
1x
−2
2 ,
w3 = x1x2x21x2x21, w4 = x
−1
1 x
−1
2 x
−1
1 x2x
3
1x2x
3
1x2x
3
1x2x1, and let λ(Ek) = e(wk) for k ∈ 4.
Then X1 = 3, Y1 = 1, X2 = 2, Y2 = 1, X3 = 5, Y3 = 2, X4 = 8, and Y4 = 3. Hence
ξ1 = 1, and ξ2 = ξ3 = ξ4 = −1. Thus λ is basic. Also, χ2 = 1 and χ3 = −2. Let
α1,3(x1) = x51x2x
−2
1 , α2,3(x1) = x2, α2,4(x1) = x
2
1x2x
−2
1 , α2,5(x1) = x
−1
1 x2x
3
1, α3,3(x1) =
α3,4(x1) = α4,3(x1) = x2x21, α4,4(x1) = α4,5(x1) = α4,6(x1) = x2x1, and for 7 ≤ j ≤ 12,
let α4,j(x1) = x
a4,j
1 x2x
−a4,j
1 where a4,7 = a4,9 = a4,12 = 1 and a4,8 = a4,10 = a4,11 = −1.
For 1 ≤ k ≤ 4, define τk =
lk￿
j=1
αk,j where l1 = 3, l2 = 5, l3 = 4, and l4 = 12. Then
wk = τk(x1) for all k (for k = 4, refer to Example 4.11). Therefore q1,3 = 7, q2,3 = 0,
q2,4 = 4, q2,5 = −4, q3,3 = q3,4 = q4,3 = q4,8 = q4,10 = q4,11 = −2, q4,4 = q4,5 = q4,6 = −1,
and q4,7 = q4,9 = q4,12 = 2. Also, Xk,2 = 1 and Yk,2 = 0 for all k, X2,3 = 0, Y2,3 = 1,
X2,4 = 1, Y2,4 = 0, X3,3 = 2, Y3,3 = 1, X4,3 = 2, Y4,3 = 1, X4,4 = 3, Y4,4 = 1, X4,j = 5 and
Y4,j = 2 for j = 5, 7, 9, 11, X4,j = 8 and Y4,j = 3 for j = 6, 8, 10. Thus
S1 = (1 · 1− 3 · 0) · 7 = 7,
S2 = (1 · 1− 2 · 0) · 0 + (1 · 0− 3 · 1) · 4 + (1 · 1− 3 · 0) · (−4) = −16,
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S3 = (2 · 1− 5 · 0) · (−2) + (2 · 2− 5 · 1) · (−2) = −2,
S4 = (3 · 1− 8 · 0) · (−2) + (3 · 2− 8 · 1) · (−1) + (3 · 3− 8 · 1) · (−1) + (3 · 5− 8 · 2) · (−1)
+ (3 · 8− 8 · 3) · 2 + (3 · 5− 8 · 2) · (−2) + (3 · 8− 8 · 3) · 2
+ (3 · 5− 8 · 2) · (−2) + (3 · 8− 8 · 3) · (−2) + (3 · 5− 8 · 2) · 2
= −2
and hence
￿q(X ), D2￿ = 1 · 7− 1 · (−1) · 1 · (−16) + (−1) · (−2) = −7,
and
￿q(X ), D3￿ = −1 · (−16)− (−1) · (−1) · (−2) · (−2) + (−1) · (−2) = 14.
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CHAPTER 6
FAMILIES OF QUATERNIONIC TORIC 8-MANIFOLDS
In this chapter we will define families of quaternionic toric 8-manifolds whose elements
will satisfy certain properties, to eventually obtain families that will prove the statement of
the main result of the paper (Theorem 3.14).
6.1 The first family
By the classification of nondegenerate quadratic forms, rank, signature and parity of a
matrix of such form, specify the isomorphism type of the form. The elements of the first
family will have all possible isomorphism types of the intersection form.
Let R ≥ 1, S be an integer such that |S| ≤ R and S ≡ R (mod 2), and let P ∈ {0, 1}.
For each such triple we define the toric manifold X (QR,λS,P ), where QR is an oriented
(R + 2)-gon with edges E1, E2, . . . , ER+2 numbered according to the orientation for QR,
and λS,P is a basic characteristic function of rank 2 and height 0, defined as follows.
Definition 6.1. Let R ≥ 2 be even. Define
λ0,P (Ei) = e
￿
γi−1(x1)
￿
for all 1 ≤ i ≤ R and i = R+ 2. Define
λ0,P (ER+1) = e(x1x
P
2 ).
Definition 6.2. Let R ≥ 1 and S ￿= 0. Define
λS,1(Ei) = e
￿
γi−1(x1)
￿
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for all 1 ≤ i ≤ R− |S|+ 2. Define
λS,1(ER−|S|+2+j) =

e(xj1x2) if S > 0,
e(x−j1 x2) if S < 0
for all 1 ≤ j ≤ |S|.
For examples of spaces defined in the definitions above, see Figures 6.1 and 6.2.
In the following proposition we gather properties of the invariants of the intersection
form of toric manifolds defined above. Let I
￿X (QR,λS,P )￿ denote the matrix of the inter-
section form of X (QR,λS,P ) in the basis (D2, D3, . . . ,DR+1) for H4
￿X (QR,λS,P )￿.
Proposition 6.3. (1) I
￿X (QR,λS,P )￿ is of rank R, parity P , and the absolute value
of the signature of I
￿X (QR,λS,P )￿ is equal to |S|.
(2) The signature of I
￿X (QR,λS,1)￿ is the opposite of the signature of I￿X (QR,λ−S,1)￿.
(3) If Ri ≡ S (mod 2) for i = 1, 2, then the signatures of I
￿X (QRi ,λS,1)￿ are the same
for i = 1, 2.
The proof of the proposition above will be preceded by the list of numbers ξi and χi
for the manifolds X (QR,λS,P ). Let S¯ denote the sign of S if S ￿= 0 and let S¯ = −1 if S = 0.
x2
x1x2
x1
x2 x1
x1
x2
x1
x2
x1x2
x2
x1
x2
Fig. 6.1: X (Q4,λ0,0), and X (Q6,λ0,1)
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x1
x2
x1x2x
2
1x2
x31x2
x41x2
x51x2
x1
x2
x−11 x2
x−21 x2
x−31 x2
x−41 x2
x1
x2
Fig. 6.2: X (Q5,λ5,1), and X (Q6,λ−4,1)
From Definitions 6.1 and 6.2 it follows that for all considered triples (R,S, P ),
ξi
￿X (QR,λS,P )￿ =

(−1)i+1 for 1 ≤ i ≤ R− |S|+ 1,
−S¯ for R− |S|+ 2 ≤ i ≤ R+ 1.
(6.1)
If S = 0,
χi
￿X (QR,λ0,P )￿ =

0 for 2 ≤ i ≤ R− 1 and i = R+ 1,
P for i = R.
(6.2)
If S ￿= 0,
χi
￿X (QR,λS,1)￿ =

0 for 2 ≤ i ≤ R− |S|+ 1,
1 for i = R− |S|+ 2,
−2S¯ for R− |S|+ 3 ≤ i ≤ R+ 1.
(6.3)
Proof of Proposition 6.3. For (1), the statement about the rank is obvious. By Proposition
5.2, and equations (6.1), (6.2) and (6.3), the matrix
MR,S,P = ε
￿X (QR,λS,P )￿ · I￿X (QR,λS,P )￿
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has the following description. If S ￿= 0, then
(MR,S,1)i,i =

0 for 1 ≤ i ≤ R− |S|,
S¯ for i = R− |S|+ 1,
2S¯ for R− |S|+ 2 ≤ i ≤ R,
and
(MR,S,1)i,i+1 = (MR,S,1)i+1,i =

(−1)i for 1 ≤ i ≤ R− |S|,
−S¯ for R− |S|+ 1 ≤ i ≤ R− 1.
All other entries are 0. If S = 0, then
(MR,0,P )i,i =

0 for 1 ≤ i ≤ R− 2 and i = R,
P for i = R− 1,
and
(MR,0,P )i,i+1 = (MR,0,P )i+1,i = (−1)i
for 1 ≤ i ≤ R− 1. All other entries are 0.
For all considered triples (R,S, P ), define the upper-triangular matrixNR,S,P ∈ GL(R, )
in the following way. All entries on the main diagonal are 1. All entries above the main
diagonal are 1 except for the i-th column and i-th row for all even 2 ≤ i ≤ R − |S| such
that Yi−1
￿X (QR,λS,P )￿−Xi￿X (QR,λS,P )￿ ￿= 1, whose entries above the main diagonal are
0. Define
AR,S,P = (NR,S,P )T ·MR,S,P ,
and
BR,S,P = AR,S,P ·NR,S,P .
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Then if S ￿= 0,
(AR,S,1)i,i =

0 for 1 ≤ i ≤ R− |S|,
S¯ for R− |S|+ 1 ≤ i ≤ R,
(AR,S,1)i,i+1 =

(−1)i for 1 ≤ i ≤ R− |S|,
−S¯ for R− |S|+ 1 ≤ i ≤ R− 1,
and
(AR,S,1)i+1,i =

−1 for odd 1 ≤ i ≤ R− |S|,
0 for even 2 ≤ i ≤ R− |S| and all R− |S|+ 1 ≤ i ≤ R− 1.
All other entries are 0. If S = 0, then
(AR,0,P )i,i =

0 for 1 ≤ i ≤ R− 2,
P for i = R− 1,
−P for i = R,
(AR,0,P )i,i+1 = (−1)i
for 1 ≤ i ≤ R− 1, and
(AR,0,P )i+1,i =

−1 for odd 1 ≤ i ≤ R− 3,
0 for even 2 ≤ i ≤ R− 2,
P − 1 for i = R− 1.
All other entries are 0.
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Furthermore, if S ￿= 0, then
(BR,S,1)i,i =

0 for 1 ≤ i ≤ R− |S|,
S¯ for R− |S|+ 1 ≤ i ≤ R,
and
(BR,S,1)i,i+1 = (BR,S,1)i+1,i
=

−1 for odd 1 ≤ i ≤ R− |S|,
0 for even 2 ≤ i ≤ R− |S| and all R− |S|+ 1 ≤ i ≤ R− 1.
All other entries are 0. If S = 0, then
(BR,0,P )i,i =

0 for 1 ≤ i ≤ R− 2,
P for i = R− 1,
−P for i = R,
and
(BR,0,P )i,i+1 = (BR,0,P )i+1,i =

−1 for odd 1 ≤ i ≤ R− 3,
0 for even 2 ≤ i ≤ R− 2,
P − 1 for i = R− 1.
All other entries are 0.
Hence if S ￿= 0, then BR,S,1 is a direct sum of R−|S|2 matrices − [ 0 11 0 ] and the matrix
S¯ · I|S|, where I|S| denotes the |S| × |S| identity matrix. Also, BR,0,P is a direct sum of
R
2 − P matrices − [ 0 11 0 ] and P matrices
￿
1 0
0 −1
￿
. Note that I
￿X (QR,λS,P )￿ is of the same
isomorphism type as BR,S,P . From the theory of nondegenerate quadratic forms it follows
that for all considered triples (R,S, P ), I
￿X (QR,λS,P )￿ is of rank R, parity P , and the
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absolute value of the signature of I
￿X (QR,λS,P )￿ is equal to |S|.
For (2), we use additivity of the signature of oriented topological manifolds (by defi-
nition, the signature of the matrix of the intersection form of such manifold) with respect
to the oriented connected sum operation. It is enough to consider the case S > 0. By (1),
the absolute value of the signature of both X (QR,λS,1) and X (QR,λ−S,1) is equal to S, for
any considered R. Fix R and S > 0. Define
Y = X (QR,λS,1) + X (Q2,λ0,0) + X (QR,λ−S,1)
where the first part of the sum is performed at the vertices E1 ∩E2 of QR and E1 ∩E4 of
Q2, and the second part of the sum is performed at the vertices E2 ∩E3 of Q2 and E1 ∩E2
of QR. Then Y is defined over an oriented (2R + 4)-gon Q = QR + Q2 + QR. Denote the
edges of Q by F1, F2, . . . , F2R+4, ordered according to the orientation of Q, where F1 is the
sum of the faces E3 of Q2 and E1 of the third summand QR (see Figure 6.3). Then
ξi(Y) =

ξi
￿X (QR,λS,1)￿ for 2 ≤ i ≤ R+ 1,
−1 for i = R+ 2,
ξi−R−2
￿X (QR,λ−S,1)￿ for R+ 3 ≤ i ≤ 2R+ 3,
and
χi(Y) =

χi
￿X (QR,λS,1)￿ for 1 ≤ i ≤ R+ 1,
−1 for i = R+ 2,
S for i = R+ 3,
χi−R−2
￿X (QR,λ−S,1)￿ for R+ 4 ≤ i ≤ 2R+ 3.
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ER+2
E1
E2
E3
QR +
E1 E2
E3E4
Q2 +
ER+2
E1
E2
E3
QR
=
FR+3 = E1 + E1 FR+4 = E2 + E2
F1 = E3 + E1F2 = E2 + E4
QR +Q2 +QR
Fig. 6.3: Notation for the faces of Q = QR +Q2 +QR.
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Let I(Y) denote the matrix of the intersection form of Y in the basis (D2, D3, . . . ,D2R+3)
for H4(Y). By Proposition 5.2, the (2R+ 2)× (2R+ 2) matrix
M = ε(Y) · I(Y)
has the following description. The upper left R×R block of M is the matrix MR,S,1. The
bottom right R × R block of M is the matrix MR,−S,1. The middle 2 × 2 block of M is
the matrix
￿
1 −1
−1 S
￿
. The only other nonzero entries are MR,R+1 = MR+1,R = −1, and
MR+2,R+3 =MR+3,R+2 = 1. Define the upper-triangular matrix N ∈ GL(2R+2, ) in the
following way. All entries on the main diagonal are 1. All entries above the main diagonal
are 1 except for the i-th column and i-th row for all even 2 ≤ i ≤ R− |S| and all even (resp.
odd) R+4 ≤ i ≤ 2R− |S|+2 if S is even (resp. odd), whose entries above the main diagonal
are 0. Replace all nonzero entries above the main diagonal in the (R+ 1)-st column by
S
2
,
and replace all entries above the main diagonal in the (R+1)-st row by 0. Then the upper
left R × R block of N is equal to the matrix NR,S,1 (defined in the proof of (1)), and the
bottom right R×R block of N is equal to the matrix NR,−S,1 = NR,S,1. Define
A = NT ·M.
Then A has the following description. The upper left R×R block of A is the matrix AR,S,1.
The bottom right R × R block of A is the matrix AR,−S,1. The middle 2× 2 block of A is
the matrix
￿
0 −1
−1 S2
￿
. The only other nonzero entries are AR,R+1 = −1, and AR+2,R+3 = 1.
Define
B = A ·N.
Then B has the following description. The upper left R×R block of B is the matrix BR,S,1.
The bottom right R × R block of B is the matrix BR,−S,1. The middle 2 × 2 block of B
is the matrix − [ 0 11 0 ]. All other entries are 0. From the theory of nondegenerate quadratic
forms it follows that the signature of I(Y) is equal to 0.
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Recall that topologically the sum
X (QR,λS,1) + X (Q2,λ0,0) + X (QR,λ−S,1)
is a manifold homeomorphic by an orientation-preserving homeomorphism to the oriented
connected sum
X (QR,λS,1)#X (Q2,λ0,0)#X (QR,λ−S,1).
By additivity of the signature of oriented topological manifolds with respect to the oriented
connected sum operation, the signature of Y is equal to the sum of signatures of X (QR,λS,1),
X (Q2,λ0,0) and X (QR,λ−S,1). By (1), the signature of X (Q2,λ0,0) is equal to 0, and the
absolute value of the signatures of both X (QR,λS,1) and X (QR,λ−S,1) is equal to S ￿= 0.
Hence the signature of
￿X (QR,λS,1)￿ is the opposite of the signature of ￿X (QR,λ−S,1)￿.
For (3), note that if S ￿= 0 then
X (QR1 ,λS,P ) + X (Q2,λ0,0) + X (QR2 ,λS,P )
= X (Q|S|,λS,P ) + X (QR1+R2−2|S|+2,λ0,0) + X (Q|S|,λS,P ).
By (1), the signatures of both I
￿X (Q2,λ0,0)￿ and I￿X (QR1+R2−2|S|+2,λ0,0)￿ are equal to 0.
Hence the signatures of I
￿X (QR1 ,λS,P )￿ and I￿X (QR2 ,λS,P )￿ are opposites of each other
if and only if S = 0.
The statements of Proposition 6.3 allow us to formulate the following
Definition 6.4. Define XR,S,P to be either the oriented toric manifold X (QR,λS,P ) or
X (QR,λ−S,P ), depending on which manifold’s signature of the matrix of the intersection
form is equal to S.
The first family consists of toric manifolds XR,S,P for all considered triples (R,S, P ).
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6.2 The action of the Cartesian product of the free group F2
To define the remaining families, for each integer r ≥ 3, define an action of the Cartesian
product F r2 on the set of quaternionic toric 8-manifolds associated with the oriented r-gon
Q in the following way. Let X = X (Q,λ) be a toric 8-manifold. Denote the edges of Q by
E1, E2, . . . , Er according to the orientation of Q. Assume that λ(Ek) = e(wk) (1 ≤ k ≤ r)
for a prebasic element wk ∈ F2. Let v = (v1, v2, . . . , vr) ∈ F r2 . Define vλ : P(Q)→ P (2) by
vλ(Ek) = e(vkwkv−1k ),
for all 1 ≤ k ≤ r, and vλ(F ) = λ(F ) for all remaining faces of Q. Then vλ is a basic
characteristic function of rank 2 and height 0. Define vX = X (Q, vλ). Then vX is a
quaternionic toric 8-manifold. The following lemma provides a relation between the numbers
Sk(X ) and Sk(vX ).
Lemma 6.5. Under the assumptions above,
Sk(vX ) = Sk(X ) + 2 det
￿
(vk)ab, (wk)ab
￿
,
for every 1 ≤ k ≤ r.
Proof. Fix k. We use the assumptions of Theorem 5.6 for X . Assume that the reduced
form of vk is ￿s−1￿
i=1
(xai2 x
bi
1 )
￿
xas2 ,
for some s ∈ , where ai ￿= 0 for 2 ≤ i ≤ s − 1, and bi ￿= 0 for 1 ≤ i ≤ s − 1. As in the
discussion following Corollary 4.10, let τ ∈ AutF2 be defined by equation (4.3). Then
(τ ◦ τk)(x1) = vkwkv−1k .
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Hence we obtain the simple decomposition
γ ◦ γ ◦ γ ◦ ￿2s−1￿
j=1
βj
￿ ◦ ￿ lk￿
j=1
αk,j
￿
of the automorphism τ¯k of F2 such that vλ(Ek) = e
￿
τ¯k(x1)
￿
. This simple decomposition
satisfies the assumptions of Theorem 5.6 for vX . Note that Xk(vX ) = Xk(X ) and Yk(vX ) =
Yk(X ). Also, for every 1 ≤ m ≤ lk, Xk,m+2s+2(vX ) = Xk,m(X ), Yk,m+2s+2(vX ) = Yk,m(X ),
and qk,m+2s+2(vX ) = qk,m(X ). Furthermore, for every 1 ≤ i ≤ s + 1, Xk,2i−1(vX ) = 0,
Yk,2i−1(vX ) = 1, Xk,2i(vX ) = 1, and Yk,2i(vX ) = 0. We also have qk,i(vX ) = 0 for
i = 1, 2, 3, qk,2i+2(vX ) = 2ai for 1 ≤ i ≤ s, and qk,2i+3(vX ) = 2bi for 1 ≤ i ≤ s− 1. Hence
Sk(vX ) =
lk+2s+1￿
i=2
￿
Yk(vX )Xk,i(vX )−Xk(vX )Yk,i(vX )
￿
qk,i+1(vX )
=
s−1￿
i=1
￿
Yk(X ) · 2bi
￿− s￿
i=1
￿
Xk(X ) · 2ai
￿
+
￿
2≤m≤lk−1
￿
Yk(X )Xk,m(X )−Xk(X )Yk,m(X )
￿
qk,m+1(X )
= 2
￿￿s−1
i=1
bi
￿
Yk(X )−
￿ s
i=1
ai
￿
Xk(X )
￿
+ Sk(X )
= Sk(X ) + 2 det
￿
(vk)ab, (wk)ab
￿
.
Note that ξi(vX ) = ξi(X ) for all 1 ≤ k ≤ r−1, and χi(vX ) = χi(X ) for all 2 ≤ k ≤ r−1.
Hence by Theorem 5.6, the relation between the invariants q(X ) and q(vX ) depends on the
relation between the numbers Sk(X ) and Sk(vX ) (1 ≤ k ≤ r) described in the lemma above.
The method used to prove part (3) of Proposition 6.3 can also be used to prove the
following generalization.
Proposition 6.6. Under the assumptions of Proposition 6.3, if Ri ≡ S (mod 2) for i = 1, 2,
and v1, v2 are elements of F
R+2
2 with the first two components equal to 1, then the signatures
of I
￿
viX (QRi ,λS,1)
￿
are the same for i = 1, 2.
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6.3 The second family
Each element of the first family (see section 6.1) will now be used as a “building block”
for another family of quaternionic toric 8-manifolds. We will use notation introduced in
section 6.1.
Definition 6.7. For each manifold XR,S,P , let VR,S,P be a subgroup of FR+22 of elements
of the form
(1, 1, xa3i3 , x
a4
i4
, . . . , x
aR+1
iR+1
, x
aR+2
1 )
where aj ∈ for all 3 ≤ j ≤ R+2, and for all 3 ≤ k ≤ R+1, either ik = 1 if Yk(XR,S,P ) = 1
or ik = 2 if Yk(XR,S,P ) = 0.
The second family consists of toric manifolds vXR,S,P where for each considered triple
(R,S, P ), v ∈ VR,S,P .
Theorem 6.8. Every quaternionic toric 8-manifold is homeomorphic, by an orientation
preserving homeomorphism, to at least one of the toric manifolds vXR,S,P (v ∈ VR,S,P ).
Proof. Consider an arbitrary quaternionic toric 8-manifold X . If the matrix of the intersec-
tion form of X has rank R, signature S￿ and parity P , then by the theory of nondegenerate
quadratic forms, Proposition 6.3, and Definition 6.4, H4(X ) has a basis (β1,β2, . . . ,βR)
with respect to which the matrix of the intersection form of X is equal to the matrix of
the intersection form of XR,S￿,P in the basis (D2, D3, . . . ,DR+1) for H4(XR,S,P ). Then the
isomorphism between the fourth homology groups of X and XR,S￿,P defined by βi ￿→ Di+1
(1 ≤ i ≤ R) preserves the intersection form. The matrices of intersection forms of all man-
ifolds vXR,S￿,P (v ∈ VR,S￿,P ) in the bases
￿
D2(vVR,S￿,P ), D3(vVR,S￿,P ), . . . ,DR+1(vVR,S￿,P )
￿
are equal to each other by Proposition 6.6. Hence it is enough to show that all possible
matrices of the invariant q (obtained by evaluation of q on each element of the base of H4)
are obtained by appropriate choice of v.
Define a1 = a2 = 0. First consider the case S￿ = 0. Then Si(XR,0,P ) = 0 for all
1 ≤ i ≤ R and i = R+2, and SR+1(XR,0,P ) = P . Also, X2i(XR,0,P ) = 0 and Y2i(XR,0,P ) = 1
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for 1 ≤ i ≤ R2 +1, X2i−1(XR,0,P ) = 1 and Y2i−1(XR,0,P ) = 0 for 1 ≤ i ≤ R2 , XR+1(XR,0,P ) = 1
and YR+1(XR,0,P ) = P . Hence by Lemma 6.5 and Definition 6.7,
Si(vXR,0,P ) =

2(−1)iai if 1 ≤ i ≤ R or i = R+ 2,
P + 2(−1)P−1aR+1 if i = R+ 1.
Therefore by equations (6.1) and (6.2), and Theorem 5.6, we obtain
￿q(vXR,0,P ), Di￿ =

2(ai+1 − ai−1) if 2 ≤ i ≤ R− 1
or i = R+ 1,
2
￿
(−1)PaR+1 + PaR − aR−1
￿− P if i = R.
(6.4)
Now consider the case S￿ ￿= 0. Then XR,S￿,P = X (QR+2,λS,P ) where S is equal to
either S￿ or −S￿ (see Definition 6.4). Then Si(XR,S￿,1) = 0 for all 1 ≤ i ≤ R − |S| + 2,
and for all 1 ≤ j ≤ |S|, SR−|S|+2+j(XR,S￿,1) = S¯j (where S¯ denotes the sign of S). Also,
X2i(XR,S￿,1) = 0 and Y2i(XR,S￿,1) = 1 for 1 ≤ i ≤ R−|S|2 + 1, X2i−1(XR,S￿,1) = 1 and
Y2i−1(XR,S￿,1) = 0 for 1 ≤ i ≤ R−|S|2 +1, and for all 1 ≤ j ≤ |S|, XR−|S|+2+j(XR,S￿,1) = S¯ · j
and YR−|S|+2+j(XR,S￿,1) = 1. Hence by Lemma 6.5 and Definition 6.7,
Si(vXR,S￿,1) =

2(−1)iai if 1 ≤ i ≤ R− |S|+ 2,
S¯(i−R+ |S|− 2) + 2ai if R− |S|+ 3 ≤ i ≤ R+ 2.
Therefore by equations (6.1) and (6.3), and Theorem 5.6, we obtain
￿
q(vXR,S￿,1), Di
￿
=
2(ai+1 − ai−1) if 2 ≤ i ≤ R− |S|+ 1. If i = R− |S|+ 2, then
￿
q(vXR,S￿,1), Di
￿
= (−1)i · 2 · (−1)i−1ai−1 − (−1)i · (−S¯) · 1 · 2(−1)iai + (−S¯) · (S¯ + 2ai+1)
= −2ai−1 + 2S¯ai − 1− 2ai+1
= 2(−ai−1 + S¯ai − ai+1)− 1.
75
If i = R− |S|+ 3, then
￿
q(vXR,S￿,1), Di
￿
= −S¯ · 2 · (−1)i−1ai−1 − (−S¯) · (−S¯) · (−2S¯) · (S¯ + 2ai)
+ (−S¯) · (2S¯ + 2ai+1)
= −2S¯ai−1 + 2 + 4S¯ai − 2− 2S¯ai+1
= 2S¯(−ai−1 + 2ai − ai+1).
Also, for all R− |S|+ 4 ≤ i ≤ R+ 1,
￿
q(vXR,S￿,1), Di
￿
= −S¯ · ￿S¯(i−R+ |S|− 3) + 2ai−1￿
− (−S¯) · (−S¯) · (−2S¯) · (S¯(i−R+ |S|− 2) + 2ai)
+ (−S¯) · ￿S¯(i−R+ |S|− 1) + 2ai+1￿
= −i+R− |S|+ 3− 2S¯ai−1 + 2i− 2R+ 2|S|− 4 + 4S¯ai
− i+R− |S|+ 1− 2S¯ai+1
= 2S¯(−ai−1 + 2ai − ai+1).
Summarizing,
￿
q(vXR,S￿,1), Di
￿
=

2(ai+1 − ai−1) if 2 ≤ i ≤ R− |S|+ 1,
2(−ai−1 + S¯ai − ai+1)− 1 if i = R− |S|+ 2,
2S¯(−ai−1 + 2ai − ai+1) if R− |S|+ 3 ≤ i ≤ R+ 1.
(6.5)
Define f : R → R in the bases (k2, k3, . . . , kR+1) for the domain and (a3, a4, . . . , aR+2)
for the range, by
f(ki) =

ai+1 − ai−1 if 2 ≤ i ≤ R− 1 or i = R+ 1,
(−1)PaR+1 + PaR − aR−1 if i = R
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if S￿ = 0, and
f(ki) =

ai+1 − ai−1 if 2 ≤ i ≤ R− |S|+ 1,
−ai−1 + S¯ai − ai+1 if i = R− |S|+ 2,
S¯(−ai−1 + 2ai − ai+1) if R− |S|+ 3 ≤ i ≤ R+ 1
if S￿ ￿= 0. Then in all considered cases, f is a homomorphism. Also, the matrix of f in
considered bases is upper triangular with all diagonal entries equal to ±1. Hence f is an
isomorphism. Therefore by equations (6.4) and (6.5), every possible matrix of the invariant
q can be obtained by appropriate choice of v. By the theory of Wall [9], X is homeomorphic,
by an orientation preserving homeomorphism, to vXR,S￿,P .
As mentioned in the outline of the proof of the main result (Theorem 3.14), for each
topological type of quaternionic toric 8-manifold, we will define an infinite family of mani-
folds that are of distinct algebraic types. The second family defined above provides repre-
sentatives of all topological types of quaternionic toric 8-manifold.
6.4 The third family and the proof of the main result
Actually, in this section we will define a family of infinite families. For each element of
the second family, we define infinitely many quaternionic toric 8-manifolds in the following
way. For every j ∈ , define an element of FR+22 by
zj =
￿
1, 1, . . . , 1, (x1x2x
−1
1 x
−1
2 )
j
￿
.
For each quadruple (R,S, P, v), the third family consists of toric manifolds zjvXR,S,P (j ∈ )
where for each considered triple (R,S, P ), v ∈ VR,S,P .
Proposition 6.9. For every quadruple (R,S, P, v), with v ∈ VR,S,P , the toric manifolds
zjvXR,S,P (j ∈ ) are all topologically equivalent by an orientation preserving homeomor-
phism.
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Proof. For a fixed triple (R,S, P ), XR,S,P = X (QR+2,λS￿,P ) where S￿ is equal to either S or
−S by definition 6.4. Then for every v ∈ VR,S,P , and every j ∈ , the numbers ξi(zjvXR,S,P )
(1 ≤ i ≤ R+ 1), χi(zjvXR,S,P ) (2 ≤ i ≤ R + 1), and Si(zjvXR,S,P ) (1 ≤ i ≤ R + 2) are the
same by Proposition 6.6 (for the numbers Si see Lemma 6.5). These numbers determine
the matrices of the intersection form, and of the invariant q in basis (D2, D3, . . . ,DR+1) of
the fourth homology group of each manifold (see Proposition 5.2 and Theorem 5.6). Hence
the matrices of the corresponding topological invariants of toric manifolds zjvXR,S,P are
the same for all j ∈ . Thus by the theory of Wall [9], the existence of the isomorphism
of the fourth homology groups between any two such manifolds, defined by Di ￿→ Di for
all 2 ≤ i ≤ R + 1, that preserves the invariants, implies the existence of an orientation
preserving homeomorphism between the manifolds.
There are only two elements of P (1, 1), t ￿→ t and t ￿→ t−1. The following proposition
is therefore a consequence of Definition 2.10.
Proposition 6.10. Let j = [f, g] : X (Q,λ) → X (R,µ) be an algebraic isomorphism be-
tween quaternionic toric 8-manifolds. Then for every edge F of Q,
µ
￿
f(F )
￿￿
g(t)
￿
=
￿
λ(F )(t)
￿ε
,
where ε is equal to either 1 or −1.
The result of the proposition above will be the key tool in the proof of the following
Theorem 6.11. For every quadruple (R,S, P, v), with v ∈ VR,S,P , the toric manifolds
zjvXR,S,P (j ∈ ) are all algebraically distinct.
Proof. For the purpose of the proof, for any word w ∈ F2, let L(w) denote the number of
appearances of nonzero powers of the generators x1, x2 in the reduced form of w. We call
L(w) the length of w. By definition, let L
￿
e(w)(t)
￿
= L(w). For a fixed triple (R,S￿, P ),
XR,S￿,P = X (QR+2,λS,P ) where S is equal to either S￿ or −S￿ by definition 6.4. Then
for every v ∈ VR,S￿,P , and every j ∈ , zjvXR,S￿,P = X (QR+2, zjvλS,P ) by Proposition
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6.6. In addition to the triple (R,S￿, P ), fix v ∈ VR,S￿,P . Let 0 ≤ i < j be integers. Let
Xi = zivXR,S￿,P and Xj = zjvXR,S￿,P . Denote the characteristic functions defining Xi
and Xj by λi and λj respectively. Assume to the contrary that there exists an algebraic
isomorphism [f, g] : Xi → Xj . Since λj(E1)(t) = t1 and λj(E2)(t) = t2, by Proposition 6.10,
g(t) =
￿￿
λi
￿
f−1(E1)
￿
(t)
￿±1
,
￿
λi
￿
f−1(E2)
￿
(t)
￿±1￿
,(6.6)
where the relation between the ± signs on both coordinates is determined by the condition
that [f, g] is orientation-preserving. For the remainder of the proof, define a1 = a2 = 0.
Also, let S¯ denote the sign of S if S ￿= 0 and let S¯ = −1 if S = 0. Define
v1 = zivλS,P (ER+2)(t) = (t1t2t
−1
1 t
−1
2 )
it
aR+2
1 (t
S
1 t2)t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
i(6.7a)
for S ￿= 0,
v2 = zivλ0,P (ER+2)(t) = (t1t2t
−1
1 t
−1
2 )
it
aR+2
1 t2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
i,(6.7b)
v3 = zjvλS,P (ER+2)(t) = (t1t2t
−1
1 t
−1
2 )
jt
aR+2
1 (t
S
1 t2)t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
j(6.7c)
for S ￿= 0, and
v4 = zjvλ0,P (ER+2)(t) = (t1t2t
−1
1 t
−1
2 )
jt
aR+2
1 t2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
j .(6.7d)
Throughout the proof there will be multiple references to the words defined above. To
simplify notation, if λ(F ) = e(w), we define
￿
λ(F )(t)
￿
ab
= wab.
There are two types of an affine homeomorphism f : Q→ Q. It can be either orientation-
preserving or orientation-reversing. We will discuss the two cases separately.
If f is orientation-preserving, then f is defined by Ek+l ￿→ Ek for some integer 0 ≤ l ≤
R+1, and all 1 ≤ k ≤ R+2. Let ε = ±1. Since f is orientation-preserving, so should be g
(for [f, g] to be orientation-preserving). Since f(El+1) = E1 and f(El+2) = E2, by equation
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(6.6), the value of g(t) is dependent on l and is equal to either
(tal+12 t
ε
1t
−al+1
2 , t
al+2
1 t
ε
2t
−al+2
1 )(6.8a)
if 0 ≤ l ≤ R− |S|− 2 and l even, or l = R− |S| and S ￿= 0, or
￿
tε2, (t1t2t
−1
1 t
−1
2 )
ita31 (t
S
1 t2)
−Sεt−a31 (t2t1t
−1
2 t
−1
1 )
i
￿
(6.8b)
if l = R = |S| = 1, or
(tal+11 t
ε
2t
−al+1
1 , t
al+2
2 t
−ε
1 t
−al+2
2 )(6.8c)
if 1 ≤ l ≤ R− |S|− 3 and l odd, or l = R− |S|− 1 and P ￿= |S|+ 1, or
￿
taR1 t
ε
2t
−aR
1 , t
aR+1
1 (t1t2)
−εt−aR+11
￿
(6.8d)
if l = R− 1 and P = |S|+ 1, or
￿
t
aR−|S|+2
1 t
ε
2t
−aR−|S|+2
1 , t
aR−|S|+3
1 (t
S¯
1 t2)
−S¯εt−aR−|S|+31
￿
(6.8e)
if l = R− |S|+ 1 and |S| ≥ 2, or
￿
t
al+1
1 (t
S¯(l−R+|S|−1)
1 t2)
εt
−al+1
1 , t
al+2
1 (t
S¯(l−R+|S|)
1 t2)
−S¯εt−al+21
￿
(6.8f)
if R− |S|+ 2 ≤ l ≤ R− 1, or
￿
t
aR+1
1 (t
S−S¯
1 t2)
εt
−aR+1
1 , (t1t2t
−1
1 t
−1
2 )
it
aR+2
1 (t
S
1 t2)
−S¯εt−aR+21 (t2t1t
−1
2 t
−1
1 )
i
￿
(6.8g)
if l = R ≥ 2 and P = 1, or
￿
t
aR+1
2 t
ε
1t
−aR+1
2 , (t1t2t
−1
1 t
−1
2 )
it
aR+2
1 t
ε
2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
i
￿
(6.8h)
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if l = R and S = P = 0, or
￿
(t1t2t
−1
1 t
−1
2 )
it
aR+2
1 (t
S
1 t2)
εt
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
i, t−ε1
￿
(6.8i)
if l = R + 1. We will now consider each of the cases listed above to show that existence of
the algebraic isomorphism [f, g] contradicts either some basic properties of automorphisms
of F2, or the statement of Proposition 6.10.
If l = 0, then f(ER+2) = ER+2. Since i < j, by definition of zj ,
L
￿
λi(ER+2)(t)
￿
< L
￿
λj(ER+2)(t)
￿
.
By equation (6.8a), if l = 0, g(t) = (tε1, t
ε
2). Thus
L
￿
λj(ER+2)
￿
g(t)
￿￿
= L
￿
λj(ER+2)(t)
￿
.
Hence ￿
λi(ER+2)(t)
￿±1 ￿= λj(ER+2)￿g(t)￿,
contradicting the statement of Proposition 6.10.
Consider the case l = R = |S| = 1. By equation (6.8b), if i ≥ 1 then g is not an
algebraic diffeomorphism because
L
￿
(t1t2t
−1
1 t
−1
2 )
ita31 (t
S
1 t2)
−Sεt−a31 (t2t1t
−1
2 t
−1
1 )
i
￿ ≥ 5.
If i = 0, then g(t) =
￿
tε2, t
a3
1 (t
S
1 t2)−Sεt
−a3
1
￿
. So g is an algebraic diffeomorphism if and only
if a3 = −S or a3 = 0. We have
g(t) =

￿
tε2, (t2t
S
1 )−Sε
￿
if a3 = −S,￿
tε2, (t
S
1 t2)−Sε
￿
if a3 = 0.
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Also,
λj(E3)(t) =

(t1t2t
−1
1 t
−1
2 )
jt2t
S
1 (t2t1t
−1
2 t
−1
1 )
j if a3 = −S,
(t1t2t
−1
1 t
−1
2 )
jtS1 t2(t2t1t
−1
2 t
−1
1 )
j if a3 = 0.
Thus the value of λj(E3)
￿
g(t)
￿
is equal to either
￿
tε2(t2t
S
1 )
−Sεt−ε2 (t2t
S
1 )
Sε
￿j(t2tS1 )−SεtSε2 ￿(t2tS1 )−Sεtε2(t2tS1 )Sεt−ε2 ￿j
if a3 = −S, or
￿
tε2(t
S
1 t2)
−Sεt−ε2 (t
S
1 t2)
Sε
￿j
tSε2 (t
S
1 t2)
−Sε￿(tS1 t2)−Sεtε2(tS1 t2)Sεt−ε2 ￿j
if a3 = 0. These values, dependent on the triple (S, ε, a3), are gathered in table 6.1. Recall
that λ0(E1)(t) = t1. Since f(E1) = E3, by Proposition 6.10 we get
t±11 = λj(E3)
￿
g(t)
￿
.(6.9)
Since j ≥ 1, using the information from Table 6.1,
L
￿
λj(E3)
￿
g(t)
￿￿ ≥ 5.
Table 6.1: The values of λj(E3)
￿
g(t)
￿
dependent on the triple (S, ε, a3)
(S, ε, a3) λj(E3)
￿
g(t)
￿
(1, 1,−1) (t2t−11 t−12 t1)jt−11 (t−11 t2t1t−12 )j
(1, 1, 0) (t−11 t
−1
2 t1t2)
jt−11 (t
−1
2 t
−1
1 t2t1)
j
(1,−1,−1) (t1t2t−11 t−12 )jt2t1t−12 (t2t1t−12 t−11 )j
(1,−1, 0) (t−12 t1t2t−11 )jt−12 t1t2(t1t−12 t−11 t2)j
(−1, 1, 1) t2(t2t−11 t−12 t1)jt−11 (t−11 t2t1t−12 )jt−12
(−1, 1, 0) (t2t−11 t−12 t1)jt−12 t−11 t2(t−11 t2t1t−12 )j
(−1,−1, 1) (t−12 t1t2t−11 )jt1(t1t−12 t−11 t2)j
(−1,−1, 0) t−12 (t−12 t1t2t−11 )jt2t1t−12 (t1t−12 t−11 t2)jt2
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This inequality contradicts equation (6.9) and hence the statement of Proposition 6.10.
Consider the case 2 ≤ l ≤ R− |S|−2 and l even, or l = R− |S| and S ￿= 0. By equation
(6.8a),
M
￿
g(t)
￿
= ε
1 0
0 1
 .
Also,
￿
λi(El)(t)
￿
ab
= [ 01 ], and
￿
λj(ER+2)(t)
￿
ab
=
￿
S
1
￿
. Thus
M
￿
g(t)
￿￿
λj(ER+2)(t)
￿
ab
= ε
1 0
0 1

S
1
 = ε
S
1
 .
Since f(El) = ER+2, by Proposition 6.10 we get
±
0
1
 = ε
S
1
 ,
which is a true statement if and only if S = 0. Let S = 0. Then g is an algebraic
diffeomorphism if and only if al+1 = 0 or al+2 = 0. We have
g(t) =

(tε1, t
al+2
1 t
ε
2t
−al+2
1 ) if al+1 = 0,
(tal+12 t
ε
1t
−al+1
2 , t
ε
2) if al+2 = 0.
Also, λi(El)(t) = tal1 t2t
−al
1 , and λj(ER+2)(t) = v4 (see equation (6.7d)). Thus the value of
λj(ER+2)
￿
g(t)
￿
is equal to either
t
al+2
1 (t
ε
1t
ε
2t
−ε
1 t
−ε
2 )
jt
εaR+2
1 t
ε
2t
−εaR+2
1 (t
ε
2t
ε
1t
−ε
2 t
−ε
1 )
jt
−al+2
1
if al+1 = 0, or
t
al+1
2 (t
ε
1t
ε
2t
−ε
1 t
−ε
2 )
jt
εaR+2
1 t
ε
2t
−εaR+2
1 (t
ε
2t
ε
1t
−ε
2 t
−ε
1 )
jt
−al+1
2
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if al+2 = 0. Since f(El) = ER+2, by Proposition 6.10 we get
tal1 t
±1
2 t
−al
1 = λj(ER+2)
￿
g(t)
￿
.(6.10)
Since j ≥ 1,
L
￿
λj(ER+2)
￿
g(t)
￿￿ ≥ 5.
This inequality contradicts equation (6.10) and hence the statement of Proposition 6.10.
Consider the case 1 ≤ l ≤ R − |S| − 3 and l odd, or l = R − |S| − 1 and P ￿= |S| + 1.
By equation (6.8c),
M
￿
g(t)
￿
= ε
0 −1
1 0
 .
Also,
￿
λi(El)(t)
￿
ab
= [ 10 ], and
￿
λj(ER+2)(t)
￿
ab
=
￿
S
1
￿
. Thus
M
￿
g(t)
￿￿
λj(ER+2)(t)
￿
ab
= ε
0 −1
1 0

S
1
 = ε
−1
S
 .
Since f(El) = ER+2, by Proposition 6.10 we get
±
1
0
 = ε
−1
S
 ,
which is a true statement if and only if S = 0. Let S = 0. Then g is an algebraic
diffeomorphism if and only if al+1 = 0 or al+2 = 0 (see equation (6.8c)). We have
g(t) =

(tε2, t
al+2
2 t
−ε
1 t
−al+2
2 ) if al+1 = 0,
(tal+11 t
ε
2t
−al+1
1 , t
−ε
1 ) if al+2 = 0.
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Also, λi(El)(t) = tal2 t1t
−al
2 , and λj(ER+2)(t) = v4 (see equation (6.7d)). Thus the value of
λj(ER+2)
￿
g(t)
￿
is equal to either
t
al+2
2 (t
ε
2t
−ε
1 t
−ε
2 t
ε
1)
jt
εaR+2
2 t
−ε
1 t
−εaR+2
2 (t
−ε
1 t
ε
2t
ε
1t
−ε
2 )
jt
−al+2
2
if al+1 = 0, or
t
al+1
1 (t
ε
2t
−ε
1 t
−ε
2 t
ε
1)
jt
εaR+2
2 t
−ε
1 t
εaR+2
2 (t
−ε
1 t
ε
2t
ε
1t
−ε
2 )
jt
−al+1
1
if al+2 = 0. Since f(El) = ER+2, by Proposition 6.10 we get
tal2 t
±1
1 t
−al
2 = λj(ER+2)
￿
g(t)
￿
.(6.11)
Since j ≥ 1,
L
￿
λj(ER+2)
￿
g(t)
￿￿ ≥ 5.
This inequality contradicts equation (6.11) and hence the statement of Proposition 6.10.
Consider the case l = R − 1, and P = |S| + 1 (i.e., S = 0 and P = 1). By equation
(6.8d),
M
￿
g(t)
￿
= ε
0 −1
1 −1
 .
Also,
￿
λi(ER−2)(t)
￿
ab
= [ 01 ], and
￿
λj(ER+1)(t)
￿
ab
= [ 11 ]. Thus
M
￿
g(t)
￿￿
λj(ER+1)(t)
￿
ab
= ε
0 −1
1 −1

1
1
 = ε
−1
0
 .
Since f(ER−2) = ER+1, by Proposition 6.10 we get
±
0
1
 = ε
−1
0
 ,
a false statement that contradicts the statement of the proposition.
85
Consider the case l = R− |S|+ 1 and |S| ≥ 2. By equation (6.8e),
M
￿
g(t)
￿
= ε
0 −1
1 −S¯
 .
Also,
￿
λi(El)(t)
￿
ab
= [ 10 ], and
￿
λj(ER+2)(t)
￿
ab
=
￿
S
1
￿
. Thus
M
￿
g(t)
￿￿
λj(ER+2)(t)
￿
ab
= ε
0 −1
1 −S¯

S
1
 = ε
 −1
S − S¯
 .
Since f(El) = ER+2, by Proposition 6.10 we get
±
1
0
 = ε
 −1
S − S¯
 ,
a false statement (because |S| ≥ 2) that contradicts the statement of the proposition.
Consider the case R− |S|+ 2 ≤ l ≤ R− 1. By equation (6.8f),
M
￿
g(t)
￿
= ε
S¯(l −R+ |S|− 1) −l +R− |S|
1 −S¯
 .
Also,
￿
λi(El+3)(t)
￿
ab
=
￿
S¯(l−R+|S|+1)
1
￿
, and
￿
λj(E3)(t)
￿
ab
= [ 10 ]. Thus
M
￿
g(t)
￿￿
λj(E3)(t)
￿
ab
= ε
S¯(l −R+ |S|− 1) −l +R− |S|
1 −S¯

1
0

= ε
S¯(l −R+ |S|− 1)
1
 .
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Since f(El) = ER+2, by Proposition 6.10 we get
±
S¯(l −R+ |S|+ 1)
1
 = ε
S¯(l −R+ |S|− 1)
1
 ,
a false statement that contradicts the statement of the proposition.
Consider the case l = R ≥ 2 and P = 1. By equation (6.8g),
M
￿
g(t)
￿
= ε
S − S¯ −|S|
1 −S¯
 .
Also,
￿
λi(E2)(t)
￿
ab
= [ 01 ],
￿
zjvλS,1(E4)(t)
￿
ab
=

￿
2S¯
1
￿
if |S| = R,
[ 01 ] if |S| ￿= R,
￿
zivλ0,1(ER−1)(t)
￿
ab
= [ 10 ], and
￿
zjvλ0,1(ER+1)(t)
￿
ab
= [ 11 ]. Thus if |S| = R,
M
￿
g(t)
￿￿
zjvλS,1(E4)(t)
￿
ab
= ε
S − S¯ −|S|
1 −S¯

2S¯
1
 = ε
|S|− 2
S¯
 ,
and if |S| ￿= R,
M
￿
g(t)
￿￿
zjvλS,1(E4)(t)
￿
ab
= ε
S − S¯ −|S|
1 −S¯

0
1
 = ε
−|S|
−S¯
 .
Also,
M
￿
g(t)
￿￿
zjvλ0,1(ER+1)(t)
￿
ab
= ε
1 0
1 1

1
1
 = ε
1
2
 .
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Since f(E2) = E4, by Proposition 6.10 we get
±
0
1
 =

ε
￿
|S|−2
S¯
￿
if |S| = R,
ε
￿−|S|
−S¯
￿
if |S| ￿= R.
The equation above is a true statement if and only if S = 0 or |S| = R = 2. If S = 0, then
by Proposition 6.10 we get
±
1
0
 = ε
1
2

since f(ER−1) = ER+1. This is a false statement that contradicts the statement of Propo-
sition 6.10. If |S| = R = 2, then
g(t) =
￿
ta31 (t
S¯
1 t2)
εt−a31 , (t1t2t
−1
1 t
−1
2 )
ita41 (t
S
1 t2)
−S¯εt−a41 (t2t1t
−1
2 t
−1
1 )
i
￿
.
Also, λi(E1)(t) = t1, and λj(E3)(t) = t
a3+S¯
1 t2t
−a3
1 . Thus the value of λj(E3)
￿
g(t)
￿
is equal
to
ta31 (t
S¯
1 t2)
ε(a3+S¯)t−a31 (t1t2t
−1
1 t
−1
2 )
ita41 (t
S
1 t2)
−S¯εt−a41 (t2t1t
−1
2 t
−1
1 )
ita31 (t
S¯
1 t2)
−εa3t−a31 .
Since f(E1) = E3, by Proposition 6.10 we get
t±11 = λj(E3)
￿
g(t)
￿
.
The equation above is a true statement if and only if i = 0 and with the following
values for the quadruple (S, ε, a3, a4): ±(2, 1, 0, 0), ±(2, 1,−1,−2), ±(2,−1, 0,−1), and
±(2,−1,−1,−1). Recall that if |S| = R = 2, λi(E2)(t) = t2, and
λj(E4)(t) = (t1t2t
−1
1 t
−1
2 )
jta4+S¯1 t2t
−a4
1 (t2t1t
−1
2 t
−1
1 )
j .
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Since f(E2) = E4, by Proposition 6.10 we get
t±12 = λj(E4)
￿
g(t)
￿
.(6.12)
The values of g(t) and λj(E4)
￿
g(t)
￿
are gathered in table 6.2. Since j ≥ 1, for all considered
values of the quadruple (S, ε, a3, a4),
L
￿
λj(E4)
￿
g(t)
￿￿ ≥ 5.
This inequality contradicts equation (6.12) and hence the statement of Proposition 6.10.
The proof of the case l = R ≥ 2 and P = 1 is now completed.
Consider the case l = R and S = P = 0. By equation (6.8h), if g is an algebraic
diffeomorphism, then g¯ : T 2 → T 2 defined by
g¯(t) =
￿
tε1, t
−aR+1
2 (t1t2t
−1
1 t
−1
2 )
it
aR+2
1 t
ε
2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
it
aR+1
2
￿
is an algebraic diffeomorphism. If i ≥ 1, then
L
￿
t
−aR+1
2 (t1t2t
−1
1 t
−1
2 )
it
aR+2
1 t
ε
2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
it
aR+1
2
￿ ≥ 7,
Table 6.2: The values of g(t) and λj(E4)
￿
g(t)
￿
dependent on the quadruple (S, ε, a3, a4)
(S, ε, a3, a4) g(t) λj(E4)
￿
g(t)
￿
(2, 1, 0, 0) (t1t2, t
−1
2 t
−2
1 ) (t
−1
1 t
−1
2 t1t2)
jt1t2t
−1
1 (t
−1
2 t
−1
1 t2t1)
j
(2, 1,−1,−2) (t2t1, t−21 t−12 ) (t2t−11 t−12 t1)jt−11 t2t1(t−11 t2t1t−12 )j
(2,−1, 0,−1) (t−12 t−11 , t1t2t1) t1(t1t2t−11 t−12 )jt−12 (t2t1t−12 t−11 )jt−11
(2,−1,−1,−1) (t−11 t−12 , t1t2t1) (t−11 t−12 t1t2)jt−11 t−12 t1(t−12 t−11 t2t1)j
(−2,−1, 0, 0) (t−12 t1, t−12 t21) t−12 t1(t−12 t1t2t−11 )jt−11 t2t−11 t2t1t−12 t1(t1t−12 t−11 t2)jt−11 t2
(−2,−1, 1, 2) (t1t−12 , t21t−12 ) t1(t−12 t1t2t−11 )jt2(t1t−12 t−11 t2)jt−11
(−2, 1, 0, 1) (t−11 t2, t−11 t2t−11 ) t−11 t2t−11 (t2t−11 t−12 t1)jt1t−12 t−11 (t−11 t2t1t−12 )jt1t−12 t1
(−2, 1, 1, 1) (t2t−11 , t−11 t2t−11 ) (t2t−11 t−12 t1)jt1t−12 t−11 (t−11 t2t1t−12 )j
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and g¯ is not an algebraic diffeomorphism. If i = 0, then g¯(t) =
￿
tε1, t
−aR+1
2 t
aR+2
1 t
ε
2t
−aR+2
1 t
aR+1
2
￿
.
So g¯ is an algebraic diffeomorphism if and only if aR+1 = 0 or aR+2 = 0. Then
g(t) =

(tε1, t
aR+2
1 t
ε
2t
−aR+2
1 ) if aR+1 = 0,
(taR+12 t
ε
1t
−aR+1
2 , t
ε
2) if aR+2 = 0.
Also, λ0(ER)(t) = taR1 t2t
−aR
1 , and
λj(ER+2)(t) =

(t1t2t
−1
1 t
−1
2 )
jt
aR+2
1 t2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
j if aR+1 = 0,
(t1t2t
−1
1 t
−1
2 )
jt2(t2t1t
−1
2 t
−1
1 )
j if aR+2 = 0.
Thus the value of λj(ER+2)
￿
g(t)
￿
is equal to either
t
aR+2
2 (t
ε
2t
−ε
1 t
−ε
2 t
ε
1)
jt
εaR+2
2 t
−ε
1 t
−εaR+2
2 (t
−ε
1 t
ε
2t
ε
1t
−ε
2 )
jt
−aR+2
2
if aR+1 = 0, or
t
aR+1
2 (t
ε
1t
ε
2t
−ε
1 t
−ε
2 )
jtε2(t
ε
2t
ε
1t
−ε
2 t
−ε
1 )
jt
−aR+1
2
if aR+2 = 0. Since f(ER) = ER+2, by Proposition 6.10 we get
taR1 t
±1
2 t
−aR
1 = λj(ER+2)
￿
g(t)
￿
.(6.13)
Since j ≥ 1,
L
￿
λj(ER+2)
￿
g(t)
￿￿ ≥ 7.
This inequality contradicts equation (6.13) and hence the statement of Proposition 6.10.
The proof of the case l = R and S = P = 0 is now completed.
Consider the case l = R+ 1. By equation (6.8i),
M
￿
g(t)
￿
= ε
S −1
1 0
 .
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Also,
￿
λi(E2)(t)
￿
ab
= [ 01 ],
￿
λj(E3)(t)
￿
ab
=

￿
S¯
1
￿
if |S| = R,
[ 10 ] if 1 ≤ |S| ≤ R− 1,
￿
zivλ0,P (ER+1)(t)
￿
ab
=
￿
1
P
￿
, and
￿
zjvλ0,P (ER+2)(t)
￿
ab
= [ 01 ]. Thus if |S| = R,
M
￿
g(t)
￿￿
λj(E3)(t)
￿
ab
= ε
S −1
1 0

S¯
1
 = ε
R− 1
S¯
 ,
and if 1 ≤ |S| ≤ R− 1,
M
￿
g(t)
￿￿
λj(E3)(t)
￿
ab
= ε
S −1
1 0

1
0
 = ε
S
1
 .
Also,
M
￿
g(t)
￿￿
zjvλ0,P (ER+2)(t)
￿
ab
= ε
0 −1
1 0

0
1
 = ε
−1
0
 .
Since f(E2) = E3, by Proposition 6.10 we get
±
0
1
 =

ε
￿
R−1
S¯
￿
if |S| = R,
ε
￿
S
1
￿
if 1 ≤ |S| ≤ R− 1.
The equation above is a true statement if and only if R = 1. Let R = |S| = 1 and l = 2. If
i ≥ 1, then
L
￿
(t1t2t
−1
1 t
−1
2 )
ita31 (t
S
1 t2)
εt−a31 (t2t1t
−1
2 t
−1
1 )
i
￿ ≥ 5,
so g (see equation (6.8i)) is an algebraic diffeomorphism only if i = 0. Then g(t) =￿
ta31 (t
S
1 t2)εt
−a3
1 , t
−ε
1
￿
. Recall that λi(E2)(t) = t2, and
λj(E3)(t) = (t1t2t
−1
1 t
−1
2 )
jta3+S1 t2t
−a3
1 (t1t2t
−1
1 t
−1
2 )
−j .
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Thus
λj(E3)
￿
g(t)
￿
=
￿
ta31 (t
S
1 t2)
εt−ε1 (t
S
1 t2)
−εtε1t
−a3
1
￿j
ta31 (t
S
1 t2)
ε(a3+S)t−ε1
(tS1 t2)
−εa3t−a31
￿
ta31 (t
S
1 t2)
εt−ε1 (t
S
1 t2)
−εtε1t
−a3
1
￿−j
= ta31
￿
(tS1 t2)
εt−ε1 (t
S
1 t2)
−εtε1
￿j(tS1 t2)εa3tk1tSε2 t−k1
(tS1 t2)
−εa3￿(tS1 t2)εt−ε1 (tS1 t2)−εtε1￿−jt−a31
=
￿
ta31
￿
(tS1 t2)
εt−ε1 (t
S
1 t2)
−εtε1
￿j(tS1 t2)εa3tk1￿tSε2￿
ta31
￿
(tS1 t2)
εt−ε1 (t
S
1 t2)
−εtε1
￿j(tS1 t2)εa3tk1￿−1,
where k = (S + ε)/2. Since f(E2) = E3, by Proposition 6.10 we get
t±12 = λj(E3)
￿
g(t)
￿
.(6.14)
Since the value of ta31
￿
(tS1 t2)εt
−ε
1 (t
S
1 t2)−εtε1
￿j(tS1 t2)εa3tk1 is equal to
ta31 (t1t2t
−1
1 t
−1
2 )
j(t1t2)a3t1 if S = ε = 1,
ta31 (t
−1
2 t1t2t
−1
1 )
j(t1t2)−a3 if S = −ε = 1,
ta3−11 (t2t
−1
1 t
−1
2 t1)
jt1(t
−1
1 t2)
a3 if S = −ε = −1,
ta31 (t
−1
2 t1t2t
−1
1 )
j(t−12 t1)a3−1 if S = ε = −1,
and j ≥ 1,
L
￿
ta31
￿
(tS1 t2)
εt−ε1 (t
S
1 t2)
−εtε1
￿j(tS1 t2)εa3tk1￿ ≥ 3.
Hence
L
￿
λj(E3)
￿
g(t)
￿￿ ≥ 5.
This inequality contradicts equation (6.14) and hence the statement of Proposition 6.10.
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Since f(ER+1) = ER+2, if S = 0, by Proposition 6.10 we get
±
1
P
 = ε
−1
0
 .
The equation above is a true statement if and only if P = 0. Let S = P = 0. If i ≥ 1, then
L
￿
(t1t2t
−1
1 t
−1
2 )
it
aR+2
1 t
ε
2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
i
￿ ≥ 7,
and g is not an algebraic diffeomorphism (see equation (6.8h)). If i = 0, then g(t) =
(taR+21 t
ε
2t
−aR+2
1 , t
−ε
1 ). Also, λ0(ER+1)(t) = t
aR+1
2 t1t
−aR+1
2 , and λj(ER+2)(t) = v4 (see equa-
tion (6.7d)). Thus the value of λj(ER+2)
￿
g(t)
￿
is equal to
(taR+21 t
ε
2t
−ε
1 t
−ε
2 t
ε
1t
−aR+2
1 )
jt
aR+2
1 t
εaR+2
2 t
−ε
1 t
−εaR+2
2 t
−aR+2
1 (t
aR+2
1 t
−ε
1 t
ε
2t
ε
1t
−ε
2 t
−aR+2
1 )
j
= taR+21 (t
ε
2t
−ε
1 t
−ε
2 t
ε
1)
jt
εaR+2
2 t
−ε
1 t
−εaR+2
2 (t
−ε
1 t
ε
2t
ε
1t
−ε
2 )
jt
−aR+2
1 .
Since f(ER+1) = ER+2, by Proposition 6.10 we get
t
aR+1
2 t
±1
1 t
−aR+1
2 = λj(ER+2)
￿
g(t)
￿
.(6.15)
Since j ≥ 1,
L
￿
λj(ER+2)
￿
g(t)
￿￿ ≥ 7.
This inequality contradicts equation (6.15) and hence the statement of Proposition 6.10.
The proof of the case l = R + 1 is now completed. The proof of the case where f is
orientation-preserving is now completed as well.
If f is orientation-reversing, then f is defined by El−k ￿→ Ek for some integer 1 ≤ l ≤
R+2, and all 1 ≤ k ≤ R+2. Again, let ε = ±1. Since f is orientation-reversing, so should
be g (for [f, g] to be orientation-preserving). Since f(El−1) = E1 and f(El−2) = E2, by
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equation (6.6), the value of g(t) is dependent on l and is equal to either
￿
(t1t2t
−1
1 t
−1
2 )
it
aR+2
1 (t
S
1 t2)
εt
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
i, t
aR+1
1 (t
S−S¯
1 t2)
−S¯εt−aR+11
￿
(6.16a)
if l = P = 1 and R ≥ 2, or
￿
(t1t2t
−1
1 t
−1
2 )
it
aR+2
1 t
ε
2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
i, t
aR+1
2 t
ε
1t
−aR+1
2
￿
(6.16b)
if l = 1 and S = P = 0, or
￿
(t1t2t
−1
1 t
−1
2 )
ita31 (t
S
1 t2)
εt−a31 (t2t1t
−1
2 t
−1
1 )
i, t−Sε2
￿
(6.16c)
if l = R = |S| = 1, or
￿
tε1, (t1t2t
−1
1 t
−1
2 )
it
aR+2
1 (t
S
1 t2)
−εt−aR+21 (t2t1t
−1
2 t
−1
1 )
i
￿
(6.16d)
if l = 2, or
(tal−11 t
ε
2t
−al−1
1 , t
al−2
2 t
ε
1t
−al−2
2 )(6.16e)
if 3 ≤ l ≤ R− |S|+ 1 and l odd, or l = R− |S|+ 3 and S ￿= 0, or
￿
t
aR−|S|+3
1 (t
S¯
1 t2)
εt
−aR−|S|+3
1 , t
aR−|S|+2
1 t
−S¯ε
2 t
−aR−|S|+2
1
￿
(6.16f)
if l = R− |S|+ 4 and |S| ≥ 2, or
(tal−12 t
ε
1t
−al−1
2 , t
al−2
1 t
−ε
2 t
−al−2
1 )(6.16g)
if 4 ≤ l ≤ R− |S| and l even, or l = R− |S|+ 2 and P ￿= |S|+ 1, or
￿
t
aR+1
1 (t1t2)
εt
−aR+1
1 , t
aR
1 t
−ε
2 t
−aR
1
￿
(6.16h)
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if l = R+ 2 and P = |S|+ 1, or
￿
t
al−1
1 (t
S¯(l−R+|S|−3)
1 t2)
εt
−al−1
1 , t
al−2
1 (t
S¯(l−R+|S|−4)
1 t2)
−S¯εt−al−21
￿
(6.16i)
if R−|S|+5 ≤ l ≤ R+2. Similarly to the case where f is orientation-preserving, we will now
consider each of the cases listed above to show that existence of the algebraic isomorphism
[f, g] contradicts either some basic properties of automorphisms of F2, or the statement of
Proposition 6.10.
Consider the case l = P = 1 and R ≥ 2. By equation (6.16a),
M
￿
g(t)
￿
= ε
S −|S|+ 1
1 −S¯
 .
First, let S ￿= 0. Then
￿
λi(ER)(t)
￿
ab
=

[ 10 ] if |S| = 1,￿
S¯(|S|−2)
1
￿
if |S| ≥ 2,
and
￿
λj(E3)(t)
￿
ab
=

￿
S¯
1
￿
if |S| = R,
[ 10 ] if |S| ￿= R.
Thus if |S| = R,
M
￿
g(t)
￿￿
λj(E3)(t)
￿
ab
= ε
S −|S|+ 1
1 −S¯

S¯
1
 = ε
1
0
 ,
and if 1 ≤ |S| ≤ R− 1,
M
￿
g(t)
￿￿
λj(E3)(t)
￿
ab
= ε
S −|S|+ 1
1 −S¯

1
0
 = ε
S
1
 .
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Since f(ER) = E3, by Proposition 6.10, if |S| = 1, we get
±
1
0
 = ε
S
1
 ,
while if |S| ≥ 2, we get either
±
S¯(|S|− 2)
1
 = ε
1
0

if |S| = R or
±
S¯(|S|− 2)
1
 = ε
S
1

if |S| ￿= R. All three equations above are false statements (in the third equation we obtain
S¯(|S| − 2) = S which is a false statement since |S¯| = 1) that contradict the statement of
Proposition 6.10.
If S = 0, then
￿
λi(E2)(t)
￿
ab
= [ 01 ], and
￿
λj(ER+1)(t)
￿
ab
= [ 11 ]. Thus
M
￿
g(t)
￿￿
λj(ER+1)(t)
￿
ab
= ε
0 1
1 1

1
1
 = ε
1
2
 .
Since f(E2) = ER+1, by Proposition 6.10 we get
±
0
1
 = ε
1
2
 ,
a false statement that contradicts the statement of the proposition.
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Consider the case l = 1 and S = P = 0. By equation (6.16b), if g is an algebraic
diffeomorphism, then g¯ : T 2 → T 2 defined by
g¯(t) =
￿
t
−aR+1
2 (t1t2t
−1
1 t
−1
2 )
it
aR+2
1 t
ε
2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
it
aR+1
2 , t
ε
1
￿
is an algebraic diffeomorphism. If i ≥ 1, then
L
￿
t
−aR+1
2 (t1t2t
−1
1 t
−1
2 )
it
aR+2
1 t
ε
2t
−aR+2
1 (t2t1t
−1
2 t
−1
1 )
it
aR+1
2
￿ ≥ 7,
and g¯ is not an algebraic diffeomorphism. If i = 0, then g¯(t) =
￿
t
−aR+1
2 t
aR+2
1 t
ε
2t
−aR+2
1 t
aR+1
2 , t
ε
1
￿
.
So g¯ is an algebraic diffeomorphism if and only if aR+1 = 0 or aR+2 = 0. Let i = 0. Then
g(t) =

(taR+21 t
ε
2t
−aR+2
1 , t
ε
1) if aR+1 = 0,
(tε2, t
aR+1
2 t
ε
1t
−aR+1
2 ) if aR+2 = 0.
Also, λ0(E1)(t) = t1, and λj(ER+2)(t) = v4 (see equation (6.7d)). Thus
λj(ER+2)
￿
g(t)
￿
=

t
aR+2
1 (t
ε
2t
ε
1t
−ε
2 t
−ε
1 )
jt
εaR+2
2 t
ε
1t
−εaR+2
2 (t
ε
1t
ε
2t
−ε
1 t
−ε
2 )
jt
−aR+2
1 if aR+1 = 0,
t
aR+1
2 (t
ε
2t
ε
1t
−ε
2 t
−ε
1 )
jtε1(tε1tε2t
−ε
1 t
−ε
2 )
jt
−aR+1
2 if aR+2 = 0.
Since f(E1) = ER+2, by Proposition 6.10 we get
t±11 = λj(ER+2)
￿
g(t)
￿
.(6.17)
Since j ≥ 1,
L
￿
λj(ER+2)
￿
g(t)
￿￿ ≥ 7.
This inequality contradicts equation (6.17) and hence the statement of Proposition 6.10.
The proof of the case l = 1 and S = P = 0 is now completed.
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Consider the case l = R = |S| = 1. If i ￿= 0, then by equation (6.16c) g is not an
algebraic diffeomorphism because
L
￿
(t1t2t
−1
1 t
−1
2 )
ita31 (t
S
1 t2)
εt−a31 (t2t1t
−1
2 t
−1
1 )
i
￿ ≥ 5.
Let i = 0. Then g(t) =
￿
ta31 (t
S
1 t2)εt
−a3
1 , t
−Sε
2
￿
So g is an algebraic diffeomorphism if and
only if a3 = 0 or a3 = −S. We have
g(t) =

￿
(tS1 t2)ε , t
−Sε
2
￿
if a3 = 0,￿
(t2tS1 )ε , t
−Sε
2
￿
if a3 = −S.
Also,
λj(E3)(t) =

(t1t2t
−1
1 t
−1
2 )
jtS1 t2(t2t1t
−1
2 t
−1
1 )
j if a3 = 0,
(t1t2t
−1
1 t
−1
2 )
jt2t
S
1 (t2t1t
−1
2 t
−1
1 )
j if a3 = −S.
Thus the value of λj(E3)
￿
g(t)
￿
is equal to either
￿
(tS1 t2)
εt−Sε2 (t
S
1 t2)
−εtSε2
￿j(tS1 t2)Sεt−Sε2 ￿t−Sε2 (tS1 t2)εtSε2 (tS1 t2)−ε￿j
if a3 = 0, or
￿
(t2t
S
1 )
εt−Sε2 (t2t
S
1 )
−εtSε2
￿j
t−Sε2 (t2t
S
1 )
Sε
￿
t−Sε2 (t2t
S
1 )
εtSε2 (t2t
S
1 )
−ε￿j
if a3 = −S. These values, dependent on the triple (S, ε, a3), are gathered in table 6.3.
Recall that λ0(E1)(t) = t1. Since f(E1) = E3, by Proposition 6.10 we get
t±11 = λj(E3)
￿
g(t)
￿
.(6.18)
Since j ≥ 1, using the information from table 6.3,
L
￿
λj(E3)
￿
g(t)
￿￿ ≥ 5.
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Table 6.3: The values of λj(E3)
￿
g(t)
￿
dependent on the triple (S, ε, a3)
(S, ε, a3) λj(E3)
￿
g(t)
￿
(1, 1,−1) (t2t1t−12 t−11 )jt1(t1t2t−11 t−12 )j
(1, 1, 0) (t1t
−1
2 t
−1
1 t2)
jt1(t
−1
2 t1t2t
−1
1 )
j
(1,−1,−1) (t−11 t2t1t−12 )jt2t−11 t−12 (t2t−11 t−12 t1)j
(1,−1, 0) (t−12 t−11 t2t1)jt−12 t−11 t2(t−11 t−12 t1t2)j
(−1, 1, 1) t2(t−11 t2t1t−12 )jt1(t2t−11 t−12 t1)jt−12
(−1, 1, 0) (t−11 t2t1t−12 )jt−12 t1t2(t2t−11 t−12 t1)j
(−1,−1, 1) (t1t−12 t−11 t2)jt−11 (t−12 t1t2t−11 )j
(−1,−1, 0) t−12 (t1t−12 t−11 t2)jt2t−11 t−12 (t−12 t1t2t−11 )jt2
This inequality contradicts equation (6.18) and hence the statement of Proposition 6.10.
Consider the case l = 2. By equation (6.16d),
M
￿
g(t)
￿
= ε
1 −S
0 −1
 .
If 1 ≤ |S| ≤ R− 1, ￿λi(ER+1)(t)￿ab = ￿ S¯(|S|−1)1 ￿, and ￿λj(E3)(t)￿ab = [ 10 ]. Thus
M
￿
g(t)
￿￿
λj(E3)(t)
￿
ab
= ε
1 −S
0 −1

1
0
 = ε
1
0
 .
Since f(ER+1) = E3, by Proposition 6.10 we get
±
S¯(|S|− 1)
1
 = ε
1
0
 ,
a false statement that contradicts the statement of the proposition.
If i ≥ 1, then
L
￿
(t1t2t
−1
1 t
−1
2 )
it
aR+2
1 (t
S
1 t2)
−εt−aR+21 (t2t1t
−1
2 t
−1
1 )
i
￿ ≥ 5,
so g is an algebraic diffeomorphism if and only if i = 0 (see equation (6.16d)). Let i = 0.
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Recall that λ0(E2) = t2, and λj(ER+2) = v3 (see equation (6.7c)). Since f(E2) = ER+2, by
Proposition 6.10 we get
t±12 = λj(ER+2)
￿
g(t)
￿
.(6.19)
If |S| = R, then the value of λj(ER+2)
￿
g(t)
￿
is equal to either
t
aR+2
1 (t1t
−1
2 t
−1
1 t2)
jt
aR+2+R
1 t
−1
2 t
−aR+2−R
1 (t
−1
2 t1t2t
−1
1 )
jt
−aR+2
1
if S = R and ε = 1, or
t
aR+2+R
1 (t
−1
1 t2t1t
−1
2 )
jt
−aR+2−R
1 t2t
aR+2+R
1 (t2t
−1
1 t
−1
2 t1)
jt
−aR+2−R
1
if S = R and ε = −1, or
t
aR+2
1 (t1t
−1
2 t
−1
1 t2)
jt
aR+2−R
1 t
−1
2 t
−aR+2+R
1 (t
−1
2 t1t2t
−1
1 )
jt
−aR+2
1
if S = −R and ε = 1, or
t
aR+2−R
1 (t
−1
1 t2t1t
−1
2 )
jt
−aR+2+R
1 t2t
aR+2−R
1 (t2t
−1
1 t
−1
2 t1)
jt
−aR+2+R
1
if S = −R and ε = −1. In all four cases above,
L
￿
λj(ER+2)
￿
g(t)
￿￿ ≥ 5
since R ≥ 1 and j ≥ 1. The inequality above contradicts equation (6.19) and hence the
statement of Proposition 6.10. If S = 0, then
λj(ER+2)
￿
g(t)
￿
= taR+21 (t
ε
1t
−ε
2 t
−ε
1 t
ε
2)
jt
εaR+2
1 t
−ε
2 t
−εaR+2
1 (t
−ε
2 t
ε
1t
ε
2t
−ε
1 )
jt
−aR+2
1 .
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Since j ≥ 1,
L
￿
λj(ER+2)
￿
g(t)
￿￿ ≥ 5.
This inequality also contradicts equation (6.19) and hence the statement of Proposition
6.10. The proof of the case l = 2 is now completed.
Consider the case 3 ≤ l ≤ R− |S|+ 1 and l odd. By equation (6.16e),
M
￿
g(t)
￿
= ε
0 1
1 0
 .
Let 1 ≤ |S| ≤ R− 1. Then ￿λi(ER+2)(t)￿ab = ￿ S1 ￿, and ￿λj(El)(t)￿ab = [ 10 ]. Thus
M
￿
g(t)
￿￿
λj(El)(t)
￿
ab
= ε
0 1
1 0

1
0
 = ε
0
1
 .
Since f(ER+2) = El, by Proposition 6.10 we get
±
S
1
 = ε
0
1
 ,
a false statement (since S ￿= 0) that contradicts the statement of the proposition. Let S = 0.
First consider l = 3. Then by equation (6.16e), g(t) = (tε2, tε1). Hence
L
￿
λj(ER+2)
￿
g(t)
￿￿
= L
￿
λj(ER+2)(t)
￿
.
Since λj(ER+2)(t) = v4 (see equation (6.7d)), and j ≥ 1,
L
￿
λj(ER+2)
￿
g(t)
￿￿ ≥ 7.(6.20)
Recall that
λi(E3)(t) =

ta31 t1t2t
−a3
1 if R = 2 and P = 1,
ta32 t1t
−a3
2 otherwise.
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Therefore
L
￿
λi(E3)(t)
￿ ≤ 3.(6.21)
Since f(E3) = ER+2, by Proposition 6.10 we get
￿
λi(E3)(t)
￿±1 = λj(ER+2)￿g(t)￿.
By inequalities (6.20) and (6.21), the equation above is a false statement that contradicts
the statement of Proposition 6.10.
With S still equal to 0, let 5 ≤ l ≤ R − 1 and l odd, or l = R + 1 and P = 0. Then
λi(El)(t) = tal2 t1t
−al
2 , and λj(ER+2)(t) = v4 (see equation (6.7d)). Since f(El) = ER+2, by
Proposition 6.10 we get
tal2 t
±1
1 t
−al
2 = λj(ER+2)
￿
g(t)
￿
.(6.22)
By equation (6.16e), if g is an algebraic diffeomorphism, then g¯ : T 2 → T 2 defined by
g¯(t) = (t−al−22 t
al−1
1 t
ε
2t
−al−1
1 t
al−2
2 , t
ε
1)
is an algebraic diffeomorphism, which is true if and only if al−2 = 0 or al−1 = 0. Since
g(t) =

(tε2, t
al−2
2 t
ε
1t
−al−2
2 ) if al−1 = 0,
(tal−11 t
ε
2t
−al−1
1 , t
ε
1) if al−2 = 0,
we have
λj(ER+2)
￿
g(t)
￿
=

t
al−2
2 (t
ε
2t
ε
1t
−ε
2 t
−ε
1 )
jt
εaR+2
2 t
ε
1t
−εaR+2
2 (t
ε
1t
ε
2t
−ε
1 t
−ε
2 )
jt
−al−2
2 if al−1 = 0,
t
al−1
1 (t
ε
2t
ε
1t
−ε
2 t
−ε
1 )
jt
εaR+2
2 t
ε
1t
−εaR+2
2 (t
ε
1t
ε
2t
−ε
1 t
−ε
2 )
jt
−al−1
1 if al−2 = 0.
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Thus
L
￿
λj(ER+2)
￿
g(t)
￿￿ ≥ 5
since j ≥ 1. The inequality above contradicts equation (6.22) and hence the statement of
Proposition 6.10.
With S = 0, let P = 1, l = R + 1, and R ≥ 4. Then ￿λi(ER+2)(t)￿ab = [ 01 ], and￿
λj(ER+1)(t)
￿
ab
= [ 11 ]. Thus
M
￿
g(t)
￿￿
λj(ER+1)(t)
￿
ab
= ε
0 1
1 0

1
1
 = ε
1
1
 .
Since f(ER+2) = ER+1, by Proposition 6.10 we get
±
0
1
 = ε
1
1
 ,
a false statement that contradicts the statement of the proposition. The proof of the case
3 ≤ l ≤ R− |S|+ 1 and l odd is now completed.
Consider the case l = R− |S|+ 3 and S ￿= 0. By equation (6.16e),
M
￿
g(t)
￿
= ε
0 1
1 0
 .
Also,
￿
λi(ER+2)(t)
￿
ab
=
￿
S
1
￿
, and
￿
λj(ER−|S|+3)(t)
￿
ab
=
￿
S¯
1
￿
. Thus
M
￿
g(t)
￿￿
λj(ER−|S|+3)(t)
￿
ab
= ε
0 1
1 0

S¯
1
 = ε
1
S¯
 .
Since f(ER+2) = ER−|S|+3, by Proposition 6.10 we get
±
S
1
 = ε
1
S¯
 ,
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which is a true statement if and only if |S| = 1. First, let R = |S| = 1 and l = 3. Then
f(E3) = E3. Hence by Proposition 6.10,
￿
λi(E3)(t)
￿±1 = λj(E3)￿g(t)￿(6.23)
Since i < j, by definition of zj ,
L
￿
λi(E3)(t)
￿
< L
￿
λj(E3)(t)
￿
.
By equation (6.16e), g(t) = (tε2, tε1). Hence
L
￿
λj(E3)
￿
g(t)
￿￿
= L
￿
λj(E3)(t)
￿
.
Therefore ￿
λi(E3)(t)
￿±1 ￿= λj(E3)￿g(t)￿,
contradicting equation (6.23) and hence the statement of Proposition 6.10.
Now let R ≥ 2, |S| = 1 and l = R + 2. Then λi(ER+2)(t) = v1 (see equation (6.7a)),
and λj(ER+2)(t) = v3 (see equation (6.7c)). Since f(ER+2) = ER+2, by Proposition 6.10
we get
v±11 = λj(ER+2)
￿
g(t)
￿
.(6.24)
The values of the length of v1 when |S| = 1, dependent on the values of S, i, and aR+2, are
gathered in table 6.4. By equation (6.16e), g is an algebraic diffeomorphism if and only if
aR = 0 or aR+1 = 0. We have
g(t) =

(taR+11 t
ε
2t
−aR+1
1 , t
ε
1) if aR = 0,
(tε2, t
aR
2 t
ε
1t
−aR
2 ) if aR+1 = 0.
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Table 6.4: The length of v1 dependent on the triple (S, i, aR+2) if |S| = 1
S = 1 S = −1
aR+2 L(v1) if i = 0 L(v1) if i > 0 aR+2 L(v1) if i = 0 L(v1) if i > 0
≤ −2 3 8i+ 3 ≤ −1 3 8i+ 3
−1 2 8i− 3 0 2 8i+ 1
0 2 8i+ 1 1 2 8i− 1
≥ 1 3 8i+ 3 ≥ 2 3 8i+ 3
Let
u1 = t
aR+1
1 (t
ε
2t
ε
1t
−ε
2 t
−ε
1 )
jt
ε(aR+2+S)
2 t
ε
1t
−εaR+2
2 (t
ε
1t
ε
2t
−ε
1 t
−ε
2 )
jt
−aR+1
1 ,
and
u2 = t
aR
2 (t
ε
2t
ε
1t
−ε
2 t
−ε
1 )
jt
ε(aR+2+S)
2 t
ε
1t
−εaR+2
2 (t
ε
1t
ε
2t
−ε
1 t
−ε
2 )
jt−aR2 .
Then
λj(ER+2)
￿
g(t)
￿
=

u1 if aR = 0,
u2 if aR+1 = 0.
The values of the length of u1, dependent on the values of S, aR+1, and aR+2, are gathered
in table 6.5. The values of the length of u2, dependent on the values of S, aR+2, and aR,
are gathered in table 6.6. Since 0 ≤ i < j, for all values of i, j, S, aR, aR+1, aR+2, we have
L(v±11 ) < L(ud) (d = 1, 2). Hence L(v
±1
1 ) < L
￿
λj(ER+2)
￿
g(t)
￿￿
, contradicting equation
(6.24) and hence the statement of Proposition 6.10. The proof of the case l = R − |S| + 3
and S ￿= 0 is now completed.
Consider the case l = R− |S|+ 4 and |S| ≥ 2. By equation (6.16f),
M
￿
g(t)
￿
= ε
S¯ 0
1 −S¯
 .
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Table 6.5: The length of u1 dependent on the triple (S, aR+2, aR+1)
S aR+2 aR+1 L(u1)
1 −1 0 8j − 3
1 −1 ￿= 0 8j − 1
1 0 0 8j + 1
1 0 ￿= 0 8j + 3
1 ≤ −2 or ≥ 1 0 8j + 3
1 ≤ −2 or ≥ 1 ￿= 0 8j + 5
−1 0 0 8j + 1
−1 0 ￿= 0 8j + 3
−1 1 0 8j − 1
−1 1 ￿= 0 8j + 1
−1 ≤ −1 or ≥ 2 0 8j + 3
−1 ≤ −1 or ≥ 2 ￿= 0 8j + 5
Table 6.6: The length of u2 dependent on the triple (S, aR+2, aR)
S aR+2 aR L(u2)
1 −1 −ε 8j − 5
1 −1 ￿= −ε 8j − 3
1 0 −ε 8j − 1
1 0 ￿= −ε 8j + 1
1 ≤ −2 or ≥ 1 −ε 8j + 1
1 ≤ −2 or ≥ 1 ￿= −ε 8j + 3
−1 0 −ε 8j − 1
−1 0 ￿= −ε 8j + 1
−1 1 −ε 8j − 3
−1 1 ￿= −ε 8j − 1
−1 ≤ −1 or ≥ 2 −ε 8j + 1
−1 ≤ −1 or ≥ 2 ￿= −ε 8j + 3
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Also,
￿
λi(ER+2)(t)
￿
ab
=
￿
S
1
￿
, and
￿
λj(ER−|S|+4)(t)
￿
ab
=
￿
2S¯
1
￿
. Thus
M
￿
g(t)
￿￿
λj(ER−|S|+4)(t)
￿
ab
= ε
S¯ 0
1 −S¯

2S¯
1
 = ε
2
S¯
 .
Since f(ER+2) = ER−|S|+4, by Proposition 6.10 we get
±
S
1
 = ε
2
S¯
 ,
which is a true statement if and only if |S| = 2. Let |S| = 2 and l = R + 2. Then
λi(ER+2)(t) = v1 (see equation (6.7a)), and λj(ER+2)(t) = v3 (see equation (6.7c)). Since
f(ER+2) = ER+2, by Proposition 6.10 we get
v±11 = λj(ER+2)
￿
g(t)
￿
.(6.25)
The values of the length of v1 when |S| = 2, dependent on the values of S, i, and aR+2, are
gathered in table 6.7. Define
u3 = (t1t
−1
2 t
−1
1 t2)
j(t1t2)
aR+2+2t−12 (t1t2)
−aR+2(t−12 t1t2t
−1
1 )
j ,
u4 = (t
−1
2 t
−1
1 t2t1)
j(t−12 t
−1
1 )
aR+2+2t2(t
−1
2 t
−1
1 )
−aR+2(t−11 t
−1
2 t1t2)
j ,
u5 = (t
−1
1 t2t1t
−1
2 )
j(t−11 t2)
aR+2−2t2(t
−1
1 t2)
−aR+2(t2t
−1
1 t
−1
2 t1)
j ,
Table 6.7: The length of v1 dependent on the triple (S, i, aR+2) if |S| = 2
S = −2 S = 2
aR+2 L(v1) if i = 0 L(v1) if i > 0 aR+2 L(v1) if i = 0 L(v1) if i > 0
≤ −1 3 8i+ 3 ≤ −3 3 8i+ 3
0 2 8i+ 1 −2 2 8i− 1
1 3 8i+ 3 −1 3 8i+ 3
2 2 8i− 1 0 2 8i+ 1
≥ 3 3 8i+ 3 ≥ 1 3 8i+ 3
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and
u6 = t
−1
2 (t1t
−1
2 t
−1
1 t2)
jt2(t
−1
2 t1)
aR+2−2t−12 (t
−1
2 t1)
−aR+2t−12 (t
−1
2 t1t2t
−1
1 )
jt2.
We will analyze lengths of the words defined above. These calculations will then be used
to complete the proof of this case. Note that the value of u3 is equal to either
(t1t
−1
2 t
−1
1 t2)
j−1t1t
−1
2 t
−2
1 (t
−1
2 t
−1
1 )
−aR+2−3t−12 (t1t2)
−aR+2−1t21t2t
−1
1 (t
−1
2 t1t2t
−1
1 )
j−1
if aR+2 ≤ −3, or
(t1t
−1
2 t
−1
1 t2)
j−1t21t2t
−1
1 (t
−1
2 t1t2t
−1
1 )
j−1
if aR+2 = −2, or
(t1t
−1
2 t
−1
1 t2)
jt31t2t
−1
1 (t
−1
2 t1t2t
−1
1 )
j−1
if aR+2 = −1, or
(t1t
−1
2 t
−1
1 t2)
jt1t2t1(t
−1
2 t1t2t
−1
1 )
j
if aR+2 = 0, or
(t1t
−1
2 t
−1
1 t2)
j(t1t2)
aR+2+1t1(t
−1
2 t
−1
1 )
aR+2−1(t−12 t1t2t
−1
1 )
j
if aR+2 ≥ 1. The value of u4 is equal to either
(t−12 t
−1
1 t2t1)
j−1t−12 t
−1
1 t2t
2
1t2(t1t2)
−aR+2−3t−11
(t−12 t
−1
1 )
−aR+2−2t−12 t
−2
1 t
−1
2 t1t2(t
−1
1 t
−1
2 t1t2)
j−1
if aR+2 ≤ −3, or
(t−12 t
−1
1 t2t1)
j−1t−12 t
−3
1 t
−1
2 t1t2(t
−1
1 t
−1
2 t1t2)
j−1
if aR+2 = −2, or
(t−12 t
−1
1 t2t1)
jt−12 t
−3
1 t
−1
2 t1t2(t
−1
1 t
−1
2 t1t2)
j−1
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if aR+2 = −1, or
(t−12 t
−1
1 t2t1)
jt−12 t
−1
1 t
−1
2 t
−1
1 t2(t
−1
1 t
−1
2 t1t2)
j
if aR+2 = 0, or
(t−12 t
−1
1 t2t1)
j(t−12 t
−1
1 )
aR+2+2t2(t1t2)
aR+2(t−11 t
−1
2 t1t2)
j
if aR+2 ≥ 1. The value of u5 is equal to either
(t−11 t2t1t
−1
2 )
j−1t−11 t2t1t
−2
2 t1(t
−1
2 t1)
−aR+2+1t2
(t−11 t2)
−aR+2−1t−11 t
2
2t
−1
1 t
−1
2 t1(t2t
−1
1 t
−1
2 t1)
j−1
if aR+2 ≤ −1, or
(t−11 t2t1t
−1
2 )
j−1t−11 t2t1t
−2
2 t1t
−1
2 t1t
2
2t
−1
1 t
−1
2 t1(t2t
−1
1 t
−1
2 t1)
j−1
if aR+2 = 0, or
(t−11 t2t1t
−1
2 )
j−1t−11 t2t1t
−2
2 t
2
1(t2t
−1
1 t
−1
2 t1)
j
if aR+2 = 1, or
(t−11 t2t1t
−1
2 )
jt1t
−1
2 t1(t2t
−1
1 t
−1
2 t1)
j
if aR+2 = 2, or
(t−11 t2t1t
−1
2 )
j(t−11 t2)
aR+2−2t1(t
−1
2 t1)
aR+2−1(t2t
−1
1 t
−1
2 t1)
j
if aR+2 ≥ 3. Finally, the value of u6 is equal to either
t−12 (t1t
−1
2 t
−1
1 t2)
j−1t1t
−1
2 t
−1
1 t
2
2(t
−1
1 t2)
−aR+2+1t−11
(t−12 t1)
−aR+2t−22 t1t2t
−1
1 (t
−1
2 t1t2t
−1
1 )
j−1t2
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if aR+2 ≤ −1, or
t−12 (t1t
−1
2 t
−1
1 t2)
j−1t1t
−1
2 t
−1
1 t
2
2t
−1
1 t2t
−1
1 t
−2
2 t1t2t
−1
1 (t
−1
2 t1t2t
−1
1 )
j−1t2
if aR+2 = 0, or
t−12 (t1t
−1
2 t
−1
1 t2)
j−1t1t
−1
2 t
−3
1 (t
−1
2 t1t2t
−1
1 )
jt2
if aR+2 = 1, or
t−12 (t1t
−1
2 t
−1
1 t2)
jt−11 t2t
−1
1 (t
−1
2 t1t2t
−1
1 )
jt2
if aR+2 = 2, or
t−12 (t1t
−1
2 t
−1
1 t2)
jt1(t
−1
2 t1)
aR+2−3t−12 (t
−1
1 t2)
aR+2−1t−11 (t
−1
2 t1t2t
−1
1 )
jt2
if aR+2 ≥ 3. The values of the length of ud (d = 3, 4, 5, 6), dependent on the value of aR+2,
are gathered in tables 6.8 and 6.9. By equation (6.16f), g is an algebraic diffeomorphism
if and only if g¯ : T 2 → T 2 defined by
g¯(t) =
￿
t
aR+1−aR
1 (t
S¯
1 t2)
εt
aR−aR+1
1 , t
−S¯ε
2
￿
is an algebraic diffeomorphism, which is true if and only if aR+1 = aR or aR+1 = aR − S¯.
First, consider the case aR+1 = aR. Then g(t) =
￿
taR1 (t
S¯
1 t2)εt
−aR
1 , t
aR
1 t
−S¯ε
2 t
−aR
1
￿
, and the
Table 6.8: The lengths of u3 and u4 dependent on aR+2
aR+2 L(u3) L(u4)
≤ −3 8j − 4aR+2 − 9 8j − 4aR+2 − 7
−2 8j − 5 8j − 3
−1 8j − 1 8j + 1
0 8j + 3 8j + 5
≥ 1 8j + 4aR+2 + 3 8j + 4aR+2 + 5
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Table 6.9: The lengths of u5 and u6 dependent on aR+2
aR+2 L(u5) L(u6)
≤ −1 8j − 4aR+2 + 3 8j − 4aR+2 + 5
0 8j + 3 8j + 5
1 8j + 1 8j + 1
2 8j + 3 8j + 5
≥ 3 8j + 4aR+2 − 5 8j + 4aR+2 − 3
value of λj(ER+2)
￿
g(t)
￿
is equal to
taR1
￿
(tS¯1 t2)
εt−S¯ε2 (t
S¯
1 t2)
−εtS¯ε2
￿j(tS¯1 t2)ε(aR+2+S)t−S¯ε2
(tS¯1 t2)
−εaR+2￿t−S¯ε2 (tS¯1 t2)εtS¯ε2 (tS¯1 t2)−ε￿jt−aR1 .
Then
λj(ER+2)
￿
g(t)
￿
=

taR1 u3t
−aR
1 if S = 2 and ε = 1,
taR1 u4t
−aR
1 if S = 2 and ε = −1,
taR1 u5t
−aR
1 if S = −2 and ε = 1,
taR1 u6t
−aR
1 if S = −2 and ε = −1.
Define ud = taR1 ud−4t
−aR
1 for d = 7, 8, 9, 10. The values of the length of ud, dependent on
the values of aR and aR+2, calculated using the values from tables 6.8 and 6.9, are gathered
in tables 6.10 and 6.11. Since 0 ≤ i < j, using the information gathered in tables 6.7, 6.10,
Table 6.10: The lengths of u7 and u8 dependent on the pair (aR+2, aR)
aR+2 L(u7) if aR ￿= −1 L(u7) if aR = −1 L(u8) if aR = 0 L(u8) if aR ￿= 0
≤ −3 8j − 4aR+2 − 9 8j − 4aR+2 − 11 8j − 4aR+2 − 7 8j − 4aR+2 − 5
−2 8j − 5 8j − 7 8j − 3 8j − 1
−1 8j − 1 8j − 3 8j + 1 8j + 3
0 8j + 3 8j + 1 8j + 5 8j + 7
≥ 1 8j + 4aR+2 + 3 8j + 4aR+2 + 1 8j + 4aR+2 + 5 8j + 4aR+2 + 7
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Table 6.11: The lengths of u9 and u10 dependent on the pair (aR+2, aR)
aR+2 L(u9) if aR ￿= 1 L(u9) if aR = 1 L(u10) if aR = 0 L(u10) if aR ￿= 0
≤ −1 8j − 4aR+2 + 3 8j − 4aR+2 + 1 8j − 4aR+2 + 5 8j − 4aR+2 + 7
0 8j + 3 8j + 1 8j + 5 8j + 7
1 8j + 1 8j − 1 8j + 1 8j + 3
2 8j + 3 8j + 1 8j + 5 8j + 7
≥ 3 8j + 4aR+2 − 5 8j + 4aR+2 − 7 8j + 4aR+2 − 3 8j + 4aR+2 − 1
6.11, for all values of i, j, aR, aR+2, we have L(v±11 ) < L(ud) (d = 7, 8, 9, 10) and hence
L(v±11 ) < L
￿
λj(ER+2)
￿
g(t)
￿￿
.
This inequality contradicts equation (6.25) and hence the statement of Proposition 6.10.
Now consider the case aR+1 = aR − S¯. Then g(t) =
￿
taR−S¯1 (tS¯1 t2)εt
S¯−aR
1 , t
aR
1 t
−S¯ε
2 t
−aR
1
￿
,
and the value of λj(ER+2)
￿
g(t)
￿
is equal to
taR1
￿
t−S¯1 (t
S¯
1 t2)
εtS¯1 t
−S¯ε
2 t
−S¯
1 (t
S¯
1 t2)
−εtS¯1 t
S¯ε
2
￿j
t−S¯1 (t
S¯
1 t2)
ε(aR+2+S)tS¯1 t
−S¯ε
2
t−S¯1 (t
S¯
1 t2)
−εaR+2tS¯1
￿
t−S¯ε2 t
−S¯
1 (t
S¯
1 t2)
εtS¯1 t
S¯ε
2 t
−S¯
1 (t
S¯
1 t2)
−εtS¯1
￿j
t−aR1 .
We have
λj(ER+2)
￿
g(t)
￿
=

taR1 u4(t
−1
1 , t
−1
2 )t
−aR
1 if S = 2 and ε = 1,
taR1 u3(t
−1
1 , t
−1
2 )t
−aR
1 if S = 2 and ε = −1,
taR1 u6(t
−1
1 , t
−1
2 )t
−aR
1 if S = −2 and ε = 1,
taR1 u5(t
−1
1 , t
−1
2 )t
−aR
1 if S = −2 and ε = −1.
Define u11 = taR1 u4(t
−1
1 , t
−1
2 )t
−aR
1 , u12 = t
aR
1 u3(t
−1
1 , t
−1
2 )t
−aR
1 , u13 = t
aR
1 u6(t
−1
1 , t
−1
2 )t
−aR
1 ,
and u14 = taR1 u5(t
−1
1 , t
−1
2 )t
−aR
1 . Note that L
￿
ud(t
−1
1 , t
−1
2 )
￿
= L(ud) for d = 3, 4, 5, 6. The
values of the length of ud (d = 11, 12, 13, 14), dependent on the values of aR and aR+2,
calculated using the values from tables 6.8 and 6.9, are gathered in tables 6.12 and 6.13.
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Table 6.12: The lengths of u11 and u12 dependent on the pair (aR+2, aR)
aR+2 L(u11) if aR = 0 L(u11) if aR ￿= 0 L(u12) if aR ￿= 1 L(u12) if aR = 1
≤ −3 8j − 4aR+2 − 7 8j − 4aR+2 − 5 8j − 4aR+2 − 9 8j − 4aR+2 − 11
−2 8j − 3 8j − 1 8j − 5 8j − 7
−1 8j + 1 8j + 3 8j − 1 8j − 3
0 8j + 5 8j + 7 8j + 3 8j + 1
≥ 1 8j + 4aR+2 + 5 8j + 4aR+2 + 7 8j + 4aR+2 + 3 8j + 4aR+2 + 1
Table 6.13: The lengths of u13 and u14 dependent on the pair (aR+2, aR)
aR+2 L(u13) if aR = 0 L(u13) if aR ￿= 0 L(u14) if aR ￿= 1 L(u14) if aR = 1
≤ −1 8j − 4aR+2 + 5 8j − 4aR+2 + 7 8j − 4aR+2 + 3 8j − 4aR+2 + 1
0 8j + 5 8j + 7 8j + 3 8j + 1
1 8j + 1 8j + 3 8j + 1 8j − 1
2 8j + 5 8j + 7 8j + 3 8j + 1
≥ 3 8j + 4aR+2 − 3 8j + 4aR+2 − 1 8j + 4aR+2 − 5 8j + 4aR+2 − 7
Since 0 ≤ i < j, using the information gathered in tables 6.7, 6.12, 6.13, for all values of
i, j, aR, aR+2, we have L(v±11 ) < L(ud) (d = 11, 12, 13, 14) and hence
L(v±11 ) < L
￿
λj(ER+2)
￿
g(t)
￿￿
.
This inequality contradicts equation (6.25) and hence the statement of Proposition 6.10.
The proof of the case l = R− |S|+ 4 and |S| ≥ 2 is now completed.
Consider the case 4 ≤ l ≤ R − |S| and l even, or l = R − |S|+ 2 and P ￿= |S|+ 1. By
equation (6.16g),
M
￿
g(t)
￿
= ε
1 0
0 −1
 .
If S ￿= 0, then ￿λi(ER+2)(t)￿ab = ￿ S1 ￿, and ￿λj(El)(t)￿ab = [ 01 ]. Thus
M
￿
g(t)
￿￿
λj(El)(t)
￿
ab
= ε
1 0
0 −1

0
1
 = ε
 0
−1
 .
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Since f(ER+2) = El, by Proposition 6.10 we get
±
S
1
 = ε
 0
−1
 ,
a false statement (since S ￿= 0) that contradicts the statement of the proposition. By
equation (6.16g), g is an algebraic diffeomorphism if and only if al−2 = 0 or al−1 = 0. Let
S = 0. If 4 ≤ l ≤ R and l even, then λi(El)(t) = tal1 t2t−al1 , and λj(ER+2)(t) = v4 (see
equation (6.7d)). Since f(El) = ER+2, by Proposition 6.10 we get
tal1 t
±1
2 t
−al
1 = λj(ER+2)
￿
g(t)
￿
.(6.26)
We have
λj(ER+2)
￿
g(t)
￿
=

t
al−1
2 (t
ε
1t
−ε
2 t
−ε
1 t
ε
2)jt
εaR+2
1 t
−ε
2 t
−εaR+2
1 (t
−ε
2 t
ε
1t
ε
2t
−ε
1 )
jt
−al−1
2 if al−2 = 0,
t
al−2
1 (t
ε
1t
−ε
2 t
−ε
1 t
ε
2)jt
εaR+2
1 t
−ε
2 t
−εaR+2
1 (t
−ε
2 t
ε
1t
ε
2t
−ε
1 )
jt
−al−2
1 if al−1 = 0.
Since j ≥ 1,
L
￿
t
al−1
2 (t
ε
1t
−ε
2 t
−ε
1 t
ε
2)
jt
εaR+2
1 t
−ε
2 t
−εaR+2
1 (t
−ε
2 t
ε
1t
ε
2t
−ε
1 )
jt
−al−1
2
￿ ≥ 7,
and
L
￿
t
al−2
1 (t
ε
1t
−ε
2 t
−ε
1 t
ε
2)
jt
εaR+2
1 t
−ε
2 t
−εaR+2
1 (t
−ε
2 t
ε
1t
ε
2t
−ε
1 )
jt
−al−2
1
￿ ≥ 5.
The inequalities above contradict equation (6.26) and hence the statement of Proposition
6.10.
Let S = P = 0 and l = R + 2. Then λi(ER+2)(t) = v2 (see equation (6.7b)), and
λj(ER+2)(t) = v4 (see equation (6.7d)), Since f(ER+2) = ER+2, by Proposition 6.10 we get
v±12 = λj(ER+2)
￿
g(t)
￿
.(6.27)
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Define
u15 = (t
ε
1t
−ε
2 t
−ε
1 t
ε
2)
jt
εaR+2
1 t
−ε
2 t
−εaR+2
1 (t
−ε
2 t
ε
1t
ε
2t
−ε
1 )
j .
Then
λj(ER+2)
￿
g(t)
￿
=

t
aR+1
2 u15t
−aR+1
2 if aR = 0,
taR1 u15t
−aR
1 if aR+1 = 0.
Let u16 = t
aR+1
2 u15t
−aR+1
2 , and u17 = t
aR
1 u15t
−aR
1 . The values of the length of v2 dependent
on the values of i and aR+2 are gathered in table 6.14. The values of lengths of u16 and u17
are gathered in table 6.15. Since 0 ≤ i < j, using the information gathered in tables 6.14,
6.15, for all values of i, j, aR, aR+1, aR+2, we have L(v±12 ) < L(ud) (d = 16, 17) and hence
L(v±12 ) < L
￿
λj(ER+2)
￿
g(t)
￿￿
.
This inequality contradicts equation (6.27) and hence the statement of Proposition 6.10.
The proof of the case 4 ≤ l ≤ R− |S| and l even, or l = R− |S|+2 and P ￿= |S|+1 is now
completed.
Consider the case l = R + 2 and P = |S| + 1 (i.e., S = 0 and P = 1). By equation
(6.16h),
M
￿
g(t)
￿
= ε
1 0
1 −1
 .
Table 6.14: The length of v2 dependent on the pair (i, aR+2)
aR+2 L(v2) if i = 0 L(v2) if i > 0
0 1 8i− 1
￿= 0 3 8i+ 3
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Table 6.15: The lengths of u16 and u17
aR+2 L(u16) if aR+1 = 0 L(u16) if aR+1 ￿= 0 L(u17) if aR = −ε L(u17) if aR ￿= −ε
0 8j − 1 8j + 1 8j − 3 8j − 1
￿= 0 8j + 3 8j + 5 8j + 1 8j + 3
If R ≥ 4, then ￿λi(E3)(t)￿ab = [ 10 ], and ￿λj(ER−1)(t)￿ab = [ 10 ]. Thus
M
￿
g(t)
￿￿
λj(ER−1)(t)
￿
ab
= ε
1 0
1 −1

1
0
 = ε
1
1
 .
Since f(E3) = ER−1, by Proposition 6.10 we get
±
1
0
 = ε
1
1
 ,
a false statement that contradicts the statement of the proposition.
Let R = 2 and l = 4. Then g(t) = (ta31 (t1t2)
εt−a31 , t
−ε
2 ). So g is an algebraic diffeomor-
phism if and only if a3 = −1 or a3 = 0. Also, λi(E4)(t) = v2 (see equation (6.7b)), and
λj(E4)(t) = v4 (see equation (6.7d)). Since f(E4) = E4, by Proposition 6.10 we get
v±12 = λj(E4)
￿
g(t)
￿
.(6.28)
The value of λj(E4)
￿
g(t)
￿
is equal to
￿
ta31 (t1t2)
εt−a31 t
−ε
2 t
a3
1 (t1t2)
−εt−a31 t
ε
2
￿j
ta31 (t1t2)
εa4t−a31 t
−ε
2
ta31 (t1t2)
−εa4t−a31
￿
t−ε2 t
a3
1 (t1t2)
εt−a31 t
ε
2t
a3
1 (t1t2)
−εt−a31
￿j
.
Define
u18 = (t2t1t
−1
2 t
−1
1 )
jt2(t1t2)
a4−1t1(t1t2)
−a4t−12 (t1t2t
−1
1 t
−1
2 )
j ,
u19 = (t
−1
1 t2t1t
−1
2 )
jt−11 (t1t2)
1−a4t2(t1t2)
a4−1t1(t2t
−1
1 t
−1
2 t1)
j ,
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u20 = (t1t
−1
2 t
−1
1 t2)
j(t1t2)
a4t−12 (t1t2)
−a4(t−12 t1t2t
−1
1 )
j ,
and
u21 = (t
−1
2 t
−1
1 t2t1)
j(t1t2)
−a4t2(t1t2)
a4(t−11 t
−1
2 t1t2)
j .
Then
λj(ER+2)
￿
g(t)
￿
=

u18 if a3 = −1 and ε = 1,
u19 if a3 = −1 and ε = −1,
u20 if a3 = 0 and ε = 1,
u21 if a3 = 0 and ε = −1.
We will analyze lengths of the words ud (d = 18, 19, 20, 21) depending on the value of a4.
the value of u18 is equal to either
(t2t1t
−1
2 t
−1
1 )
j−1t2t1t
−1
2 t
−2
1 (t
−1
2 t
−1
1 )
−a4−1t−12 (t1t2)
−a4−1t21t2t
−1
1 t
−1
2 (t1t2t
−1
1 t
−1
2 )
j−1
if a4 ≤ −1, or
(t2t1t
−1
2 t
−1
1 )
jt−12 (t1t2t
−1
1 t
−1
2 )
j
if a4 = 0, or
(t2t1t
−1
2 t
−1
1 )
jt2(t1t2)
a4−1t1(t
−1
2 t
−1
1 )
a4t−12 (t1t2t
−1
1 t
−1
2 )
j
if a4 ≥ 1. The value of u19 is equal to either
(t−11 t2t1t
−1
2 )
j−1t−11 t2t
2
1t2(t1t2)
−a4−1t−11 (t
−1
2 t
−1
1 )
−a4−2t−12 t
−2
1 t
−1
2 t1(t2t
−1
1 t
−1
2 t1)
j−1
if a4 ≤ −2, or
(t−11 t2t1t
−1
2 )
j−1t−11 t2t
2
1t2t
−2
1 t
−1
2 t1(t2t
−1
1 t
−1
2 t1)
j−1
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if a4 = −1, or
(t−11 t2t1t
−1
2 )
j−1t−11 t2t1(t2t
−1
1 t
−1
2 t1)
j
if a4 = 0, or
(t−11 t2t1t
−1
2 )
jt−11 (t
−1
2 t
−1
1 )
a4−1t2(t1t2)
a4−1t1(t2t
−1
1 t
−1
2 t1)
j
if a4 ≥ 1. The value of u20 is equal to either
(t1t
−1
2 t
−1
1 t2)
j−1t1t
−1
2 t
−2
1 (t
−1
2 t
−1
1 )
−a4−1t−12 (t1t2)
−a4−1t21t2t
−1
1 (t
−1
2 t1t2t
−1
1 )
j−1
if a4 ≤ −1, or
(t1t
−1
2 t
−1
1 t2)
j−1t1t
−1
2 t
−1
1 (t
−1
2 t1t2t
−1
1 )
j
if a4 = 0, or
(t1t
−1
2 t
−1
1 t2)
j(t1t2)
a4−1t1(t
−1
2 t
−1
1 )
a4(t−12 t1t2t
−1
1 )
j
if aR+2 ≥ 1. Finally, the value of u21 is equal to either
(t−12 t
−1
1 t2t1)
j−1t−12 t
−1
1 t2t
2
1t2(t1t2)
−a4−1t−11 (t
−1
2 t
−1
1 )
−a4−2t−12 t
−2
1 t
−1
2 t1t2(t
−1
1 t
−1
2 t1t2)
j−1
if a4 ≤ −2, or
(t−12 t
−1
1 t2t1)
j−1t−12 t
−1
1 t2t
2
1t2t
−2
1 t
−1
2 t1t2(t
−1
1 t
−1
2 t1t2)
j−1
if a4 = −1, or
(t−12 t
−1
1 t2t1)
j(t−12 t
−1
1 )
a4t2(t1t2)
a4(t−11 t
−1
2 t1t2)
j
if a4 ≥ 0. The values of the length of ud (d = 18, 19, 20, 21), dependent on the value of a4,
are gathered in table 6.16. Since 0 ≤ i < j, using the information gathered in tables 6.14,
6.16, for all values of i, j, a3, a4, we have L(v±12 ) < L(ud) (d = 18, 19, 20, 21) and hence
L(v±12 ) < L
￿
λj(E4)
￿
g(t)
￿￿
.
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Table 6.16: The lengths of ud (d = 18, 19, 20, 21)
a4 L(u18) L(u19) L(u20) L(u21)
≤ −2 8j − 4a4 − 3 8j − 4a4 − 5 8j − 4a4 − 5 8j − 4a4 − 3
−1 or 0 8j + 1 8j − 1 8j − 1 8j + 1
≥ 1 8j + 4a4 + 1 8j + 4a4 − 1 8j + 4a4 − 1 8j + 4a4 + 1
This inequality contradicts equation (6.28) and hence the statement of Proposition 6.10.
The proof of the case l = R+ 2 and P = |S|+ 1 is now completed.
Consider the final case R− |S|+ 5 ≤ l ≤ R+ 2. By equation (6.16i),
M
￿
g(t)
￿
= ε
S¯(l −R+ |S|− 3) −l +R− |S|+ 4
1 −S¯
 .
Also,
￿
λi(El−3)(t)
￿
ab
=
￿
S¯(l−R+|S|−5)
1
￿
, and
￿
λj(E3)(t)
￿
ab
=

￿
S¯
1
￿
if |S| = R,
[ 10 ] if 3 ≤ |S| ≤ R− 1.
Thus the value of M
￿
g(t)
￿￿
λj(E3)(t)
￿
ab
is equal to either
ε
S¯(l − 3) −l + 4
1 −S¯

S¯
1
 = ε
1
0

if |S| = R, or
ε
S¯(l −R+ |S|− 3) −l +R− |S|+ 4
1 −S¯

1
0
 = ε
S¯(l −R+ |S|− 3)
1

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if 3 ≤ |S| ≤ R− 1. Since f(El−3) = E3, by Proposition 6.10, we get either
±
S¯(l − 5)
1
 = ε
1
0

if |S| = R, or
±
S¯(l −R+ |S|− 5)
1
 = ε
S¯(l −R+ |S|− 3)
1

if 3 ≤ |S| ≤ R−1. Both equations above are false statements that contradict the statement
of Proposition 6.10. This concludes the proof of the case where f is orientation-reversing.
We have contradicted existence of an algebraic isomorphism between Xi and Xj in all
possible cases. The proof of the theorem is therefore completed.
Note that the results of Theorem 6.8, Proposition 6.9, and Theorem 6.11 constitute
the proof of the main result of the paper (Theorem 3.14).
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APPENDIX A
A SUPPLEMENTARY CALCULATION FOR EXAMPLE 4.11
Recall that
σ−1(x1) = x1x
−1
2 x1x
−2
2 ,
σ−1(x2) = x22x
−1
1 x
2
2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1 ,
w = x−11 x
−1
2 x
−1
1 x2x
3
1x2x
3
1x2x
3
1x2x1.
Then
σ−1(w) = (x1x
−1
2 x1x
−2
2 )
−1(x22x
−1
1 x
2
2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1 )
−1(x1x
−1
2 x1x
−2
2 )
−1
x22x
−1
1 x
2
2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1￿
(x1x
−1
2 x1x
−2
2 )
3x22x
−1
1 x
2
2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1
￿3
x1x
−1
2 x1x
−2
2
= x22x
−1
1 x2x
−1
1 x1x
−1
2 x1x
−2
2 x1x
−1
2 x1x
−2
2 x1x
−2
2 x
2
2x
−1
1 x2x
−1
1
x22x
−1
1 x
2
2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1
(x1x
−1
2 x1x
−2
2 x1x
−1
2 x1x
−2
2 x1x
−1
2 x1x
−2
2 x
2
2x
−1
1 x
2
2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1 )
3
x1x
−1
2 x1x
−2
2
= x1x
−1
2 x1x
−1
2 x
−1
1 x
2
2x
−1
1 x
2
2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1
x1x
−1
2 x1x
−2
2 x1x
−1
2 x1x
−2
2 x1x2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1
x1x
−1
2 x1x
−2
2 x1x
−1
2 x1x
−2
2 x1x2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1
x1x
−1
2 x1x
−2
2 x1x
−1
2 x1x
−2
2 x1x2x
−1
1 x2x
−1
1 x
2
2x
−1
1 x2x
−1
1
x1x
−1
2 x1x
−2
2
= x1x
−1
2 x1x
−1
2 x
−1
1 x2x1x
−1
2 x1x2x
−1
1 x2x
−1
1
= (x1x
−1
2 x1x
−1
2 x
−1
1 x2)x1(x1x
−1
2 x1x
−1
2 x
−1
1 x2)
−1.
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APPENDIX B
A MODIFICATION OF SCOTT’S DISCUSSION OF THE FIRST PONTRJAGIN
CLASS
We refer the reader to Scott’s discussion presented in §4 of [7]. Our modification starts
with replacing Scott’s assumption about the word wi+1 (see p. 390 in [7]). We let
wi+1 = wai wi−1w
b
i .
The concept of Scott’s discussion remains the same, so we just outline the changes required
by the modification mentioned above. We let vi+1 be of the form wci+1wiw
d
i+1. Then with
respect to the chosen trivializations, ∂1 is diffeomorphic to the manifold
T ×D4 ∪f D4 × T,(B.1)
where f is the diffeomorphism of T 2 with rule of assignment
(t1, t2) ￿→ (ta2t1tb2, t2).
Similarly, ∂2 is diffeomorphic to
T ×D4 ∪g D4 × T,
where g is the diffeomorphism of T 2 with rule of assignment
(t1, t2) ￿→ (tc2t1td2, t2).
Since the map φ : D4 × T → D4 × T with rule of assignment (x, y) ￿→ (y−axy−b, y) is a
diffeomorphism, we can replace f in (B.1) with φ◦f without changing the diffeotype. Hence
∂1 is diffeomorphic to S7, and the identical argument works for ∂2. Then the neighborhood
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of Di is diffeomorphic to the manifold obtained by gluing two polydisks D4 ×D4 together
along the diffeomorphism φ˜ : D4 × T → D4 × T with rule of assignment
(x, y) ￿→ (y, yaxyb).
Di sits inside this manifold as the embedded 4-sphere
{0}×D4 ∪φ˜|{0}×T D
4 × {0}
and φ˜ determines the clutching function
y ￿→ (x ￿→ yaxyb)
for its normal bundle. Now, this oriented normal bundle is precisely the vector bundle
discussed by Milnor, where the first Pontrjagin class is found to be ±2(a− b)ι with ι being
the generator for H4(S4) (see [4], Lemma 3, p. 402). By choosing the appropriate generator
for π3(SO), we obtain
￿p1(X ), Di￿ = 2(a− b).
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APPENDIX C
SUPPLEMENTARY CALCULATIONS FOR THE PROOF OF THEOREM 5.6
First we simplify the sums in equation (5.13) to obtain equation (5.14).
￿
k∈K
￿
−
lk−1−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
+
lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿
qk,j−lk−1+2
￿
=
i−1￿
k=1
￿
−
lk−1−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
￿
+
i−1￿
k=1
￿lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿
qk,j−lk−1+2
￿
+
r￿
k=i+2
￿
−
lk−1−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
￿
+
r￿
k=i+2
￿lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿
qk,j−lk−1+2
￿
= −
lr−1￿
j=2
￿
Yi+1Xr,lr+1−j −Xi+1Yr,lr+1−j
￿
qr,lr−j+2
+
i−1￿
k=2
￿
−
lk−1−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
￿
+
i−2￿
k=1
￿lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿
qk,j−lk−1+2
￿
+
li−2+li−1−2￿
j=li−2+1
￿
Yi+1Xi−1,j−li−2+1 −Xi+1Yi−1,j−li−2+1
￿
qi−1,j−li−2+2
−
li+1−1￿
j=2
￿
Yi+1Xi+1,li+1+1−j −Xi+1Yi+1,li+1+1−j
￿
qi+1,li+1−j+2
+
r￿
k=i+3
￿
−
lk−1−1￿
j=2
￿
Yi+1Xk−1,lk−1+1−j −Xi+1Yk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
￿
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+
r−1￿
k=i+2
￿lk−1+lk−2￿
j=lk−1+1
￿
Yi+1Xk,j−lk−1+1 −Xi+1Yk,j−lk−1+1
￿
qk,j−lk−1+2
￿
+
lr−1+lr−2￿
j=lr−1+1
￿
Yi+1Xr,j−lr−1+1 −Xi+1Yr,j−lr−1+1
￿
qr,j−lr−1+2
= −
lr−1￿
m=2
￿
Yi+1Xr,m −Xi+1Yr,m
￿
qr,m+1
+
i−2￿
k=1
￿
−
lk−1￿
m=2
￿
Yi+1Xk,m −Xi+1Yk,m
￿
qk,m+1
￿
+
i−2￿
k=1
￿lk−1￿
m=2
￿
Yi+1Xk,m −Xi+1Yk,m
￿
qk,m+1
￿
+
li−1−1￿
m=2
￿
Yi+1Xi−1,m −Xi+1Yi−1,m
￿
qi−1,m+1
−
li+1−1￿
m=2
￿
Yi+1Xi+1,m −Xi+1Yi+1,m
￿
qi+1,m+1
+
r−1￿
k=i+2
￿
−
lk−1￿
m=2
￿
Yi+1Xk,m −Xi+1Yk,m
￿
qk,m+1
￿
+
r−1￿
k=i+2
￿lk−1￿
m=2
￿
Yi+1Xk,m −Xi+1Yk,m
￿
qk,m+1
￿
+
lr−1￿
m=2
￿
Yi+1Xr,m − ri+1Yr,m
￿
qr,m+1
=
li−1−1￿
m=2
￿
Yi+1Xi−1,m −Xi+1Yi−1,m
￿
qi−1,m+1 − Si+1
Next we simplify the sums in equation (5.18) to obtain equation (5.19).
￿
k∈K+
￿
−
lk−1−1￿
j=2
￿
YiXk−1,lk−1+1−j −XiYk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
+
lk−1+lk−2￿
j=lk−1+1
￿
YiXk,j−lk−1+1 −XiYk,j−lk−1+1
￿
qk,j−lk−1+2
￿
=
i−1￿
k=1
￿
−
lk−1−1￿
j=2
￿
YiXk−1,lk−1+1−j −XiYk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
￿
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+
i−1￿
k=1
￿lk−1+lk−2￿
j=lk−1+1
￿
YiXk,j−lk−1+1 −XiYk,j−lk−1+1
￿
qk,j−lk−1+2
￿
+
r￿
k=i+1
￿
−
lk−1−1￿
j=2
￿
YiXk−1,lk−1+1−j −XiYk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
￿
+
r￿
k=i+1
￿lk−1+lk−2￿
j=lk−1+1
￿
YiXk,j−lk−1+1 −XiYk,j−lk−1+1
￿
qk,j−lk−1+2
￿
= −
lr−1￿
j=2
￿
YiXr,lr+1−j −XiYr,lr+1−j
￿
qr,lr−j+2
+
i−1￿
k=2
￿
−
lk−1−1￿
j=2
￿
YiXk−1,lk−1+1−j −XiYk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
￿
+
i−2￿
k=1
￿lk−1+lk−2￿
j=lk−1+1
￿
YiXk,j−lk−1+1 −XiYk,j−lk−1+1
￿
qk,j−lk−1+2
￿
+
li−2+li−1−2￿
j=li−2+1
￿
YiXi−1,j−li−2+1 −XiYi−1,j−li−2+1
￿
qi−1,j−li−2+2
−
li−1￿
j=2
￿
YiXi,li+1−j −XiYi,li+1−j
￿
qi,li−j+2
+
r￿
k=i+2
￿
−
lk−1−1￿
j=2
￿
YiXk−1,lk−1+1−j −XiYk−1,lk−1+1−j
￿
qk−1,lk−1−j+2
￿
+
r−1￿
k=i+1
￿lk−1+lk−2￿
j=lk−1+1
￿
YiXk,j−lk−1+1 −XiYk,j−lk−1+1
￿
qk,j−lk−1+2
￿
+
lr−1+lr−2￿
j=lr−1+1
￿
YiXr,j−lr−1+1 −XiYr,j−lr−1+1
￿
qr,j−lr−1+2
= −
lr−1￿
m=2
￿
YiXr,m −XiYr,m
￿
qr,m+1
+
i−2￿
k=1
￿
−
lk−1￿
m=2
￿
YiXk,m −XiYk,m
￿
qk,m+1
￿
+
i−2￿
k=1
￿lk−1￿
m=2
￿
YiXk,m −XiYk,m
￿
qk,m+1
￿
+
li−1−1￿
m=2
￿
YiXi−1,m −XiYi−1,m
￿
qi−1,m+1
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−
li−1￿
m=2
￿
YiXi,m −XiYi,m
￿
qi,m+1
+
r−1￿
k=i+1
￿
−
lk−1￿
m=2
￿
YiXk,m −XiYk,m
￿
qk,m+1
￿
+
r−1￿
k=i+1
￿lk−1￿
m=2
￿
YiXk,m −XiYk,m
￿
qk,m+1
￿
+
lr−1￿
m=2
￿
YiXr,m −XiYr,m
￿
qr,m+1
=
li−1−1￿
m=2
￿
YiXi−1,m −XiYi−1,m
￿
qi−1,m+1 − Si.
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