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TOPOLOGICAL INSULATING STATES IN PHOTONICS AND ACOUSTICS 
by 
Xiang Ni 
Advisor: Professor Alexander B. Khanikaev 
Recent surge of interest in topological insulators, insulating in their interior but conducting at the 
surfaces or interfaces of different domains, has led to the discovery of a variety of new topological 
states, and their topological invariants are characterized by numerous approaches in the category 
of topological band theory. The common features shared by topological insulators include, the 
topological phase transition occurs if the bulk bandgap is formed due to the symmetries reduction, 
the topological invariants exist characterizing the global properties of the material and inherently 
robust to disorder and continuous perturbations irrespective of the local details. Most importantly, 
these topological systems might support dissipation-free boundary transport of electrons or zero 
dimensional localization of solid states. 
Topological insulators have not only attracted tremendous attentions from the communities of 
condensed matter, but also inspired various explorations in classical systems by their unique 
properties such as robustness against many forms of perturbations, as well as the ability to emulate 
exotic quantum states of matter. A variety of topological systems, including the bulk polarized 
crystalline insulator, quantum Hall effect edge state and quantum spin-Hall effect in 2D and 3D, 
Floquet topological insulator as well as topological crystalline insulators, have been emulated with 
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great success in electromagnetic material, mechanical and acoustic crystal, encouraging the use of 
their exotic characteristics in practical applications. 
Based on these motivations, to study topological phenomena in classical systems, several projects 
have been investigated in this dissertation. In Chapter 3, the one-way Dirac-like conical dispersion 
is achieved in the bi-anisotropic photonic crystal at the crossover of valley Hall effect and analog 
quantum spin Hall effect in photonics. In our design, the inversion symmetry of the triangular 
photonic lattice is reduced by triangularizing the rods, leading to the topological valley Hall effect. 
In addition, the pseudo spin-orbit interaction created by bi-anisotropic couplings of the 
electromagnetic waves transits the system from the normal insulating regime into the quantum 
spin Hall regime. It is shown that such effective response of energy dispersion has dramatic 
implications on photon transport. First of all, pseudo spin and valley dependent one-way Klein 
tunneling is observed in the photonic platform. In addition, the one-way propagating edge states 
coexist with the bulk continuum which has opposite pseudo spin polarization compared to the 
states of edge. These exotic phenomena offer new ways for the future application of one-way 
broadcast by selective excitation on the multiple degrees of freedom of the photons. 
In chapter 4, we show the topological states of an open photonic system can be explored via far 
field measurement. To observe the topological transition of the bulk modes, we design and 
fabricate a photonic crystal slab made of silicon pillars and operated at the near-infrared spectral 
range. Since the Dirac-like cones of interest are above the light cone of the air, the pseudo spin 
modes of Dirac-like cones can couple to the continuum of the environment through radiation. 
Besides, dipolar polarized modes have larger coupling to the external excitation than the 
quadrupolar polarized modes because of symmetries matching of modes and source. Using these 
facts, we measure the angle resolved far field transmittance/reflectance spectra, which reveal 
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inversion between the bulk dispersions of topological lattice and trivial lattice via observing the 
switching of dark and bright spectra. Additionally, the topological invariant is extracted by fitting 
the experimental spectra with the coupled modes equations. What’s more, the topological edge 
states located at the stitched domain walls are also probed by the far field extinction, thus further 
confirm the topological properties of the system. 
 In chapter 5, we demonstrate that the parity-time (PT) symmetric interfaces formed between non-
Hermitian amplifying (“gainy”) and lossy topological crystals exhibit PT phase transitions 
separating phases of lossless and decaying/amplifying topological edge transport. Exceptional 
points (EPs) are found in these complex-valued interface spectra separating (i) PT symmetric real-
valued regime with evenly distributed wavefunction in both gainy and lossy domains and (ii) PT 
broken complex-valued regime, in which edge states predominantly localize in one of the domains. 
Despite its complex-valued character, the edge spectrum remains gapless in the imaginary 
direction and interconnects complex-valued bulk bands through the EPs. We find that the regimes 
exist when the real edge spectrum is embedded into the bulk continuum without mixing. The 
proposed systems are experimentally feasible in photonics, which is evidenced by our rigorous 
full-wave simulations of PT-symmetric all dielectric photonic graphene. Besides valley 
topological states, Chern topological phases are also investigated in the non-Hermitian Haldane 
model. Interestingly, despite the complex bulk spectrum of the Chern insulator, the bulk-interface 
correspondence principle still holds, as long as the topological gap remains open. PT symmetric-
interfaced Haldane model also support the PT phase transition of the edge states. 
In chapter 6, we introduce a new class of topological crystals characterized by nontrivial bulk 
polarization. In addition to edge conduction, these systems have been shown to host Wannier type 
higher-order topological states, the corner states at a specific geometry. We introduce and measure 
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topological bulk polarization in 3D printed two-dimensional acoustic meta-structures, and observe 
topological transitions as the design parameters are tuned. We also demonstrate that the topological 
meta-structure hosts both 1D edge and Wannier-type second-order corner states through acoustic 
density of states measurement. We observe the second order topological states protected by the 
generalized chiral symmetry of the meta-structure, which are localized at the corners and are 
pinned to ‘zero energy’. The generalized chiral symmetry of the three-atom sublattice also enables 
the corner states spectral overlap with the continuum of bulk states without leakage at some 
parameter range. The confinement and inherent robustness of the corner states is theoretically 
analyzed and experimentally confirmed by deliberately introducing disorder. Furthermore, the 
edge states have the angular momentum that reverses for opposite propagation direction, thus 
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Introduction to topological insulator 
1.1 Gauss-Bonnet theorem 
Topology is a branch of mathematics that studies robust conserved properties of geometric objects 
which do not change under continuous deformation but not tearing or gluing, irrespective to the 
magnitude of deformation. For example, the number of holes (or handles) of a complex connected 
surface can be characterized by its genus, a topological index that does not change as the surface 
is deformed without introducing any cut or glue. An orange in Fig. 1-1 (a), irrespective of its color, 
odor and material, is topologically equivalent to a bowl, because its geometry can transform into 
the shape of a bowl under smooth continuous deformation, and they neither have a hole inside 
their bodies. However, a donut is topologically distinct from an orange but equivalent to a coffee 
mug since both donut and coffee mug possess a handle inside their bodies. A mathematical 
description of the above statement is given by 
∯ 𝐾𝑑𝑆 = 2𝜋𝜒𝑀𝑀 = 4𝜋(1 − 𝑔),                                                      (1-1) 
Where 𝐾 is the Gauss curvature, 𝜒𝑀 is the topological index of the manifold M, and 𝑔 is called 
the genus of the surface. If the manifold is deformed adiabatically without changing the topology, 
𝜒𝑀 is invariant.  This theorem is called Gauss-Bonnet theorem which is well known for years in 
mathematician community. Very interesting, physicists borrowed this intriguing idea to explain 
the quantized Hall conductivity in a seminal work [1], the two dimensional (2D) periodic Brillouin 
zone can be treated as a closed manifold in the abstract space, the eigenstates as the fiber bundles 
living on the surface of the manifold, and the integer quantized Hall coefficient can be regarded as 
topological index 𝜒𝑀 of the complex geometry. The topological index for a physical system is a 
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global parameter instead of local one attributed from the collective behaviors of particles in the 
system, and usually quantized and cannot continuously change its value under the deformation of 
the system.  
 
Figure 1-1 Topology of different objects’ surface. (a) The topological index of an orange’s surface is the 
same as one of a bowl’s surface (g=0). (b) The topological index of a donut’s surface is equivalent to the 
one of a coffee mug’s surface (g=1). 
1.2 Topological band theory 
Topological phase transitions in condensed matter systems have attracted an enormous interest 
crowned by the Nobel Prize in Physics in 2016. In condensed matter systems, topological 
transitions from trivial phases to nontrivial phases are characterized by non-vanishing topological 
indexes, and give rise to exotic states of matter including but not limited to fractional Quantum 
Hall effect, topological superconductor, topological band insulator and topological semimetal [2-
8]. In this dissertation, most of attentions are focused on the topological insulators of which the 
topological invariants can be described by topological band theory [9].  
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In topological band theory, if the insulating state adiabatically enters into another state without 
closing the energy bandgap, they are topologically equivalent to each other. Therefore, it’s safe to 
say all trivial insulating states adiabatically connect to the atomic limit states. However, trivial 
insulating state cannot adiabatically change into Quantum Hall (QH) state, since the time reversal 
symmetry (TRS) of QH state is broken by the external magnetic field, and the energy bands of 
trivial insulator will experience non-adiabatic transition to become Landau energy levels under the 
magnetic field. To reveal the topological difference of these states, the phase of wave function, 
which is usually unimportant in energy band theory, needs a careful examination with respect to 
its topological structure in the abstract space. There are many approaches developed so far to 
evaluate the topological index and recognize the topological states from trivial state, including the 
latest proposed theory of topological quantum chemistry based on elementary band representation 
or symmetry indicator [10,11]. Herein, I focus on currently most widely used methods including 
Berry curvature, Wilson loop and eigenvalues of symmetries. 
 
Figure 1-2 Topological states of matter. (a) Schematic of insulating state, (b) band structure of insulating 
state, (c) an orange has a trivial topological index (g=0). (d) Schematic of quantum hall state, (e) Landau 
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levels of quantum hall state, (f) a donut has a nontrivial topological index (g=1). Figures are cited from 
Ref. [6]. 
1.2.1 Berry connection and Berry curvature 
We consider the time independent Schrödinger equation of single electron in a periodic potential 




∇2 + 𝑉(𝒓)]𝜓𝑛(𝒌, 𝒓) = 𝐸𝜓𝑛(𝒌, 𝒓),                                             (1-2) 
 where 𝑉(𝒓) = 𝑉(𝒓 + 𝑹), and eigenstates satisfy the Bloch theorem 
                                                 𝜓𝑛(𝒌, 𝒓) = 𝑒
𝑖𝒌𝒓𝑢n(𝒌, 𝒓),                                                          (1-3) 
where 𝑛 is a band index, and 𝑢n(𝒌, 𝒓) is a periodic function such that 𝑢n(𝒌, 𝒓) = 𝑢n(𝒌, 𝒓 + 𝑹), 𝑹  
is a translational vector formed by linear combination of primitive vectors. The definition of Berry 
connection in momentum space 𝒌, which is analogous to electromagnetic vector potential in real 
space, is given by the formula 
𝐴𝑗
𝑛(𝒌) = 𝑖〈𝑢𝑛(𝒌, 𝒓)|𝛻𝑗𝑢𝑛(𝒌, 𝒓)〉,                                                  (1-4) 
Where 𝑗 represents one of the reciprocal vectors. The abelian Berry curvature in 𝒌 space, which is 
similar to magnetic field in real space, is defined based on the curl of Berry connection[12]  
Fi,j
n (𝒌) = 𝜕𝑖Aj
n(𝒌) − 𝜕𝑗Ai
n(𝒌).                                                    (1-5) 
The geometry phase, or Chern number module in 2𝜋 of a single band, can be evaluated by the 




∫ 𝑑𝑘𝑖 ∧ 𝑑𝑘𝑗𝐹𝑖,𝑗
𝑛 (𝒌)
𝐵𝑍
.                                                     (1-6) 
Chern number of a bandgap is procured via the summation of Chern numbers for all occupied 
bands below that bandgap.  
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1.2.2 Wilson loop and Wannier center  
In this section we use the tight binding model (TBM) to derive the Wilson loop. We first consider 
a one dimensional (1D) lattice with a lattice constant 𝑎0. Assume the degree of freedom in a unit 
cell is 𝑁, and the discrete Bloch state is given by the second quantized form  
 |𝑢𝑛,𝑘〉 = ∑ 𝑢𝑘,𝛼
𝑛 𝑐𝑘,𝛼
† |0〉𝛼 ,                                                       (1-7) 
where 𝑐𝑘,𝛼(𝑐𝑘,𝛼
†
) is the annihilation(creation) operator in momentum representation, and 𝑢𝑘,𝛼
𝑛  is the 
coefficient of the Bloch state at site 𝛼, 𝛼 = 1,2, … ,𝑁, and 𝑛 = 1,2, … ,𝑁𝑜, where 𝑁𝑜 is the number 
of occupied bands, and 𝑁𝑜 ≤ 𝑁. Define the position operator as [13] 
?̂? = ∑ 𝑐𝑘+𝛿,𝛼
†
𝑘,𝛼 |0〉〈0|𝑐𝑘,𝛼,                                                    (1-8) 
where 𝑘 is discretized in 𝑁𝑘 steps, and 𝛿 = 2𝜋/𝑎0𝑁𝑘. The projection operator into the occupied 
bands can be represented as 
 ?̂? = ∑ |𝑢𝑛,𝑘〉𝑛,𝑘 〈𝑢𝑛,𝑘|,                                                       (1-9) 
The position operator projected into the occupied bands becomes 
?̂??̂??̂? = ∑ 𝐺𝑛,𝑛′(𝑘)𝑛,𝑛′,𝑘 |𝑢𝑛,𝑘+𝛿〉〈𝑢𝑛′,𝑘|,                                        (1-10) 
where 𝐺𝑛,𝑛′(𝑘 + 𝛿, 𝑘) = ∑ 𝑢𝑘+𝛿,𝛼
𝑛 ∗𝑢𝑘,𝛼
𝑛′  𝛼 is not unitary. However, this problem can be solved by 
singular value decomposition (SVD) method 
𝐺 = 𝑈𝐷𝑉†,                                                           (1-11) 
Redefine the unitary operator 𝐹 = 𝑈𝑉† such that 
𝜆𝑛|𝑢𝑛,𝑘〉 = ?̂??̂??̂?|𝑢𝑛,𝑘〉 = ∑ 𝐹𝑛′(𝑘 + 𝛿, 𝑘)𝑛′ |𝑢𝑛,𝑘+𝛿〉,                             (1-12) 
where 𝜆𝑛  is the eigenvalue of projected position operator. Because of the periodicity of the 
Brillouin zone, the starting point 𝑘 comes back after it goes for one period. Thus, Wilson loop is 
obtained over 1D Brillouin zone 
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𝑊2𝜋+𝑘𝑖←𝑘𝑖 = 𝐹(2𝜋 + 𝑘𝑖 , 2𝜋 + 𝑘𝑖 − 𝛿)…𝐹(𝑘𝑖 + 2𝛿, 𝑘𝑖 + 𝛿)𝐹(𝑘𝑖 + 𝛿, 𝑘𝑖),          (1-13) 
and the eigenvalue problem of the Wilson loop operator is  
𝑊𝑘𝑖 |𝑢𝑛,𝑘〉 = 𝜆𝑛
𝑁𝑘|𝑢𝑛,𝑘〉.                                                      (1-14) 
The eigenvalue 𝜆𝑛
𝑁𝑘 is complex and has a unit magnitude since Wilson loop is unitary. In the 2D 
Brillouin zone, Wilson loop is expressed as 
                                          𝑊2𝜋+𝑘𝑡←𝑘𝑡,𝑘𝑠|𝑣𝑛,𝒌⟩ = 𝑒
𝑖2𝜋𝜈𝑡
𝑛(𝑘𝑠)|𝑣𝑡,𝒌
𝑛 ⟩,                                          (1-15) 
where 𝑘𝑠, 𝑘𝑡 = 0, 𝛿𝑘,… , (𝑁𝑘 − 1)𝛿𝑘. 𝑛 = 1,2, … ,𝑁𝑜. 𝜈𝑡
𝑛(𝑘𝑠) is named the Wannier center of the 
lattice, it describes the average position of the electron from the center of the unit cell in the 
direction of 𝑘𝑡 at momentum 𝑘𝑠, and |𝑣𝑡,𝒌
𝑛 ⟩ is the Wannier eigenstate. The bulk polarization of the 
occupied bands can be obtained through the Wannier center, 
                                                 𝑝𝑡 = 1/𝑁𝑘 ∑ 𝜈𝑡
𝑛(𝑘𝑠)𝑛,𝑘𝑠 .                                                   (1-16) 
The bulk polarization has important physical consequence in the material.  First of all, when it is 
nonzero, boundary states including zero-energy corner states might appear at the finite structure 
[13,14]. What’s more, the quantized electric current will cross the bulk if it is periodically pumped 
through the unit cell by an adiabatic evolution of an insulating Hamiltonian over time [15-17]. 
1.2.3 Eigenvalues of symmetries 
If the topological states have symmetries related to their topological index, it might be helpful to 
use these symmetries to evaluate the topological index[18-20]. For example, the topological order 
𝑍2 in topological insulator is difficult to be determined. Without the preservation of inversion 
symmetry, it relies on finding zeros of the Pfaffian function of time reversal (TR) sewing matrix, 
which is tedious and cost lots of efforts[21,22]. However, if the system has inversion symmetry, it 
becomes much simpler to judge whether the insulator is topological or not by looking at the 
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eigenvalues of inversion at time reversal invariant momentum (TRIM)  points in Brillouin 
zone[18]. Specifically, for the two dimensional lattice, 𝑍2 index 𝜈 is expressed as 
 (−1)𝜈 = ∏ 𝛿𝑖𝑖 ,                                                         (1-17) 
where 𝛿𝑖 is an indicator of parity at TRIM points, 
𝛿𝑖 = ∏ 𝜉2𝑛
𝑁
𝑛=1 (Γ𝑖),                                                     (1-18) 
It indicates 𝜈 can be simply inferred from the knowledge of parity of Kramer degenerate occupied 
energy bands at TRIM points. In 3D topological insulator, there are four topological invariants 
describing the a variety of topological phases, and they are defined as 
(−1)𝜈0 = ∏ 𝛿𝑛1𝑛2𝑛3𝑛𝑗=0,1 , 
(−1)𝜈𝑖 = ∏ 𝛿𝑛1𝑛2𝑛3𝑛𝑗≠𝑖=0,1;𝑛𝑖=1 .                                          (1-19) 
Where the index Γ𝑛1𝑛2𝑛3 = (𝑛1𝒃𝟏 + 𝑛2𝒃𝟐 + 𝑛3𝒃𝟑),  𝒃𝒊 is the reciprocal vector of the 3D crystal. 
The first topological invariant 𝜈0 judges whether the system has strong topological phase, and the 
other three tell whether the system has weak topological phase if 𝜈0 = 0. 
In addition, spatial symmetries can be used to predict other topological invariant like bulk 
polarization. If band inversion happens at high symmetries points in the Brillouin zone and Berry 
curvature is zero, bulk polarization might be nonzero and evaluated by the point group symmetries 
of the lattice. More details related to this topic will be discussed in Section 1.3.1 and in Chapter 6.  
1.3 Classes of topological insulators 
According to the bulk-edge correspondence [23-25], A nontrivial topological invariant of the 
insulator indicates the insulating bulk supports robust transport of surface states in the system, and 
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this kind of insulator is generally called topological insulator [6], which has been attracted 
tremendously attentions since TKNN number was proposed [1]. With more novel topological 
states appearing and enriching the family of the topological insulator recently, the classification of 
topological insulator as well as discovery of new topological classes are still under ongoing efforts. 
Although this subject is still its infant, I would like to give a few examples of topological insulators 
along with their topological invariants, which are relatively well studies.  
1.3.1 Bulk polaried crystalline insulator 
Some insulators under the constraint of point group symmetries might possess topological bulk 
polarization, although the Berry curvature is zero everywhere in the Brillouin zone[20]. Since 
Chern number is zero, it’s always possible to find a continuous gauge field in the Brillouin zone, 
thus, the center of charge, or bulk polarization can be defined unambiguously. In the 
thermodynamic limit, the bulk polarization in Eq. (1-16) becomes 
𝑝𝑡 = 1/2𝜋 ∫ Tr[𝐴𝑡,𝒌]𝑑
2𝑘
𝐵𝑍
 .                                                (1-20) 
For 2D 𝑛-fold rotational (𝐶𝑛) symmetry insulator, the expression for bulk polarization can be 
further simplified using the eigenvalues of rotational symmetries at high symmetry points in the 
Brillouin zone.  For example, for 𝐷4-invariant insulator,  
e2𝑖𝜋𝑝1,2 = ∏ 𝑛
(𝑋)
𝑛(Γ)
𝑛∈𝑜𝑐𝑐 .                                                   (1-21) 
Where 𝑛 is the eigenvalue of 𝐶4 symmetry. 
For 𝐷3-invariant insulator, the bulk polarization can be inferred easily from the eigenvalues of 𝐶3 




e2𝑖𝜋𝑝1,2 = ∏ 𝑛
(𝐾)
𝑛(K′)
𝑛∈𝑜𝑐𝑐 .                                                 (1-22) 
The insulators characterized by the bulk polarization might be called, from my perspective, as bulk 
polarized crystalline insulator. It is possible for these insulators to have nontrivial (nonzero) bulk 
polarization by changing parameters of the structure. For instance, by tuning the ratio of nearest 




< 1), the bulk polarization is nonzero, inducing the modes at the boundaries away from the bulk 
and localizing states at the dangling sites of the boundary, and the unit cell is called expanded 
lattice henceforth. Boundary states like edge states and corner states might exist at some 
geometries[14,26-28]. In the trivial case, that is, when 
𝜅
𝛾
> 1, the zero value of bulk polarization 
indicates modes pins to the mass center of every unit cell, no modes hang at the boundaries. In this 
case we refer to the unit cell as “shrunken” lattice. In order to further explain the existence of 
boundary states, we have developed the theory of polarization difference[28].  
Condition: Provided the shrunken lattice can be transformed into the corresponding expanded 
lattice by a series of unitary transformations ?̂?𝑠  (for example, translational and rotational 
transformations) thereby swapping the amplitudes of 𝜅 and 𝛾, then the following proposition is 
true; 
Proposition: the difference between bulk polarizations of shrunken and expanded lattice 𝛿𝑝𝑖 is 
nontrivial. 
Assume eigenstates of the expanded (shrunken) lattice are |𝑢𝑠(𝒌)⟩,  eigenstates of the shrunken 
(expanded) lattice after transformation are |𝑢𝑠




































                                 = 𝑝𝑠,𝑖 + 𝛿𝑝𝑖.                                                                                              (1-23) 
Condition indicates deformed (shrunken/expanded) infinite lattice contains both expanded and 
shrunken unit cells, so that we have the freedom to switch the unit cell between expanded and 
shrunken ones. We regard the second integral term ∇𝑖?̂?𝑠 in Eq. (1-23) as the extra gauge potential 
due to gauge transformation 𝐀𝑔𝑎𝑢𝑔𝑒 = ∇𝑔(𝐤), where 𝑔(𝐤) is a scalar field, and it preserves the 
gauge invariance by ∇ × 𝐀𝑠,𝑖
′ (𝐤) = ∇ × (𝐀𝑠,𝑖(𝐤) + ∇𝑔(𝐤)) = ∇ × 𝐀𝑠,𝑖(𝐤). Consequently, there is 
no physical change between the choices of expanded or shrunken unit cell of infinite lattice. 𝛿𝒑 
will play a role if there are boundaries in the lattice, because the boundaries break the 𝐶𝑛 symmetry 
of the lattice and introduces physical changes between the expanded or shrunken unit cell at the 
boundaries. The physical change is accompanied by the presence of edge states and corner states 
at the boundaries. Thus, we conclude the presence of edge and corner states is the manifestation 
of the topological boundary effects for the bounded system with nontrivial bulk polarization. 
1.3.2 Chern insulator 
A Chern insulator is a 2D insulator with nontrivial Chern number due to the breaking of TRS, it 
has gapped bulk bands but gapless edge bands which are robust from any perturbation as long as 
the perturbation doesn’t close the bandgap [29]. The chiral edge states means that edge states at 
one channel propagate in nonreciprocal manner, while the edge states at the other channel 
propagate in the opposite direction. The very first version of Chern insulator, under the external 
magnetic field, is the material demonstrating the QHE with chiral edge states propagating at the 
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two ends of the sample[23,30]. Later on, Haldane proposed Chern insulating states can exist 
without any external magnetic field, while the TRS is broken by the complex second nearest 
hopping strength in the lattice[29]. 
A specific example of Haldane model with nearest neighbor (NN) hopping 𝑡1 and next nearest 
neighbor (NNN) hopping 𝑡2 is considered here, where NNN hopping between sites A carries a 
phase 𝑒𝑖Φ, while NNN hoping between sites B phase 𝑒−𝑖Φ. Thus, the net magnetic flux is zero although 
TRS is broken. Hamiltonian of the Haldane model in TBM can be expressed as  
 
Figure 1-3 Honeycomb lattice model with complex valued next nearest hopping considered indicated by 
dashed lines. Figure is taken from ref. [29]. 
𝐻 = −𝑡1∑ 𝑐𝑖
†𝑐𝑗<𝑖,𝑗> − 𝑡2𝑒
𝑖Φ∑ 𝑐𝑎𝑖
† 𝑐𝑎𝑗≪𝑖,𝑗≫ − 𝑡2𝑒
−𝑖Φ∑ 𝑐𝑏𝑖
† 𝑐𝑏𝑗≪𝑖,𝑗≫ .                      (1-24) 
After the Fourier transformation of the operator, we get the Hamiltonian in momentum space  
𝐻(𝒌) = ℎ0 + 𝒉?̂?,                                                  (1-25) 
where ?̂? = (𝜎𝑥, 𝜎𝑦, 𝜎𝑧) represents the vector of Pauli matrices, and the coefficients are  
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𝑘𝑦)).             (1-26) 
 
Figure 1-4 (a) Energy bands of the Haldane model based on the Hamiltonian. Parameters are taken as 𝑡1 =
1, 𝑡2 = 0.05, and Φ = π/3. (b) Wannier center of lower energy band is across the unit cell when the path 
goes around in the Brillouin zone.  
The Dirac point degeneracy at valleys K/K’ is lifted up by the reduction of TRS, and the winding 
behavior of Wannier band indicates the nontrivial Chern number of Haldane model, as seen in Fig. 
1-4. As a consequence, the chiral edge state appears at the boundary and propagates in a 





Figure 1-5 (a) An interface between Quantum Hall insulator (Chern insulator) and atomic limit insulator 
supports one way propagating chiral edge states. (b) The energy bands of semi-infinite strip of Haldane 
model, the chiral edge state stays gapless although the bulk bands are gapped. Figures are adopted from 
the ref. [6]. 
1.3.3 Z2 topological insulator 
Z2 Topological insulator, or quantum spin hall insulator, has a gapped bulk induced by spin-orbit 
interaction, and is characterized by the topological invariant 𝜈 module in 2, and support gapless 
helical edge states whose propagation is topologically protected from backscattering and immune 
to disorder [4,6,7,18-22,31-49]. In contrast to Chern insulator, their TRS has to be preserved in 
order to have Kramer pair degeneracy at TRIM points (Γ𝑎,𝑏 in Fig. 1-6 (a-b)) in the Brillouin zone. 
We can interpret 𝜈  as Z2 classification in a simple picture. Fig. 1-6 (a) describes electronic 
structures of a normal insulator strip with TRS preserved, the even pairs of edge states have Kramer 
degeneracy at TRIM point, and they cross the Fermi level by even time. However, these edge states 
could move into the bulk bands by TRS preserved perturbations. As a result, the number of 
crossing Fermi level becomes zero. In Fig. 1-6 (b), the electronic structures represent a topological 
nontrivial case when odd number pairs edge states go across the Fermi level, no matter what kind 
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of perturbation is introduced to shift the edge bands, as long as TRS is preserved and bandgap is 
not closed, these edge states always cross the Fermi level by odd time, or at least by one time.  
Many approaches are available to evaluate the Z2 invariant. The easiest way, as mentioned in the 
section 1.2.3, is to utilize the eigenvalues of inversion symmetry at TRIM points, if inversion 
symmetry is preserved in the system [18]. It is also possible to adiabatically connect the 
Hamiltonian to the one with preserved spin momentum 𝑆𝑧, thus, the topological invariant, spin 
Chern number of such Hamiltonian can be evaluated [21,31]. The third way is to characterize by 
the number of pairs of zero-valued Pfaffian function in the Brillouin zone [21]. The last method 
introduced here relies on the continuous Bloch wavefunction in the Brillouin zone, which is always 





𝑖=1 ,                                                    (1-27) 
where 𝑤𝑚𝑛(𝑘) = 〈𝑢𝑚(−𝑘)|Θ|𝑢𝑛(𝑘)〉, 𝛤𝑖s are the TRIM points, and Θ is the time reversal operator.  
Helical edge states are expected to propagate along the boundary of the topological material. As 
shown in Fig. 1-6 (c), charge carriers with spin up state transport in one direction at the boundary 
of the quantum well, while charge carriers with spin down states propagate in the other direction, 




Figure 1-6 (a) Electronic structures of insulator with even number of edge states crossing the Fermi level. 
(b) Electronic structures of topological insulator with odd number of edge states crossing the Fermi level. 
(c) Schematics of helical edge states in a quantum spin hall insulator propagating along conductance 
channel of the quantum well, the spin-momentum lock of the helical edge states is demonstrated. Fig. 1-6 
(a) and (b) are taken from the ref. [6], and Fig. 1-6 (c) from the ref. [37]. 
The topological invariants of the 3D structure are much richer than its 2D counterpart [38,50]. They are 
depicted by four topological invariants [𝜈0; 𝜈1, 𝜈2, 𝜈3], and each of them is Z2 index, predicted by the Eqs. 
(1-19). According to the diagrams in Fig. 1-7 (a), there are three types of topological phases. The first type 
is trivial insulator when  𝜈0 = 0, and the surface Fermi arcs enclose 0(4) projected Dirac points having the 
same parity eigenvalues (Fig. 1-7 (b) the first panel from the left). When 𝜈0 = 0, and the surface Fermi arcs 
enclose 2 projected Dirac points having the same parity eigenvalues, as seen in Fig. 1-7 (b) the second and 
third panels from the left, the insulator is called weak topological insulator. It can be regarded as the 3D 
insulator stacked from 2D topological insulator, and the two Dirac cones will overlap and be gapped up if 
a weak periodic potential is introduced [50]. The last type insulator when 𝜈0 = 1, regardless the values of 
other indices, is the strong topological insulator. Single surface Dirac cone is always present at all surfaces, 
which was theoretical predicted and experimentally observed in various materials with large spin-orbit 




Figure 1-7 (a) Diagrams depicting the eigenvalue of parity at the TRIM points at the vertices of the cube. 
(b) The shaded regions enclosed by thick lines are surface Fermi arcs which enclose the projected TRIM 
points. Figures are adopted from ref. [50]. 
1.3.4 Higher order topological insulator 
Higher order topological insulator (HOTI) has emerged very recently as a new branch of 
topological insulator and been widely explored [13,14,59-63]. It supports gapless topological 
protected boundary states that localize in more than one dimension of the 𝑑 dimensional structure, 
where 𝑑 ≥ 2. The exactly definition of HOTI is still in debate but at least two types of HOTI are 
recognized as the strong topological states.  
The first kind of HOTI is called multipole topological insulator, it describes a higher order 
electronic moment in bulk in the modern fashion definition [16]. Interestingly, zero dimensional 
corner states persist at the corners of the crystal 𝑑 dimensional insulator (𝑑 ≥ 1) when the insulator 
possesses a quantized multipolar moment due to constraint of spatial symmetries [13,59]. For 
example, in Fig. 1-8 (a,b), the 2D and 3D insulators have a nonzero quadrupole and octupole 
moments, therefore, corner charges hinge at their corners. To calculate their topological invariant, 
the technique called “nested Wilson loop” is invented which is performed over the subspace of 
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Wilson sector, for example, on subspace 𝜈𝑥 with 𝑁𝑤 Wannier bands considered, and along 𝑘𝑦 in 
the Brillouin zone, 
𝑊y,𝒌
𝜈𝑥 = 𝐹𝒌
𝜈𝑥(2𝜋 + 𝑘𝑦, 2𝜋 + 𝑘𝑦 − 𝛿𝑦)…𝐹𝒌
𝜈𝑥(𝑘𝑦 + 2𝛿𝑦, 𝑘𝑦 + 𝛿𝑦)𝐹𝒌
𝜈𝑥(𝑘𝑦 + 𝛿𝑦, 𝑘𝑦),    (1-28) 
In which [𝐹𝒌




𝑚′〉, where the Wannier band basis is defined as 
|𝑤𝑥,𝒌




𝑛 ,                                                 (1-29) 
for 𝑚 = 1,2,… ,𝑁𝑤. Note [𝜈𝑥,𝒌
𝑚 ]
n
 is the n component of the 𝑚th Wannier eigenstate. Finally, we 





𝜈𝑥,𝑚⟩,                                            (1-30) 
 in which 𝜈𝑦
𝜈𝑥,𝑚(𝑘𝑥) is the nested Wannier band for Wannier sector 𝜈𝑥. The polarization over the 








𝑚 ,                                                (1-31) 
This polarization is also named as quadrupole momentum of the bulk, and it is quantized as 
either ½ or 0 because of the constraint by reflection symmetries. The physical consequence of the 
nontrivial polarization is the presence of corner charges robustly localized at the corners of the 
structure.  
The second kind HOTI, has zero energy corner states or gapless hinge states but gapped states both 
in surface and bulk. Different from the topological surface states in 3D TI, these hinge states are 
protected by some topological invariants due to not only TRS but also other spatial symmetries 
like rotational symmetry or reflection symmetry. The topological invariants are characterized by 
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either 𝑍 or 𝑍2. We can imagine a crystalline insulator has a gapped bulk bands and supports surface 
states, these surface states are gapped by spatial symmetries reduction and possess opposite-sign 
mass terms at the adjacent surfaces in Fig. 1-8 (d). However, the domain wall of the two surfaces 
support gapless hinge states propagating from 𝑘𝑧 = 0 plane to 𝑘𝑧 = 𝜋 plane. 
 
Figure 1-8 (a) In the 2D crystalline insulator, the quantization of bulk quadrupole moment 𝑞𝑥𝑦 leads to 
the presence of corner charges 𝑄 in. (b) In the 3D crystalline insulator, the quantization of bulk octupole 
moment 𝑜𝑥𝑦𝑧 guarantees the presence of corner charges 𝑄. Figures are adopted from ref. [59]. (c) Energy 
dispersion of 3D tetragonal cylinder geometry which presents 1D hinge states flowing from the 𝑘𝑧 = 0 to 
𝑘𝑧 = 𝜋 plane. (d) Schematic of the topological domain wall between surfaces of opposite mass terms, 
protected by 𝐶4 rotational symmetry. Figures are adopted from ref. [61].  
1.3.5 Floquet topological insulator 
Topological phase might not only arises from equilibrium system, but also the periodic driven 
system by external field, and is characterized by the Floquet theory [64-70]. What’s more, the non-
equilibrium topological edge states or nonreciprocal phenomena have been theoretically predicted 
19 
 
or experimentally explored these years in all kinds of platforms [70-81]. Therefore, it’s worth 
exploring Floquet theory behind the dynamic topological phase and briefly elaborating them here. 
Let’s first introduce the time dependent Schrodinger equation for single particle 
𝑖𝜕𝑡𝜓(𝑟, 𝑡) = ?̂?(𝑘, 𝑡)𝜓(𝑟, 𝑡),                                                   (1-32) 
Define time-evolution operator 𝜓(𝑟, 𝑡 + 𝑡0) = 𝑈(𝑡 + 𝑡0, 𝑡0) 𝜓(𝑟, 𝑡0), therefore,  




,                                          (1-33) 
Where 𝒯 is the time-order operator.  If the lattice is temporal modulated in a periodic manner with 
a period 𝑇 , ?̂?(𝑡) = ?̂?(𝑇 + 𝑡) , Bloch-Floquet theorem is applied here by defining Floquet 
state 𝜙(𝑟, 𝑡) as  
𝜓(𝑟, 𝑡) = 𝑒−𝑖𝜔𝑡𝜙(𝑟, 𝑡),                                                  (1-34) 
Floquet state is periodic in time 𝜙(𝑟, 𝑡) = 𝜙(𝑟, 𝑇 + 𝑡), and 𝜔 is the quasi-energy of the Floquet 
states, which has period Ω = 2𝜋/𝑇. Schrodinger equation under the Floquet state becomes 
[?̂?(𝑡) − 𝑖𝐼𝜕𝑡]𝜙(𝑟, 𝑡) = 𝜔𝜙(𝑟, 𝑡),                                          (1-35) 
Where ?̂?𝐹 = ?̂?(𝑡) − 𝑖𝐼𝜕𝑡 is called Floquet Hamiltonian. Therefore, the modulation of Bloch wave 
contributed from the external driving field is separated from the ones due to spatial modulation. 




𝑙𝑜𝑔[?̂?(𝑇 + 𝑡0, 𝑡0)],                                            (1-36) 
which is independent of time, and describes the stroboscopic evolution of the system. Next, the 
proof of connection between the effective Hamiltonian ?̂?𝑒𝑓𝑓  and Floquet Hamiltonian ?̂?𝐹  is 
established.  From Eq. (1-36) we know the following relation is hold 
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𝜓(𝑟, 𝑇 + 𝑡0) = exp [−𝑖?̂?𝑒𝑓𝑓𝑇]𝜓(𝑟, 𝑡0),                                      (1-37) 
Plugging the Floquet state into above equation,  
𝑒−𝑖𝜔(𝑇+𝑡0)𝜙(𝑇 + 𝑡0) = exp[−𝑖?̂?𝑒𝑓𝑓𝑇]𝑒
−𝑖𝜔𝑡0 𝜙(𝑡0),                                (1-38) 
Taylor expanding the exponentials at both sides, the eigenvalue equation is obtained 
 ?̂?𝑒𝑓𝑓𝜙(𝑟, 𝑡) = 𝜔𝜙(𝑟, 𝑡).                                                    (1-39) 
Equivalently,  
?̂?𝑒𝑓𝑓 = ?̂?𝐹.                                                              (1-40) 
Very interestingly, the topological phase of the Floquet insulator can be induced from the time 
independent Floquet Hamiltonian, in other words, the existing topological classification of the 
equilibrium Hamiltonian might still apply to the case for Floquet topological insulator [66]. The 
non-equilibrium edge states, in fact barely independent of time, are theoretical predicted in the 
semiconductor quantum well by irradiation with microwave frequency. However, if the driven 
pattern is slow enough, the modulation frequency will not exceed the bandwidth of the quasi-
energy, thus, different branches of Floquet bands interact and repel to form a complete bandgap, 
new edge states cross the bandgap, and their existence cannot be explained by Chern number in 
static system, since Chern numbers defined in the category of equilibrium topological 
classification are zero below the bandgap, as shown in Fig. 1-9 (b).  In such “trivial case”, the 







−1𝜕𝑘𝑦𝑈]).                      (1-41) 




Figure 1-9 (a) Convectional chiral edge states arising from the nonzero Chern number in Floquet TI, 
figure is adopted from ref. [66]. (b) Anomalous edge states appear due to the interaction of quasi-energy 
bands with different time orders, even when Chern number is zero, figure is taken from ref. [69]. 
There are also other types of topological insulating states, for example, the valley edge states 
present in the lattice with preserved 𝐶3 symmetry but broken inversion symmetry [82], although 
global Berry phase is zero, the local Berry phases around valleys are nonzero, giving rise to the 
local protection of the valley edge states. Additionally, topological crystalline insulator [83], 
proposed by Fu in 2011, has also attracted many attentions and the topological effects such as the 





Classical analog of topological insulator  
2.1 Introduction 
A broad range of phenomena stemming from topological states of quantum matter has recently 
found a variety of analogs in classical systems, including photonics[71-74,80,81,88-126], 
mechanical and acoustic systems [26,28,75-77,127-154]. It appears that there are fundamental 
differences between the quantum solid states and classical waves. The behaviors of electrons are 
described by Schrodinger equation, obey the Fermi-Dirac statistics, and the TR operator satisfies 
𝑇2 = −1. Whereas the classical waves are governed by different equations of motion, for example, 
Maxwell equations give the solutions of the electromagnetic waves in space and time. Besides, TR 
operator for the classical systems follows 𝑇2 = 1 because of the non-pseudo vector properties of 
the classical waves. Another difference is, unlike the electrons of condense matters which have 
negative energy and are naturally bounded inside the material, photons are unbounded and easily 
radiate into the continuum, which enable photonic system as a natural platform to test the non-
Hermitian physics. 
When we turn our attentions to the topological properties of the system, however, the topological 
concepts in condensed matter can transfer to the realm in classical systems with some adaptions to 
their own characters [137,155-157], since the global topological invariants are related to the phase 
information of the waves solved from the eigenvalue equations, which are seen in a variety of 
systems.   
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Periodically patterned media, such as photonic crystals and mechanic, acoustic or phononic 
crystals, play an important role in emulating a wide range of condensed matter phenomena 
[137,158-160]. Indeed, suitably tailored periodicity has enabled the emergence of photonic 
bandgaps [161,162], and most recently led to the discovery of photonic topological insulators [71-
73,88,89,91,93,96,100,101,105-108,110-112,115,118-120,123,125,155-157,163], enabling 
parallels with condensed matter physics that have been an inspirational driving force for photonics 
research. Thus, the classical systems studied in this dissertation share the common features, a 
complete bandgap of bulk states is present (insulating states), via bulk-boundary correspondence, 
the topological boundary states exist due to the nontrivial topological invariant of the bulk states.   
2.2 Modified topological invariants  
2.2.1 Modified Berry Curvature 
The rigorous calculation of the topological invariant – Chern number in the context of photonic 
crystal is discussed here. We consider Maxwell equations in a lossless, linear material without 
charge source and write them in a generalized Hermitian eigenvalue form 
R̂𝒖𝑛(𝒓, 𝒌) = 𝜔𝑛M̂(𝒓)𝒖𝑛(𝒓, 𝒌),                                                  (2-1) 
Where R̂ = (
0 𝑖∇ ×
−𝑖∇ × 0
)  is the free Maxwell operator, and M̂(𝒓) = (
𝜖̂(𝒓) ?̂?(𝒓)
?̂?(𝒓)† ?̂?(𝒓)
)  is the 
position dependent electromagnetic susceptibility tensor, in which 𝜖̂(𝒓) is the tensor form of the 
permittivity, ?̂?(𝒓) the tensor form of the permeability, and ?̂?(𝒓) is the bianistropic tensor form. 
𝝍𝑛(𝒓, 𝒌) = 𝒖𝑛(𝒓, 𝒌)𝑒
−𝑖𝒌𝒓 = (𝑬𝑛(𝒓, 𝒌),𝑯𝑛(𝒓, 𝒌))
𝑇𝑒−𝑖𝒌𝒓 is the Bloch wave consisting of electric 
and magnetic fields, and periodic condition applies to 𝒖𝑛(𝒓, 𝒌) = 𝒖𝑛(𝒓 + 𝑹, 𝒌)  as well as  




In the context of electromagnetism, the inner product of 𝜓(𝒓, 𝒌) needs to be modified as [89] 
⟨𝝍𝑛,𝑘|𝝍𝑛,𝑘⟩𝑀 = ∫ 𝑑𝒓ℝ𝑑 𝑢𝑛
†(𝒓, 𝒌)M̂(𝒓)𝑢𝑛(𝒓, 𝒌),                                         (2-2) 







,                                                       (2-3) 
The form of Berry curvature in momentum space keeps the same form as Eq. (1-2). Chern number 
of the photonic crystal is calculated via the integration of Berry curvature in the first Brillouin 
zone.  
2.2.2 Modified Wilson loop 
If not dealing with photonic Chern insulator, we might need to rely on the Wilson-loop approach 
introduced in Chapter 1, section 1.2.2 to evaluate the topological invariant of the photonic crystal. 
In the context of electromagnetism, it is  modified [164] as the following expression 
𝑊𝑘𝑖,𝑙 = ∏ ?̂?(𝒌1
𝒌𝑓
𝒌1=𝒌𝑖
, 𝒌1 + 𝛿𝒌),                                               (2-4) 
Where𝐹𝑛,𝑛′(𝒌, 𝒌 + 𝛿𝒌) = ∫ 𝑑𝒓ℝ𝑑 𝑢𝑛
†(𝒓, 𝒌)M̂(𝒓)𝑢𝑛′(𝒓, 𝒌 + 𝛿𝒌)  is defined, and 𝑘𝑖 → 𝑘𝑓  defines 
the path 𝑙 in the Brillouin zone which goes a period 2𝜋. The eigenvalue of Wilson loop 𝜆𝑛
𝑁𝑘 can 
be obtained from Eq. (1-15), and Wannier band is extracted from the phase of 𝜆𝑛
𝑁𝑘(𝑙, 𝑘𝑖) as  
𝜈𝑙
𝑛(𝑘𝑖) = −Im[log (𝜆𝑛
𝑁𝑘(𝑙, 𝑘𝑖))],                                                (2-5) 
Therefore, we can predict whether the photonic system has the topological edge states based on 
the evolution of Wannier bands in the Brillouin zone. 
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2.3 Photonic topological states 
2.3.1 Photonic analog of Chern insulator 
Haldane and Raghu theoretically proposed the photonic analog of quantum Hall effects edge states 
exist on the gyromagnetic photonic crystal, nonzero Chern number above the photonic bandgap is 
obtained when the static magnetic field is applied. According to the bulk-edge correspondence[23],  
chiral edge states propagating in one way direction are expected to appear at the boundary of the 
photonic crystal, and immune to scattering and disorder in their pathway[88,89]. To better 
illustrate this seminal idea, a specific example of 2D triangular lattice consisting of dielectric rods 
embedded in the air is presented here, where TRS is broken by introducing the Faraday-effect 
terms (magneto-optic) outside the rods. The tensor form of the permittivity in the air can be 






),                                                          (2-6) 
where Δ is the perturbation term due to the Faraday-rotation effect. The transverse electric (TE) 
band structures of such photonic crystal are calculated by first principle simulation. Because of the 
preservation of spatial symmetries and TRS, Dirac degeneracies at high symmetry points K(K′) 
(dashed line in Fig. 2-1(a)) are formed, and they are lifted due to the breaking of TRS by Faraday-
ration effect (dotted line in Fig. 2-1(a)).  
To confirm the topological invariant arising from such Faraday-rotation effect, photonic Wannier 
bands are calculated via eigenvalue study in first principle simulation.  As shown in Fig. 2-1 (b), 
the Wannier bands for the lower two photonic bands are evaluated. Wannier band is trivial for the 
lowest frequency band, whereas Wannier band of the second photonic band travels a distance of a 
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unit cell when reciprocal vector goes one period in the Brillouin zone, indicating Chern number is 
quantized as one. Consequently, edge state propagates in a nonreciprocal manner at the boundary 
of the photonic crystal, and its dispersion appears crossing the bandgap near Dirac point K(K′) 
above the blue band in Fig. 2-1(a). Interestingly, the backscattering channel of the edge states is 
prohibited due to the topological protection, and such robust property might provide a solution to 
the integrated optical device where undesirable backscattering is not tolerated while structural 
imperfection is unavoidable.  
Note the photonic Wannier bands are obtained from the magnetic components of the eigenstates 
in this example, which should not be a problem to characterize the topological invariant of the 
system, since magnetic Chern number is equivalent to electric Chern number, or electromagnetic 
Chern number, which was mathematically proved by the ref. [165], it claims electromagnetic, 
electric and magnetic Bloch vector bundles in the Hilbert space are isomorphic.  
 
Figure 2-1 (a) TE band structures of 2D photonic triangular lattice of cylindrical dielectric rods embedded 
in air without (dashed lines) and with (dotted lines) introduction of Faraday-rotational effect. (b)  Wannier 
bands representing the low frequency bands in (a) when the TRS is broken by Faraday-rotational effect. 
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Constitution parameters of the environment are 𝜖⊥ = 𝜖𝑧 = 𝜖0, Δ = 0.2𝜖0, and 𝜇𝑒 = 𝜇0, and of the 




To achieve the topological effects and observe these interesting phenomena, the photonic analog 
of quantum Hall effect edge states was measured in the microwave experiment very soon after the 
Haldane and Raghu’s proposal, in which the TRS is broken by strong magneto-optic response of 
materials [90,91], which consist of square lattice of YIG rods embedded in the air. The one way 
propagating edge states were observed and their robustness was demonstrated in the microwave 
experiment, even when the scatterers were inserted in the propagating pathway of the edge states 
(Fig. 2-2). More proposals and experiments were performed in similar system [94], and the large 
Chern numbers in higher frequency bandgaps were experimentally confirmed by Fourier transform 
of the spatial spectrum [101,106].  
If the magneto-optic photonic crystal is scaled up to the optical frequency range, however, the loss 
of the photonic crystal is significant, more important, the magneto-optic effect is weak. Therefore, 
researchers look for alternative methods to implement the non-reciprocal propagation of the edge 
states in the optical devices.  In fact, many photonic systems support the design in which the TRS 
is broken and artificial gauge field is created, thus, providing promising platforms for emulating 
quantum Hall effect and observing robust chiral edge states [71,72]. For example, the 
optomechanical crystal formed by 2D array of resonators, which couple the photon and phonon in 
a coherent way, shows a high degree of controllability, and a variety of topological phenomena 
were theoretically predicted in such platform [105], and experimental realized in a few sites of 




Figure 2-2 (a) Schematic of the square lattice of YIG rods sandwiched between two parallel metal plates. 
(b) Photograph of the experimental sample. (c) Field distribution (𝐸𝑧) in the absence of the scatterer. (d) 
Filed distribution wraps around the scatterer and the backscattering is suppressed because of the 
topological protected of the one-way edge state. (e) Feed antenna is placed at site B, and no edge modes 
propagate to the left. This figure is adopted from the ref. [91].  
2.3.2 Photonic analog of quantum spin hall insulator 
The second class of photonic topological insulator is the system with TRS preserved. We should 
keep in mind TRS alone in photonic system cannot guarantee the Kramer degeneracy, thus, does 
not provide the condition of simulating the photonic analog of quantum spin Hall effect. However, 
we can introduce extra symmetries to mimic the role of TR operator in bosonic system to satisfy 
the condition 𝑇𝑠
2 = −1. For example, when material responses of electromagnetic wave are the 
same 𝜖̂ = ?̂?, the internal symmetry of the Maxwell equations, refer to as dual symmetry, was used 
to construct the Fermi-like TR operator [96]. Accordingly, the Maxwell equations turn into the 
two copies of second order differential equations, 
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𝜖̂−1𝛻 × {𝜖̂−1𝛻 × 𝑬(𝒓)} = 𝑘2𝑬(𝒓) 
𝜖̂−1𝛻 × {𝜖̂−1𝛻 × 𝑯(𝒓)} = 𝑘2𝑯(𝒓),                                    (2-7) 
As a consequence, double degeneracy of the photonic band structures occurs everywhere in the 
Brillouin zone, providing the condition to mimic pseudo spin degree of freedom.  Furthermore, 
QSHE requires the spin-orbit coupling to break the band degeneracy and induce topological 
transition, while no direct analog photonic spin-orbit coupling exists because of neutral charge of 
photons. The first example of TR symmetric photonic topological insulator exploits linear 
combination of electric and magnetic components of electromagnetic wave as a pseudo spin-1/2 
degree of freedom and engineering synthetic spin-orbit coupling by bianisotropy (magneto-electric 
coupling) [96]. The constitution relations of the material become 
D=𝜖̂𝑬 + ?̂?𝑯 
B=?̂?𝑯 + ?̂?†𝑬,                                                         (2-8) 









),                                         (2-9) 
For 2D photonic crystal, TE and TM modes are decoupled, and we construct the pseudo spin basis 













),                                        (2-10) 
Where 𝜓± are the pseudo spin up/down states, and the Maxwell equations under the new basis 





±,                                                           (2-11) 
Where ℒ0 = 𝑘0









2 .                                                    (2-12) 
ℒ1 introduces positive/negative synthetic gauge field in the photonic crystal for pseudo spin/down 
states, leading to the opening of the bulk bandgap, as shown in Fig. 2-3(b). Note each equation in 
Eq. (2-11) is exactly the wave propagation equation for photonic analog Chern insulator discussed 
in the last section, which is the same situation as the QSHE in graphene, namely, two copies of 
quantum Hall effect display their respective topological physics but connected via the TRS[31]. 
Therefore, such bi-anisotropic photonic crystal with duality symmetry is expected to support the 
helical edge states at the boundaries or domain wall and display the spin-locking property. For 
example, the pseudo spin up states only propagate in one-way manner with positive group velocity, 
while the pseudo spin down states behave the opposite way around, as seen in Fig. 2-3(c). These 
topological edge states also show unprecedented robustness to defects and disorder, and drastically 




Figure 2-3 (a) Photonic analog pseudo spin states composed of electric field and magnetic field. (b) 
Photonic band structure of triangular lattice with and without bi-anisotropic term introduced. The duality 
symmetry is preserved in the material. (c) Photonic dispersion of pseudo spin up (green) and pseudo spin 
down (red) supported by a bi-anisotropic domain wall. (d) Robustness of the helix edge states propagation 
against the sharp bend of their pathway. These figures are adopted from ref. [96].  
Microwave experiment based on bi-anisotropic metamaterial was carried out soon and the spin-
momentum locking phenomenon was observed [97,115]. Later on, a simple meta-waveguide 
design was theoretically proposed and experimentally implemented [103,108] as shown in Fig. 2-
4(a). The meta-waveguide triangular photonic crystal consists of array of copper pillars 
sandwiched between parallel copper plates, and their geometries are carefully chosen such that the 
accidental degeneracy of Dirac cones between quasi-TE and quasi-TM modes are spectrally 
overlapped. The copper collars are introduced at each pillar, which lead to an effective bi-
anisotropic response between the electric and magnetic field when they are not in the center of the 
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pillars, thus open up the bandgap of bulk Dirac cones. Importantly, these collars can be shifted 
upward or downward to the plates, corresponding to the positive mass term or negative mass term 
which is responsible for the value of topological index. Therefore, a reconfigurable and arbitrary 
topological domain wall can be created by manipulating the collars, and the topological edge states 
survive from the arbitrary pathway of the domain wall and even demonstrate ballistic transport 
through the disorder region (Fig. 2-4(b)). More interestingly, the topological switch was proposed 
and experimentally demonstrated [108], in which the reconfigurable collars in the green region 
(Fig. 2-4(c)) can be switched into same topological region as red one or blue one, in such way the 
propagation path of edge states is switched from one port to another port. 
 
Figure 2-4 (a) Photographs of side view and top view of fabricated meta-waveguide. (b) Robust transport 
of the topological edge states through randomly shaped domain wall and disorder region. (c) 
Experimental demonstration of topological switch and time resolved transmission of edge states through 
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the domain wall, where collars in the red, blue and green regions are placed at top, bottom and 
reconfigurable. 
Many other TRS systems supporting the robust helical edge states transport have also been 
proposed and experimentally tested in recent years, such as the coupled silicon ring resonators 
with complex couplings induced by link resonators [93,95,98], the radio frequency circuits 
consisting of inductors and coupling capacitors [104], as well as the all dielectric photonic crystal 
exploiting the spatial symmetries [107]. The last design will be described and implemented in near 
infrared experiment in Chapter 4. 
2.3.3 Photonic Floquet topological insulator 
Floquet approach in photonic system produces synthetic gauge fields by periodical modulating the 
dielectric parameters in time [71,72], achieves non-reciprocal propagation without magnetic 
materials, thus, might also support topological edge states in photonic crystal. Compared to other 
approaches, it does not reply on the spatial symmetries as well as the magneto-optic material. 
However, it requires modulation frequency larger than the bandwidth of host frequency and strong 
modulation strength, which make it hard to be implemented in the photonic experiment. An 
alternative way to achieve such approach is utilizing the propagating geometries in the coupled 
silicon waveguides[73] ,  and the basic idea is sketched here. 
The assumption is made that the light propagates along the paraxial direction of the waveguides 
arranged into a honeycomb lattice (Fig. 2-5 (a)), so waveguide modes between nearest neighbors 
couple through evanescent tails of the electromagnetic waves, and the wave vector of  modes in 
the axial direction (𝑧) is dominant over other direction (𝑘𝑧 ≈ 𝑘0 =
2𝜋𝑛0
𝜆
). The ambient medium 
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has a refractive index 𝑛0, and the dielectric constant of the waveguide 𝜖 has a small variations 
compared to the background one 𝜖 = 𝜖0 + Δ𝜖. 








𝐸(𝒓),                                         (2-13) 
Where 𝐸(𝒓) is the magnitude of a carrier-envelope electric field 𝑬(𝒓) = ?̂?𝐸(𝒓)e−i𝑘0𝑧, ?̂? is a unit 




plays the role of “effective potential” and coupling different neighboring modes in the waveguides.  
 
Figure 2-5 (a) Microscope image of the input facet of the photonic lattice. Yellow ellipse marks the 
position and shape of the input beam. (b) Schematic of the helical coupled silicon waveguides, the 
rotation axis of these helical waveguides is the 𝑧 axis. (c) Light appears at the output facet of the photonic 
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lattice as the input beam moves (yellow ellipse) toward the right direction. The figures are adopted from 
ref. [73]. 
To introduce the synthetic gauge field in the system and create one way topological edge states, 
the TRS has to be broken by temporal modulation. The spatial coordinate of these coupled 
waveguides in 𝑧 acts as a temporal coordinate in the Eq. (2-12), and the spatial modulation in Fig. 
2-5(b) by helical rotating the waveguides in 𝑧 axis can emulate this temporal modulation, thus the 
coordinate frame is transformed by such helical design as 𝑥′ = 𝑥 + 𝑅𝑐𝑜𝑠Ω𝑧,  𝑦′ = 𝑦 + 𝑅𝑠𝑖𝑛Ω𝑧, 
and 𝑧′ = 𝑧, where 𝑅 is the helix radius, and Ω is the modulation frequency in z, which exceeds the 
bandwidth of  quasi-bands to avoid the mixing with others of different Floquet orders (see Chapter 















𝐸(𝒓′),               (2-14) 
Where 𝑨(𝑧′) = 𝑘0𝑅Ω[− sin(Ω𝑧) , cos(Ω𝑧) , 0]  represents the vector potential induced by the 
waveguide’s helical rotation. The last term can be ignored since it is an adjust term to the onsite 
energy. In the TBM, the extra gauge fields induced by vector potential modulate the hopping terms 
by Peierls substitution 𝐽𝑛,𝑚
′ = 𝐽𝑛,𝑚𝑒𝑥𝑝[−𝑖𝑨(𝑧
′)𝒓𝑛,𝑚
′ ], where 𝒓𝑛,𝑚
′  is the distance between the two 
coupling sites. Using the Floquet problem technique described in Chapter 1, Section 1.3.5, quasi-
frequency bands of the Floquet system are obtained and degeneracy at Dirac points is lifted up due 
to the temporal modulation. As a result, the topological chiral edge states are observed at the 
boundaries of the coupled waveguides and propagate in one way direction in Fig. 2-5(c). 
Interestingly, if the modulation is slow enough in the 𝑧 direction, the quasi-spectral couplings 
between different Floquet orders appear and lead to the anomalous topological transition, 
anomalous topological edge states were observed in the slowly varied coupled waveguides even 
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when the Chern number is zero [80,81], whereas their topological invariants are described by Eq. 
(1-41).  
2.3.4 3D photonic topological insulator 
Topological surface states might exist in 3D photonic crystal and are protected by glide reflection 
symmetry, even when TRS of the system is broken by the ferrimagnetic materials [163]. Another 
kind of topological surface states are supported by the weak analog 3D topological insulator which 
is stacked from the 2D bi-anisotropic photonic topological insulator [120]. The protocol of finding 
the topological phase is similar to the 2D case. First, material and geometry parameters of the 
dielectric disk are judiciously optimized to overlap the two 3D Dirac cones in a frequency range, 
and no other modes for any Bloch vector in the Brillouin zone are present in this frequency range. 
Second, the bi-anisotropic response in the material is introduced by the part removal of disk, as 
shown in Fig. 2-6(a), in such way the mirror symmetry in the axial direction 𝜎𝑧  is broken. 
Subsequently, the modes at Dirac cones are mixed and open up a complete bandgap in the 3D 
Brillouin zone. An effective Hamiltonian near Dirac points based on electromagnetic perturbation 
theory and first principle simulation is found  
ℋ̂ = 𝜔0 + 𝑣⊥?̂?0(𝛿𝑘𝑥?̂?𝑥 + 𝛿𝑘𝑦?̂?𝑦) + 𝑣||?̂?𝑦?̂?𝑧𝛿𝑘𝑧 +𝑚?̂?𝑧?̂?𝑧,                          (2-15) 
where ?̂?𝑖 and ?̂?𝑖 are Pauli matrices operating in the subspaces of polarization (pseudo spin) and 
dipole orientation of the field distribution (orbital momentum), respectively, 𝑚 is the effective 
mass term induced by the bianisotropy, 𝜔0 is the frequency of the Dirac bands at K-point, and 
𝑣||(⊥) is the out-of-plane (in-plane) Dirac velocity. The effective photonic Hamiltonian Eq. (2-15) 
is equivalent to a family of condensed matter Hamiltonians describing 3D topological insulator 
[51]. One of the most important consequences of nontrivial topological invariant is the emergence 
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of gapless surface states. To verify the analytical results, the large scale full-vector numerical 
simulations were carried on the topological domain wall, which represents an interface between 
two topological crystals inverted with respect of each other along the z-direction (Fig. 2-6(a)), 
which effectively results in the reversal of bianisotropy. The 3D band diagram of the topological 
structure shown in the Fig. 2-6(b) exposes one of the Dirac cones corresponding to the surface 
states near K-point. 
 
Figure 2-6 (a) Schematic of topological domain wall formed between two 3D weak photonic topological 
insulators with reverse mass terms induced by bi-anisotropic response. (b) The conical Dirac-like 
dispersion of the topological surface states. 
Following this theoretical work, the experimental realization of the weak type 3D photonic 
topological insulator was achieved very recently, in which the split-ring resonators are used to 
induce the strong magneto-electric coupling[166], leading to the form of a complete and wide 
bandgap. The sample was fabricated with printed circuit board layers stacked together (Fig. 2-7. 
(a)), and the conical surface Dirac cone was mapped out by Fourier transform of the complex 




Figure 2-7 (a) Photograph of the photonic 3D weak topological insulator, (b) Experimental observation of 
the gapless Dirac-like topological surface states. These figures are taken from ref. [166].  
Other types of topological insulators in photonic systems have also been implemented, for instance, 
the local topological effect was explored in the photonic valley-Chern insulator [112], and a 
heterojunction interfaced between analog QSHE domain and valley-Chern insulator was built and 





One-way Dirac cone in photonic topological insulator 
3.1  Introduction 
The rich physics of electromagnetic phenomena facilitated by the internal degrees of freedom of 
light, e.g., polarization and angular momentum, has enabled a multitude of applications from 
multimode optical fibers and holography, to tractor beams and topologically robust 
propagation[168-170]. Indeed, engineered pseudo spin in photonics has inspired significant 
interest as an additional degree of freedom in the context of topological electromagnetic states 
[93,96,107]. Photonic structures biased by synthetic gauge potentials selectively acting on the 
polarization of light, its angular momentum or valley degrees of freedom have been used to 
engineer symmetry protected topological states for photons and topologically robust pseudo spin 
polarized transport[110,117,120]. More recently, coupling of pseudo spin and valley degrees of 
freedom has been employed to create spin-polarized bandgaps at the two valleys of a photonic 
analog of graphene[117]. Provided that the intervalley scattering is absent, the valleys can be used 
as a new degree of freedom, offering the opportunity to engineer and control photons.  
Klein tunneling is a fascinating phenomenon in quantum mechanics, consisting in the unimpeded 
penetration of particles through potential barriers. It was first envisioned in relativistic quantum 
physics of high-energy spin-1/2 fermions [49]. More recently, a prediction of this unusual chiral 
transport found experimental confirmation [171,172] in junctions of graphene[173], which 
exhibits quasi-relativistic carrier dynamics described by the effective massless Dirac 
equation[171,172,174,175]. The optical analogue of this unique two-dimensional (2D) material, 
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referred to as photonic graphene, also shows unprecedented optical characteristics, and it is of 
eminent research interest in photonics [100].  
To engage the full potential of spin-valley photonics and explore the intriguing phenomenon of 
Klein tunneling in photonics, we design a special class of materials exhibiting conducting vs 
insulating states for opposite photonic pseudo spins and valleys. Interesting properties can be 
achieved if the conduction takes place via photonic modes with relativistic-like Dirac spectrum. 
We achieve for the first time such selectivity in systems with Dirac spectrum with respect to both 
pseudo spin and valley degrees of freedom [125]. In turn, this discovery allows us to non-trivially 
extend the space of available effective photonic potentials by coupling pseudo spin, valley and 
sublattice (chiral) degrees of freedom. We demonstrate these phenomena in systems with TRS, 
proving the existence of one-way pseudo spin-valley polarized Dirac spectra. The proposed 
structures behave effectively as Dirac semimetals and insulators for opposite pseudo spin and 
valley polarizations. Such optical responses emerge at the crossover between distinct topological 
photonic phases: quantum spin-Hall and valley-Hall phases. The critical points of topological 
transitions exhibit unusual properties at topological domain walls, where the pseudo spin and 
valley polarized edge states coexist within the continuum associated with opposite polarizations.  
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3.2  Pseudo spin-valley polaried one-way Dirac cone 
3.2.1 Multiple topological phases 
The proposed systems to realize the one-way Dirac cone are shown in Fig. 3-1(a) represent 
photonic triangular lattices which implements TRS preserving scenario with a pseudo-spin degree 
of freedom. The pseudo-spin degree of freedom is introduced by the duality symmetry, ensured by 
equal electric permittivity 𝜖̂ and permeability ?̂? of the rods[96]. The degeneracies with crossed 
linear Dirac-like dispersion in triangular crystals are protected by both spatial inversion symmetry 
(SIS) and TRS. In photonic lattices, such Dirac cones necessarily appear in pairs, unless TRS is 
broken or pseudo-spin orbital interaction is introduced. For this reason, photonic graphene exhibits 
Figure 3-1 (a)Topological 2D photonic crystal made of bi-anisotropic 
triangulated rods arranged in a triangular array in air. (b) Photonic pseudo 
spin-polarized one-way Dirac cone bands, red bands correspond to 
(pseudo) spin-up states, while blue bands to (pseudo) spin down states. 
Dimensionless (normalized to lattice constant 𝑎0) geometric parameters 
of the rods are  𝑟0 = 0.34, 𝑟𝑓 = 0.27, 𝜖|| = 𝜇|| = 14, 𝜖z = 𝜇z = 1, the  
bianisotropic response 𝜉xy = 0.2  is introduced in the background. 
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a pair of Dirac cones at each valley of its Brillouin zone[100]. Such dual crystals have been shown 
to emulate quantum spin Hall state for the pseudo-spins 𝜓↑(↓) = 𝐸𝑧 ± 𝐻𝑧 when the bianisotropic 
response is introduced. The bianisotropy is described by the effective constitutive relations with 
magneto-electric coupling 𝐃 =  𝜖̂ 𝐄 + 𝜉 𝐇 and 𝐁 = ?̂? 𝐇 + 𝜉†𝐄, where the only non-vanishing 
elements of the bianisotropy parameter 𝜉 are 𝜉𝑥𝑦 = −𝜉𝑦𝑥 = 𝑖Δ. The bianisotropic response has an 
effect analogous to spin-orbit coupling in electronic systems, and it results in band-crossing of TE 
and TM bands and opening of topological band gaps for both pseudo-spins and valleys. In addition, 
the Dirac points can be gapped by the reduction of spatial symmetry by triangulation of the rods, 
which give rise to effect of valley-Hall photonic state[108,112,119]. 
3.2.2 Photonic effective Hamiltonian 
In this section we derive the effective Hamiltonian near the Dirac points for a triangular lattice of 
triangulated rods made of a bianisotropic material. Maxwell’s equations for a lossless, linear and 
bianisotropic material are introduced in Eq. (2-1), with the constitutive tensors are taken from Eq. 
(2-9), where we assume ?̂? = 𝜖̂ and 𝜒 is purely real. From Eq. (3-1) we can recover a reduced set 
of equations for TM-like and TE-like modes coupled to each other by bianisotropy 
(𝑘0
2𝜖𝑧𝑧 + 𝜕𝑥Θ𝜕𝑥 + 𝜕𝑦Θ𝜕𝑦)𝐸𝑧 = −𝑖(𝜕𝑥∆𝜕𝑦 + 𝜕𝑦∆𝜕𝑥)𝐻𝑧, 
(𝑘0
2𝜖𝑧𝑧 + 𝜕𝑥Θ𝜕𝑥 + 𝜕𝑦Θ𝜕𝑦)𝐻𝑧 = −𝑖(𝜕𝑥∆𝜕𝑦 + 𝜕𝑦∆𝜕𝑥)𝐸𝑧,                        (3-1) 
Where the denotations Θ and Δ are defined in Eq. (2-12), and the pseudo spin states are defined as 
Eq. (2-10). After the basis transformation, Eqs. (3-1) turn into 
(𝑘0
2
𝑧𝑧 + 𝜕𝑥Θ𝜕𝑥 + 𝜕𝑦Θ𝜕𝑦)𝜓
↑,↓ = ∓𝑖((𝜕𝑥∆𝜕𝑦 + 𝜕𝑦∆𝜕𝑥)𝜓
↑,↓,                     (3-2) 
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For simplicity, we set 𝜖𝑧𝑧 = 𝜖 which is independent of real space coordinate. The plane wane 
expansion (PWE) is used in the next steps. Let’s consider one of the pseudo spin states, say, pseudo 
spin up 𝜓↑ , and apply Bloch theorem as well as Fourier expansion to 𝜓↑  and the constitutive 
parameters Θ and Δ, 
𝜓↑ = ∑ 𝜓𝐺
↑
𝐺 𝑒
−𝑖(𝑮+𝒌)𝒓,                                                        (3-3)   
[Θ, Δ] = ∑ [ΘG, Δ𝐺]𝐺 𝑒
−𝑖𝑮𝒓,                                                   (3-4) 
Where the Fourier coefficients are given by  










2 is the area of the triangular lattice unit cell, and vector 𝒓 lies in the 𝑥𝑦 plane. Combine 
Eqs. (3-2,3,4), we get a set of linear equations for the Fourier components of the field 
𝑘0
2 𝜓𝑮
↑ = ∑ ΘG−G′𝐺′ (𝒌 + 𝑮)(𝒌 + 𝑮
′)𝜓𝑮′
↑ +  𝑖 ∑ ΔG−G′𝐺′ [(𝒌 + 𝑮) × (𝒌 + 𝑮
′)]𝜓𝑮′
↑ .         (3-6) 
 
Figure 3-2 Schematic unit cell in which the rod is perturbed by three small rods. 
To account for triangulation, we introduce three small circular perturbations with radius 𝑟2 
attached to the unperturbed circular rod with radius 𝑟1, whose centers locations are determined by 












), where 𝑑0 = 𝑟1 +
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𝑟2. Accordingly, the spatial distribution of material parameters can be written as (perturbation only 
affects parameters Θ(𝐫)) 
Θ(𝐫) = Θenv + (Θr − Θenv)(𝑆(𝒓, 𝑟1) + ∑ 𝑆(𝒓 − 𝒅𝑛, 𝑟2)
3
𝑛=1 ),                      (3-7) 
 Δ(𝐫) = Δr𝑆(𝒓, 𝑟1),                                                         (3-8) 
Where the selection function 𝑆(𝒓, 𝑟1) is defined as 
𝑆(𝒓, 𝑟1) = {
1, |𝒓| ≤ 𝑟1
0, |𝒓| > 𝑟1 
.                                                      (3-9) 
Θenv and Θr are the parameters in the environment and interior of rods, respectively.  
Expand the wavevector 𝒌 = 𝐊 + 𝛿𝒌 near Dirac point 𝐊 = K(1,0), where K =
4π
3𝑎0
. We truncate 


















). Thus, to describe the formation of low frequency electromagnetic bands in the 
effective Hamiltonian, we leave only the leading contributions from three wavevectors nearest to 












) , each 
rotated by 2𝜋/3 with respect to one another. In the 𝑘. 𝑝 approximation, we restrict to the terms 
first order in 𝛿𝒌 , namely,  (𝒌𝑖 + 𝛿𝒌)(𝒌𝑗 + 𝛿𝒌) ≈ 𝒌𝑖𝒌𝑗 + 𝛿𝒌(𝒌𝑖 + 𝒌𝑗) . Thereby, the Fourier 
coefficients Θij can be written as 
Θi,j = {
Θ0 + 3ΔΘ0,    𝑖 = 𝑗,
Θ1 + ΔΘ1∑ 𝑒
−𝑖(𝑮𝑖−𝑮𝑗)𝒅𝑛3
𝑛=1 , 𝑖 ≠ 𝑗 
 ,                                    (3-10) 
Δi,j = Δ1, 𝑖 ≠ 𝑗 ,                                                      (3-11) 
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where Θ0, Θ1 and Δ1 are the values calculated from Eq. (3-5) for unperturbed case, whereas ΔΘ0 
and ΔΘ1 are the perturbed values due to the introducing of three circles. As a consequence, we 
obtain 3 × 3 eigenvalue problem from Eq. (3-6)  
𝑘0
2 𝜓↑ = ?̂?1𝜓
↑,                                                           (3-12) 
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) ,                                          (3-13) 
where 𝜑 = √3Kd0. To unitary transform the diagonalizable matrices, we perform the operation 
?̂? = 𝑈?̂?1𝑈
−1,                                                       (3-14) 
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).                                           (3-15) 
After excluding the first row and first column of the transformed Hamiltonian ?̂? describing a 
singlet state, we get the effective 2 × 2 Hamiltonian matrix in the subspace of the doublet states. 
The same procedure can be repeated for the opposite valley and spin. Finally, we arrive at the 
effective Hamiltonian for two spin configurations without considering the onsite energy 
?̂?↑,↓ = 𝑣D?̂?x?̂?z?̂?0𝑘x + 𝑣D?̂?y?̂?0?̂?0𝑘y + ?̂?z(?̂?z?̂?z𝑚B − ?̂?0?̂?0𝑚I),                     (3-16) 
where Pauli matrices ?̂?i, ?̂?i and ?̂?i correspond to the sublattice, valley and pseudo-spin degrees of 
freedom, and 𝑚B  and 𝑚I  are mass terms induced by the bianisotropy and SIS reductions, 
respectively. Group velocity 𝑣D = K(Θ0 − Θ1)  and mass terms due to inversion symmetry 











The form of Hamiltonian in Eq. (3-16) suggests that the two mass terms exhibit different behaviors 
at the two valleys, implying that one can again artificially tune the structure parameters to equate 
the effective masses 𝑚B = 𝑚I, thus closing (doubling) the band gap at K point, while doubling 
(closing) it at K’ point for pseudo spin up (spin down) state. Thus, for this system TRS invariance 
ensures that opposite spins exhibit Dirac-like dispersion at the two opposite valleys. As a result, 
the dispersion for the pseudo spin up (spin down) state is quadratic at the K’ (K) valley, with 
effective mass 𝑚 = 𝑚B +𝑚I. Such system therefore exhibits valley-selective linear Dirac-like 
dispersions, which should manifest itself in peculiar wave-transport properties both in the bulk and 
on the edges. 
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3.3  Pseudo-spin-valley polarized one-way Klein tunneling 
3.3.1 Transmittance derived from Effective Hamiltonian 
 
Figure 3-3 Schematic diagram of low energy Dirac band structures for the 1D structure sandwiched by 
regions 1/2/1.  
In the systems under investigation is expected to exhibit an exotic transport behavior – Klein 
tunneling  – consisting in valley and pseudo spin polarized uniform transmission through the Dirac 
bands. We performed both analytical and first-principles numerical studies of wave transmission 
through a photonic potential barrier in order to observe such behavior. To derive the transmission 
analytically, we use the description based on the effective photonic Hamiltonian obtained in Eq. 
(3-16) along with the continuity boundary conditions across the interfaces. We consider a 
geometry sequence 1/2/1 shown in Fig. 3-3, where domains 1 and 2 are characterized by the 
effective Hamiltonians with their parameters described by masses 𝑚1,2  and homogeneous 
photonic potentials 𝑢1,2, which essentially represent unit-cell averaged dielectric parameters. The 
wave propagates with a wavevector 𝒌1 = (𝑘1,𝑥𝑘𝑦) from region 1 onto the photonic “potential 
barrier” of height  (𝑢2 − 𝑢1) and width 𝐿 located in domain 2 with a wavevector 𝒌2 = (𝑘2,𝑥𝑘𝑦), 
domains are assumed to be infinitely long in the 𝑦 direction. The intervalley scattering is ignored, 
thus, we focus on the single valley and single pseudo spin subspace of the Hamiltonian in Eq. (3-




𝑢1/2 +𝑚1/2 𝑣𝐷(𝑘1/2,𝑥 − 𝑖𝑘𝑦)
𝑣𝐷(𝑘1/2,𝑥 + 𝑖𝑘𝑦) 𝑢1/2 −𝑚1/2
)𝜓1,2 = 𝜔𝜓1,2,                             (3-17) 




),                                                     (3-18) 
Where 𝜙1,2 = arg [(𝜔 − 𝑢1/2 −𝑚1/2)/(𝑘1/2,𝑥 − 𝑘𝑦)]. We assume the case of normal incidence 
𝑘𝑦 = 0 of the propagating wave (|Ω| > 𝑚1). Therefore, the wavefunctions in region 1/2 are linear 





) + 𝑟𝑒𝑖𝑘1,𝑥𝑥 (
1
±𝑒𝑖(𝜋−𝜙1)





) + 𝑏𝑒𝑖𝑘2,𝑥𝑥 (
1
±𝑒𝑖(𝜋−𝜙2)





) , 𝑥 ≥ 𝐿,                                           (3-19) 
With the aid of continuous boundary conditions at 𝑥 = 0, 𝐿, 
Ψ1(𝑥 = 0) = Ψ2(𝑥 = 0), 
Ψ2(𝑥 = 𝐿) = Ψ3(𝑥 = 𝐿),                                               (3-20) 
We get four equations for four unknown parameters, and finally obtain the transmittance through 
these equations 







,                                (3-21) 
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where 𝑠1/2 = √(ω − 𝑢1/2)
2
−𝑚1/2
2 ∕ (ω − 𝑢1/2 −𝑚1/2) , and 𝑘2,𝑥 = √(ω − 𝑢2)2 −𝑚2
2/𝑣D . 
Assuming linear dispersion for the K valley, the well appears to be perfectly transparent in K valley 
for all frequencies for any width of the barrier, which is a direct manifestation of chiral tunneling 
in Klein paradox [176]. For the K’ valley, in contrast, where the spectrum is parabolic, total non-
chiral transmission takes pace only within the passband when the resonant condition, 𝑘2𝑥𝐿 =  𝑁𝜋, 
𝑁 ∈ ℤ,  is satisfied.  
3.3.2 Observation of Klein tunneling in bianisotropic photonics 
To verify these analytical predictions, the electromagnetic response of the proposed crystals in Fig. 
3-1 was modeled using the finite-element method solver in COMSOL Multiphysics. We calculate 
the photonic band structure of a triangular lattice of circular rods preserving the duality 𝜖 = 𝜇, 
which exhibits a pair of overlaid Dirac spectra at both K and K’ valleys, plotted in Fig. 3-4(a), top 
panel. The inversion symmetry reduction is achieved triangulating the rods, which leads to lifting 
the degeneracy at the Dirac points. Bianisotropic response is also introduced to mix TE and TM 
modes, effectively creating gauge fields with opposite signs for pseudo spin up and pseudo spin 
down states. These two mechanisms of bandgap opening are tuned by changing the parameters of 
triangulation and bianisotropy, in such a way that for pseudo spin up state, plotted as a red line in 
Fig. 3-4(a) lower panel, the bandgap closes at K valley and doubles at the K’ valley, thus exhibiting 
valley dependent Dirac-like and parabolic dispersions, respectively. For the pseudo spin down 
state, shown with blue lines, the situation is reversed, and the linear dispersion appears at K’ valley 
instead. The TRS invariant system is exhibit one-way Klein tunneling, with a selection rule with 
respect to the pseudo spin degree of freedom and valleys, thus exhibiting pseudo spin-valley 




Figure 3-4 (a) Photonic band diagrams for dual triangular lattice without any symmetry reduction and 
with 𝜖|| = 𝜇|| = 14 (top panel), and triangulated triangular lattice with 𝜖|| = 𝜇|| = 14 with bianisotropic 
response 𝜉𝑥𝑦 = 0.2 introduced along with fillet of radius 𝑟𝑓 = 0.27 at each vertex (bottom panel), other 
parameters are the same as the ones in the top panel. Red bands correspond to the states of (pseudo) spin 
up, and blue lines to the states of (pseudo) spin down. (b) Photonic band diagrams of the symmetric 
triangular lattice (black lines) overlapped with the triangulated rods and bianisotropy introduced. (c) 
Numerically calculated transmittance for the spin-polarized source generating selectively (pseudo) spin 
up or spin down state for the transport at K (K’) valleys, as shown in the upper (lower) panel. The 
analytically retrieved transmittance with 2nd order correction in 𝑘. 𝑝 method at K valley for pseudo spin 
down (spin up) is shown with a green (black) dashed line. The fitting parameters of the spectra extracted 
from the numerically calculated band diagrams are following: in the case of pseudo spin down, the 
frequency of the Dirac crossing at K point 𝜔0𝑎/2𝜋𝑐 = 0.358, Fermi velocity 𝑣𝐷/2𝜋𝑐 = 0.039. In 
domain (1), 𝑢1 = 0,𝑚1 = 0, 𝛼1 = −0.05𝑣𝐷, 𝛽1 = −0.4𝑣𝐷; In domain (2),  𝑢2𝑎/2𝜋𝑐 =
−0.003,𝑚2𝑎/2𝜋𝑐 = 0.018, 𝛼2 = −0.001𝑣𝐷, 𝛽2 = −0.07𝑣𝐷; In the case of pseudo spin up, parameters 





2 in effective Hamiltonian with their numerical values expressed in term of 
𝑣𝐷. 
Turning to first-principles simulations of pseudo spin-valley polarized transmission, in Fig. 3-4(b) 
left panels we plot alongside the band structures for (i) the crystals without either gap-opening 
mechanisms (black lines) and (ii) the optimized spin-valley coupled structure with the Dirac cone 
for pseudo spin up (down) state at one of the valleys. The Dirac cones largely overlap, with a slight 
shift in frequency, sufficient to provide a potential barrier, and coexist with the gapped spectrum 
for the opposite pseudo spin. Note that the flip of valley from K to K’ results in the reversed 
situation for the pseudo spin states. Large-scale simulations were carried for the supercell 
consisting of 3 domains, with the middle domain made of the triangulated rods with the 
bianisotropic response, and two side domains made of non-triangulated and non-bianisotropic rods. 
Periodic boundary conditions imposed along the top and bottom boundaries, and matching layers 
are implemented on the sides. To ensure both pseudo spin-polarized and valley-polarized 
excitation, the field source was constructed from a pair of current sheets located at right (left) side 
domains, as indicated by arrows and white lines in Fig. 3-5. The symmetric current distribution 
ensures that we always excite the mode with positive (negative) group velocity at K (K’) valley. 
Transmission spectra for left (right) to right (left) excitation calculated for each pseudo spin are 
shown in Fig. 3-4(c), and they match with the analytic results (dashed lines in upper panel of Fig. 
3-4(c)) in a high level accuracy. For the Dirac-bands, the Klein tunneling is observed and a perfect 
uniform transmission from the left (right) to right (left) is observed for the pseudo spin up (down) 
state while for the opposite pseudo spin, which perceives the gapped spectrum at the particular 
valley, the transmission is suppressed due to exponential decay. Also, as expected for the parabolic 




Figure 3-5 Simulated electric field intensity |𝐄|2 distributions along the strip excited by the sources 
containing only one pseudo spin component. The upper (lower) three panels correspond to pseudo spin 
down (spin up) excitation. The strip consists of three domains, with two domains type (1), which 
represent triangular lattices of circular rods with  𝜖 = 𝜇, separated by domain type (2), which is composed 
of the triangulated rods with bianisotropy. The domains (1) and (2) contain 2 × 25 and 2 × 20 unit cells, 
respectively. Black dashed lines denote the boundaries between domains.  The source is placed in right 
domain (1) in the upper panel, and in left domain (1) in the lower panel, as indicated by black arrows and 
white lines. 
The electric field distributions corresponding to the cases of forward (K valley) and backward (K’ 
valley) pseudo spin-valley polarized excitations are plotted along the supercell strip. When the 
excitation frequency is chosen inside the bandgap, the pseudo spin up (down) state transmitted 
from left (right) to the right (left), i.e. at K-valley (K’-valley), we observe uniform field intensity 
distribution as in Fig. 3-5, lower panels. At the same time, for opposite pseudospin polarizations 
excited at the same valleys within the gapped frequency band, the field undergoes exponential 
decay as seen in Fig. 3-5, top panels. For the frequency chosen within the parabolic dispersion 
outside the bandgap, the field exhibits a clear standing wave pattern shown in the Fig.3-5 middle 
panels, which complies with the transmission spectra in Fig. 3-5.  
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3.3.3 Klein tunneling independent of barrier width  
The analytical expression Eq. (3-22) implies that the Klein tunneling will appear for any width of 
the barrier and therefore the transmission should be uniform as long as bands remain linear. To 
confirm this, we performed first principle simulation of the transmittance as a function of the 
barrier width for the two pseudo spin states at the same valley. The results shown in Fig. 3-6 prove 
that the transmission is uniform and close to unity for the pseudo spin up state exhibiting Klein 
tunneling through the Dirac cone at this valley. The pseudo spin down state, in contrast, exhibits 
vanishingly small transmission within the band gap because of the exponential decay. Right 
outside the bandgap region, where the corresponding bands are parabolic, we observe strong 
oscillatory behavior due to standing-waves. Interestingly, very small oscillations can also be seen 
for the pseudo spin up state due to slight parabolicity of the bands (described by the second order 
corrections in 𝑘. 𝑝 theory), but they do not exceed 3% in magnitude. The corresponding numerical 
results were successfully fitted by Eq. (3-21) with second order corrections included, which once 
again confirms adequacy of the effective photonic Hamiltonian description. The numerical results 
therefore clearly demonstrate the most extreme case of pseudo spin-valley polarized transport, in 




Figure 3-6 Transmittance as a function of the width of photonic potential barrier for the case of TR-
invariant pseudo spin-valley polarized bulk transport at K-valley. Numerical and fitted analytical results 
are shown by dotted and dashed lines respectively for the case outside bandgap region for the pseudo spin 
down and for the same frequencies for pseudo spin up polarizations (ν=0.115 GHz). Solid lines 
correspond to numerical results within the band-gap (for pseudo spin down polarization) and at the same 
frequency for pseudo spin up polarization, which lies near the Dirac point (ν=0.107 GHz). Fitting 
parameters are the same as ones in Fig. 3-4. 
3.3.4 Robustness against structural imperfections 
In the presented designs the occurrence of one-way Dirac degeneracies was dictated by precise 
balancing of the two mass terms, 𝑚𝐼 and 𝑚𝑇. However, small deviations from this condition can 
be present in any realistic structures due to fabrication limitations and imperfections. We argue 
here that such imperfections and resultant mass imbalance should not significantly affect the Klein 
tunneling, because the gap at one of the valleys is always be significantly narrower than that at the 
opposite valley. The latter fact directly stems from the inequality |𝑚𝐾′| = |𝑚𝐼 +𝑚𝑇|≈ 2|𝑚𝐼|≫
|𝑚𝐼 −𝑚𝑇| = |𝑚𝐾|, which is always satisfied for relatively weak imbalance of the mass terms 
across the structure. Consequently, even if the Dirac cone at one valley (𝐾 for example) is not 
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perfectly achieved, the unimpeded transmission due to Klein tunneling will still be observed at 
almost all the frequencies. The exception is only a very narrow frequency range near the band gap 
induced by such imbalance.  
 
Figure 3-7 (a) Band structure (left panel) for the case of 10% imbalance of mass terms (𝑚𝐼 = 1.1𝑚𝑇) and 
transmission (right panel) through the structure for K and K’ valleys. Narrowband and limited in 
magnitude effect of imbalance is evidenced by nearly unity transmission over the most frequencies. (b) 
The effect of disorder (𝛿 variation in 𝜖 = 𝜇) introduced at sites indicated by yellow color. Red dotted line 
shows persistence of Klein tunneling of pseudo spin up state even for strong disorder for frequencies 
close to Dirac point. Blue dotted line – complete reflection of pseudo spin down due to band gap. The 
case of frequencies remote from Dirac frequency where parabolicity of pseudo spin up (down) bands 
leads to destruction of Klein tunneling for weaker disorders, as indicated by the severely dropped 
transmittance (solid lines). 
These conclusions are confirmed by the results in Fig. 3-7(a), where the band structure and 
transmittance calculated by the effective Hamiltonian approach for the case of uniform mass 
imbalance (𝑚𝐼 ≠ 𝑚𝑇) are presented. One can see that indeed the Klein tunneling prevails at almost 
all the frequencies. Moreover, even within the narrow gap due to the imbalance of mass terms, the 
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transmission remains very high (for the finite structures of width L), because the localization length 
𝑙~1/|𝑚𝐼 −𝑚𝑇| is very long (𝑙 ≫ 𝐿). 
It is more likely, however, that the structural imperfections and defects, including mass imbalance, 
will be randomly distributed over the structure. In this case the transmission appears to be even 
shown that Dirac and other pseudo spin systems are protected to some degree against disorder and 
anomalous localization regimes have been reported [177]. To confirm robustness of the modes in 
our structure we performed numerical simulations and calculated transmission through the TRS 
crystal with (pseudo spin preserving) disorder deliberately introduced at randomly selected sites 
(Fig. 3-7(b) inset). The strength of the defects was gradually increased until the regime of Klein 
tunneling recedes and localization occurs. The simulation results are shown in Fig. 3-7 (b), which 
clearly shows that the system demonstrates significant robustness against disorder, and one-way 
pseudo spin-polarized Klein tunneling survives even moderate levels of disorder. It is only for 
large values of disorder valleys which lead to the bulk bandgap open and spins start to mix so 
intensely that the regime of Klein tunneling ceases. 
3.4  Edge states coexist within the Dirac continuum 
While the observed one-way Klein tunneling appears at the crossover between two distinct 
topological phases QSH and VH phases, respectively, it is important to assess whether the 
structures under investigation can host topological surface states. To address this question, we 
performed first-principle numerical studies of the edge states residing in the bandgaps for the TRS 
preserved bianisotropic photonic insulator. 
We calculated the band diagram of a supercell made of two domains with mass terms of opposite 
signs achieved by both inverting the orientation of triangulated rods and their bianisotropy, and 
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the band structures found from first principles simulation are shown in Fig. 3-8. Interestingly, edge 
states supported by the domain wall for the pseudo spin up and spin down states appear at different 
valleys, and they coexist with the corresponding bulk continuum of opposite pseudo spin state at 
the same valley.  
 
Figure 3-8 Bands diagram of a supercell consisting of two domains, which have opposite signs of mass 
terms for bianisotropy and SIS reduction. Grey and color shaded regions show dispersion for continuum 
of bulk modes. Color shading indicates pseudo spin states of the continuum: blue for pseudo spin down 
and red for pseudo spin up, respectively. Red and blue solid lines are the bands corresponding to the edge 
states supported by domain wall for pseudo spin up and spin down states, respectively. 
 
Figure 3-9 Numerically calculated field distributions in the crystal illustrating excitation of the one-way 
edge mode at the domain wall. (a) Photonic states excited by 𝐾-valley polarized and (b) 𝐾′-valley 
polarized pseudo spin up source, respectively. The source represents spatially modulated (as exp(𝑖𝑘𝑥𝑥)) 
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spin-polarized current line placed at the domain wall and is shown by red lines. The excitation frequency 
is 𝜔𝑎/2𝜋𝑐 = 0.358. To ensure reflection-less propagation of the waves at outer boundaries, 
progressively increasing material losses are added in the background enclosing the entire simulated 
structure. Accordingly, darker blue color closer to the boundaries in (a, b) implies exponential decay of 
the fields due to such custom-built crystalline perfectly matching layers. (c) Schematic of pseudo spin and 
valley controlled selection of peer-to-peer or broadcast communication between receivers/transmitters 
performed over edge and bulk states, respectively. 
Large-scale simulations enable the observation of such one-way propagation of spin-valley locked 
edge modes. A spatially modulated current line source containing both electric and magnetic 
dipole components 𝑗𝑒 = 𝑗𝑚 = 𝑗0 exp[𝑖𝑘𝑥𝑥] was placed at the domain wall to excite only pseudo 
spin up mode at the K-valley (𝑘𝑥 = 4𝜋/3𝑎0). As seen from Fig. 3-9(b), the pseudo spin up edge 
state excited by the source propagates to the right along the domain wall (indicated by the red line), 
in the direction that corresponds to the K-valley. At the same time, reversal of excited valley (𝑘𝑥 =
−4𝜋/3𝑎0) for the same pseudo spin state leads to excitation of bulk mode propagating in all 
directions away from the source shown in Fig. 3-9(a), as expected for the bulk Dirac spectrum. 
Therefore, our simulation results for TRS preserving structures unambiguously show that the 
combined action of gauge fields in pseudo spin and valley subspaces leads to the appearance of 
one-way topological edge states that are polarized with respect to both degrees of freedom. 
The new physics reported here are believed to enable a new class of nonreciprocal and pseudo spin 
controlled devices. For example, we propose a novel device where one-way peer-to-peer 
communications over the edge states can be performed for one of pseudo spin and/or valley 
polarizations. At the same time, the opposite polarizations can be used to broadcast signals over 
bulk states to multiple indiscriminate receivers. A conceptual mechanism of such device is plotted 
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in Fig. 3-9 (c), where a set of transmitters and receivers (shown as antennas) can communicate a 
one-way peer-to-peer way via spin-valley polarized edge states (indicated by blue and red arrows) 
and at the same time can broadcast bi-directionally to all receivers via bulk modes (shown by small 
black arrows). 
3.5  Experimental design 
The theoretical model described above can be readily implemented in practice. In order to realize 
the spin-valley polarized analogue of Klein tunneling, we propose a design that is amenable to a 
physical implementation in the microwave domain. The meta-waveguide consists of two parallel 
metal plates, with the triangular array of compound metal rods embedded between the plates, as 
shown in Fig. 3-10(a). The parameters of the structure are adjusted in a way to resume the 
degeneracy between TE and TM modes. A small air gap is present between lower and upper rods 
to avoid the penetration of the spurious modes into the bandgap region near the G point. The rods 
attached to the bottom plate are triangulated to break the in-plane inversion symmetry, while the 
rods attached to the upper plate are shorter and are kept of the circular shape in order to break the 
out-of-plane inversion symmetry, thus mixing TE-like and TM-like modes. These two symmetry 
breaking mechanisms give rise to two distinct mass terms in the effective Hamiltonian near Dirac 
points. Importantly, the mass terms behave in a distinct way for different valleys and pseudo spin 
states. We deliberately tune the parameters of the structure in such a way that the mass terms cancel 
each other out at K′ (K), while they double at K (K′) for the pseudo spin up (down) state. As a 
result, one way Dirac cones for pseudo spin states are realized for the microwave experimental 
proposal. In addition, the degeneracy eigenstates of the realistic structure at valley K (K′) are 
composed of 𝐸𝑧 + 𝑖𝐻𝑧 (𝐸𝑧 + 𝐻𝑧), which verify the nature of the opposite pseudo spin states at 




Figure 3-10 (a) Schematics of the meta-waveguide design. From left to right: the top (circular), bottom 
(triangulated) parts of the structure and the side view of the unit cell, respectively. (b) Band structure for 
the triangular array of the rods in the meta-waveguide (middle panel), and the phase differences between 
Ez and Hz for different bands (from top to bottom) at K0 (left panel) and K (right panel) points, 
respectively. Parameters: the lattice constant 𝑎0 = 16 mm, diameter of the rod 𝑑 = 5.52 mm, distance 
from the center to the side of the equilateral triangle rw = 2.32 mm, with the fillet radius at each corner 
rf = 0.86 mm, the distance between the parallel plates ℎ0 = 16 mm, and heights of the triangulated and 
circular rods are ℎ𝑡 = 11.52 mm and ℎ𝑐 = 4 mm, respectively. 
 
3.6 Conclusion 
Synthetic gauge fields acting on either natural or engineered degrees of freedom of light, such as 
chirality/sublattice, polarization, pseudo spin and valley, offer an unprecedented degree of control 
of electromagnetic fields and have recently been proven to be of great potential in photonics. 
Combining the effects of such gauge fields, acting in synergy on different synthetic dimensions, 
allows to significantly expand the space of possible optical responses, pushing forward the field 
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of topological photonics. In particular, co-acting gauge fields effectively increase the 
dimensionality of synthetic photonic potentials, thus enabling a much broader degree of control of 
electromagnetic radiation. Based on this idea, we introduced TRS preserving topological optical 
systems, showing how the combined action of pseudo spin and valley potentials enables one-way 
pseudo spin-valley polarized transport. We demonstrated one-way pseudo spin-valley polarized 
Klein tunneling, as well as a new class of one-way pseudo spin-valley polarized edge states. An 
increasingly large domain of synthetic degrees of freedom engineered in photonics, from 
quasicrystals [17,21] to synthetic dimensions in multispectral Floquet systems [22,23], makes it 
even more interesting to investigate the effects of coactive gauge potentials in such complex 
higher-dimensional systems. To the best of our knowledge, the classification of topological orders 
in systems with several gauge fields acting on orthogonal internal degrees of freedom is not well 
understood and it may require the use of non-Abelian gauge field theory methods [23], which 





Far field probing of topological states in Photonics 
4.1 Introduction 
Most of the topological photonic systems considered have focused on the exploration of the 
topological boundary states, which has been limited to the near-field properties. The fact has been 
largely ignored that photonic modes can couple to the continuum of free-space modes, and only 
recently topological phenomena in photonic systems associated with leaky states have attracted 
attention in the context of non-Hermitian systems like evanescently coupled optical 
waveguides[178,179] and non-radiative modes in the continuum[180]. While the leakage of 
photonic modes to the free space continuum can be considered as a shortcoming of the photonic 
device, as it makes the system non-Hermitian, it may also offer an alternative route to explore the 
topology of photonic bands with far-field measurements provided that the radiative decay of the 
topological modes is controllable and nondestructive.  
To explore these ideas, we design and fabricate the all silicon photonic crystal slab that supports 
radiative photonic modes in the near-infrared spectral range and exhibits a topological bulk 
transition[123]. The unit cell of photonic crystal consists of six sites, herein, referred to as 
hexamers[107], the crystalline symmetries of a triangular lattice are utilized to emulate the pseudo 
spin states, and shrinking or expanding the hexamer around its center brings on the mixing of 
pseudo spin states. As a consequence, two overlapped Dirac-like cones at momentum vector 𝒌 =
0 are lifted up and topological transition of the bulk states occurs. As the parameters of the 
photonic crystal are tuned, the distinct coupling of pseudo spin modes to the radiation continuum 
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enables the observation of a topological transition in the far field spectroscopy of bulk modes, 
which is accompanied by the inversion of bright and dark modes, referred to as band crossing.  
Angle-resolved spectroscopy allows for the direct extraction of spectral positions, intensity and 
bandwidth of the peaks corresponding to the excitation of bulk states of the photonic crystal from 
the transmission and reflection spectra. As demonstrated below, these parameters provide valuable 
information about the nature of the eigenmodes supported by the structure, enabling the univocal 
retrieval of topological invariants from far-field measurements. Besides, through far field 
spectroscopy the edge states dispersion is observed in the meta-grating photonic crystal slab which 
consists of an array of domain walls. 
This work is largely contributed by my colleagues from theoretical and experimental aspects, and 
my contribution had focused on the first principle simulation, experimental data analysis and 
numerical modeling. However, most context is covered here from the published work[123] to 
maintain the clarity and facilitate the readability of the work.  
4.2 Hexamer model analysis 
4.2.1 Effective Hamiltonian from TBM 
In this section, we develop a TBM description of the system first proposed in the ref.[107]  and 
assume the couplings only occur between the neighboring resonators. In the following we deduce 
an effective 4 × 4 Hamiltonian matrix and evaluate the topological invariant for the system based 





Figure 4-1 (a) A schematic representation of triangular lattice formed by hexamer unit cell, orange and 
blue colorred bonds indicate the intra-cell 𝜅 and inter-cell hoppoing strength 𝛾, respectively. (b) Brilloun 
zone before (black colored) and after (blue colored) band folding. Band structures obtained from TBM of 
(b) shrunken lattice (𝜅 < 𝛾) and expanded lattice (𝜅 > 𝛾). 
In the chosen coordinate frame in Fig. 4-1(a), the translation vectors of the lattice are 𝒂𝟏 = 𝑎0(1,0), 













), and 𝒃𝟐 = 𝐺(0,1), where 𝐺 = 4𝜋/√3𝑎0. The new first Brillouin zone of the 
triangular lattice has area three times larger than the old one of a simple honeycomb lattice, as 
shown in Fig. 4-1(b). The eigenvalue equation of the system under TBM approximation are as 
follows 
?̂?|𝑢(𝑘)〉 = |𝑢(𝑘)〉,                                                      (4-1) 
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0 −𝜅 0 −𝛾𝑒−𝑖𝒌𝒂𝟏 0 −𝜅
−𝜅 0 −𝜅 0 −𝛾𝑒−𝑖𝒌(𝒂𝟐−𝒂𝟏) 0
0 −𝜅 0 −𝜅 0 −𝛾𝑒−𝑖𝒌𝒂𝟐
−𝛾𝑒𝑖𝒌𝒂𝟏 0 −𝜅 0 −𝜅 0
0 −𝛾𝑒𝑖𝒌(𝒂𝟐−𝒂𝟏) 0 −𝜅 0 −𝜅





,    (4-2) 
where 𝜅 and 𝛾 are intra-cell and inter-cell hopping terms, respectively. The dispersion relations of 
the hexamer unit cell for different ratios of the hopping amplitudes 𝛾/𝜅 are obtained from Eq. (4-
2), as illustrated in Fig. 4-1(c-d). The four fold degeneracy of the bands at Γ point is lifted up when 
𝛾
𝜅
≠ 1, arising from the fact the symmetry of the distort lattice is reduced. This can be interpreted 
as the interaction between the valleys of the former honeycomb lattice caused by such symmetry 
reduction leads to the opening of bandgaps. In the general case, the energy bands contain two 
singlet states and four doublet states. Doublet states have pairwise degeneracy at Γ point. This 
degeneracy is lifted for nonzero values of momentum vector 𝒌. 
Our goal is to deduce the effective Hamiltonian describing the doublet bands of the system in the 
vicinity of Γ point. The form of the effective Hamiltonian depends on the choice of basis in Hilbert 
space. If we choose the basis formed by the eigenstates of the isolated cell of the hexamer, namely, 
assume 𝛾 = 0  in Eq. (4-2), the transformed eigenstates can be classified by their respective 
symmetries, like the symmetries from dipole (𝑝 ) mode or quadrupole (𝑞 ) mode behaviors. 
However, if one simply excludes the first two columns and two rows of the transformed 
Hamiltonian matrix corresponding to the singlet states, an effective Hamiltonian for 𝑝  and 𝑞 
modes will only be corrected up to the terms linear in 𝑘. However, as will be seen below, the 
interaction between singlet states and the doublet states are crucial for the correct evaluation of the 
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topological invariant and should be properly incorporated into the effective Hamiltonian. 
Therefore, we take into account the interaction of singlet states with 𝑝 and 𝑑 modes using the 















′  ,                 (4-3) 
 Where the unperturbed Hamiltonian ?̂?0  is represented the 𝑘. 𝑝  Hamiltonian at 𝑘 = 0 , and 
perturbation Hamiltonian ?̂?′  contains terms proportional to 𝑘 . 𝐻𝑚𝑠
′  thus represents the matrix 
elements between doublet states of interest labelled by 𝑚 and singlet states labelled by 𝑠 which is 
excluded from the effective Hamiltonian. We apply a unitary transformation  
𝑊 = 𝑖 (
𝜎𝑧 0
0 𝜎𝑧
),                                                            (4-4) 
To the obtained 4 × 4 Hamiltonian from Eq. (4-3), finally, the effective Hamiltonian incorporating 






𝜇(𝒌) 𝑣(𝑘𝑥 − 𝑖𝑘𝑦) 𝛼(𝑘𝑥 + 𝑖𝑘𝑦)
2
0




0 𝜇(𝒌) 𝑣(−𝑘𝑥 − 𝑖𝑘𝑦)
0 −𝛼(𝑘𝑥 + 𝑖𝑘𝑦)
2




,            (4-5) 
Where the onsite energy has the form 
𝜇(𝒌) = 𝜇 + 𝛽(𝑘𝑥
2 + 𝑘𝑦
2),                                                    (4-6) 






. Hamiltonian ?̂?𝑒𝑓𝑓 
provides a more accurate description of the dispersion near Γ point than the effective Hamiltonian 




|𝜓〉 = (|𝑝+〉, |𝑑+〉, |𝑝−〉, |𝑑−〉),                                                 (4-7) 
Where |𝑝±〉 = 𝑝𝑥 ± 𝑖𝑝𝑦 are the circularly polarized 𝑝 modes, and   |𝑑±〉 = 𝑑𝑥2+𝑦2 ± 𝑖𝑑𝑥𝑦 are the 
circularly polarized 𝑑 modes, and ± sign refer to the left-hand or right-hand circular polarized 
modes.  
In the next step, we evaluate the topological invariant using the Hamiltonian in Eq. (4-5). In such 
calculation, the term proportional to 𝛼  can be ignored since it only captures the effects of 
degeneracy lifting for lower or upper doublet bands far from Γ point. As a consequence, the 




) ,                                                          (4-8) 




2) 𝑣(∓𝑘𝑥 − 𝑖𝑘𝑦)
𝑣(∓𝑘𝑥 + 𝑖𝑘𝑦) 𝜇 + 𝛽(𝑘𝑥
2 + 𝑘𝑦
2)
).                                      (4-9) 
The eigenstates of subspace Hamiltonian ?̂?±  corresponding to the dipole eigenmodes and 
quadrupole eigenmodes can be analogous to the pseudo spin degree of freedom. Thus, the pseudo 
spin Chern number can be defined as 𝐶𝑠 = (𝐶− − 𝐶+)/2, where 𝐶±  is Chern number for the 
respective block Hamiltonian. ?̂?± has the band structure of the Dirac cone, and the calculation of 
Chern number (Berry curvature) near Dirac cone is straight forward[181], and the final expression 
of topological invariant follows 
𝐶𝑠 = 1/2[𝑠𝑔𝑛(𝜇) − 𝑠𝑔𝑛(𝛽)].                                                   (4-10) 
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Consequently, the result from Eq. (4-10) predicts the shrunken lattice with 𝛾 < 𝜅  is trivial, 
whereas the expanded lattice with 𝛾 > 𝜅 is topological in accordance with the work in Ref [107]. 
Furthermore, we are able to evaluate the topological invariant experimentally by extracting the 
mass term 𝜇 and the parabolicity of the bands 𝛽 from the measured spectra. 
4.2.2 First principle simulation 
 
 
Figure 4-2 (a) Simulated field profiles showing the 𝐸𝑧 field component at the top surface of the unit cell 
for dipolar (𝑝𝑥   and 𝑝𝑦) and quadrupolar (𝑑𝑥𝑦 and 𝑑𝑥2𝑦2 ) eigenmodes for expanded (topological) 
structure. (b) Side view of the field distribution in the unit cell under resonant excitation of the dipolar 
mode for the normal incidence of 𝑥-polarized light. Electric field magnitude is normalized to the 
maximum value. Demonstration of band inversion: Complex photonic band structure for the four doublet 
bands of (c) shrunken 𝑎0/𝑅 = 3.15 and (e) expanded 𝑎0/𝑅 =  2.85, structures. Color encodes the 
radiative quality factor of the modes. Calculated extinction spectra 1 −  𝑇/𝑇0  of the (d) shrunken and (f) 
expanded photonic crystals. Spectra are normalized to the transmittance 𝑇0 through Al2O3 substrate and 
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are computed for fixed tangential wavenumber. The peaks in far-field spectra correspond to the 
eigenmode frequencies for the given tangential wavenumber. 
To support our theoretical claims from TBM, we carry out the first principle simulation of the 2D 
crystal slab, which consists of cylindrical Si pillars arranged into hexagon clusters with edge length 
R, placed at the sites of a triangular lattice with the lattice period chosen as 𝑎0 = 750 nm, radius 
of the pillars 𝑟 =  75 nm, and height of the pillars ℎ =  1000 nm. The sizes of the clusters 𝑅 
shown in Fig. 4-2(a,b) were chosen to be 𝑎0/𝑅 =  3.15 and 𝑎0/𝑅 =  2.85 for shrunken and 
expanded structures, respectively. The substrate is made of sapphire with a dielectric index 2.1. 
The complex photonic band structures for both the shrunken and expanded photonic crystals were 
calculated in Comsol Multiphysics with radiative decay fully considered (open boundary 
conditions terminated by perfected matched layers in the axial direction of the pillars). The results 
are shown in Fig. 4-2(c,e). Focusing on vertical dipolar modes with 𝐸𝑧 component of the electric 
field directed along the axis of Si rods, we find the results in compliance with the TBM. 
Numerically computed field distribution of the modes are shown in Fig. 4-2(a) and Fig. 4-2(b) 
demonstrate in-plane variation and axial variation of electric field, respectively, and confirm their 
dipolar and quadrupolar form and strong confinement to the pillars. By looking into the field 
profiles of these band structures, we found the dipolar and quadrupolar modes at Γ point appear to 
be bright and dark, respectively, as reflected by the radiative quality factors (essentially, the 
lifetimes of the modes). Even at oblique incidence, when modes are hybridized, the respective 
bands may have radiative quality factors that differ by orders of magnitude. The numerically 
calculated extinction spectra at oblique incidence are shown in Fig. 4-2(d,f), and confirm excitation 
of the two eigenmodes, which manifest as two peaks. The predominantly dipolar and quadrupolar 
modes can be easily discriminated by their distinct bandwidth and the amplitude of the 
70 
 
corresponding peaks. This allows one to establish the symmetry of the mode without the need to 
look into the near-field pattern and to extract the mass term needed for evaluation of the topological 
invariant. 
TBM studies suggested that the shrunken structure with 𝑎0/𝑅 >  3  is topologically trivial, 
whereas the expanded system with 𝑎0/𝑅 <  3 is topologically nontrivial, which remains true for 
the case of the open photonic system. The important distinction, however, is that in the case of the 
photonic crystal slab the folded modes appear within the light cone and therefore are leaky to the 
continuum of free space, which enables their far field characterization [113] by spectroscopic 
methods [Fig. 4-2(d,f)]. Thus, the silicon pillars constituting the metasurface effectively act as 
laterally coupled cavities, and the leaky modes of the structure can be excited by the polarization 
currents induced at the interface of the metasurface by the incident fields. However, taking into 
consideration the symmetry of the modes, normally incident light can only couple to the dipolar 
modes, which thus represent super-radiant modes, whereas coupling to the quadrupolar modes is 
suppressed because of the symmetry mismatch with the incident field, and they represent sub-
radiant modes. The quadrupolar modes can still be excited indirectly through coupling to the 
dipolar modes at oblique incidence, because of the hybridization of dipolar and quadrupolar modes 
away from the Γ point. This mechanism is referred to as an extrinsic coupling to dark modes in 
Fano-resonant systems and is caused by the symmetry reduction due to the finite value of the in-
plane wave vector components. 
4.2.3 Coupled mode theory 
To formalize our description in the context of the topological properties of leaky modes, we 
develop a unified approach utilizing the temporal coupled mode theory (CMT) using effective 
Hamiltonian ?̂?± in Eqs. (4-8,9). We write the CMT equations for the amplitudes of the right- and 
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left-handed circularly polarized leaky modes coupled to the external source in the following block-
diagonal form: 





𝛾0 + 𝛾𝑟 0
0 𝛾0
) |𝜓±〉,                           (4-11) 
where |𝜓±〉 is the wavefunction composed of p and d eigenmodes. The first term in the right hand 
of Eq. (4-11) describes the evolution of the coupled modes in a closed system, the second term 
describes the coupling strength of the system to the external field E, and the third term captures 
the effect of losses that lead to the diminishing of the mode amplitude including radiative losses 
𝛾𝑟 = 𝜅
′2/2 due to the TRS and non-radiative losses 𝛾0. Once Eq. (4-11) is solved, one can obtain 
expressions for the transmission (and reflection) coefficients: 
𝐸𝑡
± = 𝑡0𝐸𝑖𝑛
± + 𝜅′𝜓±(𝑝),                                                     (4-12) 
where 𝜓±(𝑝) is the first (dipolar) component of the two-component wave function, and 𝑡0 is the 
transmission coefficient of the sapphire substrate on which the silicon pillars lie. Since the results 
are the same for left- and right-handed circular polarizations, from now on we omit one of subscript, 
and the transmission coefficient through the sample is  
𝑡 = 𝑡0[1 −
𝜅′𝜓(𝑝)
𝐸𝑖𝑛
].                                                         (4-13) 
Plugging the Hamiltonian Eq. (4-9) into Eq. (4-13), we derive the expression for the reflectance as 



















2.                    (4-14) 
Overall, there are six parameters in the effective model that control the entire dispersion and 
topological properties of the far-field response: 𝜇, 𝛾𝑟 , 𝛾0, 𝑣 and 𝛽. The numerical values of these 
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parameters comprising the effective Hamiltonian can be obtained by fitting the experimental data. 
In the next section, we analyze the experimental data for both shrunken and expanded structures 
and extract their topological characteristics by using the formula (4-14). 
4.3 Retrival of topological invaraint through far field spectroscopy 
4.3.1 Nanofabrication and spectral characterization 
To confirm our theoretical predictions, a set of shrunken and expanded silicon samples on top of 
sapphire (Al2O3) substrates was fabricated and tested experimentally.  
 
 
Figure 4-3 Schematic picture of the periodic silicon pillars fabrication procedure. 
The fabrication recipe of the photonic crystal slab is detailed in Fig. 4-3. The fabricated samples 
are made of the silicon pillars (as shown by SEM images in Fig. 4-4(a)) with same sizes as the 
ones used in the first principle simulation. To perform spectroscopy measurements of photonic 
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crystal slab on two topologically distinct geometries, the structures were illuminated using the 
halogen source Ocean Optics HL-2000-LL shown in Fig. 4-4(b). The transmission was measured 
for both structures by the spectrometer Ocean Optics NIR Quest NQ 512-2.2 in the range of the 
wavelengths from 896 nm to 2142 nm. The measured transmittance was normalized to the one of 
a sapphire substrate. Figure 4-5 shows the color map of the quantity 𝑅 = 1 − 𝑇/𝑇0 as a function 
of the wavelength and the incidence angle for both the shrunken and expanded structures. 
 
Figure 4-4 (a) SEM images of the shrunken structure (upper panel) and expanded structure (lower panel). 
(b) Schematic illustration of the experimental measurement based on a triangular lattice of hexamers of 
silicon pillars on a sapphire (Al2O3) substrate. 
In the wavelength range from 1600 nm to 1900 nm, two peaks are clearly observed. In agreement 
with our numerical calculations (right panel in Fig 4-5), the experimental data clearly show that 
the most intense and broad peak for the shrunken structure is the low-frequency one, whereas for 
the expanded structure the high-frequency peak is more pronounced. Thus, an obvious band 
inversion occurs between the two types of structures, and the shrunken structure is characterized 
74 
 
by a negative effective mass 𝜇, while the expanded structure is described by a positive effective 
mass 𝜇.  
 
Figure 4-5 Experimental (left panel) vs numerical (right panel) spectra for the fabricated shrunken and 
expanded samples, respectively. The fabricated parameters are the same as the ones in first principle 
simulation. 
4.3.2 Experimental data fitting 
Next, we extract the mass term and the parabolicity of the bands from the experimentally measured 
spectra to evaluate the topological invariant for the above two structures. We applied the analytical 
model to fit the measured data with Eq. (4-14). The results of the fitting algorithm for the two 
particular angles of incidence = 0° and = 16°, are illustrated in Fig. 4-6 for the cases of both 
shrunken and expanded structures. Parameters 𝜇, 𝛾𝑟 and 𝛾0 are determined from the spectra with 
normal incidence = 0°, because these three parameters and the center of bandgap frequency are 
the only essential parameters defining the extinction spectra in this situation. The remaining two 
parameters 𝑣  and 𝛽  are fitted from the extinction spectra with oblique incidence = 16° . 
Importantly, these numbers appear to be nearly independent of the fitting algorithm. The obtained 
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values of the effective Hamiltonian parameters are provided in the table 4-1. We calculate the 
topological invariant numbers based on Eq. (4-10) for both structures and confirm the shrunken 
structure has a trivial number while the expanded structure is topological, which is consistent with 
our theoretical prediction.  
Table 4-1 Parameters of the effective Hamiltonian extracted by fitting the experimental data. 
Structure 𝜇(THz) 𝛽(𝑚2𝑠−1) C (topological invariant) 
Shrunken  -5.22 -1.00 0 
Expanded 5.22 -1.96 1 
 
 
Figure 4-6 The experimental extinction spectra ((1 − 𝑇/𝑇0), where 𝑇0 is the substrate transmittance) are 
fitted by the analytical model Eq. (4-14) for (a,b) shrunken and (c,d) expanded structures with 𝑎0/𝑅 =
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 3.15 and 𝑎0/𝑅 =  2.85, respectively. Fitting for two different angles of incidence (a,c) = 0° and (b,d) 
= 16° is shown. 
4.4 Far field observation of photonic edge states 
4.4.1 Numerical metagrating model 
To describe the excitation of the edge states on a sample consisting of an array of domain walls 
formed by repetitive stitching of N unit cells of shrunken and expanded domains, we use CMT 
described in the previous section with the Hamiltonian obtained from TBM.  






). Bloch vectors 
are defined as 𝑘𝑝 = 2𝜋/𝜆sin ( ), where 𝜆 is the wavelength of the incident plane wave, and  is 
the angle between the propagation direction and normal to the sample. The propagation plane is 
chosen to be 𝑥𝑧, and the electric field is polarized along 𝑦 direction. Due to symmetry matching, 
only dipolar modes are directly excited by the plane wave source. Two types of dipolar modes can 
be excited at small incidence angles ≈ 0 , namely |𝑈1〉 = (1,1,0, −1,−1,0)
𝑇  and |𝑈2〉 =
(1,0, −1,−1,0,1)𝑇, which are eigenmodes of tight-binding Hamiltonian in Eq. (4-2) near normal 
incidence angle. Since the polarization of the impinging wave is fixed, we consider only one of 
the dipolar modes, specifically, |𝑈1〉 here; excitation of the mode |𝑈2〉 can be described by the 
same method. Domain walls with zigzag cuts are aligned along the x direction. Thus, the system 
is described by the following equations 
−𝑖 |𝜓〉 = −𝑖?̂?𝑔|𝜓〉 + 𝜅
′?̂?1 − ?̂?|𝜓〉,                                         (4-15) 
where the Hamiltonian of the meta-grating structure ?̂?𝑔  is represented as a direct sum of the 
Hamiltonians corresponding to the strips of shrunken or expanded structures, the detail information 
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of the operators in Eq. (4-15) can be referred in appendix A.3. By solving Eq. (4-15) transimittance 
and extinction of a finite system are numerically calculated. 
Compared to the bulk structures without domain walls, the extra periodicity of domain walls along 
𝑦  direction with the lattice constant 𝑎𝑦 = √3𝑁𝑎0  supplies extra diffraction channels for the 
scattered fields in the wavelength range under study if the incidence angle is swept along 𝑦 
direction. Due to the continuity of 𝐸𝑦 at boundaries 𝑦 = 𝑛𝑎𝑦, the transmitted fields can be written 
as  
𝐸𝑦
























 , 𝑛𝑒𝑓𝑓  is the 
effective index of the substrate. We notice these diffraction modes become leaky for 𝑘𝑧 > 0, thus 
both reflectivity and transmittance drop due to the coupling of the leaky modes to the internal 




4.4.2 Far field edge spectroscopy 
 
Figure 4-7 (a) Schematic optical setup for far-field mapping of photonic bands corresponding to edge 
states in a topological meta-grating. Meta-grating is formed by stitching 12 unit cells of alternating 
expanded (orange) and shrunken (light blue) domains with 30 domain walls in total. (b) SEM image of 
the proximity to one of the domain walls overlaid with the computed field profile (electromagnetic energy 
density) of the edge state. (c) The results of CMT calculations of the scattering from topological meta-
grating. Periodic conditions are imposed on the outer interfaces. (d) Measured far-field reflectance spectra 
revealing edge states within the bulk band gap. The parameters used in CMT model are: on-site frequency 
𝜔0 = 173.61 THz, intra-cell tunneling amplitude 𝜅 = 33 THz, inter-cell tunneling amplitude 𝛾 = 23 
THz, radiative loss 𝛾𝑟 = 0.25 THz and non-radiative loss 𝛾0 = 0.3 THz. 
In order to confirm that the structure under study indeed supports topological edge modes, we have 
performed additional experimental studies of the domain wall formed between the two 
topologically distinct structures (shrunken and expanded) and further visualized edge modes with 
the far-field experimental techniques. The far-field experimental studies have been performed on 
a sample consisting of an array of domain walls formed by repetitive stitching of 12 unit cells of 
shrunken and expanded domains along a zigzag cut of the lattice. The schematic of the 
experimental setup is shown in Fig. 4-7 (a) with an SEM image of the sample near the domain 
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wall in Fig. 4-7 (b). The results of numerical calculations performed within the use of the CMT 
are presented in Fig. 4-7 (c) and reveal the presence of the edge states within the band gap of bulk 
modes. The examination of numerically computed field profiles of the edge modes overlaid with 
the SEM image confirms their localization at the domain wall as shown in false-color plot in Fig. 
4-7 (b). The experimental far-field measurements of sample’s reflectance are presented in Fig. 4-
7 (b) and confirm the presence of edge states within the topological band gap. Interestingly, despite 
the presence of the additional scattering channels due to diffraction, the modes have relatively 
narrow bandwidth and they can be easily distinguished from the bulk modes by their distinctive 
linear (1D Dirac-like) dispersion at small tangential wavenumbers. Thus, the leakage of the edge 
states appears to be strong enough so that they can be excited and measured in far-field region, yet, 
the non-Hermiticity it introduces is not strong enough to destroy the topological state of the system. 
Thus, the presence of the edge states in our system serves as another piece of evidence of the 
topological properties of the structure despite its open nature. These results prove independently 
that the metasurface considered here exhibits a topological transition when its design is changed 
from shrunken to expanded structure, thus validating the introduced far-field measurement 
technique for the detection of a topological transition in open photonic crystal systems. 
4.5 Conclusion 
In this work, we have introduced the concept of topological photonic crystal slab and demonstrated 
that their scattering characteristics, radiative quality factors of the modes in particular, can be 
controlled via tuning the geometries of the structures. The developed formalism allows us to relate 
topological properties and the far-field scattering, thus enabling the extraction of the effective 
Hamiltonian and the topological invariant (pseudo spin Chern number) of the photonic crystal slab 
from the measured transmission/reflection spectra. Coupling of photonic modes of the structure to 
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the free-space modes allows for the direct probing and visualization of the topological phase 
transitions in the open photonic system via far-field measurements in a robust way. We believe 
that our results open a new avenue for designing open photonic crystal system with desirable 





Chapter 5  
PT phase transition of edge states in non-Hermitian 
topological insulator 
5.1 Introduction 
5.1.1 non-Hermitian and PT symmetry 
Non-Hermitian (NH) Hamiltonians having PT symmetry—the combination of inversion/parity 
symmetry (P) and time reversal symmetry (TR)—were first systematically examined by Bender 
and Boettcher [182], who showed that a general class of PT-symmetric Hamiltonians possess real 
spectra [183], as shown in Fig. 5-1. A region of a system’s parameter space where the wave 
functions are simultaneously eigenstates of both Hamiltonian and PT operators, and hence the 
spectra are real, is referred to as a “PT-symmetric phase”[184,185]. PT-symmetry can undergo 
spontaneous symmetry breaking, which causes the spectra to acquire complex-conjugated pairs of 
eigenvalues. A transition point between a PT-symmetric phase and a symmetry-broken phase is 
called an exceptional point (EP); here, multiple (usually two) eigenvalues and their associated 
eigenstates coalesce, and the Hamiltonian becomes defective [186-188]. EPs have been 
experimentally observed in optics using photonic slabs [189] and waveguides [190], as well as 
microcavity polaritons [191]. In the past several years, there has been great progress in using 
photonics to realize and exploit the properties of PT symmetric systems. PT-symmetric optical 
devices [192] have been shown to exhibit many intriguing characteristics, including beam 
oscillation in the PT-symmetric optical lattice [193-195], anisotropic transmission resonances [196] 
in one dimensional (1D) PT-symmetric system, unidirectional invisibility induced by the PT-
symmetric refractive index distribution [197] and its experimental demonstration [198,199], 
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single-mode optical[200,201] and acoustic lasers [201,202], nonreciprocal light transmission in 
PT-symmetric whispering-gallery microcavities [203], and optical solitons observed in PT-
symmetric coupled fibre loop platforms [204].  
 
Figure 5-1 Energy levels of the Hamiltonian 𝐻 = 𝑝2 − (𝑖𝑥)𝑁. If PT symmetry is respected, the spectra 
can be real in some parameter range (𝑁 ≥ 2) and the system has PT symmetric phase. For other range, 
the spectra become complex conjugated and PT symmetry spontaneously broken(𝑁 < 2) [182]. 
5.1.2 Topology in non-Hermitian system 
One of the most fascinating theoretical questions being explored in the recent PT symmetry 
literature is what effect non-Hermiticity, and PT symmetric gain/loss in particular, has on 
topological edge states. A topological insulator, whether in the electronic or photonic context, 
possesses a band gap in the bulk, which is spanned by protected surface states [4,6,155]. However, 
the established topological classification of band structures, and the attendant bulk-edge 
correspondence relations giving rise to topological edge states, were formulated for Hermitian 
Hamiltonians. To establish general topological classification of NH band structures comparable to 
the Hermitian topological classifications, new approaches accounting for the non-Hermiticity in a 
non-perturbative fashion have tried a shot very recently [205-208]. Some intriguing connections 
between PT symmetry and band topology have been discovered. So far, attention has been mostly 
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focused on one-dimensional (1D) models related to the Hermitian Su-Schrieffer-Heeger (SSH) 
model [209,210]. Such models have been shown to support non-Hermitian variants of the SSH 
midgap states [211], as well as “anomalous” edge states that are intrinsically non-Hermitian [212]. 
A few works have also discussed the topological features behind the two-atom chains [179]. The 
topological stability of edge states in 2D NH systems has been analyzed [213].  Some works have 
sought to formulate topological invariants for NH models [207,214,215], including a definition of 
bulk topological invariants for NH Chern-like topological insulators [215].  The present work 
attempts to further clarify the effect of gain and loss and PT symmetry on the edge states and 
topology in general by considering the effect of PT symmetric topological interfaces. 
2D honeycomb lattices represent a natural setting for investigating these issues, because both their 
topological properties in the Hermitian regime and their bulk behaviors in the PT symmetric NH 
regime are well understood. A honeycomb lattice with unbroken TR and sublattice symmetries 
(SS) possesses a band structure with Dirac-like conical dispersion, centered on a pair of “Dirac 
points” at the (𝐾 and 𝐾’) corners of the Brillouin zone [216]. In addition to Tamm states which 
occur within the band gaps originating due to Bragg diffraction, hexagonal lattices may exhibit 
another class of states which appear either in the continuum or within the band gaps opened by TR 
and/or SS reduction without violating Hermiticity [217,218]. In the Hermitian case, the edge states 
arise from a combination of lattice symmetries and the topology of each Dirac cone, and it's non-
obvious that these features carry over into the NH case. On the other hand, adding gain and loss 
distorts the Dirac cones, converting them into tachyon-like hyperboloids [219,220]. Hu and 
Hughes [221] used the symmetry properties of 2D Dirac-type Hamiltonians to argue that nontrivial 
topology and “strict” PT symmetry are incompatible, in the sense that topologically nontrivial bulk 
states and their associated topological edge states cannot have completely real spectra after PT 
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symmetric NH terms are added to the Hamiltonian. However, it appears to be possible to evade 
this restriction under various circumstances [210,222]. In particular, Harari et al. [210] have found 
that purely real unidirectional edge states can appear in a special class of honeycomb lattices – 
finite temporally modulated (Floquet) lattices with a specific (armchair-only) choice of edges.  
5.2 Edge states at PT symmetric interface 
 
Figure 5-2 Two classes of edge states having even (blue colored) and odd (red colored) symmetries are 
present at the inversion symmetric interface of the graphene nanoribbon. Edge states inside the bandgap 
can be predicted by the valley-Chern number, which is a local topological number. 
Before proceeding to the non-Hermitian context, let’s exam a specific example of graphene ribbon 
in Hermitian case. The interface consists of two regions with different valley-Chern numbers, 
though inversion symmetry at single region is broken, it is preserved at the interface. Due to the 
presence of inversion symmetry across the interfaces, the edge states confined to the domain wall 
can be immediately classified as odd or even with respect to this symmetry. Additionally, edge 
states with even symmetry (blue colored) across the interface have lower energy than that of edge 
states with odd symmetry (red colored), as shown in Fig. 5-2. 
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Here, instead of periodic modulating lattices in time [210], we study several simple models of non-
Hermitian 2D honeycomb lattices containing two domains with gain and loss, thus having the PT 
symmetry at the interface, separated by the interfaces formed by zigzag, bearded, or armchair 
edges [223], as shown in Fig. 5-3.  
 
Figure 5-3 Different types of PT-symmetric interfaces (valley-Hall domain wall), with different local 
symmetry of the wall (see the red-dashed rectangle) (a) Zigzag cut with real (locally parity preserved) 
domain wall. (g) Zigzag cut with imaginary (locally parity broken) domain wall. (c) Bearded cut with real 
domain wall. (d) Armchair cut with real left part of domain wall and imaginary right part of the domain 
wall. 
5.2.1 Edge states at PT symmetric interface formed by zigzag cut 
We start our analysis by constructing the non-Hermitian Hamiltonian for the PT preserved system 
from the tight-binding method (TBM) as  
𝐻 = −𝑡1∑ 𝑐𝑖
†𝑐𝑗<𝑖,𝑗> − ∑ ∑ 𝑚𝑠,𝑖𝑐𝑠,𝑖
† 𝑐𝑠,𝑖𝑖𝑠=𝐼,𝐼𝐼 ,                                      (5-1) 
86 
 
where 𝑡1 is the nearest-neighbor hopping term, which is assumed to be equal for all sites,  𝑚𝑠,𝑖 is 
the onsite perturbation satisfying 𝑚𝐼,𝑖 = 𝑚𝐼𝐼,𝑖
∗ , which emulates the PT symmetric interface between 
the domains, and 𝑐𝑖
†(𝑐𝑖) is the creation (annihilation) operator for boson or fermion at site 𝑖.  
We first consider a graphene nanoribbon shown in Fig. 5-3 consisting of gain (loss) at site 𝐴 (𝐵) 
in domain I and loss (gain) at site 𝐵(𝐴) in domain II. The structure has a strip geometry: it is 
periodic along the x direction, parallel to the interface, and has a finite width 2(𝑁 + 1)𝑎0 along 
the y direction with zigzag cut at the ends. Onsite perturbed potentials are also introduced for site 
A (B) in domain I and site B (A) in the domain II, as shown in Fig. 5-3(a) (Fig. 5-3(b)). We apply 










𝑚,𝑚 = 0, ±1,… ,±
𝑀
2
,𝑠, 𝑗 and 𝑛 are the index of the particle position, 𝑠 = 𝐼, 𝐼𝐼, 𝑗 =
𝐴, 𝐵, and 𝑛 = 0,1,2, … ,𝑁. 𝑐𝑠,𝑗,𝑛
† (𝑘) is the momentum representation of the creation operator. Thus, 
Eq. (5-1) can be expressed in terms of 𝑐𝑠,𝑗,𝑛
† (𝑘). The wave function for the supercell indicated by 
the black dashed rectangular region in Fig. 5-3 can be expressed as 
|Ψ(𝑘)〉 = ∑ 𝜓𝑠,𝑗(𝑛)𝑠,𝑗,𝑛 𝑐𝑠,𝑗,𝑛
† (𝑘)|G〉,                                            (5-3) 
where |G〉 is the ground state of the Hamiltonian. We solve the eigenvalue problem by plugging 
Eq. (5-3) into the Schrödinger equation 
𝐻|Ψ(𝑘)〉 = 𝜖|Ψ(𝑘)〉.                                                      (5-4) 
As a result, we obtain the equations of motion for the interface formed by zigzag cut: 
𝜖𝜓𝐼,𝐴(𝑛) = −𝜓𝐼,𝐵(𝑛 + 1) − 𝑔𝑘𝜓𝐼,𝐵(𝑛) − Π𝑚𝜓𝐼,𝐴(𝑛), 𝑛 = 0,1,2, … ,𝑁 − 1, 
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𝜖𝜓𝐼,𝐵(𝑛) = −𝜓𝐼,𝐴(𝑛 − 1) − 𝑔𝑘𝜓𝐼,𝐴(𝑛) − Π0𝑚𝜓𝐼,𝐵(𝑛), 𝑛 = 1,2, … , 𝑁; 
𝜖𝜓𝐼𝐼,𝐴(𝑛) = −𝜓𝐼𝐼,𝐵(𝑛 − 1) − 𝑔𝑘𝜓𝐼𝐼,𝐵(𝑛) − Π0𝑚
∗𝜓𝐼,𝐴(𝑛),   𝑛 = 1,2, … ,𝑁, 
𝜖𝜓𝐼𝐼,𝐵(𝑛) = −𝜓𝐼𝐼,𝐴(𝑛 + 1) − 𝑔𝑘𝜓𝐼𝐼,𝐴(𝑛) − Π𝑚
∗𝜓𝐼𝐼,𝐵(𝑛), 𝑛 = 0,1,2, … , 𝑁 − 1.       (5-5) 
Here, 𝑔𝑘 = 2𝑐𝑜𝑠(𝑘𝑥 2⁄ ), 𝑘𝑥  is the momentum vector along the 𝑥  direction,  𝜓𝑠,𝑗(𝑛)  is the 
component of the wave function within the domain 𝑠 = 𝐼, 𝐼𝐼 at site (𝑛, 𝑗), 𝑗 = 𝐴, 𝐵. 𝑚 = 𝑚𝑟 +
𝑖𝑚𝑖, 𝑚𝑟 and 𝑚𝑖 are the real and imaginary part of perturbing onsite potential, respectively. For the 
sake of generality, we consider two cases that are both PT-symmetric but differ by the microscopic 
structure of the interface between the domains. We call these configurations “locally P-symmetric” 
and “locally P-broken” domain walls (DWs), and they are shown in Fig. 5-3(a) and Fig. 5-3(b), 
respectively. In the first case, 𝛱 = 1, 𝛱0 = 0,  the local parity of the sites at the boundary (red 
rectangle in Fig. 5-3(a)) is preserved, and the on-site energies adjacent to the wall are real. In the 
second case, 𝛱 = 0,𝛱0 = 1, the local parity at the boundary is broken, while the adjacent on-site 
energies are imaginary. Globally, both domain wall configurations are PT-symmetric.  
At the domain wall, the TBM equations are 
𝜖𝜓𝐼,𝐵(0) = −𝜓𝐼𝐼,𝐴(0) − 𝑔𝑘𝜓𝐼,𝐴(0) − Π0𝑚𝜓𝐼,𝐵(0), 
                                    𝜖𝜓𝐼𝐼,𝐴(0) = −𝜓𝐼,𝐵(0) − 𝑔𝑘𝜓𝐼𝐼,𝐵(0) − Π0𝑚
∗𝜓𝐼,𝐴(0),                          (5-6) 
While at the outer boundaries of the strip 
𝜖𝜓𝐼,𝐴(𝑁) = −𝜓𝐼𝐼,𝐵(𝑁) − 𝑔𝑘𝜓𝐼,𝐵(𝑁) − Π𝑚𝜓𝐼,𝐴(𝑁), 
 𝜖𝜓𝐼𝐼,𝐵(𝑁) = −𝜓𝐼𝐼,𝐴(𝑁) − 𝑔𝑘𝜓𝐼𝐼,𝐴(𝑁) − Π𝑚
∗𝜓𝐼𝐼,𝐵(𝑁).                          (5-7) 
In Fig. 5-4, we show the effect of gain and loss on the complex band structure. The complex 
energies are calculated from Eqs. (5-5, 5-6, 5-7) for different values of gain/loss parameter 𝑚𝑖 but 
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the same 𝑚𝑟 = 0.3. Real-valued energies of discrete edge states are found for both locally P-
symmetric and P-broken domain walls, and shown in Fig. 5-4(a)-(b) by thick blue and red lines, 
respectively. In the case when 𝑚𝑟 is much larger than 𝑚𝑖, shown in Fig. 5-4(a), these lossless edge 
states look much like the conventional valley edge states. Four edge states are embedded into the 
bulk spectrum and continuous along 𝑘𝑥. If 𝑚𝑖 increases and is comparable with 𝑚𝑟 (𝑚𝑖 = 𝑚𝑟 =
0.3 in Fig. 5-4(b)), the dispersion curves of the edge bands form two heart-shaped loops which are 
different in size. The edge states for the large loop correspond to the locally P-symmetric domain 
wall, while those for small loop correspond to the locally P-broken domain wall. If 𝑚𝑖 becomes 
much larger than 𝑚𝑟, the smaller loop shrinks and eventually vanish, while the larger loop persists 
(Fig.5-4(c)). Lossless edge states for the locally P-symmetric domain wall survive even for very 
strong gain/loss. Interestingly, we see in Fig. 5-4(d) that when 𝑚𝑖 is large enough to split the loop 




Figure 5-4 Real energy spectra (grey color) calculated from the TBM and edge states found analytically 
for locally P-symmetric (blue) and locally P-broken (red) zigzag domain walls. The parameters are (a) 
𝑚𝑟 = 0.3,𝑚𝑖 = 0.05. (b) 𝑚𝑟 = 0.3;𝑚𝑖 = 0.3. (c)𝑚𝑟 = 0.3,𝑚𝑖 = 1.2.(d) 𝑚𝑟 = 0.3,𝑚𝑖 = 3. Number of 
cells for each domain is 𝑁 = 50. 
5.2.2 Edge states at PT symmetric interface formed by bearded cut 
Now we consider the case of bearded cut at the interface shown in Fig. 5-3(c). The mass term 
𝑚 (𝑚∗) is introduced at site B (A) in the domain I and 𝑚∗ (𝑚) at site A (B) in the domain II, 
respectively, so the interface have the PT symmetry. With the use of Eq. (5-4) the equations of 
motion for bearded cut domains are 
𝜖𝜓𝐼,𝐴(𝑛) = −𝑔𝑘𝜓𝐼,𝐵(𝑛 + 1) − 𝜓𝐼,𝐵(𝑛) − Π𝑚𝜓𝐼,𝐴(𝑛), 𝑛 = 0,1,2, … ,𝑁 − 1 
𝜖𝜓𝐼,𝐵(𝑛) = −𝑔𝑘𝜓𝐼,𝐴(𝑛 − 1) − 𝜓𝐼,𝐴(𝑛) − Π0𝑚𝜓𝐼𝐼,𝐵(𝑛), 𝑛 = 1,2, … ,𝑁 
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𝜖𝜓𝐼𝐼,𝐴(𝑛) = −𝑔𝑘𝜓𝐼𝐼,𝐵(𝑛 − 1) − 𝜓𝐼𝐼,𝐵(𝑛) − Π0𝑚
∗𝜓𝐼,𝐴(𝑛), 𝑛 = 1,2, … ,𝑁 
𝜖𝜓𝐼𝐼,𝐵(𝑛) = −𝑔𝑘𝜓𝐼𝐼,𝐴(𝑛 + 1) − 𝜓𝐼𝐼,𝐴(𝑛) − Π𝑚
∗𝜓𝐼𝐼,𝐵(𝑛), 𝑛 = 0,1,2, … ,𝑁 − 1,          (5-8) 
and the connection of the domains changes to 
𝜖𝜓𝐼,𝐵(0) = −𝑔𝑘𝜓𝐼𝐼,𝐴(0) − 𝜓𝐼,𝐴(0) − Π0𝑚𝜓𝐼,𝐵(0) 
𝜖𝜓𝐼𝐼,𝐴(0) = −𝑔𝑘𝜓𝐼,𝐵(0) − 𝜓𝐼𝐼,𝐵(0) − Π0𝑚
∗𝜓𝐼,𝐴(0)                            (5-9) 
Based on the equations of motion, the complex valued energy dispersions of the ribbon with 
bearded cut at the interface are shown in Fig. 5-5. It is interesting to note that, the edge states 
appeared in bearded cut always have a loop-shaped dispersive behavior, irrespective the magnitude 
of the gain/loss and real mass term. What’s more, the loop-shaped dispersion curves of PT edge 
states (blue colored bands) located at the locally P-symmetric domain wall always exist, and are 
robust against the perturbation of both the real and imaginary part of onsite potential. In contrast, 
for a locally P-broken domain wall, The loop-shaped dispersion curves (red colored bands) exist 





Figure 5-5 Real part (above panels) and imaginary part (lower panels) of energy spectra of PT edge states 
supported by a bearded cut forming real (cyan) and imaginary (red) domain walls. Black curves indicate 
bulk modes. Parameters are (a) 𝑚𝑟 = 0.3,𝑚𝑖 = 0.05. (b) 𝑚𝑟 = 0.3,𝑚𝑖 = 1.2, (c) 𝑚𝑟 = 0.3,𝑚𝑖 = 3. 
Number of unit cells 𝑁 = 80 for each domain. Other parameters are the same as the case of zigzag cut. 
5.2.3 Edge states at PT symmetric interface formed by armchair cut 
Now we consider armchair cut at the interface. Equations of motion are changed corresponding to 
the model schemed in Fig. 5-3(d), with the mass term introduced at sites B in the domain I and at 
sites A in the domain II in such way the ribbon has the PT symmetry along the domain walls. 




2𝜓𝐼,𝐵(𝑛) − 𝜓𝐼,𝐵(𝑛 − 1) − 𝜓𝐼,𝐵(𝑛 + 1) − 𝑚𝜓𝐼,𝐴(𝑛), 
𝜖𝜓𝐼,𝐵(𝑛) = −𝑒
𝑖𝑘









2𝜓𝐼𝐼,𝐴(𝑛) − 𝜓𝐼𝐼,𝐴(𝑛 − 1) − 𝜓𝐼𝐼,𝐴(𝑛 + 1) − 𝑚
∗𝜓𝐼𝐼,𝐵(𝑛),  
𝑛 = 1,2, … ,𝑁 − 1.                                                     (5-10) 




2𝜓𝐼,𝐵(0) − 𝜓𝐼,𝐵(1) − 𝜓𝐼𝐼,𝐵(0) − 𝑚𝜓𝐼,𝐴(0), 
𝜖𝜓𝐼,𝐵(0) = −𝑒
𝑖𝑘




2𝜓𝐼𝐼,𝐵(0) − 𝜓𝐼,𝐵(0) − 𝜓𝐼𝐼,𝐵(1), 
𝜖𝜓𝐼𝐼,𝐵(0) = −𝑒
𝑖𝑘
2𝜓𝐼𝐼,𝐴(0) − 𝜓𝐼,𝐴(0) − 𝜓𝐼𝐼,𝐴(1) − 𝑚
∗𝜓𝐼𝐼,𝐵(0).                   (5-11) 
If the periodic boundary condition is applied at the outer end of the strip, this strip will have two 
armchair shaped domain walls and they don’t have the difference in parity. Consequently, if 𝑚𝑟 is 
introduced, valley edge states are double degenerate in energy and linear cross at Γ point. If the 
gain/loss term 𝑚𝑖 is also introduced with the value close to 𝑚𝑟, two loops of edge states appear 
within the continuum of bulk and each loop bands have double degeneracy and locate at two 
domain walls, respectively. If 𝑚𝑖 is larger than 𝑚𝑟, for instance 𝑚𝑟 = 0.3,𝑚𝑖 = 1.2, the small 
loops disappear and the large loops survive and connect with the bulk continuum through the 




Figure 5-6 Real energy spectra (a) and imaginary energy spectra (b) from the tight-binding simulations 
and blue bands are PT edge states localized at real domain wall. 𝑚𝑟 = 0.3,𝑚𝑖 = 1.2. Number of unit 
cells is 𝑁 = 120 for each domain. Other parameters are the same as the cases for zigzag and bearded cuts. 
PT edge states are present on top of bulk modes for better view, physically, they stay within the bulk 
continuum. 
5.2.4 Two regimes of PT symmetric edge states 
It is interesting to take a closer look at the band structures in the 3D complex space. Here we take 
the complex energy dispersion of zigzag cut as an example. Fig. 5-7 demonstrates the same cases 
as ones in Fig. 5-4, with the imaginary part of energies being plotted in the 3rd dimension. Because 
of the PT symmetry of the Hamiltonian, the complex bulk bands have inversion symmetry with 
respect to the 𝜖𝑖 = 0 plane. When 𝑚𝑖 is small compared to 𝑚𝑟, both the edge states and a few bulk 
states have real energies. If the magnitude of 𝑚𝑖 increases, these bulk states undergo a PT-breaking 
transition and split into complex conjugated pairs [Fig. 5-7(b-d)], and there are two regimes 
describing the behaviors of the edge states. In the first regime in Fig. 5-7(b-d), edge dispersion 
curves are real-valued lying in the 𝜖𝑖 = 0 plane, and their wavefunctions are distributed evenly 
along the domain wall, as shown in Fig. 5-7(e). In the second regime in Fig. 5-7(b-c), however, 
the wavefunctions of edge states with the complex-valued energies become unevenly distributed 
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across the domain wall, and this asymmetry increases as one moves closer to the bulk states. The 
edge states with energies above and below the 𝜖𝑖 = 0 plane are complex conjugated partners (for 
example the black and green dots in Fig. 5-7 (b)), and their respective wavefunctions are symmetric 
to each other (in Fig. 5-7(f)). The two scenarios are connected by exceptional points (EPs), where 
multiple (usually two) eigenvalues and their associated eigenstates coalesce, and the Hamiltonian 
becomes defective [186,187]. For a zigzag cut, the edge curves in the second regime will disappear 
if the magnitude of 𝑚𝑖 is too small or too large, as shown in Fig. 5-7 (a) and Fig. 5-7 (d). In the 
following section we study these peculiar behaviors of the edge states with a non-perturbative 
analytical method. 
Our analysis also clearly demonstrates the importance of local P-symmetry of the domain wall for 
the system with gain/loss, this symmetry enforces the presence of edge states, and prevents the 
breaking of global PT-symmetry. The comparison between the valley edge states and PT-edge 




Figure 5-7 Complex band structure of the same cases in (a-d) as ones in Fig.5-4. The wavefunction 
profiles of (e) PT edge states indicated by orange dot in Fig. 5-7(b) and complex-valued edge states with 







Table 5-1 Comparison between P-symmetric and PT-symmetric edge states for two types of domain 
walls. 
 P-symmetric P-broken, PT-symmetric 
Locally P-broken domain wall Valley edge states PT edge states for small gain/loss 
Locally P-symmetric domain wall PT edge states for arbitrary gain/loss 
 
5.3 PT phase transition of edge states 
5.3.1 Exact solutions of PT edge states 
Zigzag cut. We first derive analytic descriptions for the real-energy edge states localized at 
interface formed by zigzag cut in the first regime preserving the PT phase, which we will 
henceforth refer to as ‘PT edge states’. We start from the Eqs. (5-5, 5-6). The stripe is considered 
finite, which formally implies the following boundary conditions at the external boundaries of the 
stripe  
𝜓𝐼 𝐼𝐼⁄ ,𝐵 𝐴⁄ (𝑁 + 1) = 0.                                                    (5-12) 
Clearly, for 𝑁 → ∞ any edge states localized at the ends of the stripe barely feel the effects of 
gain/loss in the other domain; therefore, they possess complex energies with imaginary parts equal 
to the magnitude of the gain/loss in their respective domains. Here, we focus on the edge states 
confined to the central domain wall, whose properties are inherently related to the PT symmetric 
configuration of the structure.  
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We observe that the Hamiltonian constructed from Eqs. (5-5, 5-6, 5-12) remains invariant under 
the action of PT symmetry operator defined upon the wave functions as 
  𝑃𝑇𝜓(𝑦) = 𝜓∗(−𝑦).                                                        (5-13) 
Consequently, if the eigenstates of the Hamiltonian are simultaneously the eigenstates of the PT-
symmetry operator, different from the Hermitian case, the antiunitary operator follows 
𝑃𝑇𝜓(𝑦) = 𝑒−𝑖𝜑𝜓(𝑦).                                                       (5-14) 
where 𝑒−𝑖𝜑  is the eigenvalue of the PT operator, then the eigenvalues of Hamiltonian 
corresponding to such eigenstates are real. If the PT symmetric phase is spontaneously broken by 
tuning the Hamiltonian parameters, the energy eigenvalues are divided into complex conjugate 
pairs after their states coalesce at the EPs [188] (but still merge with bulk continuum). Both 
extended and localized states may or may not have PT symmetry phase, and PT symmetry phase 
is broken for all extended states if the gain/loss is tuned to be large. 
Based on Eqs. (5-13,5-14), the wavefunction components in the two domains should be related as  
𝜓𝐼,𝐴/𝐵(𝑛) = 𝑒
𝑖𝜑𝜓𝐼𝐼,𝐵/𝐴
∗(𝑛).                                            (5.15) 
Thereby, we recover the relation  
















,                            (5-16) 
where we have introduced another phase factor  𝛽 = 𝜑 − 2 arg (𝜓𝑒,𝐼𝐼,𝐴(0)) . Eqs. (5-16) 
equivalently yield 
𝜓𝑒,𝐼,𝐴(𝑛) = 𝑒
−𝑖𝛽𝜓𝑒,𝐼,𝐵(𝑛 + 1) 
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𝜓𝑒,𝐼𝐼,𝐴(𝑛 + 1) = 𝑒
−𝑖𝛽𝜓𝑒,𝐼𝐼,𝐵(𝑛), 𝑛 = 0,1, … ,𝑁 − 1.                          (5-17) 
The edge states satisfying Eqs. (5-15) belong to the PT symmetric phase, and the corresponding 
energy spectra are real.  PT edge states are supposed to be localized at the domain wall; moreover, 
they are concentrated at sites (0, 𝐵) in domain I and sites (0, 𝐴)in domain II.  
Thus, the solutions for the edge states assume the Bloch form  
𝜓𝑒,𝐼,𝐴(𝑛) = 𝑎𝐼𝑒
𝑖𝑘𝑦,𝐼(𝑛+1), 𝜓𝑒,𝐼𝐼,𝐴(𝑛) = 𝑎𝐼𝐼𝑒
𝑖𝑘𝑦,𝐼𝐼𝑛 
𝜓𝑒,𝐼,𝐵(𝑛) = 𝑏𝐼𝑒
𝑖𝑘𝑦,𝐼𝑛, 𝜓𝑒,𝐼𝐼,𝐵(𝑛) = 𝑏𝐼𝐼𝑒
𝑖𝑘𝑦,𝐼𝐼(𝑛+1), 𝑛 = 0,1, … ,𝑁 − 1.                    (5-18) 
where, due to the PT symmetry condition Eq. (5-15), the wave vectors and Bloch function 
amplitudes are related as  𝑘𝑦,𝐼 = −𝑘𝑦,𝐼𝐼
∗ = 𝑝 + 𝑖𝜅 ,   𝑎𝐼 = 𝑒
𝑖𝜑𝑏𝐼𝐼
∗ ,  𝑏𝐼 = 𝑒
𝑖𝜑𝑎𝐼𝐼
∗  . The parameter 
𝜅−1characterizes the decay length away from the interface. Remarkably, utilizing the Bloch ansatz 
Eq. (5-18) in Eqs. (5-15) with the boundary Eqs. (5-6, 5-15), we get the continuity condition for 














Substituting Eq. (5-18) into Eq. (5-5), we then obtain 
[
(𝜖𝑒 +𝑚 + 𝑒
𝑖𝛽)𝑒−𝑖𝑘𝑦,𝐼 𝑔𝑘
𝑔𝑘 (𝜖𝑒 + 𝑒
−𝑖𝛽)𝑒𝑖𝑘𝑦,𝐼
] 𝑢𝑒 = 0,                          (5-19) 
where 𝑢𝑒 = [𝑎𝐼 , 𝑏𝐼]
𝑇 .  Solving the secular equation Eq. (5-19) and separating the real and 
imaginary parts, we get two equations, which define the dispersion of PT edge states  
𝑚𝑖(𝜖𝑒 + 𝑐𝑜𝑠(𝛽)) + 𝑚𝑟𝑠𝑖𝑛(𝛽) = 0, 
    (𝜖𝑒 +𝑚𝑟)𝜖𝑒 + 2𝑐𝑜𝑠(𝛽)𝜖𝑒 +𝑚𝑟𝑐𝑜𝑠(𝛽) −𝑚𝑖𝑠𝑖𝑛(𝛽) − 𝑔𝑘
2 + 1 = 0.                (5-20) 
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Alternatively, denoting the ratio of real and imaginary parts of the mass term 𝑟 = 𝑚𝑟 𝑚𝑖⁄ , we 
rewrite Eq. (5-20) as 
(𝑟2 − 1)𝜖𝑒
2 + (1 + 𝑟2)𝑚𝑟𝜖𝑒 − (1 + 𝑟
2)(𝑔𝑘
2 − 1) = ±(2𝑟𝜖𝑒 +𝑚𝑟(𝑟 + 𝑟
−1))√−𝜖𝑒
2 + 𝑟2 + 1.  (5-21) 
The spectra for edge states are obtained analytically, and perfectly agree with the numerical tight-
binding calculations. However, we have no idea which two solutions allocated to the edge states 
confined at the locally P-symmetric domain wall and the other two solutions to edge states at the 
locally P-broken domain wall. In the following, we find extra conditions to fix this problem. 
We stress that although Eqs. (5-21) fully recover the edge states energies, they are obtained without 
explicit use of the boundary conditions Eqs. (5-6, 5-7) and rely only on assumption of PT symmetry. 
Additional insights about the edge states can be drawn from the local P-symmetry of the PT-
symmetric domain wall, which is preserved in Fig. 5-3(a) and broken in Fig. 5-3(b). Since 
𝑔(𝑘𝑥 = 𝜋) = 0, it follows from Eqs. (5-5) that the PT edge states at 𝑘𝑥 = 𝜋 residing at the domain 
wall are completely decoupled from the nearest neighbors. This suggests a short decay length 
𝜅−1 ≪ 1 at 𝑘𝑥 = 𝜋, which is verified by the numerical calculation in Fig. 5-8(a). Consequently, 
these strongly localized PT edge states only ‘see’ the local wall symmetry in the red dashed region. 
The wall in Fig. 5-3(a) is locally parity-symmetric, and thus the PT edge states can be assigned a 
certain parity, and their energies derived from Eq. (5-21) are always equal to 𝜖𝑒 = ±1 at 𝑘𝑥 = 𝜋 
no matter what the ratio 𝑟 = 𝑚𝑟 𝑚𝑖⁄  is. In Fig. 5-3(b), the parity symmetry for the wall is broken 
(while the global PT-symmetry at the interface is still preserved). Consequently, the PT edge states 
do not necessarily have a certain parity. The existence of an edge state with energy 𝜖𝑒 depends on 
the magnitude of 𝑟 and 𝑚𝑖, and the PT edge states vanish if 𝑚𝑖 is too large. For example, when 
𝑟 = 0, 𝜖𝑒 = ±√1 − 𝑠𝑖𝑛(𝛽)𝑚𝑖, and if 𝑚𝑖 > 𝑠𝑖𝑛(𝛽)
−1, 𝜖𝑒 becomes complex which contradicts the 
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precondition of PT edge states, so the PT edge states don’t exist, only complex-conjugated pair of 
edge states appear inside the bandgap. With the distinct properties of PT edge states for different 
domain walls explored, we can easily distinguish the edge states corresponding to the large loop 
are localized at a locally P-symmetric domain wall, and those corresponding to the small loops are 
localized at a locally P-broken domain wall for specific parameters (𝑚𝑖, 𝑚𝑟). 
Additionally, by analyzing the decay length of PT edge states in the first regime, we can verify the 
correctness of the method which allots the edge solutions from the perspective of interface’s parity. 
Using Eq. (5-6) or Eq. (5-7), the decay parameters for locally P-symmetric and locally P-broken 











+ 1)| ,   locally P − symmetric DW
|𝑔𝑘
−1 (𝐵(𝑚𝑖, 𝑚𝑟) − √𝐵(𝑚𝑖, 𝑚𝑟)
2  − ((𝜖𝑒 +𝑚𝑟) 
2 +𝑚𝑖
2 − 1))| , locally P − broken DW
 (5-22)                        
where 𝐵(𝑚𝑖, 𝑚𝑟) = (𝑚𝑖 sin(𝛽) − (𝜖𝑒 +𝑚𝑟) cos(𝛽)), and Eqs. (5-1) are solvable with the aid of 
Eqs. (5-20). Now we consider the extreme case with 𝑚𝑟 = 0. Solutions have to be adapted with  
𝑒−𝜅 < 1,                                                                    (5-23) 
corresponding to the PT edge states decaying along the 𝑦  direction from the interface. Edge 
solutions from Eqs. (5-20) are used to calculate the decay length, by judging whether Eq. (5-22) 
satisfies condition Eq. (5-23) within the range of the real spectra, can we uniquely allot the decay 
lengths for different domain walls to edge solutions and exclude other possibilities of combination 
of decay lengths and edge solutions. For example, consider the case 𝑚𝑖 = 0.3, if the edge states 
solutions for large and small loops are allotted to the decay lengths for locally P-symmetric and 
locally P-broken domain walls in the way, the decay lengths are always less than 1 within the range 
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of real spectra (vertical dot lines), as seen in Fig. 5-8(a), which indicates such an arrangement is 
the correct way to meet the decay nature of the edge states. If the arrangement is the other way 
around, as shown by Fig. 5-8(b), decay lengths blow up at 𝑘 = 𝜋, and 𝑒−𝜅 > 1 within the range 
of real spectra, implying the new arrangement fails to match the edge solutions to their 
corresponding domain walls. As a result, the large loop bands in red color are the solutions of the 
PT edge states localized at locally P-symmetric domain wall, and the small loop bands in black 
color the solutions at locally P-broken domain wall. Note the decay length is nearly zero at 𝑘 = 𝜋 
for both domain walls. 
 
Figure 5-8 Loop bands of PT edge states in solid line and 𝑒−𝜅of real (red) and imaginary (black) domain 
walls in dashed line for their corresponding loop bands in same color (a) 𝑒−𝜅of real and imaginary are 
calculated for the solutions of large and small loop bands, respectively; (b) 𝑒−𝜅of real and imaginary are 
calculated for the solutions of small and large loop bands, respectively. 
Bearded cut. For the analytic study of ribbon formed by bearded cut, we apply the same procedures 
as ones in the study of zigzag cut, and the secular equation is found in the form 
[
(𝜖𝑒 +𝑚 + 𝑔𝑘𝑒
𝑖𝛽)𝑒𝜅 1
1 (𝜖𝑒 + 𝑔𝑘𝑒
−𝑖𝛽)𝑒−𝜅
] 𝑢𝑒 = 0                              (5-24) 
102 
 
We have the dispersive equations for PT edge states 
𝜖𝑒
2 + (𝑚𝑟 + 2𝑔𝑘cos (𝛽))𝜖𝑒 + 𝑔𝑘
2 +𝑚𝑟𝑔𝑘 cos(𝛽) − 𝑚𝑖𝑔𝑘 sin(𝛽) − 1 = 0 
𝜖𝑒 + (cos(𝛽) + 𝑟𝑠𝑖𝑛(𝛽))𝑔𝑘 = 0                                               (5-25) 
The equations Eq. (5-25) are solved as 
(𝑟2 − 1)𝑟𝑔𝑘𝜖𝑒
2 + (𝑟𝑚𝑟 +𝑚𝑖)𝑟
2𝑔𝑘𝜖𝑒 + (1 + 𝑟
2)(𝑔𝑘
2 − 1)𝑟𝑔𝑘 = ±(2𝑔𝑘𝑟𝜖𝑒 + 𝑔𝑘(𝑟𝑚𝑟 +
𝑚𝑖))√𝜖𝑒
2 − (1 + 𝑟2)(𝜖𝑒
2 − 𝑟2𝑔𝑘
2).                                            (5-26) 
There exist four solutions, two of which form a large loop and the other two a small loop if 𝑚𝑖 ≠
0. We note that at 𝑘𝑥 = 0 one has 𝑔𝑘 = 2. Thus from Eq. (5-24) we know that the edge states at 
𝑘𝑥 = 0 have the largest coupling between site (𝐵, 0) in domain I and site (𝐴, 0) in domain II. 
Therefore, the presence or absence of the parity symmetry in the red dashed region as indicated in 
Fig. 5-3(c) governs the existence of edge states at 𝑘𝑥 = 0. Although 𝛽 cannot be −𝜋 or 0 for both 
domain walls, as 𝑚𝑖 → ∞ , 𝛽 → 0,−𝜋  for the locally P-symmetric domain wall but parity 
reduction increases for locally P-broken domain wall, thus finally the PT edge states vanish. 
Therefore, edge solutions having large loop bands belong to the case with locally P-symmetric 
domain wall and the others with small loop bands belong to the case with locally P-broken domain 
wall. 
The decay length of PT edge states located at locally P-symmetric domain wall is also calculated  
𝑒𝜅 = 𝜖𝑒 cos(𝛽) + √𝜖𝑒2(cos(𝛽) − 1) + 𝑔𝑘
2.                                    (5-27) 
If 𝑟 = 0, dispersive relation and phase factor become 
𝜖𝑒 = ±√𝑡 + 𝑔𝑘






,                                                         (5-29) 
where 𝑡 = (−(2 + 𝑚𝑖
2) ± √(2 + 𝑚𝑖
2)2 − 4)/2. The dispersive relations and decay length of PT 
edge states are plotted in Fig. 5-9(a). Within the range of real solutions, the condition Eq. (5-23) 
is always satisfied. Moreover, the decay length is short and nearly constant when 𝑘𝑥 → 0 , 
indicating these PT edge states are well localized at the domain wall. The variation of the decay 
length with the change of 𝑚𝑖 is also examined. When 𝑚𝑖 → 0, the positions of EPs approach the 
Dirac points, which are similar to the behaviors in the case of zigzag cut. Increasing 𝑚𝑖 overall 
reduces the decay length and enlarges the distance between the EPs in 𝑘𝑥, implying PT edge states 
are more confined to the domain wall and the edge bands loop becomes larger. Within the same 
range in 𝑘𝑥 as EPs, 𝑒
−𝜅 of these edge states is always less than 1, which means PT edge states 
localize well at the domain wall, seen in Fig. 5-9(b). 
The above analysis can also applied to the case 𝑟 ≠ 0. Similar results about decay length can be 




Figure 5-9 Exploring the PT threshold of edge states by varying the magnitude of gain/loss. (a) PT edge 
bands and decay length varied with 𝑘𝑥when 𝑚𝑖 = 0.3, 𝑟 = 0, solid dots are the EPs. (b) decay length 
changes with different 𝑚𝑖, 𝑚𝑖 ∈ [0.1,5]. The small periods are positions of EPs with 𝑒
−𝜅 = 1. 
PT symmetric interfaces for armchair cuts, however, always have two PT edge loops or four 
gapped PT edge bands that are doubly degenerate in energy, since there is no parity difference 
between the inner and the outer domain walls. The above analysis indicates that the robustness of 
PT edge states against the magnitude of gain/loss is a special feature of the honeycomb lattice, 
although PT edge states might exist in other lattice structures with PT symmetric interfaces.  
5.3.2 Exceptional points bridging the two regimes 
Zigzag cut. In this section, we analytically study the singular points which connect the two regimes 
of edge states in the complex spectra. The case 𝛽 = ±
𝜋
2
 is examined in detail first. Since the 
Hamiltonian is non-Hermitian,𝐻 ≠ 𝐻† , the right eigenstate |𝜓𝑒
𝑅(𝑘)〉  and the left eigenstate 
|𝜓𝑒
𝐿(𝑘)〉 have to be defined separately to satisfy the eigenvalue equations  
𝐻(𝑘)|𝜓𝑒
𝑅(𝑘)〉  = 𝜖𝑒|𝜓𝑒
𝑅(𝑘)〉 , 
𝐻†(𝑘)|𝜓𝑒
𝐿(𝑘)〉  = 𝜖𝑒|𝜓𝑒
𝐿(𝑘)〉,                                             (5-30) 
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where 𝜖𝑒  is the eigenenergy of the lossless edge states in the first regime, which is real. The 
eigenstates |𝜓𝑒
𝑅 𝐿⁄ (𝑘)〉 are given explicitly by 
|𝜓𝑒
𝑅/𝐿(𝑘)〉  = ∑ 𝜓𝑒,𝑠,𝑗(𝑛)𝑠,𝑛,𝑗 |𝑢𝑠,𝑗,𝑛
𝑅/𝐿 (𝑘)〉, 𝑛 =  0,1, … ,𝑁                            (5-31) 
Using the normalization condition 〈𝑢𝑖
𝐿(𝑘)|𝑢𝑗
𝑅(𝑘)〉  = 𝛿𝑖𝑗  [224], and the fact that the vectors 
(|𝑢𝑗
𝑅(𝑘)〉, |𝑢𝑗








)𝑛 , 𝑛 =  0,1, … ,𝑁.          (5-32) 
 Here, we have exploited the PT-symmetry condition Eq. (5-15) for the interface formed by zigzag 
cut and the phase factor 𝛽 defined in Eq. (5-16). Therefore, if 𝑒𝑖𝛽 = ±𝑖, then 〈𝜓𝑒
𝐿(𝑘)|𝜓𝑒
𝑅(𝑘)〉  =
0. The vanishing of the norm indicates that the eigenstates are no longer linearly independent, 
while having the same eigenvalues. This is the condition for an EP, which is distinct from the case 
of a band degeneracy [188]. Therefore, the two dispersion curves of PT edge states coalesce at EPs 
when 𝛽 = ±
𝜋
2
, with the PT symmetric phase being spontaneously broken.    
Now we examine the dependence of the position of EPs on the gain/loss parameter 𝑚𝑖 based on 
the discussion above. From Eq. (5-20) one finds that 𝜖𝑒 = ±𝑟 if  𝛽 = ±
𝜋
2
. Since the EPs of the PT 
edge states cannot be at 𝑘𝑥 = 𝜋, we obtain 𝛽 = −
𝜋
2
 for locally P-symmetric domain wall, and  𝛽 =
𝜋
2
 for locally P-broken domain walls, thus 
𝑔𝑘 = {
±√(𝑟2 + 1)(𝑚𝑖 + 1),   locally P − symmetric DW;
±√(𝑟2 + 1)(1 − 𝑚𝑖),  locally P − broken DW.
                        (5-33) 
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Interestingly, instead of relying on the conventional bulk-edge correspondence, the existence of 
PT edge states can be judged by evaluating the position of their EPs. The presence of EPs ensures 
the edge bands forming loops and crossing the bulk bandgap by going through these EPs, and the 
absence of EPs indicate PT edge states are either absent or gapped out from complex-valued bulk 
bands. Using the condition 0 ≤ 𝑔𝑘
2 ≤ 4, we find that the EPs stay near the Dirac points if 𝑟 =
0,𝑚𝑖 → 0. In another words, the PT symmetry of the modes near the Dirac points is most easily 
broken compared to modes at other 𝑘 in the Brillouin zone. This is generally true for bulk modes 
of the zigzag cut structure because the imaginary part of the complex bulk frequency abruptly 
changes at the Dirac points due to the perturbation of gain/loss. For a locally P-symmetric domain 
wall, if 𝑚𝑟 is fixed and 𝑚𝑖 is continuously increased from 0, the PT edge states first form two 
separate continuous dispersion curves along the 𝑘𝑥 direction, then the EPs of edge states appear at 
𝑘𝑥 = 0 or 2𝜋 which divide the edge states into PT edge states and the complex-valued edge states 






 and two edge state dispersion curves form a loop during 
this transition. In the second regime edge states have parabolic dispersion curves and link the edge 
bands with bulk bands. Before reaching the Dirac point, the EPs recede back to 𝑘𝑥 = 0 and 2𝜋, 
and completely vanish after 𝑚𝑖 is tuned to make (𝑟
2 + 1)(𝑚𝑖 + 1) > 4. This phase transition in 
the position of the EPs is shown in Fig. 5-10(a). In the light red shaded area, no EPs exist, but the 
PT edge states at 𝑘 = 𝜋 do, indicating only first regime exists. Therefore, these edge states are 
continuous along 𝑘𝑥 and gapped at 𝑘𝑥 = 0, 2𝜋, and the bulk and PT edge bands are no longer 
connected through parabolic edge bands (Fig. 5-7(a,d)). For large enough values 𝑚𝑟 , EPs are 
absent at any 𝑚𝑖, and the edge bands detach from the bulk bands completely and remain real-value. 
In case of a locally P-broken domain wall, as shown in Fig. 5-3(b), if 𝑚𝑟  is fixed and 𝑚𝑖  is 
continuously increased from 0, the PT edge states have continuous dispersion curves along 𝑘𝑥, 
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then the EPs appear at 𝑘𝑥 = 0 and 2𝜋 and move toward 𝑘𝑥 = 𝜋. If 𝑚𝑖 = 1, the EPs merge at 𝑘𝑥 =
𝜋, which indicates that the edge states have broken PT symmetry, as predicted by Fig. 5-10(b). In 
fact, complex dispersion of edge states is linear and ‘degenerate’ at 𝑘𝑥 = 𝜋. If 𝑚𝑖 > 1, the PT 
edge states completely vanish and only the second regime exists, corresponding to the light blue 
region in Fig. 5-10(b). This is consistent with the absence of PT edge states shown at the locally 
P-broken DW in Fig. 5-7(c-d).  
Bearded cut. Now we study the variation of the EPs on the loop bands with perturbation from 𝑚𝑟 
and 𝑚𝑖 considered for the interface formed by bearded cut. The condition for EPs presence is the 
same as the one for zigzag cut, 𝛽 = ±
𝜋
2
, thus the energies of PT edge bands at EPs read as 
𝜖𝑒 = ±𝑟𝑔𝑘                                                         (5-34) 





















) .    locally P − broken DW
                      (5-35) 
It is interesting to see that for a locally P-symmetric domain wall, if 𝑚𝑖 → ∞, 𝑔𝑘 → 0, namely, the 




, 𝜋) (Fig. 5-10(c)) and never vanish since 0 < |𝑔𝑘| < 1 as long as 𝑚𝑖 ≠ 0. Since the PT 
edge states always exist at 𝑘 = 0, the loop-shaped dispersion curves of PT edge states located at 
the locally P-symmetric domain wall always exist, and are robust against the perturbation of both 
the real and imaginary part of onsite potential. For a locally P-broken domain wall, the EPs exist 
between wave number ±(0, 𝜋) and if 𝑔𝑘(𝑚𝑖,𝑡ℎ) = 2, the EPs merge at 𝑘 = 0, and disappear if 𝑚𝑖 
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is large enough to make |𝑔𝑘| > 1  (Fig. 5-10(d)) so the PT symmetry of the edge states is 
spontaneously broken. Note that the decay length 𝜅−1 of the PT edge states for the bearded cut 
keeps approaching zero within a larger range in 𝑘𝑥 if 𝑚𝑖 increases, and it is smaller on average 
than that for the zigzag cut.  
 
Figure 5-10 Variation of the EPs’ position in the Brillouin zone obtained from Eqs. (5-33, 5-35) 
depending on 𝑚𝑖 and 𝑚𝑟 for (a) zigzag cut and locally P-symmetric domain wall, (b) zigzag cut and 
locally P-broken domain wall, (c) bearded cut and locally P-symmetric and (d) bearded cut and locally P-
broken domain wall. EPs don’t exist in light red and blue shaded regions, PT edge states are present in the 
light red region, but not in the light blue region. 
5.3.3 Two limiting cases 
Remarkably, the parity symmetry with respect to the interface is restored if no gain/loss is present 
at the lattice sites, i.e. 𝑚𝑖 = 0. Consequently, the phase difference may take two values 𝛽 = 0, 𝜋, 
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which clearly corresponds to the symmetric and anti-symmetric wave functions of the Hermitian 
valley edge states, respectively [216]. Therefore, the valley edge states of the Hermitian model can 
be regarded as special cases of the PT symmetric edge states analyzed above.  We will now 
compare the representative cases of 𝑚𝑖 = 0 and 𝑚𝑟 = 0 in more detail. Fig. 5-11 presents the 
tight-binding calculations for these two cases in the whole Brillouin zone. The calculation 
demonstrates that both these cases inherit the general characteristics of lossless edge states, with 
the gap either in real [𝑚𝑖 = 0, panels (a),(c) of Figs. 5-11]  or imaginary [𝑚𝑟 = 0, panels (b,d) of 
Figs. 5-11]  part of the bulk spectrum crossed by the edge states.  
 
Figure 5-11 Comparison of real (a,b) and imaginary (c,d) energy dispersion for  two extreme cases, 
namely, valley edge states with 𝑚𝑟 = 0.3 and 𝑚𝑖 = 0, (a,c) and PT edge states with 𝑚𝑟 = 0 and 𝑚𝑖 =
0.3(b,c).  Grey shaded regions represent the bulk bands, red and blue lines correspond to the edge states at 
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locally P-broken  and P-symmetric interfaces, and the solid dots are the EPs. Number of cells employed in 
the tight-binding method for each domain is 𝑁 = 50. 
Let’s look at a specific example of the interface formed by zigzag cut, when 𝑚𝑖 = 0, Eqs. (5-20) 


















, locally P − broken DW.
                            (5-36) 
Four valley edge states located at the locally P-symmetric (red bands) and locally P-broken (blue 
bands) domain walls are found, among which two bands with parity +1 (symmetric wave function 
along the interface) cross the band gap and other two with parity -1 (antisymmetric wave function 
along the interface) lie at the edges of the bulk spectrum, as seen in Fig. 5-11(a). From Eq. (5-36) 
it follows that at 𝑘 = 𝜋 the valley edge states have energy 𝜖𝑒 = ±1 for the locally P-symmetric 
domain wall, which is a general property of the PT edge states. Near the Dirac points, the valley 




± 𝑣𝑘                                                   (5-37) 
traversing the gap between the Dirac cones of bulk states. Here,𝑘 = 𝑘𝑥 − 𝜋 ∓
𝜋
3
 is the detuning of 
the wave vector from the Dirac point, 𝑣 =
√3
2
 is the Fermi velocity and we assume that 𝑚𝑟 is small. 
These valley edge states are associated with the valley Hall effect [225], and they can be gapped 
from bulk states by increasing the magnitude of 𝑚𝑟.  
In contrast to the valley edge states, which have been widely explored in the literature, the edge 
states located the PT symmetric interface appearing solely due to 𝑚𝑖 have not been studied thus 
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far. Though the real bulk spectra are not gapped, the imaginary parts of the bulk bands are 
discontinuous at 0, and the PT edge bands in the first regime stay within the plane Im(𝜖𝑒) = 0  
and connect with the bulk bands through parabolic edge bands in the second regime, as indicated 
in Fig. 5-11(b,d) as long as 𝑚𝑖 ≤ 3. There is no connection between the PT edge bands and the 
bulk bands if  𝑚𝑖 > 3, as mentioned in the previous section. The energies of the PT edge states 
can be expressed in the compact form 











, and the ± signs in 𝑡 correspond to the points in the large and 
small loops, for locally P-symmetric and locally P-broken cases, respectively. The spectra of the 
edge states when 𝑚𝑖 = 0.3 are plotted in red and blue color in Fig. 5-11(b,d). They form two loops 
and exactly reproduce the numerical tight-binding calculations. Analysis of the PT-symmetric case 
with 𝑚𝑟 = 0, |𝑚𝑖| ≪ 1  near the Dirac point is presented in Fig. 5-11(b,d). The tight-binding 
calculation shows that the imaginary part of the complex bulk spectrum has a gap of width  𝑚𝑖, 
that is traversed by the parabolic dispersion of edge states 
𝜖𝑒
2 = 𝑚𝑖 ± 2𝑣𝑘 .                                                       (5-39) 
It demonstrates that the presence of the lossless edge states does not require a gap in the real bulk 
bands, allowing these edge states to be embedded in the continuum of bulk modes. The spectrum 
changes dramatically at the EPs 𝑘 = ∓𝑚𝑖 (2𝑣)⁄ , where the gap in the real part of the bulk 
spectrum vanishes and the edge states exhibit the PT phase transition from complex energy  to real 
energy. Interestingly, the group velocity corresponding to the dispersion law Eq. (5-39) diverges 
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at the EPs, although the concept of group velocity should be used with care in the context of non-
Hermitian system [226]. 
In order to further elucidate the difference between the P-symmetric and PT-symmetric interface 
states we find out for valley states the wave function envelope is real and monotonously decays 
from the interface, while the corresponding Bloch function has a certain parity, 𝛽 = 0, 𝜋. For PT 
edge states the envelope function exhibits damped oscillations with distance y from the interface 
∝ exp (𝑖𝑝𝑦 − 𝜅|𝑦|) .   
5.4 Implementation of PT edge states in photonic platform 
5.4.1 Effective electromagnetic non-Hermitian Hamiltonian 
PT symmetric systems can be realized in various settings including optical lattices, coupled 
waveguides, micro resonators and metamaterials [199,200,203,227-230]. To confirm our 
analytical prediction of PT edge states in the first regime, we now consider an electromagnetic 
model relevant to photonics. Specifically, we emulate PT symmetric interfaces in 2D honeycomb 
photonic crystals composed of dielectric rods (photonic graphene) with the imaginary corrections 
introduced to the dielectric permittivities of the rods, Im(𝜖𝐴) = Δ  at sites A in domain I and 
Im(𝜖𝐵) = −Δ at sites B in domain II.  
The effective photonic Hamiltonian near the Dirac points for the photonic crystal with the gain/loss 
introduced at one site of the unit cell is derived by using the plane-wave expansion of Maxwell’s 
equations (Appendix A.2) 
?̂?𝐾(𝐾′) = Ω0 + 𝛿Ω0 ± 𝑉𝛿𝑘𝑥?̂?𝑥 + 𝑉𝛿𝑘𝑦?̂?𝑦 +𝑚?̂?𝑧,                                    (5-40) 
where Ω0 = 𝐾
2(𝜖0̃ + 𝜖1̃)  stands for the unperturbed onsite frequency, 𝛿𝛺0 denotes the complex 
correction of the onsite energy, 𝑚 is the complex mass term due to gain/loss of the material, and 
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𝑉 = 𝐾(𝜖0̃ + 𝜖1̃) is the Fermi velocity. We list the values of 𝑚 and 𝛿𝛺0 for different configurations 
of the unit cell in Table I. Among them, the crystals 𝜖𝐴 = 𝜖1 ∓ 𝑖𝛥, 𝜖𝐵 = 𝜖1 and 𝜖𝐴 = 𝜖1, 𝜖𝐵 = 𝜖1 ±
𝑖𝛥 are PT-symmetric partners. As follows from Eq. (5-40), the band degeneracy at the Dirac point 
is slightly lifted due to the real part of the mass term 𝑚𝑟 being of order 𝛥
2 and inducing inversion 
symmetry breaking in the unit cell. Moreover, the bulk bands become flattened near the Dirac 
point due to the imaginary part 𝑚𝑖 ∝ 𝛥. 
The dispersion obtained by solving the non-Hermitian eigenvalue problem with the effective 
Hamiltonian is shown in Fig. 5-12 (a,b). Both real and imaginary parts of the frequencies are 
plotted in Fig. 5-12. Locally near the Dirac points, the effective Hamiltonian description complies 
well with the tight-binding calculations. Additionally, to calculate the bandstructure over the whole 
Brillouin zone for the photonic crystal, we numerically implement the plane-wave expansion 
method, see Fig. 5-12(c,d). Near the Dirac points the passbands are seen to be approximated by 
the effective Hamiltonian dispersion derived to the linear-in-k order. Therefore, photonic lattices 
with a PT symmetric interface exhibit an effective onsite perturbed potential ∝ 𝛥2 at sites A in 
domain I and at sites B in domain II. This corresponds to the model discussed in Section 5.2.1 with 









Table 5-2 Complex frequency correction 𝛿𝛺0 and mass term 𝑚 in the effective Hamiltonian due to gain, 
loss, and inversion symmetry breaking. 𝑀,𝑀′ ∝ 𝛥. 
 𝜖𝐴 = 𝜖1 − 𝑖𝛥, 
𝜖𝐵 = 𝜖1 
𝜖𝐴 = 𝜖1 + 𝑖𝛥, 
𝜖𝐵 = 𝜖1 
𝜖𝐴 = 𝜖1, 𝜖𝐵 =
𝜖1 − 𝑖𝛥 






























While the effective 𝑘. 𝑝 Hamiltonian Eq. (5-40) accurately describes the bulk dispersion in the 
vicinity of the Dirac points, it requires corrections that are quadratic in 𝛿𝑘  to reproduce the 
dispersion of the PT edge states. This is in obvious contrast to the valley edge states, which are 




Figure 5-12 (a) Bulk band diagram for the gain/loss crystal using TB model (solid) and effective 
Hamiltonian approximation (dashed). Plotted are real (black) and imaginary (red) parts of eigenfrequencies. 
(b) Zoom near the Dirac point. Thin blue dashed  lines depict the linear unperturbed dispersion in a lossless 
photonic crystal. (c) Band structure (real parts of frequencies) of hexagonal photonic crystal without (blue) 
and with (black) gain/loss in A or B site of the unit cell over broad frequency range and (d) in the vicinity 
of the Dirac point. The bands are flattened due to the gain/loss. The real parts of eigenfrequencies in (d) are 
shown shifted by a negative midbandgap. Parameters 𝜖A = 𝜖1 − 𝑖Δ, 𝜖B = 𝜖1. In TB model, the parameters 
are, 𝑚𝑖 = 0.6, 𝑚𝑟 = 0.05𝑚𝑖.  In PWE method, the parameters are the same as used in Fig. 5-13. 
5.4.2 Full-wave simulation 
The full-wave simulations of electromagnetic response of the photonic crystal supercells with 
different cuts at the interfaces (zigzag, bearded and armchair) are performed using a finite-element 
method (FEM) solver (COMSOL Multiphysics). Periodic boundary conditions are imposed in 






) directions of the supercell, with domains I and II in the lower and 
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upper regions, respectively (Fig. 5-13, left panel). Thereby, two PT symmetric interfaces are 
simultaneously present in the geometry. Results of first-principle simulations are summarized in 
Fig. 5-13. To model the non-PT symmetric interface, we build the structure in such a way that 
Im(𝜖𝐴) = Δ  in domain I and Im(𝜖𝐴) = −Δ  in domain II, which corresponds to the third 
configuration discussed in Section 5.3.4. 
First, we model PT and non-PT interfaces with zigzag cuts at the boundaries. In the middle panel 
of Fig. 5-13(a) the lossless loop bands (blue color) centered at 𝑘𝑥 = 𝜋 𝑎0⁄  are observed, and these 
PT edge states are localized at the locally P-symmetric domain wall only, as shown in the left 
panel. The magnitude of gain/loss 𝛥 is chosen large enough to make EPs of the PT edge states 
located at the locally P-broken domain wall disappear, but not large enough to separate the loop 
bands for PT edge states located at locally P-symmetric domain wall.  
Second, for the bearded locally P-symmetric and locally P-broken interfaces,  PT edge states with 
large and small loop bands are observed centered at 𝑘𝑥 = 0, as seen in Fig. 5-13(b). We notice that 
the edge modes at the bearded cut generally decay faster away from the domain wall than those at 
the zigzag cut. This property is discussed in detail in Section 5.3.1.  
Third, two lossless loop bands are found at the armchair PT interfaces and localized at both the 
domain walls, since the domain walls in this geometry locally have no parity difference. 
For all three non-PT symmetric interfaces, no PT edge states in the bandgaps of bulk modes are 
found, as seen in the right panel of Fig. 5-13. Thus, our numerical results are consistent with the 




Figure 5-13 Optical implementation of PT interfaces in photonic graphene with different cuts at the 
interfaces (indicated by black dash line): (a) zigzag, (b) bearded, and (c) armchair shaped boundaries. Left 
panels: Normal electric field |𝐸|profiles for the edge modes localized at different cuts of interfaces 
between photonic crystals with gain and loss.  Middle panels: dispersion (the real part of frequency) for 
PT-symmetric domain walls. Right panels: dispersion for non-PT domain walls. Branches of PT edge 
states located at locally parity-symmetric and parity-broken interface are shown in blue and red, 
respectively, and bands of dissipative bulk modes in grey. Bandgap is indicated by pink shaded region. 
The crystals are made of dielectric rods of radius 𝑟𝑎 = 𝑟𝑏 = 0.15𝑎0 with permittivity  𝜖1 = 14 and 
gain/loss parameter 𝛥 = 5 embedded in air. 
5.5 Non-Hermitian Haldane model 
The second type of NH model we consider is a Haldane honeycomb lattice where both the 
inversion symmetry and TRS are broken by the introduction of gain/loss at one of  the sublattices 
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[29]. Next nearest neighbor (NNN) complex hopping is considered with amplitude 𝑡′and phase 
factor 𝑒−𝑖𝛷 corresponding to the Haldane flux. 
5.5.1 Biorthogonal Chern number 
For the honeycomb lattice with gain and loss on sites A and B (Fig. 5-14), respectively, the NH 
Haldane Hamiltonian in momentum space is  
𝐻(𝒌) = ℎ0 + 𝒉?̂? 
ℎ𝑧 = −2𝑡












𝑘𝑦)) − 𝑖𝑚𝑖 . (5-41) 
where other coefficients are the same as Eqs. (1-26). The dispersive relation of the bulk bands is  
𝛿𝜖± = 𝜖± − 𝜖0 = ±√𝐴(𝑘) + ℎ𝑧2 ,                                        (5-42) 
where 𝐴(𝑘) = ℎ𝑥
2 + ℎ𝑦












𝑘𝑦)) , 𝜖0 =












) in order 





∗ |𝑢𝐿(𝑘)〉.                                             (5-43) 




𝑅 (𝑘)〉  = 𝛿𝑖𝑗𝛿𝑛𝑚, 𝑖, 𝑗 = 1,2, 𝑛,𝑚 = ±.                                      (5-44) 


































),                           (5-45) 
where 𝑎(𝑘) = (2𝛿𝜖±(𝛿𝜖± − ℎ𝑧))
1
2
, and 𝑏(𝑘) = (2𝛿𝜖±(𝛿𝜖± + ℎ𝑧))
1
2
 are the normalized factors. 
At the Dirac points 𝐾𝑝 𝑝′⁄ =
4𝜋
3
(±1,0), 𝐴(𝑘) = 0, while ℎ𝑧(𝐾𝑝𝑝′) = ∓√3𝑡
′ sin(Φ) − 𝑖𝑚𝑖 . We 
assume √3𝑡′ sin(Φ) > 0 , therefore, at 𝐾𝑝 𝑝′⁄ , 𝛿𝜖+ = √3𝑡
′ sin(Φ) ± 𝑖𝑚𝑖 , and 𝛿𝜖− =
−√3𝑡′ sin(Φ) ∓ 𝑖𝑚𝑖. 
Consequently, the band 𝛿𝜖+  has to use wave function 𝑢1,+(𝑘) ( = 𝑅, 𝐿) to cover 𝐾𝑝  and use 
𝑢2,+(𝑘) to patch 𝐾𝑝′, while band 𝛿𝜖− uses 𝑢1,−(𝑘)at 𝐾𝑝′ and 𝑢2,−(𝑘) at 𝐾𝑝,  otherwise the wave 
functions are ill defined at the Dirac points. This result indicates that a gauge transformation is 
needed to connect 𝑢1,±(𝑘) and 𝑢2,±(𝑘)at the arbitrary boundary 𝜕𝐵𝑍in the case of gain/loss. From 
now on we focus on the band 𝛿𝜖+ and omit the index ±, 
|𝑢1
𝑅〉  = 𝑒−𝑖𝜙𝑟|𝑢2
𝑅〉, 
|𝑢1
𝐿〉  = 𝑒−𝑖𝜙𝑙|𝑢2
𝐿〉.                                                      (5-46) 





 , which is not related to the non-Hermitian part. From Eq. (5-45) 
we find the overlap integral 
〈𝑢𝑗
𝑅|𝑢𝑗






≥ 1.                                              (5-47) 
120 
 
Unlike the paper[215], which proposes that the condition 〈𝑢𝑗
𝑅|𝑢𝑗
𝑅〉 = 1 always hold, in our model 
the condition can be satisfied only at the Dirac points. We define the Berry connection in the 




ζ,η(𝒌) + ∇𝒌𝜙η⁄ ) = (A2
ζ,η(𝒌) + ∇𝒌𝜙η⁄ ),    (5-48) 
where ≠ . The Berry flux is obtained by area integrating the Berry curvature at the respective 
patches on the torus Brillouin zone, 𝛼 ,η = ∬ 𝑑𝑆∇ × A1
,η(𝒌)
𝐵𝑍+




using the Stokes’ theorem and (5-48), we obtain 
𝛼 ,η = ∮ 𝑑𝑘A1
,η(𝒌) + ∮ 𝑑𝑘A2
,η(𝒌)
𝜕𝐵𝑍−𝜕𝐵𝑍+
= 𝜙η/  ,f −𝜙η⁄ ,i ,                     (5-49) 





 is used, and index 𝑓, 𝑖 are the start and end points 
of the path integral, which are identical, thus, the phase difference is accumulated to be 2𝜋 as 
(ℎ𝑥, ℎ𝑦) sweep over one loop. In our case, however, 𝑒
−𝑖𝜙𝑟 = 𝑒−𝑖𝜙𝑙, and it can be concluded there 
is no difference when the indexes  and   are flipped 
  𝑐 = 𝑐 , = 𝑐 , =
𝛼
2𝜋
, ≠ , .                                            (5-50) 
where the subscript denotes the right/left basis. Consequently, Chern number under the 
biorthogonal basis is uniquely defined and quantized in the NH Haldane model, it is not changed 
by introducing the gain/loss into the system without closing the bulk bandgap. 
From the perspective of symmetry analysis, the introduction of gain/loss breaks the inversion 
symmetry as well as TRS. The breaking of inversion symmetry indicates Berry curvature meets 
the condition 𝐹𝑛(𝒌) ≠ 𝐹𝑛(−𝒌), and the breaking of TRS means 𝐹𝑛(𝒌) ≠ −𝐹𝑛(−𝒌). The numerical 
calculation of non-Hermitian Haldane Berry curvature based on the biorthogonal basis shows in 
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Fig. 5-14, Berry curvature indeed satisfies the above conditions imposed by the symmetries 
breaking perturbations. 
 
Figure 5-14 Unit cell of non-Hermitian Haldane model in the right panel, and corresponding Berry 
curvature in the Brillouin zone numerically calculated from biorthogonal basis. 
5.5.2 PT phase transition of edge states in Haldane model 
In order to construct the PT symmetric interface in Haldane model, we introduce gain at the A 
sites in domain I, and loss at the B sites in domain II. Periodic boundary conditions are applied 
along the direction 𝑥1 and open boundary conditions are applied at the ends of strip along 𝑥2 (Fig. 
5-15). If the magnetic fluxes in domain I and II have the same distribution (Fig. 5-15(a)), then PT 
symmetry along the domain wall is destroyed by the local magnetic flux. PT symmetry of the 
interface can be restored by switching the direction of magnetic fluxes in either one of the domains, 
as seen in Fig. 5-15(b). The equations of motion for the two configurations are 
𝜖𝜓𝐼,𝐴(𝑛) = −ℎ+𝜓𝐼,𝐴(𝑛) − 𝑔− (𝜓𝐼,𝐴(𝑛 + 1) + 𝜓𝐼,𝐴(𝑛 − 1)) − 𝜓𝐼,𝐵(𝑛 + 1) − 𝑔0𝜓𝐼,𝐵(𝑛) − 𝑖𝑚𝑖𝜓𝐼,𝐴(𝑛), 
𝜖𝜓𝐼,𝐵(𝑛) = −ℎ−𝜓𝐼,𝐵(𝑛) − 𝑔+ (𝜓𝐼,𝐵(𝑛 + 1) + 𝜓𝐼,𝐵(𝑛 − 1)) − 𝜓𝐼,𝐴(𝑛 − 1) − 𝑔0𝜓𝐼,𝐴(𝑛); 
𝜖𝜓𝐼𝐼,𝐴(𝑛) = −ℎ±𝜓𝐼𝐼,𝐴(𝑛) − 𝑔∓ (𝜓𝐼𝐼,𝐴(𝑛 + 1) + 𝜓𝐼𝐼,𝐴(𝑛 − 1)) − 𝜓𝐼𝐼,𝐵(𝑛 − 1) − 𝑔0𝜓𝐼𝐼,𝐵(𝑛), 
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𝜖𝜓𝐼𝐼,𝐵(𝑛) = −ℎ∓𝜓𝐼𝐼,𝐵(𝑛) − 𝑔± (𝜓𝐼𝐼,𝐵(𝑛 + 1) + 𝜓𝐼𝐼,𝐵(𝑛 − 1)) − 𝜓𝐼𝐼,𝐴(𝑛 + 1) − 𝑔0𝜓𝐼𝐼,𝐴(𝑛) +
𝑖𝑚𝑖𝜓𝐼,𝐴(𝑛), 𝑛 = 1,2, … ,𝑁 − 1.                                           (5-51) 
where ℎ± = 2𝑡
′cos (𝑘 ± Φ), 𝑔± = 2𝑡
′cos (𝑘/2 ± Φ), 𝑔0 = 2 cos (
𝑘
2
). The magnetic fluxes are 
not present at the domain wall, thus the boundary conditions are 
𝜖𝜓𝐼,𝐴(0) = −ℎ+𝜓𝐼,𝐴(0) − 𝑔− (𝜓𝐼,𝐴(1) + 𝜓𝐼𝐼,𝐴(0)) − 𝜓𝐼,𝐵(1) − 𝑔0𝜓𝐼,𝐵(0) + 𝑚𝜓𝐼,𝐴(0), 
𝜖𝜓𝐼,𝐵(0) = −ℎ−𝜓𝐼,𝐵(0) − 𝑔+ (𝜓𝐼,𝐵(1) + 𝜓𝐼𝐼,𝐵(0)) − 𝜓𝐼𝐼,𝐴(0) − 𝑔0𝜓𝐼,𝐴(0), 
𝜖𝜓𝐼𝐼,𝐴(0) = −ℎ±𝜓𝐼𝐼,𝐴(0) − 𝑔∓ (𝜓𝐼𝐼,𝐴(1) + 𝜓𝐼,𝐴(0)) − 𝜓𝐼,𝐵(0) − 𝑔0𝜓𝐼𝐼,𝐵(0), 
𝜖𝜓𝐼𝐼,𝐵(0) = −ℎ∓𝜓𝐼𝐼,𝐵(0) − 𝑔± (𝜓𝐼𝐼,𝐵(1) + 𝜓𝐼,𝐵(0)) − 𝜓𝐼𝐼,𝐴(1) − 𝑔0𝜓𝐼𝐼,𝐴(0) + 𝑚
∗𝜓𝐼,𝐴(0),     (5-52) 
where 𝑚 = 𝑖𝑚𝑖. From the previous analysis, we predict that the PT edge states localized at the 
domain wall cannot exist in the first configuration shown in Fig. 5-15(a), but might be present in 
the second configuration shown in Fig. 5-15(b) as long as the PT symmetry of the edge states is 
preserved.  
Based on the bulk-interface correspondence using the biorthogonal basis, we predict that 
topological edge states will be present and localized at the ends of the strip and at the domain wall 




Figure 5-15 Schematics of non-Hermitian Haldane model without (a) and with (b) the PT-symmetric 
interface. 
These predictions are verified by the TBM, and the complex band structures for two configurations 
are shown in Fig. 5-16. In both cases all the edge bands are connected with the bulk bands. One-
way propagation is also observed for the edge states, revealing the nonreciprocal (chiral) nature of 
topological edge states in the Haldane model. In the second configuration, edge states localized at 
the PT symmetric interface have two regimes as well, namely, PT symmetry preserved regime and 
PT symmetry spontaneously broken regime, and these regimes are connected by the EPs. The edge 
states bridge the gapped bulk bands in the both directions of real and imaginary energies through 
the two parabolic edge bands (Fig. 5-16(b)), while edge states discussed in the valley case bridge 
gapped bulk bands only in the direction of imaginary energy. If the magnitude of gain/loss is very 
large, the bulk bands above and below PT edge states in the imaginary energy direction merge 
with each other, causing the disappearance of topological edge states localized at the ends of chain, 
while edge states at the interface of two domains always survive. Hence, the robustness of PT 
symmetry is demonstrated by the fact that topological edge states at ends of chain vanish but edge 




Figure 5-16 Complex band structures with 𝑚𝑖 = 0.8, 𝑡
′ = 0.2,(a) 𝜙 =
𝜋
3




the domain I and 𝜙 = −
𝜋
3
 in domain II. The cyan curves show the topological edge states located at the 
ends of the strip, and the red and blue bands in (a) are topological edge states at the domain wall, while 
the red loop bands in (b) are the topological PT edge states following from topological bulk invariance. 
Number of unit cells for each domain is 𝑁 = 60. 
5.6 Conclusion 
This chapter demonstrates that PT symmetric interfaces between domains of non-Hermitian 
lattices with ‘gain’ and ‘loss’ support edge states which exhibit PT phase transitions. Two model 
systems, based on valley insulator and Chern insulator models, are investigated. For the valley-
Hall insulator, a rigorous symmetry analysis unifying the conventional (Hermitian) valley edge 
states and the edge states of the PT-symmetric structure is presented. We found that if the local 
parity symmetry at the domain wall is broken, the PT edge states preserving the PT symmetric 
phase exist only for certain values of the gain/loss parameters, underlining the important role of 
spatial symmetries at the interface for the valley Hall systems. The existence of these edge states 
is linked to EPs in the edge band; by tuning the magnitude of the gain/loss, it is possible to 
annihilate the EPs, so that the PT symmetry is spontaneously broken and edge spectrum becomes 
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complex-valued. If the domain wall is locally parity-symmetric, the PT edge states are always 
present no matter how the system is perturbed by onsite potential or gain/loss.  
To further explore the interplay of non-Hermiticity and topology in photonic system and verify 
our theoretical prediction, we have studied experimentally feasible optical analogous of 
honeycomb lattices with and without PT symmetric interface using first-principles numerical 
methods. This work envisions a generalization of Hermitian topological edge states into the NH 
topological edge states which exhibits a PT phase transition. 
Last but not least, we studied the non-Hermitian Haldane model and demonstrated the robustness 
of its topological features to the introduction of gain/loss. We found the one-way edge states 
localized to the PT symmetric interfaces which also exhibit PT phase transition and interconnect 
bulk bands by branching out into imaginary energy dimension. Since these edge states are strong 
in a topological sense (as opposed to the valley states), they persist for large magnitudes of 





Chapter 6  
Higher order corner states in acoustic lattice 
6.1 Introduction 
The topological systems studied in the previous chapters are characterized by topological 
invariants, such as Chern number, Z2 invariant and valley Chern number. Very recently, a new 
and interesting kind of topological states, referred to as higher-order topological insulator (HOTI), 
has been proposed in the rotational symmetries preserved crystalline insulator[13,14,59-63,231-
233]. It exhibits boundary states having more than one dimension lower than the host bulk, and 
the energy dispersion is characterized by gapped bulk and gapped surface states but gapless 
boundary states like hinge states in 3D crystalline insulator. One example of such systems is given 
by quantized quadrupole topological insulators [13,59], which have been recently implemented in 
mechanical [234] and microwave [235] systems, and in electrical circuits [236].  In this chapter, 
we introduce a different type of symmetry-protected topological states, described by bulk 
polarization[20], and mainly focus on the study of 2D Kagome lattice. It belongs to the category 
of HOTI, more specifically, of Wannier-type second-order topological insulator, and presents 
boundary states like edge and corner states when the bulk polarization is nontrivial [14,26,28]. 
6.2 Theoretical investigation 
In this section, theoretical aspects such as topological bulk polarization, boundary effects due to 
the breakdown of gauge transformation, symmetries of Kagome lattice and perturbation analysis 
of bulk polarization transition are discussed.  




Ideal Kagome lattice has point group symmetries as well as TRS, which guarantee the bulk 
polarization quantized as 0,±1/3 constrained by symmetries without knowing the details of the 
Hamiltonian. In general, the constraint of the symmetry operator over the Wilson loop satisfies the 
following relation  
             𝑩𝑔,𝑘𝑗𝑊𝑙𝑖,𝑘𝑗𝑩𝑔,𝑘𝑗
† = 𝑊𝐷𝑔𝑙𝑖,𝐷𝑔𝑘𝑗 ,                                                (6-1) 
𝑙𝑖 is the starting point of the path in the Brillouin zone, 𝑩𝑔,𝒌
𝑛,𝑚 = 〈𝑢𝐷𝑔𝒌
𝑛 |𝑔𝒌|𝑢𝒌
𝑚⟩ is the unitary sewing 
matrix in which the unitary operator 𝑔𝒌 transforms the Hamiltonian following the formula 
           𝑔𝒌ℎ𝒌𝑔𝒌
† = ℎ𝐷𝑔𝒌,                                                          (6-2) 
and symmetry operator 𝐷𝑔 sends 𝒌 to 𝐷𝑔𝒌. For the Kagome lattice, there are 3 (linearly dependent) 
reciprocal vectors defined in the Brillouin zone related by the 𝐶3  symmetry, namely, 𝒃1 =
4𝜋
√3𝑎0


















)  . Therefore, the path 𝑙𝑖  can trace along 




Figure 6-1 Schematics of the model and relation between Wilson loop and operators. (a) 2D Kagome 
lattice with 𝐶3 symmetry and reflection symmetry along M1, M2 and M3, where 𝜅 and 𝛾 are the intra-cell 
and inter-cell hopping terms, respectively. (b) Relation between Wilson loop and reflection symmetry M1. 
(c) Relation between Wilson loop and rotational symmetry C3. (d) Relation between Wilson loops traced 
along path -𝑐2 and 𝑐1. 
a. Constraint of reflection symmetry 𝐌𝑖 over 𝒗𝑖(𝒌𝑗) 
There are 3 different reflection symmetry lines for the shrunken or expanded Kagome lattices. 
Specifically, 
M1: (𝑥, 𝑦) → (−𝑥, 𝑦), 

























),                                      (6-3) 
and for reciprocal vectors 
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M1: (𝒃1, 𝒃2, 𝒃3) → (𝒃1, 𝒃3, 𝒃2), 
M2: (𝒃1, 𝒃2, 𝒃3) → (𝒃3, 𝒃2, 𝒃1), 
                                                     M3: (𝒃1, 𝒃2, 𝒃3) → (𝒃2, 𝒃1, 𝒃3).                                            (6-4) 
Subsequently, as illustrated in the Fig. 6-1, the relation between the Wilson loops under the 
symmetry operator is  
                      𝑩M𝑖,𝑘𝑗𝑊𝑐𝑖,𝑘𝑗𝑩M𝑖,𝑘𝑗
† = 𝑊𝑐𝑖,𝑘𝑡 , (𝑖 ≠ 𝑗 ≠ 𝑡).                                    (6-5) 
The eigenvalues of 𝑊𝑐𝑖,𝒌 then satisfy the following 
                M𝑖: 𝑒
𝑖2𝜋𝑣𝑖(𝑘𝑗) = 𝑒𝑖2𝜋𝑣𝑖(𝑘𝑡).                                                (6-6) 
Thus the Wannier bands meet                                                        
                                    M𝑖: 𝑣𝑖(𝑘𝑗) = 𝑣𝑖(𝑘𝑡) mod 1.                                              (6-7) 
Therefore, under the reflection operator M𝑖, bulk polarizations have the relation 
                                            M𝑖: 𝑝𝑖,𝑙𝑗 = 𝑝𝑖,𝑙𝑡.                                                          (6-8) 
Which indicates that the value of polarization doesn’t depend on the path of the integration that 
the Wilson loops go around.  
b. Constraint of reflection symmetry 𝐌𝒊 over 𝒗𝑗(𝒌𝑡) 
Using the relation Eqs. (6-2) and (6-4), the Wilson loop has the constraint 
      𝑩M𝑖,𝑘𝑡𝑊𝑐𝑗,𝑘𝑡𝑩M𝑖,𝑘𝑡
† = 𝑊𝑐𝑡,𝑘𝑗 , (𝑖 ≠ 𝑗 ≠ 𝑡).                                        (6-9) 
Thus the Wannier bands meet 
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               M𝑖: 𝑣𝑗(𝑘𝑡) = 𝑣𝑡(𝑘𝑗) mod 1.                                               (6-10) 
Accordingly, the polarization of the lowest energy band is 
            M𝑖: 𝑝𝑗 = 𝑝𝑡,                                                              (6-11) 
which proves that the polarizations of all three directions are the same.  
c. Constraint of reflection symmetry 𝐌𝑖 over 𝒗𝑗(𝒌𝑖) 
              𝑩M𝑖,𝑘𝑖𝑊𝑐𝑗,𝑘𝑖𝑩M𝑖,𝑘𝑖
† = 𝑊𝑐𝑡,𝑘𝑖 , (𝑖 ≠ 𝑗 ≠ 𝑡).                                        (6-12) 
This constraint is equivalent to the combination of the previous 2 constraints.  
d. Constraint of 𝑪𝟑 symmetry over 𝒗𝒊(𝒌𝒋)  
Assume the 𝐶3  rotation operator rotates the reciprocal vectors in the direction (𝑖 → 𝑗 → 𝑡) , 
therefore, Wilson loop satisfies the relation 
                     𝑩𝐶3,𝑘𝑗𝑊𝑐𝑖,𝑘𝑗𝑩𝐶3,𝑘𝑗
† = 𝑊𝑐𝑗,𝑘𝑡 ,                                                     (6-13) 
Thus the Wannier bands meet 
                𝐶3: 𝑣𝑖(𝑘𝑗) = 𝑣𝑗(𝑘𝑡) mod 1.                                                     (6-14) 
And due to the equivalence of the three reciprocal lattices, the polarizations of the bands for the 
three choices are equivalent 
             𝐶3: 𝑝𝑖 = 𝑝𝑗 = 𝑝𝑡.                                                            (6-15) 
e. Constraint of time reversal symmetry 𝑻 over 𝒗𝒊(𝒌𝒋).  
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The time reversal operator flips the sign of momentum vector due to antilinear property of the 
operator, 
𝑇: 𝑣𝑖(𝑘𝑗) = 𝑣𝑖(−𝑘𝑗).                                                    (6-16) 
Therefore, on the polarization 
    𝑇: 𝑝𝑖(𝑘𝑗) = 𝑝𝑖(−𝑘𝑗).                                                     (6-17) 
If the direction of path integration in momentum space is reversed, 𝑊𝑐𝑖,𝑘𝑗 → 𝑊−𝑐𝑖,𝑘𝑗, the Wannier 
center changes correspondingly 
                     𝑣𝑖(𝑘𝑗) = −𝑣−𝑖(𝑘𝑗).                                                      (6-18) 
To obtain the bulk polarization from the symmetry constraint, let’s first compare 𝑊−𝑐𝑖,𝑘𝑗  and 
𝑊𝑐𝑡,𝑘𝑗. If the path −𝑐𝑖 is projected along 𝑐𝑡, as seen in Fig. 6-1, the Wilson loop will only reach 
half of  𝑐𝑡 while it reaches a full loop of −𝑐𝑖. Combined with Eqs. (6-15, 6-18), we have 
                𝑝−𝑖 =
𝑝𝑡
2
= −𝑝𝑖.                                                         (6-19) 
Consequently, 3𝑝𝑖 = 0 mod 1, or equivalently,  
                     𝑝𝑖 = ±
1
3
, 0.                                                              (6-20)  
In conclusion, under the constraints of spatial symmetries and TR symmetry, the polarization of 





6.2.2 The presence of edge states and zero energy corner states 
The unit cell of Kagome lattice is defined by the rhombus-shaped region in Fig. 6-2(a). Here TBM 
is applied to the lattice and only the nearest hopping term is considered in the model. Consequently, 
Hamiltonian in the momentum space is 
  ℋ0(𝒌) = ∑ 𝑑𝑖(𝒌)𝜆𝑖𝑖 ,                                                      (6-21) 
 where 𝜆𝑖  is the Gell-Mann matrices, 𝑑1(𝒌) = −𝜅 − 𝛾 cos( 1) , 𝑑2(𝒌) = −𝛾 sin( 1), 𝑑4(𝒌) =
−𝜅 − 𝛾 cos( 2),  𝑑5(𝒌) =𝛾 sin( 2), 𝑑6(𝒌) = −𝜅 − 𝛾 cos( 3) , 𝑑7(𝒌) = −𝛾 sin( 3) , and other 
𝑑𝑖(𝒌)s are zero. The 𝑖s meet the constraint 
                                                       1 + 2 + 3 = 0,                                                        (6-22)  
because of the relation among primitive lattice vectors 𝒂1 + 𝒂2 + 𝒂3 = 0.  
The Eigenvalue equation is  
   ℋ0(𝒌)|𝑢𝑛𝑚(𝒌)⟩ = 𝜖𝑛(𝒌)|𝑢𝑛(𝒌)⟩,                                           (6-23)                                     
in which |𝑢𝑛(𝒌)⟩ = 𝑎𝑛,1(𝒌)|1⟩ + 𝑎𝑛,2(𝒌)|2⟩ + 𝑎𝑛,3(𝒌)|3⟩ is the periodic function of the Bloch 



























𝜖3 =  𝜅 + 𝛾,                                                           (6-24) 
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Band structures for unperturbed and perturbed( 𝜅 ≠ 𝛾) Kagome lattice obtained from Eq. (6-23) 
are shown in Fig. 6-2 (b). The cases of equal detuning for 𝛾 > 𝜅 and 𝛾 < 𝜅 have identical band 
structure (TBM) by solid lines, and therefore cannot be distinguished. However, these two cases 
represent two distinct topological phases, separated by the gapless 𝛾 = 𝜅 transition point. The 
topological phase difference between the two cases can be read out by their Wannier bands, for 
example, Wannier band of the low energy band (blue colored in Fig. 6-2 (b)). For the expanded 
lattice, the Wannier band stays around 1/3 when it goes along the high symmetry path in the 
Brillouin zone. For the shrunken lattice, the Wannier band keeps as zero value. Using the formula 
Eq. (1-16), the bulk polarization is obtained as 
1
3
 in absolute value for ideal expanded Kagome 




Figure 6-2 (a) Schematics of Kagome unit cell. (b) Band structures of unperturbed Kagome lattice (grey 
colored) and perturbed Kagome lattice (blue, red and yellow colored) by imposing the condition 𝛾 ≠ 𝜅. 
The Wannier bands for (c) the expanded lattice and (d) the shrunken lattice. 
A prominent distinction between topological and trivial phases of matter consists in the robust 
emergence of topological edge states exponentially confined to the boundaries [26]. As seen from 
Fig. 6-3(a), blue region, the triangular Kagome lattice in the topological regime supports 
topological edge states, which emerge from the non-vanishing bulk polarization, contrary to the 
edge states due to nontrivial Berry curvature in QSHE systems.  
In addition to the edge states, the energy spectrum (red line in Fig. 6-3(a)) suggests another class 
of totally dispersionless states, and their field profile reveals their 0-dimentional nature. These 
states indeed represent a class of higher-order (D-2) topological states, which are confined to 
corners of the system when the angle of the corner equals 60 degrees and only one of the sublattice 
sites is located at the corner. For all values of parameter 𝜅 < γ (with fixed γ), these states are 
pinned to “zero-energy”, which, for this acoustic system, represents the frequency of the isolated 
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acoustic resonator. The ‘zero-energy’ corner modes we observe are protected by the internal 
symmetry specific for the structure with three sublattices, which will be discussed in detail in the 
next section.  
 
Figure 6-3 Theoretical prediction of acoustic edge and corner states. (a) Energy spectrum calculated from 
TBM for the triangular Kagome lattice. Yellow, blue and red bands are for bulk, edge and corner states, 
respectively. (b) Normalized spatial distribution of |𝜓(𝜔)|2 integrated over the frequencies of lower bulk, 
edge, corner and upper bulk regions, respectively, when 𝜅/𝛾 = 0.252 as denoted by blue dashed line. 
𝜓(𝜔) is the eigenstate of the triangular Kagome lattice. 
When the ratio 𝜅/𝛾 is equal to 0.252 (the value is adopted in the later experiment), as shown by 
the blue dashed line in Fig. 6-3(a), bulk, edge and corner modes are well separated from each other. 
To verify the localization of edge states and corner states, the spatially resolved eigenstate 
distributions |𝜓(𝜔)|2 integrated over the corresponding frequencies (indexed by I-IV) are plotted 
in Fig. 6-3(b). 
6.2.3 Bulk-edge-corner correspondence in Wannier-type TI 
a. Gauge transformation partners.  
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Next, we explain why boundary states appear in expanded lattice by the theory of bulk polarization 
difference (Chapter 1, Section 1.3.1). The shrunken and expanded unit cells, with their hopping 𝜅 
and 𝛾 swapped, can be transformed into each other by a series of unitary transformations when the 
lattice is infinite, thus their eigenstates are connected through the gauge transformation. The 
nontrivial polarization difference manifests as the topological effects only when there is a 
boundary present, since without a boundary the two systems are the gauge invariant partners and 
topologically equivalent, and the presence of boundary breaks the gauge transformation symmetry, 
which makes it impossible to connect the eigenstates of the two (shrunken and expanded) systems 
anymore. The presence of edge and corner states is the manifestation of these topological boundary 
effects for the bounded system with nontrivial bulk polarization.  
Take a simple example, the expanded unit cell of Kagome lattice marked by solid rhombus can be 









) in Fig. 6-2 (a), and then rotated by 𝜋 around its center 
(𝑆𝑈(1) ∗ 𝑆𝑂(2)) to transform into the shrunken unit cell marked by the dashed rhombus. From 
equation (3-4), the eigenvalues of the expanded (shrunken) unit cells in the two cases are the same 
while their eigenvectors are changed due to the unitary transformation under 𝑆𝑈(1) ∗ 𝑆𝑂(2). Thus, 
eigenstates after transformation are |𝑢𝑠
′(𝒌)⟩ = 𝑈(𝒌 → −𝒌) 𝑒𝑖𝒌𝒓𝟎|𝑢𝑠(𝒌)⟩ , and the polarization 
difference is   









𝑏𝑖 cos ,                                  (6-25) 
where  is the angle between 𝒓𝟎 and 𝒃𝑖 . 𝒓𝟎 is the translational vector, 𝑁𝑜 is the number of the 




















), thus they lead to the 
emergence of edge and corner states in the expanded lattice. 
 
Figure 6-4 Schematic explanation of the relations between eigenstates of expanded lattice and of shrunken 
lattice without boundary (upper panel) and with a boundary (lower panel). 
In addition, the analytic solutions of edge and corner states are provided here, and the critical 
conditions for the presence of these boundary states are obtained which are consistent with the 
prediction from bulk polarization.  




Figure 6-5 Schematic Kagome nanoribbon terminated along the y-direction, and periodic in the x-
direction, as indicated by the rectangular dash lines. 
We consider a nanoribbon periodic in the x direction, and terminated in the y direction, as shown 
in Fig. 6-5. The nanoribbon consists of N cells in the y direction. Using the TBM we obtain the 
equations of motion for the nanoribbon: 
𝜖𝜓𝑛,𝑎 = −𝛾𝑒
−𝑖𝑘𝑥 4⁄ 𝜓𝑛−1,𝑏 − 𝜅𝑒
𝑖𝑘𝑥 4⁄ 𝜓𝑛,𝑏 − (𝜅𝑒
𝑖𝑘𝑥 2⁄ + 𝛾𝑒−𝑖𝑘𝑥 2⁄ )𝜓𝑛,𝑐, 
               𝜖𝜓𝑛,𝑏 = −𝛾𝑒
𝑖𝑘𝑥 4⁄ 𝜓𝑛+1,𝑎 − 𝜅𝑒
−𝑖𝑘𝑥 4⁄ 𝜓𝑛,𝑎 − 𝛾𝑒
−𝑖𝑘𝑥 4⁄ 𝜓𝑛+1,𝑐 − 𝜅𝑒
𝑖𝑘𝑥 4⁄ 𝜓𝑛,𝑐, 
𝜖𝜓𝑛,𝑐 = −(𝜅𝑒
−𝑖𝑘𝑥 2⁄ + 𝛾𝑒𝑖𝑘𝑥 2⁄ )𝜓𝑛,𝑎 − 𝛾𝑒
𝑖𝑘𝑥 4⁄ 𝜓𝑛−1,𝑏 − 𝜅𝑒
−𝑖𝑘𝑥 4⁄ 𝜓𝑛,𝑏 .              (6-26) 
where 𝜓𝑛,𝑞 is the probability amplitude of an electron located at site 𝑞 = 𝑎, 𝑏, 𝑐 of the nth unit cell. 
With the boundary conditions 
𝜓𝑁+1,𝑎 = 𝜓𝑁+1,𝑐 = 𝜓0,𝑏 = 0,                                              (6-27) 




𝑖𝑝𝑛 + 𝐵𝑒−𝑖𝑝𝑛, 
𝜓𝑛,𝑏 = 𝐶𝑒
𝑖𝑝𝑛 + 𝐷𝑒−𝑖𝑝𝑛, 
                                       𝜓𝑛,𝑐 = 𝐹𝑒
𝑖𝑝𝑛 + 𝐺𝑒−𝑖𝑝𝑛,                                                 (6-28)               
with 𝐴, 𝐵, 𝐶, 𝐷, 𝐸, 𝐹, 𝐺 as coefficients of the plane waves. The configuration of the cut maintains 
perpendicularity between 𝑘 and 𝑝 wavenumbers. After applying the boundary conditions: 
𝜓𝑛,𝑎 = 𝐴(𝑒
𝑖𝑝𝑛 − 𝑧2𝑒−𝑖𝑝𝑛), 
𝜓𝑛,𝑏 = 𝐶(𝑒
𝑖𝑝𝑛 − 𝑒−𝑖𝑝𝑛), 
                             𝜓𝑛,𝑐 = 𝐹(𝑒
𝑖𝑝𝑛 − 𝑧2𝑒−𝑖𝑝𝑛),                                              (6-29) 
where 
     𝑧2 = 𝑒𝑖𝑝(𝑁+1).                                                        (6-30)              





) = 0,                                                        (6-31) 
where the columns of matrix ℳ are given by 
ℳ𝜇,1 = (
−𝜖(𝑒𝑖𝑝𝑛 − 𝑧2𝑒−𝑖𝑝𝑛)
−𝛾𝑒𝑖𝑘𝑥 4⁄ (𝑒𝑖𝑝(𝑛+1) − 𝑧2𝑒−𝑖𝑝(𝑛+1)) − 𝜅𝑒−𝑖𝑘𝑥 4⁄ (𝑒𝑖𝑝𝑛 − 𝑧2𝑒−𝑖𝑝𝑛)
−(𝜅𝑒−𝑖𝑘𝑥 2⁄ + 𝛾𝑒𝑖𝑘𝑥 2⁄ )(𝑒𝑖𝑝𝑛 − 𝑧2𝑒−𝑖𝑝𝑛)
), 
ℳ𝜇,2 = (
−𝛾𝑒−𝑖𝑘𝑥 4⁄ (𝑒𝑖𝑝(𝑛−1) − 𝑒−𝑖𝑝(𝑛−1)) − 𝜅𝑒𝑖𝑘𝑥 4⁄ (𝑒𝑖𝑝𝑛 − 𝑒−𝑖𝑝𝑛)
−𝜖(𝑒𝑖𝑝𝑛 − 𝑒−𝑖𝑝𝑛)





−(𝜅𝑒𝑖𝑘𝑥 2⁄ + 𝛾𝑒−𝑖𝑘𝑥 2⁄ )(𝑒𝑖𝑝𝑛 − 𝑧2𝑒−𝑖𝑝𝑛)
−𝛾𝑒−𝑖𝑘𝑥 4⁄ (𝑒𝑖𝑝(𝑛+1) − 𝑧2𝑒−𝑖𝑝(𝑛+1)) − 𝜅𝑒𝑖𝑘𝑥 4⁄ (𝑒𝑖𝑝𝑛 − 𝑧2𝑒−𝑖𝑝𝑛)
−𝜖(𝑒𝑖𝑝𝑛 − 𝑧2𝑒−𝑖𝑝𝑛)
).        (6-32)                                   
The non-trivial solution for coefficients 𝐴, 𝐶, 𝐹  and arbitrary 𝑛  requires det(ℳ) =0. After 
simplifying, we can show that secular equation det(ℳ)=0 has the following form: 
𝑣𝑒3𝑖𝑝𝑛 + 𝑤𝑒−3𝑖𝑝𝑛 + 𝑠𝑒𝑖𝑝𝑛 + 𝑡𝑒−𝑖𝑝𝑛 = 0.                                    (6-33) 
Therefore all coefficients 𝑣,𝑤, 𝑠, 𝑡 must equal zero. After dividing out co-factors in the coefficients, 
we obtain the following energy spectrum from the 𝑒±3𝑖𝑝𝑛 coefficients: 
(𝐸 + 𝜅 + 𝛾)  (𝐸2 + 𝐸(𝛾 + 𝜅) − 2(𝛾2 − 𝛾𝜅 + 𝜅2) − 2𝛾𝜅(cos (𝑘) + 2cos (
𝑘𝑥
2





(−𝛾 − 𝜅 ± 𝑔(𝑘𝑥, 𝑝)), 
𝜖3 = 𝜅 + 𝛾,                                                             (6-35) 




The eigenvalues obtained above are the same as those calculated from TBM in Eqs. (6-24). 
Similarly, from the 𝑒±𝑖𝑝𝑛  coefficients (after controlling for cofactors) and substituting in the 
eigenvalue Eqs. (6-35), we obtain the equation relating 𝑝, 𝑘𝑥 and 𝑁: 
𝐹(𝑝, 𝑁) ≡ 𝛾(3𝛾 + 𝜅 + 2𝜅 cos(𝑘𝑥) + g(𝑘𝑥, p))   sin (𝑁𝑝) +  𝜅cos (
𝑘𝑥
2
)  (3𝛾 + 3𝜅 +
g(𝑘𝑥, 𝑝))sin ((1 + N)𝑝) = 0.                                                  (6-36) 
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For 𝛾 > 𝜅 and arbitrary 𝑘𝑥 ∈ (0,2𝜋), the equation above will always return 𝑁 − 1 solutions for 𝑝 
(Fig. 6-6). However, for 𝛾 < 𝜅 and given 𝑘𝑥, the above equation will return either 𝑁 or 𝑁 − 1 
dependent on some critical value of 𝑘𝑥, 𝑘𝑐. When the slope of 𝐹(𝑝,𝑁) approaches 0, one of the 
roots will vanish, this is the condition for the edge states to exist and can be found numerically by 
solving the following equation:  
𝜕
𝜕𝑝
𝐹(𝑝, 𝑁)|𝑝=𝜋 = 0.                                                    (6-37) 
As we can see in the example of 𝑁 = 5, 𝑘𝑐 is close to 𝜋 and the edge states bifurcate from the bulk 
states in the region near 𝑘𝑥 = 𝜋 for the shrunken lattice, as shown in our previous work [26]. Edge 
states in this case are present due to the 𝐶2  symmetry instead of 𝐶3  symmetry, therefore, the 
shrunken lattice is still regarded as trivial insulator with respect to the bulk polarization arising 
from 𝐶3 symmetry. Note the analytic solution of the edge state localized at the other end of the 
strip can be derived in the same manner.  
 
Figure 6-6 Determination of the existence of edge states by counting the number of roots of F(p, N). (a) 
Curve of F(p, N) for expanded lattice with γ > κ and N=5. There are always N-1 solutions and the 
missing state corresponds to the edge state. (b)Curve of F(p, N) for the shrunken lattice with γ < κ and 
k <  kc, where kc ≅ 0.86π. All states are accounted for in the bulk and there is no edge state. (c) Curve 
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of F(p, N) for the shrunken lattice with γ < κ and k >  kc. The Nth bulk state disappears and an edge 
state is present instead. 
c. Exact solution of corner states in the breathing Kagome lattice 
We study a finite Kagome lattice which consists of 𝑁0 unit cells at each side. We establish the 
TBM Hamiltonian of the system as 
    𝐻 = 𝐻𝐴 + 𝐻𝐵 + 𝐻𝐶,                                                     (6-38) 
where  
𝐻𝐴 = 𝜅|𝐴, 1,1⟩(⟨𝐵, 1,1| + ⟨𝐶, 1,1|) +
∑ (𝜅|𝐴, 𝑛, 1〉(〈𝐵, 𝑛, 1|+〈𝐶, 𝑛, 1|) + 𝛾|𝐴, 𝑛, 1〉〈𝐵, 𝑛 − 1,1|+𝜅|𝐴, 𝑛, 𝑛〉(⟨𝐵, 𝑛, 𝑛| + ⟨𝐶, 𝑛, 𝑛|) + 𝛾|𝐴, 𝑛, 𝑛〉〈𝐶, 𝑛 −
𝑁0
𝑛=2
1, 𝑛 − 1|) + ∑ ∑ (𝜅|𝐴, 𝑛,𝑚〉𝑛−1𝑚=2
𝑁0
𝑛=3 (〈𝐵, 𝑛,𝑚|+〈𝐶, 𝑛,𝑚|) + 𝛾|𝐴, 𝑛,𝑚〉(〈𝐵, 𝑛 − 1,𝑚 − 1| +
〈𝐶, 𝑛 − 1,𝑚 − 1|)), 
𝐻𝐵 = ∑ (𝜅|𝐵, 𝑛, 1〉〈𝐴, 𝑛, 1|+〈𝐶, 𝑛, 1|) + 𝛾|𝐵, 𝑛, 1〉〈𝐴, 𝑛 + 1,1|)
𝑁0




𝑛=2 (〈𝐴, 𝑛,𝑚| +
〈𝐶, 𝑛,𝑚|) + 𝛾|𝐵, 𝑛,𝑚〉(〈𝐴, 𝑛 + 1,𝑚|+〈𝐶, 𝑛,𝑚 − 1|)) and 
𝐻𝐶 = ∑ (𝜅|𝐶, 𝑛, 𝑛〉〈𝐴, 𝑛, 𝑛|+〈𝐵, 𝑛, 𝑛|) + 𝛾|𝐶, 𝑛, 𝑛〉〈𝐴, 𝑛 + 1, 𝑛 + 1|)
𝑁0
𝑛=1 +
∑ ∑ (𝜅|𝐶, 𝑛,𝑚〉𝑛−1𝑚=1
𝑁0
𝑛=2 (〈𝐴, 𝑛,𝑚| + 〈𝐵, 𝑛,𝑚|) + 𝛾|𝐶, 𝑛,𝑚〉(〈𝐴, 𝑛 + 1,𝑚 + 1|+〈𝐵, 𝑛,𝑚 + 1|)).    (6-39) 
In order to find out the zero energy states, the eigenvalue equation should satisfy the relation 
𝐻|𝜓〉 = 0,                                                         (6-40) 
where |𝜓〉 = ∑ ∑ (𝑛𝑚=1
𝑁0
𝑛=1 𝑎𝑛,𝑚|𝐴, 𝑛,𝑚〉 + 𝑏𝑛,𝑚|𝐵, 𝑛,𝑚〉 + 𝑐𝑛,𝑚|𝐶, 𝑛,𝑚〉) is the eigenstate of the 
zero energy, and the recursive relations between the coefficients of the Bloch waves at different 






+ 𝑐𝑛,𝑚 = 0, 𝑛 = 1,2, … ,𝑁0, 




+ 𝛾(2𝑎𝑛+1,𝑚 + 𝑏𝑛,𝑚 + 𝑐𝑛,𝑚)] − 𝛾(𝑎𝑛+1,1 − 𝑎𝑛+1,𝑛+1 + 𝑏𝑛,1 + 𝑐𝑛,𝑛) = 0,  
𝑛 = 2,… ,𝑁0,                                                          (6-41) 
The corner states are assumed to exist now and one of them localizes at site |𝐴, 1,1〉 , it 
exponentially decays away from this site, in the following we use the properties of corner states to 
get the conditions in which corner states have to be present or not. In the thermodynamic limits, 
corner states vanish at the boundaries, namely, 
𝑎𝑁0,𝑚 = 0,𝑚 = 1,2, … ,𝑁0.                                                  (6-42) 
We notice from the schematics of the sheared Kagome lattice 𝑎𝑁0,1 and 𝑎𝑁0,𝑁0 are the coefficients 
of wave functions at site B and at site C for the other corner states, therefore, we can conclude that 
𝑏𝑛,𝑚 and 𝑐𝑛,𝑚 must be negligible compared to the magnitude of 𝑎𝑛,𝑚. Consequently, Eqs. (6-41) 
becomes 
2𝜅𝑎1,1 + 𝛾(𝑎2,1 + 𝑎2,2) = 0, 
∑ 2[𝜅𝑎𝑛,𝑚
𝑛
𝑚=1 + 𝛾𝑎𝑛+1,𝑚] − 𝛾(𝑎𝑛+1,1 − 𝑎𝑛+1,𝑛+1) = 0, 𝑛 = 2, … ,𝑁0.           (6-43)                                                  
Another property of the corner states is the uniform decay of the wave functions away from the 
corner, thus, it is legitimate to assume 𝑎𝑛,𝑖 = 𝑎𝑛,𝑗 , where 𝑖 ≠ 𝑗. Using Eqs. (6-43), finally the 








𝑎1,1, 𝑛 = 2,3, . . , 𝑁0, 𝑚 = 1,2, . . , 𝑛.                               (6-44) 





. If 𝛾 > 𝜅, ℓ > 0, thus 
predicting the presence of the corner states, in such the case the nontrivial bulk polarization of the 
structure relates to the existence of the corner states. If 𝛾 < 𝜅, corner states don’t exist since 
localization length cannot be negative, and it corresponds to the case of the trivial bulk 
polarization. From the above analytic study, we know for the corner states they are evanescent 
waves propagating in the two directions, propagation numbers following in the directions of edges 
are (𝜋 + 𝑖
𝜅
 𝛾




6.2.4 Generalized chiral symmetry 
A criterion to distinguish topological phases from trivial ones is that they are protected by time 
reversal (TR) or spatial symmetries [63]. For the corner states present in the topological bulk 
polarized insulator, besides the spatial symmetries like reflection symmetry M𝑖 , 𝐶3  and TR 
symmetry 𝑇 defined in Section 6.2.1 quantize their bulk polarization, they might be protected by 
extra symmetries which guarantee the corner states pinning to zero energy.  
In this section, we consider the role of chiral (sublattice) symmetry Γ in the protection of the corner 
states. It’s obvious the system doesn’t have the chiral symmetry defined in the conventional way 
ΓH0Γ
−1 = −H0 because the internal degree of freedom in our system is odd. But the system can 
be divided into 3 subgroups with the components of matrix Hamiltonian being nonzero only 
between different subgroups, and such property is the essential in the chiral symmetry and 
indicates no interaction within sublattices. Based on this reasoning, we generalize the concept of 
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chiral symmetry to the case of three sublattices, and define the chiral operator Γ3 which transforms 
H0 in the following way 
Γ3H0Γ3
−1 = H1,    
Γ3H1Γ3
−1 = H2, 
                                      H0 + H1 + H2 = 0.                                                     (6-45) 
Note the transformations are unitary, hence, H1and H2 have the same eigenvalues as H0. If H0 
satisfies the conditions above, we claim the generalized chiral symmetry of H0 is preserved.  
We give lemmas related to the properties of Γ3 in the first place. 
Lemma 1. The eigenvalues of Γ3 are 1, 𝑒
𝑖2𝜋/3, 𝑒−𝑖2𝜋/3.  
Proof of lemma 1. From Eqs. (6-45) it is straightforward to see  
  Γ3H2Γ3
−1 = H0,                                                      (6-46) 
Therefore, [H0, Γ3
3] = 0, for nondegenerate states,  it indicates 
   Γ3
3 = I.                                                            (6-47) 
 Let’s define the eigenvalue of Γ3 as  
               Γ3|φ〉 = g|φ〉.                                                        (6-48) 
g has to be 1, 𝑒𝑖2𝜋/3, 𝑒−𝑖2𝜋/3 in order to meet the condition Eq. (6-48). One possible unitary form 
of Γ3 can be written as 




),                                                 (6-49) 
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Generally [H𝑖, H𝑗] ≠ 0, 𝑖 ≠ 𝑗 unless H𝑖, H𝑗 commute with 𝐶3 symmetry operator. 
Lemma 2. The trace of H0 is zero if it preserves the generalized chiral symmetry. 
Proof of lemma 2. From Eqs. (6-45) it is seen 
    𝑡𝑟𝑎𝑐𝑒(H1) = 𝑡𝑟𝑎𝑐𝑒(Γ3H0Γ3
−1) = 𝑡𝑟𝑎𝑐𝑒(H0),                                   (6-50) 
Similarly, 𝑡𝑟𝑎𝑐𝑒(H2) = 𝑡𝑟𝑎𝑐𝑒(H1), and  
  𝑡𝑟𝑎𝑐𝑒(H0 + H1 + H2) = 0,                                               (6-51) 
which means 
                  𝑡𝑟𝑎𝑐𝑒(H0) = 0.                                                           (6-52) 
From lemma 2 it can be concluded the sum of eigenvalues of ℋ0(𝒌) for Kagome lattice preserving 
the generalized chiral symmetry is zero, which can be verified from Eqs. (6-24). 
Generalized chiral projectors. We extend the concept of orthogonal chiral projectors from 2D to 





















3 Γ3 + 𝑒
𝑖2𝜋
3 Γ3
2),                                           (6-53) 
such that PA + PB + PC = I , PA + 𝑒
−
𝑖2𝜋
3 PB + 𝑒
𝑖2𝜋
3 PC = Γ3   and PA + 𝑒
𝑖2𝜋
3 PB + 𝑒
−
𝑖2𝜋
3 PC = Γ3
2 , and 
satisfy the orthogonality condition P𝑖P𝑗 = 0, 𝑖 ≠ 𝑗. Now it’s straightforward to prove that  
     P𝑖H0P𝑖 = 0, 𝑖 = A, B, C,                                                 (6-54) 
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which indicates that the transition probability from site to site within the same sublattice is zero. 
H0 can be expressed as the summation of its projection among different operators 
  H0 = ∑ P𝑖H0P𝑗𝑖≠𝑗 ,                                                      (6-55) 
Zero energy states. 
Let the eigenvalues of H0 be 𝜖0, 𝜖1 and 𝜖2. If 𝜖0 = 0, from Eq. (6-52), 𝜖1 = −𝜖2. We have interest 
in the case when all eigenvalues are zero energies. We give a lemma related to this situation. 
Lemma 3. Triple degenerate zero energy states only localize at one of the three sublattices. 
Proof lemma 3. Let the eigenstate |un〉 of H0 be the zero energy eigenstate, namely, 
  H0|un〉 = H1|un〉 = H2|un〉 = 0.                                          (6-56) 
We take one of the projectors from PA Eqs. (6-53), which acts on the zero energy states and selects 
the one of the sublattice states  
  H0PA|un〉 =
1
3






−2H2|un〉] = 0.        (6-57)                                  
The same result is obtained if we replace PA with other projectors. Thus, zero energy states with 
triple degeneracy will localize only at one of the three sublattices.  
We emphasize that the edge state in 1D SSH modes, as well as midgap corner modes reported 
recently in the work of Noh et. al. [237], are protected by chiral symmetry due to the presence of 
two sublattices, which ensures that the these states 𝜖0𝐷 = 0 always appear in the center of the bulk 
gap between 𝜖1 = −𝜖𝑏𝑢𝑙𝑘(𝐤)  and 𝜖2 = 𝜖𝑏𝑢𝑙𝑘(𝐤)  bands. In our case, however, because the 
generalized chiral symmetry implies 𝜖1 + 𝜖2 + 𝜖3 = 0, the zero energy corner state 𝜖0𝐷 = 0 may 
appear not only in the bandgap but also can coexist with bulk continuum. These features mentioned 
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are confirmed both theoretically in Fig. 6-3 and will be observed experimentally by the subsequent 
example of corner states locate at the corners of the shearing Kagome lattice. 
6.3 Bulk polarization measurement in acoustic Kagome lattice 
The experimental details related to acoustic structural design, fabrication and measurement are 
discussed in this section.  
6.3.1 Acoustic metamaterial design  
The design of single unit cells (Fig. 6-7(a-b)) was chosen such that it facilitates the 3D printing 
process and the assembly of the structure. Each resonator hosts acoustic pressure modes oscillating 
in the axial direction. We choose to work with the fundamental mode (~4.23 kHz), which has its 
only node at the center of the resonant cavity. The coupling strength is tuned by shifting the 
channels closer or farther away from the center node, thus enabling fine control over the local 
coupling strength demonstrated by the frequency response test of single trimer above. At the 
preliminary stage of the fabrication, we fabricated the single expanded (Fig. 6-7(a)) and shrunken 
trimers(Fig. 6-7(b)) without external connectors in the in-plane direction, thus the hard wall 
boundary was applied at the inter-cell couplings and only intra-cell coupling term was expected to 
play a role in the spectra. We tested the frequency responses of the on-site and off-site probing 
when the source was placed at the bottom probe hole (bottom port) and the detectors was over the 
top probe hole (top port) of the same cylinder and of the neighbor cylinder, respectively.  When 
not in use, the ports were blocked with matching 3D printed caps. The frequency responses of both 
on-site (red colored) and off-site (blue colored) probing are shown in Fig. 6-7(c-d), and the results 
from experimental measurement and theoretical prediction (coupled model analysis) match very 
well. Two resonance peaks appear in both spectra (Fig. 6.7(c-d)), among which the resonance 
mode with lower frequency has the in phase oscillating behavior, and the other mode with higher 
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frequency represents the dipolar mode. We observed that the separation of the resonance 
frequencies for the single expanded trimer is smaller than that for single shrunken trimer, which 
demonstrates the intra-cell coupling of the expanded trimer is less than that of the shrunken trimer.  
 
Figure 6-7 Realistic acoustic trimer for (a) “expanded” and (b)“shrunken” lattice designs, which emulate 
the effect of nearest neighbor coupling. Normalized absorbance with frequency swept over the range of 
first-order standing wave of (c) single expanded trimer and (d) single shrunken trimer terminated by hard 
wall in the x-y direction, as shown in Fig. 6-7(a-b). Circular dots are the results from acoustic 
measurement, and solid lines from first principle simulation. Red and blue colors represent the results of 
on-site and off-site probing, respectively. 
Based on these initial results, both the expanded and shrunken Kagome lattices can be formed by 
an array of acoustic resonator trimers coupled via narrow rectangular channels. For the case of an 
ideal unperturbed Kagome lattice, with  𝛾 = 𝜅, the band diagram obtained with first principle 
calculation (dashed grey lines in Figure 6-2 (b) ) supports a Dirac-like degeneracy at the 𝐾 and 𝐾’ 
points. The degeneracy is formed between low-frequency monopolar mode, characterized by in-
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phase vibrations in all three cylinders of the trimer, and dipolar modes, which are left- and right-
handed circularly polarized at the K and K’ points, respectively. 
We stress that the geometry of Fig. 6-2 (a) can be viewed as the 2D counterpart of the well-known 
one-dimensional Su-Schrieffer-Heeger (SSH) model. As the symmetry is reduced by detuning 
inter-cell 𝛾  and intra-cell 𝜅  couplings between neighboring trimers, a topological transition 
emerges in the band diagram. Specifically, the trimers support bandgaps at both K and K’ valleys 
with topologically nontrivial (𝛾 > 𝜅) and trivial (𝛾 < 𝜅) nature, implying that a control over the 
coupling parameters can enable ad-hoc topological transitions. The symmetry reduction from 6-
fold rotational symmetry (𝐶6 ) to 3-fold rotational symmetry (𝐶3 ) leads to hybridization and 
avoided crossing of formerly degenerate dipolar and monopolar bands, giving rise to the band 
inversion. The circular markers plotted in Fig. 6-2 (b) illustrate first-principle simulations obtained 
by directly solving the three-dimensional pressure-wave equation using the finite element method 
(FEM).  
6.3.2 Comparison between acoustic model and TBM 
Due to the strong confinement of the resonant modes and the connectivity of the lattice, the system 
is well-approximated by the TBM, and the accurate agreement between analytical and numerical 
results in Fig. 6-2 (b) serves as evidence of the applicability of TBM and the related theoretical 
analysis. As we show below, however, TBM and the acoustic model are not exactly equivalent at 
the boundaries. To account for this inequivalence, the boundaries should be modified so that they 
are terminated by the boundary cells which are off-resonant in the interested spectral range. In this 
case the corner modes are present exactly at the ‘zero energy’, as predicted by the TBM calculation. 
In fact, the 𝛤3 symmetry at the boundaries is broken by the hard wall boundary condition, while it 
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is resumed by adding the extra boundary cells. We use the simplified model of coupled masses on 
the springs to illustrate this.  
 
Figure 6-8 Schematics of the one dimensional coupled springs. (a) The chain without constraint at the 
ends. (b) The chain with the boundary particles fixed at position 𝑥0. 
The pressure amplitude at each resonator in our acoustic design can be regarded as the 
displacement of oscillated particles of mass 𝑚, and these particles are coupled through the springs 
with spring constant 𝑘, which emulates the effect of sound flow induced by the pressure difference 
between resonators (and not the pressure itself as it would be for TBM). Therefore, the dynamics 
of pressure in acoustic lattice can be represented by the behaviors of the coupled spring arrays. We 
consider the one-dimensional spring array, which consists of 𝑁 particles as the example shown in 
Fig. 6-8 (a), the equations of motion are described by 
  𝑚?̈?𝑛 = −𝑘(𝑥𝑛 − 𝑥𝑛−1) + 𝑘(𝑥𝑛+1 − 𝑥𝑛) = −2𝑘𝑥𝑛 + 𝑘𝑥𝑛−1 + 𝑘𝑥𝑛+1, 𝑛 = 2,3, . . , 𝑁 − 1.     (6-58)                                           
If the resonators are terminated by the hard wall, the end springs of the array is fixed at the wall 
correspondingly, thus, the equations of motion for the boundary are  
𝑚?̈?1 = 𝑘(𝑥2 − 𝑥1), 
                                     𝑚?̈?𝑁 = −𝑘(𝑥𝑁 − 𝑥𝑁−1).                                                 (6-59) 
We immediately see from Eq. (6-58) that the particles in the bulk experience the uniform onsite 
“potential” 𝑉𝑏 = −2𝑘𝑥𝑛, while from Eq. (6-59), the particles at the ends of the chain perceive a 
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different onsite “potential” 𝑉𝑒 = −𝑘𝑥𝑛 . On one hand, it demonstrates that our acoustic lattice 
model is not in an exact correspondence with the TBM, because for the latter, the termination 
would still yield the same onsite “potential”. This difference again is related to the fact that the 
acoustic coupling between resonators is in fact proportional to the pressure differences between 
the connected resonators. The difference of the two models can be eliminated everywhere except 
the boundaries by shifting the energy spectrum by −𝑉𝑏. Subsequently, the chiral symmetry 𝛤3 
within the bulk is preserved, while it appears to be broken at the ends. Consequently, ‘zero energy’ 
corner modes are absent even in the topological phase since the chiral symmetry 𝛤3 at the corner 
cells is broken.  
If the resonators at the end are connected by the off-resonant cylinders, the pressure inside these 
off-resonant cylinders can be regarded as constant. The boundary condition of the spring array is 
modified accordingly by adding the particles with fixed position 𝑥0 and 𝑥𝑁+1 = 𝑥0 at the ends of 
the chain (Fig. 6-8 (b)), thus the equations of motion for the boundary are 
𝑚?̈?1 = −𝑘(𝑥1 − 𝑥0) + 𝑘(𝑥2 − 𝑥1), 
                     𝑚?̈?𝑁 = −𝑘(𝑥𝑁 − 𝑥𝑁−1) + 𝑘(𝑥𝑁+1 − 𝑥𝑁).                                   (6-60) 
Since 𝑥0 and 𝑥𝑁+1 are constant, after the transformation 𝑥𝑖
′ = 𝑥𝑖 − 𝑥0, 𝑖 = 1,2, . . , 𝑁. Eq. (6-58) is 





                               𝑚?̈?𝑁
′ = −2𝑘𝑥𝑁
′ + 𝑘𝑥𝑁−1
′ .                                                 (6-61) 
As the result, in this case both the bulk and boundary particles are perturbed by the same onsite 
“potential” 𝑉𝑏 = −2𝑘𝑥𝑛′. Hence, by shifting the system with −𝑉𝑏 the equations of motion become 
the same as ones obtained from TBM. The chiral symmetry 𝛤3 at the boundary is restored by 
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introduction of such boundary cells, which guarantees that the corner modes will be pinned to 
‘zero energy’, which is confirmed by our experimental studies. 
6.3.3 Experimental demonstration of bulk polarization transition 
To confirm the topological transition as we tune the coupling going from expanded to shrunken 
lattice, we extract the bulk polarization using both TBM and FEM in a visual way, so that the 
information about the irreducible representation of symmetries group is revealed in momentum 
space. The polarization is directly related to the constraints imposed by the symmetry operations 
on the eigenvectors. In particular, following the work of Fang et. al. [20], when 𝐶3 symmetry is 
preserved we can extract the polarization directly from the eigenvalue  of 𝐶3 symmetry. The bulk 
polarization in the thermodynamic limit (𝑁𝑘 → ∞) is expressed through Eq. (1-20). For the 𝐶3 
invariant insulator with vanishing Chern number, the bulk polarization can be formulated based 
on Eq. (1-22) as [20] 








𝑛∈𝑜𝑐𝑐 ,                                    (6-62) 
where 𝑛(𝒌) = ⟨𝑢𝑛(𝒌)|𝑅3 |𝑢𝑛(𝒌)⟩ is the expectation value of 𝐶3 operator under the eigenvectors 
𝑢𝑛(𝒌) of Hamiltonian, the index 𝑖 represents the reciprocal vector 𝐛𝑖 in the Brillouin zone (Fig. 6-
2(a)), correspondingly, 𝑝𝑖 is the bulk polarization in this direction. Because of the conservation of  
𝐶3 symmetry, 𝑝𝑖 is identical in different directions. The subscript ‘occ’ in Eq. (6-62) implies the 
summation over the bands below the bandgap of interest (as opposed to the occupied bands below 
the Fermi level in the condensed matter). K(K′) and Γ are 𝐶3 symmetry invariant points, at which 
𝑛  is also the eigenvalue of 𝐶3  operator, namely, exp[(±𝑖2𝜋)/3] , or 1. If the time reversal 
symmetry is preserved, 𝑛(Γ) =  𝑛(Τ̂Γ) = 1, and 𝑛(K) = 𝑛(Τ̂K
′) = 𝑛(K
′)∗. Therefore, the 
bulk polarization under the constraint of time reversal symmetry is  
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     𝑒−𝑖𝜋 (𝑝𝑖) = ∏ 𝑛
(K)
𝑛(Γ)
𝑛∈𝑜𝑐𝑐 .           (6-63) 
Based on the above equation, we define the following quantity 
𝜙𝐶3(𝒌) = −𝑖 log( 𝑛(𝒌)),                                           (6-64) 
which is essential in observing the dependence of the eigenstates’ rotational symmetry on the 
momentum vector 𝒌. This quantity, plotted in Fig. 6-9 (a) and (b), clearly reveals the difference 
between expanded and shrunken cases. This approach allows a straightforward physical 
interpretation of topological phase: in the topological nontrivial regime, the action of 𝑅3 operator 
on the eigenstate of lowest band at the K (or K’) point yields the eigenvalue 2𝜋/3, associated with 
the rotational dipolar field-profile (blue dots (circles) in Fig. 6-9 (a)). In the topologically trivial 
regime, the mode pattern is not rotating in the entire Brillouin zone, giving rise to no phase 




Figure 6-9 Arg( 𝑛(𝒌)), 𝜙𝐶3 normalized to 2𝜋, along the high-symmetry point lines of (a) expanded 
lattice and (b) shrunken lattice. (c) Photograph of the printed acoustic lattice, the array consists of 5 cells 
at each edge with boundary cells that have a higher resonance frequency to terminate the array, these 
boundary cells play a crucial role in emulating the open boundary condition in TBM. A speaker is placed 
at the yellow spot, phase measurement are taken in the triangular region marked by blue lines. (d) 𝜙𝐶3 of 
the lowest bulk band for topological nontrivial (dark blue) and trivial geometries (light blue). Both 
theoretical and experimental results are shown, denoted by dashed line and circle-shaped markers, 
respectively. Red dashed line indicates the position of −1/3. 
Interestingly, this approach enables an alternative way of accurately extracting the bulk 
polarization by only evaluating 𝜙𝐶3(𝒌) at 𝐶3-invariant points of the Brillouin zone. The bulk 
polarization of the interested band can therefore be defined as the difference of 𝜙𝐶3(𝒌) at different 
𝐶3-invariant points, K and Γ points respectively, i.e., 𝑝𝑖 = 𝜙𝐶3(K) − 𝜙𝐶3(Γ) for the lowest band of 
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interest. For the lower-frequency (blue-colored) band, the bulk polarizations can be readily seen 
from Figs. 6-8(a) and (b) as 







) , 𝜅 < 𝛾,
(0,0), 𝜅 > 𝛾,
                (6-65) 
which clearly indicate distinct topologically nontrivial and trivial phases, respectively.  
In order to extract experimentally the bulk polarization in a finite acoustic meta-structure, we 
exploit the bijective relations between frequency, momentum vector, and phase 𝜙𝐶3(𝒌) of the bulk 
mode, which is valid for an isolated low-frequency band at 𝐶3-invariant points. These relations 
hold true due to the fact that the corresponding bulk band has the lowest frequency at Γ-point, and 
the highest frequency at K(K′)-point. In addition, the relative direction connecting source (speaker) 
and detector (microphone) can be selected so that modes with either positive or negative (relative 
to the positive direction) momentum vectors are probed. Therefore, the mode at Γ-point can be 
probed by a low-frequency excitation, whereas the modes at the K(K′)-point can be probed by 
driving the system with high-frequencies (close to the lower-frequency edge of the topological 
bandgap).  
The acoustic Kagome lattices of Fig. 6-9 (c) were fabricated using a B9Creations 
stereolithographic 3D printer. The source was placed at the center of the structure (indicated by 
the yellow dot in Fig. 6-9 (c)), and two detectors were placed inside blue trimers of either 
topological nontrivial or trivial lattices. The relative direction between source and detectors 
corresponds to the case of excitation with either positive or negative momentum. Thus, by 
sweeping the frequency of the source over the desired spectra range, we measured the field profiles 
of the excited bulk mode, obtained the phase differences of the three sites within the trimer, for 
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example, 𝜑12  and 𝜑13 . Then we constructed the normalized eigenstate of the mode as 
1/√3(1, 𝑒𝑖𝜑12 , 𝑒𝑖𝜑13), and extracted the phase 𝜙𝐶3 based on this constructed eigenstate. Details of 
phase measurement, data acquisition and data processing are described in the Appendix, A.4. As 
shown in Fig. 6-9 (d), the measurement results (circular markers) and first-principle simulations 
(dashed lines) clearly show that the phase 𝜙𝐶3sweeps 1/3 of 2𝜋 for the case of the topological 
lattice and remains at 0 for the topologically trivial lattice. These results unambiguously confirm 
and experimentally verify the topological polarization of 1/3 of the corresponding low-frequency 
bulk band for the expanded lattice (red trimer in Fig. 6-9 (d)).  
Besides carrying out the phase measurement of topological nontrivial and trivial case in the 
expanded and shrunken lattices, respectively, we also measured the phase differences in the 
different regions of the expanded and shrunken lattices. As shown in photograph of Fig. 6-10 (a), 
the source was placed inside the lattice (yellow spot), and the detectors were placed in the blue 
dashed region of the expanded lattice, or in the red dashed region of the shrunken lattice, in which 
cases the same topological phases are obtained as predicted from the polarization difference 
theorem in Chapter 1, Section 1.3.1. The blue and red regions can be transformed into each other 
by a series of transformation. The corresponding curves of phase 𝜙𝐶3 extracted from the phase 
measurement are presented in Fig. 6-10 (b), and are in a good agreement with each other. Bulk 
polarizations are read as −
1
3
 in both cases, combined with the results in Fig. 6-9 (d), they reveal 
that both the topological phase and trivial phase can be measured in the same lattice, thus, 
confirming our theoretical prediction from bulk polarization difference. Meanwhile, these results 
also validate our structure can emulate the environment of the infinite lattice for the local detected 
mode when the size of the lattice exceeds the attenuation length of the modes due to finite loss, 




Figure 6-10 Experimental demonstration of the equivalence for measuring phase 𝜙𝐶3 either in the 
expanded or shrunken lattice. (a) Photograph of the printed acoustic design same as in Fig. 6-9(c), source 
was placed at yellow spot, and the detectors inside the triangular region of the expanded lattice outlined 
by blue lines or inside the triangular region of the shrunken lattice outlined by red lines. (b) 𝜙𝐶3 of the 
lowest bulk band for topological case, blue dashed curve was obtained from the expanded lattice, and red 
dashed curve obtained from the shrunken lattice. Horizontal dotted line indicates the position  𝜙𝐶3 =
−1/3. 
6.4 Observation of higher order corner states and their embeded with the 
continuum 
6.4.1 Density of states measurement for bulk, edge and corner states 
To reveal all the states hosted by both the topological and trivial structures, we measured the local 
density of states, as shown in Figs. 6-11 (a) and (b), respectively. The density of states was 
extracted by studying the local response through exciting and probing pressure field at the same 
location at each lattice site. The measurement was performed over a broad frequency range that 
enclosed both low- and high-frequency bulk bands. In agreement with the results in Fig. 6-3 (a), 
the measured field profiles corresponding to the excitation of the low-frequency bulk, edge, corner 
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and high-frequency bulk states of expanded lattice (Fig. 6-3 (b)) clearly highlight the different 
nature of the different bands. As expected, the spatially resolved power distribution integrated over 
the respective frequency ranges is directly related with the peaks in the measured density of states 
distribution in Fig. 6-11(a), and the spatial power distributions in Fig. 6-11(c) panel II and III 
correspond to the excitation of edge (blue shaded region) and corner (red shaded region) states, 
which arise only in the topological lattice. As seen from the field profiles of the corner states in 
Fig. 6-11(c) panel III, only one of the three sublattice sites at each corner is excited, which is due 
to the conservation of the generalized chiral symmetry.  
The observed small overlap of the corner states with upper bulk modes is explained as the result 
of inhomogeneous broadening caused by the finite lifetime of the modes in the experimental setup. 
We found that the main mechanisms contributing to the broadening were the geometrical 
deviations the due to limited fabrication precision, as well as radiative-loss through the probe 
(excitation) channels. Nonetheless, as seen from the comparison with the theoretical data shown 
in red circles on the horizontal axis of Figs. 6-11(a) and (b), the experimental data are in very good 
agreement with first-principle results, indicating that both factors do not affect the topological 




Figure 6-11 Experimental demonstration of acoustic edge and corner states. (a) Normalized density of 
states for the expanded lattice obtained from the measurements of acoustic power at the top of the trimer. 
Red, blue and yellow regions are color-coded to represent corner, edge and bulk modes dominating in 
these regions. Red, blue and yellow dashed vertical lines show lower and upper bounds of integrations 
used in E. (b) Normalized density of states for shrunken lattice obtained from the acoustic power 
measured at the top of the trimer. Results from numerical calculation are marked in the red circle in both 
(a) and (b). (c) Spatial distributions of acoustic power integrated over the respective frequency regions 
indexed by roman numerals (from I to IV). 
For comparison, the measured field profiles of shrunken lattice are presented in the Fig. 6-12. For 
the trivial case the polarization is zero, and the bulk fields penetrate into the boundary. For the 
third bulk band, which, along with the second bulk band correspond to modes in the region IV, 
polarization is always the same and trivial (Fig. 6-9 (a) and (b), orange band), for both shrunken 
and expanded lattices and, therefore, this band is always trivial. Correspondingly, the bulk fields 
penetration into the boundary in the region IV seen in Figs. 6-11(c) and Fig. 6-12 are majorly 
attributed to the field of the third band. However, compared to the nontrivial case, the field 
distribution of the lower frequency bulk band is not limited to the inner region of the lattice, instead 
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it spreads over every site of the lattice, since the degrees of freedom of boundary states in the 
nontrivial case come from those of lower bulk states in the trivial case. 
 
Figure 6-12 Spatial power distribution of the modes in the topologically trivial (shrunken) lattice summed 
over frequency ranges indexed by I and IV, respectively. As can be seen, bulk states in both regions have 
field both in the bulk and at the boundaries. 
6.4.2 Robust corner states protected by generalized chiral symmetry 
The strong localization of the corner state in one of the sublattices due to Γ3 symmetry implies that 
that this state should be insensitive against disorders in other sublattices. To confirm this property, 
we selected again the case when 𝜅 γ⁄ = 0.252 and performed TBM studies of disordered systems 
with the cylinders inside the yellow dashed regions (Fig. 6-13(b)) having the resonant frequencies 
randomly distributed around the frequency of the corner cylinder. In this case, the generalized 
chiral symmetry is globally preserved because the feature of Γ3 symmetry protected corner states 
is unchanged, although the local generalized chiral symmetry at the corners is broken. As predicted, 
we found that the corner state remains pinned to the same frequency (Fig 6-13(a)). On the other 
hand, the frequency of the corner state is sensitive to the perturbation of the resonators’ heights it 
was pinned to. In this case, the frequency of the corner state deviates from ‘zero energy’ as the 
degree of perturbation increases (Fig. 6-13(d)).  
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We experimentally investigated the robustness properties of the corner states. As suggested by 
theoretical results, these modes should exhibit robustness against disorder as long as the sublattice 
sites of corner state are unperturbed. To test this, we fabricated several trimers (yellow dashed 
regions in Fig. 6-13(b)) with deliberately introduced random deviation of up to 10% in their height, 
and placed them next to the corner trimer, in which all sites except sublattice sites of corner states 
were randomly perturbed to the same degree. As a result of introduced perturbation, the resonant 
frequency of the individual cylinders next to the corner fluctuated randomly by up to 400Hz. The 
acoustic pressure field distribution integrated over the corner spectral range (Fig. 6-13(b)) confirms 
that the corner states retain their strong confinement, and do not leak into either bulk or edge states. 
The measured density of states confirms that the corner states remain well defined and pinned to 
‘zero energy’ in the spectrum, and overlap with the corner states for the unperturbed lattice, 
indicating their robustness against disorder in adjacent sublattices (Fig. 6-13(c)).  
In a second measurement, the three corner trimers of the printed structure were perturbed by a 
deviation of up to 10% in their height (yellow dashed region in Fig 6-13(e)), except at the corner 
site, which was left unperturbed. We found that the corner states no longer localized at one of the 
sublattices, and the spurious modes are present and dominate over these corner modes, as can be 
seen from the spatially resolved power distribution integrated over the frequency range of the 
corner states Fig. 6-13(e). The mismatch of corner states spectra between the perturbed and 
unperturbed lattices (Fig. 6-13(f)), confirms the predication these corner states are no longer 




Figure 6-13 Effect of disorder and robustness of the corner states. (a) & (d). TBM results demonstrating 
the pinned (deviated) character of the corner state in the presence of disorder inside yellow dashed regions 
in (b) & (e). Triangular Kagome lattice consisting of 20 trimers at each site, disordered sites are perturbed 
by small deviation in their height, and the disorder parameters are randomly generated. The disorder 
intensity represents the ratio of the deviation over the unperturbed height. (b) & (e). Field distribution 
integrated over the frequency range of corner states (c) & (f). Normalized density of states for the lattice 
in (b) & (e), marked by the blue shaded curve, and density of states for non-disordered one also plotted in 
yellow shaded curve for comparison. The red dashed lines indicate the range of corner spectrum. 
6.4.3 Corner states embeded with the continuum 
Apart from their nontrivial bulk polarization, the corner states protected by Γ3 symmetry exist in 
two distinct regimes. In the first regime, when the symmetry reduction is large, and 𝜅/γ < 0.5, 
these states are embedded in the band gap induced by the topological transition (white region on 
the right side of Fig. 6-3 (a)). In the second regime, when 1 > 𝜅/γ > 0.5, symmetry reduction due 
to expanding effect is not sufficient to lift a bulk gap wide enough and, as a result, the corner states 
pinned to ‘zero energy’  are embedded into the bulk continuum, becoming embedded eigenstates 
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[180,238-241]. Our numerical calculations of the supercell demonstrate that these 0D topological 
eigenstates do not interact with bulk states, despite being compatible to radiation in the bulk in 
terms of momentum, and multiple degeneracies (crossings) between bulk and corner spectra are 
observed. In all regimes, the corner states exhibit exponential decay with plane-wave-like 
modulation in the direction bisecting the corner. 
Next, we studied the case of corner states embedded in the continuum of bulk states, a unique 
feature enabled by the presence of the three sublattices and the generalized chiral symmetry, which 
ensures that 𝜖1 + 𝜖2 + 𝜖3 = 0, for bulk modes (as opposed to 𝜖1 + 𝜖2 = 0 for the conventional 
chiral symmetry of a bipartite lattice), while the corner state remains pinned to “zero energy”. To 
this aim, we fabricated another topological sample with detuning between inter-cell and intra-cell 
channels such that the corner states would spectrally overlap with high-frequency bulk modes, 
corresponding to the ratio 𝜅/γ = 0.52 in Fig. 6-3(a). The corner states were probed by placing a 
source at the three corner sites of the topological structure, which were driven at 5250Hz. Bulk 
states at such frequency majorly distribute over the central region of the lattice, leading to the 
negligible coupling with the source at the corner sites. Results shown in Fig. 6-16(a-c) prove that 
the corner states remain localized to the corners and do not radiate into the bulk. At the same time, 
the source, at the same frequency, excited predominantly bulk states when placed inside the 
structure. Only one corner state was excited weakly in this case due to some spatial overlap of the 
pressure field produced by the source with the one of the exponentially localized corner states. 
These results show that, despite their spectral overlap and momentum compatibility, the discrete 
corner states remain embedded into the bulk continuum without coupling into it, opening a door 
for studying ultra-sharp Fano resonances with topological discrete states, when coupling with the 
continuum is controllably introduced by deliberate symmetry reduction. It’s interesting that the 
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confinement of the corner state to the sublattice allows us to predict which of the three corner states 
will lit up due to the bulk excitation. For the case of Fig. 6-14(d), the bulk excitation is in the upper 
site of a trimer in the central bulk, which ensures that the corner state at the upper corner will be 
excited. This phenomenon arises from the fact the corner states only couple to the external source 
placing at the sublattices of the excited corner states instead of the bulk continuum. 
 
Figure 6-14 Experimental demonstration of corner states coexisting with continuum of bulk modes.  Field 
distribution in the lattice caused by the source located (as indicated by the yellow star) at (a) bottom left 
corner, (b) top corner, (c) bottom right corner, or (d) in the bulk. The excitation frequency is ~5250Hz. 
Due to narrower topological bandgap and weaker localization of the corner states, the size of the 
fabricated structure was increased to 8 trimers for each edge. 
6.5 Pseudo-spin polarized edge states in Kagome lattice 
6.5.1 Pseudo-spin polarized edge states 
Topological edge states have been shown to have remarkable properties associated with their 
nature. In particular, the robustness of topological states in TR-symmetric systems has been 
attributed to spin-momentum locking in QSHE [43,108,120,125]. Despite the fact that the system 
presented here belongs to a topological class of Wannier-type second-order topological insulator 
[242], in which Berry curvature is zero but bulk polarization might be non-zero, placing it in a 
class different from those characterized by spin Chern number or Z2, we found a similar property 
of locking associated with the angular momentum (pseudo-spin) in the edge states of our system. 
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This property stems from the rich structure of bulk modes mentioned above. Thus, due to the 
circularly polarized character of the bulk bands, which are circular right-handed near K point and 
circular left-handed near K’ point, the edge states also exhibit pseudo spin polarization which 
reverses for opposite wavenumbers. To corroborate this argument, we conducted a first principle 
calculation of the supercell in Fig. 6-15(a). The calculated band structure reveals two types of edge 
states, localized at the lower end (blue band) and upper end (red band) of the strip (Fig. 6-15(b)).  
The phase 𝜙𝐶3 of the edge states extracted from the eigenstate distributions over the corresponding 
edge trimers is shown in Fig. 6-15(c). Though the red edge band barely exhibits a circular polarized 
behavior, the blue edge band does behave like a circularly polarized mode when the projected 
momentum vector 𝑘x approaches the boundary of the Brillouin zone (𝑘x = ±𝜋). The 3D printed 
triangular-shaped lattice has the same cut at three boundaries, and therefore it only holds the edge 
states of interest, lying in the blue band.  
 
Figure 6-15 (a) Field distribution of lower edge band in the supercell consisting of 10 cells near 𝑘𝑥 = 𝜋, 
the supercell is periodic in the x direction and terminated by a boundary cell in the y direction. (b) Band 
structures of a supercell terminated by cylinders, and these boundary cylinders are half height of the 
supercell (bulk) cylinders. Red and blue bands denote edge states located at the upper and lower end of 
the supercell, and yellow bands are for bulk states. (c) Normalized 𝜙𝐶3of the lower (blue) and upper (red) 
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edge band, calculated for the edge states of the supercell, denoted by blue and red triangle in (a), 
respectively. 
6.5.2 Selective excitation of polarized edge states 
The polarized nature of these edge states were experimentally explored in the next step. To this 
aim, the transmission measurement along the edge was carried out by placing the source at the 
corner of both topological and trivial structures, and measuring the signal via a microphone placed 
at the center of the edge of which the bisector goes through the position of the source (Fig. 6-16(a)). 
The measurement results for both trivial and nontrivial structures are shown in Fig. 6-16(b), clearly 
revealing the presence of a bandgap in both cases and an additional midgap transmission peak 
associated with the excitation of edge states in the topological lattice. The measured frequency 
range of edge states is consistent with the theoretical predictions (shaded green region). 
 
Figure 6-16 Experimental demonstration of angular momentum (pseudo-spin) locking of the edge states. 
(a) Photograph of the transmission set up. (b) Transmission spectra for the case of expanded lattice (black 
line) and shrunken lattice (red line), respectively. The shaded light green region indicates the frequency 
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region of the edge state of interest. (c) Schematics of edge state excitation by different sources; the 
sources from left to right are left-handed circular polarized, right-handed circular polarized and linearly 
polarized. Yellow dots are the probing positions and white dots are the source position. (d) Normalized 
transmission spectra measured at two edges illustrated in (c), for phase differences between the two 
sources of 120°,−120° and 0°, respectively. Solid and dashed lines are the spectra measured at the upper 
left and bottom right yellow dots in (c). 
To further explore the properties of these acoustic edge modes and to exploit their pseudo spin to 
momentum locking, a frequency sweep over the range of blue edge band was performed (shown 
as the light green shaded region in Fig. 6-15(b)) with sources carrying different angular momentum 
(pseudo spin), based on the fact of one-one correspondence among frequency, momentum and 
phase 𝜙𝐶3 . Indeed, due to pseudo spin locking, the edge modes are excited unidirectionally, 
traveling in different directions as a function of the source handedness. Two sources with 
controllable phase shift were placed at the two sites of the same corner trimer, as shown in Fig. 6-
16(c), and the amplitude response was measured at the upper left edge and the bottom right edge 
of the structure respectively, as the frequency was swept over the range of the blue edge band 
(yellow dots in Fig. 6-16(c)). It is found that the transmissions for the two sites become strongly 
dependent on the relative phase in the frequency range of edge states. When the phase difference 
of the sources is 120°, which mimics a left-handed circularly polarized source, stronger excitation 
occurs at the upper left edge compared to the excitation at the bottom right edge, as shown by red 
curves in Fig. 6-16 (d). Meanwhile, the maximum excitation is observed near the large frequency 
end of the edge band (~4.85kHz), implying that the edge mode with left-handed circular 
polarization near the projected M-point is excited. Repeating the same measurement when the 
phase difference is −120° , mimicking a right-handed circularly polarized source, stronger 
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excitation occurs at the bottom right site (blue curves in Fig. 6-16(d)), thus confirming the rotating 
character of the modes and the locking of pseudo spin to the propagation direction. Interestingly, 
when the phase difference is 0°, transmissions at two sites are detected with nearly the same 
magnitude, with a lower maximum value compared to the ones of circular polarized sources, 
indicating that the energy flux equally splits towards two edges, because of symmetry. In this case, 
the transmission is maximum at the lower frequency, and it is suppressed at the higher frequency 
because of the non-circular polarization of the source, which is consistent with the theoretical 
prediction in Fig. 6-16(c). As experimentally demonstrated above, these features of pseudo spin 
momentum locking enables robust directional excitation of topological edge states. 
 
6.6 Conclusion 
The topological states induced by bulk polarization introduced in this paper, as well as in the recent 
work [243], have a great potential for applications over a broad range of disciplines, from 
photonics to acoustics and mechanical vibrations. This work has shown that the synthetic degrees 
of freedom enabled by tuning the neighbor hopping in crystalline lattice can be beneficial to 
generate nontrivial bulk polarization states, for the design of systems supporting unconventional 
edge and corner states. Unique features, such as pinning to ‘zero energy’, robustness, and the non-
radiative character of higher-order topological embedded eigenstates significantly expand our 
ability to control, trap, and steer waves, enabling a plethora of applications, from robust tunable 





Chapter 7  
Summary and outlook 
The work in this dissertation has theoretically studied and experimentally investigated a variety of 
topological properties in the photonic crystals and acoustic crystals, ranging from the synthetic 
gauge fields in the topological photonic crystal, to the bulk polarization of the acoustic lattice. New 
phenomena were discovered, analytically explained and experimentally demonstrated in a 
comprehensive way, like the novel edge states induced by nontrivial bulk polarization, the 
generalized chiral symmetry for three sublattices, and PT phase transition of the edge states 
supported by PT symmetric interface. However, there are many open questions in this field yet to 
be answered. For example, there is no rigorous proof of the general bulk edge correspondence in 
the classical system, although topologically robust transports of edge states were observed and 
tested in numerous experiments, it still not very sure the topological classification developed in 
the quantum solid matters can be transferred to explain the cases in the classical system. Second, 
it is not clear whether the generalized chiral symmetry proposed in this dissertation can be used to 
classify the topological invariants as the conventional chiral symmetry does. Last but not least, the 
role of non-Hermitian physics in determining the group velocity of edge modes in open photonic 
system needs to be examined carefully. 
The ongoing work in the research community suggests that there are many more topological 
phenomena await to be discovered, and among them it might be unfeasible to implement some 
intriguing topological states in the electronic system. For instance, the higher order topological 
insulator with quantized multipole moment supports corner charges, but they are challenged to be 
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observed in the quantum solid states.  However, the analog topological corner charges have been 
straightforwardly achieved in a variety of classical systems, such as mechanical, photonic crystals 
and radio frequency circuit platform. Therefore, more efforts are expected in the future to realize 
the novel topological states in the classical systems, not only to understand the fundamental 
physics, but also to create more opportunities of applying topological physics to innovative device 






A.1 Numerical details of meta-grating structure 
The supercell Hamiltonian of the meta-grating structure in Chapter 4 Section 4.4.1 is derived from 
TBM which reads 
















+ 𝐷𝑖𝑎𝑔(𝑁, 1)⨂?̂?𝐼,𝑝𝑝⨁𝐷𝑖𝑎𝑔(𝑁, 1)⨂?̂?𝐼𝐼,𝑝𝑝. 
 (A-1) 
Here 𝐷𝑖𝑎𝑔(𝑁, 𝑛) means 𝑁 × 𝑁 matrix has nonzero unity elements at 𝑛𝑡ℎ  diagonalized line. 





0 −𝜅 0 0 0 −𝜅
−𝜅 0 −𝜅 0 0 0
0 −𝜅 0 −𝜅 0 0
0 0 −𝜅 0 −𝜅 0
0 0 0 −𝜅 0 −𝜅











0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 −𝛾
0 0 0 0 0 0
0 −𝛾𝑒−𝑖√3𝑘𝑥𝑎0 0 0 0 0









0 0 0 0 0 0
0 0 0 0 −𝛾 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0









0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
−𝛾 0 0 0 0 0
0 0 0 0 0 0







0 0 0 −𝛾 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0





† , ?̂?𝐼,𝑝2 = ?̂?𝐼,𝑚1
†  ,                                        (A-2) 
The Hamiltonian matrices for the domain II are defined the same way as those for the domain I, 
except 𝛾  and 𝜅  are exchanged. The source matrix has the form ?̂?1 = 𝐸𝑖𝑛|2𝑁〉 ⊗ |𝑈1〉 , where 
|2𝑁〉 = (1,1, … ,1)𝑇, which has 2𝑁 sites. The loss matrix 𝐿 contains both internal loss 𝛾0 and the 
radiative loss 𝛾𝑟 





𝛾0 + 𝛾𝑟 0 0 0 0 0
0 𝛾0 + 𝛾𝑟 0 0 0 0
0 0 𝛾0 0 0 0
0 0 0 𝛾0 + 𝛾𝑟 0 0
0 0 0 0 𝛾0 + 𝛾𝑟 0




,            (A-3) 
Periodic boundary conditions are applied at the outer domain walls in the 𝑦 direction. 
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A.2 Effective non-Hermitian Hamiltonian by PWE 
We derive the effective Hamiltonian in the vicinity of Dirac points for a 2D honeycomb photonic 
crystal made of dielectric rods by using the plane-wave expansion method. Assuming the time 
dependency ~exp(−𝑖𝜔𝑡), we start with Maxwell’s equations,  
∇ × 𝐄 = 𝑖𝑘0𝜇𝐇 ,
∇ × 𝐇 = −𝑖𝑘0𝜖𝐄 ,
                                                   (A-4) 
where 𝑘0 = 𝜔/𝑐 is the wave number in free space, 𝜔 is the angular frequency, and 𝑐 is the speed 
of light. Material response is assumed to be described by effective parameters of a 2D medium, 
namely, a scalar dielectric permittivity 𝜖(𝑥, 𝑦) and the constant magnetic permeability 𝜇 = 1.  
Implying ∂𝑧 = 0, from Eq. (A-4) we obtain the governing equation for the 𝐸𝑧(𝑥, 𝑦) component of 











)𝐸𝑧 = 0.                                      (A-5) 
Here, we assume the in-plane propagation. Given the crystal periodicity, we apply the Bloch 
theorem and expand the field 𝐸𝑧 and the permittivity in Fourier series as follows,  
𝐸𝑧 = ∑𝑮 𝐸𝑮𝑒
𝑖(𝑮+𝒒)⋅𝒓,                                                   (A-6) 
𝜖−1 = ∑𝑮 𝜖?̃?𝑒
𝑖𝑮⋅𝒓 ,                                                       (A-7) 
where 𝑮 and 𝑮′ denote the reciprocal lattice vectors, 𝒒 is momentum vector. The length of all 
reciprocal lattice vectors 𝑮𝑖 is equal to 𝐺 = 4𝜋/(√3𝑎0). Substituting Eqs. (A-6,A-7) into Eq. (A-
5), we get a set of linear equations for the Fourier components of the field  
𝑘0
2𝐸𝑮 − ∑𝑮′ 𝜖?̃?−𝑮′|𝒒 + 𝑮′|
2𝐸𝐆′ = 0 .                               (A-8) 
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We are now interested in the dispersion of the modes near the Dirac points being the corners of 




. Hence, for the 𝐊(𝐊′)  valleys 𝐪 + 𝐆 = 𝐊± + 𝛿𝐤 + 𝐆 ≡ 𝐤 + 𝛿𝐤, where 𝛿𝐤 is a small 
detuning. We truncate the basis to the first three plane waves with the wavevectors 𝐤1,2,3 = 𝐊± +
𝐆0,1,2 each rotated by 2𝜋/3 with respect to one another and corresponding to the reciprocal lattice 












). Thus, to describe the formation of the 
bands, we leave only the leading contributions from three Γ  points nearest to 𝐊± with 𝐤1 =












). Next, we apply the 𝒌 ⋅ 𝒑 approximation, keeping 
only the first order in 𝛿𝐤, (𝐤𝑗 + 𝛿𝐤)
2 ≈ 𝐤𝑗
2 + 2𝐤𝑗 ⋅ 𝛿𝐤 = 𝐾
2 + 2𝐤𝑗 ⋅ 𝛿𝐤. Neglecting the terms of 
























) .                (A-9) 






𝜖−1(𝑥, 𝑦) 𝑒−𝑖(𝐆𝑖−𝐆𝑗)⋅𝐫𝑑2𝐫⊥ ,                                 (A-10) 
where 𝑆0 = 𝑎
2√3/2  is the area of the structure unit cell, and the index (𝐆𝑖 − 𝐆𝑗) ≡ 𝐆𝑖𝑗  is 
abbreviated as 𝑖𝑗. In particular, the coefficients 𝜖0̃0,11,22 ≡ 𝜖0̃ imply the averaged over the unit cell 
spatial distribution. Additionally, we make use of a honeycomb symmetry of the lattice.  
Breaking Inversion  Symmetry. We first consider the case of parity breaking via dimerization, when 
the two rods A and B in the bipartite unit cell of the honeycomb lattice have equal radii 𝐫A = 𝐫B =
𝐫0  but slightly different dielectric permittivities, 𝜖A = 𝜖1 + Δ𝜖 , 𝜖B = 𝜖1 − Δ𝜖 . The inverse 
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permittivities are then given by 𝜖A
−1 = 𝜖1̅ − Δ𝜖,̅ 𝜖B
−1 = 𝜖1̅ + Δ𝜖,̅ where 𝜖1̅ = 𝜖1/(𝜖1
2 − Δ𝜖2), Δ𝜖̅ =
Δ𝜖/(𝜖1




−1)Π𝑟0(𝐫⊥ − 𝐯1) + (𝜖B
−1 − 𝜖0
−1)Π𝑟0(𝐫⊥ + 𝐯1),              (A-11) 







 is a distance between neighboring cylinders A and B. The values 𝜖0
−1  and 𝜖A,B
−1  
correspond to the environment and interiors of cylinders.Thereby, the coefficients in Eq. (A-9) 
take the form    
𝜖0̃ = 2𝑓𝜖1̅ + (1 − 2𝑓)𝜖0
−1 ≡ 𝜖0
−1 + 2𝑓(𝜖1̅ − 𝜖0
−1) , 𝑖 = 𝑗 
𝜖?̃?𝑗 = 𝜖1̃2cos𝜑𝑖𝑗 + Δ𝜖̃2𝑖sin𝜑𝑖𝑗 , 𝑖 ≠ 𝑗 ,                                        (A-12) 
 where  𝑓 = 𝜋𝑟0





, Δ𝜖̃ = 𝑓Δ𝜖̅
2𝐽1(𝐺𝑟0)
𝐺𝑟0
, where 𝐽1 is the Bessel function of the first kind. Calculating the 
angles, we get 𝜑12 = 𝜑31 = −𝜑21 = −𝜑13 = 𝜋/3, 𝜑23 = −2𝜋/3 = −𝜑32. 



























)                                                                                (A-13) 
or equivalently, 𝑘0
2𝐄 = ?̂?1𝐄, where the column-vector 𝐄 = (𝐸𝐆0 , 𝐸𝐆1 , 𝐸𝐆2)
T, and the 3 × 3 matrix 
?̂?1 of this system is Hermitian. After performing a unitary transformation ?̂? = 𝑈?̂?1𝑈











) ,                                   (A-14) 
we notice that the third row of the transformed matrix describes a nondegenerate singlet TM state, 
and therefore it can be eliminated. Thus, we recover the following effective massive Dirac 
Hamiltonian in the subspace of the doublet states for two valleys after anticlockwise rotating the 




?̂?𝐾(𝐾′) = Ω0 ± 𝑉𝛿𝑘𝑥?̂?𝑥 + 𝑉𝛿𝑘𝑦?̂?𝑦 +𝑚d?̂?𝑧,                                        (A-15) 
where the unperturbed frequency Ω0 = 𝐾
2(𝜖0̃ + 𝜖1̃), velocity 𝑉 = 𝐾(𝜖0̃ + 𝜖1̃), and the mass term 
due to parity breaking (dimerization) 𝑚d = 3𝐾
2Δ𝜖̃. 
In order to obtain the surface waves localized at the domain walls between dimerized crystals with 
opposite-signed masses we look for the solutions ~𝑒𝑖𝑘𝑥𝑥−𝜅𝑦 and use the parity-dictated condition 
for the components of the wave-function column-vector 𝜓𝐵 = ±𝜓𝐴 (symmetric/antisymmetric). 
In this case the the effective Hamiltonian Eq. (A-15) yields the linear dispersion  Ω = Ω0 ± 𝑉𝑘𝑥 
and the constant decay factor 𝜅 = 𝑚d of the valley edge states in the vicinity of the Dirac points , 
which are equivalent to the tight-binding result Eq. (5-37).  
Non-Hermitian Hamiltonian by Gain/Loss. Instead of a slight difference in purely real dielectric 
permittivities, we now introduce gain (loss) into one of the cylinders of the unit cell, 𝜖A = 𝜖1 − 𝑖Δ, 
𝜖B = 𝜖1. Consequently, 𝜖A
−1 = 𝜖1̅ + 𝑖Δ̅, 𝜖B
−1 = 𝜖1̅ +
Δ
𝜖1
Δ̅, where 𝜖1̅ = 𝜖1/(𝜖1
2 + Δ2), Δ̅ = Δ/(𝜖1
2 +











−1 + 2𝑓(𝜖1 − 𝜖0
−1) + 𝑓 (𝑖Δ̅ +
Δ
𝜖1
Δ̅) = 𝜖0̃ + 2Δ𝜖̃
′∗ ,
𝑖 = 𝑗 






































= 𝜖1̃2cos𝜑𝑖𝑗 + Δ𝜖̃
∗2cos𝜑𝑖𝑗 + Δ𝜖̃2𝑖sin𝜑𝑖𝑗 ,    𝑖 ≠ 𝑗
 , 
(A-16) 
where we denote 𝜖0̃ = 2𝑓𝜖1̅ + (1 − 2𝑓)𝜖0














































         
(A-17) 
 and after changing the basis with the matrix Eq. (A-14) the effective non-hermitian Hamiltonian 
reads  
?̂?𝐾(𝐾′) = (
Ω0 + 𝛿Ω0 +𝑚gl 𝑉(±𝛿𝑘𝑥 − 𝑖𝛿𝑘𝑦)
𝑉(±𝛿𝑘𝑥 + 𝑖𝛿𝑘𝑦) Ω0 + 𝛿Ω0 −𝑚gl
) ,                                   (A-18) 
where the onsite frequency complex correction is 𝛿Ω0 = 𝐾

























−1) with the real part being of the second order of smallness. 
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Here, 𝑀 = 3𝐾2Δ̅𝑓
𝐽1(𝐺𝑟0)
𝐺𝑟0








+ 1] . The real part of 𝑚gl   lifts the 
degeneracies at 𝐾(𝐾′), while the imaginary part of 𝑚gl leads to flattening of  the dispersion.  
A.3 No-go proof for non-PT symmetric interface 
 
Figure A-1 Schematics of different configurations (a) with PT symmetry preserved for each unit cell and 
parity preserved at the domain wall; (b) with parity preserved but TR broken at the domain wall; (c) with 
both parity and TR broken at the domain wall. 
Other configurations of gain and loss crystals without PT symmetric interface, schematized in Fig. 
A-1, do not support lossless edge states. Hamiltonians constructed from these configurations are 
not PT-invariant. We support the conclusion by disproving each case listed in Fig. A-1. 
In the first configuration (Fig. A-1 (a)), site A and site B have the gain and loss in domain I, and 
site A and site B the loss and gain in domain II, thus the unit cell preserves the PT symmetry. The 
equations of motion are changed accordingly. Notice that the parity is respected at the domain wall 
(though PT symmetry is not). Remarkably, Eqs. (5-17) can still be applied to the relation of edge 
state wavefunctions between the two domains with the additional constraint that 𝛽 = 0,−𝜋 . 
Assume each site has the perturbed potential 𝑚𝑟, this perturbation term overall shifts the energy 
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bands by 𝑚𝑟 , we can ignore the effect of it by putting 𝑚𝑟 = 0  and only the role of  𝑚𝑖  is 
considered. Consequently, the secular equation becomes 
[
(𝜖𝑒 + 𝑖𝑚𝑖 ± 1)𝑒
−𝑞 𝑔𝑘
𝑔𝑘 (𝜖𝑒 − 𝑖𝑚𝑖 ± 1)𝑒
𝑞] 𝑢𝑒 = 0,                                    (A-19) 
the real and imaginary part of edge bands are obtained  
𝜖𝑒𝑟 = ±1, 𝜖𝑒𝑖 = ±√𝑚𝑖
2 − 𝑔𝑘
2.                                                     (A-20) 
Constant real part of the edge bands indicates parity of the edge wave functions along the domain 
wall always survives, while the imaginary part of bands is dispersive and become zero if 𝑚𝑖 =
|𝑔𝑘|, and the edge bands merge with bulk bands if 𝑚𝑖 > |𝑔𝑘|. The dispersive relations for the case 
𝑚𝑖 = 0.3 are plotted as seen in Fig. A-2 (a), the edge dispersions calculated from TBM agrees 
with the analytic prediction (red bands). As a result, edge states in such configuration are complex 
and not PT edge states. 
The second configuration (Fig. A-1 (b)) has the feature that site A in domain I and site B in domain 
II have the same gain/loss and onsite perturbed potentials, so the parity at the domain walls are 
also preserved. We assume that the edge states localized at domain wall exist. Consequently, 𝜖𝑒 
has to be complex number with real part satisfying the valley edge dispersion in Eqs. (5-36) if the 
solutions exist.  
The third configuration (Fig. A-1 (c)) is that sites A in the domains I and II have gain and loss, 
respectively, but the same onsite perturbed energy 𝑚𝑟 , thus the real spectra of bulk states are 
gapped but no valley edge states are present in both real and imaginary part, as shown in Fig. A-2 
(c). These phenomena can be understood as follows. The domain walls neither have the parity nor 
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PT symmetry, so the PT states can not be physical solutions of the Hamiltonian and do not exist. 
In order to further strengthen this argument, we recall that at 𝑘𝑥 = 0, π, edge states, if any, are 
localized only in the dash region of Fig. 5-3(a) and only ‘see’ the local symmetry at the domain 
wall. In the third configuration, the local symmetries of both parity and PT symmetry at the wall 
are broken, hence no edge bands exist at 𝑘𝑥 = 0, π. Therefore, due to the continuous dependence 
of the edge state energies on 𝑘𝑥, the edge states can not exist in the whole Brillouin zone.  
 
Figure A-2 Complex energy bands of different configurations of ribbon with zigzag cut in Fig. A-1. (a) In 
the first configuration, both imaginary and real part of energy in the upper panel and imaginary part of 
energy are changed with 𝑘𝑥 in the lower panel. (b) In the second and (c) third configuration, real and 
imaginary part of energy are shown in the upper and lower panels, respectively. (c) Black dots represent 
bulk modes and red lines are for edge states. Other parameters are the same as the ones used in PT case of 
zigzag cut.  Red and blue curve are found from analytic Eqs. (A-20). 
A.4 Data process details in acoustic measurement 




Phase difference measurement. A set of two compact magnetic transducers was used to excite 
local pressure fields and two directional microphones (Model:EMM-6) were connected to an 
external two-port digital data acquisition device (AUBIO BOX USB 96), enabling excitation of 
the desirable phase profiles and measurements of the phase across the structure. For the phase 
differences, all the upper ports were open to allow the modes to propagate with vast loss, thus 
minimizing the wave reflection at the boundary. The speaker was placed at the site in the center of 
the structure, and two microphones were placed at the two sites within a bulk trimer near to the 
speaker, as shown in Fig. 6-9(c). The frequency generator was used to run a sweep of 
monochromatic frequencies from 4000 Hz to 4550 Hz in 25 Hz intervals and with the dwell time 
of 4 seconds (to allow for stability of the profile) and determine the phase differences between the 
two channels at each frequency, for example, the phase difference between site 1 and site 2 was 
measured as 𝜑12. One of the microphones was also switched to the third site (from site 2 to site 3) 
in the same trimer to measure the second phase difference 𝜑13. Since the detected modes near the 
source behave like bulk modes of the infinite structure because of the loss in the system and its 
relatively large size (when all upper and lower ports – the probe holes – are open and leak), it is 
legitimate to construct the normalized eigenvectors of the bulk modes by these measured phase 
differences as 1/√3(1, 𝑒𝑖𝜑12 , 𝑒𝑖𝜑13). Finally, with the information about the eigenvectors, the 
phase 𝜙𝐶3 is extracted. 
Density of states (DOS) measurement. The speaker was placed at the bottom port and the 
microphone at the top port of the same site. A tiny gap was left between the speaker and the port 
to allow for the presence of reflection channels while the microphone was closely touched with 
the port to achieve the maximum absorption. The frequency generator was used to run a sweep 
from 3600 Hz to 6000 Hz in 25 Hz intervals and with the dwell time of 4 seconds while the fast 
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Fourier transform (FFT) spectrum analyzer obtained the amplitude responses 𝜑(𝜔)  at each 
frequency. Field distributions 𝜑(𝑖, 𝜔) are obtained by repeating this process for each site 𝑖. Since 
it’s hard to guarantee the tiny gap is exactly the same for every site, and the amplitude response is 
highly sensitive to this tiny gap, we normalized the data for each site based on the total spectra 
summed over frequencies as well as on the free space amplitude response between the microphone 
and the speaker, Φ(𝑖, 𝜔) = 𝜑(𝑖, 𝜔)/∑ 𝜑(𝑖, 𝜔)𝜔 /φair(𝜔) .  After that, we squared the signal 
Φn(𝑖, 𝜔) and averaged the power spectrum for an array of 𝑁 resonators 𝑃𝑎(𝜔) = ∑ |Φ(𝑖, 𝜔)|𝑖
2
/𝑁 
to get the normalized spectra, 𝑃𝑛(𝜔) = 𝑃𝑎(𝜔)/∑ 𝑃𝑎(𝜔)𝜔 , the equivalent to the density of states 
of the Kagome lattice. For the field profiles excited by a single frequency, the speaker was fixed 
at the port of the site of interest and the microphone was placed over each site of the lattice to 
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