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Abstract
The resolvent over the unit circle of a matrix A can be decomposed in a general form of a Fourier series. This
note shows that the Fourier coefficients decrease to zero with a rate depending essentially on the norm of the
solution of the discrete-time Lyapunov equation applied to A.
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1. Introduction
Let A ∈ Cn×n whose spectrum lies inside and outside the unit circle denoted by C. Then
P = 1
2iπ
∫
C
(z I − A)−1dz = 1
2π
∫ 2π
0
(
I − e−iθ A)−1 dθ (1)
is the spectral projector associated with the eigenvalues of A which are inside C.
If C ∈ Cn×n is hermitian positive definite, then the hermitian positive definite matrix integral
H = 1
2π
∫ 2π
0
(A − eiθ I )−∗C(A − eiθ I )−1dθ (2)
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satisfies the Lyapunov equation (see [1, p. 169]):
H − A∗ H A = P∗C P − (I − P)∗C(I − P). (3)
The case where all eigenvalues of A lie inside C leads to P = I , the identity matrix (see [2,3]).
The resolvent θ −→ (I − e−iθ A)−1 is a 2π -periodic matrix function and hence can be decomposed in
the Fourier series(
I − e−iθ A)−1 = +∞∑
k=−∞
Zkeikθ , (4)
with
Zk = 12π
∫ 2π
0
(
I − e−iθ A)−1 e−ikθ dθ. (5)
We see that P is simply the Fourier coefficient Z0 and that H is given by the Parseval formula:
H =
+∞∑
k=−∞
Z∗k C Zk . (6)
From (4) it is clear that the coefficients Zk are a solution of the infinite system{
Zk − AZk+1 = 0 if k = 0,
Z0 − AZ1 = I . (7)
It can be shown (see [4]) that only a few coefficients Zk are actually needed to approximately solve (7)
and compute H .
The aim of this note is to derive bounds for the sequence (‖Zk‖)−∞≤k≤+∞ analogous to those derived
for the powers of A in [5]. More precisely, we show that ‖Zk‖ converges to 0 as |k| increases and that the
rate of convergence essentially depends on ‖H‖.
Throughout this note the symbol ‖ ‖ denotes the 2-norm for vectors and matrices. The smallest
eigenvalue of the Hermitian matrix pencil C − ηH is denoted by ηmin. Note that
ηmin = min
x =0
(Cx, x)
(H x, x)
= min
y =0
(y, y)
(C− 12 HC 12 y, y)
= 1‖C− 12 HC 12 ‖ ≤ 1.
The inequality follows for example by taking x as an eigenvector of A associated with an eigenvalue λ
inside C and using (3).
2. Estimates on the coefficients Zk
Since the spectrum of A lies inside and outside C, the matrix A can be block-diagonalized as follows
[6, p. 336]
A = T
(
A1 0
0 A2
)
T −1, (8)
where the eigenvalues of A1 and A2 lie respectively outside and inside C.
M. Sadkane / Applied Mathematics Letters 18 (2005) 149–153 151
From (8), and (5) we directly obtain:
Zk =

T
(
0 0
0 A−k2
)
T −1 if k ≤ 0,
T
(−A−k1 0
0 0
)
T −1 if k ≥ 1.
(9)
Remember that P = Z0. Thus{
P Zk = Zk P = Zk if k ≤ 0,
(I − P)Zk = Zk(I − P) = Zk if k ≥ 1. (10)
Let
Hin = P∗H P and Hou = (I − P∗)H (I − P). (11)
We have{
Z∗k Hin Zk = Z∗k H Zk if k ≤ 0,
Z∗k Hou Zk = Z∗k H Zk if k ≥ 1. (12)
Now from (6) we see that H = Hin + Hou with
Hin =
0∑
k=−∞
Z∗k C Zk and Hou =
+∞∑
k=1
Z∗k C Zk (13)
and that Eq. (3) can be split into
Hin − A∗ Hin A = P∗C P, (14)
Hou − A∗ Hou A = −(I − P)∗C(I − P). (15)
Theorem 1. The sequence (‖Zk‖)−∞≤k≤+∞ satisfies
‖Zk‖ ≤
√
‖H‖ ‖H−1‖ 1√
ηmin
(1 − ηmin)− k2 if k ≤ 0,
‖Zk‖ ≤
√
‖H‖ ‖H−1‖
√
1
ηmin
+ 1 1
(1 + ηmin) k2
if k ≥ 1.
Proof. Let k ≤ 0 and multiply (14) on the left by Z∗k and on the right by Zk :
Z∗k Hin Zk − Z∗k A∗ Hin AZk = Z∗k P∗C P Zk . (16)
Owing to (7), (10) and (12), Eq. (16) becomes
Z∗k H Zk − Z∗k−1 H Zk−1 = Z∗k C Zk . (17)
Now observe that for all vectors x ∈ Cn:
(Z∗k H Zk x, x)=
((
C−
1
2 HC−
1
2
)
C
1
2 Zk x, C
1
2 Zk x
)
≤‖C− 12 HC− 12 ‖
(
C
1
2 Zk x, C
1
2 Zk x
)
= 1
ηmin
(Z∗k C Zk x, x). (18)
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Therefore (17) implies that
‖Z∗k−1 H Zk−1‖ ≤ (1 − ηmin) ‖Z∗k H Zk‖.
Hence
‖H−1‖−1‖Zk‖2 ≤ ‖Z∗k H Zk‖≤ (1 − ηmin)−k ‖Z∗0 H Z0‖,
≤ (1 − ηmin)−k 1
ηmin
‖Z∗0C Z0‖, by (18),
≤ (1 − ηmin)−k 1
ηmin
‖H‖, by (6).
We thus have when k ≤ 0:
‖Zk‖2 ≤ ‖H‖ ‖H−1‖ 1
ηmin
(1 − ηmin)−k . (19)
The case where k ≥ 1 can be treated in a similar way. Let us outline the essential differences.
Multiplying (15) on the left by Z∗k+1 and on the right by Zk+1 and using (7), (10) and (12) leads to
Z∗k+1 H Zk+1 + Z∗k+1C Zk+1 = Z∗k H Zk, (20)
from which we obtain
(1 + ηmin) ‖Z∗k+1 H Zk+1‖ ≤ ‖Z∗k H Zk‖.
Therefore
‖H−1‖−1‖Zk‖2 ≤ ‖Z∗k H Zk‖≤
1
(1 + ηmin)k−1 ‖Z
∗
1 H Z1‖
≤ 1
(1 + ηmin)k−1
1
ηmin
‖Z∗1C Z1‖
≤ 1
(1 + ηmin)k−1
1
ηmin
‖H‖.
We thus have
‖Zk‖2 ≤ ‖H‖ ‖H−1‖ 1 + ηmin
ηmin
1
(1 + ηmin)k if k ≥ 1.  (21)
Remarks. 1. The bound in (19) implies
‖Zk‖2 < ‖H‖ ‖H−1‖
(
1
ηmin
+ 1
)
1
(1 + ηmin)−k . (22)
Now from (21) and (22) we see that the following bound holds:
‖Zk‖ ≤ α ρ |k|, k = 0,±1,±2, . . . (23)
where
α =
√
‖H‖ ‖H−1‖
√
1 + ηmin
ηmin
> 1 and ρ = 1√
1 + ηmin < 1.
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2. Since ηmin = minx =0 (C x,x)(H x,x) ≥ λmin(C)‖H‖ = 1‖C−1‖ ‖H‖ , the bound (23) remains valid with
α ≤ α˜ =
√
‖H‖ ‖H−1‖
√
1 + ‖C−1‖ ‖H‖ and ρ ≤ ρ˜ =
√
‖C−1‖ ‖H‖
1 + ‖C−1‖ ‖H‖ .
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