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Abstract. In the dynamic scenarios faced nowadays, when handling non
stationary data streams it is of utmost importance to perform change
detection tests. In this work, we propose the Intrinsic Page Hinkley Test
(iPHT), which enhances the Page Hinkley Test (PHT) eliminating the
user-defined parameter (the allowed magnitude of change of the data
that are not considered real distribution change of the data stream) by
using the second order intrinsic mode function (IMF) which is a data
dependent value reflecting the intrinsic data variation. In such way, the
PHT change detection method is expected to be more robust and require
less tunes. Furthermore, we extend the proposed iPHT to a blockwise
approach. Computing the IMF over sliding windows, which is shown to
be more responsive to changes and suitable for online settings. The iPHT
is evaluated using artificial and real data, outperforming the PHT.
Keywords: Data streams; Page Hinkley Test; Empirical Mode Decom-
position; Personalized Approach; Change Detection; Sliding Windows;
1 Introduction
Nowadays information is gathered as a continuous flow of data streams. A data
stream is a sequence of information in the form of transient data that arrives
continuously (possibly at varying times) and is potentially infinite. Data streams
may not be strictly static as underlying properties evolve over time presenting
non-stationary distributions and demanding the detection of changes. The survey
[2] discusses several detection approaches, such as, ADaptive WINdowing, Drift
Detection Method, Early Drift Detection Method.
The PHT [6] is a sequential analysis technique typically used for monitoring
change detection in the average of a Gaussian signal. However, it is relatively
robust in the face of non normal distributions and has been recently applied for
concept drift detection in data streams [3]. In this work we propose the iPHT:
a change detection approach enhancing the PHT through the elimination of the
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user-defined parameter (the allowed magnitude of change) by using the second
order IMF.
The IMF are the result of the Empirical Mode Decomposition (EMD) of a
signal, which is an adaptive and efficient decomposition method that handles
data on time domain [4]. Relying on time scale characteristics of the data, the
EMD can successfully handle non stationary and nonlinear data [4]. Moreover,
unlikely other signal processing decomposition methods, EMD makes no assump-
tions on the incoming data. This means that iPHT can be applied without any
prior hypothesis on the data as both PHT and EMD can be applied over an ar-
bitrary data stream without any constraints. Furthermore, we extend the iPHT
to a blockwise approach. Computing the IMF over sliding windows advances a
contribution to an online strategy.
2 Proposed Strategy
The Page-Hinkley Test requires an input parameter and an input threshold,
which are defined by the user according to the data properties and applica-
tion purposes. By supporting the PHT with the EMD we can replace the input
parameter, which controls the allowed magnitude of change, by an IMF.
2.1 Page Hinkley Test
The two-sided PHT [6, 3] detects both increases and decreases in the mean of a
sequence. For testing online changes it runs two tests in parallel, considering a
cumulative variable defined as the accumulated difference between the observed
values and their mean until the current moment.
2.2 Empirical Mode Decomposition
The EMD is being successfully used in real-time applications, such as biomedical
problems [7] and image processing [5], among others. There are several free
implementations of EMD available: the one used in this work was developed by
Alan Tan 1.
The EMD consists of successively decomposing the original data x(t) into
IMF ci(t), i = 1, . . . , n and into the monotonic residual r(t). Once the first
IMF is removed from the original data, the procedure is successively applied
to the residual. This process will decompose the original data into the highest
frequency component (c1) to the lowest frequency component (cn), until the
residual r(t) is a monotonic function from which no more IMF can be extracted:
x(t) =
n∑
i=1
ci(t) + r(t), where n is the number of IMF.
1 available at http://www.mathworks.com/matlabcentral/fileexchange/
19681-hilbert-huang-transform (accessed in March 17th 2016)
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2.3 Intrinsic Page Hinkley Test
The lower IMF orders are related with higher frequency of the data and higher
IMF orders describe the data baseline wander. We are interested in using the
lower IMF orders to establish the magnitude of the changes that are allowed.
In this context the PHT is supported through the EMD, by replacing the δ
parameter with an IMF. Hence we are loosing the user-defined parameter of the
PHT by using a component that will depend on the data itself. The iPHT tests
are the following:
For increase cases: For decrease cases:
iU0 = 0 iL0 = 0
iUT = (iUT−1 + xT − x¯T − IMFT ) iLT = (iLT−1 + xT − x¯T + IMFT )
(x¯T is the mean until the current sample.)
mT = min(iUt, t = 1 . . . T ) MT = max(iLt, t = 1 . . . T )
iPHU = iUT −mT iPHL = MT − iLT
If iPHU > λ : change detected If iPHL > λ : change detected
The threshold λ depends on the admissible false alarm rate. Increasing λ
entails fewer false alarms, but might miss or delay changes. The order of the
IMF used to replace δ depends on the relation between the several IMF orders
and the original data. The information shared decrease with the IMF order:
the first IMF shares more information with the original data. As δ corresponds
to the magnitude of the changes that are allowed, the original data and the
IMF order must be positive related. On the other side, they must not share too
much information. Therefore, the IMF order will be studied, in the section 3,
evaluating the covariance and the Spearman correlation between the data and
several IMF orders.
The EMD requires the knowledge of the entire data stream to compute the
IMF. To overcome this drawback, we propose a blockwise approach for the ex-
traction of the IMF: the IMF are computed only with the data that is inside a
sliding window. The main difficulty is how to select the appropriate length of
the window, establishing a trade-off between good stability for the computation
of the IMF and good adaptability to evolving scenarios.
3 Results and Discussion
3.1 Artificial Data Design
The artificial data sets were generated according to normal distributions, varying
only the mean parameter and setting the standard deviation parameter equal to
1. Each data stream consists of 2 parts, each of with size N = 5000. Different
changes were simulated by varying among 3 levels of magnitude and 3 rates
(or speed) of change, obtaining a total of 9 types of changes. For high, medium
and low magnitude levels, µ changed from 0 to 5, 3 and 2, respectively. The
rates were defined assuming that the samples from the first part are from the
old distribution and the 5000 − ChangeLength last samples are from the new
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distribution. The rates of change were defined as high, medium and low, for a
ChangeLength of 1, 0.25 ∗ 5000 and 0.5 ∗ 5000, respectively.
For each type of changes, 10 data streams were generated with different
seeds. Two data sets, with similar characteristics, were generated, one to train
and adjust the parameters and another to test and evaluate the proposed iPHT.
Choosing the Order of the IMF. Figure 1 shows the covariance between
the original data and the correspondent five first IMF orders (average with error
bars for 10 runs on data generated with different seeds). The Spearman correla-
tion presented a similar behavior, and for both measures, the higher values are
obtained for the IMF1. When comparing the original data with the IMF1 and
with the remain IMFs, it can be observed an abrupt decay and a repeated pattern
along the different changes. Considering these results on the shared information,
IMF2 was chosen to replace the user-defined parameter δ of the PHT.
Fig. 1. Covariance between the data and the five first IMF orders
Sensibility of the λ Threshold. The λ change detection threshold was ad-
justed using the training set and evaluating the total number of false alarms
(FA), the total number of missed detections (MD) and the detection delay time
(DDT). The results are shown in Table 1. Independently of the λ, the proposed
iPHT detects all the changes. This is relevant as the MD are a major concern:
missing a change, besides inducing a bias on the model, would prevent the system
to perform the appropriate action. The number of FA (desirable to be null) can
be controlled by the change detection threshold. It can be observed the absence
of FA for λ greater than 300. Considering that the DDT was quite similar for
λ = 400 and for λ = 500, and following a conservative approach, we decided on
establishing the λ = 500. As expected, the DDT when using λ = 500 is greater
for changes with low rate and magnitude.
Comparison with the PHT. This experiment assesses the advantage of iPHT
over PHT. For PHT, the λ was set to 500 and δ varied from 0.0001 to 1. Inde-
pendently of the δ, both approaches detected all the changes without FA. The
DDT of the iPHt was 722 ± 71 (average and standard deviation of 10 runs for
the 9 types of changes). For the PHT, as the δ varied from 0.0001 to 1, the DDT
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Table 1. DDT when varying the λ: average and standard deviation of 10 runs. In
parenthesis is the number of runs, if any, where the iPHT presents FA or MD.
λ
Magnitude Rate 100 300 500 700
High
Low 341 ± 174 (14;0) 628 ± 118 (0;0) 901 ± 75(0;0) 1112 ± 55 (0;0)
Medium 225 ± 66 (18;0) 456 ± 98 (0;0) 647 ± 65 (0;0) 789 ± 53 (0;0)
High 15 ± 4 (19;0) 45 ± 13 (1;0) 80 ± 19 (0;0) 120 ± 19 (0;0)
Medium
Low 476 ± 139 (16;0) 860 ± 154 (0;0) 1201 ± 127 (0;0) 1592 ± 113 (0;0)
Medium 399 ± 94 (15;0) 641 ± 79 (0;0) 869 ± 54 (0;0) 1056 ± 47 (0;0)
High 23 ± 8 (18;0) 60 ± 28 (0;0) 127 ± 30 (0;0) 196 ± 29 (0;0)
Low
Low 611 ± 176 (20;0) 1131 ± 99 (0;0) 1532 ± 92 (0;0) 1849 ± 71 (0;0)
Medium 398 ± 145 (19;0) 735 ± 139 (0;0) 1027 ± 105 (0;0) 1263 ± 87 (0;0)
High 36 ± 17 (15;0) 108 ± 30 (0;0) 210 ± 31 (0;0) 314 ± 30 (0;0)
varied from 723 ± 69 to 1818 ± 31 (average and standard deviation of 10 runs
for the 9 types of changes). These results show that the iPHT and PHT pre-
sented similar performance, but the iPHT has the advantage of adjusting only
the change detection threshold.
Extension to Online Processing. This experiment evaluates the relation
between DDT and the window length (from 100 to 1000) used to compute the
IMF of the iPHT. A large window, while providing more data to compute more
accurate IMF, will contribute to higher delays, since the testing for changes
is performed within large time steps. A smaller window will, at a first glance,
allow to detect changes earlier. However, it compromises the stability of the IMF,
which may preclude the detection of changes.
The DDT is shown in Figure 2. This experiment stands out that choosing
correctly the length of the sliding window, computing the IMF in blockwise does
not impair the detection delay time. Indeed, using a sliding window of length
100 the DDT is similar when computing the IMF with the entire data stream. It
also can be observed that, an increase of the length of the sliding window leads
to higher DDT. One result that must be underlined is that using the entire data
stream or using sliding windows, the iPHT does not presented FA nor MD. It
can also be observed that the advantage of using a smaller sliding window is
strengthened when detecting abrupt changes, which is explained by the ability
of a window with small length to better catching abrupt than smooth changes.
Robustness to Detect Changes in the Presence of Noise. In this exper-
iment noisy data was generated by adding different percentages of pink noise to
the test data set. Figure 3 shows the obtained results by varying the amount of
noise from 0% to 50%. The DDT was obtained when performing the iPHT over
a sliding window of length 100. The iPHT presents a regular performance along
the different amounts of noise, which are similar to the DDT in the absence of
noise. This experiment sustains the argument that the iPHT, when performed
in blockwise with a sliding window of length 100, is robust against noise while
effectively detects changes in the data. It should be noted that, even in the
presence of great amount of noise, the proposed iPHT did not miss any change.
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Fig. 2. DDT for different lengths of the
sliding window (average and standard
deviation of 10 runs of the training set)
Fig. 3. DDT (average of 10 runs) of the
iPHT with different amounts of noise
and computed over a sliding window of
length 100 (blockwise)
Although, with an amount of 50% of noise, it presents a FA for changes with
high magnitude and low rate and with medium magnitude and rate.
3.2 Industrial Data
This industrial data set was obtained within the scope of the work presented
in [1], with the objective of designing different machine learning classification
methods for predicting surface roughness in high-speed machining. Data was
obtained by performing tests in a Kondia HS1000 machining center equipped
with a Siemens 840D open-architecture CNC. The tests were done with different
cutting parameters, using sensors for registry vibration and cutting forces. For
change detection purposes, the measurements of the cutting speed on X axes
from 7 tests were joined sequentially in order to have only one data set with 6
changes with different magnitudes and sudden and low rates, as shown in Figure
4. For PHT, δ was set to 1 and the iPHT used the IMF2. The λ was set to
2000 (for both tests). Although presenting 8 FA against 7 of the PHT, the iPHT
detects all the 6 changes with mean DDT of 3512 against only 5 detected changes
with mean DDT of 8458 of the PHT.
Fig. 4. The cutting speed on X axes from 7 tests sequentially joined
4 Conclusions
This paper proposes the iPHT, a test for change detection through the enhance-
ment of the PHT with the IMF, eliminating the user-defined parameter which
controls the allowed magnitude of change.
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The results over the designed experiments have shown that the iPHT is a
feasible approach to detect changes under different evolving scenarios, even in the
presence of noise. The obtained results also sustain its application over a sliding
window, which is an advantage that leads future research on this approach for
online settings. While presenting similar performance to the PHT (regarding
DDT, FA and MD), the iPHT has the advantage of adjusting only the change
detection threshold.
With these properties, the iPHT has potential for detecting changes in sev-
eral interesting scenarios, like internet of things and sensor networks context, for
human and environmental monitoring. Our next step is to apply the iPHT in a
physiological monitoring setting over heart rate. In such cases, a change can be
seen a a biomarker for emotion changes and changes in fatigue or stressful con-
ditions. Furthermore, iPHT must be evaluated and compared to other methods
in terms of computational time and memory usage.
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