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Résumé
Au quotidien, le réflexe de classifier est omniprésent et inconscient. Par exemple,
dans le processus de prise de décision où face à un élément (un objet, un événe-
ment, une personne) nous allons instinctivement chercher à rapprocher cet élé-
ment d’autres similaires afin d’adapter nos choix et nos comportements. Cette
association à telle ou telle catégorie repose sur les expériences passées et les ca-
ractéristiques de l’élément. Plus les expériences seront nombreuses et les caracté-
ristiques détaillées, plus fine et pertinente sera la décision. Il en est de même lors-
qu’il nous faut catégoriser un document en fonction de son contenu. Par exemple
détecter s’il s’agit d’un conte pour enfants ou d’un traité de philosophie. Ce trai-
tement est bien sûr d’autant plus efficace si nous possédons un grand nombre
d’ouvrages de ces deux catégories et que l’ouvrage à classifier possède un nombre
important de mots.
Dans cette thèse, nous nous intéressons à la problématique de la prise de
décision lorsque nous disposons de peu de documents d’apprentissage et que le
document possède un nombre de mots limité. Nous proposons pour cela une nou-
velle approche qui repose sur de nouvelles pondérations. Elle nous permet de
déterminer avec précision l’importance à accorder aux mots composant le docu-
ment.
Afin d’optimiser les traitements, nous proposons une approche paramétrable.
Cinq paramètres rendent notre système adaptable, quel que soit le problème de
classification donné. De très nombreuses expérimentations ont été menées sur dif-
férents types de documents qui sont de langues variées et en appliquant différentes
configurations. Selon les corpus, elles mettent en évidence que notre proposition
permet d’obtenir des résultats supérieurs en comparaison avec les meilleures ap-
proches de la littérature pour traiter de petits volumes de données.
L’utilisation de paramètres introduit une complexité supplémentaire puisqu’il
faut alors déterminer les valeurs optimales. Détecter les meilleurs paramètres et
algorithmes est une tâche compliquée dont la difficulté est théorisée à travers
le théorème du No-Free-Lunch. Nous traitons cette seconde problématique en
proposant une nouvelle approche de méta-classification reposant sur les notions
de distances et de similarités. Plus précisément, nous proposons de nouveaux
méta-descripteurs adaptés dans un contexte de classification de documents. Cette
i
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approche originale nous permet d’obtenir des résultats similaires aux meilleures
approches de la littérature tout en offrant des qualités supplémentaires.
Abstract
Every day, classification is omnipresent and unconscious. For example in the
process of decision when faced with something (an object, an event, a person),
we will instinctively think of similar elements in order to adapt our choices and
behaviors. This storage in a particular category is based on past experiences and
characteristics of the element. The largest and the most accurate will be expe-
riments, the most relevant will be the decision. It is the same when we need to
categorize a document based on its content. For example detect if there is a chil-
dren’s story or a philosophical treatise. This treatment is of course more effective
if we have a large number of works of these two categories and if books had a
large number of words.
In this thesis we address the problem of decision making precisely when we
have few learning documents and when the documents had a limited number of
words. For this we propose a new approach based on new weights. It enables
us to accurately determine the weight to be given to the words which compose
the document. To optimize treatment, we propose a configurable approach. Five
parameters make our adaptable approach, regardless of the classification given
problem. Numerous experiments have been conducted on various types of do-
cuments in different languages and in different configurations. According to the
corpus, they highlight that our proposal allows us to achieve superior results in
comparison with the best approaches in the literature to address the problems of
small dataset.
The use of parameters adds complexity since it is then necessary to determine
optimitales values. Detect the best settings and best algorithms is a complicated
task whose difficulty is theorized through the theorem of No-Free-Lunch. We treat
this second problem by proposing a new meta-classification approach based on
the concepts of distance and semantic similarities. Specifically we propose new
meta-features to deal in the context of classification of documents. This original
approach allows us to achieve similar results with the best approaches to litera-
ture while providing additional features.
In conclusion, the work presented in this manuscript has been integrated into
various technical implementations, one in the Weka software, one in a industrial
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Dans la vie de tous les jours, le processus de classification est inconscient et om-
niprésent.
Inconscient notamment dans un processus de prise de décision 1 où face à un
élément (un objet, un événement, une personne...) nous allons instinctivement
chercher à rapprocher cet élément à d’autres similaires afin d’adapter nos choix
et nos comportements. Par exemple, face à une boisson fumante sortant du micro-
onde, notre premier réflexe sera d’attendre que la boisson refroidisse plutôt que
de la boire immédiatement. Pour autant sans savoir si cette boisson à cet instant
précis serait brulante ou pas, nous rapprochons instinctivement cette situation
des expériences passées (vécues ou connues) pour savoir si nous pouvons immé-
diatement boire le breuvage ou si il est préférable de patienter un petit peu et ce
indépendamment que la boisson soit du café, du thé, de la soupe, du lait...
Ce rangement dans une catégorie ("boire tout de suite") ou une autre ("patienter
un peu") repose in-fine sur deux éléments :
• Les expériences connues (nous nous sommes déjà brulés avec une boisson sor-
tant du micro-onde ou que nous savons que cela est déjà arrivé à d’autres) ;
• Les caractéristiques de l’élément (ici une boisson fumante sortant d’un micro-
onde).
Plus les expériences seront nombreuses et plus les caractéristiques seront dé-
taillées, plus il sera facile de prendre la bonne décision. Si nous chauffons tous
les jours 20 centilitres de la même boisson dans la même tasse à la même puis-





sance pendant la même durée dans le même micro-onde, nous sommes capables
de dire si notre boisson sera consommable immédiatement ou si il est préférable
de patienter. En l’absence de cette connaissance, le risque de prendre la mauvaise
décision est plus important. Un enfant découvrant le micro-onde aura tendance
à se bruler plus fréquemment qu’un adulte familier de cette expérience.
Parmi les problèmes de classification existants, la classification supervisée de texte
est la tâche consistant à attribuer automatiquement une ou plusieurs catégo-
ries (ou classes) prédéfinies à un document à partir de son contenu [136, 178].
L’exemple le plus connu est la détection de spams dans les e-mails. Les boites
mails à partir de l’objet, du contenu, des adresses vont définir si le message doit
être conservé ou mis à l’écart. Par exemple, les e-mails contenant les mots "Via-
gra" ou "Money" seront généralement orientés vers la catégorie spam.
Nous illustrons cet exemple dans la figure 1.1. Les 2 classes, SPAM et HAM sont
symbolisées par deux cercles de couleur rouge et bleu et le document (l’e-mail)
dont nous cherchons à détecter la pertinence est représenté par un rectangle noir.
Pour détecter la classe, nous allons nous baser sur la connaissance apportée par
les documents déjà classés (un ensemble d’e-mails dont nous savons qu’il s’agit
de SPAM et un ensemble d’e-mails dont nous savons qu’il s’agit de HAM) pour
construire un modèle qui permettra de caractériser l’appartenance à une classe.
Dans la figure 1.2, ces documents sont symbolisés par un rectangle de couleur.
Ensuite en appliquant ce modèle, nous allons rechercher quelle est la classe d’ap-
partenance la plus probable pour affecter le document (c.f. figure 1.3).
La classification de texte peut en fait être formalisée comme suit :
1. Soit un corpus C composé de i classes (cercle de couleur) où ci ∈ C est la
ième classe.
2. Soit DC un ensemble de documents étiquetés, un document est dit étiqueté
si et seulement si une classe c ∈ C lui est attribuée (rectangles de couleur).




3. Soit DU un ensemble de documents non étiquetés (rectangle noir).
4. La classification de document consiste à attribuer à tous les documents
d ∈ DU une ou plusieurs classes c ∈ C en se basant sur l’ensemble des
documents étiquetés DC .
Le processus de classification se décompose généralement en 2 phases [62] :
1. la phase d’apprentissage, qui vise à créer un modèle à partir des documents
étiquetés DC ;
2. la phase de classification, qui détermine pour un document d ∈ DU , la ou
les catégories c ∈ C les plus probables par application du modèle.
Au cours des 20 dernières années, de nombreuses approches de classification de
documents ont été proposées dans la littérature comme les arbres de décisions, les
classifieurs bayésiens, les réseaux de neurones, les classifieurs linéaires ou encore
les méthodes des centroïdes et des plus proches voisins. Ces différentes approches
reposent sur des fondements mathématiques différents et toutes ont prouvé leur
efficacité pour traiter un problème donné.
Or devant la grande diversité d’approches ou de paramètres pouvant être considé-
rés comme des candidats crédibles pour répondre à un problème de classification
donné, une des grandes difficultés du domaine est de prédire quels seront les
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meilleurs parmi les différentes possibilités. Le théorème du No Free Lunch [183]
stipule que si un classifieur A superforme un classifieur B pour un ensemble de
cas donnés, alors il existe autant de cas où B superforme A. La détection de la
meilleure approche et/ou des meilleurs paramètres pour un problème de classifi-
cation donné est une tâche complexe et coûteuse.
1.1 Contexte des travaux
Si les modèles existants offrent généralement de bonnes performances lorsque le
nombre documents étiquetés ou le nombre de descripteurs est important, ils sont
en revanche reconnus comme étant peu performants lorsque ceux-ci diminuent
[74]. Or pouvoir classer à partir d’un faible nombre de documents ou de descrip-
teurs peut aussi être un élément déterminant. Par exemple, le développement des
réseaux sociaux, avec un nombre de plus en plus important de messages en temps
réel, mais d’une taille limitée (comme un tweet limité à 140 caractères), implique
la mise à disposition d’outils capables de les classer rapidement avec un volume
restreint de données. Dans ce contexte, l’extraction de descripteurs pertinents et
discriminants est difficile. De même, pouvoir détecter le plus rapidement possible
les meilleures approches ou meilleurs paramètres sont des éléments déterminants
dans un contexte industriel.
Cette thèse a été réalisée dans le cadre d’un partenariat industriel avec la société
ITESOFT. La société ITESOFT, spécialisée dans l’édition et l’intégration de
logiciels de traitement automatique des documents papiers et numériques, est
confrontée à ce type de problématique.
Pour ses clients, l’objectif est de pouvoir traiter automatiquement le courrier
entrant en le redirigeant vers les services appropriés. Par exemple, pouvoir déter-
miner automatiquement si une lettre reçue concerne le service des "réclamations"
ou le service des "souscriptions d’options" 2.
Le nombre de documents labélisés mis à disposition est faible car le processus est
coûteux et le nombre de catégories est lui aussi généralement limité (moins de 10
catégories). De plus les domaines d’application potentiels sont vastes (banques,
assurances, industries...) et une des difficultés consiste à pouvoir traiter différents
corpus très hétérogènes aux caractéristiques différentes. Enfin, une utilisation
industrielle (et commerciale) impose des contraintes concernant le temps de trai-
tement du processus dans la mesure où celui se doit de rester le plus rapide
possible.
Pour traiter ces problématiques, nous proposons une double contribution que
nous présentons dans la section suivante.
2. Par souci de confidentialité les services, les informations et le nom des classes ont été
changés.
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1.2 Une double contribution
Dans un premier temps, nous nous intéressons à la problématique de classifica-
tion de documents. La classification de documents repose sur différents éléments,
comme les classifieurs, le choix des descripteurs ou encore la pondération des des-
cripteurs. Notre première contribution concerne la pondération des descripteurs
adaptée pour la classification de petits volumes. La pondération des descripteurs
est une étape cruciale dans le processus de classification. De la qualité de celle-ci
dépend la qualité des modèles de classifications. Nous proposons dans ce manus-
crit une pondération qui se base sur les différents éléments d’un corpus (i.e. les
classes, les documents et les descripteurs) là où les approches de la littérature
privilégient toujours l’un au détriment des deux autres. Nous avons défini une
pondération paramétrable pour lui permettre de s’adapter au plus près des dif-
férents types de corpus, mais en conservant toujours cette volonté de limiter le
nombre de documents étiquetés nécessaire.
L’introduction de paramètres nous a permis de développer notre seconde contri-
bution. En s’appuyant sur les conclusions du No Free Lunch [183], la détection
des paramètres permettant d’obtenir les meilleures performances est une tâche
complexe et couteuse en temps. Une recherche pas-à-pas des meilleurs paramètres
n’est pas acceptable dans un contexte industriel où le temps de traitement est tout
aussi important pour les clients que le nombre de documents étiquetés nécessaire.
Une solution pour y parvenir est la méta-classification qui consiste à détermi-
ner les meilleurs paramètres pour un problème donné à partir des expériences
réalisées par le passé. Comme la classification, la méta-classification repose sur
plusieurs éléments comme les méta-classifieurs ou le choix de méta-descripteurs.
Notre seconde contribution concerne une approche originale pour définir de nou-
veaux méta-descripteurs. Nous étudions la composition des corpus pour définir
son empreinte afin de pouvoir rechercher les meilleurs paramètres à partir d’expé-
riences réalisées dans le passé sur des corpus possédant une empreinte similaire.
1.3 Organisation de la thèse
Ce manuscrit est organisé comme suit :
• Dans la première partie de ce manuscrit, nous traitons de la problématique de
la pondération des descripteurs (contribution n˚ 1). Dans le Chapitre 3 nous
abordons les problématiques liées à la notion de petit volume de document et
nous effectuons une revue des solutions proposées dans la littérature. Dans le
Chapitre 4, nous présentons une nouvelle pondération de descripteurs adaptée
à cette problématique. Nous expérimentons notre approche dans le Chapitre 5
et discutons de cette première contribution dans le Chapitre 6.
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• Dans la deuxième partie de ce manuscrit, nous traitons de la définition de nou-
veaux méta-descripteurs (contribution n˚ 2). Tout d’abord, nous discutons dans
le Chapitre 8 de méta-classification et discutons des solutions proposées dans
la littérature. Dans le Chapitre 9, nous présentons une approche originale pour
décrire un corpus et nous discutons des avantages de notre proposition par
rapport aux approches de la littérature. Nous testons l’efficacité de notre ap-
proche dans le Chapitre 10 et nous concluons cette seconde partie en discutant
de notre proposition dans le Chapitre 11.
• Enfin, nous concluons ce manuscrit en effectuant une synthèse de nos contri-
butions et leurs intégrations dans différents prototypes, et en proposant des
extensions à ce travail à court et à moyen terme dans le Chapitre 12.
Première partie
Vers une approche de
classification supervisée pour






En classification supervisée de document, la qualité du modèle dépend de la
qualité et du nombre d’exemples disponibles [39]. La plupart des algorithmes ac-
tuels de classification supervisée de documents nécessitent un nombre suffisant
d’exemples pour créer un classifieur performant et les performances décroissent
en même temps que le nombre d’exemples diminue. Ainsi, plus il y a d’exemples,
plus les observations seront fiables et plus le modèle sera précis et efficace.
Comme nous l’avons vu en introduction, il peut cependant s’avérer intéressant
de pouvoir élaborer un modèle de classification fiable à partir d’un faible nombre
de descripteurs.
Avec un nombre restreint de documents pour créer le modèle, les contraintes sont
doubles :
1. Moins il y a de descripteurs dans le corpus en apprentissage, plus il est
difficile de définir un poids représentatif de la réalité.
2. Et parallèlement, moins il y a de descripteurs dans le corpus en apprentis-
sage, moins il y a de descripteurs pour prendre la décision et donc plus la
précision du poids est importante. Plus précisément, quand il y a de nom-
breux descripteurs candidats, les approximations vont avoir tendance à se
compenser et l’impact de l’imprécision sera limité, alors qu’en présence de
peu de descripteurs, ces approximations ne pourront se compenser.
Les approches traditionnelles ne sont pas toujours adaptées en présence de faibles
volumes de données [74]. La solution la plus couramment utilisée est la prise en
9
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compte d’information additionnelle récupérée à partir de ressources extérieures
(un corpus thématiquement similaire [188] ou plus généralement de sources ex-
térieures comme Wikipédia ou Wordnet [28, 116, 55]). En effet si ajouter de
l’information supplémentaire n’est pas pertinent lorsque le nombre de documents
disponibles en apprentissage est significatif [8], la probabilité que les descripteurs
du document à classer soient absents de l’apprentissage est importante lorsqu’il
y a peu d’exemples et l’utilisation de ressources extérieures a été utilisée avec
succès dans un grand nombre de travaux [55]. Dans [52], les auteurs utilisent
des exemples étiquetés d’autres classes (inter-class transfer ou learning to learn).
Dans [185] les auteurs montrent qu’utiliser deux corpus de langues différentes (chi-
nois et anglais) en complément peuvent améliorer les résultats lorsque le nombre
d’exemples positifs est faible.
Dans tous les cas, la généralisation à partir d’un petit nombre d’exemples im-
plique l’introduction Hypotheses Space Bias [9] lié au choix et à la provenance
des informations additionnelles prises en compte. Par exemple, même si tradi-
tionnellement Wordnet [101] est la ressource extérieure la plus utilisée [8, 28, 116,
55], certains auteurs ont remis en cause sa pertinence [107, 150, 174]. De plus
il n’est pas toujours possible d’utiliser des ressources extérieures selon les landes
utilisées et les domaines de spécialité à prendre en compte.
D’autres approches ont été proposées comme les approches de classification semi-
supervisées qui utilisent les documents non étiquetés pour compléter l’apprentis-
sage supervisé [26, 191] ou encore l’apprentissage actif qui consiste à construire
l’ensemble d’apprentissage du modèle de manière itérative, en interaction avec un
expert humain [30, 145]. Certaines de ces méthodes appliquées à un faible nombre
d’exemples sont présentées dans [189, 92] mais elles impliquent d’avoir un grand
nombre de documents à disposition pour améliorer le modèle ce qui n’est pas
toujours possible.
Dans la suite de ce chapitre, nous considérons que nous nous situons dans le cas
d’un faible volume et qui peut par exemple correspondre à l’un de ces scénarios :
1. Dans une approche de classification semi-supervisée ou d’apprentissage ac-
tif, lors de la première étape qui consiste à créer un modèle à partir d’un
nombre restreint d’exemples.
2. Lors d’un apprentissage en temps réels, où au commencement il n’y a qu’un
petit nombre d’exemples disponibles.
3. Dans le cas des sujets émergents où il existe peu de données à disposition
pour créer le modèle.
Nous discutons dans le Chapitre 3 des problématiques liées à la notion de petit
volume de documents et nous effectuons une revue des solutions proposées dans
la littérature. Dans le Chapitre 4, nous présentons une nouvelle pondération de
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descripteurs adaptée à cette problématique et nous discutons des avantages de
notre proposition par rapport aux approches de la littérature. Nous présentons
les différentes expérimentations menées et les discutons dans le Chapitre 5. Le




3 État de l’art sur les méthodes
de pondérations
Quelle que soit la méthode de classification retenue, la première opération consiste
à représenter les documents de façon à ce qu’ils puissent être traités automati-
quement par les classifieurs. La plupart des approches utilisent pour cela la re-
présentation vectorielle des documents [103, 180, 142]. Cette représentation est
utilisée dans de nombreux autres domaines connexes de l’apprentissage automa-
tique, par exemple la fouille de texte, la recherche d’information ou le traitement
automatique des langues.
Après avoir rappelé la définition de la représentation vectorielle (Section 3.1), nous
effectuons une revue des méthodes de pondération utilisées dans la littérature :
non supervisées (Section 3.2) puis supervisées (Section 3.3). Nous concluons ce
chapitre par une discussion (Section 3.4) concernant les limites des propositions
actuelles.
3.1 La représentation vectorielle
La représentation vectorielle ou modèle vectoriel (VSM pour Vector Space Mo-
del) [135] a été initialement développée pour le système SMART [134]. Le principe
consiste à représenter chaque document de la collection comme un point de l’es-
pace, i.e. un vecteur de coordonnées dans l’espace vectoriel [171]. Les coordonnées
correspondent en fait aux descripteurs composant le document. Dans la figure 3.1,
trois documents sont symbolisés en rouge dans un espace à 3 dimensions (chaque
dimension correspondant à un descripteur).
Ainsi, deux points proches dans l’espace vectoriel sont considérés comme séman-
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Figure 3.1: Modèle Vectoriel
tiquement similaires alors que deux points distants seront considérés comme sé-
mantiquement différents.
Le modèle vectoriel présente de nombreuses propriétés intéressantes. Outre le fait
que la connaissance est extraite automatiquement du corpus et ne nécessite pas
de ressources extérieures (ontologie, ressource lexicale), elle permet de prendre en
compte les cinq hypothèses suivantes [171] :
• Statistical semantics hypothesis : si deux documents ont une représentation
vectorielle similaire, ils ont un sens similaire [42].
• Bag of words hypothesis : la fréquence d’un descripteur dans un document est
un élément important pour mesurer la similarité entre deux documents [135].
• Distributional hypothesis : les descripteurs qui apparaissent dans un contexte
similaire ont un sens similaire [38, 34].
• Extended Distributional hypothesis : des ensembles de descripteurs qui appa-
raissent fréquemment avec les mêmes descripteurs ont un sens similaire [91].
• Latent relation hypothesis : deux descripteurs qui apparaissent dans des groupes
de descripteurs similaires ont les mêmes relations sémantiques avec les groupes
de descripteurs [170].
Actuellement cette représentation est utilisée par la plupart des moteurs de re-
cherche (la requête utilisateur est projetée dans l’espace [95]), les systèmes de
recommandation et de filtrage collaboratif [94] ou encore les algorithmes mesu-
rant les relations sémantiques [169, 109].
Il est courant de représenter un ensemble de vecteurs sous la forme d’une matrice
où les lignes représentent les différents vecteurs et les colonnes les différentes co-
ordonnées. Ainsi traditionnellement, pour analyser les similarités, deux types de
matrices sont utilisés : Descripteurs - Documents ou Descripteurs - Classes (c.f.
figures 3.2 et 3.3).
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Figure 3.2: Matrice Descripteurs-Documents
Figure 3.3: Matrice Descripteurs-Classes
Dans la suite de ce manuscrit, nous proposons d’utiliser une matrice Descripteurs-
Classes comme dans [49, 190]. Cette représentation permet de construire des
modèles simples et robustes de classification de documents. Elle permet aussi
de mettre en évidence les descripteurs les plus intéressants pour chaque classe
rendant ces modèles compréhensibles lors de la phase d’apprentissage. Enfin, les
modèles basés sur une matrice descripteurs-classes permettent une meilleure com-
préhension des décisions prises par le système lors de la phase de classification.
Un corpus composé de c classes où le dictionnaire est composé de t descripteurs
peut être représenté par une matrice X c × t avec c lignes et t colonnes. X est
une matrice Descripteurs-Classes et wi,j est le poids du jème descripteur de la ième
classe.
De nombreuses méthodes ont été proposées dans la littérature pour définir le
poids wi,j d’un descripteur.
Elles peuvent généralement être divisées en deux groupes [81] :
• Les méthodes de pondérations supervisées dans lesquelles on va utiliser les
informations relatives à l’appartenance de la classe.
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Figure 3.4: Les différents types de pondérations
• Les méthodes de pondérations non supervisées qui ne tiennent pas compte de
cette information.
Il est ensuite possible de diviser l’ensemble des pondérations dites supervisées
en deux groupes, les pondérations supervisées binaires et les pondérations super-
visées non binaires. Les différentes catégories de pondérations, que nous allons
expliciter ci-après, sont résumées dans la figure 3.4.
3.2 Les méthodes de pondérations non supervi-
sées
La pondération du descripteur est une étape importante pour améliorer l’effica-
cité des classifieurs [86]. L’idée de la pondération est de quantifier le poids d’un
descripteur en fonction de son importance afin de le différencier des autres. Intui-
tivement, il est assez simple d’imaginer que si un même descripteur apparait dans
une classe A mais pas dans une classe B, il ne peut avoir le même poids pour A
et B dans la représentation vectorielle. Avec une pondération booléenne, le poids
d’un descripteur vaut 1 s’il apparaît, 0 sinon. De même si un même descripteur
apparaissait dans deux classes, cela ne veut pas signifier qu’il ait une importance
similaire. Si on utilise la fréquence du descripteur, le poids d’un descripteur vau-
dra le nombre d’occurrences du descripteur dans la classe. Définir le poids des
descripteurs implique deux phases : (1) classer les descripteurs selon leur repré-
sentation (savoir quel descripteur est plus représentatif que l’autre) (2) ajuster
les poids pour mettre en avant les descripteurs les plus discriminants et limiter le
poids des descripteurs les moins importants pour la classification.
La fréquence et la pondération booléenne, bien qu’étant des pondérations assez
intuitives, ne sont pas forcément les plus adaptées. Dans un contexte où l’objectif
final est la comparaison de vecteurs, l’hypothèse souvent retenue est que deux
vecteurs partageant des descripteurs rares est plus discriminant que deux vecteurs
partageant des descripteurs fréquents [171]. Cela rejoint les hypothèses retenues en
théorie de l’information qui vaut qu’un évènement surprenant ait une importance
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plus grande qu’un évènement attendu [147].
Les auteurs dans [192] ont émis les 3 hypothèses suivantes :
1. Les descripteurs rares ne sont pas moins importants que les descripteurs
fréquents.
2. Les descripteurs revenant plusieurs fois dans un document ne sont pas moins
importants que ceux revenant une seule fois.
3. Pour une même quantité de descripteurs candidats, les documents les plus
longs ne sont pas plus importants.
La pondération la plus utilisée pour représenter cette idée est le TF.IDF et ses
dérivés [65, 137], pondérations issues du monde de la recherche d’information.
Cette variante prend en compte la longueur des documents dans le calcul de dis-
criminance.
Le principe du TF .IDF est de donner un poids plus important aux descrip-
teurs les plus spécifiques d’un document [138]. Elle repose sur le produit entre
la fréquence du terme (TF : Term-frequency) et la fréquence inverse du docu-
ment (IDF : Inverse Document Frequency). La fréquence du terme correspond
au nombre d’occurrences d’un descripteur dans un document et représente le poids
du descripteur au sein du document, aussi appelé poids intra-document. Pour un




où ni,j correspond au nombre de fois où le descripteur ti apparait dans le document
dj et où le dénominateur correspond au nombre total de descripteurs du document
dj. La fréquence inverse de document (IDF) mesure l’importance du descripteur
dans le corpus. L’objectif est de donner un poids plus important aux descripteurs
qui apparaissent dans peu de documents. Il s’agit du poids inter-documents qui
est calculé en considérant le logarithme de l’inverse de la fréquence de documents
qui contiennent le descripteur dans le corpus :
IDFi = log2
|D|
|{dj : ti ∈ dj}|
avec |D|, le nombre de documents du corpus et |{dj : ti ∈ dj}| le nombre de
documents qui contiennent le descripteur ti.
Le TF .IDF est obtenu en multipliant les poids intra-document et inter-documents
du descripteur ti pour le document dj : TF .IDFi,j=TFi,j × IDFi.
Une des variantes les plus utilisées du TF .IDF , est la mesure Okapi-BM25 [129,
64, 130].
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Bien que ces pondérations soient la plupart du temps utilisées dans la littérature
dans une matrice Descripteurs-Documents, il est tout à fait possible de les généra-
liser dans une matrice Descripteurs-Classes en considérant simplement l’ensemble
des documents d’une classe comme un seul document.
Les 4 pondérations abordées jusqu’à présent (booléen, fréquence, TF .IDF et
Okapi-BM25) font donc partie des méthodes de pondérations non supervisées.
Les approches de pondérations supervisées utilisant une information complémen-
taire liée à la classe, il serait logique qu’elles soient plus précises et donc plus
pertinentes.
3.3 Les méthodes de pondérations supervisées
Il est possible de catégoriser les méthodes de pondérations supervisées en deux
sous-familles. La première regroupe les méthodes qui considèrent le problème
de pondération comme un problème de classification binaire (2 classes, la classe
positive et les autres classes regroupées dans une classe globale, la classe négative),
la seconde va regrouper les méthodes qui considèrent l’ensemble des classes du
corpus comme autant de classes indépendantes.
3.3.1 Les méthodes binaires
Plusieurs approches ont été utilisées pour prendre en compte les connaissances
apportées par l’appartenance ou non aux classes.
La première consiste à utiliser des métriques de sélection de descripteurs basées
sur des mesures statistiques ou issues de la théorie de l’information comme le χ2
[35, 33], l’information gain [33], le gain ratio [33, 106] ou encore l’odds ratio [79].
Ces mesures étant performantes pour la sélection de descripteurs, elles le sont na-
turellement pour la définition d’un poids approprié pour une classe donnée. Par
exemple, les auteurs dans [33] proposent de capitaliser sur la phase de sélection
des descripteurs pour pondérer les descripteurs. Au lieu d’utiliser le score pour
déterminer s’il faut ou pas garder le descripteur dans l’espace de recherche, on
utilise le score comme pondération. Ils évaluent des mesures comme le TF .χ2,
TF.information gain et TF.gain ratio pour augmenter le poids des descripteurs
discriminants qui sera plus faible si le descripteur est indépendant de la classe et
élevé si le descripteur est hautement dépendant de la classe. [106] utilise une mé-
thode basée sur le gain ratio et conclut que ce type de pondération est pertinent
dans un contexte de résumé.
Plus adaptée pour la classification binaire, la méthode de pondération TF.rf
(Relevance Frequency) est présentée dans [79]. L’idée générale est de considé-
rer le nombre de documents de la classe positive et négative qui contiennent le
descripteur x. L’intuition du TF.rf est de donner un poids plus important aux
descripteurs qui apparaissent le plus fréquemment dans la classe positive [80].
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Le TF.rf est asymétrique, car il favorise la classe positive uniquement donc le
choix de la classe positive impacte sur la pondération, deuxièmement le TF.rf
ne pénalise pas les descripteurs apparaissant aussi fréquemment dans l’ensemble
des classes.
Les auteurs dans [97] introduisent le TF.δIdf en considérant le nombre de docu-
ments dans la catégorie positive (resp. négative) qui contiennent le descripteur.
Dans [111], les auteurs utilisent un TF.KL basé sur la divergence de Kullback-
Leibler qui exploite la distribution de descripteurs [3].Une approche similaire est
utilisée dans [161].
Dans [79, 81], les auteurs utilisent 3 facteurs pour déterminer le poids d’un des-
cripteur :
1. Term-Frequency Factor permet de considérer la représentation d’un des-
cripteur au sein de la classe (ce que nous appellerons la représentation
intra-classe) ;
2. Collection-Frequency Factor prend en considération le comportement de
ce descripteur dans l’ensemble de la collection (ce que nous appellerons la
représentation inter-classes) ;
3. Normalization Factor permet de normaliser les poids selon la taille des do-
cuments.
Concernant, le Term-Frequency Factor, les auteurs évaluent les mesures sui-
vantes :
• Fréquence du terme (TF ), le nombre de fois où le descripteur apparait dans le
document ;
• Fréquence normalisée du terme, nombre de fois où le descripteur apparait dans
le document divisé par le nombre de descripteurs du document ;
• Logarithme du TF : log(1 + tf) [86] ;
• L’inverse du TF (ITF) : 1− r
r+tf avec r = 1 généralement [21] ;• Booléen, utilisé dans tous les algorithmes d’apprentissage supervisé, et plus
spécialement avec les approches basées sur la loi de Bernoulli dans lesquelles il
n’est pas possible d’utiliser la fréquence.
L’étude conclue qu’il n’y a pas de différence fondamentale entre les 4 approches
basées sur la fréquence comme il peut y avoir avec l’approche booléenne.
Concernant, l’évaluation du Collection-Frequency Factor, les auteurs citent les
mesures suivantes :
• Booléen (1.0) : utilise simplement le Term-Frequency Factor ;
• IDF classique : multiplie le poids intra-classe par un IDF ;
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• IDF probabiliste : multiplie le poids intra-classe par un IDF probabiliste
[184] ;
• χ2 : multiplie le poids intra-classe par le χ2 ;
• information gain : multiplie le poids intra-classe par l’information gain ;
• gain ratio : multiplie le poids intra-classe par le gain ratio ;
• odds ratio : multiplie le poids intra-classe par le odds ratio.
Les auteurs concluent que les poids inter-classes basés sur l’IDF ont tendance à
diminuer le pouvoir de discrimination des descripteurs par rapport à la classe et
qu’il n’y a pas de différence significative entre les différentes transformations de
l’IDF .
Enfin Normalization Factor est utilisé pour éliminer l’impact de la taille des do-
cuments, les auteurs utilisent une normalisation cosinus pour que les valeurs des
poids soient comprises entre 0 et 1.
Plutôt que de considérer l’ensemble des autres classes du corpus comme une seule
méta-classe, d’autres approches vont considérer l’ensemble des classes séparément.
3.3.2 Les méthodes non binaires
Les approches non binaires reposent sur le postulat qu’il existe une différence entre
un descripteur qui apparait dans un grand nombre de classes et un descripteur
qui apparait dans un nombre restreint de classes. Un descripteur significatif est
un descripteur qui [89] :
• Doit apparaitre fréquemment dans une classe donnée ;
• Doit apparaitre dans peu de documents ;
• Doit être distribué de façon équivalente dans l’ensemble de la collection ;
• Doit être distribué de façon inégale entre les classes ;
• Ne doit pas être distribué de façon différente dans les documents au sein d’une
même classe.
Pour mesurer cela, les auteurs dans [89] étendent les travaux initiés dans [88]
et introduisent les notions inter-classes, intra-classe et in-collection (dans tout le
corpus) à travers trois types de distribution :
• Le facteur inter-classes Inter-class Stantard Deviation qui sera élevé pour les
descripteurs apparaissant dans toutes les classes, mais à des fréquences inégales.
Il est indépendant des classes.
• Le facteur intra-classe Class Stantard Deviation qui sera faible si (1) le nombre
d’occurrences du descripteur est similaire dans l’ensemble des documents de la
classe ou (2) le descripteur apparait rarement dans la classe. Il est propre à
chaque classe.
• Le facteur in-collection Standard Deviation qui sera faible si (1) le nombre d’oc-
currences du descripteur est similaire dans l’ensemble des documents du corpus
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ou (2) le descripteur apparait rarement dans le corpus. Il est indépendant des
classes.
Le poids final d’un descripteur est calculé par multiplication des trois éléments
et des coefficients sont utilisés pour modifier l’impact de ces facteurs.
Des pondérations dérivées du TF .IDF ou de Okapi-BM25 ont aussi été utilisées.
Ces pondérations sont des analogies transposées au niveau des documents et des
classes (un DF , Document Frequency, à la place du TF , un ICF , Inverse Class
Frequency, à la place d’un IDF ). Elles sont utilisées en complément [87] ou en
remplacement de l’IDF [49, 190].
3.4 Discussion
Au regard des différents travaux, il apparait qu’il n’existe pas d’approche ou de
pondérations qui feraient consensus. Les auteurs dans [33] concluent que le TF.χ2
et TF.gain ratio donnent de meilleurs résultats que TF.information gain et qu’en
général, les résultats des macro moyennes sont supérieurs au TF.IDF mais pas
les micro moyennes. Les auteurs dans [35] montrent que le TF.χ2 est plus per-
formant que le TF.IDF avec une approche de classification de documents basée
sur SVM alors que [33] montre l’inverse (TF.IDF plus performant que TF.χ2 et
que les autres approches pourtant plus complexes).
Dans [81], les auteurs se demandent si les approches de pondérations supervisées
donnent de meilleurs résultats que les approches de pondérations non supervi-
sées dans un contexte de classification de documents. Des comparaisons partielles
ont été réalisées dans [33] et [156] et n’ont pas permis de tirer de conclusions
franches et définitives. De même les conclusions de [35] sont contraires à celles
de [79]. Dans [156], les auteurs estiment la proportion de documents contenant le
descripteur tk avec une estimation fondée sur la méthode Wilson [179]. Si les ex-
périmentations donnent de meilleurs résultats avec cette approche plutôt qu’avec
des pondérations TF.IDF et gain ratio, elles ne montrent pas, en revanche, que
les méthodes de pondérations supervisées donnent de meilleurs résultats que les
approches de pondérations non supervisées. Dans [51], les auteurs proposent de
combiner méthode d’optimisation et méthode des plus proches voisins pour ajus-
ter le poids. Le principal inconvénient de cette approche est le temps nécessaire
pour affiner le poids.
Dans [81], les auteurs arrivent à la conclusion que les méthodes de pon-
dérations (qu’elles soient supervisées ou non-supervisées) donneront
des résultats différents sur 2 corpus différents ou avec 2 algorithmes
différents.
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La seconde question que posent les auteurs dans [81] est de savoir si les différences
de résultats entre approches de pondérations supervisées et non supervisées sont
en lien avec les algorithmes de classification utilisée sans parvenir à une conclu-
sion franche puisqu’il semblerait que les performances varient en fonction des
pondérations et non en fonction du type de pondération, mais que les conclusions
seront de toute façon différentes en fonction du corpus.
Comme nous venons de le voir, la prise en compte d’une pondération au niveau
d’une classe peut reposer sur deux éléments, l’un est toujours présent, il s’agit de
la représentation du descripteur au sein de la classe étudiée. Nous parlerons de
pondération intra-classe dans la suite du manuscrit. Le second élément est uti-
lisé dans les pondérations dites supervisées en utilisant en complément du poids
intra-classe, la représentation des descripteurs au sein des autres classes. Nous
parlerons de pondération inter-classes dans la suite du manuscrit. Le poids global
est obtenu par la multiplication des deux pondérations intra-classe et inter-classes.
Pour le calcul du poids intra-classe, il est possible de regrouper les différentes
pondérations en deux catégories, celles basées sur la fréquence des descripteurs
(Term-Frequency) et celles basées sur la fréquence de documents (Document-
Frequency). Pour chacune, il existe des dérivés et des transformations par ap-
plication de fonctions mathématiques ou par addition de variables numériques,
mais la base est invariablement distincte, soit on considère la fréquence des do-
cuments, soit on considère la fréquence des descripteurs. Ainsi se focaliser sur
l’un se fera toujours au détriment de l’autre et impliquera de privilégier l’une des
représentations au détriment de l’autre. Prenons un exemple, considérons une
classe Canidae qui contiendrait 3 documents composés des descripteurs "chien",
"mammifère" et "compagnie" avec une fréquence variable comme illustrée dans le
tableau 3.1.
Table 3.1: Classe Canidae
Classe Document chien mammifère compagnie
Canidae
can_1 3 6 1
can_2 2 0 1
can_3 1 0 1
Si nous utilisons une approche basée sur le descripteur, nous allons considérer
que les descripteurs "chien" et "mammifère" apparaissent aussi fréquemment l’un
que l’autre (6 fois) et plus fréquemment que le descripteur "compagnie" (3 fois).
À l’inverse si nous utilisons une approche basée sur les documents, nous allons
considérer que les descripteurs "chien" et "compagnie" apparaissent aussi fréquem-
ment au sein des documents l’un que l’autre (3 documents) et plus fréquemment
que le descripteur "mammifère" (1 seul document). Dans les deux cas, nous nous
apercevons que nous allons considérer que le descripteur "chien" qui est présent
fréquemment dans de nombreux documents est aussi représentatif qu’un autre
descripteur qui apparait soit aussi fréquemment, mais dans peu de documents
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(le descripteur "mammifère"), soit dans autant de documents, mais avec une fré-
quence bien moindre (le descripteur "compagnie"). Nous présentons dans la Sec-
tion 4.2 des mesures permettant de combiner les deux approches afin de prendre
en compte simultanément la fréquence du descripteur et la fréquence du docu-
ment.
Concernant les approches supervisées, nous observons aussi cette distinction en
deux catégories différentes lors du calcul du poids inter-classe. Les approches bi-
naires vont se concentrer sur les documents alors que les approches non-binaires
vont se focaliser sur les classes. Nous pourrions nous attendre à ce que les ap-
proches non-binaires soient plus performantes que les approches binaires dans la
mesure où les informations complémentaires sont utilisées de façon plus fines et
précises. En effet, dans une approche binaire, nous allons considérer l’ensemble
des autres classes comme étant une seule et même classe négative alors que dans
une approche non-binaire nous allons considérer chaque classe comme autant de
classes négatives. Intuitivement, nous pouvons supposer qu’un descripteur appa-
raissant de façon régulière dans l’ensemble des classes négatives soit moins repré-
sentatif qu’un descripteur apparaissant globalement plus fréquemment, mais dans
une seule classe négative. Néanmoins, en perdant la notion de documents pour
ne garder que celle de classe, nous perdons la vision de la représentation au sein
de chaque classe. Intuitivement, nous pourrions aussi supposer qu’un descripteur
apparaissant de façon régulière dans l’ensemble des documents d’une seule classe
négative soit moins représentatif qu’un descripteur apparaissant globalement dans
moins de documents, mais dans l’ensemble des classes négatives.
Si nous reprenons notre exemple illustratif. Considérons que nos trois descripteurs
("chien", "mammifère" et "compagnie") apparaissent aussi au sein de documents
appartenant à des classes différentes que la classe Canidae, par exemple Felidae
et Bovidae. La fréquence des descripteurs est illustrée dans le tableau 3.2. Lors
de la pondération inter-classe, nous cherchons à valoriser les descripteurs qui sont
rares à l’extérieur de la classe étudiée (Canidae dans notre exemple). Pour rappel,
plus ils sont rares dans le reste des classes du corpus et plus ils seront spécifiques
(et donc pertinents) pour la classe étudiée.
Table 3.2: Classes Felidae et Bovidae
Classe Document chien mammifère compagnie
Felidae
fel_1 1 1 1
fel_2 1 0 1
fel_3 0 0 1
fel_4 0 0 1
Bovidae bov_1 0 1 0
Si nous utilisons une approche basée sur le document, nous allons considérer que
les descripteurs "chien" et "mammifère" apparaissent aussi peu fréquemment l’un
que l’autre (dans 2 documents) et moins fréquemment que le descripteur "compa-
gnie" (4 documents). À l’inverse si nous utilisons une approche basée sur la classe,
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nous allons considérer que les descripteurs "chien" et "compagnie" apparaissent
dans autant de classe (1 classe) et dans moins de classe que le descripteur "mam-
mifère" (qui apparait dans les 2 classes). Là aussi, dans les deux cas, nous allons
considérer que le descripteur "chien" qui est présent peu fréquemment et dans
peu de documents à l’extérieur de la classe Canidae est aussi représentatif qu’un
autre descripteur qui apparait soit aussi fréquemment, mais dans plus de classes
(le descripteur "mammifère"), soit dans autant de classes, mais dans un nombre
bien plus important de documents (le descripteur "compagnie"). Nous présentons
dans la Section 4.4 et démontrons expérimentalement dans le Chapitre 5 qu’une
mesure combinant linéairement les 2 approches peut s’avérer pertinente. De plus,
les mesures proposées se focalisent soit sur les documents, soit sur les classes.
Nous pensons aussi que le descripteur peut être porteur d’une information inté-
ressante en complément pour différencier des descripteurs apparaissant dans un
nombre similaire de classes et dans un nombre similaire de documents, mais à des
fréquences différentes.
Chapitre
4 Vers l’intégration de nouvelles
pondérations
Les différentes pondérations utilisées dans la littérature sont fondées sur des hy-
pothèses qui les rendent performantes pour un type de corpus donné et notre
objectif est de définir le poids d’un descripteur donné pour une classe donnée qui
soit performant dans un contexte de petits volumes.
Considérons le corpus exemple présenté dans le tableau 4.1. Il est composé de
3 classes (Bovidae, Canidae et Felidae), chacune d’elles étant composée de 3
documents. Pour la présentation des mesures, nous considérons un corpus exemple
équilibré (nous discutons du déséquilibre entre classes dans le Chapitre 10).














Dans le tableau 4.1, le document bov_1 par exemple fait référence au premier
document de la classe Bovidae et contient 8 descripteurs, 3 fois le descripteur
"yack" et 1 fois les descripteurs "animal", "compagnie", "bœuf", "génisse" et "va-
chette". Le corpus exemple est donc composé de 3 classes, de 9 documents, de 49
descripteurs et de 21 descripteurs uniques (qui composent le dictionnaire).
Nous souhaitons mesurer l’importance de chaque descripteur par rapport à une
classe donnée que nous utiliserons lors de la classification pour déterminer la classe
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d’un document non labélisé. Pour cela nous cherchons à pondérer chacun des des-
cripteurs du dictionnaire pour chacune des classes. Par exemple, nous cherchons
le poids du descripteur "animal" pour la classe Bovidae, mais aussi le poids du
même descripteur "animal" pour la classe Canidae et la classe Felidae, les trois
poids pouvant potentiellement être différents. Notre proposition repose sur une
combinaison entre le poids intra-classe du descripteur (ce que représente le des-
cripteur "animal" pour la classe Bovidae) et le poids inter-classe du descripteur
(ce que représente le descripteur "animal" dans les autres classes).
Après avoir présenté l’intuition de notre proposition (Section 4.1), nous présen-
tons une méthode pour évaluer le poids intra-classe (Section 4.2) et le poids
inter-classes (Section 4.3). Puis nous définissons une mesure globale reposant sur
une combinaison linéaire des poids intra-classe et inter-classes (Section 4.4) avant
de conclure ce chapitre par une discussion sur les avantages de notre proposition
(Section 4.5).
4.1 Proposition de nouvelles pondérations
Au regard du schéma illustrant tout corpus, notre intuition de base est que la
pondération d’un descripteur pour une classe donnée dépend de cinq facteurs :
1. Le descripteur revient-il fréquemment ou peu fréquemment dans la classe ?
2. Le descripteur apparait-il dans beaucoup ou peu de documents de la classe ?
3. Le descripteur apparait-il dans beaucoup ou peu d’autres classes ?
4. Le descripteur apparait-il dans beaucoup ou peu de documents au sein des
autres classes ?
5. Le descripteur revient-il fréquemment ou peu fréquemment dans les autres
classes ?
Ces cinq facteurs nous permettent d’obtenir une vision exhaustive de la représen-
tation d’un descripteur donné pour une classe donnée, quelque soit la composition
du corpus. En effet, comme écrit précédemment, deux descripteurs peuvent être
utilisés un même nombre de fois, mais dans un nombre de documents différents
ou au contraire apparaitre dans un même nombre de documents, mais un nombre
différent de fois. De la même façon, ils peuvent être utilisés un même nombre de
fois dans un nombre de classes identiques, mais dans un nombre de documents
différents (ou toute autre combinaison possible de ces trois facteurs).
Nous pouvons observer cinq éléments qui permettent de mesurer les cinq facteurs
cités précédemment.
1. Les documents de la classe étudiée ;
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2. Les descripteurs de la classe étudiée ;
3. Les autres classes ;
4. Les documents des autres classes ;
5. Les descripteurs des autres classes.
Il est possible de regrouper ces éléments en deux catégories, selon qu’ils concernent
la classe étudiée (items 1 et 2) ou qu’ils concernent les autres classes du corpus
(items 3, 4, 5). Ces deux catégories correspondent aux notions d’intra-classe (au
sein de la classe) et d’inter-classes (au sein des autres classes) comme résumé
dans le tableau 4.2.
Table 4.2: Tableau récapitulatif des éléments
Éléments Périmètre Catégories
documents classe étudiée intra-classe
descripteurs classe étudiée intra-classe
classes autres classes inter-classes
documents autres classes inter-classes
descripteurs autres classes inter-classes
Dans la section suivante, nous nous intéressons, pour commencer, à la définition
d’un poids intra-classe.
4.2 La représentation intra-classe
Nous avons précisé dans la section précédente que nous pouvions utiliser deux
éléments pour calculer le poids intra-classe d’un descripteur : les documents et
les descripteurs.
Dans cette section, nous présentons tout d’abord une pondération intra-classe
fondée sur le document que nous appelons intra-classeDF (Section 4.2.1) puis
une pondération intra-classe fondée sur le descripteur que nous appelons poids
intra-classeTF (Section 4.2.2). Pour illustrer nos propos, nous nous appuierons
sur le corpus exemple présenté en introduction de chapitre.
4.2.1 Intra-classeDF
Dans un premier temps, nous proposons une méthode de pondération fondée
sur la fréquence de documents du descripteur dans la classe comme décrite dans
[49]. Nous appelons cette pondération intra-classeDF puisqu’elle se base sur la
fréquence de documents (DF : Document Frequency) et nous la formalisons dans
la Définition n˚ 1.
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Intra-classeDfij : Pondération mesurant la représentativité du descripteur
ti pour la classe Cj fondée sur la fréquence des documents de la classe Cj




• DF jti correspond au nombre de documents de la classe Cj qui
contiennent le descripteur ti et
• |dj| correspond au nombre total de documents de la classe Cj
Définition 1 (Intra-classeDFij )
Par exemple, nous calculons les poids intra-classeDF pour les descripteurs "mi-














= 33 = 1
Exemple 1 (intra-classeDFminou,Felidae et intra-classeDFcompagnie,Felidae)
Dans notre exemple, "compagnie" est considéré comme plus représentatif que "mi-
nou" (1 > 0.67). Avec cette pondération, nous considérons que le descripteur le
plus représentatif d’une classe n’est pas nécessairement le descripteur le plus fré-
quemment utilisé dans la classe, mais celui utilisé dans le plus grand nombre de
documents de la classe. Une telle mesure peut se révéler particulièrement perti-
nente pour le traitement de documents de longueurs déséquilibrées puisque dans
ce cas, les descripteurs présents dans les documents de plus grandes tailles au-
ront un impact similaire aux descripteurs présents dans les plus petits documents.
Néanmoins la pondération lntra-classeDF a pour effet de lisser la réalité des des-
cripteurs au sein de chaque document et d’occulter une information pourtant im-
portante. Dans notre exemple, le descripteur "minou" bien qu’apparaissant deux
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fois plus souvent va être considéré comme moins représentatif de la classe Felidae
que le descripteur "compagnie", car il apparait dans un nombre de documents
moindre. De plus, avec les classes composées d’un faible nombre de documents,
l’impact de la fréquence de documents dans les classes les moins pourvues sera
disproportionné par rapport aux classes les plus fournies. Ainsi, nous proposons
une autre méthode de pondération fondée sur le descripteur plutôt que sur le
document dans la section suivante.
4.2.2 Intra-classeTF
Avec cette pondération, nous considérons la fréquence du descripteur plutôt que
la fréquence du document et nous appelons cette pondération intra-classeTF
puisqu’elle est fondée sur la fréquence du terme (TF : Term Frequency) et nous
la formalisons dans le Définition n˚ 2.
Intra-classeTfij : Pondération mesurant la représentativité du descripteur
ti pour la classe Cj fondée sur la fréquence des termes de la classe Cj




• TF jti correspond au nombre d’occurrences du descripteur ti de la classe
Cj et
• |nj| correspond au nombre total de descripteurs de la classe Cj
Définition 2 (Intra-classeTFij )
Si nous reprenons notre exemple, nous calculons les poids intra-classeTF pour












= 318 = 0.17
Exemple 2 (intra-classeTFminou,Felidae et intra-classeTFcompagnie,Felidae)
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Dans notre exemple, selon la pondération intra-classeTF , "minou" est considéré
comme plus représentatif que "compagnie" (0.33 > 0.17) pour la classe Felidae.
Avec cette pondération, nous considérons que le descripteur le plus représentatif
d’une classe est le descripteur le plus fréquemment utilisé dans la classe, indépen-
damment du nombre de documents qui contient le descripteur. Une telle mesure
peut se révéler particulièrement inadaptée pour le traitement de documents de
longueurs déséquilibrées puisque, dans ce cas, les descripteurs présents dans les
documents de plus grandes tailles auront un impact disproportionné par rapport
aux descripteurs présents dans les plus petits documents.
Dans cette section, nous venons de définir deux mesures intra-classeDF et intra-
classeTF permettant de mesurer la représentativité d’un descripteur au sein d’une
classe. Ces deux mesures prises indépendamment affichent des limites selon les
corpus étudiés. Nous verrons ultérieurement dans la section 4.4 comment les cu-
muler afin de gommer leurs biais respectifs.
Nous avons établi à la Section 4.1, qu’un poids pertinent pour un descripteur
donné d’une classe donnée était composé à la fois de sa représentation intra-classe,
que nous venons d’étudier, mais également de sa représentation inter-classes. Nous
étudions cette représentation inter-classes dans la section suivante.
4.3 La représentation inter-classes
Pour évaluer le poids inter-classes d’un descripteur donné pour une classe donnée,
la pondération inter-classes va se focaliser sur le comportement du descripteur
dans les autres classes que la classe étudiée. Avec la pondération inter-classes,
nous cherchons à valoriser non pas les descripteurs qui apparaissent fréquemment
dans le reste du corpus, mais les descripteurs qui sont rares : l’idée sous-jacente
étant que plus ils sont rares dans le reste du corpus et plus ils seront spécifiques
et donc discriminants pour la classe étudiée.
Dans la section 4.1, nous sommes parvenus à la conclusion que le poids d’un
descripteur pouvait dépendre de cinq facteurs, dont deux permettent de mesurer
le poids intra-classe et les trois autres le poids inter-classes (tableau 4.3).
Table 4.3: Tableau récapitulatif des pondérations
Eléments Périmètre Catégories Pondérations Référence
documents classe étudiée intra-classe intra-classeDF Section 4.2.1
descripteurs classe étudiée intra-classe intra-classeTF Section 4.2.2
classes autres classes inter-classes
documents autres classes inter-classes
descripteurs autres classes inter-classes
Nous présentons dans cette section trois pondérations inter-classes en commen-
çant par une pondération fondée sur les classes.
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4.3.1 Inter-classesICF
Nous proposons une première méthode que nous nommons inter-classesICF (Dé-
finition n˚ 3) et qui s’appuie sur l’inverse de la fréquence de classe (ICF : Inverse
Class Frequency).
Inter-classesICFij : Pondération mesurant l’inverse de la représentativité
du descripteur ti pour les classes autres que Cj en se basant sur les classes.




• |C| correspond au nombre total de classes du corpus et
• |Cti| correspond au nombre de classes du corpus qui contient le des-
cripteur ti
Définition 3 (Inter-classesICFij )
La fonction logarithme est utilisée pour diminuer les écarts et donc l’influence
entre les poids inter-classes comme cela est fait notamment dans les approches
TF -IDF . Cette méthode, fondée sur le nombre de classes du corpus qui contiennent
le descripteur, a été utilisée dans [49].
Pour illustrer, nous reprenons notre exemple (que nous rappelons pour des raisons
de lisibilité dans le tableau 4.4) et que nous évaluons, toujours pour la classe
Felidae, la pondération inter-classesICF des descripteurs "minou" et "compagnie"
(Exemple n˚ 3).
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inter-classesICFminou,Felidae
= log2( |C||Cminou|)










Exemple 3 (inter-classesICFminou,Felidae et inter-classesICFcompagnie,Felidae)
Dans notre exemple, le descripteur "compagnie" qui apparait dans toutes les
classes sera pondéré avec une importance moindre que le descripteur "minou"
qui n’apparait que dans une seule classe (0 < 1.58). Le descripteur "minou" est
plus spécifique et ainsi porteur de plus d’information pour des tâches de recherche
d’information. Le principe est similaire à celui de l’IDF mais transposé à la classe.
Cependant, nous estimons que cette approche, qui consiste à considérer la pré-
sence ou l’absence d’un descripteur dans une classe sans prendre en compte la
fréquence, est trop restrictive, car il suffit qu’un descripteur soit utilisé une seule
fois dans un seul document d’une classe pour le considérer comme représentatif
de la classe. Nous pensons par exemple, que l’approche inter-classesICF sera trop
restrictive dans les cas de figure suivants :
• Présence de classes sémantiquement proches : des classes proches sémantique-
ment vont partager un grand nombre de descripteurs en commun, mais à des
fréquences potentiellement différentes.
• Présence d’un grand nombre de descripteurs par classe (lié à un grand nombre
de documents ou à des documents très longs) : plus le nombre de descripteurs
est important, plus la probabilité qu’un descripteur apparaisse au moins une
fois par classe est forte.
Suite à ces observations, nous proposons de considérer également l’absence ou la
présence d’un descripteur, mais au niveau des documents.
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4.3.2 Inter-classesIDF
Nous pensons qu’observer et mesurer le comportement d’un descripteur au travers
des documents des autres classes peut permettre d’obtenir une vision plus fine.
Nous proposons une deuxième méthode que nous nommons inter-classesIDF (Dé-
finition n˚ 4) et qui se base sur l’inverse de la fréquence de documents (IDF :
Inverse Document Frequency).
Inter-classesIDFij : Pondération mesurant l’inverse de la représentativité
du descripteur ti pour les classes autres que Cj en se basant sur les
documents.




• |d| est le nombre de documents total dans l’ensemble du corpus
• |d ∈ Cj| est le nombre de documents total de la classe Cj
• |d : ti| est le nombre de documents dans l’ensemble du corpus qui
contiennent le descripteur ti
• |d : ti ∈ Cj| est le nombre de documents de la classe Cj qui contiennent
le descripteur ti
• Ajouter 1 permet d’éviter toute erreur quand ti est utilisé uniquement
dans Cj (quand |d : ti| − |d : ti ∈ Cj| = 0)
Définition 4 (Inter-classesIDFij )
L’idée générale est de diviser le nombre de documents n’appartenant pas à la
classe étudiée (que nous obtenons en soustrayant le nombre de documents de
la classe étudiée au nombre total de documents du corpus) par le nombre de
documents n’appartenant pas à la classe étudiée qui comporte le descripteur ti
(que nous obtenons en soustrayant le nombre de documents de la classe étudiée
qui contiennent ti au nombre total de documents du corpus qui contiennent ti).
Nous reprenons notre exemple et nous évaluons, toujours pour la classe Felidae, la
pondération inter-classesIDF des descripteurs "minou" et "compagnie" (Exemple
n˚ 4).
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inter-classesIDFminou,Felidae
= log2( |d|−|d∈CFelidae|+1|d:tminou|−|d:tminou∈CFelidae|+1)










Exemple 4 (inter-classesIDFminou,Felidae et inter-classesIDFcompagnie,Felidae)
Bien que corrigeant certains biais introduits par la pondération inter-classesICF ,
la pondération inter-classesIDF possède elle aussi quelques limites. En effet, en
occultant la notion de classe pour nous concentrer sur la notion de document,
nous considérons de la même façon un descripteur qu’il soit très fréquemment
présent dans une seule classe ou repartie de façon uniforme entre les classes. De
plus, en cas de corpus fortement déséquilibré (lorsqu’une classe possède bien plus
de documents que les autres), les pondérations seront très fortement influencées
par la classe majoritaire (celle qui possède le plus de documents). Au même titre
que les pondérations intra-classes présentées en Section 4.2, nous nous apercevons
qu’il n’existe pas de pondération inter-classes qui soit sans biais indépendamment
du corpus. Nous proposons une combinaison des pondérations inter-classes dans
la Section 4.4 mais auparavant, nous proposons une troisième pondération inter-
classes qui serait fondée sur les descripteurs et que nous présentons dans la section
suivante.
4.3.3 Inter-classesITF
Nous pouvons aussi mesurer le comportement d’un descripteur au sein des autres
classes du corpus indépendamment des documents ou des classes.
Nous nommons cette troisième méthode inter-classesITF (Définition n˚ 5). Celle-
ci se base sur l’inverse de la fréquence de termes (ITF : Inverse Term Frequency).
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Inter-classesITFij : Pondération mesurant l’inverse de la représentativité
du descripteur ti pour les classes autres que Cj en se basant sur les
descripteurs.




• |t| est le nombre de descripteurs total dans l’ensemble du corpus
• |t ∈ Cj| est le nombre de descripteurs total de la classe Cj
• |ti| est le nombre d’occurrences du descripteur ti dans l’ensemble du
corpus
• |ti ∈ Cj| est le nombre d’occurrences du descripteur ti dans la classe
Cj
• Ajouter 1 permet d’éviter toute erreur quand ti est utilisé uniquement
dans Cj (quand |ti| − |ti ∈ Cj| = 0)
Définition 5 (Inter-classesITFij )
Pour illustrer, nous complétons notre exemple avec la pondération inter-classesITF













Exemple 5 (inter-classesITFminou,Felidae et inter-classesITFcompagnie,Felidae)
Bien que rarement utilisée dans la littérature, nous pensons que cette pondération
peut être utile lorsque la répartition au sein des classes ou des documents est trop
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similaire tout en sachant que ce cas de figure sera assez rare. De plus, en cas de
corpus fortement déséquilibré, les pondérations seront très fortement influencées
par la classe majoritaire (celle qui possède le plus de mots). Nous résumons les
différentes pondérations dans le tableau 4.5.
Table 4.5: Tableau récapitulatif des pondérations
Eléments Périmètre Catégories Pondérations Référence
documents classe étudiée intra-classe intra-classeDF Section 4.2.1
descripteurs classe étudiée intra-classe intra-classeTF Section 4.2.2
classes autres classes inter-classes inter-classesICF Section 4.3.1
documents autres classes inter-classes inter-classesIDF Section 4.3.2
descripteurs autres classes inter-classes inter-classesITF Section 4.3.3
Chacune de ces cinq pondérations est accompagnée d’un certain nombre de biais
induits par la manière dont elles sont calculées. Pour autant, elles sont toutes
porteuses d’une information pertinente représentative de la réalité du corpus et
sont toutes complémentaires. C’est pourquoi nous discutons et présentons dans
la section suivante une solution pour construire un poids global reposant sur une
combinaison des cinq pondérations définies dans ce chapitre.
4.4 Vers une pondération globale
4.4.1 Les cinq composants d’une pondération globale
Tout au long de ce chapitre, nous avons calculé des scores pour deux descripteurs
donnés ("minou" et "compagnie") d’une classe donnée (Felidae) à partir de notre
corpus exemple pour illustrer les différentes pondérations. Ces pondérations, cal-
culées indépendamment les unes des autres, sont récapitulées dans le tableau 4.6.
Table 4.6: Récapitulatif des pondérations calculées pour "minou" et
"compagnie" pour la classe Felidae
intra-classe inter-classes
Classe Descripteur DF TF ICF IDF ITF
Felidae minou 0.67 0.33 1.58 2.81 5compagnie 1 0.17 0 0.49 2.68
Or notre objectif est de définir un seul poids pour un descripteur donné d’une
classe donnée et non cinq poids différents. Considérons le tableau 4.7 qui reporte
l’ensemble des pondérations pour notre corpus.
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Table 4.7: Récapitulatif des pondérations intra et inter-classes
intra-classe inter-classes
Classe Descripteur DF TF ICF IDF ITF
Bovidae
animal 1 0.23 0 0 2.40
compagnie 0.33 0.08 0 0 2.40
bœuf 0.67 0.15 1.58 2.81 5.21
génisse 0.33 0.08 1.58 2.81 5.21
taureau 0.33 0.08 1.58 2.81 5.21
vachette 0.33 0.08 1.58 2.81 5.21
yack 0.67 0.31 1.58 2.81 5.21
Canidae
animal 1 0.17 0 0 2.19
chien 0.33 0.06 1.58 2.81 5
chienne 0.33 0.06 1.58 2.81 5
chiot 0.67 0.17 1.58 2.81 5
compagnie 1 0.17 0 0.49 2.68
medor 0.33 0.06 1.58 2.81 5
milou 0.33 0.06 1.58 2.81 5
pif 0.33 0.06 1.58 2.81 5
rantanplan 0.33 0.06 1.58 2.81 5
toutou 0.67 0.17 1.58 2.81 5
Felidae
animal 1 0.17 0 0 2.19
chat 0.33 0.06 1.58 2.81 5
compagnie 1 0.17 0 0.49 2.68
matou 1 0.22 1.58 2.81 5
minet 0.33 0.06 1.58 2.81 5
minou 0.67 0.33 1.58 2.81 5
Cet exemple nous permet de mettre en évidence un certain nombre de propriétés
concernant les pondérations :
1. Les pondérations ont un ordre de grandeur différent :
• les pondérations intra-classes sont toujours inférieures ou égales à 1 ;
• les pondérations inter-classes sont potentiellement supérieures à 1.
2. L’ordre de grandeur des variations au sein d’une même pondération est
différent selon la pondération :
• intra-classeDF varie généralement plus que intra-classeTF ;
• inter-classesITF varie généralement plus que inter-classesIDF , lui-même
variant généralement plus que inter-classesICF .
3. Les pondérations intra-classes ont un ordre de grandeur différent ;
4. Les pondérations inter-classes ont un ordre de grandeur différent.
Concernant le point 1 (les pondérations ont un ordre de grandeur différent), les
cinq pondérations reposent sur la division de deux éléments. Or si le numérateur
est inférieur au dénominateur, le résultat est inférieur à 1, dans le cas contraire
il est supérieur à 1. Dans le cas des pondérations inter-classes, le numérateur
est toujours inférieur ou égal au dénominateur, car nous divisons le nombre de
descripteur ti ou de documents contenant ti dans la classe par le nombre total de
descripteurs ou de documents de la classe. Ainsi, les pondérations intra-classes
seront toujours bornées théoriquement entre 0 (si le descripteur n’apparait pas,
le numérateur vaut 0) et 1 (si le descripteur apparait dans tous les documents
alors le numérateur est égal au dénominateur ou encore s’il n’y avait qu’un seul
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descripteur dans la classe 1). À l’inverse, dans les pondérations inter-classes, le
numérateur est toujours supérieur ou égal au dénominateur, car nous divisons le
nombre de classes, documents ou descripteurs par le nombre de classes ou de docu-
ments contenant ti ou par le nombre d’occurrences de ti. Le résultat de la division
est donc compris entre 1 (si le descripteur apparait dans toutes les classes, tous
les documents ou lorsqu’il n’y a qu’un seul descripteur dans le reste des classes
du corpus 2) et l’infini (ou plus précisément le nombre de classes, documents ou
descripteurs). La fonction logarithme appliquée sur des valeurs comprises entre 1
et l’infini donne des résultats compris entre 0 et l’infini. Les pondérations inter-
classes sont donc mathématiquement comprises entre 0 et l’infini. Plus précisé-
ment, par application de la fonction logarithme binaire, les valeurs inter-classes
seront supérieures (resp inférieures) à 1 si le ratio entre le numérateur et le déno-
minateur est supérieur (resp inférieur) à 2.
Concernant le point 2 (l’ordre de grandeur des variations au sein d’une même
pondération est différent), l’explication tient à la relation liant descripteurs, do-
cuments et classes. Dans la mesure où il est acquis qu’une classe sans document
et un document sans descripteur ne doivent pas exister, une classe sera compo-
sée d’un ou plusieurs documents (probablement plusieurs) et un document sera
lui même composé d’un ou plusieurs descripteurs (probablement plusieurs éga-
lement). Il n’est donc pas possible d’avoir plus de classes que de documents, ni
plus de documents que de descripteurs et généralement le nombre de descripteurs
sera très largement supérieur au nombre de documents, lui-même étant supérieur
au nombre de classes. Pour rappel, le corpus exemple est composé de 3 classes, 9
documents et 49 descripteurs.
Ainsi, ajouter une classe supplémentaire aura plus d’impact qu’ajouter un docu-
ment supplémentaire. De même que l’ajout d’un descripteur supplémentaire aura
un impact moindre.
Concernant les points 3 et 4, le nombre de classes, de documents et de descrip-
teurs étant très différent, les pondérations calculées à partir de ceux-ci le seront
tout autant à moins de respecter parfaitement les mêmes proportions (ce qui est
improbable). De plus, s’il est tout à fait envisageable d’avoir une pondération
intra-classeDF égale à 1 (qui implique que le descripteur soit utilisé dans tous les
documents de la classe), il est inenvisageable que la pondération intra-classeTF
de ce même descripteur soit égale à 1 (qui impliquerait qu’il n’y ait qu’un seul
descripteur dans la classe). En outre, dans la pratique, le nombre de descripteurs
étant largement supérieur au nombre de documents, intra-classeTF tendra plus
fréquemment vers 0 que intra-classeDF .
De même pour le point 4, la probabilité que la pondération inter-classesICF soit
égale à 0 (impliquant que le descripteur soit utilisé dans toutes les classes) est
1. ce cas-là étant hautement improbable dans la pratique
2. ce cas-là étant lui aussi hautement improbable dans la pratique
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beaucoup plus élevée que la probabilité que la pondération inter-classesIDF soit
égale à 0 (impliquant que le descripteur soit utilisé dans tous les documents des
autres classes). Enfin, la valeur maximum des poids intra-classes est égale au loga-
rithme du nombre d’éléments (soit de descripteurs, de documents ou de classes).
Le nombre de descripteurs étant en général largement supérieur au nombre de
documents, lui-même largement supérieur au nombre de classes et la fonction
logarithme étant strictement croissante, alors la valeur maximum potentielle de
inter-classesITF est supérieure à celle de inter-classesIDF , elle même supérieure
à celle de inter-classesICF .
Ces propriétés ont deux conséquences quant au calcul du poids global. Il n’est
pas possible de les combiner en l’état, car :
1. la pondération globale sera influencée par les pondérations ayant les plus
fortes valeurs et les plus fortes variations
2. la pondération globale sera plus influencée par les poids inter-classes (3 pon-
dérations) que par les poids intra-classes (2 pondérations)
Pour atténuer ces différentes spécificités, nous proposons d’ajouter deux traite-
ments :
1. normaliser indépendamment chaque pondération et les ramener dans un
même ordre de grandeur (par exemple entre 0 et 1) afin de limiter les effets
induits par les différences de valeurs et de variations.
2. scinder notre mesure globale en deux mesures (que nous qualifierons de
mesures locales par opposition à globale), l’une qui regrouperait les pondé-
rations intra-classes, l’autre qui regrouperait les pondérations inter-classes
et de considérer les deux mesures locales avec la même importance dans la
pondération globale.
Nous étudions dans la Section 4.4.2 la normalisation des pondérations. La mesure
globale prenant en compte le second traitement sera détaillée en Section 4.4.3.
4.4.2 La normalisation
Notre objectif est de normaliser les différentes pondérations afin de les rendre
comparables. La solution la plus pertinente est d’extraire les maximums des cinq
pondérations sur l’ensemble du corpus puis de normaliser chaque pondération
par son maximum (intra-classeDF divisé par le maximum intra-classeDF , intra-
classeTF divisé par le maximum intra-classeTF ...). Nous ajoutons le suffixe -
Norm au nom des pondérations pour faire référence à la version normalisée (par
exemple la définition de la pondération intra-classeDF − Norm est donnée ci-
après) 3.
3. Seule la définition de la pondération intra-classeDF − Norm est donnée pour exemple
dans la Définition 6, les quatre autres pondérations normalisées découlant du même processus.
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intra-classeDFij − Norm : Pondération intra-classeDF du descripteur ti
pour la classe Cj obtenue après normalisation.
Avec : intra-classeDFij -Norm =
intra-classeDFij
argmax intra-classeDF
Définition 6 (intra-classeDFij −Norm)
Si la valeur maximum est supérieure à 1 (cas des pondérations inter-classes) alors
les valeurs normalisées seront plus faibles que les valeurs réelles et les écarts entre
valeurs seront moins importants. À l’inverse si la valeur maximum est inférieure
à 1 (cas des pondérations intra-classes) alors les valeurs normalisées seront plus
élevées que les valeurs réelles et les écarts entre valeurs seront plus importants.
Dans tous les cas, les pondérations normalisées seront toutes comprises entre 0 et
1. Si nous reprenons notre exemple, nous extrayons d’abord les maximums (voir
tableau 4.8).
Table 4.8: Extraction des maximums
intra-classe inter-classes
Classe Descripteur DF TF ICF IDF ITF
Bovidae
animal 1 0.23 0 0 2.40
compagnie 0.33 0.08 0 0 2.40
bœuf 0.67 0.15 1.58 2.81 5.21
génisse 0.33 0.08 1.58 2.81 5.21
taureau 0.33 0.08 1.58 2.81 5.21
vachette 0.33 0.08 1.58 2.81 5.21
yack 0.67 0.31 1.58 2.81 5.21
Canidae
animal 1 0.17 0 0 2.19
chien 0.33 0.06 1.58 2.81 5
chienne 0.33 0.06 1.58 2.81 5
chiot 0.67 0.17 1.58 2.81 5
compagnie 1 0.17 0 0.49 2.68
medor 0.33 0.06 1.58 2.81 5
milou 0.33 0.06 1.58 2.81 5
pif 0.33 0.06 1.58 2.81 5
rantanplan 0.33 0.06 1.58 2.81 5
toutou 0.67 0.17 1.58 2.81 5
Felidae
animal 1 0.17 0 0 2.19
chat 0.33 0.06 1.58 2.81 5
compagnie 1 0.17 0 0.49 2.68
matou 1 0.22 1.58 2.81 5
minet 0.33 0.06 1.58 2.81 5
minou 0.67 0.33 1.58 2.81 5
Maximum 1 0.33 1.58 2.81 5.21
Par exemple le maximum de la pondération intra-classeDF vaut 1 et est atteint
pour les descripteurs :
• "animal" de la classe Bovidae
• "compagnie" et "animal" de la classe Canidae
• "matou", "compagnie" et "animal" de la classe Felidae
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Sur la base de notre exemple, le maximum de la pondération intra-classeTF vaut
0.33 et est atteint uniquement pour le descripteur "minou" de la classe Felidae.
Les cinq maximums ainsi obtenus sont :
• argmax intra-classeTF = 1
• argmax intra-classeDF = 0.33
• argmax inter-classesICF = 1.58
• argmax inter-classesIDF = 2.81
• argmax inter-classesITF = 5.21
Puis, nous normalisons les pondérations par les maximums extraits, comme illus-


























Exemple 6 (Pondérations normalisées pour "minou" de la classe Felidae)
Comme nous pouvons le constater dans le tableau 4.9, les pondérations se posi-
tionnent maintenant les unes par rapport aux autres et non plus en fonction du
nombre de classes, de documents ou de descripteurs.
Table 4.9: Pondérations normalisées
intra-classe inter-classes
Classe Descripteur DF-Norm TF-Norm ICF-Norm IDF-Norm ITF-Norm
Bovidae
animal 1 0.69 0 0 0.46
compagnie 0.33 0.23 0 0 0.46
bœuf 0.67 0.46 1 1 1
génisse 0.33 0.23 1 1 1
taureau 0.33 0.23 1 1 1
vachette 0.33 0.23 1 1 1
yack 0.67 0.92 1 1 1
Canidae
animal 1 0.50 0 0 0.42
chien 0.33 0.17 1 1 0.96
chienne 0.33 0.17 1 1 0.96
chiot 0.67 0.50 1 1 0.96
compagnie 1 0.50 0 0.17 0.51
medor 0.33 0.17 1 1 0.96
milou 0.33 0.17 1 1 0.96
pif 0.33 0.17 1 1 0.96
rantanplan 0.33 0.17 1 1 0.96
toutou 0.67 0.50 1 1 0.96
Felidae
animal 1 0.50 0 0 0.42
chat 0.33 0.17 1 1 0.96
compagnie 1 0.50 0 0.17 0.51
matou 1 0.67 1 1 0.96
minet 0.33 0.17 1 1 0.96
minou 0.67 1 1 1 0.96
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À partir de ces pondérations normalisées, nous présentons dans la section sui-
vante deux mesures locales qui permettront de constituer le poids global tout en
respectant l’équilibre entre les poids intra-classes et les poids inter-classes.
4.4.3 Mesure globale
La solution la plus naturelle serait de réaliser une moyenne des pondérations
intra-classeDFij et intra-classeTFij au sein de la mesure intra-classe locale (que
nous nommons intra-classeloc) telle que défini dans la formule 1 et une moyenne
des pondérations inter-classesICFij , inter-classesIDFij et inter-classesITFij au sein
de la mesure inter-classes locale (que nous nommons inter-classesloc) telle que
défini dans la formule 2
intra-classeloc = 12 × intra-classeDFij + 12 × intra-classeTFij
Formule 1 ( intra-classeloc)
inter-classesloc = 13 × inter-classesICFij + 13 × inter-classesIDFij + 13 ×
inter-classesITFij
Formule 2 ( inter-classesloc)
La pondération globale wglobij (Définition n˚ 7) est calculée à partir des cinq pon-
dérations et est obtenue en multipliant la mesure intra-classe locale et la mesure
inter-classes locale.
wglobij : Pondération globale du descripteur ti de la classe Cj calculée
à partir des cinq pondérations intra-classeDFij , intra-classeTFij , inter-
classesICFij , inter-classesIDFij et inter-classesITFij .
Avec : wglobij = intra-classeloc × inter-classesloc
Définition 7 ( wglobij )
Pour illustrer, nous reprenons notre exemple et nous calculons le poids global
wglobminou,Felidae.
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wglobminou,Felidae = (12 × 0.67+ 12 × 1)× (13 × 1+ 13 × 1+ 13 × 0.96) = (0.335+
0.5)× (0.33 + 0.33 + 0.32) = 0.84× 0.98 = 0.82
Exemple 7 (wglobminou,Felidae)
4.4.4 Mesure globale paramétrique
Nous proposons d’affiner encore notre proposition afin de s’adapter au mieux
aux différents types de corpus. En effet, le résultat obtenu pour une pondération
donnée va être influencé par la composition du corpus, comme par exemple :
• le nombre de classes
• le nombre de documents par classe
• le nombre de descripteurs par document
• le déséquilibre entre la taille des documents, du nombre de documents ou de
classes
Nous pensons que les proportions (12 -
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pour les pondérations inter-classes), plutôt que d’être fixées, peuvent être géné-
ralisées sous forme de combinaisons linéaires (Définition n˚ 8). Ceci à l’avantage
d’accentuer (resp de minimiser) le poids de chacun des composantes selon les ca-
ractéristiques des données. Les paramètres et leur influence seront étudiés dans
le Chapitre 5.
intra-classeloc = α× intra-classeTFij + (1− α)× intra-classeDFij
inter-classesloc = β× inter-classesICFij +ω× inter-classesIDFij +(1−β−
ω)× inter-classesITFij
Définition 8 ( intra-classeloc et inter-classesloc paramétriques)
Ces 3 paramètres α, β et ω doivent cependant respecter un certain nombre de
contraintes.
1. α, β et ω doivent être compris entre 0 et 1.
2. β+ω ≤ 1 afin que la somme des coefficients β, ω et 1− β−ω soit toujours
égale à 1.
Le respect de ces contraintes permet de conserver l’équilibre entre les poids intra-
classes et les poids inter-classes dans la pondération globale (le calcul du poids
global étant toujours le produit des deux poids locaux).
Par exemple, nous calculons le poids global wglob(minou,Felidae) avec les paramètres
(α = 0.6, β = 0.6 et ω = 0), puis avec les paramètres (α = 0.5, β = 0.33 et
ω = 33) et enfin avec les paramètres (α = 0, β = 0 et ω = 0).
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α = 0.6, β = 0.6 et ω = 0
wglobminou,Felidae = (0.6× 0.67+ (1− 0.6)× 1)× (0.6× 1+ 0× 1+ (1− 0.6−
0)× 0.96) = (0.6 + 0.27)× (0.6 + 0 + 0.38) = 0.87× 0.98 = 0.85
α = 0.5, β = 0.33 et ω = 33
wglobminou,Felidae = (0.5×0.67+(1−0.5)×1)×(0.33×1+0.33×1+0.33×0.96) =
(0.34 + 0.5)× (0.33 + 0.33 + 0.32) = 0.84× 0.98 = 0.82
α = 0, β = 0 et ω = 0
wglobminou,Felidae = (0 × 0.67 + (1 − 0) × 1) × (0 × 1 + 0 × 1 + 1 × 0.96) =
(0 + 1)× (0 + 0 + 0.96) = 1× 0.96 = 0.96
Exemple 8 (wglobminou,Felidae)
Pour compléter notre étude de cas, nous reprenons notre corpus exemple et nous
calculons les poids globaux de l’ensemble des descripteurs du corpus en utilisant
les paramètres α = 0.6, β = 0.6 et ω = 0 dans le tableau 4.10 pour l’ensemble
des descripteurs du corpus.
Table 4.10: Pondérations normalisées et paramétrées
Classe Descripteur intra-classeloc inter-classesloc wglob
paramètres α = 0.6 β = 0.6, ω = 0
Bovidae
animal 0.82 0.18 0.15
compagnie 0.27 0.18 0.05
bœuf 0.54 1 0.54
génisse 0.27 1 0.27
taureau 0.27 1 0.27
vachette 0.27 1 0.27
yack 0.82 1 0.82
Canidae
animal 0.70 0.17 0.12
chien 0.23 0.98 0.23
chienne 0.23 0.98 0.23
chiot 0.57 0.98 0.56
compagnie 0.70 0.21 0.14
medor 0.23 0.98 0.23
milou 0.23 0.98 0.23
pif 0.23 0.98 0.23
rantanplan 0.23 0.98 0.23
toutou 0.57 0.98 0.56
Felidae
animal 0.70 0.17 0.12
chat 0.23 0.98 0.23
compagnie 0.70 0.21 0.14
matou 0.80 0.98 0.79
minet 0.23 0.98 0.23
minou 0.87 0.98 0.85
Avec cette première contribution (Définition 8), nous pensons qu’en définissant
des pondérations adaptées (i.e. les valeurs α, β et ω), nous pouvons améliorer les
résultats obtenus pour traiter les problèmes de classification. Les expérimenta-
tions menées dans le Chapitre 5 confirment l’intérêt de notre approche globale et
paramétrique.
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4.5 Bilan et discussions
Dans ce chapitre, nous venons de définir un processus de pondération reposant
sur 3 étapes, le calcul des pondérations (étape 1), la normalisation (étape 2) et
enfin le calcul du poids global (étape 3). Les étapes 1 et 2 sont rapides à calculer
et l’étape 3 rend les pondérations résilientes aux caractéristiques du corpus, ce qui
permet d’être utilisé sur tout type de corpus. Notre approche est intuitive et elle
permet d’obtenir un classement des descripteurs en fonction de leur importance
au sein de la classe, mais aussi au regard du reste du corpus. Dans notre exemple
les descripteurs "yack" et "bœuf" sont plus représentatifs de la classe "Bovidae"
que les descripteurs "animal" et "compagnie". Enfin, notre proposition permet de
comparer l’importance d’un même descripteur au sein de différentes classes du
corpus. Dans notre exemple, le descripteur "compagnie" est plus représentatif des
classes "Felidae" et "Canidae" que de la classe "Bovidae".
Nous proposons d’utiliser et d’intégrer les pondérations au sein d’une approche
de classification supervisée de documents. Fixer les valeurs des paramètres α, β et
ω les plus appropriées au corpus est difficile en raison du nombre de possibilités.
Nous discutons des solutions et nous proposons une nouvelle approche dans la
seconde partie de ce manuscrit pour détecter les meilleurs paramètres.
Pour le moment, nous conviendrons que les différents paramètres seront testés
empiriquement. Même si cette approche peut paraitre consommatrice en temps,
elle garantit des résultats optimaux et nous permet d’étudier leur impact sur les
résultats. Nous présentons les expérimentations et les résultats obtenus dans le
chapitre suivant.
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Chapitre
5 Expérimentations de la me-
sure wglobij
Dans ce chapitre, nous présentons les expérimentations réalisées afin d’étudier les
performances de notre proposition et plus particulièrement de la mesure globale.
L’objectif de ces travaux était initialement l’amélioration des algorithmes de clas-
sification pour un corpus précis soumis par la société Itesoft. Nous présentons les
spécificités de ce corpus (Section 5.1). Nous discutons de l’intégration de notre
approche dans des algorithmes de classifications supervisées (Section 5.2) ainsi
que les méthodes et algorithmes de la littérature ayant servis à évaluer la perti-
nence de notre approche (Section 5.3). Puis nous présentons les résultats obtenus
pour le corpus Itesoft (5.4). Afin de compléter nos analyses, nous introduisons
des corpus supplémentaires et présentons des séries d’expérimentations visant à
mieux analyser le comportement de notre proposition en fonction de la composi-
tion des corpus (Section 5.5). Enfin, nous concluons ce chapitre et cette première
partie avec une discussion globale sur notre première contribution (Chapitre 6).
5.1 Corpus Itesoft
Ces travaux ont été initialement développés pour traiter un type de corpus carac-
téristiques de la société ITESOFT. Ce corpus est composé de courriers "océrisés"
qui doivent être classés dans des catégories prédéfinies. Dans la suite de ce ma-
nuscrit, nous y ferons référence comme étant le corpus "Itesoft".
Pour des raisons de confidentialité, nous ne détaillerons pas le contenu des lettres
et nous nous contenterons de reproduire ici un exemple anonymisé par nos soins.
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Mr et Mme XXXXXX N˚ Client S XXXXXX 69140 RILLIEUX LA PAPE
XXXXXX le 14 novembre 2008 Lettre recommandée avec accusé de ré-
ception N. abonné XXXXXX Service abonnement XXXXXX Madame,
Monsieur, Je vous prie de bien vouloir prendre note, par la présente. de
ma demande de résiliation de l’ abormement référencé ci-dessus J’ ai bien
pris note que cette .résiliation prendra effet à la date anniversaire soit au
1er février 2009. Vous en souhaitant bonne réception et dans l’ attente de
vous lire afin de coimaître les modalités de cette résiliation. je vous remer-
cie d ? avance. Je vous prie d’ agréer. Madame, Monsieur, mes sincères
salutations. Mme XXXXXX
Exemple 1 (Exemple de courrier Itesoft)
Ces documents présentent les caractéristiques suivantes :
• Ils contiennent des fautes, introduites soit par le système d’océrisation, soit par
le rédacteur du message.
• La ponctuation est mal retranscrite (ajout ou suppression de ponctuation)
rendant les outils de Traitement Automatique des Langues mal adaptés.
• Le corps du message est mélangé aux en-têtes, formules de politesse et parfois
même aux pièce-jointes. Le nombre de descripteurs utiles (i.e. porteur d’infor-
mations) ne représente pas une large majorité des descripteurs du document.
Nos pondérations ayant été pensées pour être résistantes à ce type de descrip-
teurs, nous avons décidé de conserver comme faisant partie du message.
Afin de limiter l’espace de recherche, nous avons choisi de supprimer les mots
outils (stopwords) et les descripteurs inférieurs à 3 caractères et, pour des raisons
de performance et de fiabilité dans l’interprétation des résultats, nous n’avons
conservé que les classes composées à minima de 45 documents.
Le Tableau 5.1 présente les caractéristiques du corpus Itesoft.
Table 5.1: Volumétrie des différents corpus
Corpus Nb de classes Nb de documents Nb de descripteurs Nb de descripteurs distincts
Itesoft 6 1 273 124 538 23 824
À partir de ce corpus, nous souhaitons construire un modèle nous permettant de
prédire l’affectation d’une lettre à une catégorie, par exemple de déterminer si
le courrier entrant est une demande de résiliation ou une simple question sur un
abonnement en cours. Pour ce faire, nous avons intégré nos pondérations dans
des approches de classifications supervisées et nous discutons de cette intégration
dans la section suivante.
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5.2 Intégration des mesures dans un contexte
d’apprentissage supervisé
Comme nous l’avons présenté dans le chapitre introductif de cette partie, il existe
un grand nombre de classifieurs qui reposent sur des approches différentes. Cer-
tains se situent au niveau des documents (par exemple, la méthode des plus
proches voisins ou celle des séparateurs à vaste marge) pour construire leur mo-
dèle là où d’autres se basent sur des informations agrégées au niveau des classes
(Classifieurs bayésiens, Méthodes du centroïde).
Nos nouvelles méthodes de pondération, en définissant le poids d’un descripteur
pour une classe donnée, peuvent être utilisées dans les approches du second groupe
qui sont fondées sur des descripteurs pondérés au niveau des classes ce qui rend
nos mesures bien adaptées à ce type d’algorithme. De plus, elles présentent les
avantages suivants :
1. leur facilité de mise en œuvre les rend bien adaptées pour la classification
automatique de documents ;
2. les modèles obtenus sont faciles à interpréter et à valider pour un utilisateur
final.
Dans les sections suivantes, nous présentons rapidement deux approches retenues
avec, pour commencer, les méthodes basées sur les centroïdes.
5.2.1 Méthodes basées sur les centroïdes
Les méthodes basées sur les centroïdes sont des variantes des modèles linéaires
[61]. La méthode traditionnelle peut être vue comme une spécialisation de la mé-
thode Rocchio [131] utilisée dans de nombreux travaux de classification textuelle,
par exemple dans [58, 61]. Dans ce type d’approche, chaque classe est considérée
selon le modèle vectoriel de Salton [138]. Chacune des classes est représentée par
un vecteur de descripteurs. −→Cj = {w1j, w2j, ..., w|L|j} est la représentation de la
classe j où wij est le poids du descripteur ti pour la classe j. Lors de la phase
de classification d’un document non étiqueté d, le document est aussi considéré
comme un vecteur de descripteurs (−→d = {w1j, w2j, ..., w|L|j}) et une distance ou
une similarité (ex. cosinus) entre le vecteur du document−→d et chacun des vecteurs
de classe −→Cj est calculée. Une définition de l’approche basée sur les centroïdes ap-
pliquée à la classification textuelle est donnée dans [89].
Généralement il y a deux méthodes pour créer le prototype de la classe Cj, soit
utiliser la moyenne arithmétique des documents de la classe Cj (méthode AAC :
Arithmetical Average Centroid), soit utiliser la somme des poids des descripteurs
contenus dans les documents de la classe Cj (méthode CGC : Cumuli Geometric
Centroid).
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Ce type de classifieur est facile à implémenter et donne de bons résultats [57,
29, 133]. Par exemple, des travaux précédents ont montré que les méthodes ba-
sées sur les centroïdes donnaient des résultats satisfaisants en terme d’exactitude,
mais aussi en temps d’exécution [50, 167]. Cependant dans [163], les auteurs
montrent que les approches basées sur les centroïdes sont significativement moins
performantes que d’autres approches (par exemple SVM). Une des raisons avan-
cées repose sur de "mauvaises" valeurs initiales du centroïde. Plusieurs méthodes
ont été proposées pour améliorer itérativement la justesse du centroïde (Dragpu-
shing method [164], Hypothesis margin method [165], Weight Ajustement Method
[146]).
Les résultats de ces approches adaptatives sont meilleurs et comparables aux ré-
sultats obtenus par SVM [164, 165].
Les résultats dépendent fortement de la pondération des descripteurs. La plupart
des travaux se basent sur une pondération tf.idf [2] mais d’autres pondérations
sont utilisées dans [36, 167, 33]. Enfin, plusieurs méthodes pour réduire la dimen-
sion des centroïdes ont été utilisées ; par exemple la suppression des stopwords
ou l’utilisation des racines [186], le clustering de descripteurs [96] ou encore la
fréquence de documents [187].
Parmi les méthodes basées sur les centroïdes, l’approche Class-Feature-Centroid
est un modèle récent présenté dans [49]. Le poids d’un descripteur est défini par
le produit entre la fréquence de document (poids intra-classe) et la fréquence






|dj | × log( |C||Cti|)
Où :
• b est un paramètre supérieur ou égal à 1,
• DF jti correspond au nombre de documents de la classe Cj qui
contiennent le descripteur ti,
• |dj| correspond au nombre total de documents de la classe Cj,
• |C| correspond au nombre total de classes du corpus,
• |Cti| correspond au nombre de classes du corpus qui contient le des-
cripteur ti
Formule 3 (Pondération utilisée par Guan [49])
Nous pouvons faire un parallèle entre notre approche et cette formule en uti-
lisant les pondérations intra-classeDF et inter-classesICF dans leur forme non
normalisée. Avec les notations introduites dans ce manuscrit, la formule utilisée
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par Guan pourrait s’écrire
wCFCi,j = bintra-classe
DF × inter-classesICF
Les expérimentations menées dans [49] montrent que l’approche Class-Feature-
Centroid est plus efficace et robuste avec les données clairsemées (Sparse Data).
En outre, les classifieurs basés sur les Class-Feature-Centroid sont rapides, effi-
caces et faciles à déployer [111] mais présentent les inconvénients suivants :
• ils sont peu efficaces pour traiter des problèmes de classification binaire (et
globalement avec un nombre restreint de classes), car les descripteurs trop
spécifiques (comme les noms de personnes) peuvent devenir discriminants. Une
trop grande importance est apportée au poids inter-classes.
• ils sont peu efficaces pour traiter avec les classes déséquilibrées (le biais ten-
dant vers la classe majoritaire). L’approche Class-Feature-Centroid utilise le
cosinus dénormalisé. Les descripteurs discriminants (ceux qui appartiennent à
une seule classe) vont influencer grandement la décision et donc les classes les
plus grandes seront avantagées.
Les auteurs utilisent le cosinus dénormalisé pour le test, mais d’autres mesures de
similarité ont été utilisées dans la littérature, comme par exemple, le coefficient
de corrélation de Pearson [127] ou encore la distance euclidienne [22].
Afin d’évaluer notre contribution, nous décidons d’intégrer nos pondérations comme
poids du centroïde Cj = {wglob1j , wglob2j , ..., wglob|L|j} où wglobij est le poids global calculé
pour le i-ème descripteur de la j-ème classe.
Nous décidons aussi d’intégrer le poids global wglobij dans une approche de type
Naive Bayes.
5.2.2 Classifieurs bayésiens
Le classifieur Naive Bayes est un classifieur de type probabiliste défini dans [90]
très utilisé pour la classification de textes, car il donne de bons résultats malgré
l’hypothèse rarement vérifiée d’indépendance conditionnelle à la classe des des-
cripteurs. La probabilité qu’un document non étiqueté (d) composé de i descrip-
teurs ti appartienne à la classe Cj est donnée par P (d ∈ Cj) = P (Cj)∏i P (ti|Cj).
Le modèle Naive Bayes Multinomial est réputé pour offrir de bonnes performances
pour traiter les problèmes de classification textuelle [141]. La principale difficulté
réside dans la modélisation des hypothèses. Dans la pratique, la plupart des ap-
proches ont recours à des modifications pour corriger ces hypothèses comme par
exemple la modification apportée pour éviter qu’un descripteur apparaisse 0 fois.
Des combinaisons de modifications ont été présentées comme des solutions ro-
bustes pour la classification de texte [126] par exemple dans [73] où les auteurs
utilisent une méthode de recherche aléatoire pour optimiser les modifications ap-
52 5. Expérimentations de la mesure wglobij
portées au modèle Naive Bayes Multinomial.
Naive Bayes est rapide et facile à implémenter, mais offre néanmoins des per-
formances en général moindre. Dans [126] les auteurs étudient les raisons de ces
moins bonnes performances et proposent le modèle Transformed Weight Norma-
lized Complement Naive Bayes qui se base sur le modèle Naive Bayes Multino-
miale et est très proche de celui-ci, la principale différence revient dans l’utili-
sation des autres classes du corpus en complément. Dans Transformed Weight











Transformed Weight Normalized Complement Naive Bayes a montré des résultats
proches de SVM. Néanmoins, les adaptations avancées par le modèle sont remises
en cause dans [72] pour qui toutes les transformations ne sont pas nécessaires.
Nous proposons d’intégrer nos pondérations dans une approche similaire. Après
avoir calculé Cj = {w1j, w2j, ..., w|L|j} où wi,j est le poids du ième descripteur de la
classe Cj, nous estimons un score pour un document non étiqueté d et une classe
Cj selon S(d ∈ Cj) = ∏i(wi,j + 1)n où n correspond au nombre d’occurrences du
descripteur dans le document à classifier. Ajouter 1 permet de prévenir le cas où
le descripteur n’apparait pas dans la classe, afin d’éviter que le score soit égal à
zéro. La classe Cj qui sera attribuée au document d sera celle pour laquelle le
score S(d ∈ Cj) sera le plus élevé.
Afin d’évaluer la pertinence de nos propositions, nous les comparons avec certains
algorithmes de la littérature et nous les présentons ainsi que la méthode même
de comparaison dans la section suivante.
5.3 Protocole expérimental
5.3.1 Algorithmes de comparaison
Il est généralement acquis qu’il n’est pas possible d’atteindre un taux de 100% de
classifications correctes sur un corpus réel. L’objectif consiste alors à maximiser ce
pourcentage. De plus, comme nous l’avons dit précédemment, il n’existe pas dans
la littérature de méthodes de classifications qui fassent consensus pour traiter
les problèmes indépendamment du corpus et les comparer toutes est impossible
vu le nombre de méthodes développées. Nous avons choisi de tester un ensemble
d’algorithmes de la suite logicielle Weka 1. En choisissant un large spectre d’al-
gorithmes couvrant les différentes familles de méthodes, nous estimons pouvoir
obtenir une baseline fiable et facilement interprétable de comparaison.
Les différents algorithmes implémentés dans Weka qui ont servi de baseline sont :
1. http ://www.cs.waikato.ac.nz/ml/weka/
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• Deux implémentations de SVM
– SMO, qui utilise un noyau polynomial [117]
– LibSVM, qui utilise un noyau linéaire [25]
• Deux arbres de décision
– LadTree [54]
– J48 [122]
• Quatre implémentations de classifieurs bayésiens
– NaiveBayes [63]
– NaiveBayesMultinomial [98]
– ComplementNaiveBayes [126] qui implémente le modèle Transformed Weight
Normalized Complement Naive Bayes
– Discriminative Multinominal Naive Bayes - DMNB [160]
D’autres modèles ont été testés (RandomTree, RepTree, ZeroR, OneR, IB1 et
deux LibSVM, l’un avec un noyau polynomial et l’autre avec un noyau RBF -
Radial Basis Function), mais les résultats ne seront pas présentés ici en raison
des faibles scores obtenus. Une pondération classique TF -IDF est utilisée pour
pondérer les documents en amont de Weka lorsque nécessaire.
Avant de passer à la présentation des résultats, il convient tout d’abord de discuter
de la notion d’évaluation.
5.3.2 Critères d’évaluation
Nous avons précisé que la pondération la plus pertinente était celle permettant
d’obtenir les meilleures performances en classification. Il convient alors de définir
ce qu’est une bonne classification. Est-ce une classification rapide ? Est-ce une
classification sans erreur ? Ou encore une classification exhaustive de l’ensemble
des problèmes à classer ? Nous verrons au travers des expérimentations que le
modèle le plus performant peut varier selon le critère observé pour un même pro-
blème de classification.
Dans ce manuscrit, nous décidons d’évaluer la qualité des modèles au moyen de
la F-mesure qui est utilisée dans la plupart des travaux. La F-mesure repose
sur deux métriques, la Précision et le Rappel. Le Rappel est défini en divisant
le nombre de documents bien classés par le nombre de documents à classer, un
Rappel de 100% indique que tous les documents ont été correctement classés. La
Précision est définie en divisant le nombre de documents bien classés par rapport
au nombre de documents classés, une Précision de 100% indique que le système
est fiable dans la réponse qu’il donne. Un système parfait obtiendrait 100% de
Précision et 100% de Rappel. Dans les faits, un compromis est généralement
réalisé entre une bonne Précision et un bon Rappel. Et pour cela la F-mesure est
utilisée. Elle correspond à la moyenne harmonique de la Précision et du Rappel
(2×Rappel×Précision
Rappel+Précision ).
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Par ailleurs, dans ce manuscrit, nous calculons la F-mesure selon la vision Micro
et la vision Macro [108]. Dans la première, le Rappel (resp la Précision) est
calculé pour l’ensemble des classes. En revanche, pour la vision Macro, le Rappel
(resp la Précision) est d’abord calculé indépendamment pour chaque classe, puis
la moyenne des Rappels (resp des Précisions) est effectuée. La vision Macro,
en effectuant la moyenne, va donner une même importance aux classes dans la
mesure finale alors que la vision Micro va donner un poids plus important aux
classes majoritaires. Utiliser les deux en complément permet d’affiner la lecture
des résultats. Prenons un exemple (tableau 5.2) pour illustrer les différents calculs.
Table 5.2: Calcul de la Précision et du Rappel
Classe Nb doc à classer Nb doc attribués à la classe Nb doc correctement attribués à la classe
Bovidae 10 10 9
Canidae 50 10 1
Felidae 100 140 90
Total 160 160 100
Par exemple pour le calcul de la Précision, dans la vision Micro, nous calculons
le nombre total de documents correctement attribués à une classe par rapport au
nombre total de documents attribués à une classe (100160 = 0.625).
Dans la vision Macro, nous calculons d’abord la Précision de chaque classe in-
dépendamment (Précision Bovidae : 910 = 0.9, Précision Canidae :
1
10 = 0.1,
Précision Canidae : 90140 = 0.64) avant d’en faire la moyenne (Micro Précision :0.9+0.1+0.64
3 = 0.55).
De même pour le Rappel, dans la vision Macro, nous calculons le nombre total
de documents correctement attribués à une classe par rapport au nombre total
de documents à attribuer (100160 = 0.625).
Dans la vision Macro, nous allons d’abord calculer le Rappel de chaque classe indé-
pendamment (Rappel Bovidae : 910 = 1, Rappel Canidae :
1
50 = 0.02, Rappel Ca-
nidae : 90100 = 0.9) avant d’en faire la moyenne (Macro Rappel :
0.9+0.02+0.9
3 = 0.61).
La Micro F-mesure est obtenue en faisant la moyenne harmonique de la Micro
Précision et du Micro Rappel et la Macro F-mesure est obtenue en faisant la
moyenne harmonique de la Macro Précision et du Macro Rappel.
Bien que la rapidité d’exécution soit aussi un critère recherché, celui-ci est trop
dépendant de la machine sur laquelle est exécuté le traitement et de la qualité des
optimisations développées dans les prototypes pour être un indicateur fiable. De
plus, les expérimentations réalisées ont eu des temps de traitement assez similaires
et raisonnables pour que ce critère ne soit pas jugé comme crucial dans la suite
de ce manuscrit. Chacun des algorithmes a été testé en validation croisée (3-fold
cross validation). Le nombre de 3 itérations a été retenu afin d’avoir un nombre
suffisant de données en apprentissage et en test. Les résultats présentés ci-après
correspondent à la moyenne des 3 itérations.
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5.3.3 Paramètres testés
Notre proposition repose sur un ensemble de paramètres. Comme nous l’avons
présenté lors de l’introduction des paramètres (Section 4.4.3), les 3 paramètres α,
β et ω doivent respecter un certain nombre de contraintes (α, β et ω doivent être
compris entre 0 et 1, β + ω ≤ 1). Ainsi, nous obtenons autant de résultats que
de variations de paramètres pour notre proposition intégrée dans Naive Bayes
et encore autant pour nos pondérations intégrées dans l’approche Class-Feature-
Centroid, en plus des 8 résultats obtenus avec les 8 algorithmes de comparaison
retenus (Section 5.3.1).
A noter que α étant indépendant du couple β et ω, si nous choisissons 2 valeurs
pour α, par exemple [0, 1], et 3 valeurs pour le couple (β, ω), par exemple [(1,0),
(0,1), (0,0)], nous obtiendrons 6 cas de figure différents (2 × 3) :
1. α = 1, β=1, ω = 0
2. α = 1, β=0, ω = 1
3. α = 1, β=0, ω = 0
4. α = 0, β=1, ω = 0
5. α = 0, β=0, ω = 1
6. α = 0, β=0, ω = 0
Lors de nos expérimentations, le défi consistait à trouver un compromis entre res-
treindre le nombre de valeurs de paramètres tout en couvrant l’ensemble des
possibles. C’est pourquoi, nous avons décidé de retenir 5 valeurs pour α [0,
0.25, 0.5, 0.75, 1] et 12 couples de valeurs pour les paramètres β et ω [(1,0),
(0,1), (0,0), (0.25,0.75), (0.25,0), (0.75,0.25), (0.75,0), (0,0.75), (0,0.25), (0.5,0.5),
(0.5,0), (0,0.5), (0.33,0.33)].
Ainsi pour le corpus Itesoft, nous obtenons un total de 128 évaluations :
• 8 évaluations pour les algorithmes de comparaison
• 60 évaluations (5 × 12) pour notre proposition intégrée dans l’approche Naive
Bayes
• 60 évaluations pour notre proposition intégrée dans l’approche Class-Feature-
Centroid.
Nous présentons les résultats dans la section suivante.
5.4 Résultats
Ces travaux ont été développés dans l’objectif industriel de pouvoir traiter le
corpus Itesoft réputé comme difficile. Nous présentons les résultats des expéri-
mentations passées sur ce corpus dans le graphique 5.1 qu’il convient de détailler.
Tout d’abord nous affichons chacune des mesures effectuées en fonction de la
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Micro F-mesure (Axe des abscisses) et de la Macro F-Mesure (Axe des ordon-
nées). Les algorithmes de comparaison sont symbolisés par des losanges bleus,
nos expérimentations menées avec une approche Naive Bayes sont symbolisées
par un rond vert et celles menées avec une approche CFC par un tiret rouge.
Deux cercles orange ont été apposés afin d’illustrer nos propos. Le premier, qui
entoure un rond vert, indique les résultats Micro et Macro obtenus avec l’ap-
proche Naive Bayes et les paramètres α = 1, β = 0 et ω = 0.75. Le second,
qui entoure un losange bleu, correspond aux Micro et Macro F-mesures obtenues
avec l’algorithme NaiveBayes de Weka. Pour finir nous avons ajouté deux axes
rouges qui se croisent aux maximums des Micro et Macro F-mesures obtenues
avec les algorithmes de comparaison. Elles permettent de diviser le graphe en 4
parties (numérotées de 1 à 4). Les mesures présentes dans les cases 1 et 2 ont
une Macro F-mesure supérieure à la meilleure Macro F-mesure relevée pour les
algorithmes de comparaison alors que celles présentent dans les cases 1 et 3 ont
une Micro F-mesure supérieure à la meilleure Micro F-mesure relevée pour les
algorithmes de comparaison. Dans la case 1, nous retrouvons les mesures ayant
obtenues à la fois une meilleure Micro F-mesure et une meilleure Macro F-mesure
que les maximums constatés avec les algorithmes de comparaison. C’est le cas le
plus intéressant puisque nous retrouvons dans cette case nos pondérations avec
les paramètres nous permettant d’obtenir de meilleurs résultats à la fois en Micro
et à la fois en Macro que les algorithmes de la littérature utilisés. À l’inverse nous
retrouvons dans la case 4, les mesures à la fois moins performantes en Micro et
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Avant de revenir plus en détails sur les résultats, nous pouvons déjà faire ressortir
quelques confirmations, mais aussi quelques points intéressants de nos proposi-
tions :
1. Il existe un ensemble de paramètres pour nos modèles qui permettent d’ob-
tenir de meilleurs résultats par rapport aux autres algorithmes. Ces résultats
sont meilleurs à la fois en Micro F-mesure mais aussi en Macro F-mesure.
Notre approche, avec les paramètres adaptés au corpus Itesoft, permet de
traiter le corpus de façon plus efficace à la fois dans sa globalité (Micro F-
mesure) mais aussi pour chacune des classes prise individuellement (Macro
F-mesure).
2. Les choix des paramètres ont un impact très important sur la qualité du
modèle obtenu.
3. Le choix des algorithmes de comparaison a aussi un réel impact sur la qualité
de la classification, conformément à ce qui était attendu.
4. Il n’y a pas de différence significative entre une approche Naive Bayes ou
une approche CFC.
5. Nos propositions offrent de bien meilleurs résultats en vision Macro (Partie
1 et 2) ce qui prouve que notre modèle ne privilégie pas les classes les plus
représentées au détriment des autres.
Nous présentons dans le tableau 5.3, un aperçu des résultats obtenus pour les 8
algorithmes de comparaison les plus performants ainsi que pour les 10 meilleurs
résultats obtenus (en considérant la moyenne des deux F-mesures) avec l’approche
Naive Bayes puis avec l’approche CFC. Un fond de couleur est utilisé pour diffé-
rencier les différentes familles (bleu pour les algorithmes de comparaison, neutre
pour les approches CFC et vert pour les approches Naive Bayes).
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Table 5.3: Résultats détaillés obtenus sur le corpus Itesoft
Algorithme α β ω MicroF-mesure MacroF-mesure Moyenne Micro et Macro
Naive Bayes 0 0.75 0.25 0.684 0.511 0.597
CFC 0 0.75 0.25 0.681 0.508 0.595
CFC 0.25 0.333333 0.333333 0.674 0.514 0.594
Naive Bayes 0.25 0 0.5 0.676 0.512 0.594
Naive Bayes 0.25 0 0.75 0.675 0.513 0.594
Naive Bayes 0.25 0.333333 0.333333 0.675 0.513 0.594
CFC 0.25 0 0.75 0.674 0.511 0.592
CFC 0.25 0 0.5 0.674 0.506 0.590
Naive Bayes 0.25 0.75 0 0.678 0.501 0.589
Naive Bayes 0.25 0 0.25 0.672 0.502 0.587
CFC 0 0.25 0.75 0.679 0.493 0.586
Naive Bayes 0 0 1 0.678 0.494 0.586
CFC 0 0 1 0.676 0.494 0.585
Naive Bayes 0 0.25 0.75 0.678 0.491 0.585
Naive Bayes 0 0.5 0.5 0.678 0.487 0.582
Naive Bayes 0.25 0.5 0 0.672 0.490 0.581
CFC 0.25 0.75 0 0.673 0.489 0.581
CFC 0 0.5 0.5 0.676 0.484 0.580
CFC 0.25 0 0.25 0.667 0.489 0.578
CFC 0.25 0.75 0.25 0.644 0.498 0.571
SMO 0.666 0.438 0.552
DMNB 0.655 0.437 0.546
LadTree 0.609 0.379 0.494
NaiveBayes 0.583 0.387 0.485
j48 0.594 0.371 0.482
ComplementNaiveBayes 0.533 0.244 0.388
LibSVM 0.441 0.182 0.312
NaiveBayesMultinomial 0.415 0.121 0.268
Les meilleurs résultats sur le corpus Itesoft sont obtenus avec l’algorithme Naive
Bayes et les paramètres (α = 0, β = 0.75 et ω = 0.25). L’écart avec le meilleur
algorithme de comparaison est de 0.02 pour la Micro F-Mesure (0.684 vs 0.666)
et 0.07 sur la Macro F-Mesure (0.511 vs 0.438). Les meilleurs paramètres pour
l’approche CFC sont les mêmes et les résultats sont comparables. En plus des
"meilleurs" paramètres, nous nous intéressons aux moins performants et nous
présentons aussi dans le tableau 5.4, les 10 combinaisons de paramètres les moins
performantes.
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Table 5.4: Les 10 plus mauvais résultats obtenus sur le corpus Itesoft
Algorithme α β ω MicroF-mesure MacroF-mesure Moyenne Micro et Macro
SMO 0.666 0.438 0.552
DMNB 0.655 0.437 0.546
LadTree 0.609 0.379 0.494
NaiveBayes 0.583 0.387 0.485
j48 0.594 0.371 0.482
ComplementNaiveBayes 0.533 0.244 0.388
Naive Bayes 1 0.5 0.5 0.347 0.389 0.368
CFC 1 0.5 0.5 0.347 0.387 0.367
Naive Bayes 1 0.25 0.75 0.343 0.388 0.366
CFC 1 0 1 0.339 0.384 0.362
CFC 0.5 1 0 0.351 0.366 0.359
Naive Bayes 1 0 1 0.338 0.378 0.358
Naive Bayes 0.75 1 0 0.341 0.371 0.356
Naive Bayes 1 1 0 0.312 0.366 0.339
CFC 0.75 1 0 0.314 0.358 0.336
CFC 1 1 0 0.291 0.352 0.321
LibSVM 0.441 0.182 0.312
NaiveBayesMultinomial 0.415 0.121 0.268
D’après les tableaux 5.3 et 5.4, il semblerait que pour le corpus Itesoft, le choix du
paramètre α soit plus prépondérant que le choix des paramètres β et ω et qu’une
valeur faible permette d’obtenir de meilleurs résultats. Concrètement, cela indique
que le poids intra-classeTF est plus pertinent que le poids intra-classeDF mais
qu’il existe moins de certitude concernant les poids inter-classes. Afin de confirmer
ces résultats, nous avons expérimenté notre proposition sur deux autres corpus
que nous présentons dans la section suivante.
5.5 Corpus expérimentaux supplémentaires
En choisissant plusieurs types de corpus, notre objectif est de pouvoir mieux
étudier le comportement de notre mesure et étudier la généricité de notre pro-
position pour d’autres types de corpus. Nous avons ainsi utilisé des corpus de
langues variées (anglais et français) et issus d’environnements différents (dépêches
de presses, tweets politiques). Nous avons également souhaité avoir des corpus as-
sez différents (nombre de classes, de documents ou de descripteurs) de même que
le déséquilibre du nombre d’éléments entre les classes elles-mêmes.
Le premier corpus, Reuters-21578 2, est fréquemment utilisé par la communauté
pour évaluer la qualité des modèles. Il est composé d’un ensemble de dépêches
écrites en anglais et mises à disposition par l’agence Reuters. Les dépêches sont
regroupées dans différentes catégories par exemple "sucre", "huile" ou "or", etc.
Les documents ont été étiquetés manuellement. Dans la suite de ce manuscrit,
nous y ferons référence comme étant le corpus "Reuters".
2. http ://trec.nist.gov/data/reuters/reuters.html/
5.5 Corpus expérimentaux supplémentaires 61
Le second corpus est un corpus que nous avons constitué lors du projet Polop 3
(Political Opinion Mining). Le projet Polop, que nous avons mené conjointement
avec une équipe de recherche canadienne (Université d’Ottawa) a pour objectif
d’analyser le comportement de communautés au cours du temps via le réseau
social Twitter. Dans le cadre de ce projet, il s’agit plus particulièrement d’étu-
dier comment le comportement de différentes communautés évolue au cours du
temps. L’un des exemples d’applications illustrant tout particulièrement cette
problématique est l’analyse de tweets de partis politiques notamment lors des
élections présidentielles et législatives de 2012 en France. Le corpus constitué à
cette occasion est composé de plus de 2 millions de tweets provenant de 213 005
utilisateurs. Nous considérons pour ce corpus qu’un parti politique est une classe
et qu’un document est l’ensemble des tweets émis par un même utilisateur. Avec
ce corpus, notre objectif est de déterminer pour un utilisateur le rattachement à
tel ou tel parti politique en fonction de ses tweets. Dans la suite de ce manuscrit,
nous y ferons référence comme étant le corpus "Polop".
Pour chaque corpus, nous avons appliqué les mêmes prétraitements que sur le
corpus Itesoft (suppression des stopwords, des descripteurs inférieurs à 3 carac-
tères et conservation des classes composées à minima de 45 documents). De plus,
certains documents du corpus Reuters sont multiclasses. Afin de conserver un
processus qui soit indépendant du corpus lors des expérimentations et pour ne
pas introduire de biais dans les évaluations, ces documents ont été retirés. Cela
représente :
• 39 catégories pour le corpus Reuters.
• 5 principaux partis politiques français pour le corpus Polop.
Le Tableau 5.5 présente les caractéristiques des 2 corpus après prétraitement.
Table 5.5: Volumétrie des différents corpus
Corpus Nb de classes Nb de documents Nb de descripteurs Nb de descripteurs distincts
Reuters 39 14 701 1 237 264 59 281
Polop 5 1 186 1 579 374 16 593
Nous observons un comportement similaire de nos approches pour ces deux cor-
pus. Bien que proche des meilleurs algorithmes de comparaison, notre approche
n’est pas plus performante en Micro F-mesure, ni en Macro F-mesure (voir Figure
5.2 pour le corpus Polop).
3. http://www.lirmm.fr/~bouillot/polop
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Un résumé des algorithmes les plus performants est donné dans le Tableau 5.6
pour le corpus Polop.
Table 5.6: Résultats détaillés obtenus sur le corpus Polop
Algorithme α β ω MicroF-mesure MacroF-mesure Moyenne Micro et Macro
SMO 0.911 0.887 0.899
DMNB 0.900 0.884 0.892
CFC 0 1 0 0.879 0.864 0.871
Naive Bayes 0.25 1 0 0.820 0.844 0.832
CFC 0.25 1 0 0.815 0.840 0.828
CFC 0.5 1 0 0.806 0.833 0.820
Naive Bayes 0.75 1 0 0.805 0.832 0.819
Naive Bayes 0 1 0 0.883 0.751 0.817
CFC 0.75 1 0 0.802 0.830 0.816
CFC 1 1 0 0.800 0.828 0.814
Naive Bayes 0.5 1 0 0.809 0.789 0.799
Naive Bayes 1 1 0 0.804 0.786 0.795
CFC 0 0.75 0 0.726 0.810 0.768
CFC 0 0.5 0 0.707 0.798 0.753
CFC 0 0.25 0 0.695 0.792 0.743
CFC 0 0 0 0.690 0.789 0.739
CFC 0 0 0.25 0.667 0.782 0.724
NaiveBayes 0.735 0.691 0.713
LadTree 0.716 0.696 0.706
j48 0.685 0.676 0.681
ComplementNaiveBayes 0.756 0.597 0.676
Naive Bayes 0 0.75 0.25 0.610 0.728 0.669
Naive Bayes 0 0.75 0 0.730 0.597 0.664
Naive Bayes 0 0.5 0 0.712 0.595 0.653
Naive Bayes 0 0.25 0 0.709 0.596 0.653
Naive Bayes 0 0 0 0.707 0.597 0.652
NaiveBayesMultinomial 0.605 0.332 0.469
LibSVM 0.195 0.107 0.151
Cette seconde expérimentation de résultats permet de compléter nos observations
précédentes.
1. Selon le corpus, les paramètres prépondérants peuvent varier. Si α semblait
être important pour le corpus précédent, β semble l’être sur le corpus Polop.
Une valeur de β élevée permet d’obtenir de meilleurs résultats sur le corpus
Polop indépendamment de la valeur de α.
2. Nos propositions fonctionnent bien, mais légèrement moins bien que les
algorithmes SMO et DMNB
3. L’approche CFC permet d’obtenir de meilleurs résultats que l’approche
Naive Bayes sur ce corpus.
4. Les paramètres qui donnent les meilleurs résultats avec l’approche Naive
Bayes sont aussi les meilleurs avec l’approche CFC.
Afin de mieux appréhender le comportement de nos pondérations et l’impact des
paramètres, nous avons effectué quatre séries d’expérimentations visant à étudier
notre approche en fonction des caractéristiques d’un corpus. Un corpus étant
constitué de classes, de documents et de descripteurs, nous avons voulu étudier :
1. L’impact du nombre de classes ;
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2. L’impact du nombre de documents ;
3. L’impact du nombre de descripteurs ;
4. L’impact du déséquilibre entre les classes.
Pour cela, nous avons décidé de choisir un corpus, de relever une première série
de mesures puis d’appliquer des modifications (par exemple en supprimant des
classes) avant de relever une nouvelle série de mesures puis de modifier encore le
corpus, etc. En plus de pouvoir comparer notre approche aux autres algorithmes,
notre objectif est d’étudier le comportement des différentes solutions en fonction
de l’évolution du corpus. Nous nous sommes tout d’abord intéressés à l’impact
du nombre de classes sur les autres algorithmes ainsi que sur nos propositions.
5.5.1 Conséquences du nombre de classes sur la classifi-
cation
Nous nous intéressons tout d’abord à l’impact du nombre de classes sur le corpus
"Reuters". Pour cela nous avons fixé aléatoirement le nombre de documents par
classe (50) puis nous avons supprimé des classes pour passer de 28 à 2 classes.
Nous avons réalisé 7 expérimentations dont les résultats sont présentés dans le
tableau 5.7.
Par souci de clarté et de lisibilité, nous avons ainsi choisi de ne présenter qu’une
vision partielle des résultats. Nous avons choisi de faire figurer :
• Le résultat des 8 algorithmes de comparaison ;
• Les 3 meilleures combinaisons de paramètres obtenues pour la première expé-
rimentation avec l’approche Naive Bayes ;
• Les 3 meilleures combinaisons de paramètres obtenus pour la dernière expéri-
mentation avec l’approche Naive Bayes ;
• Les 3 meilleures combinaisons de paramètres obtenues pour la première expé-
rimentation avec l’approche CFC ;
• Les 3 meilleures combinaisons de paramètres obtenues pour la dernière expéri-
mentation avec l’approche CFC.
Lorsqu’une combinaison de paramètres était à la fois dans le top 3 de la première
et de la dernière expérimentation, nous avons décidé de ne pas ajouter d’autres
résultats. Ainsi pour chaque série, nous affichons entre 14 (8 pour les algorithmes
de comparaison, 3 pour l’approche Naive Bayes et 3 pour l’approche CFC) et
20 résultats (8 pour les algorithmes de comparaison, 6 pour l’approche Naive
Bayes et 6 pour l’approche CFC). Nous décidons d’afficher les résultats obtenus
en considérant la moyenne des F-mesures Micro et Macro. Enfin, pour faciliter
la lecture nous indiquons en rouge-gras les maximums obtenus pour une série et
une famille d’algorithme donnée pour chaque série (le maximum pour les algo-
rithmes de comparaison, le maximum pour l’approche CFC et le maximum pour
l’approche Naive Bayes).
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La première partie du tableau comporte des informations relatives aux jeux de
données. Par exemple, dans le tableau 5.7, nous pouvons voir dans la première
partie du tableau le nombre de classes diminuer (ligne Classes), entrainant de
facto une baisse du nombre de documents (ligne Doc) mais pas du nombre de
documents moyen par classe (ligne Doc Moyen). Dans la seconde, nous retrou-
vons les résultats obtenus. Par exemple, pour la première série, avec 28 classes,
le résultat moyen de la Micro et Macro F-mesure obtenu avec l’approche CFC
(première ligne non colorée) et les paramètres (α = 0.25, β = 1 et ω = 0) est
de 0.710. Le fait qu’il soit écrit en rouge-gras signale que 0.710 est le maximum
obtenu pour l’approche CFC (quels que soient les paramètres utilisés) pour la
série 1.
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Comme nous pouvions le supposer, l’ensemble des algorithmes ont un meilleur
comportement en présence d’un nombre limité de classes. Les algorithmes, quels
qu’ils soient obtiennent de meilleurs résultats lorsque le nombre de classes dimi-
nue.
Nous pouvons remarquer que les approches fondées sur les arbres de décision sont
plus impactées que les autres par le nombre de classes. Nos propositions utilisées
avec les meilleurs paramètres donnent des résultats comparables avec les autres
approches. Ils sont légèrement en dessous des meilleurs sur la première série (mais
plus performants que la plupart tout de même) et légèrement au-dessus sur la
dernière. Pour ce corpus les meilleures combinaisons de paramètres semblent être
obtenues avec une valeur élevée pour α. En revanche pour les paramètres β et ω,
nous pouvons remarquer que :
• avec un nombre de classes plus important, il vaut mieux privilégier un β tendant
vers 1.
• avec un nombre de classes faible, des valeurs équilibrées donnent des résultats
plus élevés.
Nous nous sommes intéressés par la suite à l’impact du nombre de documents.
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Figure 5.3: Processus de validation
5.5.2 Conséquences du nombre de documents sur la clas-
sification
Dans cette deuxième série d’expérimentations, nous nous concentrons sur l’étude
de l’impact du nombre de documents par classes. Pour cela, nous avons fixé le
nombre de classes (10) et nous diminuons le nombre de documents par classes
de 50 à 3. Neuf expérimentations ont été réalisées et elles sont résumées dans le
Tableau 5.8.
Pour ces expérimentations, nous avons utilisé un processus de validation croisée
que nous avons adapté afin que le nombre de documents disponibles pour le
test ne diminue pas en même temps que le nombre de documents disponibles
en apprentissage (un nombre trop faible de documents en phase de test biaise
les mesures relevées). Pour cela, nous avons utilisé lors de la première série une
validation croisée classique (A1, B1, C1) puis nous avons conservé cette répartition
des documents de test (A1, B1, C1) pour les autres séries comme illustré dans la
Figure 5.3.
Ainsi les documents de test, leur nombre et leur répartition, sont identiques pour
l’ensemble des séries.
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Conformément à ce que nous pouvions attendre, les résultats diminuent lorsque
le nombre de documents disponibles en apprentissage diminue puisqu’un faible
nombre de documents ne permet pas de construire un modèle aussi fiable que ceux
construits à partir d’un grand nombre de documents. Néanmoins, il est intéres-
sant de constater que l’impact est différent selon les catégories d’algorithmes. Par
exemple, un très faible nombre de documents impacte fortement les approches de
type SVM (LibSVM ou SMO) et les approches de type arbres de décision (j48 et
LadTree) alors que les classifieurs bayésiens sont moins impactés. Cela s’explique
par les choix imposés par la construction des modèles, par exemple, de façon
schématique, les approches de type SVM positionnent des points dans l’espace
(les points étant des documents) et vont chercher à déterminer des zones qui
appartiendraient à telle ou telle classes. Plus le nombre de points dans l’espace
est faible, plus il sera difficile de déterminer correctement les zones. Concernant
nos propositions, nous pouvons noter qu’aux mêmes titres que les classifieurs
bayésiens, elles résistent assez bien à une diminution du nombre d’exemples dis-
ponibles pour créer le modèle. Nous obtenons là aussi des résultats similaires
aux algorithmes de comparaison (parfois légèrement meilleurs, parfois légèrement
moins performants). Concernant les paramètres, retrouver une valeur faible pour
α qui minimise ainsi l’impact de la pondération intra-classe basée sur les docu-
ments est logique puisque plus le nombre de documents sera faible et moins cette
pondération sera précise.
Ensuite, nous nous sommes intéressés à l’impact du nombre de descripteurs sur
la classification.
5.5.3 Conséquences du nombre de descripteurs sur la clas-
sification
Afin d’utiliser un corpus ayant un ration nombre de documents - nombre de mots
qui soit suffisamment important, nous avons utilisé le corpus Polop. Nous avons
fixé le nombre de classes (5) et de documents (1186) et décidé de supprimer
aléatoirement des descripteurs afin de diminuer le nombre de descripteurs par
document. Nous avons réalisé onze expérimentations résumées dans le Tableau
5.9. Sur les dernières séries, le nombre de documents diminue, car certains se sont
retrouvés entièrement vidé de leur contenu.












































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































72 5. Expérimentations de la mesure wglobij
Comme nous pouvions nous en douter, les résultats diminuent au fil des expé-
rimentations. Moins il y a de descripteurs et plus il est difficile de construire
un modèle fiable. De plus, il n’est pas exclu que la suppression aléatoire de des-
cripteurs dans les documents ait introduit du bruit en changeant la nature des
documents. Nous pourrions ainsi retrouver des documents sans lien avec la classe
auquel ils sont rattachés et les utiliser pour construire les modèles. Comme pré-
cédemment nous pouvons constater que nos propositions permettent d’obtenir
de performances proches voir supérieures aux algorithmes de comparaison. Elles
permettent d’obtenir de meilleures performances lorsque le nombre de descrip-
teurs diminue bien que l’ensemble des performances soit globalement fortement
impacté par un faible nombre de descripteurs.
Pour finir, lors de la dernière série, nous nous sommes intéressés à l’étude du
déséquilibre entre classes.
5.5.4 Conséquences du déséquilibre entre classes sur la
classification
Il convient tout d’abord de discuter de la notion de "déséquilibre". Un corpus peut
être constitué de classes possédant toutes le même nombre de documents, on dit
alors que le corpus est composé de classes équilibrées. A contrario, il est possible
que certaines classes possèdent un nombre bien plus important de documents que
d’autres classes et nous dirons alors que le corpus est composé de classes dés-
équilibrées. Il est très rare que des corpus soient équilibrés de façon naturelle et
généralement, plutôt que de définir un corpus comme étant équilibré ou déséqui-
libré, nous allons considérer le corpus comme étant plus ou moins déséquilibré.
Nous mesurons le déséquilibre d’un corpus en calculant le rapport entre la classe
comportant le plus de documents et celle comportant le moins de documents. Il
existe une différence selon que ce rapport soit de 2 (la classe la plus volumineuse
contient deux fois plus de documents que la classe la moins volumineuse) ou de
1000.
Pour étudier l’impact du déséquilibre, nous avons sélectionné aléatoirement 6
classes déséquilibrées sur le corpus Reuters puis nous avons diminué le déséqui-
libre en supprimant des documents des classes majoritaires jusqu’à obtenir des
classes équilibrées. Comme nous restons sur une problématique liée aux petits
volumes, le déséquilibre étudié reste limité. Les résultats des 6 itérations réalisées
sont présentés dans le tableau 5.10.
Pour compléter l’évaluation du déséquilibre (Noté D-Doc) et pour ne pas nous li-
miter au minimum et maximum, nous mesurons aussi l’écart type (noté ET-Doc)
du nombre de documents. Nous indiquons aussi, pour information, le déséqui-
libre et l’écart type du nombre de descripteurs (notés D-Descripteurs et ET-
Descripteurs).
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Il est difficile de tirer des conclusions de cette expérimentation, car en "jouant" sur
le déséquilibre, nous impactons aussi la qualité globale du modèle en diminuant
le nombre de documents disponibles. Néanmoins, cette expérimentation met en
évidence plusieurs éléments :
• Pour tous les algorithmes de comparaison, nous pouvons observer que les per-
formances augmentent puis diminuent à mesure que les classes s’équilibrent.
Nous pensons que l’augmentation des performances est liée à l’impact du dés-
équilibre (si un modèle est impacté par le déséquilibre alors il donne de moins
bonnes performances lorsque le déséquilibre augmente), mais que la diminution
sur les dernières itérations est liée au nombre de documents disponibles (nous
avons étudié précédemment l’impact du nombre de documents sur le modèle).
• Nous pouvons observer un comportement similaire avec nos pondérations inté-
grées dans une approche NaiveBayes.
• Au contraire, nos propositions avec l’approche CFC n’augmentent pas sur les
premières itérations ce qui implique que cette approche est plus appropriée
pour traiter les corpus déséquilibrés.
• Parmi les algorithmes de comparaison, LadTree est particulièrement efficace
sur ces corpus.
Nous synthétisons l’ensemble de nos observations dans la section suivante et nous




Nous avons présenté dans cette première contribution une méthode de pondé-
ration paramétrable que nous avons expérimentée sur des corpus différents. Nos
propositions, avec les "bons" paramètres sélectionnés, permettent d’obtenir des
résultats meilleurs que l’ensemble des algorithmes de comparaison sur le corpus
Itesoft mais aussi dans près de 40% des autres corpus (et souvent proches des
meilleurs le reste du temps) et ce indépendamment du corpus.
Pour illustrer nos propositions, nous avons réalisé un grand nombre de tests. 120
combinaisons de paramètres et 15 algorithmes de comparaisons ont été évalués
sur 36 corpus différents. En validation croisée, cela représente plus de 14 000
évaluations réalisées.
Ces tests ont permis de valider l’intérêt de notre proposition pour traiter des
corpus composés d’un "petit volume" de données :
1. Nos pondérations résistent mieux que les algorithmes de comparaison lorsque
le nombre de descripteurs est faible.
2. Avec une approche CFC, elles sont plus résistantes sur les corpus déséqui-
librés.
3. Elles sont plus adaptées lorsque le nombre de classes est faible et résistent
aussi bien que les meilleurs algorithmes lorsque le nombre de documents est
faible.
4. Le choix des paramètres α, β et ω a un impact significatif sur les résultats.
5. Le choix de l’approche retenue (CFC ou Naïve Bayes) peut avoir un impact
significatif sur les résultats.
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Table 6.1: Résumé des "meilleurs" paramètres pour l’approche Naïve Bayes
α β ω Nombre de corpus
0 0.25 0.75 2
0 0.5 0.5 2
0 0.75 0.25 8
0 1 0 10
0.25 0.75 0 2
0.25 0.75 0.25 6
0.25 1 0 4
0.5 1 0 9
1 1 0 2
Table 6.2: Résumé des "meilleurs" paramètres pour l’approche CFC
α β ω Nombre de corpus
0 0.33 0.33 1
0 0.5 0.5 1
0 0.75 0.25 1
0 1 0 16
0.25 0.5 0.5 3
0.25 0.75 0.25 7
0.25 1 0 7
0.5 0.75 0 2
0.5 1 0 2
Nous synthétisons dans les tableaux 6.1 et 6.2, les paramètres ayant permis d’ob-
tenir les meilleurs résultats sur l’ensemble des 36 corpus utilisés jusqu’ici. Nous
indiquons dans le dernière colonne le nombre de corpus concernés. Précisons que
le nombre total est supérieur aux 36 corpus car pour un même corpus plusieurs
ensembles de paramètres peuvent être retenus.
Les résultats obtenus lors de nos expérimentations nous permettent de dégager
quelques tendances. Par exemple, dans 82% de nos expérimentations, les meilleurs
résultats ont été obtenus avec une valeur de α faible (≤ 0.25). De même, dans
89% de nos expérimentations, les meilleurs résultats ont été obtenus avec une va-
leur de β élevée (≥ 0.75). Néanmoins, même si les paramètres α = 0, β = 1 et ω
= 0 permettent d’obtenir de meilleurs résultats dans 30% des cas, nous pouvons
remarquer qu’il n’existe pas un ensemble de paramètres qui permettent d’obtenir
de meilleurs résultats indépendamment du corpus.
Les tests menés nous permettent aussi de tirer quelques enseignements sur les
approches de la littérature :
1. Les classifieurs bayésiens sont efficaces pour traiter les problèmes de classi-
fication de textes. Les approches DMNB (8 fois), ComplementNaiveBayes
(10 fois 1) et dans une moindre mesure NaiveBayesMultinomial (2 fois 2)
ont permis d’obtenir de meilleurs résultats que les autres types d’approches
dans 53% des cas.
1. dont 1 à égalité avec l’algorithme NaiveBayesMultinomial.
2. dont 1 à égalité avec l’algorithme ComplementNaiveBayes.
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2. LadTree (12 fois) est aussi un candidat crédible.
3. En revanche, les approches de type SVM (LibSVM 1 fois et SMO 2 fois) ou
l’algorithme j48 (2 fois) se sont montrés moins à leur avantage pour traiter
les corpus utilisés dans les expérimentations.
4. Parmi les 8 algorithmes de comparaison retenus, seul l’algorithme Naive-
Bayes n’a jamais été le plus performant sur un corpus donné.
Remarquons que même si le contexte applicatif et les exemples choisis pour illus-
trer notre proposition sont mono classes (un document appartient à une seule
classe), nos propositions sont tout à fait adaptées pour être utilisées dans un
contexte multi-classes en considérant simplement un document appartenant à
plusieurs classes comme plusieurs documents distincts appartenant à plusieurs
classes distinctes.
Dans cette partie, nous avons étudié l’impact de la composition du corpus sur les
paramètres, mais aussi sur un ensemble d’algorithmes établis et éprouvés et nous
sommes arrivés à la conclusion que :
• Il n’existe pas d’algorithmes plus performants que les autres indépendamment
du corpus ;
• Il n’existe pas de paramètres plus performants que les autres indépendamment
du corpus.
Ces éléments nous ramènent à un constat établi par le théorème No Free Lunch
[183] qui sera présenté dans la seconde partie de ce manuscrit. Pour définir le
meilleur couple approche-paramètres, nous avons testé empiriquement une partie
de l’ensemble des possibles (faut-il utiliser une approche CFC ou une approche
NaiveBayes ? Quelles valeurs faut il choisir pour α, β et ω ?). Cette méthode pour
détecter la meilleure combinaison, bien qu’efficace en terme de résultat, est aussi
coûteuse en temps qu’inélégante dans sa construction. C’est pourquoi nous nous
interrogeons dans la seconde partie de ce manuscrit sur les solutions existantes
pour traiter ce type de problématique et nous proposons une approche originale
de la traiter.
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Deuxième partie
De nouveaux méta-descripteurs






Dans la première partie de ce manuscrit, nous avons défini un ensemble de couples
algorithmes-paramètres et prouvé leur efficacité sur des corpus différents. Les
expérimentations menées montrent que :
• Il n’existe pas d’algorithmes plus performants que les autres indépendamment
du corpus ;
• Il n’existe pas de paramètres plus performants que les autres indépendamment
du corpus.
Cela rejoint les conclusions présentées dans [182] pour qui la définition d’un "bon"
algorithme est une tâche qui prend du temps et implique de mener un grand
nombre d’expérimentations sur un grand nombre de classifieurs et de comparer
les performances des uns et des autres. Les mêmes auteurs ont défini et forma-
lisé le théorème du No Free Lunch dans [183] qui stipule que si un classifieur A
superforme un classifieur B pour un ensemble de cas donnés, il existe autant de
cas où B superforme A. En d’autres termes, il n’est pas possible de construire
un classifieur qui fonctionne mieux que les autres indépendamment du problème
donné [1, 139, 148, 177]. Les motivations théoriques du théorème du No Free
Lunch sont données dans [183] et [140].
Devant la grande diversité d’algorithmes pouvant être considérés comme can-
didats crédibles pour répondre à un problème de classification donné, une des
grandes difficultés du domaine est de prédire quel sera le meilleur [66]. La sélec-
tion du meilleur classifieur est une tâche coûteuse [105] et est difficile parce que
les fondements des algorithmes sont différents [181]. Pour [19], chaque algorithme
a un "Selective priority", c’est-à-dire qu’il est meilleur pour traiter un type de
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problème spécifique, car chaque algorithme possède un "inductive bias" [103].
Des exemples d"inductive bias" sont donnés dans [15] :
• Les approches de type K-plus-proches-voisins fonctionnent mal si les données
sont éparses (lié à la difficulté à trouver un voisin), mais au contraire fonc-
tionnent bien si il y a beaucoup d’exemples.
• Les approches de type Naive Bayes sont robustes avec les données bruitées,
manquantes ou rares et sont résistantes aux attributs non pertinents. En re-
vanche les attributs corrélés dégradent les performances.
• Les approches de types SVM sont efficaces pour les problèmes d’optimisations
et donnent de meilleurs résultats sur des données éparses.
• Les approches de types arbres traitent à la fois les données continues et dis-
crètes et se comportent mieux sur les attributs nominaux ainsi qu’avec des
données manquantes.
Des facteurs évidents tels que le volume de données (en relation avec la taille de
l’espace de description), la proximité ("sparsity") des exemples ou encore le type
de bruit influencent les classifieurs [176]. Le processus de sélection du modèle le
plus approprié est décrit dans [20].
Depuis 20 ans, des travaux ont été menés afin de tenter de déterminer quel est
le meilleur classifieur pour un problème de classification donné. La détection du
meilleur classifieur peut être décomposé en deux tâches, la sélection de l’algo-
rithme le plus performant, mais aussi la détection des paramètres optimaux pour
un algorithme donné. En effet, de même qu’il n’existe pas de classifieur plus per-
formant que les autres indépendamment du problème donné, il n’existe pas de
paramètres optimums pour un algorithme indépendamment du problème donné
[32, 112]. Ainsi si certains travaux se sont focalisés sur la détection du meilleur
algorithme, d’autres se sont focalisés sur la détection des meilleurs paramètres
[77, 71, 159, 4, 6, 5, 149, 112, 23, 75, 104, 48].
Il est cependant possible de regrouper les solutions proposées pour répondre à ces
deux problématiques :
• Solution 1 : Tester l’ensemble des candidats possibles. C’est la solution qui
fonctionne le mieux, mais est malheureusement impossible à appliquer, car il y
a trop d’algorithmes candidats et trop de paramètres à considérer [27, 162].
• Solution 2 : Faire appel à un expert, qui pour un problème spécifique donné est
capable de définir le meilleur classifieur. En supposant qu’il existe, cet expert
peut être difficile à trouver [46].
• Solution 3 : Déterminer de façon automatique le ou les meilleurs candidats,
solution qui concentre la majorité des travaux menés par la communauté.
Pour déterminer de façon automatique les candidats les plus probables, il existe
deux grandes catégories.
• La première regroupe les approches qui consistent à converger vers le meilleur
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classifieur (Problème d’optimisation) par itération successive (approche "grid
search", programmation génétique) et est surtout utilisée pour la détection de
paramètres [31]. L’idée générale de ces approches est d’exécuter plusieurs fois
un classifieur en modifiant les paramètres utilisés afin de converger vers les
plus performants. Les "grid search" restent les méthodes les plus utilisées tant
que les ressources (temps, machine) le permettent ce qui est malheureusement
impossible sur les ensembles trop volumineux pour lesquels des algorithmes
génétiques seront plutôt utilisés [47].
• La seconde regroupe les approches qui consistent à utiliser les expériences pas-
sées pour prédire le futur [4, 153]. On parle alors de meta-learning ou méta-
classification. L’idée générale est d’arriver à générer de la connaissance sur le
lien entre les caractéristiques d’un problème de classification et les performances
des classifieurs [157].
Il existe une grande différence entre les deux types d’approches concernant la du-
rée nécessaire à l’obtention des meilleurs candidats. Avec les approches de méta-
classification, la plus grande partie du temps nécessaire pour calculer les meilleurs
candidats est portée en amont ; ceci est indépendant du problème de classification
à résoudre. Ainsi, à partir du moment où le problème de classification est connu,
le temps nécessaire pour déterminer les bons candidats sera moindre qu’avec les
approches par itération. De plus, en ne prenant pas en compte les expériences pas-
sées, les approches par itération vont effectuer deux fois le même raisonnement
pour arriver aux mêmes conclusions pour deux problèmes identiques. Enfin, les
travaux récents suggèrent que la méta-classification est une solution fiable pour
proposer un algorithme de classification qui s’appliquerait à l’ensemble des pro-
blèmes [18, 60, 144] et c’est l’approche retenue dans la suite de ce manuscrit.
Nous discutons dans le Chapitre 8 des notions liées à la méta-classification et nous
effectuons une revue des principales solutions proposées dans la littérature. Dans
le Chapitre 9, nous présentons une approche originale pour décrire un corpus et
nous discutons des avantages de notre proposition par rapport aux approches de
la littérature. Les expérimentations menées pour évaluer notre proposition sont
décrites dans le Chapitre 10. Nous concluons cette seconde partie en discutant de
notre proposition dans le Chapitre 11.
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Chapitre
8 État de l’art de la
méta-classification
Comme nous l’avons vu en introduction de cette seconde partie, la méta-classification
vise à déterminer l’algorithme le plus approprié pour traiter un nouveau problème
de classification par application des techniques de classification à partir des expé-
riences passées [151]. Le terme méta-learning a été utilisé la première fois par [1]
mais les approches de méta-classification trouvent leurs inspirations dans le pro-
blème de sélection d’un algorithme formalisé en 1976 dans [128] pour répondre à
la question suivante : parmi tous les algorithmes disponibles, lequel est susceptible
de donner les meilleurs résultats pour un problème spécifique ? L’auteur propose
un modèle composé de 4 éléments.
• l’espace des problèmes, P, qui contient l’ensemble des données,
• l’espace des descripteurs, F, qui contient les caractéristiques mesurables obte-
nues sur P,
• l’espace des algorithmes, A, qui contient l’ensemble des algorithmes (classi-
fieurs) pouvant résoudre le problème,
• l’espace des performances, Y, qui relie chaque algorithme de A avec des mesures
de performances.
Toujours dans [128], le problème de sélection d’un algorithme est formalisé de la
façon suivante : Pour toutes instances x ∈ P , à partir des descripteurs f(x) ∈ F ,
trouver S(f(x)) = α ∈ A, tel que le classifieur sélectionné α maximise les perfor-
mances y(α(x)) ∈ Y pour tout x. Ainsi, pour un nouveau problème de classifica-
tion, il suffira d’appliquer l’algorithme α pour obtenir le meilleur résultat.
La difficulté est de déterminer la fonction S permettant d’obtenir le meilleur
α. Aucune méthode pour résoudre le problème de sélection d’algorithmes n’est
indiquée dans le papier et il n’est pas fait référence à la méta-classification, mais
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il est spécifié que "la procédure de sélection est elle-même un algorithme", ce qui
fait de la méta-classification une approche crédible pour résoudre le problème de
sélection du meilleur algorithme [45].
Dans un contexte de méta-classification, nous sommes en présence d’un problème
de sélection d’algorithmes. A est un ensemble de classifieurs et S est aussi un
classifieur (on parle de méta-classifieur) qui peut éventuellement appartenir à A.
P est l’ensemble des jeux de données, les problèmes étudiés par le passé et F les
méta-descripteurs issus de P . À partir de ces définitions, la méta-classification
peut être résumée ainsi :
À partir d’un ensemble de jeux de données (P ), il est possible de construire une
base de connaissance à partir de laquelle, par application d’un méta-classifieur
(S), il sera possible de prédire les performances (Y ) des différents algorithmes
(A) pour un nouveau problème en utilisant à la fois les méta-descripteurs (F ) du
nouveau problème et les expériences passées (P ).
Ces dernières années, les travaux de la communauté ce sont intéressés à ce pro-
blème et nous présentons dans la section suivante un bref état de l’art sur les
méta-classifieurs S, les performances Y et les algorithmes A avant de voir plus
en détail les problèmes P et les méta-descripteurs F .
8.1 Les algorithmes
Au cours des différents travaux, la méta-classification a fait l’objet de nombreuses
applications. Par exemple l’utilisation de la méta-classification pour la détection
du meilleur classifieur pour un dataset donné a été étudiée [10, 7] et pour prédire
le classement entre algorithmes (ranking) dans [99, 17, 14, 154, 173]. Elle a aussi
été utilisée pour prédire si un classifieur est capable de classer ou non (Reliable
classification) dans [70]. Nous pouvons trouver d’autres applications comme la
prédiction des performances (par exemple l’accuracy) pour un problème de clas-
sification donné dans [46, 172], la prédiction du taux d’erreur dans [44, 155, 13]
ou encore la prédiction du temps de traitement dans [124]. L’utilisation de la
méta-classification pour réduire le nombre de candidats possibles afin de déter-
miner les classifieurs à tester sans impacter la qualité de la classification obtenue
(autrement dit sans éliminer les meilleurs algorithmes) est présentée dans [17,
83, 18]. La méta-classification a été utilisée pour prédire les paramètres d’un
algorithme, par exemple pour sélectionner le type de noyau et les paramètres
SVM [153, 4, 152, 102, 48] ou pour définir les paramètres d’un arbre de décisions
dans [104]. Enfin, nous pouvons aussi citer son utilisation dans le cadre de la
prédiction du stopping point (moment à partir duquel ajouter de la connaissance
n’améliore pas les performances) dans [82] ou l’amélioration des performances des
algorithmes génétiques dans [125] dans lequel les auteurs utilisent des techniques
de méta-classification pour sélectionner un bon point de départ aux algorithmes
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génétiques (les résultats obtenus dépendent du choix de la population de départ).
Selon l’usage attendu, les mesures de performances (Y ) ainsi que les algorithmes
évalués (A) seront différents. Par exemple, si nous nous intéressons aux para-
mètres SVM permettant d’obtenir les meilleurs résultats ou bien que l’on étudie
l’algorithme demandant le moins de ressources parmi l’ensemble des possibles,
dans le premier cas A sera restreint aux approches de type SVM et Y à des me-
sures comme l’accuracy, la précision ou le rappel alors que dans le second A sera
composé d’un ensemble d’algorithmes plus large emprunté aux différentes familles
d’algorithmes (Naïve Bayes, SVM, Arbres de Décision...) et Y de mesures propres
à la consommation de ressources (temps de traitement, mémoire utilisée...).
Ainsi, il convient d’abord de définir les algorithmes évalués (A). Tous les travaux
relatés dans la littérature ont évalué un nombre variable d’algorithmes. L’espace
de recherche (ou espace des hypothèses) définit l’ensemble des algorithmes (ou
des modèles) possibles pouvant résoudre le problème donné. Le choix du mauvais
algorithme peut être dû, entre autre, à l’absence du bon modèle dans l’espace de
recherche. Il n’existe pas d’algorithme qui semble avoir les faveurs de la commu-
nauté conformément au théorème du No Free Lunch. Des techniques pour définir
le nombre d’algorithmes à retenir ont été étudiées dans [18] mais ce choix n’a
pas une grande influence sur les performances du système. Tout au plus peut-on
signaler que certains auteurs ont utilisé un seul type d’algorithme [152, 102, 104]
là où d’autres ont utilisé des algorithmes aux fondements différents [13, 166].
Nous donnons néanmoins un court aperçu des algorithmes utilisés dans la litté-
rature pour illustrer la diversité des possibilités.
• Dans [13], les auteurs obtiennent de bons résultats de prédiction pour 8 algo-
rithmes non paramétriques, 2 arbres de décision (LTree et C5.0Tree ), Naïve
Bayes, 2 méthodes par règles (Ripper et C5.0Rules), un classifieur discriminant
linéairement, une méthode des plus-proches-voisin et une méthode combinant
différentes approches (C5.0boost).
• Dans [100], les auteurs évaluent 20 algorithmes parmi lesquels des arbres de
décisions, des réseaux de neurones, des algorithmes statistiques ou des méthodes
par règles.
• Un arbre de décision (C5) et un SVM (LibSVM) sont utilisés dans [83].
• Des approches de type SVM dans [153, 4, 152, 102, 48].
• Dans [105], 8 classifieurs bayésiens sont évalués.
• Un arbre de décision (J48) dans [104].
Ces algorithmes sont évalués selon une ou plusieurs mesures de performances (Y ).
8.2 Les performances
Nous présentons ici un aperçu des différents éléments relevés dans la littérature
qu’il est possible de séparer en deux familles.
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La première concerne des mesures de performances qualitatives. Il s’agit des tra-
vaux les plus anciens.
• La mesure de performances peut être simplement le meilleur algorithme [1, 68,
120] et dans ce cas le méta-classifieur va simplement déterminer quel est le
meilleur algorithme pour un problème donné.
• De la même façon, dans [83], les auteurs se concentrent sur la prédiction du
plus performant entre deux classifieurs, un arbre de décision (C5) et un SVM
(LibSVM).
• Dans [100], pour chaque algorithme, une classe applicable ou non applicable
est assignée selon que le taux d’erreur soit inférieur ou supérieur à un taux
donné. Dans ce cas la mesure de performances est une valeur discrétisée pou-
vant prendre deux valeurs.
Cependant les travaux les plus récents utilisent plutôt des mesures quantitatives.
• Dans [85] et [123], les auteurs utilisent l’accuracy.
• [76] et [13] utilisent le taux d’erreur.
• [123] et [124] évaluent aussi les classifieurs selon le temps d’exécution.
• Dans [82], la mesure de performances correspond au stopping point.
• Dans [105], les classifieurs sont évalués avec 3 mesures de performances (Accu-
racy, Mean Absolute Error et Relative Absolute Error).
• Dans [15], 6 mesures de performances sont prises en compte (Précision, Rappel,
Accuracy, ROC, ARR, Mean Absolute Error).
• Il est aussi possible d’évaluer les performances selon une combinaison de plu-
sieurs critères (par exemple celui offrant le meilleur compromis entre ressources
utilisées et taux de précision). Par exemple dans [69], la mesure de performances
utilisée est une combinaison de l’accuracy, du temps d’apprentissage, du temps
d’exécution et des ressources consommées.
On s’aperçoit que bien souvent l’accuracy est utilisée comme mesure de perfor-
mances. L’idée générale est que si les modèles proposés sont fiables pour prédire
l’accuracy, alors ils le seront aussi pour prédire le Rappel, la Précision ou toutes
autres mesures de performances.
La méta-classification peut se décomposer en deux tâches, la prédiction d’une
valeur qualitative et la prédiction d’une valeur quantitative. Ainsi, les méta-
classifieurs (S) reposent soit sur des modèles de classification soit sur des modèles
de régression [110].
8.3 Les méta-classifieurs
Dans la mesure où la méta-classification est un problème de classification, le théo-
rème No Free Lunch s’applique aussi. Ainsi, il n’existe pas de méta-classifieur qui
soit meilleur qu’un autre indépendamment du problème posé. C’est pourquoi nous
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retrouvons dans la littérature différents types de classifieurs utilisés en tant que
méta-classifieur. Par exemple [100] et [105] utilisent un arbre de décision alors
que [13] utilise un modèle de régression linéaire. D’autres utilisent des approches
combinant plusieurs classifieurs [78]. Enfin certains ont développé des approches
spécifiques adaptées à leur problème [162, 158, 85]. Dans [53], les auteurs intro-
duisent le méta-mining pour la recherche du meilleur méta-classifieur, les efforts
ne portent plus sur la génération du modèle (méta-learning), mais sur les méta-
classifieurs appliqués au modèle. Le méta-mining est aussi discuté dans [110].
Les méta-classifieurs S dépendent du contexte et de l’objectif, mais ils sont in-
fluencés par le nombre de jeux de données déjà étudié (P ) pour créer le modèle.
Nous discutons de ce point dans la section suivante.
8.4 Les problèmes
Comme dans tout problème de classification supervisée, la qualité du modèle
final dépend du nombre d’exemples disponibles pour créer le modèle. Comme
nous l’avons rappelé dans la première partie, les modèles sont plus performants
lorsque le nombre d’exemples disponibles est important. Or les problèmes de
méta-classification utilisent généralement un nombre limité de jeux de données.
Par exemple, 22 jeux de données très variés sont utilisés dans [100] (données
médicales, données bancaires, images), 101 dans [166] récupérés depuis le UCI
repository. [104] utilise un ensemble de 14 jeux de données de l’éducation na-
tionale utilisés pour la prédiction des performances des élèves. Dans [105], les
expérimentations sont menées à partir de 39 jeux de données récupérées à partir
du UCI repository, Weka et Promise et dans [123], les auteurs utilisent 83 jeux de
données issus du UCI repository, StatLib et du livre Analyzing Categorical Data.
La plupart des approches de la littérature sont testées sur moins de 100 jeux de
données. Nous pouvons signaler toutefois que dans [162], les auteurs ont utilisé
plus de 1000 jeux de données récupérés du UCI repository, StatLib, KDD etWeka.
La difficulté principale est d’obtenir un nombre suffisamment important de jeux
de données qui soit du même type que ceux sur lesquels auraient été calculées les
performances (Y ) pour un certain nombre d’algorithmes (A).
Chaque méta-exemple est un problème de classification étudié par le passé pour
un jeu de données précis. Il représente l’ensemble des résultats (Y ) des algo-
rithmes testés (A) pour un problème donné (P ). La génération de méta-exemples
est difficile et certains auteurs se sont attaqués à ce problème. Par exemple [118]
propose une méthode basée sur l’apprentissage actif et [16] propose une méthode
pour réduire le nombre de méta-exemples nécessaire en ne sélectionnant que les
plus pertinents. L’idée générale est de chercher les jeux de données les plus dif-
férents pour compléter les jeux de données déjà étudiés. La création artificielle
de méta-exemples est étudiée dans [40] mais le coût pour générer un ensemble
cohérent peut être trop important. Cela dépend notamment du nombre et de
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la complexité des méta-classifieurs candidats, du type ou du volume de données
[121, 119].
Pour autant, quelque soit leur nombre et leur type, chaque méta-exemple est
constitué :
1. De mesures de performances (Y ) observées pour un ou plusieurs algorithmes
(A) ;
2. De méta-descripteurs (F ) qui décrivent les propriétés des jeux de données
(P ) concernés par le problème de classification.
Dans les sections précédentes, nous avons discuté des jeux des données (P ), des
mesures de performances (Y ), des méta-classifieurs (S) et des algorithmes (A). Il
convient maintenant de discuter des méta-descripteurs (F ).
8.5 Les méta-descripteurs
L’objectif de la méta-classification est de lier les performances (Y ) d’un ensemble
d’algorithmes (A) à un jeu de données (P ) de façon à pouvoir prédire les per-
formances d’un nouveau jeu de données par application d’un méta-classifieur (S)
sur les expériences passées. Pour cela les caractéristiques des jeux de données
(P ) doivent être extraites de façon identique de manière à être comparables. Ces
mêmes caractéristiques seront extraites des jeux de données dont on cherche à
prédire les performances.
Une grande partie des travaux portant sur la méta-classification s’intéresse à la
manière de décrire les jeux de données de façon la plus précise possible et plusieurs
approches utilisant des fondements très différents ont été proposées.
Les premiers méta-descripteurs proposés sont des variables quantitatives calcu-
lées sur les jeux de données par exemple le nombre d’exemples d’apprentissage,
le nombre de classes, etc [17, 37, 66].
Il est possible de regrouper ces méta-descripteurs quantitatifs en trois familles
[76, 15] :
• Les descripteurs simples qui regroupent les propriétés accessibles rapidement :
nombre de classes, nombre d’observations, nombre d’attributs ;
• Les descripteurs statistiques [37, 155] qui reposent sur des méthodes d’analyse
statistique : moyenne, variance, matrice de covariance, coefficient d’aplatisse-
ment de Pearson, coefficient de dissymétrie ;
• Les descripteurs issus de la théorie de l’information [143] : Khi-2, information
Gain et entropie des attributs et des classes.
Les approches empruntent généralement des méta-descripteurs issus des diffé-
rentes familles. Par exemple, dans [16], les méta-descripteurs utilisés sont à la fois
des mesures simples (le nombre d’attributs, le nombre d’attributs numériques, le
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nombre d’attributs nominaux, le nombre de classes, le nombre d’instances in-
complètes, le nombre d’instances) et des mesures statistiques (la moyenne, l’écart
type, le coefficient d’aplatissement de Pearson, le coefficient de dissymétrie).
Dans [158] les méta-descripteurs utilisés correspondent au nombre d’attributs
nominaux ou continus, au nombre de classes et d’exemples, au nombre d’attributs
par classe, mais aussi aux distributions (distribution du nombre d’exemples au
sein de la classe, distribution du nombre de données uniques, distribution du
nombre de données manquantes). Dans [69], les auteurs utilisent en complément
des histogrammes (histogramme de concentration, histogramme de corrélation).
Ces variables quantitatives sont parfois transformées en variables qualitatives. Par
exemple, dans [104], les auteurs discrétisent 3 attributs numériques (le nombre
d’attributs, le nombre de classes et le nombre d’instances) selon 3 valeurs pos-
sibles (Bas, Moyen, Haut). Dans [105], 3 méta-descripteurs discrétisés sont choi-
sis, le nombre d’instances (inférieur ou égal à 286, supérieur à 286), le nombre
d’attributs (supérieur à 16, inférieur ou égal à 16) et le pourcentage d’attributs
nominaux (100%, entre 50 et 100%, inférieur à 50%).
Dans [11] et [114], les auteurs ont utilisé comme méta-descripteurs les propriétés
d’un arbre de décision généré sur les jeux de données : ratio du nombre de nœuds
de l’arbre sur le nombre d’attributs, ratio du nombre de nœuds de l’arbre sur le
nombre d’instances en apprentissage, moyenne de la différence gain ratio, profon-
deur maximum de l’arbre entre la racine et la feuille la plus éloignée, nombre de
nœuds répétés dans l’arbre, forme de l’arbre (Shape), homogénéité, nombre de
feuilles divisées par la profondeur de l’arbre, nombre de sous-arbres identiques,
etc.
Une autre approche a été proposée au début des années 2000 dans [115]. Il s’agit
de l’approche des landmarkers. L’idée générale avancée par les auteurs est qu’il
est possible d’utiliser les performances d’algorithmes pour caractériser un jeu de
données. Le concept repose sur l’intuition que si deux jeux de données qui ont
des caractéristiques similaires ont des résultats similaires pour un ensemble d’al-
gorithmes donnés (ce qui est l’essence même de la méta-classification), alors deux
jeux de données qui ont des résultats similaires pour en ensemble d’algorithmes
donnés auront des caractéristiques identiques. Ainsi les auteurs proposent de me-
surer les performances sur un ensemble restreint d’algorithmes pour définir les
jeux de données et d’utiliser ces résultats comme méta-descripteurs. Les auteurs
mettent en avant deux critères pour sélectionner les algorithmes les plus appro-
priés :
• L’efficacité : les algorithmes retenus doivent être le plus rapide possible ;
• La diversité : les algorithmes retenus doivent être issus de familles différentes,
car les algorithmes construits sur les mêmes fondements auront des comporte-
ments et des biais similaires.
Le niveau de performances des algorithmes retenus importe peu puisqu’ils ne
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servent qu’à caractériser le jeu de données. Par exemple, dans [115], les auteurs
utilisent en plus de statistiques simples les accuracy obtenus via C5.0 trees, Naïve
Bayes et une fonction linéaire discriminante.
Huit landmarkers sont utilisés dans [10] et [12] : One-level decision stump (meilleur
nœud, moins bon nœud et choix aléatoire du nœud), un Naïve Bayes, 2 algo-
rithmes des plus-proches-voisins, un classifieur linéaire et une classe par défaut.
[125] utilisent quatre landmarkers (One-level decision stump (meilleur nœud,
moins bon nœud et choix aléatoire du nœud) et Naïve Bayes) en complément
de mesures statistiques et de mesures simples. D’après [83, 84], les approches de
landmarking permettent de mieux prédire les performances des algorithmes que
les méta-descripteurs statistiques.
Dans [43], les auteurs utilisent l’ordre entre les performances des landmarkers
(Relative Landmarking) plutôt que les performances pures (approche Landmar-
king initiale). Cinq landmarkers sont utilisés : One-level decision stump (meilleur
nœud, moins bon nœud et choix aléatoire du nœud), Naïve Bayes et une fonction
discriminante linéaire.
[162] propose aussi des méta-descripteurs basés sur la relation entre algorithmes.
Il suggère un nouveau modèle de génération de méta-descripteurs en comparant
les algorithmes deux à deux et en proposant des règles du style "tel algorithme est
meilleur que celui-ci". Il compare 20 algorithmes 2 à 2 (190 paires d’algorithmes)
et considère ces 190 comparaisons comme méta-descripteurs en complément de 80
méta-descripteurs discutés précédemment (mesures simples, statistiques et land-
marker).
Une autre approche qui utilise aussi les performances comme méta-descripteurs
a été utilisée dans [83]. Les auteurs utilisent une approche basée sur les courbes
d’apprentissage (learning curves) qui a montré son efficacité dans un contexte
différent [82] pour détecter les stopping point. La méthode nécessite l’exécution
d’expérimentations sur un petit nombre d’exemples puis sur un autre puis encore
sur un autre... Ils recherchent la courbe d’apprentissage la plus proche. Les ex-
périmentations montrent que la méthode donne de bons résultats, similaires aux
autres approches. L’idée générale est que si le début de la courbe est proche (sur
un sous-ensemble) alors la fin le sera aussi (sur l’ensemble des données).
Enfin, nous pouvons citer un dernier type de méta-descripteurs, les auteurs dans
[124] utilisent le temps de calcul constaté pour la mesure des divers méta-descripteurs
comme méta-descripteurs. Néanmoins cette approche nous parait trop dépen-
dante de la machine utilisée pour les calculs pour être un méta-descripteur per-
tinent et pérenne.
Dans un contexte plus spécifique à la classification de documents, nous pouvons
citer [78] et [41] qui utilisent des méta-descripteurs tels que le nombre d’exemples,
le nombre de descripteurs moyen par document et par catégorie, le ratio entre le
nombre d’exemples positifs et négatifs, la pondération moyenne des descripteurs
par document par catégorie, la valeur maximale moyenne pour une catégorie, la
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valeur minimale moyenne pour une catégorie, le nombre de descripteurs moyen
ayant un poids supérieur à un seuil donné, le gain d’information moyen pour les
meilleurs t descripteurs de chaque classe ou le nombre de descripteurs supérieurs
à un gain d’information donné.
Les techniques de description d’un corpus décrites ci-dessus sont jugées comme
pertinentes, mais certains méta-descripteurs peuvent être redondants ou peu per-
tinents [113]. Peu de travaux ce sont intéressés sur l’utilité et le pouvoir de discri-
mination de ces méta-descripteurs à part dans [69] et [168]. Ces derniers travaux se
concentrent sur la sélection de méta-descripteurs dans un contexte de comparai-
son d’algorithmes de classification deux à deux. Ils poursuivent deux objectifs : (1)
améliorer les performances et (2) comprendre les caractéristiques qui impactent
sur les performances.
Les travaux cités précédemment visent à maximiser la capacité à prévoir sans vrai-
ment chercher à comprendre les caractéristiques des datasets qui l’influencent. Le
premier essai de sélection de méta-descripteurs est apparu dans [168]. Cependant
les facteurs déterminants les performances pour un groupe d’algorithmes peut être
différent pour un autre groupe. Dans [67], il est montré que des méta-descripteurs
utiles pour prédire les performances d’un algorithme donné peuvent ne pas être
utiles pour prédire les performances d’un autre algorithme.
Nous pensons qu’il existe une approche différente pour méta-décrire un corpus
que nous présentons dans le chapitre suivant qui se base directement sur le corpus
lui-même tout en apportant une vision plus précise que le nombre de classes ou
de documents. Notre proposition s’appuie sur la définition de nouveaux méta-
descripteurs.




Nous pensons qu’il est possible de décrire un corpus en fonction de sa représen-
tation dans l’espace. En positionnant les éléments du corpus, les uns par rapport
aux autres, nous obtiendrons un schéma, une empreinte, qui définirait le corpus
et nous pensons qu’il sera possible d’identifier deux corpus qui reproduiraient le
même schéma. Par exemple la figure 9.1 représente le positionnement dans l’es-
pace de 4 corpus chacun étant composé de 3 classes (cercles de couleur). Sur cet
exemple, nous pouvons voir que les corpus 3 et 4 sont plus similaires qu’ils ne le
sont avec les deux autres (qui sont eux-mêmes très différents l’un de l’autre).
Le problème revient alors à pouvoir projeter un corpus dans l’espace et de pouvoir
positionner les différents éléments indépendamment du corpus. Pour cela nous
proposons d’étudier la similarité de ses composants, les classes et les documents.
9.1 La similarité comme méta-descripteurs
Nous introduisons tout d’abord la notion de similarité entre composants.
Deux composants (classes ou documents) sont similaires lorsque le vo-
cabulaire utilisé dans les deux composants est similaire. Par extension,
deux composants sont identiques lorsque le vocabulaire utilisé dans les
deux composants est identique.
Définition 9 (Similarité)
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Figure 9.1: Corpus projeté dans l’espace
Tout d’abord, il est possible de mesurer la similarité entre deux classes, indé-
pendamment des documents la composant. Intuitivement, les classes "chien" et
"chat" (qui sont tous les deux des animaux de compagnie, mammifères à poil,
vivant dans des maisons) seront plus similaires que les classes "chat" et "canard"
(qui est un animal à plume, un oiseau qui pond des œufs et qui vit dans les
mares). Un corpus peut être composé de classes similaires ou au contraire très
différentes, mais il est tout à fait possible de trouver au sein d’un même corpus
des classes similaires et des classes différentes. Nous introduisons la notion de
similarité inter-classes.
Similarité inter-classes : similarité entre classes d’un corpus, indépen-
damment du nombre de documents ou de la répartition du vocabulaire
au sein des documents.
Définition 10 (Similarité inter-classes)
De la même façon, il est possible de mesurer la similarité entre documents. Deux
documents sont dits similaires lorsque les descripteurs utilisés dans ces documents
sont similaires. Mesurer la similarité entre documents de classes différentes revien-
drait in fine à étudier la similarité entre classes. En revanche, mesurer la similarité
entre documents au sein de chaque classe offre une définition assez intéressante
du corpus car les documents composant une classe peuvent être similaires les uns
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des autres ou au contraire très différents les uns des autres. Par exemple, dans
une classe regroupant des articles concernant "l’alimentation de la vache", les do-
cuments contiendront un vocabulaire assez répétitif et les documents seront assez
similaires. À l’inverse et à volume de documents égal, une classe qui contiendrait
des articles retraçant "la perception de la vache à travers le monde" auront un
vocabulaire plus diffus et les documents, une similarité moins importante (le vo-
cabulaire accompagnant la notion de vache en Inde sera différent du vocabulaire
utilisé en Espagne, lui-même différent de celui utilisé en Argentine...).
Pour cela, nous introduisons la notion de similarité intra-classe.
Similarité intra-classe : similarité entre documents d’une même classe.
Définition 11 (Similarité intra-classe)
À noter qu’une classe très générale ("chat", "chien", "canard"), n’implique pas né-
cessairement des documents différents, de la même façon qu’une classe que l’on
pourrait qualifier de très spécifique n’implique pas obligatoirement une similarité
entre documents la composant (par exemple "l’alimentation de la vache", "la per-
ception de la vache à travers le monde") cependant il est très probable que dans
le cas de classe très spécifique, le vocabulaire soit naturellement limité.
Ainsi, pour résumer, nous pouvons décrire un corpus comme un ensemble de
classes plus ou moins similaire (similarité inter-classes), chaque classe étant com-
posée d’un ensemble de documents plus ou moins similaires (similarité intra-
classe). Nous pouvons illustrer cette définition en projetant ces similarités dans
l’espace en positionnant les centres de gravité des classes en fonction de la simila-
rité entre les classes et la taille de la classe variant en fonction de la similarité entre
documents de la classe. Par exemple, dans la figure 9.2, les cercles symbolisent
les classes, les points symbolisent les documents et la similarité inter-classes est
symbolisée par une flèche alors que les similarités intra-classes sont représentées
par l’écart entre les points d’une même classe.
La première question sous-jacente à cette représentation d’un corpus est comment
mesurer la similarité entre deux classes ou deux documents ?
9.2 Le choix de la mesure de similarité
Généralement, la similarité est évaluée soit par une mesure de similarité, soit
par une distance. Les similarités peuvent être exprimées sous forme de distances
(D = 1 − S) tout comme les distances peuvent être exprimées en similarités
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Figure 9.2: Similarité projetée dans l’espace
(dans ce cas, il faut normaliser entre 0 et 1 les valeurs qui peuvent varier entre 0
et l’infini).
De nombreuses mesures de similarité ou de distances existent dans la littérature
et sont, par exemple, comparées dans [175, 56, 93, 24]. Certaines mesures de
similarité ou de distances sont applicables uniquement à des attributs binaires
(Jaccard, Dice) là où d’autres sont applicables aussi sur des attributs non binaires
(Distance Euclidienne, Cosinus, Tanimoto).
Nous nous focalisons dans la suite sur le coefficient de Tanimoto qui présente
l’avantage d’être borné entre 0 et 1 et qui permet de prendre en considération
la fréquence des descripteurs et non uniquement leur absence ou présence. Nous
précisons néanmoins que toutes autres mesures de similarités applicables sur des
attributs non binaires pourraient convenir (par exemple la similarité Cosinus).
Le coefficient de Tanimoto [132], aussi appelé coefficient étendu de Jaccard, est
la forme généralisée du coefficient de Jaccard [59]. Contrairement au coefficient
de Jaccard, il est adapté aux attributs non binaires. Il mesure la similarité entre
deux ensembles en comparant la taille de l’intersection par rapport à la taille
de l’union des deux ensembles. Le coefficient de Tanimoto vaut 1 lorsque les en-
sembles sont identiques, 0 lorsqu’ils sont disjoints.
Pour un document, le coefficient de Tanimoto compare ainsi le poids de la somme
des descripteurs communs à la somme des poids des descripteurs qui sont présents
dans l’un des deux documents, mais qui ne sont pas des descripteurs communs.
La définition formelle est :
















































où wk1 correspond au poids du kème mot dans le document d1 et wk2
correspond au poids du kème mot dans le document d2
Définition 12 (Coefficient de Tanimoto)
Si les ensembles sont composés d’attributs binaires, le coefficient de Tanimoto se
réduit au coefficient de Jaccard.
9.3 Mesurer les similarités inter-classes et intra-
classes
Reprenons et complétons le corpus exemple utilisé pour illustrer la première partie
de ce manuscrit en y ajoutant des documents aux classes existantes ainsi que deux
classes supplémentaires.
En se basant sur la classification scientifique des espèces, nous pouvons supposer
que le corpus exemple est maintenant composé :
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• de classes plus similaires que d’autres (les familles Felidae et Canidae appar-
tiennent toutes deux à l’ordre Carnivora) ;
• de classes au vocabulaire plus large que d’autres (l’ornithorynque est la seule
espèce présente dans la famille des Ornithorhynchidae alors que la famille des
Bovidae, par exemple, est composée de plus de 50 espèces, réparties dans 9
sous-familles et 42 genres).
9.3.1 Similarités inter-classes
Nous calculons les similarités SJ pour chaque paire de classes (SJ(Canidae, Felidae),
SJ(Canidae,Bovidae)...). Par exemple, la représentation sac de mots des classes
Canidae et Felidae est :
• VCanidae :{animal (5), balle (1), cage (1), carnivore (2), chacal (1), chien (3),
chienne (1), chiot (3), compagnie (4), croquette (1), griffe (1), laisse (1), loup
(1), mammifère (2), medor (1), milou (1), pif (1), rantanplan (1), renard (1),
spa (1), toutou (3)}
• VFelidae :{animal (5), balle (1), cage (1), carnivore (2), chat (2), compagnie (4),
croquette (1), griffe (1), laisse (1), lynx (1), mammifère (2), matou (4), minet
(1), minou (7), puma (1), shereKhan (1), spa (1), tigre (1)}
Le détail des calculs pour SJ(Canidae, Felidae) est donné dans le tableau 9.2.
Et la similarité entre les classes Canidae et Felidae est obtenue en calculant le















Exemple 9 (SJ(VCanidae, VFelidae))
Nous résumons les différentes similarités entre les classes observées dans notre
exemple (Tableau 9.3).
Ainsi, le nombre de similarités inter-classes à calculer, que nous nommons nsimInter
(Définition n˚ 13), va dépendre du nombre de classes du corpus. Le nombre de si-
milarités inter-classes à calculer est égal au nombre d’arêtes du graphe complet
représentant les |C| classes du corpus.
nsimInter : nombre de similarités inter-classes à calculer pour un corpus
donné.
Avec : nsimInter = |C|(|C|−1)2
Définition 13 (nsimInter)
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Canidae Felidae wk1 × wk2 w2k1 w2k2
animal 5 5 25 25 25
balle 1 1 1 1 1
cage 1 1 1 1 1
carnivore 2 2 4 4 4
chacal 1 0 0 1 0
chat 0 2 0 0 4
chien 3 0 0 9 0
chienne 1 0 0 1 0
chiot 3 0 0 9 0
compagnie 4 4 16 16 16
croquette 1 1 1 1 1
griffe 1 1 1 1 1
laisse 1 1 1 1 1
loup 1 0 0 1 0
lynx 0 1 0 0 1
mammifère 2 2 4 4 4
matou 0 4 0 0 16
medor 1 0 0 1 0
milou 1 0 0 1 0
minet 0 1 0 0 1
minou 0 7 0 0 49
pif 1 0 0 1 0
puma 0 1 0 0 1
rantanplan 1 0 0 1 0
renard 1 0 0 1 0
shereKhan 0 1 0 0 1
spa 1 1 1 1 1
tigre 0 1 0 0 1
toutou 3 0 0 9 0∑N
k=1 55 90 129
Table 9.2: Représentation sac de mots des classes Felidae et Canidae
Anatidae Bovidae Canidae Felidae Ornithorhynchidae
Anatidae 0.17 0.14 0.10 0.14
Bovidae 0.17 0.22 0.17 0.12
Canidae 0.14 0.22 0.34 0.21
Felidae 0.10 0.17 0.34 0.17
Ornithorhynchidae 0.14 0.12 0.21 0.17
Table 9.3: Calcul des similarités inter-classes
102 9. De nouveaux méta-descripteurs
SJ (x, y) fel_1 fel_2 wk1 × wk2 w2k1 w2k2
animal 1 1 1 1 1
chat 1 0 0 1 0
compagnie 1 1 1 1 1
matou 2 1 2 4 1
minet 1 0 0 1 0
minou 0 3 0 0 9∑N
k=1 4 8 12
Table 9.4: Représentation sac de motss des documents fel_1 et fel_2
Dans notre corpus exemple composé de 5 classes, le nombre de similarités inter-
classes calculé est :
nsimInter = 5(5−1)2 = 10
Exemple 10 (nsimInter)
Cette représentation est utile pour étudier les similarités entre les classes du
corpus mais elle ne permet pas de prendre en compte les similarités observées au
sein même des classes. C’est pourquoi nous calculons les similarités intra-classes
dans la section suivante.
9.3.2 Similarités intra-classes
En introduction de ce chapitre, nous avons défini la similarité intra-classe comme
étant la similarité entre documents d’une même classe. Par exemple, si nous








Cette classe est composée de sept documents et nous pouvons constater que
les documents fel_2 : {animal-compagnie-matou-minou-minou-minou} et fel_3 :
{animal-compagnie-matou-minou-minou-minou} sont identiques. À l’opposé, les
documents fel_2 : {animal-compagnie-matou-minou-minou-minou} et fel_6 : {cage-
carnivore-griffe-shereKhan-tigre} ne partagent aucun descripteur en commun.
Nous calculons les similarités SJ pour chaque paire de documents de la classe
(SJ(fel_1, fel_2), SJ(fel_1, fel_3)...). Par exemple pour SJ(fel_1, fel_2) le
détail des calculs est donné dans le tableau 9.4.
Et la similarité entre les documents fel_1 et fel_2 est obtenue en calculant le
coefficient de Tanimoto avec :
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SJ (x, y) fel_1 fel_2 fel_3 fel_4 fel_5 fel_6 fel_7
fel_1 0.25 0.25 0.08 0 0 0.3
fel_2 0.25 1 0.063 0.23 0 0.13
fel_3 0.25 1 0.063 0.23 0 0.13
fel_4 0.083 0.063 0.063 0 0.11 0.25
fel_5 0 0.23 0.23 0 0 0
fel_6 0 0 0 0.11 0 0
fel_7 0.3 0.13 0.13 0.25 0 0













= 48+12−4 = 0.25
Exemple 11 (SJ(Vfel_1, Vfel_2))
Nous résumons les différentes similarités observées dans notre étude de cas dans
le tableau 9.5.
Comme attendu, nous pouvons remarquer que SJ(Vfel_2, Vfel_3) = 1 (documents
identiques) et SJ(Vfel_2, Vfel_6) = 0 (documents ne partageant aucun descrip-
teur).
Pour une classe n donnée, le nombre de similarités intra-classes à calculer, que
nous nommons nsimnIntra (Définition n˚ 15), va dépendre du nombre de documents
la composant. Il est égal au nombre d’arêtes du graphe complet représentant les
|d| documents de la classe.
nsimnIntra : nombre de similarités intra-classes à calculer pour une classe
n donnée.




Dans notre corpus exemple, pour la classe Felidae composée de 7 documents, le




Exemple 12 (nsimFelidaeIntra )
Le nombre de similarités intra-classes nsimnIntra peut varier d’une classe à l’autre
et nous synthétisons dans le tableau 9.6 les 5 nsimnIntra calculés pour les 5 classes
de notre exemple.
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Table 9.6: Nombre de similarités intra-classes
Ainsi pour un corpus composé de |C| classes, le nombre de similarités intra-classes
total à calculer, que nous nommons nsimIntra (Définition n˚ 15), correspond à la
somme des |C| nsimnIntra.
nsimIntra : nombre total de similarités intra-classe à calculer.
















= 10 + 21 + 21 + 4 + 10 = 68
Exemple 13 (nsimIntra)
Nous donnons les 68 similarités intra-classes dans le tableau 9.7.
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Le nombre total nsim de similarités inter-classes et intra-classes calculées pour
un corpus composé de |C| classes est donné dans :
nsim : nombre total de similarités inter-classes et intra-classes.






Ainsi pour notre corpus exemple, nsim = 78 et correspond aux 10 similarités
inter-classes ajoutées aux 68 similarités intra-classes.
nsim = nsimInter + nsimIntra = 10 + 68 = 78
Exemple 14 (nsim)
Cette représentation implique qu’en cas d’ajout ou de suppression d’un document
ou d’une classe, le nombre de similarités calculé nsim sera différent. Or l’objectif
est de pouvoir comparer deux corpus en utilisant leurs similarités comme méta-
descripteurs et pour cela il est nécessaire d’utiliser un nombre identique de méta-
descripteurs. Nous détaillons dans la section suivante comment agréger les nsim
similarités en un nombre fini de méta-descripteurs indépendamment de la taille
du corpus.
9.4 D’un nombre variable de similarités à un
nombre fini de méta-descripteurs
Dans la section précédente, il est établi qu’un corpus est défini par nsim simi-
larités, réparties entre nsimInter similarités inter-classes (10 dans notre exemple)
et nsimIntra similarités intra-classes (68 dans notre exemple). Tout corpus peut
donc être décrit par deux ensembles de similarités indépendants, un ensemble de
similarités inter-classes et un ensemble de similarités intra-classes.
SInter : ensemble des similarités inter-classes d’un corpus
SIntra : ensemble des similarités intra-classes d’un corpus
Définition 17 (SInter et SIntra)
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Nous pouvons maintenant nous interroger sur la manière de comparer n ensembles
SInter calculés à partir de n corpus différents sachant que les ensembles peuvent
être de tailles |SInter| différentes. Nous pensons que cette opération est possible
en transformant les n ensembles de taille variable en n ensembles de taille finie
et identique.
En effet, un ensemble composé d’un nombre variable de valeurs peut être décrit au
moyen d’un nombre fini de statistiques descriptives simples tels que la moyenne,
la médiane, le mode, le maximum, le minimum, l’écart type, la variance... Dans
ce cadre, nous introduisons quelques définitions :
Soit D, un ensemble de statistiques descriptives.
Sn − Stat correspond à l’ensemble des valeurs obtenues sur les éléments
composant Sn par application des statistiques descriptives définies dans
D.
Le nombre de valeurs |Sn − Stat| correspond au nombre de statistiques
descriptives |D| retenues.
Définition 18 (Sn − Stat)
Considérons par exemple l’ensemble D composé de 4 statistiques descriptives :
{moyenne, variance, minimum, maximum}. Soit S1 : (0.1, 0.4, 0.5, 0.7, 0.9), un
ensemble de 5 valeurs numériques et S2 : (0, 0.1, 0.1, 0.2, 0.2, 0.3, 0.3, 0.4, 0.4, 0.5,
0.5, 0.6, 0.6, 0.7, 0.7, 0.8, 0.8, 0.9, 0.9, 1), un ensemble de 20 valeurs numériques
comprises entre 0 et 1. Par calcul des Sn − Stat, il devient alors possible de
comparer deux ensembles S1 et S2 de taille différente en comparant S1 − Stat et
S2 − Stat comme illustré dans l’Exemple 15.
S1 − Stat : (moyenne(S1), variance(S1), minimum(S1), maximum(S1) )
S1 − Stat : (0.5, 0.08, 0.1, 0.9)
|S1 − Stat| = 4
S2 − Stat : (moyenne(S2), variance(S2), minimum(S2), maximum(S2) )
S2 − Stat : (0.5, 0.085, 0, 1)
|S2 − Stat| = 4
Exemple 15 (S1 − Stat et S2 − Stat)
Il est alors possible de comparer S1−Stat et S2−Stat car la taille des nouveaux
ensembles est identique (|S1− Stat|=|S2− Stat|=4) bien que les deux ensembles
initiaux soient de taille différente (|S1| = 5 et |S2| = 20).
La comparaison n’aura de sens que si les ensembles S1 et S2 sont composés de
valeurs avec un ordre de grandeur cohérent (par exemple borné entre 0 et 1). En
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effet, l’ordre de grandeur de Sn − Stat est corrélé aux valeurs de Sn et si S1 et
S2 sont composés de valeurs avec un ordre de grandeur cohérent alors S1 − Stat
et S2 − Stat seront composés de valeurs avec un ordre de grandeur cohérent (et
donc comparable), même si le nombre de valeurs |S1 − Stat| est très largement
supérieur à |S2 − Stat|.
Dans la section suivante, nous étudions l’application de ces définitions sur notre
cas d’étude.
9.4.1 Application aux similarités inter-classes
Nous nous intéressons pour commencer à l’agrégation des similarités inter-classes.
En utilisant D : {moyenne, variance, minimum, maximum}, nous pouvons définir
SInter − Stat à partir de SInter de taille nsimInter défini dans le tableau 9.3.
SInter : (0.17, 0.14, 0.10, 0.14, 0.22, 0.17, 0.12, 0.34, 0.21, 0.17)
|SInter| = nsimInter = 10
SInter − Stat :(moyenne(SInter), variance(SInter), minimum(SInter),
maximum(SInter) )
avec :
moyenne(SInter)=moyenne(0.17, 0.14, 0.10, 0.14, 0.22, 0.17, 0.12, 0.34,
0.21, 0.17)=0.18
variance(SInter)=variance(0.17, 0.14, 0.10, 0.14, 0.22, 0.17, 0.12, 0.34,
0.21, 0.17)=0.005
minimum(SInter)=minimum(0.17, 0.14, 0.10, 0.14, 0.22, 0.17, 0.12, 0.34,
0.21, 0.17)=0.10
maximum(SInter)=maximum(0.17, 0.14, 0.10, 0.14, 0.22, 0.17, 0.12,
0.34, 0.21, 0.17)=0.34
SInter − Stat :(0.18, 0.005, 0.10, 0.34)
|SInter − Stat| = 4
Exemple 16 (SInter et SInter − Stat)
Ces valeurs représentent la distance moyenne entre les classes du corpus, la va-
riance des distances entre les classes ou encore la distance minimum et maximum
entre les classes du corpus et permettent de savoir :
• si les classes sont en moyenne similaires les unes des autres (moyenne des dis-
tances inter-classes),
• si les distances entre classes sont similaires (variance des distances inter-classes),
• quel est l’écart minimum entre classes (minimum des distances inter-classes),
• quel est l’écart maximum entre classes (maximum des distances inter-classes).
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Le nombre d’éléments |SInter − Stat| est indépendant du nombre d’éléments de
l’ensemble SInter, qui lui, nous le rappelons dépend du nombre de classes (Section
9.3.1). Ainsi, indépendamment du nombre de classes du corpus, il est possible
de définir la représentation inter-classe par un nombre fini D de valeurs, où D
correspond au nombre de descripteurs statistiques choisis pour décrire le corpus.
Nous avons rappelé que tout corpus peut être décrit par deux ensembles de simila-
rités indépendants, un ensemble de similarités inter-classes SInter et un ensemble
de similarités intra-classes SIntra. Nous venons de décrire comment agréger les
nsimInter similarités inter-classes SInter en un nombre fini de valeurs indépen-
dant du corpus, regardons maintenant comment agréger les nsimIntra similarités
intra-classes SIntra.
9.4.2 Application aux similarités intra-classes
Nous rappelons que dans notre exemple, nous avons calculé 68 similarités intra-
classes. Tout d’abord, à partir du tableau 9.7 nous pouvons définir SIntra et
|SIntra|.
SIntra : (0.13, 0.33, 0.11, 0.27, 0.25, 0.13, 0.14, 0.14, 0.40, 0.10, 0.60, 0.20,
0.10, 0.11, 0, 0.43, 0.14, 0.07, 0, 0, 0.17, 0.10, 0, 0, 0.25, 0, 0.25, 0.13, 0,
0.14, 0, 0.25, 0.25, 0.08, 0, 0, 0.30, 1, 0.06, 0.23, 0, 0.13, 0.06, 0.23, 0,
0.13, 0, 0.11, 0.25, 0, 0, 0, 0.43, 0.63, 0.50, 0.38, 0.30, 0.45, 0, 0, 0, 0,
0.09, 0, 0.10, 0, 0.08, 0)
|SIntra| = nsimIntra = 68
Exemple 17 (SIntra et |SIntra|)
Nous pourrions envisager d’agréger les nsimIntra similarités intra-classes comme
nous l’avons fait pour les nsimInter similarités inter-classes, mais nous pensons
qu’il est possible d’obtenir une vision plus précise de la réalité. En effet, nous
avons établi que les nsimIntra similarités intra-classes du corpus étaient en fait
la somme des nsimnIntra similarités intra-classes indépendantes entre elles. Ainsi,
SIntra peut être décomposé en |C| sous-ensembles indépendants SnIntra de taille
nsimnIntra où n ∈ (1, ..., |C|).
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SIntra : SBovidaeIntra ∪ SCanidaeIntra ∪ SFelidaeIntra ∪ SOrnithorhynchidaeIntra ∪ SAnatidaeIntra
SBovidaeIntra : (0.13, 0.33, 0.11, 0.27, 0.25, 0.13, 0.14, 0.14, 0.40, 0.10)
|SBovidaeIntra | = nsimBovidaeIntra =10
SCanidaeIntra : (0.60, 0.20, 0.10, 0.11, 0, 0.43, 0.14, 0.07, 0, 0, 0.17, 0.10, 0, 0,
0.25, 0, 0.25, 0.13, 0, 0.14, 0)
|SCanidaeIntra | = nsimCanidaeIntra =21
SFelidaeIntra : (0.25, 0.25, 0.08, 0, 0, 0.30, 1, 0.06, 0.23, 0, 0.13, 0.06, 0.23, 0,
0.13, 0, 0.11, 0.25, 0, 0, 0)
|SFelidaeIntra | = nsimFelidaeIntra =21
SOrnithorhynchidaeIntra : (0.43, 0.63, 0.50, 0.38, 0.30, 0.45)
|SOrnithorhynchidaeIntra | = nsimOrnithorhynchidaeIntra =6
SAnatidaeIntra : (0, 0, 0, 0, 0.09, 0, 0.10, 0, 0.08, 0)
|SAnatidaeIntra | = nsimAnatidaeIntra =10
Exemple 18 (SnIntra et |SnIntra|)
Considérer les nsimIntra similarités intra-classes comme un seul et même en-
semble revient à faire abstraction du comportement spécifique de chaque classe
et revient à considérer que toutes les classes d’un même corpus sont composées de
documents à la similarité identique. Or certaines classes sont composées de do-
cuments différents, d’autres de documents similaires et d’autres sont un mélange
de documents similaires et différents (cf. Section 9.1). Contrairement à la simila-
rité inter-classes où l’objectif consistait à agréger un seul ensemble composé d’un
nombre variable de valeurs, l’objectif ici est d’agréger |C| ensembles composés
d’un nombre variable de valeurs. Nous souhaitons alors obtenir un nombre fini
d’ensembles composés d’un nombre fini de valeurs. Pour cela, nous proposons une
approche en deux étapes. Sur notre exemple, en conservant D : {moyenne, va-
riance, minimum, maximum}, nous pouvons tout d’abord calculer 5 SnInter−Stat
indépendamment pour chacune des classes à partir des 5 SnInter telles que définies
dans le tableau 9.7.
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SnIntra − Stat :(moyenne(SnIntra), variance(SnIntra), minimum(SnIntra),
maximum(SnIntra) )
SBovidaeIntra : (0.13, 0.33, 0.11, 0.27, 0.25, 0.13, 0.14, 0.14, 0.40, 0.10)
SBovidaeIntra − Stat :(0.20, 0.001, 0.10, 0.40)
SCanidaeIntra : (0.60, 0.20, 0.10, 0.11, 0, 0.43, 0.14, 0.07, 0, 0, 0.17, 0.10, 0, 0,
0.25, 0, 0.25, 0.13, 0, 0.14, 0)
SCanidaeIntra − Stat :(0.13, 0.024, 0, 0.60)
SFelidaeIntra : (0.25, 0.25, 0.08, 0, 0, 0.30, 1, 0.06, 0.23, 0, 0.13, 0.06, 0.23, 0,
0.13, 0, 0.11, 0.25, 0, 0, 0)
SFelidaeIntra − Stat :(0.15, 0.05, 0, 1)
SOrnithorhynchidaeIntra : (0.43, 0.63, 0.50, 0.38, 0.30, 0.45)
SOrnithorhynchidaeIntra − Stat :(0.45, 0.0125, 0.30, 0.63)
SAnatidaeIntra : (0, 0, 0, 0, 0.09, 0, 0.10, 0, 0.08, 0)
SAnatidaeIntra − Stat :(0.03, 0.002, 0, 0.10)
Exemple 19 (SnIntra − Stat)
Nous constatons que la taille des 5 ensembles SnIntra − Stat est identique (et
égale au nombre de descripteurs statistiques de D, i.e. 4). Nous avons mesuré
la similarité moyenne au sein de chaque classe, la variance au sein de chaque
classe ou encore le minimum et le maximum des similarités entre documents au
sein de chaque classe. Cependant, si nous avons résumé un nombre variable de
valeurs (propre à chaque classe) en un nombre fini de valeurs (4) pour chacune des
classes, le nombre total de valeurs calculé reste dépendant du nombre de classes
(5 × 4 dans notre exemple). Or nous souhaitons nous prémunir de la variation
du nombre de classes en fonction des corpus.
Chacun des SnIntra − Stat étant composé d’un même nombre de valeurs et cha-
cune de ces valeurs étant issue d’un même traitement statistique (moyenne, va-
riance, minimum et maximum dans notre exemple), nous proposons d’agréger
l’ensemble des moyennes des SnIntra − Stat puis l’ensemble des variances, et des
minimums et pour finir des maximums. Ainsi au lieu de considérer des ensembles
SnIntra−Stat où n correspond à une classe, nous considérons SDIntra où D correspond
à un descripteur statistique. Par exemple, l’ensemble SmoyenneIntra contient les valeurs
moyenne(SBovidaeIntra ), moyenne(SCanidaeIntra ), moyenne(SFelidaeIntra ), moyenne(S
Ornithorhynchidae
Intra ),
moyenne(SAnatidaeIntra )). Ainsi à partir des |C| ensembles SnIntra − Stat de |D| va-
leurs, il est possible de définir |D| ensembles SDIntra de |C| valeurs puis de calculer
SDIntra−Stat à partir des ensembles SDIntra comme nous l’avions fait pour calculer
112 9. De nouveaux méta-descripteurs
SnIntra − Stat à partir des ensembles SnIntra.
Pour notre étude de cas, nous calculons SmoyenneIntra , SvarianceIntra , SminimumIntra et SmaximumIntra .
SmoyenneIntra : (0.20, 0.13, 0.15, 0.45, 0.03)
SmoyenneIntra − Stat : (0.19, 0.02, 0.03, 0.45)
SvarianceIntra : (0.01, 0.02, 0.05, 0.01, 0)
SvarianceIntra − Stat : (0.02, 0, 0, 0.05)
SminimumIntra : (0.10, 0, 0, 0.30, 0)
SminimumIntra − Stat : (0.08, 0.02, 0, 0.30)
SmaximumIntra : (0.40, 0.60, 1, 0.63, 0.10)
SmaximumIntra − Stat : (0.55, 0.11, 0.10, 1)
Exemple 20 (SDIntra − Stat)
• SmoyenneIntra représente l’ensemble des distances moyennes observées au sein de
chaque classe du corpus.
• SmoyenneIntra − Stat représente la moyenne des distances moyennes au sein des
classes, la variance des distances moyennes au sein des classes ou encore le
minimum et le maximum des distances moyennes au sein des classes.
• SvarianceIntra représente l’ensemble des variances observées au sein de chaque classe
du corpus.
• SvarianceIntra −Stat représente aussi la moyenne des variances au sein des classes, la
variance des variances au sein des classes ou encore le minimum et le maximum
des variances au sein des classes.
• SminimumIntra et SmaximumIntra représentent l’ensemble des minimums et des maximums
observés au sein de chaque classe du corpus.
• SminimumIntra − Stat et SmaximumIntra − Stat représentent les moyennes des distances
minimums et maximums au sein des classes, la variance des distances mini-
mums et maximums au sein des classes ou encore le minimum des distances
minimums et maximums au sein des classes et le maximum des distances mi-
nimums et maximums au sein des classes.
Dans notre exemple, ils permettent de savoir pour le corpus :
• La distance moyenne la plus petite (le minimum des moyennes) ;
• La distance moyenne la plus grande (le maximum des moyennes) ;
• La moyenne et la variance des distances moyennes (la moyenne et la variance
des moyennes) ;
• La variance des distances moyenne la plus petite (le minimum des variances) ;
• La variance des distances moyenne la plus grande (le maximum des variances) ;
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• La moyenne et la variance des variances des distances moyennes (la moyenne
et la variance des variances) ;
• La distance minimum la plus petite (le minimum des minimums) ;
• La distance minimum la plus grande (le maximum des minimums) ;
• La moyenne et la variance des distances minimum (la moyenne et la variance
des minimums) ;
• La distance maximum la plus petite (le minimum des maximums) ;
• La distance maximum la plus grande (le maximum des maximums) ;
• La moyenne et la variance des distances maximum (la moyenne et la variance
des maximums).
Pour résumer, nous proposons d’agréger les similarités intra-classes en deux étapes
successives comme illustré dans la table 9.8 :
1. Agréger indépendamment les |C| SnIntra composés d’un nombre variable de
valeurs en |C| SnIntra−Stat composés d’un nombre fini de valeurs en utilisant
|D| descripteurs statistiques.
2. Agréger les |C| SnIntra−Stat ensembles composés d’un nombre fini de valeurs
obtenues à l’étape 1 en un nombre fini d’ensembles en utilisant les mêmes
|D| descripteurs statistiques.
Le nombre d’ensembles SDIntra − Stat dépend du nombre de descripteurs statis-
tiques choisis (un ensemble par descripteur statistique). Le nombre d’éléments
|SDIntra − Stat| est identique pour tous les SDIntra − Stat. Il dépend lui aussi du
nombre de descripteurs statistiques choisis (une valeur par descripteur statistique)
et est indépendant du nombre et de la taille des sous-ensembles SnIntra, qui eux
dépendent du nombre de classes et du nombre de documents par classe.
Ainsi indépendamment du nombre de classes et du nombre de documents par
classe, il est possible de définir la représentation intra-classe du corpus au moyen
de |D| ensembles de |D| valeurs, où |D| correspond au nombre de descripteurs
statistiques choisis pour décrire le corpus.
En résumé, nous pouvons définir un corpus avec :
• un ensemble SInter − Stat de |D| valeurs comprises entre 0 et 1 (Section 9.2)
définissant la similarité des classes entre-elles dont la taille |SInter − Stat| est
indépendante du nombre de classes (Section 9.3.1).
• |D| ensembles SDIntra − Stat composés de |D| valeurs comprises entre 0 et 1 et
définissant la similarité des documents au sein des classes. Le nombre d’élé-
ments de chaque ensemble |SIntra−Stat| est indépendant du nombre de classes
et du nombre de documents par classe (Section 9.3.2).
Pour illustrer notre propos, un exemple est présenté dans le tableau 9.8 pour D :
{moyenne, variance, minimum, maximum}.
Ainsi indépendamment du nombre de classes ou de documents par classe, nous
pouvons définir un corpus au moyen de |D|×|D|+|D| valeurs numériques bornées
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Moyenne Variance Minimum Maximum




Table 9.8: Un ensemble SInter − Stat et |D| ensembles SDIntra − Stat
Moyenne Variance Minimum Maximum
SInter − Stat 0.18 0.005 0.10 0.34
SmoyenneIntra − Stat 0.19 0.02 0.03 0.45
SvarianceIntra − Stat 0.02 0 0 0.05
SminimumIntra − Stat 0.08 0.02 0 0.30
SmaximumIntra − Stat 0.55 0.11 0.10 1
Table 9.9: Détail des |D|x|D|+|D| valeurs numériques
entre 0 et 1, où |D| correspond au nombre d’opérateurs statistiques utilisés pour
décrire les ensembles. Rappelons que |D|×|D| correspond au nombre d’opérations
propres aux calculs intra-classes auxquels il faut ajouter les |D| opérations propres
aux calculs inter-classes. Un exemple est illustré dans le tableau 9.9.
Prises indépendamment les |D| × |D| + |D| valeurs ne permettent pas d’avoir
une vision précise de la représentation d’un corpus mais prises ensembles, elles
fournissent une description complète et cohérente du comportement des classes
et de leurs compositions. Nous proposons d’utiliser ces |D| × |D| + |D| valeurs
comme autant de méta-descripteurs pour décrire un corpus.
9.5 Discussion
Nous explorons une manière innovante de décrire un corpus en se basant sur
une approche non encore explorée par la communauté. Cette approche basée
sur la représentation des corpus et la similarité entre les différents éléments per-
met de résumer un corpus en un nombre fini de méta-descripteurs indépendam-
ment du nombre de classes ou de documents du corpus. Il convient de bien défi-
nir l’ensemble D des descripteurs statistiques utilisés. En choisissant un nombre
trop faible, la description ne sera pas assez précise (il est possible d’avoir deux
moyennes similaires pour des réalités bien différentes), en choisissant un nombre
trop grand, il y a risque de sur-apprentissage (plus la description sera détaillée et
plus il sera difficile de trouver des similarités). De plus, plus le nombre de méta-
descripteurs sera important, plus le temps de traitement des méta-algorithmes
sera important. Enfin, il faut veiller à éviter l’utilisation de descripteurs statis-
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tiques corrélés entre eux (par exemple la variance et l’écart-type) afin de ne pas
introduire de redondance dans les descripteurs. Ainsi, le challenge consiste à déter-
miner un ensemble de statistiques D qui soit représentatif pour décrire un corpus
sans risque de sur-apprentissage et sans redondance. S’il est facile d’identifier et
donc d’exclure deux descripteurs statistiques redondants, il est plus délicat de
définir l’ensemble D qui regroupe les caractéristiques attendues, car cela dépend
in fine des ensembles à décrire. Or dans un contexte de méta-classification, l’en-
semble des corpus possibles (et donc des ensembles) est par définition inconnu et
infini. Des tests effectués avec notre approche rejoignent les observations réalisées
dans [67], à savoir que des méta-descripteurs utiles pour prédire les performances
d’un algorithme donné peuvent ne pas être utiles pour prédire les performances
d’un autre algorithme.
Nous testons et discutons différents ensembles D lors des expérimentations pré-
sentées dans le chapitre suivant où nous comparons notre approche avec des
méta-descripteurs de la littérature.
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Chapitre
10 Expérimentations avec nos nou-
veaux méta-descripteurs
Nous avons dans le chapitre précédent proposé une nouvelle approche pour dé-
crire un corpus en fonction des éléments le composant. Dans ce chapitre, nous
évaluons notre proposition et nous la comparons à d’autres approches déjà éprou-
vées. Les approches de méta-classification demeurent avant tout des approches
de classification.
Notre objectif est de pouvoir prédire le score obtenu pour un corpus donné, une
mesure de performance donnée et un algorithme donné (par exemple, prédire
la Micro F-mesure obtenue pour l’algorithme Cfc avec les paramètres α = 0.5,
β = 0.5 et ω = 0.5 sur le corpus Itesoft). Ainsi, si nous récupérons un nouveau
corpus qui serait similaire au corpus Itesoft, ce que nous pourrons évaluer en
comparant les méta-descripteurs, nous pourrons prédire la Micro F-mesure ob-
tenue pour l’algorithme Cfc avec les mêmes paramètres sur ce nouveau corpus
sans avoir à exécuter l’ensemble des possibles comme nous avons procédé dans la
première partie de ce manuscrit.
Sur la base de l’état de l’art, nous proposons des n-uplets <Corpus, Algorithme,
Mesure, Score, Méta-descripteurs> où :
• Corpus correspond à un identifiant d’un corpus unique (par exemple le corpus
Itesoft) ;
• Algorithme correspond à un algorithme de classification précis appliqué sur le
corpus (par exemple l’algorithme SMO) ;
• Mesure correspond à la mesure utilisée pour évaluer les performances de l’al-
gorithme précédent (par exemple la Micro F-mesure) ;
• Score correspond au score de la mesure de performance relevée pour l’algo-
rithme donné sur le corpus (par exemple 0.608) ;
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• Méta-descripteurs correspond à un ensemble de descripteurs extraits sur le cor-
pus.
Score et méta-descripteurs sont indépendants, Score dépend du corpus, de l’al-
gorithme et de la mesure (nous avons vu avec la première contribution que le
score obtenu variait en fonction des trois éléments) alors que méta-descripteurs
dépend uniquement du corpus. Corpus, algorithme, mesure, score sont des valeurs
uniques alors que méta-descripteurs est en ensemble de valeurs.
Contrairement à notre première contribution, nous ne définissons pas un nouvel
algorithme de classification que nous cherchons à évaluer par rapport à d’autres al-
gorithmes, mais nous définissons de nouveaux méta-descripteurs que nous devons
comparer avec d’autres types de méta-descripteurs. De plus, nous ne cherchons
plus à déterminer une classe parmi un ensemble de classes, mais nous cherchons
maintenant à prédire un score.
Nous sommes dans un cas de régression qui implique que :
1. Les algorithmes utilisés soient différents de ceux utilisés dans la première
partie puisqu’il s’agira d’algorithmes de régression et non plus d’algorithmes
de classification ;
2. L’évaluation des résultats ne sera plus une F-mesure, mais un écart constaté
entre le score réel et le score prédit.
10.1 Protocole expérimental
Nous avons effectué un grand nombre d’expérimentations dans la première partie
de ce manuscrit. A l’issue des expérimentations de notre première contribution,
nous avions à notre disposition 36 corpus.
• le corpus Itesoft (Section 5.4)
• 7 corpus générés à partir de Reuters pour évaluer l’impact du nombre de classes
(Section 5.5.1)
• 9 corpus générés à partir de Reuters pour évaluer l’impact du nombre de do-
cuments (Section 5.5.2)
• 11 corpus générés à partir de Polop pour évaluer l’impact du nombre de des-
cripteurs (Section 5.5.3)
• 8 corpus générés à partir de Reuters pour évaluer l’impact du déséquilibre entre
classes (Section 5.5.4)
Dans la suite de ce manuscrit, nous identifions chacun des 36 corpus par Nom-
Corpus_NumExpe où :
• NomCorpus prend les valeurs Itesoft, Polop (impact du nombre de mots), Reu-
ters1 (impact du nombre de classes), Reuters2 (impact du nombre de docu-
ments), Reuters3 (impact du déséquilibre entre classes) selon la série d’expéri-
mentations menées.
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• NumExpe correspond au numéro de l’expérimentation dans une série donnée
tel que défini dans les tables 5.7, 5.8, 5.9, 5.10. Par exemple, Polop_8 cor-
respond à la 8ième expérimentation menée sur le corpus Polop (tableau 5.9)
et Reuters3_2 correspond à la deuxième expérimentation menée sur le corpus
Reuters lors de l’étude de l’impact du déséquilibre (tableau 5.10). Une seule
expérimentation ayant été effectuée sur le corpus Itesoft, l’identifiant du corpus
Itesoft est Itesoft_1.
Pour l’évaluation de notre première contribution, chacun de ces 36 corpus a été
divisé en 3 pour pouvoir effectuer une validation croisée. Nous avons donc généré
3 × 36 corpus soit 108 corpus. Certains sont proches (les 3 itérations génèrent
des corpus différents, mais proches en terme de volume), d’autres très différents,
mais chacun de ces 108 corpus est unique. Dans la suite de ce manuscrit, nous
identifions chacun des 108 corpus par NumIteration_NomCorpus_NumExpe où
NumIteration correspond au numéro de l’itération de validation croisée (NumI-
teration varie de 1 à 3). Par exemple 1_Polop_8 correspond au corpus généré à
la première itération (sur trois) de la 8ième expérimentation menée sur le corpus
polop, 2_Polop_8 à la deuxième et 3_Polop_8 à la troisième.
Sur chacun de ces corpus, nous avons exécuté 128 algorithmes, mais pour des
raisons de lisibilité et afin d’isoler nos deux contributions, nous ne conserverons
que les 8 algorithmes de comparaison dans la suite de ces expérimentations. Pour
chacun de ces 8 algorithmes de comparaison et sur chacun de ces 108 corpus, nous
avons relevé 6 mesures différentes (la Micro Précision, le Micro Rappel, la Micro
F-mesure ainsi que la Macro Précision, le Macro Rappel et la Macro F-mesure).
Un sous-ensemble de ces mesures est donné dans le tableau 10.1 pour illustrer
nos propos. Dans cet exemple, nous avons sélectionné les mesures relevées pour
les corpus 1_Polop_8, 2_Polop_8 et 3_polop_8.
Pour comparer notre proposition avec celle de la littérature, nous avons cherché
à prédire, pour chacun des 48 couples <algorithme de classification, mesure>,
le score obtenu en construisant un modèle à partir des 108 corpus. Pour cela
nous avons extrait les 108 ensembles de méta-descripteurs à partir des 108 cor-
pus et par application d’un algorithme de régression, nous avons mesuré l’écart
entre les scores prédits et les scores réels. Cet écart a été évalué avec le coeffi-
cient de corrélation (qui tend vers 1 lorsque les scores prédits sont proches des
scores réels, 0 sinon). A noter qu’il n’est pas ici question de la qualité du score
en lui-même, mais bien de l’écart entre le score prédit et le score réel (un fort
coefficient de corrélation indique que le score prédit est proche du score observé,
pas que celui-ci soit élevé). Afin d’obtenir un résultat robuste et dans la mesure
où le nombre de corpus à notre disposition pour, à la fois, construire et évaluer
les différents modèles de régression était limité, nous avons utilisé une validation
croisée leave-one-out qui consiste à créer un modèle sur n-1 observations (où n
correspond au nombre total d’observations), à tester sur la dernière puis à re-
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Table 10.1: Ensemble des mesures relevées pour les corpus 1_Polop_8.
2_Polop_8 et 3_polop_8
Corpus Algo macrofscore macroprec macrorapp microfscore microprec microrapp
1_Polop_8 ComplementNaiveBayes 0.34 0.38 0.32 0.47 0.45 0.48
1_Polop_8 DMNB 0.39 0.52 0.32 0.54 0.53 0.55
1_Polop_8 j48 0.27 0.29 0.26 0.39 0.37 0.41
1_Polop_8 LadTree 0.28 0.33 0.25 0.42 0.40 0.44
1_Polop_8 LibSVM 0.32 0.40 0.26 0.46 0.46 0.45
1_Polop_8 NaiveBayes 0.34 0.33 0.35 0.41 0.43 0.38
1_Polop_8 NaiveBayesMultinomial 0.34 0.47 0.27 0.48 0.48 0.49
1_Polop_8 SMO 0.38 0.45 0.33 0.49 0.49 0.51
2_Polop_8 ComplementNaiveBayes 0.35 0.40 0.30 0.47 0.46 0.49
2_Polop_8 DMNB 0.33 0.40 0.28 0.47 0.44 0.49
2_Polop_8 j48 0.25 0.25 0.24 0.36 0.35 0.38
2_Polop_8 LadTree 0.27 0.26 0.28 0.42 0.39 0.46
2_Polop_8 LibSVM 0.31 0.38 0.26 0.44 0.43 0.44
2_Polop_8 NaiveBayes 0.31 0.30 0.32 0.38 0.41 0.36
2_Polop_8 NaiveBayesMultinomial 0.32 0.40 0.27 0.46 0.45 0.49
2_Polop_8 SMO 0.34 0.40 0.30 0.48 0.46 0.50
3_Polop_8 ComplementNaiveBayes 0.40 0.32 0.49 0.47 0.51 0.19
3_Polop_8 DMNB 0.54 0.31 0.53 0.53 0.53 0.03
3_Polop_8 j48 0.27 0.25 0.38 0.36 0.39 0.31
3_Polop_8 LadTree 0.35 0.28 0.46 0.44 0.48 0.11
3_Polop_8 LibSVM 0.36 0.26 0.44 0.42 0.45 0.11
3_Polop_8 NaiveBayes 0.33 0.35 0.42 0.46 0.39 0.33
3_Polop_8 NaiveBayesMultinomial 0.40 0.28 0.48 0.46 0.51 0.30
3_Polop_8 SMO 0.38 0.30 0.47 0.45 0.49 0.35
produire ce test n fois (108 fois dans notre cas). Il s’agit d’un cas particulier de
validation croisée où le nombre d’itérations correspond au nombre d’observations.
Pour évaluer la qualité des modèles, nous avons sélectionné un ensemble d’algo-
rithmes de régression. Au même titre que les algorithmes de classification, nous
avons testé 12 algorithmes 1 appartenant à différentes familles (SVM, Arbre de
décision, K-plus-proche-voisin, Régréssion Linéaire...) afin d’éviter d’introduire
des biais dans nos analyses en observant des comportements qui seraient liés aux
algorithmes de régression et non à nos propositions. Pour les mêmes raisons, pour
isoler les impacts de notre contribution par rapport aux éléments existants, nous
avons utilisé les implémentations fournies dans Weka.
Parmi les 12 algorithmes testés, nous avons ensuite sélectionné les 5 algorithmes
qui permettaient d’obtenir les meilleurs résultats sur nos données. Dans 93% des
cas testés, l’un de ces 5 algorithmes suivants donne de meilleurs résultats que les
11 autres (deux approches des types plus-proches-voisins, IB2 et KStar, un arbre
de décision, M5P, un algorithme de régression linéaire, LinearRegression et une
approche de type SVM, SMOreg).
1. GaussianProcesses, IB1, IB2, IB3, IB4, IB5, KStar, LinearRegression, LWL, M5P, REP-
Tree, SMOreg.
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Nous venons de définir le protocole nous permettant de mesurer l’impact de diffé-
rents méta-descripteurs sur nos données. Notre seconde contribution porte exclu-
sivement sur la définition de nouveaux méta-descripteurs et il est important que
seul le choix des méta-descripteurs varie afin de pouvoir mesurer l’impact de nos
propositions. Il convient maintenant de discuter des méta-descripteurs utilisés, à
la fois ceux que nous proposons, mais aussi ceux de la littérature avec lesquels
nous nous comparons.
10.1.1 Méta-descripteurs issus de la littérature
Parmi les différentes propositions de la littérature, les approches basées sur les
landmarkers reviennent souvent comme étant une proposition pertinente pour
décrire un jeu de données. Pour comprendre pourquoi, il faut se rappeler que
la méta-classification repose sur le principe qu’un algorithme testé sur 2 corpus
identiques donne 2 résultats identiques et que 2 corpus proches donnent 2 résul-
tats proches. Les approches basées sur les landmarkers reposent simplement sur
le principe inverse, si un algorithme donne 2 résultats identiques (ou proches)
sur 2 corpus, alors les corpus sont identiques (ou proches). Cela est partiellement
vrai dans la mesure où un algorithme testé sur 2 corpus différents peut donner
un résultat identique (ou proche), mais les approches basées sur les landmarkers
supposent que deux corpus différents ne pourraient donner des résultats iden-
tiques (ou proches) indépendamment des algorithmes utilisés. Ainsi, en utilisant
un ensemble d’algorithmes appartenant à différentes familles, cet effet sera limité.
Nous avons décidé d’utiliser les algorithmes ComplementNaiveBayes, IB1, OneR,
RepTree et ZeroR comme landmarkers qui correspondent aux critères attendus
(ils sont rapides et appartiennent à différentes familles).
Nous avons mesuré la Micro F-mesure pour ces 5 algorithmes sur l’ensemble des
108 corpus. Pour illustrer, nous donnons un sous-ensemble des résultats (nous
avons sélectionné 15 corpus sur les 108 pour cet exemple) dans le tableau 10.2.
Les cinq algorithmes offrent des performances très différentes. Sur nos 108 corpus,
nous avons constaté une dispersion moyenne entre le plus performant et le moins
performant des 5 landmarkers de 0.58 et un écart type moyen de 0.21. Dans la
suite de ce manuscrit, nous ferons référence aux méta-descripteurs basés sur les
landmarkers sous le nom Land.
Nous avons utilisé aussi un second ensemble de méta-descripteurs composé de sta-
tistiques élémentaires calculées sur les corpus : le nombre de classes, le nombre de
documents, le nombre de descripteurs et nombre de descripteurs uniques. L’hé-
térogénéité de nos corpus (aussi bien les types, les thèmes ou la langue) nous
a convaincu de ne pas utiliser la présence d’un descripteur dans une ressource
extérieure comme méta-descripteurs.
Pour illustrer, nous donnons un sous-ensemble des résultats (nous avons sélec-
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Table 10.2: Sous-ensemble des landmarkers calculés pour 15 de nos 108 corpus
Corpus ComplementNaiveBayes IB1 OneR RepTree ZeroR Dispersion Ecart Type
1_Itesoft_1 0.54 0.24 0.49 0.41 0.41 0.30 0.10
2_Itesoft_1 0.54 0.41 0.49 0.41 0.41 0.13 0.05
3_Itesoft_1 0.52 0.24 0.49 0.42 0.42 0.27 0.10
1_Polop_1 0.77 0.43 0.48 0.29 0.19 0.57 0.20
2_Polop_1 0.78 0.48 0.49 0.29 0.19 0.58 0.20
3_Polop_1 0.72 0.46 0.46 0.34 0.20 0.52 0.17
1_Polop_8 0.47 0.14 0.33 0.40 0.20 0.33 0.12
2_Polop_8 0.47 0.19 0.32 0.42 0.19 0.28 0.11
3_Polop_8 0.49 0.02 0.33 0.42 0.19 0.47 0.17
1_Reuters1_1 0.71 0.36 0.05 0.01 0.00 0.71 0.27
2_Reuters1_1 0.78 0.40 0.04 0.01 0.00 0.77 0.30
3_Reuters1_1 0.69 0.34 0.03 0.01 0.00 0.69 0.27
1_Reuters2_5 0.78 0.42 0.13 0.11 0.02 0.76 0.28
2_Reuters2_5 0.79 0.35 0.05 0.11 0.02 0.77 0.29
2_Reuters2_5 0.74 0.26 0.07 0.13 0.02 0.73 0.26
Table 10.3: Sous-ensemble des statistiques élémentaires calculées pour 15 de
nos 108 corpus
Corpus Classe Document Descripteur Descripteur Unique
1_Itesoft_1 6 426 41 018 10 063
2_Itesoft_1 6 425 44 086 10 740
3_Itesoft_1 6 422 39 434 10 082
1_Polop_1 5 398 529 695 12 786
2_Polop_1 5 395 508 251 12 685
3_Polop_1 5 393 541 428 12 368
1_Polop_8 5 394 20 242 4 199
2_Polop_8 5 389 19 928 4 178
3_Polop_8 5 389 20 460 4 130
1_Reuters2_5 10 409 52 851 8 833
2_Reuters2_5 10 409 53 482 8 821
3_Reuters2_5 10 409 48 519 8 422
1_Reuters1_1 28 465 52 519 8 804
2_Reuters1_1 28 471 52 814 9 311
3_Reuters1_1 28 462 59 207 9 560
tionné les 15 mêmes corpus) dans le tableau 10.3
Dans la suite de ce manuscrit, nous ferons référence aux méta-descripteurs basés
sur les statistiques élémentaires sous le nom Stat.
Les deux ensembles Land et Stat constituent le référentiel avec lequel nous com-
parons notre proposition.
10.1.2 Les nouveaux méta-descripteurs
Dans cette seconde partie, nous avons proposé une nouvelle approche permettant
de définir un corpus en mesurant la similarité entre les documents ou entre les
classes. Nous sommes arrivés à la conclusion qu’en choisissant |D| descripteurs
statistiques, nous pouvions décrire notre corpus aux travers de |D| × |D| + |D|
méta-descripteurs. Pour nos expérimentations, nous avons utilisé deux ensembles
de descripteurs statistiques. Le premier est composé de 14 descripteurs statis-
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tiques (soit 210 méta-descripteurs), D1={le minimum, le maximum, la moyenne,
la dispersion, la variance, le 1er décile, le 2ème décile, le 3ème décile, le 4ème dé-
cile, le 5ème décile, le 6ème décile, le 7ème décile, le 8ème décile, le 9ème décile}.
Dans la suite de ce manuscrit, nous ferons référence aux 210 méta-descripteurs
basés sur les D1 descripteurs statistiques sous le nom D14.
Pour notre second ensemble de descripteurs statistiques, nous avons décidé de
supprimer les déciles (en conservant néanmoins le 5ème décile qui correspond
à la médiane). Nous conservons ainsi 6 descripteurs statistiques, D2={le mini-
mum, le maximum, la moyenne, la dispersion, la variance, le 5ème décile}, et
définissons ainsi 42 méta-descripteurs. Par analogie, nous ferons référence aux 42
méta-descripteurs basés sur les D2 descripteurs statistiques sous le nom D6 dans
la suite de ce manuscrit.
Nous venons ainsi dans la première partie de ce chapitre de définir le protocole
expérimental ainsi que 4 ensembles de méta-descripteurs que nous souhaitons
évaluer et nous présentons dans la section suivante une synthèse des résultats
obtenus.
10.2 Résultats
Dans un premier temps, nous avons choisi de comparer les résultats obtenus avec
les 4 ensembles méta-descripteurs Land, Stat, D14 et D6. Nous souhaitions savoir
si nos propositions permettent d’obtenir de meilleurs résultats que les approches
de la littérature retenues. Pour ce faire, nous avons évalué chacun des 48 couples
<algorithmes de classification-mesures> à partir des 5 algorithmes de régression
en utilisant les méta-descripteurs Land. Puis nous avons évalué chacun des 48
couples <algorithmes de classification-mesures> à partir des 5 algorithmes de
régression en utilisant les méta-descripteurs Stat, puis avec les méta-descripteurs
D14 et enfin D6. Ainsi, pour chacun des 240 triplets 2 <algorithme de régres-
sion - algorithmes de classification - mesures >, nous obtenons 4 coefficients de
corrélation. Un sous-ensemble de résultat est donné dans le tableau 10.4. Nous
avons sélectionné deux algorithmes de régression (KStar et M5P), 2 algorithmes
de classification (DMNB et NaiveBayes) et les 6 mesures soit un sous-ensemble
de 24 résultats.
2. 48 couples x 5 algorithmes de régression
124 10. Expérimentations avec nos nouveaux méta-descripteurs
Table 10.4: Sous-ensemble des coefficients de corrélation obtenus avec
différents méta-descripteurs
Algo A Mesure D14 D6 Land Stat
KStar DMNB macro fscore 0.97 0.95 0.96 0.80
KStar DMNB macro prec 0.96 0.92 0.94 0.77
KStar DMNB macro rapp 0.93 0.94 0.95 0.81
KStar DMNB micro fscore 0.97 0.93 0.94 0.73
KStar DMNB micro prec 0.95 0.94 0.95 0.79
KStar DMNB micro rapp 0.95 0.89 0.92 0.66
KStar NaiveBayes macro fscore 0.98 0.97 0.97 0.75
KStar NaiveBayes macro prec 0.98 0.98 0.97 0.72
KStar NaiveBayes macro rapp 0.97 0.97 0.96 0.79
KStar NaiveBayes micro fscore 0.98 0.96 0.96 0.73
KStar NaiveBayes micro prec 0.98 0.96 0.96 0.74
KStar NaiveBayes micro rapp 0.97 0.96 0.96 0.72
M5P DMNB macro fscore 0.95 0.93 0.95 0.92
M5P DMNB macro prec 0.93 0.93 0.94 0.90
M5P DMNB macro rapp 0.73 0.92 0.92 0.91
M5P DMNB micro fscore 0.90 0.91 0.94 0.91
M5P DMNB micro prec 0.92 0.91 0.94 0.92
M5P DMNB micro rapp 0.93 0.89 0.92 0.88
M5P NaiveBayes macro fscore 0.95 0.95 0.96 0.92
M5P NaiveBayes macro prec 0.94 0.97 0.96 0.90
M5P NaiveBayes macro rapp 0.93 0.94 0.94 0.95
M5P NaiveBayes micro fscore 0.94 0.90 0.93 0.95
M5P NaiveBayes micro prec 0.96 0.92 0.92 0.95
M5P NaiveBayes micro rapp 0.91 0.88 0.94 0.95
Sur ce sous-ensemble, nous pouvons déjà observer que selon l’algorithme de ré-
gression, l’algorithme de classification et selon la mesure évaluée, le meilleur en-
semble de méta-descripteurs peut être différent comme le montrent les lignes
en rouge. Par exemple, le meilleur coefficient de corrélation est obtenu avec les
méta-descripteurs D14 pour la première ligne et les méta-descripteurs Stat pour
la dernière.
Pour synthétiser les résultats, nous avons mesuré les écarts moyens observés en
comparant les ensembles de méta-descripteurs deux à deux. Nous souhaitions
savoir si, sur l’ensemble des 240 observations, l’un des 4 ensembles de meta-
descripteurs nous permet d’obtenir de meilleurs résultats.
Ainsi, nous avons calculé les écarts entre les ensembles D14 et D6 sur l’ensemble
des 240 observations puis nous avons retenu la moyenne des écarts. Ensuite nous
avons effectué cette comparaison pour l’ensemble de 5 autres couples (D14 et
Land puis D14 et Stat etc.). Nous présentons les résultats dans le tableau 10.5.
Nous avons indiqué en rouge l’ensemble le plus performant et en bleu lorsque
l’écart entre les deux ensembles est nul).
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Table 10.5: Comparaison des méta-descripteurs







Les résultats nous permettent d’établir une hiérarchie entre les différents en-
sembles. D6 et Land sont très proches sur la globalité des cas (écart
moyen à 0) et ils donnent de meilleurs résultats que les méta-descripteurs D14
et Stat. Les méta-descripteurs D14 permettent néanmoins d’obtenir de meilleurs
résultats que les méta-descripteurs Stat.
Suite à ces résultats, nous avons voulu étudier si nous améliorerions les résultats
en combinant les méta-descripteurs. Plutôt que d’utiliser un seul ensemble, nous
pouvons utiliser à la fois les méta-descripteurs D14 et Stat ou D14 et Land. La
combinaison des méta-descripteurs D14 et D6 n’a, en revanche, pas de sens dans
la mesure où D6 est un sous-ensemble de D14.
Nous avons donc dans un second temps recalculé pour les 240 triplets <algo-
rithme de régression - algorithmes de classification - mesures >, les coefficients
de corrélation obtenus en utilisant des combinaisons de méta-descripteurs. Nous
présentons un sous-ensemble des résultats obtenus dans le tableau 10.6.





















































































































































































































































































































































































































































































































































































































































Les combinaisons de méta-descripteurs permettent d’obtenir des coefficients de
corrélation de l’ordre de 90%. De la même façon que lors de notre première ex-
périmentation, nous avons comparé les résultats deux à deux et nous comparons
tout d’abord les résultats obtenus avec une combinaison de méta-descripteurs
aux résultats obtenus avec un seul ensemble de méta-descripteurs dans le tableau
10.7.
Table 10.7: Comparaison des méta-descripteurs initiaux et combinés par deux
Méta-descripteurs 1 Méta-descripteurs 2 Ecart Moyen
D14 -Land D14 0.05
D14 -Land Land 0.00
D14 -Stat D14 0.00
D14 -Stat Stat 0.10
D6 -Land D6 0.04
D6 -Land Land 0.03
D6 -Stat D6 0.02
D6 -Stat Stat 0.15
Nous pouvons constater que, logiquement, prendre deux ensembles de méta-
descripteurs permet de mieux décrire les corpus puisque le coefficient de cor-
rélation moyen obtenu pour deux ensembles de méta-descripteurs est supérieur
de manière significative à celui obtenu avec un seul ensemble. Cependant le gain
est nul (marginalement positif) pour deux cas de figure, mais il est intéressant de
noter que dans tous les cas l’introduction d’un second ensemble n’introduit pas
de bruit qui dégraderait les performances.
Nous nous sommes ensuite intéressés à la comparaison des résultats obtenus avec
les différentes combinaisons de deux ensembles de méta-descripteurs.
Table 10.8: Comparaison des combinaisons de deux méta-descripteurs
Méta-descripteurs 1 Méta-descripteurs 2 Ecart Moyen
D14 -Land D14 -Stat 0.04
D14 -Land Land-Stat -0.04
D14 -Stat Land-Stat -0.08
D6 -Land D6 -Stat 0.02
D6 -Land Land-Stat 0.00
D6 -Stat Land-Stat -0.02
Les résultats nous permettent d’établir deux hiérarchies des ensembles :
1. Utiliser les deux ensembles D14 -Stat donnent des résultats inférieurs aux
deux ensembles D14 -Land qui eux-mêmes donnent des résultats inférieurs
aux deux ensembles Land-Stat.
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2. Utiliser les deux ensembles D6 -Stat donnent des résultats inférieurs aux
deux ensembles Land-Stat qui donnent des résultats similaires aux deux
ensembles D6 -Land.
Ces hiérarchies confirment ce qui a été constaté avec les ensembles pris individuel-
lement, D6 et Land sont proches et permettent d’obtenir les meilleurs résultats.
D14 et Stat sont moins performants.
Enfin, pour compléter nos analyses, nous avons souhaité étudier le comportement
en combinant les trois ensembles de méta-descripteurs (D14 -Land-Stat puis D6 -
Land-Stat). Un sous-ensemble des résultats est présenté dans le tableau 10.9.
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Table 10.9: Sous-ensemble des coefficients de corrélation obtenus en combinant
trois méta-descripteurs
Algo A Mesure D14 -Land-Stat D6 -Land-Stat
KStar DMNB macro fscore 0.95 0.96
KStar DMNB macro prec 0.94 0.94
KStar DMNB macro rapp 0.77 0.95
KStar DMNB micro fscore 0.92 0.93
KStar DMNB micro prec 0.95 0.94
KStar DMNB micro rapp 0.92 0.92
KStar NaiveBayes macro fscore 0.96 0.98
KStar NaiveBayes macro prec 0.95 0.97
KStar NaiveBayes macro rapp 0.95 0.94
KStar NaiveBayes micro fscore 0.96 0.96
KStar NaiveBayes micro prec 0.93 0.94
KStar NaiveBayes micro rapp 0.95 0.96
M5P DMNB macro fscore 0.96 0.96
M5P DMNB macro prec 0.96 0.94
M5P DMNB macro rapp 0.93 0.94
M5P DMNB micro fscore 0.96 0.93
M5P DMNB micro prec 0.94 0.95
M5P DMNB micro rapp 0.94 0.89
M5P NaiveBayes macro fscore 0.98 0.98
M5P NaiveBayes macro prec 0.98 0.98
M5P NaiveBayes macro rapp 0.97 0.97
M5P NaiveBayes micro fscore 0.98 0.96
M5P NaiveBayes micro prec 0.98 0.96
M5P NaiveBayes micro rapp 0.98 0.96
Prendre trois ensembles de méta-descripteurs nous permet d’obtenir des coeffi-
cients de corrélation moyens de 94%, ce qui confirme une amélioration globale
par rapport aux ensembles doubles (92%) ou aux ensembles uniques (86%).
Nous présentons dans le tableau 10.10, les résultats obtenus avec trois ensembles
comme méta-descripteurs au regard des résultats mesurés avec les autres combi-
naisons d’ensembles de méta-descripteurs testés précédemment.
Table 10.10: Comparaison des méta-descripteurs initiaux et combinés par trois
Méta-descripteurs 1 Méta-descripteurs 2 Ecart Moyen
D14 -Land-Stat D14 0.048
D14 -Land-Stat Land 0.005
D14 -Land-Stat Stat 0.140
D14 -Land-Stat D14 -Land 0.002
D14 -Land-Stat D14 -Stat 0.044
D14 -Land-Stat Land-Stat -0.033
D6 -Land-Stat D6 0.044
D6 -Land-Stat Land 0.039
D6 -Land-Stat Stat 0.174
D6 -Land-Stat Land-Stat 0.002
D6 -Land-Stat D6 -Land 0.005
D6 -Land-Stat D6 -Stat 0.023
130 10. Expérimentations avec nos nouveaux méta-descripteurs
Nous pouvons constater que prendre trois ensembles de méta-descripteurs ne per-
met pas forcément de mieux décrire les corpus puisqu’utiliser les ensembles D14 -
Land-Stat donnent des résultats de moindre qualité qu’en utilisant simplement
les ensembles Land-Stat.
En revanche, les méta-descripteurs D6 nous permettent d’obtenir une amélio-
ration des performances par rapport à toutes les autres combinaisons de méta-
descripteurs étudiés. Nous résumons dans le tableau 10.11 les coefficients de cor-
rélation moyens constatés pour illustrer notre propos.


















Ces expérimentations nous permettent de conclure que l’utilisation de notre pro-
position est une alternative crédible aux méta-descripteurs existants et nous dis-





Pour notre seconde contribution, nous avons donc proposé une nouvelle approche
permettant de résumer un corpus en un nombre fini de méta-descripteurs indépen-
damment du nombre de classes ou de documents par classes, indépendamment
du type de documents du corpus, de la langue utilisée. Nos nouveaux méta-
descripteurs nous permettent d’obtenir des résultats tout à fait comparables aux
approches de la littérature et possèdent des propriétés intéressantes. L’approche
proposée permet de définir un grand nombre de méta-descripteurs à partir d’un
nombre restreint de descripteurs statistiques (pour |D| descripteurs nous définis-
sons, |D|×(|D|+1) méta-descripteurs). Il convient simplement de trouver le juste
équilibre pour éviter les effets de sur-apprentissage ou de sous-apprentissage. Par
exemple, dans nos expérimentations, l’ensemble de 6 descripteurs statistiques D6
nous permet d’obtenir de meilleurs résultats que l’ensemble de 14 descripteurs
statistiques D14.
Son implémentation est aisée puisque notre approche repose sur le calcul de dis-
tance entre deux documents (ou classes) puis sur l’utilisation de fonctions statis-
tiques relativement simples.
Nos méta-descripteurs permettent de comprendre et de visualiser le type de cor-
pus traité (ai-je des classes très similaires ou au contraire très différentes ? les
documents au sein de mes classes sont-ils homogènes ou hétérogènes ?). Cette
connaissance peut être affinée lors du processus d’extraction des méta-descripteurs.
En effet, lors des étapes intermédiaires, nous obtenons une vision extrêmement
détaillée du comportement de chaque classe avant de les agréger pour obtenir un
nombre fini de méta-descripteurs. Cette analyse peut permettre de détecter des
comportements anormaux (pourquoi ai-je un document qui se retrouve à l’écart
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de la majorité des documents de ma classe ? Pourquoi deux classes sont elles si
similaires alors qu’à priori rien ne le prédisposait ?) ou de modifier le corpus en
conséquence (ne serait-il pas préférable de regrouper deux classes trop similaires ?
ou au contraire scinder une classe en deux ?)
Notre approche n’implique pas de partitionner les corpus comme c’est le cas avec
les approches fondées sur les landmarkers, ce qui nous garantit l’absence de biais
introduit par l’utilisation de sous-corpus. De plus, notre approche permet de sé-
parer les problématiques de classification des problématiques de description là ou
les approches fondées sur les landmarkers s’appuient sur des problématiques de
classification pour traiter une problématique de description.
Nos expérimentations ont montré que l’utilisation de statistiques simples ne per-
mettait pas d’obtenir des résultats satisfaisants. En effet, il parait logique que
le nombre de documents ou de classes ne puisse suffire à décrire un corpus avec
un maximum d’exhaustivité surtout lorsque les différents corpus sont statistique-




12.1 Synthèse des contributions
Nous nous positionnons pour commencer dans un contexte de classification de do-
cuments pour traiter des corpus composés d’un petit volume de données. Dans la
première partie de cette thèse, nous avons présenté et expérimenté une méthode
de pondération adaptée au traitement de ce type de corpus. Notre pondération
est particulièrement adaptée lorsque le nombre de descripteurs est réduit tout en
offrant de bonnes performances lorsque le nombre de classes ou de documents est
faible. Nous avons rendu cette pondération paramétrable afin de pouvoir s’adap-
ter à la composition des corpus. Pouvoir prendre en compte les différentes carac-
téristiques d’un corpus (nombre de classes, nombre de documents, nombres de
descripteurs) permet d’améliorer les performances des algorithmes de classifica-
tions. Nos expérimentations démontrent l’intérêt de rendre paramétrable notre
approche tout en levant une nouvelle problématique : comment déterminer les
meilleurs paramètres pour traiter un problème donné ? Nous répondons à cette
question dans la seconde partie de cette thèse.
Pour notre seconde contribution, nous nous positionnons dans un contexte dif-
férent, celui de la méta-classification et plus précisément de la méta-description.
Nous proposons une approche originale permettant de décrire un corpus indépen-
damment du nombre de classes ou de documents par classes, indépendamment du
type de documents du corpus et de la langue utilisée. Pour cela, nous proposons de
mesurer la similarité entre les classes et les documents puis de les agréger afin de
définir une "empreinte" du corpus. Cette "empreinte" sera comparée avec les "em-
preintes" d’autres corpus pour lesquels les paramètres optimaux sont connus. Les
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expérimentations menées confirment que nos nouveaux méta-descripteurs sont
une alternative intéressante au regard des solutions actuellement proposées dans
la littérature.
Les travaux présentés dans ce manuscrit ont fait l’objet de plusieurs prototypes
et d’une intégration industrielle que nous présentons dans la section suivante.
12.2 Prototypes
Trois différentes implémentations ont été réalisées. Pour la première, l’objectif
était de rendre notre proposition accessible à travers différentes interfaces du lo-
giciel WEKA. Dans l’interface graphique de Weka Explorer, nous pouvons trouver
ces algorithmes dans l’onglet Classify :
La pondération de NaiveBayesMultinomialTER se choisit à l’aide d’un menu
déroulant :
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Les valeurs des paramètres sont configurables via les options comme habituelle-
ment dans l’environnement Weka :
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L’intégration dans Weka permet d’utiliser les fonctionnalités connexes déjà pré-
sentes dans l’environnement WEKA par exemple les filtres, les outils de sélection,
les processus de validation ou encore l’évaluation et la visualisation des résultats.
La seconde implémentation avait pour objectif le développement d’un prototype
en C++ qui devait servir de base pour l’intégration de nos approches dans les
logiciels d’ITESOFT. Ce développement est composé de la manière suivante :
• Un prototype fonctionnel portant l’ensemble des travaux présentés dans ce
manuscrit.
• Une Dll réalisée en partenariat avec la société Itesoft prête à être intégrée dans
les logiciels Itesoft
Le prototype est composé de plusieurs modules :
• Une interface graphique permettant la sélection de fichiers et de paramètres
(cf. Figure 12.1) ;
• Un module de validation croisée ;
• Un module d’évaluation des performances et de présentation des résultats (cf.
Figure 12.2) ;
• Un module de pondération comprenant les cinq paramètres pour l’approche
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Figure 12.1: Prototype - Interface principale du prototype
NaiveBayes 1 ;
• Un module de détection automatique du couple paramètres/approche le plus
performant (cf. Figure 12.3).
Suite à ce prototype, qui fut présenté à Itesoft lors des 2nd Innovation days d’ITE-
SOFT 2, une Dll a été développée pour être intégrée dans le logiciel d’Itesoft.
Ces différents développements, ainsi que les démonstrations qui ont pu être effec-
tués, nous ont permis de définir des axes d’amélioration et des pistes de recherche
qui sont détaillées dans la section suivante.
12.3 Perspectives de recherche
Premièrement, concernant notre pondération, nous pensons qu’elle peut être utile
dans un contexte de "Feature Selection". En effet, à chaque descripteur du cor-
pus est affecté un score et nous pensons qu’utiliser ce score peut permettre de
ne conserver que les descripteurs les plus pertinents. Deux solutions ont été en-
visagées. Tout d’abord nous pourrions n’utiliser que les "k" descripteurs les plus
pertinents de chaque classe, par exemple les 10 descripteurs ayant un score le plus
élevé de chaque classe. Le problème étant alors de définir le nombre "k" le plus
pertinent. Il est aussi possible que le "kème" descripteur d’une classe ait un score
beaucoup plus faible que le "kème" descripteur d’une autre classe. La seconde solu-
tion consiste à utiliser un seuil au-delà duquel seraient conservés les descripteurs,
1. Pour le prototype, l’approche NaivesBayes a été préférée à l’approche CFC
2. workshop international regroupant les partenaires européens de la société
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Figure 12.2: Prototype - Restitution des résultats
Figure 12.3: Prototype - Détection des paramètres
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la problématique étant alors de définir un tel seuil. Des expérimentations prélimi-
naires ont montré que le nombre "k" ou le seuil qui maximisent les performances
varient d’un corpus à l’autre.
Deuxièmement, dans un contexte industriel, il est souvent préférable de ne pas
classer plutôt que de mal classer (autrement dit, la Précision est plus importante
que le Rappel). Pour ce faire, un processus de rejet peut être utilisé. Dans nos
approches, la décision finale de l’affectation à une classe est définie grâce à un
score. Pour un document à classer, nous attribuons un score pour chacune des
classes candidates et nous choisissons la classe ayant le score maximum. La solu-
tion la plus communément utilisée est la définition d’un seuil au-dessous duquel
un document ne sera pas affecté. En fixant un seuil élevé, nous allons amélio-
rer la précision, mais nous allons aussi rejeter un ensemble de documents dont
le système connaissait pourtant l’affectation. Le défi consiste alors à rejeter le
maximum de documents pour qui le système se trompe tout en rejetant le mini-
mum de documents pour qui le système ne se trompe pas. Les travaux présentés
dans cette thèse reposent sur la notion d’hétérogénéité des corpus. Nous avons
tout au long de ce manuscrit mis en évidence que deux corpus différents devaient
être traités différemment. Nous pensons que la définition d’un seuil de rejet doit
obéir à cette logique de spécificité des corpus. Autrement dit, il n’existe pas un
seuil qui soit indépendant du corpus. De plus, nous pensons qu’il est possible
d’utiliser les scores des deux classes les plus probables pour améliorer cette fia-
bilité. Intuitivement, si deux classes obtiennent un score très proche, le risque
que le système se trompe est plus élevé que si l’une des deux obtient un score
bien supérieur à l’autre. En revanche cette notion d’écart minimum entre classes
doit aussi dépendre des classes du corpus. Par exemple, il est logique qu’un do-
cument ait un score très proche pour deux classes très similaires (par exemple
"Chat" et "Chien") alors que l’on s’attend à trouver un écart plus important si les
deux classes sont très différentes (par exemple "Chat" et "Avion"). Ainsi, à écart
identique, la probabilité de se tromper varie selon la similarité des classes. Nous
pensons que la similarité des scores doit être corrélée à la similarité des classes et
qu’étudier ces aspects permettrait d’améliorer la précision de notre approche.
Troisièmement, nous n’avons pas trouvé trace dans la littérature de l’utilisation
de la méta-classification pour détecter la meilleure représentation des données et
répondre aux questions : faut-il extraire les lemmes ou les racines ? Faut-il utili-
ser des ngrammes de lettres ou des ngrammes de descripteurs ? Et si oui, faut-il
privilégier des bigrammes, des trigrammes...
Au même titre qu’il n’existe pas d’algorithmes plus performants que les autres
indépendamment du corpus, il n’existe pas une représentation donnée qui permet-
trait d’obtenir de meilleurs résultats quelque soit le corpus étudié. Par exemple,
la lemmatisation pourtant reconnue comme une bonne pratique, s’avère être un
frein dès lors que la conjugaison, le genre ou le nombre s’avèrent discrimants
pour différencier les classes. De plus, la lemmatisation repose sur des modèles
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grammaticaux et des dictionnaires et il n’est pas toujours évident d’extraire les
lemmes lorsque les textes ne correspondent pas aux modèles (par exemple en
cas de texte bruité ou à la syntaxe particulière comme les SMS ou les tweets).
Avec une approche de type "sac de mots", les performances des algorithmes de
classification sont indépendantes du contenu linguistique des documents, mais dé-
pendent uniquement de leurs représentations vectorielles. Nos méta-descripteurs,
en agrégeant des similarités, sont indépendants du type de descripteurs. Si nous
avons dans ce manuscrit calculé la similarité en se basant sur le "terme", nous
aurions pu mesurer la similarité en considérant des "ngrammes de lettres", des
"lemmes" ou des "racines". Ainsi pour un même corpus nous pourrions calculer son
"empreinte" avec les termes puis son "empreinte" avec des bigrammes de mots et,
en comparant ces deux "empreintes" avec les exemples passés (indépendamment
du type de descripteurs utilisé dans ces expériences), notre intuition est que nous
pourrions détecter la meilleure représentation du corpus.
Enfin, pour conclure, nous pensons qu’il serait intéressant d’évaluer l’intérêt et
l’applicabilité des nouveaux méta-descripteurs dans le domaine des règles d’as-
sociation. En effet l’extraction de règles d’association est l’une des techniques de
fouilles de données la plus utilisée dans le domaine de l’extraction de connais-
sances. Il existe aujourd’hui de très nombreuses propositions pour extraire ces
règles d’un gros volume de données et obtenir différentes mesures : support,
confiance, lift, etc. Cependant en fonction des données manipulées, les comporte-
ments de ces algorithmes sont très différents. Par exemple, un algorithme de type
Apriori sera très efficace dans le cas de matrices creuses et complètement ineffi-
cace dans le cas de données denses. Inversement un algorithme comme CloseSt
aura un comportement complètement opposé. Étant donnés les temps d’extrac-
tion, connaître à l’avance le type d’algorithme à utiliser pourrait être très utile
pour le décideur. Ainsi nous pensons qu’il serait intéressant d’étudier et d’expéri-
menter l’impact de nouveaux méta-descripteurs pour l’identification des meilleurs
algorithmes d’extraction de règles selon les types de données.
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