ABSTRACT In order to construct future large-scale Internet of Things (IoT) networks, Fog computing is a promising paradigm that brings big data processing capability, storage, and control from a remote cloud closer to the end users/things. However, the majority of prior studies have focused on the data connection to realize a vertical Cloud-Fog-devices' continuum. In this paper, we propose an informationcentric collaborative Fog (ICCF) platform, empowered by a novel horizontal Fog-to-Fog layer. Specifically, the ICCF enhances sensor data processing performance by enabling horizontal data transfer in the Fog layer through connectionless name-based Fog-to-Fog data transmission. It utilizes the Fog node's distributed data processing power to achieve a satisfactory data processing performance, while communication with the Cloud is only required to report detected anomalies. Moreover, because the connectionless name-based scheme significantly reduces data connection overhead, this guarantees real-time communication and the ability of processing large-scale IoT data. Building energy management system (BEMS) for detecting abnormal sensor data is adopted as a case study to illustrate our design philosophy and, more importantly, to validate the advantages of the proposed ICCF by conducting a variety of experiments based on the sensor data collected from a real-world indoor environment.
I. INTRODUCTION
Building energy management has become increasingly important recently as it starts to play a major role in the global energy environment. According to the International Energy Agency (IEA) [1] , the amount of energy consumed by buildings alone accounts for about 30% of total energy consumption and 60% of total electricity consumption globally each year. Another investigation [2] conducted by the National Institute of Standards and Technology (NIST) points out that in the U.S. around 40% of total energy consumption annually is related to building activities. In order to efficiently take control of a wide range of building facilities (e.g., cooling/ heating, ventilation, lighting systems), many efforts have
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been made by both academia and industry to devise a building energy management system (BEMS) [3] - [5] . The primary goal of BEMS is to reduce energy consumption as much as possible while maintaining user's indoor comfort that is objectively determined by appropriate calculation methods, such as predicted mean vote (PMV) or predicted percentage of dissatisfied (PPD). By analyzing a variety of data constantly collected inside the building, BEMS is able to predict the level of energy consumption, as well as make adjustments such as changing temperature or lighting for hotspot areas. In addition, any abnormal environmental condition should be addressed promptly and then be taken to the building administrators for further action if necessary. A cost-effective BEMS realized by an efficient data processing approach is urgently needed.
Thanks to the rapid development of Internet of Things (IoT) technologies [6] , BEMS is capable of operating large-scale, cost-effective environmental sensors (e.g., temperature/humidity sensors) for monitoring the indoor environment while analyzing the data collected from sensors. Because these sensors are compact, this makes it easy for administrators to install them around the areas of the building regularly visited by users. Through the cooperation with the Cloud, which equips with exceptional big data processing capability, an IoT network is an efficient option for many existing building systems where the installation of a large-scale intelligent BEMS is not feasible [5] , [7] . For a typical IoT network architecture, the Cloud analyzes the raw data collected from its managed sensors, and then, based on the results of data processing, the Cloud reports the detected anomalous issues (e.g., anomalous sensor data) to the administrators for further action. However, the sheer volume of data generated from sensors could cause severe problems for the IoT network such as communication overhead and network congestion. Also, despite of recent advancing technologies in IoT infrastructure, the exponential increase in the number and variety of sensors makes it challenging for the Cloud to effectively process and manage these huge amounts of heterogeneous sensor data [8] . Under these conditions, the big data analysis service provided by the Cloud will no longer be effective and efficient [9] .
The introduction of Fog computing [10] has created new opportunities in the Cloud-to-Thing continuum. More specifically, Fog computing plays the role of an intermediary layer between the Cloud and large-scale IoT devices and can be deployed in the vicinity of end users/things. Taking advantage of its flexibility like geographical location, Fog computing is characterized by its prominent computation power, networking, storage, and control that allows it to process data generated by IoT devices in order to provide services in a timely manner. Specifically, a Fog node is a device embedded with computing, storage and communication capabilities and usually can select from a range of devices including singleboard computer (e.g., Raspberry Pi), smart-phone, notebook computer, and small base stations et al. With the growing need for real-time services in the IoT network, having the ability to process data at the edge of the network is critical to most of the real-time applications and the adoption of the Fog computing paradigm could better satisfy this requirement [9] . Another advantage provided by Fog computing is that Fog nodes are able to communicate with each other to make the best use of data connections and further improve the efficiency of data processing. In this circumstance, data transmitted to the Cloud are only needed under certain conditions, such as the building administrators need to know the status of a sensor due to anomalies detected from that sensor. Most of the data would be effectively processed and analyzed by the Fog nodes in order to mitigate network congestion and data communication latency.
Information-centric networking (ICN) [11] could empower Fog-to-Fog communication as it is an effective networking paradigm focused on content delivery. ICN shifts the focus from knowing where to what, so that data labeled as the named content can be retrieved efficiently. Compared with the current networks that use an IP address for retrieving data content, data communication using ICN is based on the named content. Hence, incorporating this named-based scheme into BEMS would significantly simplify the application design on the IoT network while enabling much more flexible and efficient data distribution at the network layer for BEMS.
In this paper, we develop an IoT network architecture by incorporating a novel Fog-to-Fog horizontal data communication schema empowered by ICN principles and propose an information-centric collaborative Fog (ICCF) platform for BEMSs. ICCF combines the advantages of both Fog computing and ICN: it takes advantages of IoT networks supporting Fog computing for efficient distributed data processing. In order to attain satisfactory data processing performance, a novel in-network self-learning algorithm running on the Fog nodes is proposed in which each Fog node only collects the minimum data required from its neighbor nodes via a Fog-toFog connection. Furthermore, ICCF treats the data content (sensor data) in a named-based manner instead of using the traditional IP address assigned to IoT devices. Numerical experiments based upon a real-world indoor environment show that high prediction accuracy of sensor data anomaly detection can be achieved even though the data available to be processed are limited. Other essential evaluations including the effectiveness of Fog node placement, the benefits of ICN in relation to data connection volume generated during ICCF operation are also demonstrated. Our proposed ICCF is not limited to BEMS and should be applicable to the construction of future cost-effective IoT networks supporting Fog computing.
The main contributions of this paper include:
• To the best of our knowledge, this is the first time an ICN-based Fog platform has been proposed with the aim of achieving efficient sensor data processing and communication for BEMS.
• A novel naming scheme is introduced for sensor data content utilizing the characteristics of ICCF to reduce the data communication load and delay that tends to occur in IoT networks.
• An in-network self-learning algorithm is devised for the proposed platform so that all the sensor data processing operations can be executed within the Fog node layer, while only detected anomalous data are sent to the Cloud for further analysis. By adopting this approach, the processing burden imposed on the Cloud can be reduced significantly.
• The advantages of introducing ICCF into IoT networks are evaluated both theoretically and experimentally based on a real-world testbed deployed in a real indoor building environment. The results verify the effectiveness of our proposed ICCF for BEMS. The core idea of this paper is also extensively applicable VOLUME 7, 2019 to next-generation IoT networks that support Fog computing. The following is a brief summary of our preliminary studies presented at conferences [12] , [13] . Reference [12] is a generic architectural paper that originally proposed the basic concept of ICN-Fog architecture as well as the potential benefits of applying this architecture to the data-driven communication context. It focused on how to make Fog-toFog data processing efficient. Reference [13] proposed an in-network self-learning algorithm for BEMS (where ICN is not used), and verified its performance in detecting sensor data anomalies. Compared with these two previous studies, the main new contents in this paper include:
• To clarify the benefits of collaborative Fog platform with an information-centric Fog-to-Fog layer, this paper focuses on BEMS and presents a comprehensive analysis and evaluation of the proposed ICCF from a broad perspective.
• The benefits of introducing Fog computing into ICCF are presented in the context of data traffic on both the overall network and individual Fog nodes. It includes definitive results that show ICCF is able to reduce the data traffic volume.
• More details on ICN are included: an ICN name-based paradigm is proposed for enhancing data communication efficiency for ICCF, and a novel data connection model is also created to evaluate the effectiveness of ICN-based scheme in comparison with a traditional IP-based scheme. The remainder of this paper is organized as follows: Section II reviews related work. Followed by Section III, in which the need for an information-centric collaborative Fog platform is clearly outlined and addressed. Section IV introduces the architecture of ICCF, and then proposes an in-network self-learning algorithm through a collaborative Fog platform, along with the naming scheme that facilitates more efficient data communication, as well as a network operation scheme designed for ICCF. Section V first presents the details of the experimental network for simulation, and then performs a numerical experiment to validate the effectiveness of operating our proposed ICCF using real-world data. Finally, Section VI concludes this paper.
II. RELATED WORK
Both Fog computing and ICN are regarded as promising solutions targeting efficient data processing for IoT network use cases like BEMS. This section reviews some state-of-theart studies on IoT networks for BEMS which facilitate the implementation of (1) Fog computing, and (2) ICN. for data communication, storage, and computing. This capability enables Fog nodes to process the data collected from end devices via BLE, WiFi, and also to communicate with the remote Cloud at the top level via the Internet.
A. IMPLEMENTING FOG COMPUTING FOR BEMS
Fog computing is introduced as a platform for BEMS to achieve effective system energy management. From the viewpoint of system development, the authors in [14] developed a BEMS system based on a Fog computing paradigm. In this system, each Fog node monitors its respective sensor data. Depending on the monitoring results, Fog nodes directly manage the lights and fans located nearby, meaning that anomalous issues could be resolved close to the place where the anomalies occur. The prototype of a house energy management platform is developed in [15] where indoor environment monitoring in separate homes is realized by implementing Fog computing. The next important task to be solved is how to achieve a satisfactory anomaly detection performance in real time by processing the big data collected from the numerous sensors expected to be deployed in the near future.
Several prior studies pursued the question of how to process the collected large-scale sensor data efficiently. The general approach is that the Fog nodes first pre-process the collected sensor data, and then send the acquired processing results to the Cloud for further aggregated processing. The purpose of these studies is to achieve processing performance comparable to that obtained by centralized processing (= the Cloud directly processes all the sensor data). For example, Lyu et al. [16] proposed a novel Fog-empowered anomaly detection algorithm where each Fog node conducts a clustering process on its collected sensor data, and then sends the clustering results to the Cloud for further anomaly detection processing. To reduce the data processing volume on the Cloud, in [17] , sensor data are first modeled at the Cloud in advance. Then identical Dual Kalman filters are deployed at both Fog nodes and the Cloud for predicting and updating the pre-generated model. During network operation, the newly measured sensor data are first processed by Fog nodes, and only if the processed results fall outside the predicted range using the current model, the relevant data then additionally uploaded to the Cloud for further processing. For BEMS, the main concern for administrators is to know when and where precisely an anomaly occurs, hence, there is a strong demand for a platform which reduces both data transmission volume and the processing burden on the Cloud. If all the sensor data processing could be accomplished by Fog nodes with an acceptable level of data processing performance, this concern could be resolved.
B. IMPLEMENTING ICN FOR BEMS
ICN is a promoting network model which can be integrated with IoT applications with a broad perspective including data naming, data delivery, and security [18] . Named content defined in ICN entails the efficient dissemination of content for BEMS by simply naming the aggregates of sensor data. Moreover, for ICN, it is possible to cache the naming data at Fog nodes as proxy gateways instead of collecting the data via an end-to-end data communication. Since building administrators are more interested in the data content itself rather than the location at which the data are stored, utilizing ICN efficiently is expected to reduce the data communication volume in IoT networks. Moreover, security is also enhanced since ICN enables self-certified data rather than encrypted on data communication links.
Several studies have proposed different naming schemes applicable to BEMS. For example, a keyword-based ICN-IoT platform was proposed in [19] . This naming scheme combines names as keywords to indicate the data type, function names to process these data, and identifiers to show the sensor's location. A similar naming scheme approach can also be found in [20] and [21] . Adhatarao et al. [21] further summarized how named content works in some common examples of use in a smart house system. While the effectiveness of applying ICN to real-world IoT is still under discussion, a variety of related experiments for BEMS applications have already been conducted, e.g., in [22] and [23] . Even though the results of these experiments look promising, another concern has been raised regarding the feasibility of implementing ICN in resources-constrained smart objects. Fortunately, applying the information-centric collaborative Fog platform is expected to be smoother thanks to the expansibility of the Fog node. In other words, the Fog node is more flexible in terms of configuring its storage and data processing power than the traditional smart objects.
III. THE NEED FOR AN INFORMATION-CENTRIC COLLABORATIVE FOG PLATFORM A. EFFICIENT UTILIZATION OF COLLABORATIVE FOG PLATFORM
Fog nodes essentially take advantage of a distributed processing approach and only seek to obtain the analytical results of some computationally intensive tasks from the Cloud. Due to this natural limitation on the data processing capability on the single Fog node, in conventional studies [16] , [17] , the overall data processing performance (e.g., anomaly detection) was improved by enhancing the cooperation between Fog nodes and the Cloud (vertical dataflow in Fig. 1 ) to process the massive amount of data efficiently and effectively.
The direct approach to reducing the data processing burden on the Cloud is to execute these data processing procedures in Fog nodes as much as possible while data connection to the Cloud occurs only if necessary, e.g., when an anomaly is detected. This solution requires Fog nodes to attain data processing performance that is comparable to that of the Cloud centralized processing. The key point of our solution is to utilize horizontal dataflow via Fog-to-Fog data connections ( Fig. 1 ) to improve data processing performance. It should be noted that simply increasing the available data volume for Fog nodes to process cannot guarantee a satisfactory data processing outcome. This issue raises the question of how to process the obtained data for Fog nodes, and our solution is to introduce machine learning models. Nowadays, machine learning models including neural network model [24] are widely studied due to their potential to produce satisfactory data processing results. For instance, applying machine learning models could predict power consumption for BEMS with a relatively high degree of accuracy [25] . To the best of our knowledge, there is no data processing approach within IoT networks supported by a collaborative Fog platform. In this work, we propose a novel algorithm to apply a data collection strategy to each Fog node, in which the Fog node only collects the minimum data required while maintaining high prediction accuracy through a deployed machine learning model.
B. AN INFORMATION-CENTRIC FOG-TO-FOG LAYER
Running ICN directly on smart IoT objects is constrained due to the limited data processing capacity of the IoT end devices. Compared to these end devices, Fog nodes, which have a relatively higher capability in terms of both storage and data processing, are entities that can better leverage the ICN paradigm. The growing number of IoT applications requires a more flexible and versatile network model, especially to satisfy the need to provide stable data communication due to the importance and volume of the data being generated. Fog computing facilitates data communication in a way that supports both horizontal User-to-User/Fog-to-Fog and vertical Things/Users-Fog-Cloud communication scenarios, both of which will be fully considered in the following sections.
As will be shown in the rest of the paper, an informationcentric Fog-to-Fog layer facilitates data-driven communication in IoT applications without directly deploying ICN in end devices, which is needed to overcome their very limiting resource constraints. In this work, we propose an informationcentric collaborative Fog platform and use BEMS as the IoT network application example to verify the effectiveness of our proposed platform. VOLUME 7, 2019 
IV. ICCF PLATFORM
In this section, we first outline the architecture and benefits of an ICCF platform to support Fog computing empowered by the ICN principle, and then adopt a BEMS IoT application as the use case to provide specific details on the proposed ICCF in relation to sensor data naming, in-network data learning for anomaly detection, and IoT network operation. 
A. NETWORK ARCHITECTURE FOR ICCF
In this paper, we propose ICCF platform, a novel informationcentric collaborative Fog platform that provides Fog-to-Fog layer communication empowered by ICN. An overview of the architecture is shown in Fig. 2 . This platform utilizes ICN naming, name-based data discovery and routing, and in-network caching in the Fog-to-Fog layer to enable efficient distributed data processing for anomaly detection. The bottom layer consists of heterogeneous end users/things connected to the IoT network, in which various standard communication protocols could be adopted to facilitate Fogto-thing communications. It is worth noting that the data connection between end devices and the Fog node might also apply to the common ICN-specific protocols, including content-centric networking (CCN) [26] and, named data networking (NDN) [27] , directly over the MAC layer as shown in [22] .
A Fog node can be an on-board computing unit installed in a vehicle, a road-side unit (RSU) located along a highway route, or a wireless access point inside a room in a building. The connections to these Fog nodes can be wired or wireless depending on the use cases: RSUs are connected to each other via optical cables that support high throughput data transfer while nearby wireless access points share the data over a radio connection. Note that even though ICN has been proposed and undergone field trials in IoT devices [20] , [22] , the adoption of ICN in the context of this paper is different from other studies as Fog nodes are expected to have considerably more resources than ordinary end devices, and thus, are more appropriate for ICN deployment. An information-centric Fog-to-Fog layer facilitates data-driven communication in future IoT/5G applications. The main benefits of ICN-enabled Fog-to-Fog data communication are summarized as follows:
1) NAMING
Compared with a traditional IP-based network which identifies the location of the required data by IP address, the core notion of ICN is to give each data content a unique naming identification, and thus, location independent communication can be realized. As pointed out in [22] , the naming strategy is the key enabler for efficient data communication through the ICN-Fog layer. With the ability to assign hierarchical, selfcertified and human-readable flat names for each data content, ICN unleashes the great potential in the context of IoT, especially in the fields of vehicle communication and building automation that require a large number of IoT addresses for allocation [28] . However, due to limited memory, names used by end devices usually have length constraints; thus, an appropriate naming scheme that allows easy data discovery and request routing is required. We will further address the naming scheme by taking ICCF for BEMS application as an example in Section IV-B. Since Fog nodes have relatively higher processing power and storage space than conventional IoT objects, a more rational approach is to make Fog nodes handle the naming semantics, as well as acting as a proxy to either request and/or store a named data content for the end devices. In the case of content delivery, commonly requested (popular) content can be effectively cached at Fog nodes on the delivery path to the consumer's devices. Data generated by end devices can be named by its geographical position or by its attachment point, i.e., the name of the Fog node it attaches to followed by its own identification.
2) CONNECTIONLESS NAMED DATA COMMUNICATION
Unlike the traditional TCP/IP model which requires an endto-end communication tunnel to be established prior to data transmission, ICN simplifies this process by eliminating the need for establishing, maintaining and tearing down end-to-end transport connections. As illustrated in Fig. 2 (arrows between Fog nodes), from the perspective of the Fog node, the retrieval of data content from the nearby Fog nodes becomes much more straight forward as only physical connections need to be maintained. End devices can send requests for (or store named data to) their local Fog node, which acts as a proxy to forward the request/publish the respective data within the Fog-to-Fog layer and/or to the Cloud.
3) IN-NETWORK CACHING
Another important feature of ICN is in-network caching which plays a major role in realizing Fog's objective, which is to reduce transmission delay and support mobility. The main mechanism is through storing some popular data in the Fog layer so users no longer need to send their request to a remote Cloud for the same piece of data every time, which substantially reduces both delivery latency and network latency. In order to improve the performance of caching, ICCF utilizes a cluster of Fog nodes to create inter-connected caches in the Fog layer. A request either from another Fog node or end device can now be easily satisfied by using the cached data residing in the Fog layer (''cache'' inside Fog nodes as shown in Fig. 2 ).
4) NAME-BASED DATA DISCOVERY AND ROUTING
Data discovery and the routing process in ICCF can be carried out either with the support of Cloud or by independent Fog nodes. The former will require a look-up-based resolution service (LRS) to be implemented in the Cloud so that the Fog node can rely on the Cloud to lookup the naming information, and ascertain what the next hop should be. One advantage of this naming resolution strategy is that the control of naming update and provision is solely from the Cloud, but the actual data communication is still taking place in the Fog layer through ICN. An alternative to Cloud-based LRS is to adopt name-based routing (NBR) (Fig. 2) , i.e., a forwarding information base (FIB) table is maintained and consistently updated at each Fog node specifically used for routing. Fog nodes are thus expected to discover and route towards a named piece of data even without the Cloud support. By doing so, data could be discovered easily by (scoped) flooding initialized by the local Fog nodes. To avoid flooding on every request, a dynamic opportunistic routing like the one in [22] can be used by which a new routing entry is created at Fog nodes on the reception path of the requested data.
5) CONTENT-BASED SECURITY
As stated above, one of the features of ICN is that each data chunk generated is self-certified, which ensures tamperfree data delivery. Additionally, some advanced ICN security features, including access control, privacy protection, etc., could be further applied in the Fog layer through security frameworks like CCN-AC [29] for group-based and broadcast access control. Instead of putting trust in the communication end-points as in a conventional network security model, an ICN content-based security model reinforces its protection over the data content itself.
B. OVERVIEW OF ICCF FOR BEMSS
In this paper, we adopt the building energy management system as a typical application for discussing and evaluating our proposed information-centric collaborative Fog platform.
1) BEMS IOT APPLICATION
BEMS is a system operated in the IoT environment that automatically manages a wide range of building facilities which are essential in a modern residential/commercial building [5] . Building energy efficiency is a vital factor when constructing a global energy-efficient environment that minimizes energy consumption and maximizes user comfort, which are also the challenges for BEMS. Currently, cost-effective BEMS solutions can be realized by installing low-cost IoT devices such as temperature and humidity sensors in the vicinity of occupants. A typical BEMS application continuously sends sensor data to the Cloud for further analysis and storage, and then the building administrator will receive the analysis results regarding any abnormality detected. Discussion regarding the further actions by building administrators, such as how to respond to the anomalous data to effectively adjust the related devices like air-conditioner, is out of scope of this paper. Given the large number of sensors and huge amount of repetitive data, the Cloud-based approach is associated with a number of serious issues: (i) massive energy consumption due to the large volume of data sent between sensors and the Cloud; (ii) serious network congestion and communication overhead happening inside the IoT network due to voluminous data transport; and (iii) heavy workload imposed on the centralized processing service in the Cloud.
2) ICCF-BASED BEMS IOT APPLICATION
We assume a BEMS IoT application realized by ICCF for real-time anomaly detection inside a building. The anomaly indicates that a specific area is a hotspot (e.g., where the indoor user may feel uncomfortable due to the surrounding physical environment being unusually hot/cold or dry). Note that the definition of a hotspot area is not simply by comparing the recorded temperature data with a predefined threshold value, but by examining the different types of peripheral sensor data collected from the nearby environment using a machine learning model. 3 shows an example using ICCF in the BEMS application. Fog nodes are selected as the access points for various sensors placed in different areas of the building, and remain connected to the Cloud data center (green solid lines) and manage the set of sensors depending on geographical distance and/or building structure. More importantly, they also maintain connectivity among themselves (purple dashed lines). In this deployment, Fog nodes are responsible for
• Requesting and analyzing data from their managed sensors and from other Fog nodes.
• Updating abnormal results as well as reporting results to the Cloud.
• Storing/caching data that include sensor data and routing information. Note that in this application, the placement of sensor is decided in advance considering the room space availability. Fog node (act as an access point of IoT network) locates close to the several installed sensors and covers these areas using VOLUME 7, 2019 the low energy communications technology (e.g., BLE), which is suitable for IoT devices as well. Since the number of sensors managed by a Fog node is limited, the available sensor data that can be directly obtained by a Fog node may not be sufficient for the anomaly detection model to attain a satisfactory prediction accuracy (under-fitting issue). Therefore, it is of importance to acquire extra sensor data from nearby Fog nodes to increase the available data resource for each Fog node. To further help understanding, Fig. 4 is an abstract view of the BEMS application in Fig. 3 . Say there are four areas (separated by blue broken lines) each of which is managed by a dedicated Fog node (FN): FN1-FN4, respectively. The small square in each area represents one sensor's data, and d i-j shows the data of the sensor placed in area i with ID j. To detect hotspot, a Fog node needs to collect data from sensors in its own managed area as well as from adjacent areas. Taking d [1] [2] [3] [4] [5] [6] [7] as an example, to examine the hotspot of this sensor, FN1 will first collect data from sensors in AREA1, including Sensors #1-7, #1-8, and #1-9. In addition to that, the relevant data from adjacent sensors (Sensors #2-10 and #2-11) located in AREA2 is partially needed as well. The sensor data collected from AREA1 and AREA2 will be fed into the hotspot detection algorithm as the input. Clearly, it requires not only vertical dataflow from sensors to the Fog node but also horizontal dataflow between the Fog nodes themselves, in this case FN2 to FN1. With the help of ICCF, these complex dataflows can be easily realized for distributed sensor data processing, by adopting ICN naming, name-based data discovery and routing, and in-network caching in the Fog-to-Fog layer.
3) NAMING SCHEME
To utilize the high flexibility made possible by ICN in naming the data content, we propose a scheme for naming the sensor data for ICCF-based BEMSs. In this scheme, each piece of sensor data is named in a hierarchical fashion as /FogID/SensorID/Function/Time. The first two components, FogID and SensorID, represent the ID of the Fog node, which the target sensor directly belongs to, and the ID of the target sensor itself. The third component, Function, refers to the type of data required from the target sensor, while the last component, Time, indicates the time at which the data are measured by the target sensor. For instance, if the network administrator requires the temperature sensor data d [1] [2] [3] [4] [5] [6] [7] shown in Fig. 3 to be collected at 20:00 on March 28, 2018, the target data could be represented by ∼/1/7/temperature/ 28-03-2018/20:00 for the INTEREST message.
The proposed ICN-based data naming is expected to reduce routing table size, data storage, and computation requirements for Fog nodes. For example, from the viewpoint of sensor data processing, Fog nodes can also obtain the required sensor data from an ICN-based cached replica in a relay Fog node, which further enhances data-driven efficiency in the collaborative Fog platform. Moreover, instead of exchanging the complex transmission protocols that are required in currently used IP networks, for an ICCF-based BEMS network, Fog nodes only need to push their INTEREST content packet, and forward it to the Fog nodes (acting as either a source node or cache node) where the required data exist on a hop-by-hop basis through the Fog-to-Fog layer. Then the content is sent to the desired Fog nodes following a reverse path.
Algorithm 1 Historical Sensor Data Learning

Input: S(i, t):
Sensor i (i ∈ I) data collected at time t ∈ T Output: C(i): Classifier to evaluate sensor i with accuracy TH acc 1: for ∀i∈ I do 2: for m = 0 to m max do go to nextloop 11: end if 12: end for 13: nextloop: 14: end for 15: 16: Send C(i) to Fog node f ∈ F which manages sensor i.
4) IN-NETWORK SELF-LEARNING ALGORITHM
The objective of the proposed BEMS application is mainly to ensure the comfort of occupants by constantly checking the indoor environment conditions (e.g., temperature, humidity). Specifically, the minimum volume of surrounding sensor data is collected from nearby Fog nodes to track anomalies with high prediction accuracy. Hence, an in-network selflearning algorithm has been developed to accomplish this target. This algorithm consists of two phases: Algorithm 1 can be defined as the classifier training phase, as an optimum classifier is generated for each sensor by learning its historical data. The second phase is the sensor data monitoring and collection phase (Algorithm 2), where each Fog node processes the minimum essential data required from the L ← all sensor nodes required as inputs of C(i) 3:
for j ∈ L do 5: if j is managed by Fog node f then 6: Add sensor j data to D 7:
Get sensor j data from neighbor Fog node f 9:
Add sensor j data to D
10:
end if 11: end for 12: Calculate r from C(i) and D
13:
if r = TRUE then 14: Send sensor i data to the Cloud 15: end if 16 : end for appropriate Sensor-to-Fog dataflow and Fog-to-Fog dataflow using this default classifier for anomaly detection. In this phase, the Fog-to-Cloud dataflow is only required if anomalous data are detected, hence, Cloud processing of data is undoubtedly reduced significantly. Fig. 5 shows the network operation flow for our proposed algorithm. As briefly mentioned above, there are two phases in our proposed algorithm. In phase one, the Cloud first generates classifiers for each sensor based on the historical sensor data reported (''1. Data learning'' in Fig. 5 ). Define a search range m which represents the coverage range of m hops starting from a certain sensor. An optimum classifier whose score meets the user predefined standard with a minimum m value is selected as the default. Next, the default classifier is sent to the corresponding Fog node for the preparation of next phase. Following the previous phase, Fog nodes then collect all the sensor data required by the pre-generated classifier. The key point here is that in order to achieve high prediction accuracy, the search range m could potentially be a high value, hence some sensor data may exist outside the scope of a Fog node that can be directly retrieved (if using the Sensor-toFog connection only). the proposed algorithm resolves this problem by making the best use of Fog-to-Fog connections (arrow ''3. Data collection (F2F)'' in Fig. 5 ), i.e., if more sensor data are required to improve the data prediction accuracy, Fog nodes are able to communicate with each other via the Fog-to-Fog connection. Apart from that, Fog nodes only send sensor data to the Cloud if an abnormality is detected, which is shown by the arrow ''5. Anomaly report'' in Fig. 5 . The numerical experiment in Section V demonstrates the performance of the proposed algorithm in which high prediction accuracy is achieved while the volume of Fog-to-Fog communication is relatively small.
5) NETWORK OPERATION
When it comes to long-term IoT network operation, over the course of time there are changes in the sensing environment, thus, the performance of classifiers generated initially will gradually be degraded due to the fact that the existing classifier is unable to deal with the data collected from a changed sensing environment. The direct solution is to update the classifier by adopting the latest sensor data stored in the respective Fog nodes. Unlike anomaly detection that requires speedy results, the process for updating classifier is of minor importance, and thus can be executed at much wider intervals (e.g., once or twice several times per week at midnight). Moreover, the required data for the update process can be compressed by applying recent sensor data compression techniques such as those summarized in [30] . Therefore, the volume of data transmitted via Fog nodes can be significantly reduced. 
V. EXPERIMENTAL RESULTS
A. EXPERIMENT SETUP
We set up a real-world field experiment and deployed 48 temperature sensors on a single floor (with an approximate area of 1400 m 2 ) inside an office building. The sensor placement strategy was based on practical considerations such as actual room size and space availability. The floor plan of the deployment can be seen in Fig. 6 and the sensor network topology is referred to as ''OSK48''. The floor plan is divided into a matrix of square blocks, each of which is roughly 3m × 3m and the red points represent the locations of the sensors. This experimental environment is similar to a real BEMS by considering the sensor number and placement based on the space availability and limitation of a building. The temperature data from August 2016 to October 2016 was collected at 30-minute intervals from each sensor. A heatmap is created at each time stamp to better describe the temperature distribution, which can be seen in Fig. 7 as an illustration. The heatmap could be treated as a 25 × 17 heat matrix, in which the color ranges from blue to red to indicate the current temperature at certain spots obtained by the corresponding sensors.
A hotspot is determined by comparing the temperature data obtained by a sensor with data from nearby sensors. More specifically, if the value of one piece of sensor data deviates more than ±4σ from the mean value of all sensor data, then this sensor's data is classified as a hotspot. It is worth noting that the test for a hotspot is not a simple comparison of sensor data values with a predefined threshold, but is the result of analyzing the data from nearby sensors using our proposed algorithm. For all the sensors in each time stamp, we calculate the hotspot results to score the prediction accuracy of the classifier generated in our algorithm.
We verify our proposed algorithm by using the sensor data obtained from OSK48. The sampling data used to train the machine learning model is the sensor temperature labeled with a binary value to indicate the hotspot status. For historical data learning, 50% of the original data (from August to mid of September 2016) were selected as the training sets, leaving the remaining 50% (from the middle of September to October 2016) as the testing sets. This methodology of dividing the data sets simulates the case where administrators utilize historical sensor data to generate the classifiers for real-time monitoring of IoT networks.
Fog node placement is an essential element that affects the Fog-to-Fog data connection volume required for sensor data processing in the IoT networks. Fog node placement is related to the number of Fog nodes deployed in a given network, and the sensor(s) each Fog node can directly control via the Fog-to-Sensor data connection. Fig. 8 illustrates different Fog placement patterns (Patterns 2 to 5) for OSK48 in our evaluation. We assume that each Fog node is able to perform data communication, computing, and storage. All the sensors (red circle in Fig. 8 ) are directly managed by a single Fog node, i.e., the blocks labeled ''FN1'', ''FN2'' and so on manage the sensor(s) within the areas having the same color as shown in Fig. 8 . The details of each Fog node placement pattern are summarized as follows:
• Pattern 1: Each sensor has the Fog node's data processing capability (i.e., communication, computing, and storage), and Fig. 6 is an approximation of this pattern.
• Pattern 2: One Fog node is allocated to each room.
• Pattern 3: Several rooms share one Fog node.
• Patterns 4 and 5: One Fog node is assigned based on the sensor location using the k-means algorithm [31] . Pattern 4 is where k = 4, while Pattern 5 is where k = 3. Pattern 1 is the case where each sensor has data processing capability comparable to that of the Fog node. However, deploying a large number of high-performance data processing devices in IoT networks is not a realistic option in the near future. For reference, commercially available lowpriced products with relatively high data processing capabilities include Raspberry Pi, Arduino Uno, and some other microcontroller boards priced at around $US30-70 (as of July 2018). Patterns 2 to 5 reduce the number of required Fog nodes in the given network topology. Patterns 2 and 3 take sensor location and the actual room layout into consideration, while Patterns 4 and 5 determine Fog node placement by using k-means algorithms based on the sensor location information. More details on the evaluation results for different Fog node placement patterns will be provided in Sections V-C and V-D. Fig. 9 compares the prediction accuracy results using different machine learning models that are also used in Algorithm 1 to generate various classifiers for hotspot detection. Herein, data from all the sensors are used to determine whether a sensor (i.e., Sensor #1 and Sensor #2 in Fig. 7) is a hotspot. The results clearly demonstrate that the classifiers generated by different machine learning models generally have a relatively high level of prediction accuracy. Since among these learning algorithms, ''Neural Network'' ( [32] , which is a supervised learning algorithm applying multi-layer perception and backpropagation technique) outperforms other learning models, we selected the neural network model as the default learning model for the following numerical experiments. In our proposed algorithm, since the initial model learning process is executed by the Cloud as shown in Fig. 5 (''1. Data learning''), it is thus capable of processing a large amount of data required by the neural network model to obtain premium classifiers. It should be noted that most of the calculation time is for generating classifiers by the Cloud (e.g., for the case in Fig. 9 , the computation time for SVM is 37 seconds while for Neural Network is 54 seconds), whereas the time needed for monitoring sensor data at the Fog node (examining whether a sensor is hotspot or not, arrow ''4. Anomaly detection'' in Fig. 5 ) is less than one second. Fig. 10 shows the relationship between the sensor data volume for data processing ( = m value, the data collected from neighbor sensors which are located within the range of m hops away from the target sensor) and the prediction accuracy of the classifier applied to two different sensors: Sensor #1 and Sensor #2 (See Fig. 7) . The line labeled ''Proposed'' represents our proposed method using the classifier generated by the neural network model, while the line labeled ''Heuristic'' decides whether a sensor is a hotspot by simply verifying that if the sensor temperature value deviates by more than ±4σ from the mean value, i.e., heuristic method applies the same definition as the one used for calculating the correct answer in the data learning step. For this reason, if all the sensors ( = m in Fig. 10 with a maximum value) are used for hotspot detection, the prediction accuracy will be 100% for the heuristic method since a centralized data processing is executed. The results prove that our proposed algorithm achieves a relatively high hotspot prediction accuracy, even when the m value (the number of sensors used for data processing) is small. Note that for the proposed algorithm, when the m value is 0, it only analyzes sensor's own data and the performance of this self-learning is thus limited. It is evident that the proposed algorithm outperforms the heuristic one as the classifier utilized in our proposed algorithm is able to obtain the general rule by leveraging the existing data sets for hotspot detection, and the prediction accuracy becomes progressively higher as the number and variety of data samples available increase owing to the Fog-to-Fog communication. Fig. 11 illustrates the search range m required to attain different prediction accuracy for the two sensors in Fig. 7 . The number in each square block indicates how much more sensor data is required to determine whether the current sensor is a hotspot with at least a designated prediction accuracy. In other words, m represents the inclusion range for nearby sensor data for hotspot detection, e.g., for Sensor #1 in Fig. 11a , its m value is 3, that is to say, to examine Sensor #1 with a prediction accuracy of 85%, it requires the sensor data from both Sensor #1 itself, and data from the nearby sensors that are within a 3-hop range from Sensor #1. Therefore, sensor data are required from a 7 × 7 matrix with Sensor #1 as the center sensor. The results in Fig. 11 validate the hypothesis that in order to achieve a relatively high prediction accuracy (85% and 90%, respectively), the amount of sensor data required from nearby is still limited. i.e., to predict if a sensor is a hotspot does not require excessive Fog-to-Fog communication in a real building environment. In addition, as the Cloud is only required when an anomaly is detected in our architecture, the required data processing volume can be greatly confined in the Fog node layer or below. 
B. HOTSPOT DETECTION PERFORMANCE
C. DATA TRAFFIC EVALUATION
One of the benefits of our proposed ICCF is that the data traffic to the Cloud can be significantly reduced since all the data processing is done by the Fog node, and only data information on detected anomalies is forwarded to the Cloud for further action by the network administrator. Taking our experimental network OSK48 as an example, in all of the collected sensor data, only 7% of the data are abnormal. Therefore, only this 7% of the collected sensor data needs to be transmitted to the Cloud for anomaly reporting, while for the IoT network without Fog node support, this value will climb to 100% for aggregated data processing. However, our proposed ICCF requires a Fog-to-Fog data connection, and the value of this data strongly depends on the Fog placement pattern in the given IoT network, along with the accuracy of anomaly detection based on the collected sensor data.
Here, we evaluate the effectiveness of different Fog node placement patterns in terms of (1) the required number of Fog nodes for the IoT network, (2) amount of sensor-to-Fog data connection volume, which depends on the number of sensors each Fog node needs to manage directly, and (3) amount of Fog-to-Fog data connection volume to achieve a given accuracy value (= 85%) for anomaly detection. We define the data collected by a sensor at a given operation time as one unit for data connection. For simplicity, we evaluate the maximum data volume that occurred in a Fog-to-Fog dataflow, and no caching capability is assumed for each Fog node, which (if present) may lead to a further reduction in the volume of data transferred in the Fog-to-Fog layer. Fig. 12 depicts the data traffic volume on both the overall network (Fig. 12a) , and individual Fog node (Fig. 12b) . For the total data traffic volume, the data volume between sensor and Fog node is the same for all the Fog node placement patterns since the number of sensors that need to be monitored is the same regardless of where the Fog nodes are placed. For the same reason, the data volume between the Fog node and Cloud is also the same for these five patterns. The only difference is the traffic between each Fog node. Pattern 1 introduces a large number of Fog nodes to reduce the data processing load on each Fog node; hence, the average data traffic volume for each Fog node is kept to a minimum as shown in Fig. 12b . However, in terms of the whole network, it entails a large data processing volume via a Fog-to-Fog connection due to the limitation on the number of sensors each Fog node can directly manage. Moreover, introducing a large number of sensors with enhanced data processing capability is not realistic considering the CAPEX issue. The four patterns on the left (Pattern 2-5) enable each Fog node to manage several sensors directly, and hence, compared with Pattern 1, the total traffic volume (Fog-to-Fog) is significantly reduced while the average value for each Fog node is increased only slightly. The key point is to consider the trade-off between the number of Fog nodes and the data traffic volume generated among Fog nodes. Decreasing the number of Fog nodes does indeed reduce the network cost, yet it might also lead to an increase in the data processing burden on each Fog node; as a result, the computational cost of Fog node processing increases since Fog nodes may require high data processing capability. Fig. 13 represents the required number of entities for data processing, i.e., for an IoT network without Fog nodes, this number is 1 (for the Cloud), meanwhile, for our proposed ICCF enabling Fog computing, this number equals the number of Fog nodes (in this case, the Cloud is only used for further processing of anomalous data). The red line plots the average data traffic volume for each case. The results demonstrate that adding several Fog nodes to an IoT network can reduce the data processing volume on each entity significantly by alleviating the data processing load via distributed data processing on Fog nodes. It should be noted that, the maximum data traffic volume for Pattern 1 to Pattern 4 is the same since the same data volume (neighbor sensor data) is required to examine the normality of the same sensor's data. However, as shown in Fig. 12 , the data volume originating from the Sensor-to-Fog data connection, and the Fog-to-Fog data connection is different. The greater the average number of sensors a Fog can directly manage, the fewer Fog-to-Fog data connections are generated in the whole network. The best approach to selecting a Fog node placement strategy for a given IoT network should be based on the requirements of the network administrators, who need consider the trade-off between the desired data processing performance (anomaly detection) and, the CAPEX (e.g., Fog node number, performance requirements for each Fog node from the perspective of the data processing volume on each Fog node). For our experimental network, Pattern 3 to Pattern 5 are considered to be the candidates since they reduce the number of required Fog nodes in the given network significantly while the data traffic volume to be processed by each Fog node is limited.
D. DATA CONNECTION MODEL FOR IP-AND ICN-BASED SCHEMES FOR IOT NETWORKS SUPPORTED BY FOG COMPUTING
For an IoT network enabling collaborative Fog computing, there are three different data communication cases based on the source/destination terminals: Sensor-to-Fog, Fog-to-Fog, and Fog-to-Cloud. Here, we summarize the data connection model for these three cases based on IP or ICN, with the required minimum number of messages for data connection summarized below:
• (Case1) Sensor-to-Fog data connection: CoAP is designed to meet specific requirements on IoT machineto-machine data communication. The requirements include low message overhead with multicast support [33] . For this reason, we assume here the case where CoAP is adopted for efficient data connection between the Fog node and multiple sensors. For the CoAP over HTTP, it uses UDP/IP instead of TCP/IP in the transport layer, and it is implemented based on a simple request/response model. Meanwhile, CoAP is also applicable to the ICN-based scheme utilized in our proposed ICCF. A demo for CoAP over ICN constructed on an IoT-based testbed has recently been reported in [23] . Assuming a data connection for sending a single unit of sensor data from a sensor to Fog node, the required number of messages for this sensor data connection is 2 (CON (= GET given sensor data) and ACK) for both IP-based and ICN-based schemes. It should be noted that, although the required number of messages is the same for both IP-based and ICN-based schemes for establishing a Sensor-to-Fog data connection, for the IP-based scheme, CoAP is required to utilize the domain name system (DNS) server in order to discover the desired IP address of the CoAP server [34] , which causes delays in information discovery. On the other hand, the ICN-based scheme can route the desired request based on a semantic naming scheme which eliminates the need to interact with the DNS server.
• (Case2) Fog-to-Fog data connection: Aiming to support real-time data processing of a massive amount of sensorgenerated data, connections between Fog nodes uses a TCP/IP transport layer connection over WiFi/Cellular for local data processing [10] , such as our proposed in-network self-learning algorithm through a collaborative Fog platform. However, each TCP data connection incurs the overheads associated with a three-way handshake (SYN, SYN-ACK, ACK) to initiate the session and two-way termination (FIN, ACK) to end the session; the required number of messages is 7 for the TCP-based scheme. These accumulated overheads generated by numerous data connections may finally cause delivery delays which affect the overall performance of IoT network monitoring. Introducing ICN can significantly reduce the overhead and latency by implementing a simple data request/response mode. In this mode, to collect the desired sensor data for ICCF, a Fog node sends an INTEREST message to the destination Fog node containing the name of the required data content. Then the destination Fog node returns the matching DATA message. For the ICN-based scheme, the required number of messages is reduced to 2.
• (Case3) Fog-to-Cloud data connection: Similar to the case of the Fog-to-Fog data connection, the data connection between a Fog node and the Cloud occurs in real time since this connection is established only if an anomaly is detected from the collected sensor data. The required number of messages for both IP-based and ICN-based data connections is the same as that required for a Fog-to-Fog data connection. Fig. 14 shows the number of messages required for data connection for the IP-based and ICN-based schemes for a given operation time tested on OSK48 where different Fog node placement patterns are considered. We assume that the prediction accuracy on the classifier is set at 90%. For IoT networks incorporating Fog computing, most of the data connections across the whole network are generated for the Fog-to-Fog (''F2F'' in Fig. 14) layer. The results demonstrate that, by adopting an ICN-based scheme, the total number of messages could be significantly reduced, which boosts the interoperability among distributed Fog nodes in terms of reducing the data connection overhead.
VI. CONCLUSION
Fog computing is regarded as a key technology for realizing real-time processing and user-centric services for IoT networks. Utilizing the Fog-to-Fog data connection with an ICN name-based communication model is expected to further enhance the overall efficiency of distributed data computation and communication. In this paper, we reached a new milestone by outlining the main architectural viewpoints and benefits associated with the utilization of an informationcentric Fog-to-Fog layer. We proposed a novel informationcentric collaborative Fog platform designed for various IoT use cases. Building efficient energy management was adopted as an example to elaborate our ideas specifically on the ICN-Fog layer. Based on the sensor data collected from a real IoT environment, the numerical evaluation results have consistently demonstrated the effectiveness of our proposed platform from a wide range of perspectives including IoT network operation, sensor data processing performance, and data connection volume. The proposed platform can be further utilized in the development of a cost-effective next-generation IoT network by integrating intelligent data communication of ICN into Fog computing. 
