Comprehensive two-dimensional gas chromatography (GCxGC) 
INTRODUCTION
A peak has many features such as peak location, area, volume, shape, etc. In this paper, only peak location (the coordinates of the pixel with the largest value within the peak) is used for matching. As such, the peak template and the target peak set can be abstractly represented by two point sets in two-dimensional space.
Let P = {p.(~.,y,)}:~ be the point template and Q = {q*(u,,t.,)}:=, be the target point set. The peak template matching problem can be posed as the Largest Common Point Set (LCP) problem 13,41.
Given point ternplate P, rarger point ser Q, parrial direcred Hausdorfdisrance d%, rransfomlotion space T, and rhe desired number of poifirs in P ro be rnarched k. conipure: m i n { d * x ( t ( P ) , Q ) } .
t E T
Generally, P may not be congruent to Q or any subset of Q . The
Comprehensive two-dimensional gas chromatography (GCxGC) is a new technology for chemical separation that provides an orderof-magnitude increase in separation capacity over traditional GC [ I , 21. GCxGC separates chemical species with two capillary columns interfaced by two-stage thermal desorption. Given a chemical sample, the GCxGC output can be visualized as a 2D image, with pixels arranged so that the X-axis (left-to-right) and the Yaxis (bottom-tetop) are the elapsed times for the first and second column separation respectively. Each pixel value indicates the rate at which molecules are detected at a specific time. Each chemical substance in the chemical sample produces a small peak or cluster of Dixels in the imaPe with values that are larser than the above formulation is merely intended to match a subset of P to a subset of Q and minimize the distance. The solution to the LCP problem is a transformation. From the transformation, the correspondence from P to Q is then computed.
The partial directed Hausdorff from P to Q is defined as 151:
d t ( P , Q ) = m a x~m i n l l p -q l l where Ilp-q / / is the Euclidean distance between point p andpoint q. and m a k means taking the kth largest distance. The partial directed Hausdorff distance is a good choice here because it has the effect of matching van of P to oan of 0. In addition.
The goal of GCxGC analysis is to separate, quantify, and identify specific chemicals in a sample. The major image analysis tasks include segmenting the image into individual peaks and background, measuring peaks, and identifying the chemical for each peak of interest. GCxGC images easily contain several thousand chemical peaks. Manually annotating the peaks is tedious and time-consuming. Peak template matching offers a way to speed the annotation process.
A peak template P is a set of peaks whose corresponding chemicals are known. A target peak set Q is a set of peaks whose corresponding chemicals are to be determined. Given P and Q, the objective of template matching is to establish as many correspondences as possible from the peaks in P to the peaks in Q . After the correspondences are established, the information canied by source peaks is copied to target peaks and the chemical identification is achieved.
I .
it is not required to specify which pan of P is to be matched. When k = IP/, the partial directed Hausdorff distance becomes the directed Hausdorff distance which is denoted by d ; ( P , Q ) . The pattial directed Hausdorff distance can be computed in time Minimizing Hausdorffdistances is one of the many techniques proposed for solving the LCP problem. This technique uses Hausdoff distance (or its variations) as the similarity measure and searches the transformation space for a transformation that minimizes the Hausdorff distance. The seaxh strategies proposed in the literature include exact computation 16, 71, rdsterization of the upper envelope of Voronoi surfaces L51, transformation space subdivision 171, multi-instance learning 181, etc. In this paper, we propose using Markov chain Monte Carlo (MCMC) methods to search the transformation space. 
THE MCMC-BASED SEARCHING ALGORITHMS
In the LCP problem, the goal is to minimize the objective function d%(t(P), Q). Wedefine adistribution lion afiniteuansformation space T as: 
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where t E T and Z is anormalization factor such that s , ?i(t)dt = 1.0. Because x ( t ) and d%(t(P), Q) are inversely related, if some t maximizes li(t), it minimizes d%(t(P),Q). So the solution to the LCP problem is argmax r ( t ) .
Searching with one Markov chain
In this paper, the Metropolis-Hastings algorithm 1101 is used to search the transformation space T by sampling. The algorithm samples T according to ?i by performing random walk on a Markov chain whose state space is T. The walk starts with some initial wdnsformation (state) and makes each transition as follows: a new transformation t' is proposed from an uncorrelated Gaussian distribution N(t, Et), where the mean value t is the current transformation and Ct is a diagonal covariance mamx. The new uansformation t' will be accepted with the Metropolis-Hastings acceptance probability:
.
where Gt,(f) and Gt(t') are the pdf's of N(t', E t , ) and N ( t , Et).
If&(t'(P),Q) < d%(t(P), Q), t'is always accepted( At(t') =
1.0).
In the experiments presented in Section 3, the same C is used
for every state. In such acase, At(t') is simplified as:
Searching with two Markov chains
One difficulty with the above searching algorithm is how to set Et. If standard deviations in E, are too large, the proposed new transformation stays away from the current transformation with high probability. As a consequence, the Markov chain tends to make big jumps in the transformation space, overshooting the global optimal transformation. 
EXPERIMENTAL RESULTS

Datasets
The seven data sets, summarized in Table I , were acquired at three different laboratories on three different GCxCC instruments. Each data set has several images generated from the same chemical smple or from related samples with the same chemicals. Selected peaks in each data set were annotated using GClmageTM software [I I]. The selected peaks form a peak set for each image. Peak correspondences across images in each data set were established for testing the effectiveness of the algorithm. Also, for computational stability, peak locations are normalized. The normalization is done for each data set separately. Let ( p z , p.) and (U=, av) be the mean and standard deviation of the peak locations in some data set. Then, the peak location (x, y) in that data set is normalized as:
-
T
( r z t 0 " ) / 2
where (x', y') is the new peak location. The transformation model used in this paper is global wnstrained affine transformation. The global constrained affine transformationfromp(x,,y,) toq(u,,u,) is:
with h, set to 0.0 because the x coordinates (first column separation time) are independent of they coordinates (the second column separation time) in GCxGC images. Experimental results (not reponed here) indicdte that the above Vansformations work well for largely removing image-to-image distortions.
Given the global constrained affine transformation model, the complexity of finding a matching primarily depends on the ranges that the transformation parameters vary. If all five parameters vary freely, searching for a solution is expensive. However, experiments show that the least-squares optimal transformations are clustered in the uansformation space. Consequently, a search over a small region typically will find a good matching.
Given a training data set. optimal transformations are computed from each peak set to every other peak set based on leastsquares estimation. An uncorrelated Gaussian model N ( p , E) is then fit to the distribution of the resultant transformations using commontechniquessuchasthosein1121. Tissettobearectangular =%ion A in the tnnsformation space. where I, N ( p , C)dt 2 certain probability threshold and t is a variable defined in transformation space. Figure 1 and 2 illustrate the spatial distrbutions of the scale parameters and translation parameters of the transformations generated fmm the seven data sets. 
Selecting the standard deviations
In the experiments described in Section 3.4 and 3.5, when one Markov chain is used, the standard deviations of C is set to those of the covariance matrix of the Gaussian distribution that models the transformation space (See Section 3.2). When two Markov chains are used, C, is set to be the C . For Table 2 . Note that when one data set is used for testing, all other six data secs are used as training data for estimating the search range and the standard deviations. Also, within the testing data set, one peak set is selected to be the template, and all others are target sets. Effectiveness of the transformations found by the
Computational efficiency
The experiments in this section evaluate and compare the computational efficiency of the two MCMC-based searching algorithms. Because the behavior of MCMC methods depends on random number generation and thus varies from one run to another, the experiments run the two algorithms 20 times under the same configuration and report only the average results. The average numbers of steps that the two algorithms take to find t j (see Section 3.4) are reported in Figure 3 and 4. For the results in Figure 3 , both algorithms start with identity transformation. For the results in Figure 4 , both algorithms start with some identical randomly generated transformation in T . The results clearly indicate that searching with two Markov chains is statistically much more efficient than searching with one Markov chain. 
CONCLUSION
Peak template matching is an automatic chemical identification method for GCxGC. This paper proposes two novel MCMC-based searching algorithms for solving the problem. Experiments indicate that the algorithms work effectively. On average, the algorithms find transformations with smaller partial directed Hausdorff distances than the least-squares optimal transformations. Experiments also show that searching with two Marko,, chains is SCdtistically much faster than searching with a one Markov chain.
Our future work includes:
trying different formulations of the distribution r(t.), using more data sets to test the searching efficiency of the adjusting standard deviations based on some local properties of the transformation space to accelerate the searching.
searching algorithms, and
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