We comparedthe version 5 Microwave Limb Sounder (MLS) aboard the :iJp=p_r Atmosphere _°/ https://ntrs.nasa.gov/search.
least twice within a prescribed match criterion during the course of 5 days. We found that the ozone measurements made by these four instruments agree most of the time Within +10% in the stratosphere up to 1400 K (,--35 km). The water vapor measurements from POAM-III and the ER-2 Harvard Lyman-a hygrometer and JPL laser hygrometer agree to within +0.5 ppmv (or about 4-10%) in the lower stratosphere above 380 K. The MLS and ER-2 C10 measurements agree within their error bars for the TCA. The MLS and ER-2 nitric acid measurements near 17-20 km altitude agree within their uncertainties most of the time with a hint of a positive offset by MLS according to the TCA. We also applied the AER box model constrained by the ER-2 measurements for analysis of the CIO and HNOa measurements using the THT. We found that:
(1) the model values of C10 are smaller by about 0.3-0.4 (0.2) ppbv below (above) 400 K than those by MLS and (2) the HNOa comparison shows a positive offset of MLS values by _1 and 1-2 ppbv below 400 K and near 450 K, respectively. It is hard to quantify the HNOa offset in the 400-440 K range because of the high sensitivity of nitric acid to the PSC schemes. Our study shows that, with some limitations (like HNOa comparison under PSC: conditions), the THT is a more powerful tool for validation studies than the TCA, making Conclusions of the comparison statistically more robust. To assess the quality of the satellite measurements, they are typically validated with in situ measurements from oz0nesondes, balloon, or aircraft (see the special issues of J. Gcophys. Res., 94 (D6) , 8335-8446, 1989; 101(D6) , 9539-10,476, 1996; 102(D19), 23,591-23,672, 1997 The goal of this study is not to provide a thorough validation study for the MLS, POAM-III, and SAGE-II instruments during their whole operation periods, but rather to perform a multi-platform data comparison between each other and with the ER-2 measurements for a particular period in January-February 2000. In order to achieve this goal, we will use both the traditional correlative analysis (TCA) and trajec- 
Instruments
Used. This interpolation is required only for the targeted measurements (i.e., MLS), since the values at the ini-tial pointsof thetrajectories areknown.Forthe resultsshownbelowweuseda linearinterpolation in thelog-pressure scale. However, oursensitivity analysisshows thata choice ofthevertical coordinate (e.g., pressure vslog-pressure or _vspressure) does notnoticeablyaffectthe results.Once the matched points areknown, thesameinterpolation codeis applied for all species sampled by bothplatforms. At the final,fourth stage, groupingandstatistical analysisof the matched measurements areperformed.Wedefine"grouping"asa procedure that binsall matched dataas a functionof any vertical coordinate (potential temperature, pressure or altitude).Forexample, belowwebinallsatellite/satellite matched measurements with astepof50K and100K from350K to 1000 K andabove 1000 K, respectively. Weincreased the grouping stepabove1000 K in orderto get comparable statistics with the databelow 1000K, sincea vertical stepin kmper 100K in potentialtemperature is smallerin the middlethan in the lowerstratosphere. Forthe ER-2/MLSandER-2/POAM-HIpairsweapplya constant vertical step of 20K.
Thisbriefdescription of theTHT shows that TCA matches areonlya subset oftheTHT matches, when a matchis obtainednearinitial pointsof trajectories. Thus,theTHT is a statisticallymorepowerful tool thanthe TCA for validating atmospheric measurements. THT is alsoa morecost-efficient wayto carryoutvalidation campaigns, since it allowsforobtainingasmuchuseful informationaspossible from independent measurements in the background atmosphere in additionto specially deployed platforms. In ourpaperweshowcomparisons forthe samepairof instruments usingboththe TCA andTHT in order to increase confidence in theresultsshown.
ForallbuttheMLS/SAGE-II results shown below, weusethematch criterion of(Atime<2h, Alatitude<2°, Alongitude<2°).
For the Kiruna latitude, the spatial difference of 2°in latitude and longitude is translated into 237 km. For the MLS/SAGE-II ozone measurements, we apply the match criterion of (Atime<_8h, Alatitude<_2°, Alongitude<3°), since for a shorter Atime no matches are found for the period considered using the TCA. Below, for the sake of simplicity, we write the match criterion as, for example, (2 h, 2°, 2°) omitting the words "Atime_<", "Alatitude<", and "Alongitude_'. In order to facilitate analysis of the results presented, we will show in some cases the difference between two instrument measurements both in absolute (ppmv or ppbv) and relative (%) units. Table 2 , which was propagated in Figure 3 . since they occurred more than 5 days before the start or after the end of the MLS measurements in February. Figure  5 shows that ER-2 ozone measurements are smaller than those from MLS by 0. The number of matches is smaller for the JPL instrument because of some gaps in its data during three ER-2 flights (000131, 000202, and 000203). Figure 9 shows the difference between the H20 mea- , 2001] . As shown in Figure 9 , this bias is about 0.4 ppmv at 390 K reducing to ---0.2 ppmv at 490 K (JPL values are always larger The pink line in Figure  11 shows the vertical profile of the difference between the MLS-measured and If this error is also taken into account, the error bars in Figure 11 should be increased three-fold below 400 K and two-fold above this level. Figure 4 . In order to increase the number of matches, we relaxed the match criterion to (3 h, 2°, 10°). If the match criterion of (2 h, 2°, 2°) is used, only the two matches in the top row of Figure 12 remain.
Comparison of the Ozone
It is difficult to quantify the difference based on the TCA results shown in Figure In our study, the averaged temporal difference between ER-2 and MLS points is 1.9 days, too short to denitrify the air even assuming that all this time temperature was below TNAT. However, the recent discovery of the large 10-20 micron particles (so called "rocks") [Fahey et al., 2001] , which could come from higher layers and reduce (increase) the HNO3 amount because of sedimentation (evaporation), complicate the justification of the above assumption about the lack of irreversible denitrification between the matched points. Indeed, some of these "rocks" were obtained by the forward NOy instrument during some periods of the January 31 and February 3 flights [Fahey et al., 2001] . We hope that they would not change the HN03 amount in the matched parcels noticeably because of their large sedimentation speed and short stay in our parcels. However, we do not assess possible effects of the "rocks" on our ER-2/MLS HNO3 comparison and acknowledge that their possible impact could introduce additional uncertainties.
(d) Nitric acid may experience rapid changes caused by condensation to and evaporation from PSC particles in the polar lower stratosphere during winter.
Qualitatively, the difference for the forward and backward trajectories in Figure 13a could be understood if one takes into account temperatures in the ER-2 and MLS matched points, which is illustrated for the forward trajectories in Figure 13c . et al., 1994; Carslaw et al., 1994] . This fact is also widely used in order to discriminate between different PSC schemes using satellite HNO3 measurements [e.g., Santee et al., 1998 ]. In our study, we see the maximum difference of ,-,3 ppbv between the NAT and STS schemes at 430 K level.
The yellow line in Figure 13b shows the results of the model runs with the STS PSC scheme and zero initial HNO_. We perform this calculation in order to study the sensitivity of the ER-2/MLS HNOa comparison to this parameter, which was not measured Figure 13c ).
Results
shown in Figure  13 show that the THT suffers for the ER-2/MLS HNO3 measurement corn- et al., 2001] ). These differences between the various techniques typically fall within the expected corn-13 bined accuracies of the different data sets and other assumptions of the methods used, which we estimate to be of the order of 10%. Such small differences between the ozone measurements made by these platforms are very encouraging for scientific applications of these ozone data sets;
(2) the POAM-III water vapor measurements are in agreement with both the Harvard Lyman-c_ and JPL laser hygrometers within 4-0.5 ppmv (or about 4-10%) with a hint of a higher offset as large as several tenths of 1 ppmv in the POAM-III data in the 360-480 K range;
( 3) (2):
showing that the error bars become smaller for larger N. 
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