INTRODUCTION
We consider the non-selfadjoint eigenvalue problem (1) u"(Y)=0 v = 1) 2 )...) n, (2) where p,? = const. for 1 < j < n with pnn # 0, pkj E C[O, l] for 2 <j< n, 06k<n-2 andpj-,,jEC1 [O, l] for 16j6n. In the present paper we assume that the eigenvalue problem (l), (2) is irregular in the sense of [6] ; irregular eigenvalue problems of this and of more special type have been studied by Ward [ 141, Eberhard [2, 3] , Khromov [7, 81, Bergmann [l] , Schultze [lo] , Wolter [15] , Vagabov [ 131, and Freiling [S, 61. These authors proved that only a very small class of functions can be expanded into a uniformly convergent series of eigenfunctions and associated functions of irregular eigenvalue problems and that there can be no talk about carrying over results on the convergence of eigenfunction expansions from the regular case to the irregular case.
The main object of this paper is, to give necessary conditions for the L,-convergence of series in eigenfunctions of problem (1) (2). In Section 3 we prove the following fundamental result:
If C(j,v)eJ aj"'PjY is a series in eigenfunctions and associated functions of an irregular eigenvalue problem (l), (2) , which converges in Lz[xo, x,], 0 <x0 < x1 < 1, then we have, under the assumptions of Section 2, (i) f&X) = Cc j,v) E J ajv cpi, (X) converges uniformly on every interval co, 81 = co, xl);
(ii) fUo is operator-analytic on the interval [0, x,) and satisfies-together with its derivatives-an infinite set of boundary conditions (compare Theorem 3.1).
The system ((P,~)(,,~~)~~ is by [S] complete in L, [O, 11; on the other hand, we conclude easily from Theorem 3.1 that this system (and no minimal subsystem of it) can form a basis in L, [O, 11. In Section 4 we consider irregular eigenvalue problems of the form
and from Theorem 3.1 we derive the corresponding result for this important type of problem. 
has n simple roots w,, co2 ,..., co,, where uj= RieiaJ # 0 for 1 <j < n and ai#a, for j#k.
Remarks and Notations. (i)
The assumption aj # ak for j # k is not needed for the proof of Theorem 3.1, but only to ensure that [S, Theorem 2.51 on the completeness of the system of eigen-and associated functions of ( 1 ), (2) (1 ), (2) 
NECESSARY CONDITIONS FOR THE &CONVERGENCE
We assume for simplicity that all eigenvalues of (l), (2) are simple-otherwise we would have to include a finite set of associated functions. In [6] we have proved necessary conditions for the uniform convergence of the series 
forv~v,and16j~r,thereforewegetfrom (4)and (5)forx~x,-6>0, As a consequence of (9) the function x H (einvqxI * is strictly increasing. Using (10) and the second mean-value theorem for integrals, we get with
~ nv(Re iR,)(x, -6)
Because for l<j<r, v>v*, and x E [O, p + IS), we obtain from (12) and Lemma 2.6(ii) that the series (7) converges absolutely and uniformly on the interval [0, p]. Thus, Theorem 3.1 is proved.
3.2. Remark. If Assumption 2.3 is only fulfilled for k E IO c {k, ,..., k,}, we consider, instead of (7) 
where py E C[O, 11, 1 <v <n, and where the boundary conditions (2) satisfy Assumption 2.1 (i). Substituting the eigenvalue parameter p by 1", we can regard this eigenvalue problem as a special case of (1 ), (2) . Let us remark that in this case every simple eigenvalue pk # 0 of (13), (2) corresponds to n different eigenvalues ikj, 1 <j< n, of the transformed problem and that all these eigenvalues correspond to the same eigenfunction.
Using these notations, we find that the characteristic equation W" = 1 of the transformed differential equation (13) (13) , (2) . If (ii) Sufficient conditions for the convergence of the series Cp= I a,cp,(x) are given in [2, 3, 7 , and 81.
(iii) If the coeflicients of the differential equations (1) (or (13) ) are analytic in a complex neighbourhood of the set [0, x,], then the function foe can be continuated analytically into a certain region of the complex x plane; corresponding results will be published in a subsequent paper.
