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Introduction.
For a smooth affine scheme X = SpecA of finite type over a perfect field k
of positive characteristic, the Cartier isomorphism identifies the de Rham
cohomology of X with the spaces of differential forms. More precisely, for
any i ≥ 0, let Ω
q
(X) be space of global i-forms on X, and let
B
q
(X), Z
q
(X) ⊂ Ω
q
(X)
be the subspaces of exact resp. closed forms. Then there exists a canonical
isomorphism
C : Z
q
(X)/B
q
(X) ∼= Ω
q
(X).
This isomorphism is Frobenius-semilinear with respect to the Frobenius en-
domorphism of the field k. It is functorial and compatible with localizations,
so that it induces an isomorphism of Zariski sheaves on X (and in this from,
it generalizes to non-affine schemes).
∗Partially supported by RScF, grant 14-50-00005, and the Dynasty Foundation award
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The classic theorem of Hochschild, Kostant and Rosenberg identifies the
spaces Ω
q
(X) with the Hochschild homology groups HH q(A) of the algebra
A – for any i ≥ 0, we have a canonical isomorphism
Ωi(X) ∼= HHi(A).
The de Rham differential d coincides under this identification with the
Connes-Tsygan differential B : HH q(A) → HH q+1(A). However, both the
Hochschild homology groups and the Connes-Tsygan differential exist in a
larger generality – they are defined for an arbitrary unital associative alge-
bra A. It is natural to ask whether the Cartier isomorphism exists in this
larger generality.
The goal of this paper is to give a positive answer to this question, pro-
vided the characteristic of the base field is not 2. Namely, for any associative
unital k-algebra A, we construct functorial groupsBHH q(A), ZHH q(A) and
maps
BHH q(A)
ξ
−−−−→ ZHH q(A)
ζ
−−−−→ HH q(A)
β
−−−−→ BHH q+1(A)
such that that Connes-Tsygan differential factors as B = ζ ◦ ξ ◦ β, and the
map ξ fits into a natural long exact sequence
BHH q(A)
ξ
−−−−→ ZHH q(A)
C
−−−−→ HH q(A) −−−−→ ,
with a certain natural Frobenus-semilinear map C. This map C is our
non-commutative generalization of the Cartier isomorphism. We then prove
that in the Hochschild-Kostant-Rosenberg case – that is, A is commutative
of finite type and X = SpecA is smooth – our generalized objects reduce
to the classic ones: BHH q(A) and ZHH q(A) become B
q
(X) and Z
q
(X),
the maps α and β are the natural embeddings, and C is the usual Cartier
isomorphism.
Note that while the Cartier isomorphisms of the individual cohomology
groups are the most one can get in the general case, stronger results can be
obtained if one imposes retrictions on the variety X. For example, if one
assumes that X is liftable to the ring W2(k) of second Witt vectors of k,
and that dimX is less than char k, then C can be lifted to an isomorphism
F∗Ω
q
(X) ∼=
⊕
i
Ωi(X(1))[−i]
in the derived category of coherent sheaves on the Frobenius twist X(1),
where F : X → X(1) is the Frobenius map. This forms the basis of the
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famous paper [DI] of P. Deligne and L. Illusie. A non-commutative gen-
eralization of the Deligne-Illusie isomorphism has been already constructed
in [K] (under the assumptions that A lifts to W2(k), and the homological
dimension of the category of A-bimodules is less than 2 char k). Therefore
in this paper, we concentrate on the results that require no assumptions on
the associative algebra A.
Another topic we avoid in this paper is the so-called conjugate spectral
sequence – namely, the spectral sequence generated by the canonical fil-
tration on the de Rham complex Ω
q
(X). In the classic case, this spectral
sequence converges to de Rham cohomology of X, and the Cartier isomor-
phism identifies the first term of the spectral sequence with the Frobenius
twist of the Hodge cohomology of X. The corresponding statement for
cyclic homology is also true, in a sense, but it is significantly more delicate
because of possible convergence issues – in effect, what the conjugate spec-
tral sequence converges to is not the usual periodic cyclic homology but a
different homology theory. We note that already in the commutative case, a
similar phenomenon occurs when one studies singular schemes and derived
de Rham complexes, see e.g. the recent work of A. Beilinson [Be] and B.
Bhatt [Bh]. We will return to this elsewhere.
The paper is organized as follows. In Section 1, we recall the necessary
generalities on cyclic categories, cyclic homology and so on. The material
is pretty standard. We follow the exposition given previously in [K] and
use more-or-less the same notation and conventions. In Section 2, we recall
how cyclic homology works for associative algebras – again, this material is
very standard. Section 3 is concerned with a slightly non-standard part of
the cyclic homology story, so we give complete proofs. Having finished with
the preliminaries, we can turn to our subject. In Section 4, we define our
non-commutative Cartier map C and the whole package that comes with
it – the groups BHH q(A), ZHH q(A) and all the natural maps between
them. The map C appears at the very end of the Section in Definition 4.6.
Finally, in Section 5, we prove the comparison result stating that in the
HKR case, our generalized Cartier maps reduces to the classical one (this is
Proposition 5.1).
Acknowledgements. I am grateful to the referee for useful comments and
suggestions (in particular, Remark 3.5).
I also feel that in present circumstances, it is my duty to acknowledge
my gratitude to the Dynasty Foundation, for the financial support extended
over the years both to me and to many other mathematicians in Russia. As
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far as I know, until its forcible closure by the powers-that-be in June, 2015,
Dynasty Foundation had been the only source of funding for mathematics
in Russia that was not related to the government of the Russian Federation,
and coincidentally, the only source of funding where one could be sure that
the money was free from any criminal taint.
1 Preliminaries.
Our approach to cyclic homology is based on homology of small categories,
as in [C] and [FT]. Our notation is as follows. For any small category
I and ring R, we denote by Fun(I,R) the category of functors from I to
the category of left R-modules. This is an abelian category. We denote its
derived category by D(I,R). If I = pt is the point category, then Fun(pt, R)
is the category of left R-modules, and D(pt, R) is its derived category D(R).
For any functor γ : I ′ → I between small categories, we denote by γ∗ :
Fun(I,R) → Fun(I ′, R) the natural pullback functor, and we denote by
γ!, γ∗ : Fun(I
′, R)→ Fun(I,R) its left and right-adjoint, namely, the left and
right Kan extension along γ. The derived functors L
q
γ!, R
q
γ∗ : D(I
′, R) →
D(I,R) are left resp. right-adjoint to the pullback functor γ∗ : D(I,R) →
D(I ′, R). The homology complex of a small category I with coefficients in
an object E ∈ D(I,R) is then given by
C q(I,E) = L
q
τ!E ∈ D(R),
where τ : I → pt is the projection to the point. The homology groups
H q(I,E) are the homology groups of the complex C q(I,R).
The small category one needs for applications to cyclic homology is the
cyclic category Λ introduced by A. Connes [C]. It has many equivalent
definitions, for example the following:
• objects of Λ are finite cellular decompositions of the circle S1, with
[n] ∈ Λ standing for the decomposition with n cells of dimension 0,
• morphisms from [n] to [m] are homotopy classes of continuous cellular
maps f : S1 → S1 of degree 1 such that the universal covering map
f˜ : R→ R is order-preserving.
For any [n] ∈ Λ, 0-cells in the corresponding cellular decomposition are
called vertices, and the set of vertices is denoted V ([n]). For alternative
definitions of Λ, see e.g. [L].
We will also need the following modification of the category Λ. Fix an
integer n ≥ 1, and consider the n-fold covering map S1 → S1. Then a
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cellular decomposition of S1 corresponding to an object [m] ∈ Λ induces a
cellular decomposition of its n-fold cover, thus gives an object [nm] ∈ Λ,
and the deck transformation gives a map σ : [nm] → [nm] in Λ such that
σn = id. The category Λn is the category of such objects [nm] ∈ Λ and
morphisms between them that commute with σ. Forgetting σ then gives a
functor
in : Λn → Λ,
and on the other hand, taking the quotient by σ gives a functor
(1.1) pin : Λn → Λ.
Objects of Λn are numbered by integers m ≥ 1; we denote the object corre-
sponding to m by [m] ∈ Λ, so that pin([m]) = [m] and in([m]) = [mn]. We
note that the functor pin of (1.1) is a bifibration in the sense of [G]. Each
fiber of this bifibration is the groupoid ptn with one object with automor-
phism group Z/nZ generated by σ. Of course, for n = 1, we have Λ1 = Λ
and i1 = pi
1 = id.
As usual, we denote by ∆ the category of finite non-empty totally ordered
sets, with [n] ∈ ∆ being the set with n elements, and we denote by ∆o the
opposite category. One shows – see e.g. [K, Subsection 1.5] that uses exactly
the same notation as this paper – that there exists a natural functor
j : ∆o → Λ
sending [n] ∈ ∆o to [n] ∈ Λ (in effect, ∆o is equivalent to the category
[1]\Λ of objects [n] ∈ Λ equipped with a map [1]→ [n], and j is the functor
that forgets the map). For any n ≥ 1, we also have an analogous functor
jn : ∆
o → Λn, and pi
n ◦ jn ∼= j.
Definition 1.1. For any n ≥ 1, any ring R, and any object E ∈ D(Λn, R),
the Hochschild homology HH q(E) resp. the cyclic homology HC q(E) are
given by
HH q = H q(∆o, j∗nE), HC q(E) = H q(Λn, E).
For any E ∈ Fun(∆o, R), the homology H q(∆o, E) can be computed
by the standard complex CH q(E) of the simplicial R-module E, namely,
CHi(E) = E([i + 1]), i ≥ 0, with the differential given by the alternating
sum of the face maps. By abuse of notation, for any E ∈ Fun(Λn, R), we will
denote CH q(E) = CH q(j∗nE), and call it the Hochschild homology complex
of the object E.
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To analyze cyclic homology, it is convenient to do the following. For
any [n] ∈ Λ, denote by K q([n]) the cellular chain complex of the circle
S1 computing its homology with coefficients in Z. This is functorial with
respect to cellular maps, and the homology does not depend on the choice
of a cellular decomposition, so that we obtain an exact sequence
(1.2) Z
κ1−−−−→ K1 −−−−→ K0
κ0−−−−→ Z
in Fun(Λ,Z), where Z stands for the constant functor. For any n ≥ 1, we
can apply the pullback functor i∗n and obtain an analogous exact sequence
in Fun(Λn,Z). For any E ∈ Fun(Λn, R), denote
Ki(E) = i
∗
nKi ⊗ E, i = 0, 1.
Then K q(E) is a complex in Fun(Λn, R) of length 2, with homology objects
in degrees 0 and 1 canonically identified with E.
Lemma 1.2. (i) For any n ≥ 1 and E ∈ D(Λ, R), the adjunction maps
hn : HH q(i
∗
nE)→ HH q(E), cn : HC q(i
∗
nE)→ HC q(E)
are isomorphisms.
(ii) For any n ≥ 1 and E ∈ Fun(Λn, R), we have HH q(K1(E)) = 0, and
we have a natural isomorphism HH q(E) ∼= HC q(K0(E)), so that we
have an identification
(1.3) HH q(E) ∼= HC q(K q(E)).
Proof. The isomorphism hn in (i) is the so-called edgewise subdivision iso-
morphism that goes back to Quillen and Segal; for an independent proof of
(i) with exactly the same notation as here, see [K, Lemma 1.14]. For (ii),
see [K, Subsection 1.6] and specifically [K, Lemma 1.10]. 
Now for any E ∈ Fun(Λn, R), consider the natural maps
(1.4) κ0 : K0(E) −→ E, κ1 : E −→ K1(E)
induced by the maps (1.2), and let
(1.5) B = κ1 ◦ κ0 : K0(E)→ E → K1(E)
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be their composition. We can form a natural bicomplex
(1.6)
K0(E)x
K0(E)
B
−−−−→ K1(E)x
K0(E)
B
−−−−→ K1(E)x
B
−−−−→ K1(E)
The total complex of this bicomplex is a resolution of the object E. If we
denote by u the endomorphism of (1.6) obtain by shifting to the left and
downward by 1 term, then by virtue of (1.3), one of the two standard spectral
sequences associated to a bicomplex reads as
(1.7) HH q(E)[u]⇒ HC q(Λl, E),
where the left-hand side is shorthand for “formal polynomials in one variable
u of homological degree 2 with coefficients in HH q(E)”. This is known as
the Hochschild-to-cyclic, or Hodge-to-de Rham spectral sequence. The first
non-trivial differential
(1.8) B : HH q(E)→ HH q+1(E)
is known as the Connes-Tsygan differential, or sometimes Rinehart differ-
ential. In terms of the identification (1.3), this differential is induced by the
map
(1.9) B : K q(E)→ K q(E)[−1]
which is in turn induced by the natural map B of (1.5) (this is why we use
the same notation for all three). Moreover, B can be lifted to a map of
complexes
(1.10) B : CH q(E)→ CH q(E)[−1]
so that B2 = 0 (see e.g. [L]).
If the ring R is commutative, then the categories Fun(Λ, R), Fun(∆o, R)
acquire natural pointwise tensor products, and their derived categories in
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turn acquite the derived tensor product
L
⊗. It is well-known that the Hoch-
schild homology functor is multiplicative: for any two objects E,E′ ∈
D(Λ, R), we have a natural Ku¨nneth quasiisomorphism
(1.11) CH q(E)
L
⊗ CH q(E′) ∼= CH q(E
L
⊗ E′),
where by abuse of notation we use CH q(−) to denote the corresponding
object in the derived category D(R).
Lemma 1.3. The Connes-Tsygan differential B of (1.8) is compatible with
the Ku¨nneth quasiisomorphism (1.11) – that is, we have
B
E
L
⊗E′
= BE ⊗ id+ id⊗BE′ .
This is very well-known if R contains Q. However, we will need the
general case. Since we could not find a convenient reference, we give a
proof.
Definition 1.4. A mixed complex in an abelian category C is a pair 〈K q, B〉
of a complex K q in C and a map B : K q → K q[−1] such that B2 = 0. A map
of mixed complexes is a quasiisomorphism if it is a quasiismorphism of the
underlying complexes in C.
Example 1.5. For any ring R and any E ∈ Fun(Λ, R), the complex K q(E)
with the differential B of (1.9) is a mixed complex in Fun(Λ, R).
Inverting quasiisomorphisms of mixed complexes, we obtain a triangu-
lated category Dmix(C). If C is a tensor category, then one defines the tensor
product of two mixed complexes by
〈K q, B〉 ⊗ 〈K ′
q
, B′〉 = 〈K q ⊗K ′
q
, B ⊗ id+ id⊗B′〉,
and the derived functor of this tensor product obviously turns Dmix(C) into
a tensor triangulated category (at least when every complex in C has a
homotopically flat replacement, and this is the only case that we will need).
If C′ is a module category over C, then the same formula defines an external
tensor product 〈K q, B〉 ⊗ 〈K ′
q
, B′〉 of a mixed complex 〈K q, B〉 in C and a
mixed complex 〈K ′
q
, B′〉 in C′.
Example 1.6. For any ring R and any object E ∈ Fun(Λ, R), the complex
CH q(E) with the differential B of (1.10) is an object in Dmix(R).
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Definition 1.7. Assume that an abelian category C has countable products.
The truncation tr(〈K q, B〉) of a mixed complex 〈K q, B〉 in C is the product-
total complex of the bicomplex
K q
B
−−−−→ K q[−1]
B
−−−−→ K q[−2]
B
−−−−→ ...
in C.
Proof of Lemma 1.3. For any mixed complex 〈K q, B〉 of R-modules, let
λ(〈K q, B〉) be the complex in Fun(Λ, R) given by
λ(〈K q, B〉) = tr(〈K q, B〉 ⊗K q(R)),
where R in the right-hand side is shorthand for the constant functor with
value R. Then since K q(R) is a complex of flat objects in Fun(Λ, R), λ
respects quasiisomorphisms and descends to a functor
(1.12) λ : Dmix(R)→ D(Λ, R).
Moreover, one checks easily that there exists a quasiisomorphism
K q(R) ∼= tr(K q(R)⊗K q(R)),
and this turns λ into a triangulated tensor functor. The Hochshild homol-
ogy functor CH q(−) of Example 1.6 is left-adjoint to λ. Since λ is tensor,
CH q(−) is pseudotensor by adjunction, so that we have a natural functorial
map
CH q(E
L
⊗ E′)→ CH q(E)
L
⊗ CH q(E).
This map is automatically compatible with the Connes-Tsygan differentials,
and it is inverse to the Ku¨nneth quasiisomorphism (1.11). 
Remark 1.8. In fact, λ is a full embedding of tensor triangulated cate-
gories, but we will not need this.
2 Cyclic homology of algebras.
Assume given a commutative ring k. To any associative unital algebra A
over k one associates a canonical object A♯ ∈ Fun(Λ, k) as follows:
• on objects, A♯([n]) = A
⊗kV ([n]) = A⊗kn, with copies of A numbered
by elements v ∈ V ([n]),
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• for any map f : [n]→ [m], the map
A♯(f) : A
⊗kn =
⊗
v∈V ([m])
A⊗kf
−1(v) → A⊗m
is given by
(2.1) A♯(f) =
⊗
v∈V ([m])
mf−1(v),
wheremf−1(v) : A
⊗kf
−1(v) → A is the map which multiplies the entries
in the natural clockwise order on the vertices v′ ∈ f−1(v) ⊂ S1.
Assume that A is flat as a k-module. Then by definition, the cyclic homology
HC q(A) is given by
HC q(A) = HC q(A♯).
The Hochschild homology HH q(A,M) with coefficients in an A-bimoduleM
is given by
HH q(A) = TorA
opp⊗kA
q
(A,M);
explicitly, in degree 0 we have
(2.2) HH0(A,M) ∼=M/ {am−ma | a ∈ A,m ∈M} .
To simplify notation, one denotes HH q(A) = HH q(A,A). One easily shows
using the bar resolution that we have a natural identification
HH q(A) ∼= HH q(A♯).
Under these identifications, (1.7) reads as
(2.3) HH q(A)[u]⇒ HC q(A).
Note that by Lemma 1.2 (i), one can equally well replace Λ with Λn and A♯
with i∗nA♯; the resulting spectral sequence is the same.
In practice, the Hochschild homology groups HH q(A) can be computed
by the Hochschild homology complex CH q(A♯), denoted CH q(A) to simplify
notation; its terms are given by
CHi(A) = A
⊗ki+1,
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with a certain differential usually denoted by b. The Connes-Tsygan differ-
ential B can be lifted to the level of complexes, as in (1.10). Explicitly, we
have
(2.4)
B(a0 ⊗ · · · ⊗ ai) =
i∑
j=0
1⊗ aj ⊗ aj+1 ⊗ · · · ⊗ ai ⊗ a0 ⊗ · · · ⊗ aj−1
−
i∑
j=0
aj ⊗ aj+1 ⊗ · · · ⊗ ai ⊗ a0 ⊗ · · · ⊗ aj−1 ⊗ 1.
Alternatively, one can fix an integer n ≥ 1 and apply the edgewise sub-
division isomorphism hn of Lemma 1.2 (i). This gives a different complex
CH(n)
q
(A) = CH q(i∗nA♯) with terms
CH
(n)
i (A) = A
⊗kn(i+1)
computing the same Hochschild homology groups HH q(A). The isomor-
phism hn can also be lifted to the level of complexes; on CH
(n)
i (A), it is
given by
(2.5) hn(a
1
0⊗· · ·⊗a
1
i ⊗· · ·⊗a
n
0⊗· · ·⊗a
n
i ) = a
1
0 · · · · ·a
1
i · · · · ·a
n
0⊗a
n
1⊗· · ·⊗a
n
i ,
or in words, “multiply the first (i+ 1)(n− 1) + 1 terms, and keep the last i
terms intact”.
In general, both HH q(A) and HC q(A) are just k-modules. However, if
A is commutative, then HH q(A) becomes commutative graded k-algebras,
with the product induced by the Ku¨nneth quasiisomorphism and the natural
algebra map A⊗A→ A. By Lemma 1.3, the Connes-Tsygan differential B
is a derivation with the respect to this algebra structure.
The main comparison theorem for Hochschild homology in the commu-
tative case is the classic result of Hochschild, Kostant, and Rosenberg.
Theorem 2.1. Assume that k is a field, the algebra A is commutative and
finitely generated over k, and that X = SpecA is smooth. Then we have
natural isomorphisms
(2.6) HHi(A) ∼= H
0(X,ΩiX)
for any i ≥ 0, and these isomorphisms are compatible with multiplication.
We want to emphasize that the Hochschild-Kostant-Rosenberg Theorem
requires no assumptions on char k. As for cyclic homology, the main result
is the following.
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Theorem 2.2. In the assumptions and under the identifications of Theo-
rem 2.1, the Connes-Tsygan differential
B : HHi(A)→ HHi+1(A),
i ≥ 0, becomes the de Rham differential d : ΩiX → Ω
i+1
X .
Proof. This is extremely well-known if char k = 0 (in fact, it was this re-
sult which gave rise to cyclic homology as a separate subject). For the
convenience of the reader, let us show that the result also holds when
char k = p > 0. Indeed, since B is a derivation, it suffices to check it on
HH0(A) = A andHH1(A) = Ω
1(A), the module of Ka¨hler differentials. But
if char k = p, then for any i, 0 ≤ i < p the Hochschild-Kostant-Rosenberg
isomorphism (2.6) can be lifted to CHi(A) and expressed by an explicit
formula
P (a0 ⊗ · · · ⊗ ai) =
1
i!
a0da1 ∧ · · · ∧ ai.
In particular, this is always possible in degrees 0 and 1. Substituting this
into (2.4) immediately proves the claim. 
3 Trace maps.
The main technical tool in our approach to the Cartier map is the projection
(1.1); in this section, we analyze its homological properties.
Fix a field k and an integer p ≥ 1. For a k-vector spaceM equipped with
a representation of the cyclic group Z/pZ, let σ ∈ Z/pZ be the generator,
and consider the spaces Mσ, Mσ of invariants and coinvariants. We have
two natural functorial maps between them: the map
(3.1) ep :M
σ →Mσ
obtained as the composition of the embedding Mσ ⊂M and the projection
M →Mσ, and the trace map
(3.2) trp = 1 + σ + · · ·+ σ
p−1 :Mσ →M
σ
obtained by averaging over the group. We have
(3.3) trp ◦ ep = p id = ep ◦ trp .
Moreover, say that a k[Z/pZ]-module is induced if M = M ′ ⊗k k[Z/pZ]
for some k-vector space M ′. Then for an induced M , the map trp is an
isomorphism.
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Now consider the projection pip : Λp → Λ of (1.1). As noted in Section 1,
pip is a bifibration with fiber ptp = pt/(Z/pZ), so that for anyE ∈ Fun(Λp, R)
and any [n], E([n]) is a representation of Z/pZ. Moreover, by [K, Lemma
1.7] we have
(3.4) pip! (E)([n])
∼= E([n])σ , pi
p
∗(E)([n])
∼= E([n])σ .
The maps ep and trp are functorial in [n] and give two natural maps
(3.5) ep : pi
p
∗E → pi
p
! E, trp : pi
p
! E → pi
p
∗E.
If the k[Z/pZ]-module E([n]) is induced for every [n] ∈ Λp, then the map trp
of (3.5) is an isomorphism, and E is acyclic both for the right-exact functor
pip! and for the left-exact functor pi
p
∗ (that is, L
ipip! E = pi
p
! E, R
ipip∗E = pi
p
∗E).
In particular, for any [n] ∈ Λp, K0([n]) ∼= K1([n]) ∼= Z[Z/npZ] are free
modules over Z[Z/pZ], so that this applies to functors of the form K0(E) =
E ⊗K0, K1(E) = E ⊗K1. Therefore we have a natural isomorphism
(3.6) trp : pi
p
! K q(E)
∼= pip∗K q(E)
for any E ∈ Fun(Λp, E). Moreover, since pi
p
! K q(E)
∼= L
q
pip! K q(E), we have
natural identifications
(3.7) HC q(K q(E)) ∼= HC q(pi
p
! K q(E))
∼= HC q(pip∗K q(E)).
By Lemma 1.2 (ii), all these groups are further identified with HH q(E).
The homology of the complex pip! K q(E) in degree 0 coincides with pi
p
! E, with
the identification provided by the map pip! (κ1) : pi
p
! K0(E) → pi
p
! E, while
by (3.6), the homology of the same complex in degree 1 is pip∗E, with the
identification provided by the map pip∗(κ1) : pi
p
∗E → pi
p
∗K1(E) ∼= pi
p
! K1(E).
Moreover, denote by
(3.8) B˜ : pip! K0(E)→ pi
p
! K1(E)
the map obtained as the composition
pip! K0(E)
π
p
!
(κ0)
−−−−→ pip! E
trp
−−−−→ pip∗E
π
p
∗(κ1)
−−−−→ pip∗K1(E)
tr
−1
p
−−−−→ pip! K1(E),
where tr−1p is the inverse to the isomorphism (3.6). Then by the functoriality
of the trace map trp, we have trp ◦pi
p
! (κ1) = pi
p
∗(κ1) ◦ trp, so that
(3.9) B˜ = tr−1p ◦pi
p
∗(κ1) ◦ trp ◦pi
p
! (κ0) = pi
p
! (κ1) ◦ pi
p
! (κ0) = pi
p
! (B),
where B : K1(E) → K0(E) is the natural map (1.5). Under the identifica-
tions (3.7), the map B˜ of (3.8) then induces the Connes-Tsygan differential
(1.8) on HH q(E).
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Lemma 3.1. For any p ≥ 1 and any E ∈ Fun(Λ, k), we have natural iso-
morphisms of complexes
K q(E) ∼= pi
p
! K q(pi
p∗E) ∼= pip∗K q(pi
p∗E).
Proof. By the projection formula [K, Lemma 1.7], we have pip! K q(pi
p∗E) ∼=
E⊗pip! pi
p∗Z and pip∗K q(pi
p∗E) ∼= E⊗pi
p
∗pi
p∗Z, so that it suffices to consider the
case E = Z. In this case, the claim immediately follows from the definition
of the objects K0 and K1. 
Next, consider the derived functor L
q
pip! . We first observe the following.
Since pip is a bifibration, [K, Lemma 1.7] shows that for any E ∈ Fun(Λp, k)
and any n ≥ 1, we also have a natural identification
L
q
pip! (E)([n])
∼= H q(Z/pZ, E([n])),
a derived version of (3.4), where the group Z/pZ acting on E([n]) is gen-
erated by the automorphism σ. In particular, this applies to the constant
functor k ∈ Fun(Λp, k). But the homology of any group with constant coef-
ficients is a coalgebra, and the homology of the group with any coefficients
is a comodule over this coalgebra. We claim that for the group Z/pZ, this
can be made to work relatively over the category Λ.
To see this, let F q ∈ Fun(Λp, k) be any resolution of the constant functor
k by functors Fi such that Fi([n]) is a free k[Z/pZ]-module for any i ≥ 0,
n ≥ 1 – for example, we can use the resolution (1.6). Then for any E ∈
Fun(Λp, k) and any i ≥ 0, the product Fi⊗E has the same property, so that
the resolution F q ⊗ E can be used to compute L
q
pip!(E). Denote
Λ˜p = Λp ×Λ Λp,
let δ : Λp → Λ˜p be the diagonal embedding, and let pi
p : Λ˜p → Λ be the
natural projection. Then for any E ∈ Fun(Λp, k), we have
L
q
pip! (k ⊠ E)
∼= pi
p
! (F q ⊠ (F q ⊗ E))
∼=
∼= pi
p
! (F q)⊗ pi
p
! (F q ⊗ E)
∼= L
q
pip! (k)⊗ L
q
pip! (E).
On the other hand δ∗(k ⊠ E) ∼= E, and the natural projection
pip! δ
∗(F q ⊠ (F q ⊗ E)) = pi
p
! (F q ⊗ F q ⊗E)→ pi
p
! (F q ⊠ (F q ⊗ E))
induces a map
(3.10) a˜ : L
q
pip! (E)→ L
q
pip! (k)⊗ L
q
pip! (E).
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This is our coaction map.
Now assume that p is a prime and char k = p. Then we have the following
splitting result.
Lemma 3.2. For any E ∈ Fun(Λ, k), there exists a natural isomorphism
(3.11) L
q
pip! pi
p∗E ∼= K q(E)[u] =
⊕
n≥0
K q(E)[2n].
Proof. To compute L
q
pip! (E), we can use the resolution (1.6). Then by (3.9),
the differential pip! (B) in the resulting complex is given by the trace map
trp = 1 + σ + · · · + σ
p−1 : pip! pi
p∗E → pip∗pi
p∗E
of (3.5). But σ = id on pip∗E, so that the map trp is just multiplication
by p, thus equal to 0 by assumption. Combining this with the canonical
isomorphism of Lemma 3.1, we obtain the desired isomorphism already on
the level of complexes. 
Composing the coaction map a˜ of (3.10) with the projection L
q
pip! (k)→
K q(k) onto the first summand in (3.11), we obtain a canonical functorial
map
(3.12) a : L
q
pip! (E)→ L
q
pip! (E)⊗K q(k)
in the derived category D(Λ, k).
To proceed further, we need to assume that p is odd, and impose a
condition on the object E ∈ Fun(Λp, k). Namely, recall that if p 6= 2, the
cohomology algebra H
q
(Z/pZ, k) is given by
H
q
(Z/pZ, k) ∼= k[u]〈ε〉,
where in the right-hand side, we have the free graded-commutative algebra
on one generator u of degree 2 and one generator ε of degree 1. For any
k[Z/pZ]-module E, multiplication by u induces an isomorphism
Hi+2(Z/pZ, E) ∼= Hi(Z/pZ, E)
for any i ≥ 1.
Definition 3.3. A k[Z/pZ]-module E is tight if the map
(3.13) H2i+1(Z/pZ, E)→ H2i(Z/pZ, E)
given by multiplication by ε ∈ H1(Z/pZ, k) is an isomorphism for any i ≥ 1.
An object E ∈ Fun(Λp, k) is tight if E([n]) is a tight k[Z/pZ]-module for any
[n] ∈ Λp.
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To see the tightness condition explicitly, note that by (3.3) we have
ep ◦ trp = 0 for every k[Z/pZ]-module M , so that ep induces a map
(3.14) Coker trp → Ker trp .
If one computes the homology groups H q(Z/pZ, E) by the standard periodic
complex, then Ker tr resp. Coker tr is identified with H2 q+1(Z/pZ, E) resp.
H2 q(Z/pZ, E), and the map (3.14) is exactly the map (3.13).
Example 3.4. A trivial k[Z/pZ]-module k is tight; so is a free module
k[Z/pZ].
Remark 3.5. Example 3.4 is essentially exhaustive: all indecomposable
tight k[Z/pZ]-modules are of this form.
We note that since ε2 = 0, for any tight k[Z/pZ]-module E, the map
(3.15) H2i(Z/pZ, E)→ H2i−1(Z/pZ, E)
given by multiplication by ε is equal to 0. We also note that for a tight
E ∈ Fun(Λp, k), all the homology objects of the direct image L
q
pip!(E) in
degree ≥ 1 are canonically identified; we will denote this homology object
by
(3.16) I(E) ∈ Fun(Λ, k).
We can now prove our main result in this section. Consider the standard
t-structure on the derived category D(Λ, k), and let τ≤ q, τ[ q, q] be the cor-
responding truncation functors, so that for any integers m ≥ n and any
E ∈ D(Λ, k), we have a natural exact triangle
τ≤n(E) −−−−→ τ≤m(E) −−−−→ τ[n+1,m](E) −−−−→
in the category D(Λ, k).
Lemma 3.6. Assume given a tight object E ∈ Fun(Λp, E), and assume that
p is odd. Then for any i ≥ 1, the coaction map a of (3.12) induces a map
τ≤−2iL
q
pip! (E)→ τ≤−2iL
q
pip! (E) ⊗K q(k),
and the composition map
τ[−2i−1,−2i]L
q
pip! (E) −−−−→ τ[−2i−1,−2i]L
q
pip! (E) ⊗K q(k) −−−−→
−−−−→ L2ipip! (E)⊗K q(k)
∼= K q(I(E))
is a quasiisomorphism.
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Proof. To prove the first claim, it suffices to check that the composition map
τ≤−2iL
q
pip! (E)→ L
q
pip! (E) ⊗K q(k)→ τ≥−2i+1L
q
pip! (E) ⊗K q(k)
is equal to 0. The left-hand side is in D≤−2i(Λ, k) with respect to the stan-
dard t-structure, and the right-hand side is in D≥−2i(Λ, k); therefore it suf-
fices to check that the map is equal to 0 on homology objects of degree 2i.
This can be checked after evaluating at every [n] ∈ Λ, and the corresponding
map is the map (3.15) which is indeed equal to 0 for a tight E. Analogously,
to prove the second claim, it suffices to check that the map is an isomor-
phism in homological degrees 2i and 2i + 1; this follows immediately from
the definition of a tight object. 
4 Cartier isomorphism.
We can now present the construction of our generalized Cartier isomorphism.
We start with some linear algebra. Assume that our field k of positive
characteristic p = char k > 0 is perfect, and let M be a k-vector space. Let
the group Z/pZ act on the p-th tensor power M⊗p so that the generator
σ ∈ Z/pZ acts by the cyclic permutation of order p. Consider the trace map
(4.1) trp :
(
M⊗p
)
σ
→
(
M⊗p
)σ
of (3.2).
Lemma 4.1. (i) The k[Z/pZ]-module M⊗p is tight in the sense of Defi-
nition 3.3.
(ii) Sending m ∈ M to m⊗p gives a well-defined additive Frobenius-semi-
linear map
ψ :M →
(
M⊗p
)
σ
which identifies M with the kernel of the map (4.1). The dual map
ψ̂ :
(
M⊗p
)σ
→M
identifies M with the cokernel of map tr.
(iii) For any n ≥ 0, we have a commutative diagram(
M⊗p
n)σ ψ̂n
−−−−→ My yψn
M⊗p
n
−−−−→
(
M⊗p
n)
σ
,
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where the left vertical map is the natural embedding, and the bottom
map is the natural projection.
Proof. To prove (i), choose a basis in M , so that M = k[S] for some set S.
Then
(4.2) M⊗p = k[Sp] = k[S]⊕ k[Sp \ S],
where S is embedded into Sp as the diagonal. The first summand is trivial,
and the second summand is free, and both are tight.
(ii) is actually [K, Lemma 2.3], but let us reproduce the proof for the
convenience of the reader. Consider the standard periodic complex
id+σ+···+σp−1
−−−−−−−−−−→ M⊗p
id−σ
−−−−→ M⊗p
id+σ+···+σp−1
−−−−−−−−−−→
computing the Tate homology Hˇ q(Z/pZ,M⊗p). Define a non-additive map
ψ : M → M⊗p by ψ(m) = m⊗p. Then this map goes into the kernel of the
differential of the complex (both in odd and even degrees), and it becomes
additive after we project onto the first summand in (4.2). Moreover, since
k is perfect, it becomes a quasiisomorphism (again both in odd and in even
degrees). It remains to notice that the second summand in (4.2) has no Tate
homology, so that the corresponding complex is acyclic, and ψ is additive
module the image of the differential. Therefore the induced map
ψ :M → Coker(id−σ) =
(
M⊗p
)
σ
is additive and identifies M with the kernel of tr, as required. The second
claim follows by duality.
Finally, for (iii), again choose a basis S in M , so that Sp
n
/(Z/pnZ)
gives a natural basis both in
(
M⊗p
n)σ
and in
(
M⊗p
n)
σ
, and note that
the composition of the natural embedding and the natural projection is a
diagonal operator in this basis, with the entry correponding to a Z/pnZ-
orbit S′ ⊂ Sp
n
equal to its cardinality |S′|. Since char k = p, this is 1 for the
one-point orbits, and 0 otherwise. 
Let now A be an associative algebra over k, and consider the correspond-
ing object A♯ ∈ Fun(Λ, k) of Section 2 and its pullback i
∗
p(A♯) ∈ Fun(Λp, k)
with respect to the embedding ip : Λp → Λ. Note that the canonical maps
ψ and ψ̂ of Lemma 4.1 fit together to give canonical maps
(4.3) ψ : A♯ → pi
p
! i
∗
pA♯, ψ̂ : pi
p
∗i
∗
pA♯ → A♯.
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Corollary 4.2. The object i∗p(A♯) ∈ Fun(Λp, k) is tight in the sense of Def-
inition 3.3, and the map ψ of (4.3) induces a Frobenius-semilinear isomor-
phism
A♯ ∼= I(i
∗
p(A♯)).
Proof. Immediately follows from Lemma 4.1. 
To simplify notation, for any E ∈ Fun(Λ, k) and any n ≥ 1, let us denote
by Kn
q
(E) the length-2 complex in Fun(Λ, k) given by
Kn
q
(E) = pin! K q(i
∗
nE)
∼= pin∗K q(i
∗
nE).
Then (3.7) together with the isomorphism hn of Lemma 1.2 (i) provide a
canonical isomorphism
(4.4) HH q(E) ∼= HC q(Kn
q
(E))
for any E ∈ Fun(Λ, k) and any n ≥ 1. In particular, for E = A♯ and n = p,
we have a natural identification
HC q(Kp
q
(A♯)) ∼= HH q(A♯) ∼= HH q(A).
Definition 4.3. Assume given an object E ∈ Fun(Λ, k). Then the sub-
complexes BKp
q
(E), ZKp
q
(E) ⊂ Kp
q
(E) are the image resp. the kernel of the
map
B˜ : Kp
q
(E)→ Kp
q
(E)[−1]
of (3.8). For any associative k-algebra A, we denote
BHH q(A) = HC q(BKp
q
(A♯)),
ZHH q(A) = HC q(ZKp
q
(A♯)).
Alternatively, by Lemma 4.1 (ii) and (3.9), we could define BKp
q
(E) and
ZKp
q
(E) by saying that on the level of homology, we have
Hi(BK
p
q
(E)) =
{
0, i = 0,
Ker ψ̂ ⊂ pip,1∗ i
∗
pA♯ = H1(K
p
q
(E)), i = 1,
and
Hi(ZK
p
q
(E)) =
{
ℑψ ⊂ pip,1! i
∗
pA♯ = H0(K
p
q
(E)), i = 0,
pip,1∗ i
∗
pA♯ = H1(K
p
q
(E)), i = 1,
where ψ and ψ̂ are the canonical maps (4.3). In any case, we have
BKp
q
(E) ⊂ ZKp
q
(E) ⊂ Kp
q
(E),
19
and these embeddings induce natural maps
(4.5) BHH q(A)
ξ
−−−−→ ZHH q(A)
ζ
−−−−→ HH q(A).
In the general case, I do not know whether these maps are injective or not.
One obvious observation is that the Connes-Tsygan differential (1.8), being
induced by the map B˜ of (3.8), factors through a map
(4.6) β : HH q → BHH q+1(A),
and this map actually fits into a long exact sequence
(4.7) ZHH q(A)
ζ
−−−−→ HH q(A)
β
−−−−→ BHH q+1(A) −−−−→
This has the following corollary. Denote by zHH q(Z), bHH q(A) ⊂ HH q(A)
the kernel resp. the image of the Connes-Tsygan differential, and denote by
z′HH q(Z), b′HH q(A) ⊂ HH q(A) the image of the map ζ resp. ζ ◦ ξ. Then
we have inclusions
(4.8) bHH q(A) ⊂ b′HH q(A) ⊂ z′HH q(A) ⊂ zHH q(A).
Lemma 4.4. Assume that p is odd. Then there exists a natural Frobenius-
semilinear identification
HC q(ZKp
q
(A♯)/BK
p
q
(A♯)) ∼= HH q(A).
Proof. Let us compute the direct image L
q
pip! i
∗
pA♯ by the standard resolution
(1.6). Then we obtain a natural quasiisomorphism
ZKp
q
(A♯)/BK
p
q
(A♯)) ∼= τ[−2i−1,−2i]L
q
pip! i
∗
lA♯.
Combining this with Lemma 3.6 and Corollary 4.2, we obtain the desired
identification. 
Corollary 4.5. For any associative algebra A over a perfect field k of char-
acteristic p 6= 2, there exists a canonical long exact sequence
(4.9) BHH q(A)
ξ
−−−−→ ZHH q(A)
C
−−−−→ HH q(A) −−−−→ ,
where ξ one of the canonical maps (4.5), and the map C is induced by the
isomorphism of Lemma 4.4.
Proof. Clear. 
Definition 4.6. The non-commutative Cartier map for the algebra A is the
canonical map C of (4.9).
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5 Comparison.
We now need to justify the name “Cartier map” used in Definition 4.6. The
comparison result is the following.
Proposition 5.1. Assume that the algebra A is commutative and finitely
generated over the perfect field k, char k 6= 2, and that its spectrum X =
SpecA is smooth. Then the canonical maps ξ, ζ of (4.5) are injective, the
map β of (4.6) is surjective, the connecting differential in the long exact
sequence (4.9) is trivial, the Hochschild-Kostant-Rosenberg isomorphism in-
duces isomorphisms
BHHi(A) ∼= BΩ
i(X), ZHHi(A) ∼= ZΩ
i(X)
for every i ≥ 0, and the non-commutative Cartier map of Definition 4.6
coincides with the classical Cartier isomorphism.
For the proof, we first assume given a monoid G, and consider its group
algebra A = k[G]. Then the diagonal map G→ Gp induces a Z/pZ-invariant
algebra map
ϕ : A→ A⊗p,
and this map together with its tensor powers defines a map ϕ : pip∗A♯ → i
∗
pA♯
and a corresponding map
ϕ : pip! K q(pi
p∗A♯)→ pi
p
! K q(i
∗
pA♯).
By Lemma 3.2, at the level of the derived category, this can be rewritten as
(5.1) Φ : K q(A♯)→ K
p
q
(A♯)
(in fact, for any E ∈ Fun(Λ, k), we have pip! K q(pi
p∗E) ∼= K q(E) on the nose,
but we will not need this).
Lemma 5.2. The map Φ of (5.1) factors through a map
Φ : K q(A♯)→ ZK
p
q
(A♯) ⊂ K
p
q
(A♯),
and the induced composition map
HH q(A)
Φ
−−−−→ ZHH q(A)
C
−−−−→ HH q(A)
is equal to the identity map.
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Proof. For any vector space M = k[S] with a base S, the diagonal map
S → Sp induces a map ϕ :M →M⊗p = k[Sp]. This map obviously lands in
the subspace (M⊗p)σ ⊂ M⊗p, and its composition with the canonical map
ψ̂ of (4.3) is equal to the identity. Applying this pointwise to the object A♯,
we see that the composition
A♯
ϕ
−−−−→ pip∗i
∗
pA♯
ψ̂
−−−−→ I(i∗pA♯)
∼= A♯
is also equal to the identity. Applying the identification of Lemma 3.6, we
obtain the claim. 
This immediately implies that in the case A = k[G], the connecting
differential in the long exact sequence (4.9) is equal to 0. We in fact have
(5.2) ZHH q(A) ∼= ξ(BHH q(A))⊕ Φ(HH q(A)),
and both ξ and Φ are injective.
Next, fix an integer n ≥ 1, and consider the algebra
An = k[t1, t
−1
1 , . . . , tn, t
−1
n ]
of Laurent polynomials in n variables. Then X = SpecAn ∼= G
n
m is smooth,
and An satisfies the assumptions of the Hochschild-Kostant-Rosenberg The-
orem and Theorem 2.2. The algebra Ω
q
(X) of differential forms on X is the
free graded-commutative An-algebra generated by logarithmic derivatives
dti/ti, 1 ≤ i ≤ n. The easiest way to see the classical Cartier map for X is
to consider the multiplicative Frobenius-semilinear map
(5.3) C−1 : Ω
q
(X)→ Ω
q
(X)
given by C−1(ti) = t
p
i , C
−1(dti/ti) = dti/ti, 1 ≤ i ≤ n. Then C
−1 actually
maps Ω
q
(X) into Z
q
(X) ⊂ Ω
q
(X), and its composition with the classical
Cartier map Z
q
(X)→ Ω
q
(X) is equal to the identity.
On the other hand, we have An = k[Z
n], the group algebra of the free
abelian group on n generators. Therefore Lemma 5.2 also applies to the
algebra An, and in particular, we have a natural map
Φ : HH q(An)→ ZHH q(An).
Moreover, fix another integer l, 0 ≤ l ≤ n, and consider the subalgebra
(5.4) Al,n = k[t1, . . . , tl, tl+1, t
−1
l+1, . . . , tn, t
−1
n ] ⊂ An
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of Laurent polynomials having no poles in the first l variables. Then Y =
SpecAm,n is isomorphic to G
l
a × G
n−l
m , thus also satisfies the assumptions
of the comparison theorems, and the map C−1 sends Ω
q
(Y ) ⊂ Ω
q
(X) into
itself. On the other hand, Al,n ∼= k[N
l × Zn−l], where N is the monoid of
non-negative integers, so that the map Φ is well-defined.
Lemma 5.3. Under the Hochschild-Kostant-Rosenberg isomorphism (2.6),
the composition ζ ◦ Φ : HH q(Al,n) → HH q(Al,n) is identified with the map
C−1 of (5.3).
Proof. Both sides are compatible with the Ku¨nneth isomorphism, so that
it suffices to consider the case n = 1, l = 0, 1. Moreover, the natural maps
HH q(A1,1)→ HH q(A0,1) are injective, and maps C
−1 and Φ for the algebra
A1,1 are obtained by restriction from the corresponding maps for the algebra
A1 = A0,1. Thus is suffices to consider the algebra A = A1 = k[t, t
−1] = k[Z].
The Hochschild homology HH q(A) is then only non-trivial in degrees 0 and
1. The i-th term CHi(A) of the Hochschild complex of the algebra A is
given by
CHi(A) = A
⊗i+1 = k[Zi+1],
and using the explicit form (2.5) of the isomorphism hl of Lemma 1.2, one
immediately checks that on CHi(A), the composition ζ ◦ Φ is given by
ζ(Φ(〈g0, . . . , gi〉)) = 〈g0 + (p− 1)(g0 + · · · + gi), g1, . . . , gi〉
for any basis element 〈g0, . . . , gi〉 ∈ Z
i+1. For i = 0 and i = 1, this reads as
ζ(Φ(tn)) = tpn,
ζ(Φ(〈tn0 , tn1〉)) = 〈tpn0+(p−1)n1 , tn1〉.
This obviously coincides with C−1 in degree 0, and since the Hochschild-
Kostant-Rosenberg isomorphism sends 〈tn0 , tn1〉 to n1t
n1+n0−1dt, we also get
the result in degree 1. 
Lemma 5.4. For any n ≥ 1, 0 ≤ l ≤ n, Proposition 5.1 holds for the
algebra A = Al,n of (5.4).
Proof. The classical Cartier isomorphism and the inverse map C−1 give a
splitting
zHH q(A) = bHH q(A)⊕ C−1(HH q(A)),
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and by Lemma 5.3, C−1 factors through ζ, so that by (4.8), we have
zHH q(A) = z′HH q(A). Moreover, since C−1 is injective, ζ is injective on
the direct summand Φ(HH q(A)) of the decomposition (5.2). Assume that
the natural map β : HHi(A) → BHHi+1(A) of (4.6) is surjective for i < l
for some integer l ≥ 0. Then we have
(5.5) BHHi(A) ∼= HHi−1(A)/zHHi−1(A) ∼= bHHi(A)
for i ≤ l, so that ζ is injective on ξ(BHHi(A)) and bHHi(A) = b
′HHi(A) in
this range of degrees. Thus for i ≤ l, ζ is injective on the whole ZHHi(A),
and the connecting homomorphism in (4.7) vanishes, so that β is surjective
on HHl(A), too.
By induction, ξ is injective and β is surjective in all degrees, and we
have BHH q(A) ∼= bHH q(A), ZHH q(A) ∼= zHH q(A). It remains to check
that the classical Cartier map and the non-commutative Cartier map give
the same identification zHH q(A)/bHH q(A) ∼= HH q(A). This immediately
follows from Lemma 5.3, since they have the same inverse. 
Proof of Proposition 5.1. By assumption, A is finitely generated, X =
SpecA is smooth, and HH q(A) = Ω
q
(X) is spanned by differential forms
f0df1∧· · ·∧dfi, f0, . . . , fi ∈ A. Every such form is the image of the standard
form
τi = t0dt1 ∧ · · · ∧ dti
under the map α : Ai,i = k[t0, . . . , ti] → A sending tj to fj, 0 ≤ j ≤ i. By
Lemma 5.4, this immediately implies that the non-commutative Cartier map
C : ZHH q(A) → HH q(A) is surjective, so that ξ : BHH q(A) → ZHH q(A)
is injective. Moreover, fix an element τ˜i ∈ ZHHi(Ai,i) = zHHi(Ai,i) ⊂
HHi(Ai,i) such that C(τ˜i) = τi. Then by the classic Cartier isomorphism,
every closed form a ∈ Zi(X) ∼= zHHi(A) can be expressed as a finite sum
a = a+
∑
j
αj(τ˜i),
where a ∈ Bi(X) ∼= bHHi(A) is an exact form, and αj : Ai,i → A are some
algebra maps. Since τ˜i lies in z
′HHi(Ai,i) = zHHi(Ai,i), a must also must
lie in z′HHi(A) by (4.8), so that in fact z
′HH q(A) = zHH q(A).
Now, as in the proof of Lemma 5.4, assume by induction that the natural
map β : HHi(A) → BHHi+1(A) of (4.6) is surjective for i < l for some
integer l ≥ 0. Then again, we have (5.5) for i ≤ l, so that ζ is injective on
ξ(BHHi(A)) and bHHi(A) = b
′HHi(A) in this range of degrees. Then to
finish the proof, it suffices to show that ζ is injective on the whole ZHHi(A).
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Indeed, assume given some class a ∈ ZHHi(A) such that ζ(a) = 0. Then
we can choose a finite sum decomposition
C(a) =
∑
j
αj(τi)
for some maps αj : Ai,i → A. Let
a′ = a−
∑
j
αj(τ˜i),
where τ˜i ∈ ZHHi(Ai,i) ⊂ HHi(Ai,i) is our fixed lifting of τi. Then C(a
′) =
0, so that a′ lies in ξ(BHHi(A)) ⊂ ZHHi(A), and therefore ζ(a
′) lies in
b′HHi(A) = bHHi(A). But since ζ(a) = 0, this implies that
a =
∑
j
ζ(αj(τ˜i)) = ζ(a− a
′)
lies in bHH q(A) = b′HHi(A) ⊂ HHi(A), so that if we denote by Ccl the
classical Cartier map for the algebra A, we have
0 = Ccl(a) =
∑
j
Ccl(αj(ζ(τ˜i))) =
∑
j
αj(C(τ˜i)) =
∑
j
αj(τi) = C(a).
Thus a lies in ξ(BHHi(A)) ⊂ ZHHi(A). Since we already know that ζ is
injective on ξ(BHHi(A)), we have a = 0. 
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