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Ana´lise e Implantac¸a˜o de Ferramentas de Inteligeˆncia Artificial para
Infereˆncia e Progno´stico em Ensaios de Desempenho de Compressores
Herme´ticos
por Bernardo Barancelli Schwedersky
Inteligeˆncia Artificial (IA) tem sido usada na mais variada gama de aplicac¸o˜es. Uma
aplicac¸a˜o proeminente e´ a infereˆncia de valores de regime permanente usando valores
de regime transito´rio em ensaios de desempenho energe´tico de compressores de refri-
gerac¸a˜o. Esses ensaios sa˜o usados para medir varia´veis de desempenho como a capa-
cidade de refrigerac¸a˜o, poteˆncia consumida e coeficiente de desempenho, os quais sa˜o
usados para pesquisa e desenvolvimento, controle de qualidade e gerac¸a˜o de dados de
cata´logo. Pesquisas recentes mostraram que abordagens usando comiteˆs de redes neurais
para a infereˆncia de regime permanente e posterior progno´stico de capacidade de refri-
gerac¸a˜o sa˜o apropriadas para a resoluc¸a˜o do problema, sendo poss´ıvel uma reduc¸a˜o no
tempo me´dio de ensaio por compressor, que de quatro a cinco horas passa para cerca de
uma hora. Este projeto mostra a implementac¸a˜o de um conjunto de ferramentas para a
melhoria da qualidade das infereˆncias de regime permanente e progno´stico de capacidade
de refrigerac¸a˜o para utilizac¸a˜o em software superviso´rio de uma bancada de ensaios de
desempenho. As contribuic¸o˜es deste trabalho foram: implementac¸a˜o do suporte a um
banco de dados contendo valores t´ıpicos das varia´veis de desempenho; desenvolvimento
de comiteˆs de redes neurais para a tarefa de infereˆncia e progno´stico; proposic¸a˜o de uma
metodologia para avaliac¸a˜o da dinaˆmica da resposta do comiteˆ de redes neurais para
infereˆncia; proposic¸a˜o de metodologia para a atualizac¸a˜o online de ferramentas de IA
para infereˆncia.
Federal University of Santa Catarina
Abstract
Technological Center
Department of Automation and Systems
Analysis and Implementation of Artificial Intelligence Tools for Prediction
and Prognosis in Performance Tests of Refrigeration Compressors
by Bernardo Barancelli Schwedersky
Artificial Intelligence (AI) has been used in a wide range of applications., one of the most
promising is the steady-state value prediction of refrigeration compressor performance
tests using unsteady-state data analysis. These tests are used for measuring performance
characteristics like the refrigerant capacity, the power consumption and the performance
coefficient, which are mainly used for research and development (R&D), determination
of catalog parameters, and quality control. Recent research shows that neural networks
committee machines are suitable for steady-state prediction and refrigerant capacity
prognosis, being able to reduce average test duration of five hours to about one hour.
This project presents the improvement of a set of tools for steady-state prediction and
refrigerant capacity prognosis, used in supervisory software of a test rig. The main
contributions of this work are: implementation of a typical performance characteristics
database and a neural network committee machine for prediction and prognosis of re-
frigerant capacity; proposal of a method for rating the committee’s dynamic response;
proposal of a method for online update of AI tools.
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O processo de internacionalizac¸a˜o da produc¸a˜o provoca transformac¸o˜es nos planos
tecnolo´gico, organizacional e financeiro, intensificando a concorreˆncia em escala global.
A disputa por posic¸o˜es de destaque mundial acarreta a incessante busca por melhora na
qualidade, aumento da produtividade e reduc¸a˜o de custos. Nesse cena´rio, a garantia da
qualidade do produto, aliada ao seu aprimoramento tecnolo´gico, passa a ser fundamental
no enfrentamento dos desafios impostos pelo mercado [7].
O controle da qualidade do processo produtivo faz uso de grandezas, as quais
sa˜o, tipicamente, obtidas atrave´s de me´todos normatizados. Sa˜o buscados ensaios com
medic¸o˜es confia´veis, para garantir que o produto fabricado tenha as caracter´ısticas de
projeto que sa˜o esperadas pelo cliente. O aprimoramento tecnolo´gico do produto, tarefa
principal dos setores de pesquisa e desenvolvimento, e´ obtido, em muitos casos, atrave´s
de evoluc¸o˜es incrementais e de pouco impacto nas caracter´ısticas de desempenho do
sistema. Devido a isso, os ensaios para verificac¸a˜o desses aprimoramentos necessitam
apresentar incerteza de medic¸a˜o compat´ıvel [1].
Nesse contexto, a avaliac¸a˜o do desempenho de compressores herme´ticos, utilizados
em sistemas de refrigerac¸a˜o, apresenta importaˆncia fundamental nas empresas fabrican-
tes desses produtos. E´ esse processo que fornece os resultados acerca das varia´veis de in-
teresse, tanto para os setores de pesquisa e desenvolvimento, quanto para os responsa´veis
pelo controle de qualidade do produto [6].
Ensaios de avaliac¸a˜o de desempenho energe´tico de compressores de refrigerac¸a˜o
apresentam, usualmente, durac¸a˜o me´dia de 4 h. Esse longo per´ıodo de execuc¸a˜o e´
1
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provocado principalmente pelo longo regime transito´rio, o qual dura aproximadamente
3 horas, tempo esse causado, entre outros fatores, pela alta ine´rcia te´rmica das bancadas
de ensaio e do compressor. A 1 h restante corresponde ao tempo definido pela norma ISO
917 [8] para realizac¸a˜o das medic¸o˜es com o sistema em condic¸a˜o de regime permanente
[2].
Em busca da reduc¸a˜o do tempo necessa´rio para a execuc¸a˜o e melhora nas carac-
ter´ısticas de incerteza de medic¸a˜o desses ensaios, a Whirlpool S.A. - Unidade Embraco,
maior fabricante mundial de compressores de refrigerac¸a˜o, estabeleceu parceria com o
Labmetro - Laborato´rio de Metrologia e Automatizac¸a˜o da Universidade Federal de
Santa Catarina.
Na figura 1.1 e´ mostrada a reduc¸a˜o de tempo me´dio de ensaio, obtida pelos traba-
lhos desenvolvidos no Labmetro desde o in´ıcio da parceria [9–14]. A reduc¸a˜o me´dia de
tempo de ensaio e´ de aproximadamente 50%. Essa melhora decorreu de aperfeic¸oamentos
da bancada de ensaio, realizac¸a˜o de processos de medic¸a˜o no estado-da-arte e da uti-
lizac¸a˜o de te´cnicas modernas de controle.
Figura 1.1: Resultados obtidos na reduc¸a˜o de tempo de ensaio. Fonte [1]
Outra abordagem, visando a reduc¸a˜o do tempo de ensaio, fundamenta-se na uti-
lizac¸a˜o de te´cnicas para estabelecer progno´sticos e infereˆncias de valores ou estado das
caracter´ısticas de interesse dos compressores herme´ticos [1]. Busca-se, atrave´s da ana´lise
do comportamento das grandezas nos ensaios durante o per´ıodo transito´rio, estimar um
valor ou o estado das varia´veis sob ensaio do compressor. Nessa abordagem, te´cnicas de
inteligeˆncia artificial se mostram promissoras.
A utilizac¸a˜o de redes neurais na soluc¸a˜o desse problema foi apresentada no tra-
balho de Henklein [2], que demonstrou o potencial dessa te´cnica, aliada a` lo´gica fuzzy,
na tarefa do progno´stico do desempenho energe´tico dos compressores. O trabalho de
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Steinbach [15] aplicou redes neurais para avaliar a entrada em regime permanente e
realizar o progno´stico dos valores das treˆs principais varia´veis medidas em um ensaio
de desempenho energe´tico de compressores de refrigerac¸a˜o: capacidade de refrigerac¸a˜o,
poteˆncia ele´trica ativa consumida e coeficiente de desempenho. No trabalho de Lima [6]
foi desenvolvida e implantada em bancadas de avaliac¸a˜o de desempenho de compressores
a primeira versa˜o de um conjunto de ferramentas de infereˆncia e progno´stico para capa-
cidade de refrigerac¸a˜o, poteˆncia ele´trica ativa consumida e coeficiente de desempenho.
A utilizac¸a˜o de redes fuzzy-bayesianas para ana´lise do grau de assentamento do
ensaio a partir do instante de entrada em regime permanente da capacidade de refri-
gerac¸a˜o foi avaliada por Casella [16]. Por fim, Penz [1] estudou a utilizac¸a˜o de comiteˆs
de redes neurais, associadas a uma rede fuzzy-bayesiana, para aumento da confiabilidade
na tarefa de gerac¸a˜o de infereˆncias e progno´sticos.
Essa se´rie de trabalhos mostrou a adequac¸a˜o das redes neurais e redes fuzzy-
bayesianas nas tarefas de gerac¸a˜o de infereˆncias e progno´sticos, possibilitando novos
ganhos significativos de tempo. Esses ganhos podem contribuir com o controle de quali-
dade, evitando avaliac¸o˜es tardias de amostras de lotes, e possibilitar maior eficieˆncia nas
tarefas de pesquisa e desenvolvimento, reduzindo o esforc¸o experimental na validac¸a˜o de
ganhos.
Para a efetivac¸a˜o desses ganhos, as ferramentas de inteligeˆncia artificial precisam
ser implantadas no software superviso´rio da bancada de ensaios. Um software, contendo
as ferramentas de inteligeˆncia artificial desenvolvidas a` e´poca, foi desenvolvido por Lima
[6] e testado na bancada de ensaios. Esse software necessita diversas atualizac¸o˜es, para
incorporar as ferramentas dispon´ıveis, e estar preparado para a utilizac¸a˜o na rotina da
empresa.
Ale´m dessa atualizac¸a˜o do software, e´ importante explorar me´todos para a melho-
ria cont´ınua das respostas do sistema, atrave´s do monitoramento da mesma e atualizac¸a˜o
automa´tica das ferramentas.
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1.1 Objetivos
1.1.1 Objetivo Geral
Desenvolver soluc¸o˜es em software para implantac¸a˜o de ferramentas de inteligeˆncia
artificial de infereˆncia e progno´stico de caracter´ısticas de desempenho, aplicadas a ensaios
de compressores de refrigerac¸a˜o, em bancadas de avaliac¸a˜o de desempenho energe´tico.
1.1.2 Objetivos Espec´ıficos
• Atualizar o mo´dulo de inteligeˆncia artificial aplicado a` bancada de ensaios de com-
pressores. Essa atualizac¸a˜o possibilitara´: integrac¸a˜o de soluc¸o˜es ja´ desenvolvidas,
incluindo o suporte a comiteˆs de redes neurais e o suporte a banco de dados con-
tendo valores t´ıpicos de varia´veis de interesse para diversas condic¸o˜es de ensaio.
• Estudar me´todos de atualizac¸a˜o de redes neurais atrave´s de retreinamento e con-
ceber algoritmos para retreinamento e avaliac¸a˜o dos me´todos propostos.
1.2 Relac¸a˜o do Projeto com a Engenharia de Controle e
Automac¸a˜o
A formac¸a˜o de um Engenheiro de Controle e Automac¸a˜o abrange ampla gama
de conhecimentos, aprofundados nas a´reas de Controle de Processos, Informa´tica In-
dustrial e Automac¸a˜o da Manufatura [17]. O projeto apresentou estreita relac¸a˜o com
os conhecimentos das a´reas de Controle de Processos e principalmente de Informa´tica
Industrial.
Da a´rea de Informa´tica Industrial foram utilizados conceitos avanc¸ados em inte-
ligeˆncia artificial, tanto na implementac¸a˜o das ferramentas quanto no aprimoramento
das mesmas. Conceitos da a´rea de Controle de Processos tambe´m foram empregados,
com destaque para os relacionados a` instrumentac¸a˜o para controle e automac¸a˜o, fun-
damentais no escopo do projeto, e conceitos de sinais e sistemas lineares, usados no
processamento de sinais digitais.
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1.3 Estrutura do Documento
No cap´ıtulo 2 sa˜o apresentados os conceitos ba´sicos acerca de ensaios de desempe-
nho de compressores herme´ticos e suas particularidades. No cap´ıtulo 3 sa˜o apresentados
conceitos ba´sicos de inteligeˆncia artificial e as particularidades da ferramenta rede neu-
ral, a mais fortemente utilizada neste trabalho. No cap´ıtulo 4 e´ apresentado o software
de gerac¸a˜o de infereˆncias e progno´sticos, a implementac¸a˜o de ferramentas para a melho-
ria da qualidade das infereˆncias e progno´sticos e os progressos alcanc¸adas atrave´s dessa
implementac¸a˜o. No cap´ıtulo 5 sa˜o apresentados os algoritmos para o retreinamento de
redes neurais e uma avaliac¸a˜o dos resultados obtidos pelos mesmos. No cap´ıtulo 6 sa˜o




Ensaios de Desempenho de
Compressores Herme´ticos de
Refrigerac¸a˜o
Neste cap´ıtulo sa˜o abordados alguns conceitos sobre o ciclo de refrigerac¸a˜o e acerca
dos compressores herme´ticos tratados no trabalho. Sa˜o discutidos os ensaios de de-
sempenho energe´tico, em especial as caracter´ısticas de desempenho dos compressores
herme´ticos, os procedimentos para o ensaio de desempenho energe´tico e e´ descrita a
bancada de ensaios.
2.1 Compressores Herme´ticos para Refrigerac¸a˜o e Circuito
de Refrigerac¸a˜o
A refrigerac¸a˜o e´ definida como o processo de extrair calor de uma fonte de calor,
substaˆncia ou meio a baixa temperatura e transferi-lo a um ambiente de temperatura
superior, operando de maneira contra´ria ao comportamento natural da transfereˆncia de
calor. Por esse motivo e´ necessa´ria uma fonte externa de energia, que tipicamente e´ a
rede ele´trica [6, 18].
Um circuito de refrigerac¸a˜o tem por objetivo a transfereˆncia de calor de um am-
biente de controle para outro, ocasionando uma diferenc¸a de temperatura entre os dois
7
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ambientes. Para essa tarefa, e´ necessa´rio um arranjo de equipamentos, chamado de
circuito de refrigerac¸a˜o [19].
O circuito e´ composto por cinco elementos: compressor, condensador, dispositivo
de expansa˜o, evaporador e a tubulac¸a˜o, mostrados na figura 2.1. O compressor tem
participac¸a˜o na compressa˜o e na movimentac¸a˜o da massa de refrigerante atrave´s do
circuito, sendo o pro´prio refrigerante o meio de transporte de energia entre os trocadores
de calor [12].
Figura 2.1: Circuito de refrigerac¸a˜o
Para o circuito da figura, o fluido e´ impelido no sentido 1-2-3-4-1. Ele, na forma
de vapor superaquecido, no ponto 1, e´ succionado pelo compressor e descarregado em
condic¸a˜o de alta temperatura e pressa˜o, ainda na forma de vapor superaquecido, no
ponto 2. O fluido enta˜o, atravessa o condensador, onde perde calor, passando do estado
de vapor superaquecido para l´ıquido saturado ou sub-resfriado, no ponto 3. A seguir,
o fluido passa pelo dispositivo de expansa˜o, no qual a pressa˜o e´ diminu´ıda, fazendo
com que no ponto 4 o fluido esteja na condic¸a˜o de l´ıquido saturado. Com isso, qualquer
acre´scimo de energia provoca evaporac¸a˜o, sendo essa energia, na forma de calor, retirada
do ambiente no qual encontra-se o evaporador. Ao passar pelo evaporador, o fluido ja´
tera´ voltado para a condic¸a˜o de vapor superaquecido, voltando para o ponto 1, onde
sera´ succionado novamente pelo compressor [12].
Os compressores herme´ticos dispon´ıveis para pequenas capacidades e, geralmente,
usados em sistemas de pequeno porte (refrigeradores dome´sticos, freezers e condicio-
nadores de ar) possuem o motor e demais partes constituintes hermeticamente seladas
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numa carcac¸a soldada. O refrigerante e o´leo de lubrificac¸a˜o ocupam o mesmo invo´lucro
[6].
Neste trabalho, os compressores sa˜o herme´ticos de esta´gio simples, com apenas um
pista˜o e um cilindro, do tipo deslocamento positivo. Na figura 2.2 tem-se uma imagem
em corte deste modelo de compressor.
Figura 2.2: Compressor alternativo herme´tico. Adaptado de [2].
2.2 Ensaios de Desempenho Energe´tico para Compresso-
res Herme´ticos
Diversos tipos de ensaios podem ser utilizados para a determinac¸a˜o das carac-
ter´ısticas de compressores herme´ticos. Este trabalho aborda os me´todos de testes des-
critos na norma “ISO 917 - Testing of refrigerant compressors”[8]. Segundo [2, p. 26],
“essa norma, bem como outras semelhantes, busca estabelecer procedimentos padro˜es
para avaliac¸a˜o e determinac¸a˜o de caracter´ısticas do compressor, tornando poss´ıveis as
reproduc¸o˜es de resultados e comparac¸o˜es entre diferentes fabricantes”.
Ensaios de desempenho energe´tico de compressores objetivam determinar valores
para varia´veis de interesse sob certas condic¸o˜es predeterminadas. Dentre essas varia´veis
destacam-se a capacidade de refrigerac¸a˜o, a poteˆncia ele´trica ativa consumida e o co-
eficiente de desempenho. A determinac¸a˜o desses valores atrave´s de ensaios ocorre por
diversas razo˜es, merecendo destaque: [2]:
• permite a correta aplicac¸a˜o do compressor no sistema de refrigerac¸a˜o;
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• possibilita a identificac¸a˜o e quantificac¸a˜o de melhorias construtivas no compressor;
• contribui no fornecimento de dados para projeto de elementos de um sistema de
refrigerac¸a˜o;
• auxilia o controle de qualidade durante o processo de fabricac¸a˜o;
• viabiliza a comparac¸a˜o entre dados de fabricantes.
2.3 Caracter´ısticas de Desempenho
Capacidade de refrigerac¸a˜o de um compressor, expressa em watt, e´ o produto
entre treˆs termos: a vaza˜o ma´ssica de refrigerante atrave´s do compressor; a raza˜o entre
os volumes espec´ıficos do refrigerante entrando no compressor, durante o ensaio e o
estabelecido anteriormente ao ensaio; e a diferenc¸a entre as entalpias espec´ıficas do
refrigerante entrando no compressor nas condic¸o˜es ba´sicas espec´ıficas do ensaio e do
refrigerante l´ıquido saturado na temperatura correspondente a` pressa˜o de descarga na
sa´ıda do compressor. Uma representac¸a˜o matema´tica da capacidade de refrigerac¸a˜o e´
apresentada na equac¸a˜o (2.1), pore´m ela pode ser interpretada como a capacidade de





(hg1 − hf1) (2.1)
Onde:
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φ0 capacidade de refrigerac¸a˜o do compressor [W]
qmf vaza˜o ma´ssica de refrigerante [kg/s]
Vga volume espec´ıfico do fluido refrigerante (ga´s) en-
trando no compressor, durante o ensaio
[m3/kg]
Vgl volume espec´ıfico do fluido refrigerante (ga´s)
entrando no compressor, estabelecido anterior-
mente ao ensaio
[m3/kg]
hg1 entalpia espec´ıfica do fluido refrigerante (ga´s)
entrando no compressor nas condic¸o˜es ba´sicas
espec´ıficas de ensaio
[kJ/kg]
hf1 entalpia espec´ıfica do fluido refrigerante l´ıquido
na pressa˜o correspondente a` descarga do com-
pressor nas condic¸o˜es ba´sicas especificas para o
ensaio
[kJ/kg]
Poteˆncia ele´trica ativa consumida, grandeza expressa em watt, e´ a poteˆncia nos
terminais do compressor, composta pela poteˆncia consumida pelo motor e pelos elemen-
tos auxiliares necessa´rios para manter o compressor em operac¸a˜o [8]. Coeficiente de
desempenho e´ calculado pela raza˜o entre a capacidade de refrigerac¸a˜o e a poteˆncia ativa
consumida pelo compressor, sendo assim adimensional [8].
2.4 Bancada de Ensaio de Desempenho
Os ensaios de desempenho devem ser executados em bancadas capazes de repro-
duzir diferentes condic¸o˜es de operac¸a˜o e realizar diversas medic¸o˜es, existindo, portanto,
duas tarefas principais envolvidas: as operac¸o˜es de controle e as operac¸o˜es de medic¸a˜o.
Quanto a`s tarefas de controle, busca-se aplicar uma condic¸a˜o padronizada de ensaio,
sendo assim necessa´rio que a malha de controle seja eficiente, com o intuito de levar
as varia´veis controladas dentro dos limites estabelecidos pela norma. Na figura 2.3 e´
apresentado o diagrama simplificado da bancada de ensaios dispon´ıvel [2].
Os procedimentos para o teste sa˜o gerais para todas as condic¸o˜es de operac¸a˜o.
Uma condic¸a˜o de operac¸a˜o especifica as presso˜es absolutas de succ¸a˜o e descarga, bem
como a temperatura na succ¸a˜o e a frequeˆncia rotacional [6]. Para a execuc¸a˜o de um
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Figura 2.3: Diagrama esquema´tico da bancada de ensaio dispon´ıvel. Adaptado de [1]
ensaio em algum determinado modelo de compressor e´ necessa´rio, enta˜o, estabelecer
as condic¸o˜es de temperatura de condensac¸a˜o e evaporac¸a˜o padronizadas, as quais ira˜o
definir os valores de pressa˜o absoluta de descarga e succ¸a˜o, respectivamente [1].
Para a medic¸a˜o da capacidade de refrigerac¸a˜o e´ necessa´rio o conhecimento da en-
talpia do fluido refrigerante na entrada do compressor e da entalpia espec´ıfica de l´ıquido
saturado na temperatura correspondente a` pressa˜o de descarga na sa´ıda do compressor.
E´ necessa´rio adicionalmente a medic¸a˜o da vaza˜o ma´ssica que circula pelo compressor,
a qual pode ser estimada ou medida diretamente [1]. A norma sugere nove me´todos de
avaliac¸a˜o de vaza˜o ma´ssica, sendo que devem ser executados simultaneamente dois deles
[8]. Os dois me´todos usados na bancada sa˜o apresentados na sequeˆncia [8]:
• Me´todo A - calor´ımetro com fluido secunda´rio: nesse me´todo a vaza˜o ma´ssica e´
estimada a partir da medic¸a˜o do calor trocado no interior do calor´ımetro, mos-
trado na figura 2.3. A pressa˜o de descarga e´ controlada por uma va´lvula situada
imediatamente apo´s o compressor e a de controle da pressa˜o de succ¸a˜o e´ locali-
zada na entrada do calor´ımetro, desempenhando o papel de va´lvula de expansa˜o.
Esse calor´ımetro possui em seu interior uma serpentina, no interior da qual o ga´s
sofre evaporac¸a˜o apo´s deixar a va´lvula. O calor normalmente e´ cedido atrave´s de
um conjunto de resisteˆncias ele´tricas, sendo as fontes que cedem calor posiciona-
das no fundo, mergulhadas num fluido de homogeneizac¸a˜o denominado de fluido
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secunda´rio, cuja condic¸a˜o termodinaˆmica e´ de saturac¸a˜o. A vaza˜o ma´ssica e´ cal-
culada enta˜o, atrave´s do fluxo de calor cedido pela fonte externa, das perdas para
o ambiente e das entalpias de entrada e sa´ıda do calor´ımetro e das temperaturas
externa e interna ao calor´ımetro [8].
• Me´todo F - medic¸a˜o direta da vaza˜o ma´ssica na fase l´ıquida: nesse me´todo um
medidor de vaza˜o ma´ssica e´ conectado na linha de l´ıquido entre o reservato´rio de
l´ıquido e a va´lvula de expansa˜o, mostrados na figura 2.3. Para correta medic¸a˜o, o
fluido refrigerante deve estar totalmente sub-resfriado no ponto de medic¸a˜o.
Para ambos os me´todos de ensaio, ale´m das medic¸o˜es necessa´rias para o ca´lculo da
capacidade de refrigerac¸a˜o, outras varia´veis sa˜o medidas para a completa caracterizac¸a˜o
do compressor. Dentre essas varia´veis de interesse, destacam-se [2]:
• temperatura de descarga do compressor;
• poteˆncia ele´trica ativa consumida pelo compressor;
• corrente ele´trica que alimenta o compressor;
• temperatura da carcac¸a do compressor;
• frequeˆncia rotacional do compressor;
• resisteˆncia de enrolamento do motor ele´trico do compressor (final do ensaio).
Apo´s a partida do compressor, o ensaio deve ocorrer continuamente, enquanto
na˜o for atingido regime permanente, ou seja um per´ıodo no qual os valores de todas
as varia´veis encontrem-se dentro de limites estabelecidos e na˜o apresentem tendeˆncia a
mover-se para fora desses limites de forma definitiva. Enquanto essas condic¸o˜es na˜o se
confirmarem, diz-se que o sistema encontra-se no transito´rio [8].
Os limites de variac¸a˜o impostos pela norma, numa determinada condic¸a˜o de ensaio
sa˜o[8]:
• as leituras de pressa˜o na˜o podem ter variac¸a˜o maior que±1% do valor de refereˆncia;
• as leituras de temperatura na˜o podem ter variac¸a˜o maior do que ±3 K em relac¸a˜o
ao valor de refereˆncia;
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• a frequeˆncia rotacional na˜o pode ter variac¸a˜o maior que ±1% do valor de re-
fereˆncia: limite de variac¸a˜o da tensa˜o de alimentac¸a˜o do compressor e´ de ±3% e
da frequeˆncia ±1% dos valores nominais da placa;
• no me´todo A, no qual o aquecimento ele´trico e´ utilizado, a poteˆncia fornecida aos
resistores de aquecimento deve ser mantida constante com variac¸a˜o ma´xima de
±1% do valor me´dio da u´ltima hora;
• no me´todo F, o valor lido no medidor de vaza˜o ma´ssica na˜o pode exceder o limite
de ±1% do valor me´dio da u´ltima hora.
Os valores de capacidade de refrigerac¸a˜o, poteˆncia ativa consumida pelo compres-
sor e coeficiente de desempenho sa˜o calculados tomando como base a me´dia aritme´tica
dos valores medidos consecutivamente na u´ltima hora de ensaio operando em regime
permanente [8]. Os limites de variac¸a˜o da capacidade de refrigerac¸a˜o, da poteˆncia ativa
consumida pelo compressor e da temperatura do corpo do compressor na˜o sa˜o especifi-
cados em norma, pore´m esses limites sa˜o definidos por especialistas em compressores e
ensaios de desempenho da seguinte forma [1]:
• capacidade de refrigerac¸a˜o: ±2% do valor final de ensaio;
• poteˆncia ele´trica ativa consumida: ±2% do valor final de ensaio;
• temperatura do corpo: ±1 K do valor final de ensaio.
Cap´ıtulo 3
Redes Neurais Artificiais
Neste cap´ıtulo sa˜o abordados diversos conceitos fundamentais para a compreensa˜o
do trabalho, entre eles os conceitos ba´sicos de inteligeˆncia artificial e aprendizado de
ma´quina, com um aprofundamento em redes neurais artificiais, especialmente sobre a
problema´tica do seu treinamento.
3.1 Inteligeˆncia Artificial e Aprendizado de Ma´quina
A inteligeˆncia artificial (IA) engloba na˜o apenas a tarefa de perceber, compreender,
predizer e manipular um universo complexo, mas tambe´m a construc¸a˜o de entidades
inteligentes, que emulem a capacidade do ser humano nessas tarefas. A IA envolve uma
variedade grande de aplicac¸o˜es, partindo do geral, como o aprendizado e a percepc¸a˜o,
ate´ os espec´ıficos, como provar teoremas matema´ticos [21], jogar xadrez [22], dirigir um
carro [23] ou diagnosticar doenc¸as [24]. Devido a isso, a IA caracteriza-se como um
campo universal [25].
Dentre as diversas tarefas em que a IA e´ aplicada, uma dos mais proeminentes e´
o reconhecimento de padro˜es, que preocupa-se com a descoberta automa´tica de padro˜es
atrave´s do uso de algoritmos de computador, a partir dos quais, podem ser tomadas
deciso˜es como a classificac¸a˜o dos dados em categorias diferentes. O subcampo da IA que
explora a construc¸a˜o e o estudo dos algoritmos capazes de aprender e fazer predic¸o˜es
atrave´s do reconhecimento de padro˜es em conjuntos de dados e´ o aprendizado de ma´quina
[26].
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Uma abordagem de aprendizado de ma´quina geralmente utiliza-se de um conjunto
de treinamento e um vetor de alvos, os quais sa˜o usados para ajustar os paraˆmetros de
um modelo adaptativo. Essa fase e´ definida como a fase de treinamento, ou tambe´m
como fase de aprendizado. Subsequentemente, o modelo treinado podera´ ser usado para
compreender novos exemplos, que ira˜o compor o conjunto de testes. Segundo Bishop
[26, p. 2], “a habilidade de categorizar corretamente novos exemplos que difiram da-
queles usados no treinamento e´ conhecida como generalizac¸a˜o.” Em aplicac¸o˜es pra´ticas,
a variabilidade do vetor de entradas do sistema abrangera´ apenas uma frac¸a˜o de todos
os poss´ıveis vetores de entrada, fazendo com que a capacidade de generalizac¸a˜o torne-se
um dos objetivos centrais de qualquer algoritmo de reconhecimento de padro˜es.
Problemas nos quais o conjunto de dados de treinamento inclui vetores de entrada
juntamente com vetores alvo sa˜o conhecidos como problemas de aprendizado supervi-
sionado. Esse tipo de aprendizado requer a existeˆncia de uma entidade externa, na
figura de um supervisor, que identifique em qual classe do vetor alvo cada exemplo do
conjunto de treinamento e´ corretamente classificado [26]. Os problemas de aprendizado
supervisionado podem ser divididos em duas classes: a classificac¸a˜o e a regressa˜o.
A classificac¸a˜o e´ provavelmente o problema mais estudado dentro do aprendizado
de ma´quina. Na sua forma mais simples, se reduz a` questa˜o: dado o padra˜o x extra´ıdo de
um domı´nio X, qual sera´ o valor estimado para a varia´vel y ∈ {±1}? Por exemplo, dado
um conjunto de fotos de mac¸a˜s e laranjas, identificar se o objeto em questa˜o e´ uma mac¸a˜
ou uma laranja. Esse e´ um problema bina´rio, que pode ser extendido facilmente para a
classificac¸a˜o multiclasse, na qual agora y ∈ {1, . . . , n} pode assumir diferentes valores.
Na figura 3.1.(a) apresenta-se um exemplo de classificac¸a˜o em 3 classes. Nesse caso, a
habilidade de distinguir estrelas de losangos na˜o e´ suficiente para para identificar ambas
corretamente, ja´ que e´ necessa´rio saber tambe´m diferenciar ambos de triaˆngulos[3].
(a) Classificac¸a˜o (b) Regressa˜o
Figura 3.1: Problemas do aprendizado supervisionado. Fonte: Adaptada de [3]
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O outro problema ba´sico do aprendizado de ma´quina e´ a regressa˜o. Nela, o objetivo
e´ estimar o valor real da varia´vel y ∈ R dado um padra˜o x. Um exemplo de regressa˜o pode
ser visto na figura 3.1(b), onde dado um nu´mero de instaˆncias, indicadas pelos pontos
pretos, busca-se uma representac¸a˜o que seja capaz de mapear as pro´ximas observac¸o˜es
de x, seguindo a tendeˆncia apresentada pelas instaˆncias conhecidas[3].
3.2 Redes Neurais Artificiais
A IA apresenta duas grandes linhas de pesquisa: a simbo´lica e a conexionista.
A linha simbo´lica se baseia na lo´gica, na qual a manipulac¸a˜o simbo´lica de um grande
nu´mero de fatos especializados sobre um domı´nio restrito e´ o paradigma para a cons-
truc¸a˜o de sistemas inteligentes do tipo simbo´lico[27]. Acerca da linha conexionista,
segundo Bittencourt[27, p. 309], “o conexionismo e´ uma das duas grandes linhas de
pesquisa da IA e tem por objetivo investigar a possibilidade de simulac¸a˜o de comporta-
mentos inteligentes atrave´s de modelos baseados na estrutura e funcionamento do ce´rebro
humano”. A linha conexionista surgiu nos primo´rdios da IA e teve seu renascimento na
de´cada de 80 do se´culo XX devido a diversos fatores, entre eles, o melhor conhecimento
da estrutura real do ce´rebro, melhores algoritmos de treinamento e disponibilidade de
computadores poderosos.
Dentro dessa linha, as redes neurais apresentam caracter´ısticas interessantes no
aˆmbito da soluc¸a˜o de problemas, podendo destacar-se[27, 28]:
• robustez, devido a` imunidade ao ru´ıdo. Apesar de ter seu desempenho afetado
pela presenc¸a de informac¸o˜es falsas ou a auseˆncia de informac¸o˜es verdadeiras, na˜o
entra em colapso como e´ o caso de programas convencionais;
• capacidade de aprender atrave´s de exemplos e de generalizar esse aprendizado;
• bom desempenho em tarefas mal definidas, nas quais porventura falte conheci-
mento expl´ıcito sobre como encontrar uma soluc¸a˜o;
• na˜o requerem conhecimento de modelos matema´ticos dos domı´nios de aplicac¸a˜o;
• possibilidade de simulac¸a˜o de racioc´ınio a priori e impreciso, atrave´s da associac¸a˜o
com a lo´gica fuzzy, bayes e outros.
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Devido a essas caracter´ısticas, as redes neurais apresentam aplicac¸o˜es em domı´nios
como o reconhecimento de padro˜es, processamento de sinais, progno´stico de varia´veis,
diagno´stico de falhas, identificac¸a˜o e controle de processos, dentre outros.
3.2.1 Modelo Geral do Neuroˆnio
A unidade fundamental de processamento de informac¸a˜o para a operac¸a˜o de uma
rede neural e´ o neuroˆnio. O modelo neural apresenta treˆs elementos ba´sicos: um conjunto
de pesos sina´pticos, um somador e uma func¸a˜o de ativac¸a˜o, mostrados na figura 3.2 [4].
Figura 3.2: Modelo geral do neuroˆnio. Fonte [4]
Os pesos sina´pticos armazenam grande parte do conhecimento do neuroˆnio. Esses
pesos sina´pticos sa˜o responsa´veis por ponderar as informac¸o˜es que entram no neuroˆnio,
que sera˜o somadas no elemento somador. O paraˆmetro bias, aplicado externamente, e´
obtido durante a fase de aprendizado da rede. A func¸a˜o de ativac¸a˜o f(·) determina o
grau de ativac¸a˜o do neuroˆnio.





yk = f(uk + bk) (3.2)
onde:
• x1, x2, ..., xm sa˜o os sinais de entrada;
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• wk1, wk2, ..., wkm sa˜o os pesos sina´pticos do neuroˆnio k;
• uk e´ o resultado da soma das entradas, ponderadas pelos pesos sina´pticos;
• bk e´ o bias;
• vk e´ a sa´ıda do elemento somador, contendo a soma das entradas ponderadas e o
bias bk;
• f(·) e´ a func¸a˜o de ativac¸a˜o;
• yk e´ o sinal de sa´ıda do neuroˆnio.
A func¸a˜o de transfereˆncia f(·), presente em todos os neuroˆnios, e´ usada para limitar
a sa´ıda do neuroˆnio a um valor adequado ao problema. Existem diversas func¸o˜es que
podem ser utilizadas, sendo algumas mais adequadas a` classificac¸a˜o e outras adequadas
a` regressa˜o. Na figura 3.3 sa˜o mostradas as func¸o˜es de ativac¸a˜o geralmente usadas.
A func¸a˜o linear e´ usada geralmente na camada de sa´ıda em problemas de regressa˜o,
nos quais a sa´ıda pode apresentar valores cont´ınuos. Ja´ a func¸a˜o log´ıstica e tangente
hiperbo´lica sa˜o usadas nas demais camadas, em problemas de regressa˜o, e em todas as
camadas na classificac¸a˜o.
Figura 3.3: Func¸o˜es de ativac¸a˜o comuns. Adaptado de [5]
3.2.2 Arquitetura das Redes Neurais
As estruturas de redes sa˜o, em geral, divididas em treˆs classes de arquiteturas
fundamentalmente diferentes: rede feedforward de camada u´nica, rede feedforward mul-
ticamadas e rede recorrente. Elas se diferem pela existeˆncia de camadas que na˜o sa˜o
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de entrada nem sa´ıda, denominadas camadas ocultas, e pela alimentac¸a˜o, para adiante
(feedforward) ou recorrente. Na figura 3.4 sa˜o apresentadas as arquiteturas dessas treˆs
classes de redes.
(a) Rede feedforward de ca-
mada u´nica com treˆs neuroˆnios
de sa´ıda.
(b) Rede feedforward multica-
madas com treˆs neuroˆnios es-
condidos e dois neuroˆnios de
sa´ıda.
(c) Rede recorrente com um
lac¸o de atraso.
Figura 3.4: Exemplos de topologias de redes neurais
A estrutura mais simples e´ a rede feedforward de camada u´nica, mostrada na figura
3.4(a), a qual na˜o apresenta realimentac¸o˜es, sendo enta˜o ac´ıclica, e apresentando apenas
uma camada, a camada de sa´ıda. A segunda classe consiste em redes feedforward multi-
camadas (multilayer perceptron), apresentada na figura 3.4(a), as quais sa˜o alimentadas
para frente e apresentam uma ou mais camadas ocultas. A presenc¸a de camadas ocultas
confere a habilidade de s´ıntese de informac¸o˜es de maior complexidade. A terceira classe
fundamental consiste nas redes recorrentes, que diferente das anteriores possui algum
lac¸o de realimentac¸a˜o. Essa realimentac¸a˜o pode partir tanto de uma camada oculta
quanto da camada de sa´ıda. Tal realimentac¸a˜o confere a` rede a habilidade de modelar
sistemas dinaˆmicos, em contraste com as redes alimentadas para frente, as quais sa˜o
capazes de modelar, tipicamente, apenas sistemas esta´ticos [4].
3.2.3 Aprendizado em Redes Neurais
A habilidade de sintetizar conhecimentos a partir do seu ambiente e de melhorar
o seu desempenho, de importaˆncia primordial para uma rede neural, se da´ atrave´s da
aprendizagem. Segundo Haykin [4, p. 75], “aprendizagem e´ um processo pelo qual os
paraˆmetros livres de uma rede neural sa˜o adaptados atrave´s de um processo de esti-
mulac¸a˜o pelo ambiente no qual a rede esta´ inserida”. O que ira´ diferenciar os tipos de
aprendizagem e´ a forma na qual a modificac¸a˜o dos paraˆmetros ocorrera´.
Cap´ıtulo 3. Redes Neurais 21
O aprendizado de uma rede neural acerca de seu ambiente ocorre atrave´s de um
processo iterativo de ajustes aplicado a seus pesos sina´pticos e bias. Inicialmente, a rede
neural recebe um est´ımulo do ambiente e atrave´s do processo de ajuste de pesos, modifica
seus paraˆmetros livres. Como resultado, a rede passa a responder de uma maneira nova
ao ambiente, em decorreˆncia das modificac¸o˜es ocorridas na sua estrutura interna[4].
Essa modificac¸a˜o interna em resposta aos est´ımulos do ambiente e´ obtida atrave´s
de algoritmos de treinamento, os quais, atrave´s de um conjunto pre´-definido de regras,
solucionam o problema de aprendizagem. Os me´todos comuns de aprendizagem sa˜o:
por correc¸a˜o de erro, baseada em memo´ria, hebbiana, competitiva e de Boltzmann. No
contexto deste trabalho sera´ dada eˆnfase ao aprendizado por correc¸a˜o de erro, em especial
ao algoritmo de retropropagac¸a˜o (backpropagation), o qual foi utilizado no treinamento
das redes empregadas[4].
O algoritmo da retropropagac¸a˜o, apresentado em detalhes em [29], se da´ atrave´s
de va´rias etapas. Na primeira, inicializa-se a rede com pesos iniciais aleato´rios e enta˜o
apresenta-se a` mesma um exemplo, com o qual e´ calculada a sa´ıda da rede, que e´ compa-
rada a` sa´ıda desejada para a obtenc¸a˜o do erro. Na etapa subsequente, sa˜o atualizados os
valores sina´pticos de forma a minimizar o erro, podendo ser usados diversos algoritmos
de minimizac¸a˜o do erro. A seguir, calcula-se o erro da sa´ıda para a penu´ltima camada e
assim por diante, propagando o erro para tra´s. Por fim, apresenta-se um novo exemplo
do conjunto de treinamento e repete-se todo o processo ate´ que uma condic¸a˜o de parada
seja alcanc¸ada. Podem ser usados como crite´rio de parada o tamanho do erro, o gradi-
ente do me´todo de minimizac¸a˜o ou tambe´m o desempenho da rede para um conjunto de
validac¸a˜o [29].
Esse algoritmo pode realizar o aprendizado por e´poca, no qual ele passa por parte,
ou todo o conjunto de treinamento, antes de realizar a atualizac¸a˜o dos pesos. Para essa
forma de treinamento e´ necessa´rio que todos os dados de treinamento estejam dispon´ıveis
ao mesmo tempo, para serem usados em um nu´mero de e´pocas, ate´ a obtenc¸a˜o do desem-
penho desejado. Outra forma de aprendizado e´ o por padra˜o, no qual cada propagac¸a˜o do
erro e´ seguida imediatamente por uma atualizac¸a˜o dos pesos, e o conjunto de padro˜es
e´ esta´tico e apresentado de forma aleato´ria, com o objetivo de reduzir a chance de o
algoritmo ficar preso em um mı´nimo local[4].
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3.2.4 Retreinamento
O problema de sintetizar conhecimento em um ambiente dinaˆmico representa uma
grande dificuldade para sistemas baseados no aprendizado. Questo˜es envolvendo deriva
conceitual (o conceito a ser aprendido varia com o tempo) e aprendizado sequencial (a
informac¸a˜o e´ obtida em episo´dios separados no tempo) esta˜o diretamente associadas
ao dilema da estabilidade/plasticidade, no qual ambas as caracter´ısticas sa˜o desejadas,
mas encontram-se em conflito direto. Isso decorre do fato que, idealmente, o modelo
desenvolvido pelo aprendizado deveria ser esta´vel o suficiente para preservar informac¸o˜es
importantes durante novos aprendizados, mas suficientemente pla´stico para incorporar
novas informac¸o˜es[30].
Esse problema e´ descrito como uma limitac¸a˜o fundamental do tipo de arquitetura
distribu´ıda das redes neurais e leva a uma manifestac¸a˜o radical conhecida como esque-
cimento catastro´fico. Nesse fenoˆmeno, o processo de aprendizado de novos padro˜es cor-
rompe e ate´ elimina subitamente o conhecimento previamente aprendido pela rede. Tal
manifestac¸a˜o acontece pelo fato de o conhecimento estar armazenado e compartilhado
em um conjunto singular de pesos sina´pticos. O uso deles, como um meio para codificar
informac¸o˜es, leva a maioria dos modelos de redes neurais a` excessiva plasticidade. Esse
problema e´ uma das razo˜es que faz com que os algoritmos t´ıpicos de treinamento de
redes neurais sejam baseados no aprendizado concorrente, no qual toda a populac¸a˜o de
exemplos de treinamento e´ apresentada e treinada como uma entidade u´nica e completa.
Esse treinamento e´ realizado em apenas uma etapa e enta˜o finalizado [31].
Diversas abordagens visando reduzir ou ate´ eliminar o problema do esquecimento
catastro´fico foram desenvolvidas. Dentre as te´cnicas existentes, podem-se citar os que
buscam a reduc¸a˜o da sobreposic¸a˜o do conhecimento, por meio da separac¸a˜o entre o novo
aprendizado de aprendizados antigos ou de modelos distribu´ıdos, e os que realizam um
reaprendizado de padro˜es antigos[31]. Quanto ao reaprendizado, va´rios autores ja´ estu-
daram diversas abordagens, entre elas va´rias formas de mistura entre padro˜es antigos e
novos, que, como esperado, resultam numa reduc¸a˜o do esquecimento catastro´fico. Outra
abordagem nota´vel e´ a te´cnica de pseudopadro˜es (pseudopatterns) para reaprendizado,
a qual e´ u´til quando nenhum dos padro˜es originais se encontra dispon´ıvel. Nela, atrave´s
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da alimentac¸a˜o da rede com entradas escolhidas seguindo alguma distribuic¸a˜o de pro-
babilidade, sa˜o gerados pseudopadro˜es, os quais, junto ao novo padra˜o, sa˜o usados no
retreinamento da rede neural[30].
3.2.5 Comiteˆ de Redes Neurais
Segundo Haykin[4, p. 385],“de acordo com o princ´ıpio de dividir e conquistar,
uma tarefa computacional complexa e´ resolvida dividindo-a em um nu´mero de tarefas
computacionais simples e, enta˜o, combinando as soluc¸o˜es destas tarefas”. Essa estrate´gia
e´ implementada, na aprendizagem supervisionada, atrave´s da distribuic¸a˜o da tarefa de
aprendizagem entre um conjunto de ferramentas de inteligeˆncia artificial, denominados
especialistas. Essa combinac¸a˜o de especialistas e´ denominada Ma´quina de Comiteˆ.
As ma´quinas de comiteˆ sa˜o aproximadores universais, podendo ser classificadas
em duas grandes categorias: as esta´ticas e as dinaˆmicas. As estruturas esta´ticas corres-
pondem a`s ma´quinas de comiteˆ cuja resposta dos va´rios previsores e´ combinada por um
mecanismo que na˜o envolve o sinal de entrada. Essa combinac¸a˜o pode ser obtida atrave´s
da me´dia de ensemble, na qual as sa´ıdas dos previsores sa˜o combinadas linearmente, ou
atrave´s do reforc¸o (boosting), em que um algoritmo fraco de aprendizagem e´ convertido
em um algoritmo que alcanc¸a alta precisa˜o. Ja´ as estruturas dinaˆmicas apresentam o
envolvimento do sinal de entrada no mecanismo que integra as sa´ıdas dos especialistas[4].
A melhora no desempenho final, obtida por meio da combinac¸a˜o das sa´ıdas dos
especialistas, adve´m das diferenc¸as de tipo, paraˆmetros, representac¸o˜es, conjuntos de
treinamentos, algoritmos, entre outras. Essas variac¸o˜es fazem com que o problema de
aprendizagem seja resolvido de maneiras diferentes, resultando em soluc¸o˜es distintas
para o mesmo problema. Ao combinarmos essas soluc¸o˜es, as deficieˆncias individuais
podem se compensar, resultando em um especialista melhor[4].
Na me´dia de ensemble, a integrac¸a˜o das respostas dos especialistas e´ obtida pela
me´dia simples dos especialista, em exemplos de regressa˜o, ou pela votac¸a˜o simples,
em exemplos de classificac¸a˜o. Em [32], e´ mostrado o o erro quadra´tico do comiteˆ,
mesmo para especialistas correlacionados, obtido por me´dia de ensemble, e´ sempre igual
ou menor que o erro quadra´tico pior dos membros do comiteˆ. Em outras palavras,
mesmo que os membros do comiteˆ tenham um desempenho bom, uma ma´quina de
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comiteˆ tera´ um desempenho, no pior dos casos igual ao desempenho do pior especialista.
Adicionalmente, e´ mostrado que a partir da reduc¸a˜o na correlac¸a˜o entre os especialistas,
a capacidade de generalizac¸a˜o do sistema combinado e´ melhorado, justificando a busca
por me´todos que reduzam a correlac¸a˜o entre os especialistas.
As ma´quinas esta´ticas treinadas a partir do reforc¸o (boosting) teˆm como carac-
ter´ıstica o treinamento de especialistas fracos (com desempenho pouco superior a 50%),
mas que sa˜o complementares, por base no treinamento do especialista considerando o
erro dos especialistas anteriores. Existem treˆs me´todos para a implementac¸a˜o dessa
estrate´gia: filtragem, subamostragem e reponderac¸a˜o. Na filtragem, e´ utilizada uma
grande fonte de exemplos que podem ser usados ou descartados durante o treinamento.
Na subamostragem, um conjunto de treinamento de tamanho fixo e´ reamostrado durante
o treinamento, de acordo com uma distribuic¸a˜o de probabilidade. Por fim, na repon-




para Gerac¸a˜o de Infereˆncias e
Progno´sticos
No presente cap´ıtulo e´ apresentada a implementac¸a˜o de ferramentas para a in-
fereˆncia de regime permanente e progno´stico da capacidade mais confia´veis em soft-
ware de bancada para ensaios de desempenho de compressores herme´ticos. Essas fer-
ramentas compo˜em um conjunto de atualizac¸o˜es do software de gerac¸a˜o de infereˆncias
e progno´sticos baseadas em algoritmos de inteligeˆncia artificial, que foram desenvolvi-
das e validadas em trabalhos anteriores[1, 6]. Para a utilizac¸a˜o dessas ferramentas na
bancada de ensaios sa˜o necessa´rias a implementac¸a˜o e integrac¸a˜o das ferramentas no
software superviso´rio da mesma.
O cap´ıtulo inicia com a caracterizac¸a˜o geral das ferramentas de infereˆncia de regime
permanente e progno´stico previamente desenvolvidas. Na sec¸a˜o 4.2 e´ caracterizado o
software original e sa˜o apresentadas as redes neurais projetadas para o progno´stico da
capacidade de refrigerac¸a˜o, bem como uma ana´lise do desempenho do sistema. Na
sec¸a˜o 4.3 e´ apresentada a implementac¸a˜o de ferramentas e me´todos para a melhoria
da confiabilidade do sistema. Inicialmente e´ abordado o banco de dados com valores
t´ıpicos das varia´veis de interesse para compressores em diversas condic¸o˜es de ensaio. Na
sec¸a˜o 4.3.2 e´ discutida a implementac¸a˜o do comiteˆ de redes neurais e na sec¸a˜o 4.2.3 a
ferramenta de ana´lise do comportamento do comiteˆ de redes. Por fim, na sec¸a˜o 4.4 e´
25
Cap´ıtulo 4. Ferramentas para Gerac¸a˜o de Infereˆncias e Progno´sticos 26
apresentado um quadro comparativo da evoluc¸a˜o do desempenho do sistema durante as
diversas etapas de implementac¸a˜o do software.
4.1 Sistema de Infereˆncia e Progno´stico de Capacidade de
Refrigerac¸a˜o
A tarefa de inferir regime permanente e, posteriormente, gerar um progno´stico
acerca das varia´veis sob ensaio foi fonte de diversos trabalhos na linha de pesquisa do
Labmetro. Abordagens que utilizam redes neurais foram apresentadas por Henklein [2],
Steinbach [15] e Lima [6]. Uma abordagem que utiliza redes fuzzy-bayesianas para a
infereˆncia de regime foi apresentada por Casella [16]. O trabalho de Penz [1] definiu
me´todos e procedimentos para melhoria e garantia de confiabilidade dos resultados.
Nos trabalhos que exploraram a utilizac¸a˜o de redes neurais foram consolidados
diversos aspectos do projeto dessas ferramentas, como o tipo da rede, varia´veis de entrada
e seu preprocessamento, arquitetura da rede e algoritmos de treinamento. Com isso,
obteve-se ao final do trabalho de Lima [6] uma ferramenta completa, composta por duas
redes neurais para ana´lise de cada varia´vel de interesse (capacidade de refrigerac¸a˜o,
poteˆncia ele´trica ativa consumida e coeficiente de desempenho), a qual e´ explicada em
detalhes na sec¸a˜o 4.2.
Essa ferramenta foi implantada no software da bancada de ensaios de desempe-
nho, com a finalidade de gerar resultados, os quais foram utilizados na avaliac¸a˜o da
ferramenta. A partir dessa implementac¸a˜o, foi poss´ıvel gerar relato´rios de ensaios rea-
lizados de forma completa, os quais apresentam: identificac¸a˜o completa do compressor
e condic¸o˜es de teste; valores finais das grandezas de interesse; tempos relativos a`s in-
fereˆncias de regime; progno´sticos e respectivos erros para cada uma das grandezas.
Atrave´s desses dados gerados pelos relato´rios dos ensaios completos, foram apre-
sentados por Penz[1] me´todos e procedimentos capazes de integrar as informac¸o˜es de
infereˆncia e progno´stico e agregar confiabilidade a`s ferramentas.
No escopo deste trabalho, foi realizada a adaptac¸a˜o da ferramenta de infereˆncia e
progno´stico de capacidade de refrigerac¸a˜o que integra o software da bancada de ensaios,
com o objetivo de implementar os me´todos e procedimentos apresentados por Penz[1].
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4.2 Caracterizac¸a˜o do Sistema Original
A ferramenta original, consolidada por Lima[6], consiste em um sistema composto
por va´rios mo´dulos neurais, com o objetivo de integrar o software superviso´rio de uma
bancada de ensaios de desempenho. Essa ferramenta foi desenvolvida em Labview, lin-
guagem de programac¸a˜o visual, modularizada, orientada a fluxo de dados[33]. Cada
mo´dulo e´ responsa´vel por gerar infereˆncias de regime e, posteriormente, um progno´stico,
para cada varia´vel de interesse (capacidade de refrigerac¸a˜o, poteˆncia ele´trica ativa con-
sumida e coeficiente de desempenho). Na figura 4.1 e´ apresentado um diagrama es-
quema´tico da estrutura do sistema.
Figura 4.1: Sistema neural original. Adaptado de [6]
Cada mo´dulo neural e´ composto por duas redes neurais, sendo a primeira res-
ponsa´vel pela infereˆncia do regime permanente da varia´vel e a segunda responsa´vel pelo
progno´stico do valor final do ensaio.
A ferramenta de infereˆncia do regime e´ responsa´vel por diferenciar o per´ıodo de
regime transito´rio do per´ıodo de regime permanente. E´ importante ressaltar que os
valores finais de ensaio na˜o sa˜o previamente conhecidos, dado que para cada grandeza
de interesse o valor final e´ calculado pela me´dia das medidas da u´ltima hora de ensaio,
assim como os limites que definem se o valor esta´ em regime permanente. Na figura 4.2 e´
apresentado um exemplo do comportamento da varia´vel capacidade de refrigerac¸a˜o, com
o valor final do ensaio e os limites de avaliac¸a˜o de regime permanente (±2%), obtidos
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atrave´s do valor final. O comportamento desejado para a ferramenta de infereˆncia e´
mostrado na figura 4.2, que consiste na mudanc¸a de estado no momento exato de entrada
de regime.
(a) Capacidade de Refrigerac¸a˜o
(b) Resposta Desejada
Figura 4.2: Exemplo do comportamento da rede de infereˆncia de regime.
A ferramenta de progno´stico entra em execuc¸a˜o no instante em que e´ inferido
o regime permanente. Ela e´ responsa´vel por gerar um progno´stico do valor final da
varia´vel de interesse, a partir dos valores conhecidos no instante em que foi inferido o
regime permanente. No exemplo mostrado na figura 4.2, a ferramenta seria acionada
no minuto 43, instante em que a ferramenta de infereˆncia de regime troca de estado,
e deveria retornar um progno´stico, o mais pro´ximo poss´ıvel do valor final do ensaio
(200,2 W) para a capacidade de refrigerac¸a˜o.
O mo´dulo responsa´vel pela varia´vel capacidade de refrigerac¸a˜o e´ mostrado no
diagrama de blocos da figura 4.3. Nele e´ poss´ıvel observar o fluxo de informac¸a˜o entre
as operac¸o˜es principais do mo´dulo. Ele e´ executado para cada amostra adquirida pelo
software superviso´rio da bancada de ensaios, retornando, para cada amostra, se foi
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inferido o regime e o progno´stico da capacidade de refrigerac¸a˜o, caso tenha sido inferido
regime.
Figura 4.3: Diagrama de blocos do mo´dulo neural capacidade.
O in´ıcio do funcionamento e´ controlado pelo software superviso´rio, atrave´s da
entrada de controle “Inicia/Finaliza Ensaio”. Tal informac¸a˜o e´ essencial para limpar os
buffers dos mo´dulos neurais e estabelecer os tempos de in´ıcio e fim de ensaio.
As varia´veis de entrada sa˜o obtidas atrave´s das varia´veis adquiridas do processo e
enviadas ao sistema neural via computador superviso´rio. Sa˜o adquiridas do processo a
poteˆncia ele´trica ativa consumida, a pressa˜o de succ¸a˜o, a vaza˜o ma´ssica e a temperatura
do corpo do compressor. Ja´ a capacidade de refrigerac¸a˜o e´ calculada de acordo com os
me´todos implementados na bancada.
No bloco normalizac¸a˜o das varia´veis de entrada, os valores de capacidade ins-
tantaˆnea e temperatura de corpo sa˜o convertidos para valores normalizados. Tal nor-
malizac¸a˜o busca inserir robustez ao sistema, ao eliminar a variabilidade decorrente do
modelo de compressor. A variac¸a˜o absoluta das varia´veis do ensaio para compressores
de 200 W e´ mais acentuada que para um modelo de 50 W, sendo interessante, para
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o sistema, abstrair as diferenc¸as inerentes ao tamanho do compressor, usando valores
relativos. Esse procedimento e´ feito em relac¸a˜o a valores t´ıpicos das varia´veis. Para
isso, os compressores sa˜o divididos em treˆs grupos, inspirados na divisa˜o definida pela
fabricante de compressores. Sa˜o eles:
• compressores grandes: 175 W a 265 W (valor me´dio = 220,0 W);
• compressores me´dios: 100 W a 175 W (valor me´dio = 137,5 W);
• compressores pequenos: ate´ 100 W (valor me´dio = 50,0 W).
Nas subsec¸o˜es 4.2.1 e 4.2.2 sa˜o caracterizadas as redes neurais para infereˆncia de
regime e para o progno´stico da capacidade de refrigerac¸a˜o.
4.2.1 Rede Neural para Infereˆncia de Regime Permanente
A rede neural para infereˆncia de regime apresenta a arquitetura mostrada na tabela
4.1. O treinamento foi realizado pelo algoritmo de otimizac¸a˜o Levenberg-Marquardt e a
func¸a˜o de erro avaliada no treinamento foi a soma quadra´tica dos erros. Em todas as
etapas do processo de treinamento foi utilizado o toolbox de redes neurais do software
Matlab[5].
Tabela 4.1: Arquitetura das redes neurais para infereˆncia de regime.
As entradas da rede sa˜o mostradas na figura 4.4. Elas sa˜o geradas pelo pre´-
processamento das varia´veis de entrada do mo´dulo, sendo elas a capacidade de refri-
gerac¸a˜o, a temperatura do corpo do compressor e a pressa˜o de succ¸a˜o. Sa˜o utilizadas
va´rias me´dias e derivadas, com o objetivo de capturar os aspectos dinaˆmicos do sistema.
E´ importante lembrar que essas varia´veis passam por um processo de normalizac¸a˜o,
antes do pre´-processamento do conjunto de entradas da rede.
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Figura 4.4: Entradas da rede de infereˆncia de regime da capacidade.
A sa´ıda da rede, t´ıpica de uma tarefa de classificac¸a˜o bina´ria, varia entre os valores
zero e um. O n´ıvel zero e´ atribu´ıdo para o per´ıodo transito´rio, ja´ o n´ıvel um para o
per´ıodo de regime permanente.
4.2.2 Rede Neural para Progno´stico da Capacidade de Refrigerac¸a˜o
A rede neural para progno´stico da capacidade de refrigerac¸a˜o apresenta a arqui-
tetura mostrada na tabela 4.2. Assim como a rede anterior, o treinamento foi realizado
pelo algoritmo de otimizac¸a˜o Levenberg-Marquardt e a func¸a˜o de erro avaliada no treina-
mento foi a soma quadra´tica dos erros. Em todas as etapas do processo de treinamento
foi utilizado o toolbox de redes neurais do software Matlab[5].
Tabela 4.2: Arquitetura da rede para progno´stico da capacidade.
Para o progno´stico da capacidade de refrigerac¸a˜o sa˜o usadas pela rede as entradas
mostradas na figura 4.5. Para constituir o conjunto de entradas sa˜o empregados apenas
os valores pre´-processados da pro´pria capacidade de refrigerac¸a˜o, ja´ normalizada. Esse
pre´-processamento sintetiza o comportamento dinaˆmico do ensaio nos instantes pro´ximos
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a` entrada em regime, fazendo com que a rede seja capaz de relacionar essa dinaˆmica ao
valor final que o ensaio atingiria.
Figura 4.5: Entradas da rede para progno´stico da capacidade.
A sa´ıda da rede, t´ıpica de uma tarefa de regressa˜o, e´ um valor cont´ınuo, ja´ que
a func¸a˜o de ativac¸a˜o do neuroˆnio de sa´ıda e´ linear. Esse valor representa uma capaci-
dade de refrigerac¸a˜o normalizada, devendo enta˜o ser convertido utilizando-se os valores
referentes ao grupo do compressor, operac¸a˜o inversa a` normalizac¸a˜o.
Esse software apresenta ainda o bloco, apresentado no diagrama como VMC/CAP,
responsa´vel por monitorar o progno´stico da capacidade de refrigerac¸a˜o. Esse monitora-
mento faz com que o progno´stico seja aceito como va´lido apenas se ele estiver dentro de
uma faixa, calculada a partir do valor instantaˆneo da capacidade de refrigerac¸a˜o. Essa
tarefa pode ser entendida como uma verificac¸a˜o entre as respostas da rede de infereˆncia
e progno´stico, ja´ que se o progno´stico apresentar um valor fora da faixa de 2%, acima
ou abaixo da capacidade instantaˆnea, ou a infereˆncia de regime foi no instante errado,
ou o progno´stico apresenta erro grande.
4.2.3 Ana´lise de Resultados
Com o aux´ılio dos dados obtidos atrave´s dos relato´rios gerados pelo software, em
operac¸a˜o real, foi poss´ıvel analisar a qualidade das infereˆncias de regime e progno´sticos
da capacidade de refrigerac¸a˜o. Com um conjunto de 201 ensaios completos, contem-
plando uma ampla gama de compressores e condic¸o˜es termodinaˆmicas de ensaio, foram
averiguadas diversas me´tricas para a caracterizac¸a˜o da resposta, entre elas a quanti-
dade de ensaios com infereˆncia do regime e o histograma do erro percentual entre o
progno´stico e o valor final do ensaio.
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Quanto a` quantidade de infereˆncias, 171 ensaios apresentaram infereˆncia, enquanto
30 na˜o apresentaram, isto e´, 14,9% dos ensaios. Como apenas nos ensaios em que ocorre
a infereˆncia do regime ha´ o ganho de tempo, evidencia-se a importaˆncia da melhora na
quantidade de infereˆncias.
Na figura 4.6, e´ mostrado o histograma do erro percentual, calculado entre o
progno´stico da capacidade e o valor final do ensaio, para os 171 ensaios va´lidos (que
apresentaram infereˆncia). E´ poss´ıvel notar que uma quantidade significativa de ensaios
apresentou progno´stico fora dos limites desejados, de ±2%, equivalendo a 48 dos 171
ensaios, cerca de 30% dos ensaios va´lidos.
Figura 4.6: Erro percentual.
4.3 Implementac¸a˜o de Ferramentas Para Incremento da
Confiabilidade
A ana´lise do comportamento do software de gerac¸a˜o de infereˆncias e progno´sticos
atrave´s dos relato´rios gerados pelo pro´prio software em testes reais possibilitou a ava-
liac¸a˜o da ferramenta e o desenvolvimento de ferramentas e me´todos para o incremento
da confiabilidade das te´cnicas usadas no software[1]. Foi constatada a necessidade de
ocorreˆncia de infereˆncia numa quantidade significativa de ensaios, ja´ que ela garante
ganhos substanciais de tempo.
Quanto a` qualidade das infereˆncias, o trabalho de Penz[1] observou que uma quan-
tidade significativa de ensaios apresenta infereˆncia fora da regia˜o pretendida, de ±2%.
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Para melhorar os resultados obtidos e encaminhar confiabilidade foram propostas por
Penz[1], e implementadas no software pelo autor, as seguintes estrate´gias:
• utilizac¸a˜o de banco de dados para valores t´ıpicos de capacidade de refrigerac¸a˜o e
temperatura de corpo para as diversas condic¸o˜es de ensaio;
• aperfeic¸oamento das redes neurais artificiais, atrave´s da implementac¸a˜o de comiteˆs
de redes neurais.
Na sec¸a˜o 4.3.1 e´ detalhada a implementac¸a˜o da consulta ao banco de dados de
valores t´ıpicos.
4.3.1 Implementac¸a˜o da Consulta por Valores T´ıpicos
Uma das caracter´ısticas desejadas para o sistema de gerac¸a˜o de infereˆncias e
progno´sticos e´ a robustez, ja´ que a bancada de ensaios de desempenho e´ utilizada para
o controle de qualidade dos lotes, para gerac¸a˜o de informac¸o˜es de catalogac¸a˜o e para
avaliac¸a˜o de melhorias em projetos de pesquisa e desenvolvimento. Isso, somado a`s va-
riac¸o˜es no comportamento dinaˆmico entre as bancadas, decorrente principalmente das
variac¸o˜es no ajuste do controle da mesma, resulta em um sistema cuja dinaˆmica pode
apresentar sens´ıveis variac¸o˜es.
Uma das estrate´gias usadas para minimizar esse problema, no sistema original, foi
a subdivisa˜o dos modelos de compressores em treˆs classes, utilizando a divisa˜o usada pelo
fabricante. Essa subdivisa˜o tem como objetivo reduzir a influeˆncia associada a` variac¸a˜o
de modelos testados, decorrentes da variac¸a˜o do tamanho, na robustez do sistema. Ao
usarmos essa subdivisa˜o como paraˆmetro durante a normalizac¸a˜o, o sistema retiraria do
seu modelo os ganhos de capacidade e temperatura do corpo associados ao tamanho do
compressor.
Em [1] foi elaborada uma estrate´gia para substituir essa subdivisa˜o por uma opc¸a˜o
que considere outros fatores, buscando utilizar na etapa de normalizac¸a˜o valores referen-
tes a cada modelo de compressor, nas diversas condic¸o˜es de ensaio. Para isso foi criado
um banco de dados composto de valores t´ıpicos para a capacidade de refrigerac¸a˜o e tem-
peratura do corpo de compressores em ensaios de desempenho. Esse banco de dados e´
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formado pela identificac¸a˜o desses valores t´ıpicos em um conjunto de ensaios dispon´ıveis.
Os ensaios foram divididos atrave´s das seguintes caracter´ısticas: modelo do compres-
sor, tensa˜o de alimentac¸a˜o, frequeˆncia de alimentac¸a˜o; rotac¸a˜o (quando compressor de
capacidade varia´vel); condic¸a˜o termodinaˆmica de ensaio.
A consulta ao banco de dados foi implementada na etapa de normalizac¸a˜o das
varia´veis de entrada, como mostrado em destaque na figura 4.7. O software, usando
dados de cada compressor na condic¸a˜o espec´ıfica do ensaio, passa a utilizar na entrada
das redes neurais valores numa faixa bem estabelecida. Ao inve´s de variar entre 0 W
e a capacidade final t´ıpica daquele modelo, o sistema passa a trabalhar, para um com-
pressor t´ıpico do modelo, na faixa entre 0 W e 100 W. Com isso, cabe a` rede apenas
identificac¸a˜o da dinaˆmica do ensaio, abstraindo as peculiaridades inerentes aos modelos
de compressores.
Figura 4.7: Diagrama de blocos do sistema com consulta a valores t´ıpicos.
Um conjunto de testes contendo 201 ensaios completos, de va´rios modelos de
compressores em diversas condic¸o˜es de ensaio, foi usado para avaliar o desempenho
do sistema. O histograma do erro percentual, entre o progno´stico da capacidade de
refrigerac¸a˜o e a capacidade medida no ensaio, e´ mostrado na figura 4.8.
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Figura 4.8: Erro percentual.
A distribuic¸a˜o do erro percentual apresentou melhora, sendo que a quantidade de
ensaios dentro da faixa desejada, de ±2%, aumentou de 71% para 90%. Houve uma
melhora significativa no nu´mero de ensaios em que o sistema na˜o apresenta infereˆncia,
diminuindo de 30 para 7 ensaios. Por sua vez, o tempo me´dio ate´ a infereˆncia aumentou
de 41 minutos para 69 minutos, o que a primeira vista e´ indesejado, mas que justifica-se
pelo fato do sistema original apresentar muitas infereˆncias precoces que levam a erros
em muitos casos.
4.3.2 Implementac¸a˜o dos Comiteˆs de Redes Neurais
Com o intuito de melhorar a qualidade das infereˆncias e progno´sticos, foi explo-
rada por Penz[1] uma estrate´gia baseada em comiteˆs de redes neurais. Esse conjunto
de redes apresenta a mesma arquitetura, pore´m cada rede e´ treinada com diferentes
conjuntos de treinamento e a partir de diferentes paraˆmetros iniciais (pesos e bias). A
justificativa para o uso de mu´ltiplas redes repousa na considerac¸a˜o de que o uso desse
conjunto possa gerenciar as limitac¸o˜es individuais de cada rede. Essa limitac¸a˜o decorre
da discrepaˆncia entre o conjunto de treinamento usado e a abrangeˆncia dos exemplos
que sera˜o efetivamente encontrados no uso[4].
Um comiteˆ de redes eficaz para a aplicac¸a˜o deve ser formado por um conjunto
de redes que sejam ao mesmo tempo exatas e diversificadas. O meio para a garantia
de diversidade utilizado por Penz[1] foi o treinamento com conjuntos de treinamento
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distintos, obtidos a partir de uma base de dados de 50 ensaios. Essa base foi conside-
rada representativa do comportamento t´ıpico do ensaio, sendo composta por ensaios de
diversos modelos de compressores avaliados em diferentes condic¸o˜es termodinaˆmicas.
Do conjunto de 50 ensaios, para cada rede foi selecionado de forma aleato´ria,
com reposic¸a˜o, um conjunto composto por 40 ensaios para treinamento e os restantes
foram empregados para validac¸a˜o online, usada para parar o treinamento precocemente
evitando a perda de desempenho decorrente do sobre-ajuste (overfitting). Pelo fato de os
ensaios passarem por um processo de selec¸a˜o com reposic¸a˜o, o conjunto de treinamento,
em alguns casos, apresenta ensaios repetidos. Devido a isso, os conjuntos de validac¸a˜o
online variaram em nu´mero de ensaios.
Para integrac¸a˜o da resposta do comiteˆ de redes foram definidas regras para a
infereˆncia do regime, projetadas buscando reduzir a o erro me´dio absoluto atrave´s de
tempos de espera ate´ infereˆncia de regime pelo comiteˆ. Essas regras, mostradas na
tabela 4.3, possibilitaram maior robustez no processo de infereˆncia, ao levar em conta
na˜o apenas a probabilidade de cada rede em indicar a entrada em regime permanente,
mas tambe´m a probabilidade de ela na˜o indicar, o que faz com que sejam necessa´rias as
regras intermedia´rias.
Tabela 4.3: Relac¸a˜o entre quantidade de redes e tempo de espera.
A estrutura da implementac¸a˜o de redes neurais teve de ser modificada para per-
mitir o funcionamento do comiteˆ de redes, fornecendo ao software a flexibilidade para
a avaliac¸a˜o de conjuntos arbitra´rios de redes neurais. Para isso foi usado um banco de
dados com conjuntos de redes neurais treinadas, visando maior facilidade em futuras
atualizac¸o˜es do conjunto de redes. O diagrama de blocos, na figura 4.9, mostra a estru-
tura da implementac¸a˜o do comiteˆ de redes neurais para infereˆncia do regime permanente
da capacidade de refrigerac¸a˜o, desenvolvida pelo autor.
O comiteˆ apresenta treˆs blocos de processamento principais: gerac¸a˜o de dados de
entrada; avaliac¸a˜o do comiteˆ; avaliac¸a˜o das regras. Adicionalmente existe um banco de
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Figura 4.9: Diagrama de blocos do comiteˆ de redes neurais para infereˆncia de regime.
dados, contendo os paraˆmetros dos comiteˆs, para flexibilizar a atualizac¸a˜o dos comiteˆs.
Apenas o bloco de gerac¸a˜o do vetor de dados de entrada foi mantido sem alterac¸o˜es. O
bloco que avalia o conjunto de redes tem como entrada o nome do comiteˆ a ser utilizado e
carrega os paraˆmetros em memo´ria no in´ıcio do ensaio. A informac¸a˜o acerca do nu´mero
de redes esta´ contida nos pro´prios paraˆmetros carregados do banco de dados. Com isso,
o software precisa tratar um nu´mero varia´vel de redes, o qual sera´ avaliado para cada
vetor de entrada da rede. A resposta do vetor de redes e´ processado pelo bloco Avaliac¸a˜o
das Regras, cujas regras a serem avaliadas sa˜o carregadas do banco de dados, ja´ que o
conjunto de regras pode variar entre os comiteˆs treinados.
Desenvolvimento semelhante foi realizado para a rede de progno´stico, mantendo as
diferenc¸as na estrutura entre a de regime e a de progno´stico. A u´nica diferenc¸a relevante
concerne a` integrac¸a˜o das respostas do comiteˆ, a qual consiste na me´dia aritme´tica dos
componentes do vetor de respostas das redes de progno´stico.
Avaliando o desempenho do sistema apo´s as modificac¸o˜es propostas, para o con-
junto de testes com 201 ensaios, foi obtido o histograma mostrado na figura 4.10. E´
sens´ıvel a melhora de desempenho geral do sistema, tanto no nu´mero de ensaios que
apresentaram infereˆncia - que agora passou de 194 para 200 dos 201 ensaios do conjunto
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- quanto pela reduc¸a˜o do nu´mero de ensaios fora do limite desejado, de ±2%. Apenas 10
dos 200 ensaios va´lidos tiveram erro absoluto percentual fora da faixa desejada, o que
equivale a 5% dos ensaios va´lidos.
Figura 4.10: Erro percentual.
4.3.3 Ana´lise do Comportamento do Comiteˆ de Redes
A estrate´gia utilizada para integrac¸a˜o da resposta do comiteˆ de redes para in-
fereˆncia de regime foi a votac¸a˜o, levando em conta a quantidade de redes que apresen-
taram infereˆncia. A partir dessa votac¸a˜o, e´ avaliado um conjunto de regras, mostrado
na figura 4.3, o qual estabelece valores de espera ate´ a infereˆncia do sistema, baseado no
resultado da votac¸a˜o. Essa estrate´gia incorpora certa robustez no sistema, ja´ que cada
rede apresenta probabilidade de na˜o inferir regime, fazendo que a votac¸a˜o do comiteˆ
apresente patamares finais variados, podendo variar desde 15 ate´ as 30 redes inferindo
regime permanente. Na figura 4.11 sa˜o mostrados comportamentos poss´ıveis para o
comiteˆ de redes neurais.
Esse comportamento do comiteˆ varia, dependendo do ensaio, entre patamares
distintos. O conjunto de regras avalia apenas o nu´mero absoluto de redes que inferiram
o regime, e se ocorre alguma variac¸a˜o grande nesse nu´mero. Isso faz com que o sistema
acabe na˜o levando em conta a dinaˆmica da votac¸a˜o do comiteˆ, deixando de aproveitar
informac¸o˜es interessantes, como tendeˆncias de mudanc¸a de patamar, que podem indicar
melhora ou piora na resposta. Uma ana´lise da dinaˆmica das redes mostra que em
certos casos, apesar de um nu´mero grande de redes ja´ apresentar infereˆncia, a dinaˆmica
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Figura 4.11: Comportamento do comiteˆ de redes neurais.
apresentada pela votac¸a˜o esta´ relacionada a` dinaˆmica do ensaio, podendo ser utilizada
para melhorar a resposta do sistema.
Analisando a dinaˆmica do comiteˆ de redes e´ poss´ıvel observar que derivadas po-
sitivas na votac¸a˜o esta˜o relacionadas a` aproximac¸a˜o do regime; ja´ derivadas negativas
teˆm relac¸a˜o a` identificac¸a˜o de mudanc¸as frequentemente associadas a per´ıodos de falsa
identificac¸a˜o de regime (situac¸a˜o na qual o ensaio apresenta tendeˆncia de entrada em
regime em certo patamar de capacidade e, de forma abrupta, apresenta dinaˆmicas que
levam ao assentamento do ensaio em outro patamar de capacidade). Esse fenoˆmeno
e´ uma das principais causas para erros significativos no progno´stico da capacidade de
refrigerac¸a˜o, sendo de dif´ıcil identificac¸a˜o. Assim, a utilizac¸a˜o de dados provenientes
do acompanhamento do comportamento da votac¸a˜o e´ uma alternativa interessante, pois
possibilita a identificac¸a˜o desses fenoˆmenos durante o per´ıodo de avaliac¸a˜o do conjunto
de regras, auxiliando as mesmas na tarefa de integrar a resposta do comiteˆ.
Na figura 4.12(a) pode ser observado um exemplo no qual a infereˆncia ocorre
em um instante de falso regime, o que resulta em um erro percentual fora dos limites
desejados. Na figura 4.12(b) observa-se o comportamento da votac¸a˜o do comiteˆ de redes
neurais. Fica evidente que a infereˆncia do regime ocorreu em um per´ıodo no qual o
comiteˆ estava sofrendo forte variac¸a˜o.
A partir do estudo desses comportamentos foi desenvolvida ferramenta capaz de
inibir a infereˆncia em instantes de mudanc¸as na votac¸a˜o do comiteˆ de redes. A ferramenta
usa somente o valor da soma da resposta do conjunto de redes como entrada e, atrave´s
de um algoritmo de processamento digital, retorna uma confirmac¸a˜o do assentamento da
votac¸a˜o do comiteˆ. Quando identifica variac¸o˜es significativas na resposta, a ferramenta
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(a) Capacidade de refrigerac¸a˜o e limites de estabilidade.
(b) Votac¸a˜o do comite de redes.
Figura 4.12: Ana´lise do comportamento do comiteˆ de redes neurais.
conclui que o sistema ainda esta´ sofrendo variac¸o˜es significativas na capacidade, inibindo
a infereˆncia do regime, por parte do conjunto de regras.
Na figura 4.13, pode-se ver o comportamento da ferramenta, para o mesmo exem-
plo mostrado anteriormente. Nela e´ poss´ıvel observar que a ferramenta inibe a infereˆncia
nos per´ıodos em que o comiteˆ varia a sua resposta, retornando 0 quando o sistema esta´
desabilitado e 1 quando esta´ habilitado. Isso faz com que a infereˆncia acontec¸a apenas
na regia˜o onde ocorre a entrada em regime efetiva da capacidade, melhorando a resposta
do sistema substancialmente.
Com a adic¸a˜o dessa ferramenta no software, diversos ensaios passam a ter um erro
percentual menor e observa-se uma melhora na resposta, principalmente para os ensaios
em que o erro percentual e´ maior do que a faixa de erro desejada, como mostrado na
figura 4.14. O nu´mero de ensaios va´lidos permaneceu inalterado, ja´ o nu´mero de ensaios
va´lidos fora da faixa desejada, de ±2%, passou de 10 para 7.
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(a) Capacidade de refrigerac¸a˜o e progno´sticos antes e depois.
(b) Votac¸a˜o do comite de redes e sa´ıda da ferramenta.
Figura 4.13: Resposta da ferramenta de monitoramento do comiteˆ.
Figura 4.14: Erro percentual.
A sec¸a˜o 4.4 mostra a evoluc¸a˜o do desempenho do software para as va´rias etapas.
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4.4 Resultados
Na sec¸a˜o 4.2.3, foi analisada a caracter´ıstica da resposta do sistema original, to-
mando como paraˆmetros o conjunto de testes composto por 201 ensaios completos.
Foi poss´ıvel observar que o comportamento me´dio do sistema, medido atrave´s do erro
percentual de progno´stico, se aproximou do desejado, mas a dispersa˜o da resposta era
visivelmente grande, fazendo com que o sistema apresentasse resposta com erro maior do
que o desejado em uma quantidade grande de ensaios, cerca de 30% dos ensaios va´lidos.
Adicionalmente, observou-se que o sistema na˜o apresentou infereˆncia em cerca de 15%
dos ensaios, caracter´ıstica indesejada para o sistema.
Apo´s a implementac¸a˜o das ferramentas propostas neste trabalho, visando a me-
lhora do comportamento geral do sistema, foram obtidos os resultados mostrados na
sec¸a˜o 4.3.3. O erro percentual de progno´stico apresentou valor me´dio dentro da faixa
desejada, com dispersa˜o menor, e reduzido nu´mero de ensaios com erro percentual de
progno´stico fora da faixa desejada. Na figura 4.15 e´ mostrado o histograma do erro
percentual de progno´stico obtido pelo software em sua versa˜o apo´s as modificac¸o˜es com-
parado com o obtido pelo software original. Fica evidente a melhoria no comportamento
geral do sistema: o erro percentual para o sistema final esta´ melhor distribu´ıdo e apre-
sentando uma quantidade maior de ensaios dentro da faixa de erro desejada (±2%).
Figura 4.15: Erro percentual de progno´stico para o sistema original e o sistema com
as ferramentas propostas.
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A tabela 4.4 compara o sistema apo´s cada etapa da atualizac¸a˜o do software. O
maior ganho de desempenho veio atrave´s da implementac¸a˜o do banco de dados para va-
lores t´ıpicos nas determinadas condic¸o˜es de ensaio. E´ importante notar que o ganho de
desempenho, oriundo das novas ferramentas, apresentou aumento significativo no tempo
me´dio de infereˆncia, comparando-se com o sistema original. Esse aumento justifica-se
pela melhor qualidade das infereˆncias, que deixam de acontecer precocemente em diver-
sos casos, aproximando-se do instante real de entrada em regime permanente. Apesar
de existir a demanda por infereˆncias com menor tempo, sendo esse um dos objetivos do
projeto, e´ necessa´rio tambe´m garantir a confiabilidade dos progno´sticos. Devido a isso,
e´ prefer´ıvel que o progno´stico seja mais demorado a ser incorreto, fazendo com que o
aumento no tempo me´dio seja considerado aceita´vel.
Tabela 4.4: Resumo dos resultados de progno´stico das ferramentas propostas.
Observa-se melhoria acentuada na diminuic¸a˜o do nu´mero de ensaios que na˜o apre-
sentaram infereˆncia, que passou de 30 para 1, o que evideˆncia uma reduc¸a˜o significativa.
Quanto ao erro absoluto me´dio do progno´stico, houve melhora acentuada na distri-
buic¸a˜o, sendo que a quantidade de ensaios va´lidos que apresentam erro ma´ximo menor
que 1% aumentou de 40% para 88%. Essa melhora evidencia que as ferramentas imple-
mentadas no software cumprem com o objetivo de melhorar a qualidade das infereˆncias
e progno´sticos, fazendo com que o sistema de inteligeˆncia artificial apresente respostas
satisfato´rias.
Cap´ıtulo 5
Ana´lise de Me´todos para
Atualizac¸a˜o das Ferramentas
O sistema de gerac¸a˜o de infereˆncias e progno´sticos foi desenvolvido utilizando
ferramentas de aprendizado de ma´quina, as quais utilizam conhecimento a priori incor-
porado em sua estrutura, com o intuito de gerar infereˆncias e progno´sticos acerca das
varia´veis de interesse em ensaios de desempenho de compressores.
O conhecimento a priori e´ proveniente de ensaios de desempenho completos, que
foram selecionados de forma a representar o comportamento t´ıpico das grandezas do
ensaio, incorporando as variac¸o˜es de dinaˆmica associadas a` diferenc¸a entre os modelos
de compressores e, adicionalmente, a`s diferenc¸as entre as bancadas de ensaio. Para
as redes neurais, esse conhecimento e´ processado para a gerac¸a˜o de entradas para o
treinamento de redes neurais, as quais ira˜o incorporar esse conhecimento por meio dos
pesos sina´pticos em sua estrutura.
O objetivo desse sistema e´, atrave´s dessas ferramentas “inteligentes”, reduzir o
tempo total de ensaio, garantindo confiabilidade a`s respostas do sistema. A garantia da
confiabilidade e´ associada a` robustez do sistema, ja´ que ele sera´ utilizado para ensaios de
pesquisa e desenvolvimento, que apresentam variabilidade significativa tanto na dinaˆmica
das varia´veis quanto nos valores t´ıpicos das varia´veis do ensaio.
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Quanto a` robustez do sistema, a variabilidade da dinaˆmica das varia´veis de ensaio
e´ associada a diversos fatores, podendo abranger desde defeitos de manufatura ate´ va-
riac¸o˜es no projeto. Dentre esses fatores, que na˜o sa˜o conhecidos a priori, as variac¸o˜es no
projeto devem, eventualmente, ser incorporadas na base de conhecimento do sistema.
Essa variac¸a˜o pode ser caracterizada tanto como uma deriva conceitual, ja´ que o con-
ceito a ser aprendido varia com o tempo, devido a`s variac¸o˜es de projeto, e tambe´m como
um problema de aprendizado sequencial, ja´ que novos conceitos a serem aprendidos sa˜o
obtidos com o passar do tempo.
Para lidar com essas caracter´ısticas, e´ necessa´rio estudar me´todos de atualizac¸a˜o
de redes neurais que preservem o conhecimento ja´ incorporado no sistema e, ao mesmo
tempo, seja capazes de incorporar o novo conhecimento que surgira´ durante o funci-
onamento da ferramenta. Esses me´todos, apo´s implantac¸a˜o no sistema, devem ter a
capacidade de identificar a perda de qualidade nas infereˆncias e progno´sticos e, atrave´s
do novo conhecimento adquirido durante o funcionamento, atualizar o sistema visando
a melhora da qualidade das respostas.
Na sec¸a˜o 5.1 sera´ exposta a proposta de me´todos para atualizac¸a˜o das ferramentas,
e apo´s, na sec¸a˜o 5.2 sera˜o apresentados os algoritmos de retreinamento de redes neurais
desenvolvidos para essa abordagem. Por fim, na sec¸a˜o 5.3 sera˜o mostrados os resultados
provenientes dos testes dos algoritmos de retreinamento.
5.1 Propostas de Me´todo para Atualizac¸a˜o de Redes Neu-
rais
Existem na literatura diversos me´todos para a atualizac¸a˜o de redes neurais, le-
vando em conta a problema´tica inerente a`s mesmas, comumente descrita como esque-
cimento catastro´fico. Essas abordagens buscam adicionar novos conhecimentos a`s re-
des, mantendo o conhecimento adquirido previamente atrave´s de uma variada gama
de soluc¸o˜es. Na revisa˜o da literatura realizada por [30] sa˜o apresentados me´todos que
permitem a adic¸a˜o de novos exemplos em redes previamente treinadas, evitando o es-
quecimento catastro´fico. As soluc¸o˜es identificadas lidam com o problema de formas dis-
tintas: tentando reduzir a sobreposic¸a˜o da informac¸a˜o armazenada na rede ou atrave´s
de me´todos para revigorar o conhecimento durante o novo aprendizado.
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As te´cnicas que visam a reduc¸a˜o da sobreposic¸a˜o teˆm como caracter´ıstica a va-
riac¸a˜o da morfologia das redes, buscando segregar a rede em mo´dulos, regio˜es ou ate´
unidades distintas de armazenamento do conhecimento, fazendo com que o aprendizado
antigo na˜o seja afetado pelo novo. Sa˜o apresentados va´rios me´todos, variando desde
redes com grande quantidade de neuroˆnios, fazendo o conhecimento ficar esparso, ate´
sistemas com duas redes distintas, nos quais o conhecimento antigo e´ mantido nos pesos
sina´pticos de uma rede e o conhecimento novo nos pesos da outra rede.
Uma breve ana´lise das te´cnicas demonstra a inadequac¸a˜o ao sistema que se pre-
tendem atualizar. O fato dessas te´cnicas apresentarem variac¸o˜es na estrutura da rede
inviabiliza sua utilizac¸a˜o, ja´ que pretende-se manter a estrutura da rede inalterada.
Por sua vez, as te´cnicas que buscam revigorar o conhecimento antigo durante o
novo aprendizado na˜o diferem muito de um novo treinamento. A principal diferenc¸a
consiste na escolha dos exemplos utilizados no treinamento. Na sua forma mais ba´sica,
incorpora-se o novo exemplo aos exemplos antigos e retreina-se a rede, podendo ser des-
cartado algum exemplo antigo. Outra te´cnica poss´ıvel e´ a utilizac¸a˜o de pseudopadro˜es,
te´cnica que caracteriza-se por na˜o guardar explicitamente os exemplos antigos, mas gerar
novos exemplos a partir do conhecimento armazenado na pro´pria rede.
Apesar de a gerac¸a˜o de pseudopadro˜es mostrar-se promissora, neste trabalho foi
explorada a incorporac¸a˜o de exemplos novos aos antigos e retreinamento. Essa esco-
lha justifica-se pelo fato de o armazenamento dos exemplos ser via´vel e pela te´cnica
apresentar fa´cil implementac¸a˜o, ja´ que possui diversas similaridades com o processo de
treinamento utilizado para a obtenc¸a˜o das redes originais.
Ale´m da te´cnica de retreinamento, um sistema capaz de incorporar conhecimento
a`s ferramentas de inteligeˆncia artificial ja´ implementadas necessita implementar diver-
sas funcionalidades, desde o monitoramento da qualidade das respostas do sistema ate´
a adaptac¸a˜o dos pesos das sinapses das redes neurais. As funcionalidades desse sistema
podem ser divididas em duas tarefas principais: avaliac¸a˜o do desempenho das ferramen-
tas e atualizac¸a˜o das mesmas. O diagrama de blocos para o sistema proposto e´ mostrado
na figura 5.1.
A avaliac¸a˜o do desempenho das ferramentas compreendera´ as tarefas de moni-
toramento da qualidade das infereˆncias e progno´sticos, bem como a aquisic¸a˜o de novo
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Figura 5.1: Diagrama de blocos para o sistema de retreinamento.
conhecimento. Para o monitoramento da qualidade, ilustrado no diagrama como Moni-
toramento da resposta, sera˜o utilizadas me´tricas para avaliac¸a˜o quantitativa do desempe-
nho das ferramentas. Para isso, e´ necessa´rio executar ensaios completos, os quais sera˜o
realizados com uma determinada periodicidade. Esses ensaios completos representara˜o,
ale´m de paraˆmetros para a avaliac¸a˜o da qualidade das infereˆncias e progno´sticos, o novo
conhecimento a ser adquirido pelo sistema, o qual sera´ incorporado a um banco de dados
contendo os ensaios aptos para utilizac¸a˜o no treinamento.
A incorporac¸a˜o efetiva ao banco de dados do ensaio adquirido no monitoramento
dar-se-a´ atrave´s de uma ferramenta, que avaliara´ se o presente ensaio apresenta compor-
tamento t´ıpico que o habilite a` classe de ensaios adequados a` utilizac¸a˜o no treinamento.
Essa tarefa e´ ilustrada como Ferramenta de avaliac¸a˜o de ensaios t´ıpicos.
A tarefa de atualizac¸a˜o das ferramentas consiste na escolha automa´tica dos en-
saios a serem usados no treinamento e na atualizac¸a˜o das ferramentas atrave´s do re-
treinamento, representados no diagrama pelo bloco Retreinamento das redes. O sistema
tera´ que escolher o conjunto de ensaios adequado, constando os novos padro˜es a serem
aprendidos, e levando em conta a distribuic¸a˜o dos ensaios que sera˜o usados.
Por fim, existira´ uma ferramenta, a qual sera´ responsa´vel por verificar se o novo
comiteˆ de redes apresenta resultado satisfato´rio, sendo representada no diagrama como
Avaliac¸a˜o da rede treinada. Essa ferramenta devera´, atrave´s de um conjunto de ensaios
para teste, escolhido entre os ensaios dispon´ıveis no banco de dados, avaliar se a rede
retreinada apresenta desempenho melhor do que os outros comiteˆs de redes dispon´ıveis,
para assegurar que o sistema apresentara´ melhora de desempenho.
Cap´ıtulo 5. Ana´lise de Me´todos para Atualizac¸a˜o das Ferramentas 49
No escopo deste trabalho foram implementados um conjunto de algoritmos de
retreinamento, tanto para a rede de infereˆncia de regime quanto para a de progno´stico
da capacidade de refrigerac¸a˜o. Na sec¸a˜o 5.2 e´ discutida a estrate´gia de retreinamento, e
na sec¸a˜o 5.3 sa˜o apresentados os resultados dos testes da estrate´gia.
5.2 Estrate´gia de Retreinamento
Os algoritmos de retreinamento foram desenvolvidos partindo dos algoritmos origi-
nais de treinamento das redes neurais. O objetivo inicial desse desenvolvimento e´ validar
o me´todo de retreinamento, avaliando as variac¸o˜es no me´todo de retreinamento. Essa
validac¸a˜o e´ necessa´ria para entender melhor o processo de retreinamento, bem como a
influeˆncia de diversos paraˆmetros no tempo de treinamento e na qualidade das redes
treinadas.
Para isso, foram desenvolvidos algoritmos no software Matlab[5], tanto para a rede
de infereˆncia de regime, quanto para a rede de progno´stico, que possibilitam realizar o
treinamento inicial das redes neurais, bem como permitem adicionar um novo ensaio
ao conjunto de treinamento e retreinar a rede a partir do ponto em que foi parado o
treinamento anterior. Com isso e´ poss´ıvel avaliar se acontece algum ganho no tempo de
treinamento e no desempenho.
O algoritmo de treinamento e´ mostrado atrave´s de um fluxograma na figura 5.2.
Ele e´ equivalente para ambas as redes neurais, havendo diferenc¸as apenas na imple-
mentac¸a˜o de algumas func¸o˜es, ja´ que a arquitetura das redes e´ diferente.
O algoritmo e´ dividido em duas partes complementares: preparac¸a˜o dos dados e
treinamento. Na primeira etapa e´ realizado todo o processamento dos exemplo, para
gerar os conjuntos de entrada para o treinamento. Ja´ a segunda etapa realiza o treina-
mento e salva os paraˆmetros da rede treinada.
A etapa de preparac¸a˜o dos dados de entrada para a rede neural inicia com o car-
regamento do conjunto de ensaios, escolhidos de uma lista com 63 ensaios dispon´ıveis.
A partir desses ensaios sa˜o criados os conjuntos de treinamento e validac¸a˜o online, esco-
lhidos de forma aleato´ria com reposic¸a˜o, sendo o conjunto de treinamento composto por
dois terc¸os dos ensaios e o conjunto de validac¸a˜o composto pelos ensaios na˜o utilizados no
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Figura 5.2: Algoritmo de treinamento das redes neurais.
outro conjunto. Para o retreinamento, pretende-se manter os conjuntos de treinamento
e validac¸a˜o semelhantes, apenas adicionando novos exemplos aos conjuntos anteriores,
para isso sa˜o carregados os conjuntos usados no treinamento anterior e e´ adicionado o
novo ensaio a um dos conjuntos.
Com o conjunto de treinamento e validac¸a˜o definidos, e´ necessa´rio realizar o pre´-
processamento dos ensaios para gerac¸a˜o dos conjuntos de dados que ira˜o alimentar o
treinamento da rede. Esse pre´-processamento consiste em va´rias etapas: identificac¸a˜o
do instante real de entrada em regime permanente de cada ensaio; eliminac¸a˜o de pontos
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espu´rios (outliers); e processamento das diversas amostras para a obtenc¸a˜o das entradas
da rede em cada instante do ensaio. O resultado desse procedimento e´ um conjunto
de dados composto pelas entradas processadas das redes, que junto a`s sa´ıdas almejadas
sera´ usado no treinamento.
Posteriormente e´ realizada a normalizac¸a˜o das varia´veis, tanto dos valores mı´nimos
e ma´ximos, quanto do desvio padra˜o. Essa etapa e´ usada para que o conjunto de
treinamento tenha me´dia zero e desvio padra˜o unita´rio. Essa etapa e´ importante para
que a rede compare os exemplos a partir da mesma ordem de magnitude, melhorando a
capacidade de generalizac¸a˜o.
Ja´ na etapa de preparac¸a˜o do treinamento, e´ necessa´rio inicializar os pesos da
rede neural com valores na˜o nulos. Nessa etapa e´ analisada a possibilidade de utilizar as
redes previamente treinadas ao inve´s de pesos aleato´rios na inicializac¸a˜o da rede. Essa
alternativa e´ explorada com o intuito de acelerar a convergeˆncia do algoritmo, ao iniciar o
treinamento em um mı´nimo local obtido para um conjunto de treinamento semelhante,
e tambe´m buscar uma melhora no desempenho da rede, ao buscar a manutenc¸a˜o de
parte do conhecimento que na˜o esta´ presente no conjunto de treinamento novo. Neste
trabalho, a alternativa que utiliza uma rede previamente treinada como pesos iniciais
do novo treinamento e´ denominada retreinamento.
A pro´xima etapa e´ o treinamento das redes neurais atrave´s do algoritmo de re-
tropropagac¸a˜o. Esse treinamento tem, geralmente, custo computacional elevado, sendo
demasiadamente demorado. Para o treinamento de um comiteˆ, com diversas redes, esse
tempo acaba aumentando linearmente com o nu´mero de redes. Caso o treinamento na˜o
convirja, ou seja, o algoritmo de treinamento na˜o encontre uma rede com desempenho
apropriado para o conjunto de treinamento, sa˜o repetidas as etapas de inicializac¸a˜o da
rede, nesse caso usando pesos iniciais aleato´rios, e posteriormente e´ realizado o treina-
mento.
Com o treinamento finalizado, sa˜o salvos os pesos da rede neural treinada, para
uso no software de gerac¸a˜o de infereˆncias e progno´stico. Sa˜o salvos adicionalmente, os
paraˆmetros usados na etapa de normalizac¸a˜o, ja´ que os ensaios que sera˜o testados ne-
cessitam passar pela mesma normalizac¸a˜o para o correto funcionamento da rede neural.
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Para avaliar o me´todo de retreinamento foram propostas duas estrate´gias que usam
uma mescla de exemplos antigos com os padro˜es novos, buscando avaliar o impacto do
aumento do nu´mero de ensaios no conjunto de treinamento comparado com um conjunto
fixo de treinamento. Essas estrate´gias sa˜o mostradas na figura 5.3.
(a) Experimento adicionando. (b) Experimento substituindo
Figura 5.3: Experimentos para avalizac¸a˜o do retreinamento de redes neurais.
Na estrate´gia mostrada na figura 5.3(a) e´ realizado um treinamento de uma rede,
a partir de pesos iniciais aleato´rios, usando 20 ensaios. Apo´s, foram realizados 20 retrei-
namentos, sendo que em cada um deles foi adicionado 1 novo exemplo ao conjunto de
treinamento, o que resultou na utilizac¸a˜o de 40 ensaios para o retreinamento da u´ltima
rede. Para cada retreinamento foram usados como pesos iniciais os pesos da rede ob-
tida na etapa anterior. Na estrate´gia mostrada na figura 5.3(b), foi realizado o mesmo
treinamento inicial, com 20 exemplos, e, posteriormente, foram realizados 20 retreina-
mentos, dessa vez substituindo 1 ensaio de cada vez, o que resultou em um conjunto de
treinamento com tamanho constante.
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5.3 Resultados
Atrave´s da implementac¸a˜o de algoritmos de retreinamento para os comiteˆs de redes
neurais, tanto de infereˆncia, quanto de progno´stico, buscou-se observar a efica´cia do
me´todo na tarefa de absorver conhecimento novo e exploraram-se as variac¸o˜es poss´ıveis
nos me´todos.
Por motivos de simplicidade na ana´lise optou-se pela validac¸a˜o dos me´todos usando
apenas uma rede neural, ana´lise que pode ser facilmente estendida para um comiteˆ. Ini-
cialmente foi validada a utilizac¸a˜o da rede ja´ treinada como rede inicial no retreinamento,
observando se existe melhorias no tempo de treinamento. Todos os treinamentos foram
realizados para a rede de progno´stico da capacidade de refrigerac¸a˜o.
Foram realizados 5 treinamentos, com 20 ensaios cada, a partir de pesos iniciais
aleato´rios. Foram usados sempre os mesmos ensaios, mudando apenas os pesos iniciais.
Adicionalmente, foram realizados 5 retreinamentos, com 20 ensaios, a partir de redes
treinadas previamente. Essas redes, treinadas previamente, utilizaram 19 ensaios cada.
Com isso, pretendia-se avaliar a melhoria no tempo de treinamento.
Na tabela 5.1 sa˜o apresentados os tempos de treinamento para os dois me´todos
testados. E´ poss´ıvel observar que no treinamento a partir de pesos iniciais aleato´rios o
nu´mero de iterac¸o˜es (e´pocas) do algoritmo de otimizac¸a˜o dos pesos ate´ a convergeˆncia
e´ relativamente grande, demandando tempos na ordem de minutos. Ja´, quando o trei-
namento parte de pesos iniciais obtidos de uma rede treinada, o algoritmo demora um
tempo substancialmente menor, na ordem de segundos, mostrando que a utilizac¸a˜o dos
pesos da rede previamente treinada como pesos iniciais do retreinamento e´ mais eficiente
em termos de tempo de processamento.
Tabela 5.1: Tempo demandado pelo algoritmo de treinamento.
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As redes obtidas nas duas estrate´gias de retreinamento, mostradas na sec¸a˜o 5.2,
foram testadas no software de gerac¸a˜o de infereˆncias e progno´sticos, para quantificar
melhorias no desempenho ou comparar as duas metodologias. O conjunto de teste
contendo 201 ensaios foi utilizado e os resultados sa˜o mostrados em forma de histogramas
de erro percentual na figura 5.4. Sa˜o mostrados os resultados para a rede treinada
originalmente e apo´s os 20 retreinamentos, para ambos os experimentos.
(a) Erro percentual para o treinamento adici-
onando exemplos.
(b) Erro percentual para o retreinamento adi-
cionando exemplos.
(c) Erro percentual para o treinamento subs-
tituindo exemplos.
(d) Erro percentual para o retreinamento
substituindo exemplos.
Figura 5.4: Histograma do erro percentual para a avalizac¸a˜o do retreinamento de
redes neurais.
Os histogramas do erro percentual apo´s retreinamentos para ambas estrate´gias
mostraram tendeˆncia de melhora comparados ao histograma do treinamento inicial. Esse
comportamento era esperado, ja´ que o processo de retreinamento busca agregar conhe-
cimento novo ao sistema. E´ interessante comparar o resultado final dos retreinamentos
entre os dois experimentos, ja´ que procura-se comparar o desempenho dos me´todos.
E´ poss´ıvel notar pelos histogramas na figura 5.4(b) e figura 5.4(d) que os me´todos
de retreinamento apresentam resposta semelhante, sendo, inclusive, dif´ıcil avaliar qual
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dos experimentos de retreinamento apresentou melhor resposta. E´ interessante o fato
de termos uma rede treinada com um nu´mero menor de ensaios, obtendo desempenho
semelhante a uma com o dobro de ensaios usados no treinamento. Isso evidencia a
efica´cia do me´todo de retreinamento, ja´ que ao usarmos a rede treinada anteriormente e
um conjunto de ensaios com uma mescla de padro˜es antigos e novos, foi obtida uma rede
que incorporou o conhecimento de ambos os padro˜es. Esse resultado e´ interessante, pois
a utilizac¸a˜o de um conjunto de treinamento varia´vel traz junto o problema do aumento do
custo computacional, que em algum instante inviabilizaria o treinamento. Dessa forma,
conclui-se que e´ poss´ıvel agregar conhecimento novo a` rede atrave´s de retreinamentos
usando conjuntos de treinamento com um misto de ensaios antigos e novos, o que resulta




Este trabalho teve como objetivos a implementac¸a˜o de ferramentas de inteligeˆncia
artificial para gerac¸a˜o de infereˆncias e progno´sticos em ensaios energe´ticos de compres-
sores herme´ticos de refrigerac¸a˜o. Diversas ferramentas foram adicionadas ao software de
inteligeˆncia artificial que fara´ parte da bancada de ensaios, entre elas: suporte a banco
de dados de valores t´ıpicos para as varia´veis de interesse em ensaios de desempenho
energe´tico; comiteˆs de redes neurais, substituindo tanto a rede neural para infereˆncia de
regime permanente, quanto a rede neural para progno´stico da capacidade de refrigerac¸a˜o.
Foi desenvolvida, adicionalmente, ferramenta para o acompanhamento da dinaˆmica da
resposta do comiteˆ de redes neurais, possibilitando melhorias na infereˆncia de regime
permanente. Por fim, foram estudados me´todos para atualizac¸a˜o das redes neurais e
proposta uma arquitetura para o acompanhamento do desempenho das ferramentas de
inteligeˆncia artificial e me´todos de atualizac¸a˜o das mesmas.
A atualizac¸a˜o do software obteve os resultados esperados, resultando em uma
melhora sens´ıvel na qualidade das infereˆncias e progno´sticos. O sistema de gerac¸a˜o
de infereˆncias apresentou melhora significativa, decorrente principalmente do comiteˆ de
redes neurais, fazendo com que o sistema apresentasse resposta para um nu´mero maior
de casos, aumentando o nu´mero de ensaios com infereˆncia de 85% para 99%. Verificou-se
tambe´m uma melhora significativa na qualidade dos progno´sticos em relac¸a˜o ao nu´mero
de ensaios dentro da faixa considerada, cerca de 25%.
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A ferramenta de acompanhamento da dinaˆmica da resposta do comiteˆ de redes
mostrou resultado promissor, melhorando a qualidade da infereˆncia em alguns ensaios
problema´ticos, que apresentavam erros significativos anteriormente.
O estudo das te´cnicas de atualizac¸a˜o para as redes neurais mostrou a necessidade
de estabelecer me´todos para o acompanhamento do desempenho das ferramentas de
infereˆncia e progno´stico. A estrate´gia para retreinamento mostrou efica´cia, carecendo
de mais testes, com um conjunto de teste mais amplo e representativo do problema.
Apesar disso, mostrou-se adequada a` tarefa de agregar informac¸a˜o nova a`s ferramentas.
O software desenvolvido neste trabalho propiciara´ a implementac¸a˜o dessas ferra-
mentas em bancadas de ensaio reais e melhor avaliac¸a˜o das soluc¸o˜es desenvolvidas nessa
linha de pesquisa. Com isso, sera´ poss´ıvel observar o comportamento do software com
o tempo, gerando informac¸o˜es importantes para o desenvolvimento de soluc¸o˜es para a
atualizac¸a˜o automa´tica das ferramentas.
Para o aprimoramento deste trabalho e´ sugerida a continuac¸a˜o do desenvolvi-
mento do sistema de acompanhamento de desempenho das ferramentas e atualizac¸a˜o
automa´tica. Para a obtenc¸a˜o de um sistema completo, capaz de atualizar automati-
camente o sistema, e´ necessa´rio o desenvolvimento de ferramentas para identificac¸a˜o
automa´tica de ensaios de desempenho t´ıpicos, para a gerac¸a˜o autoˆnoma de conjuntos de
treinamento para a avaliac¸a˜o do desempenho online dos comiteˆs de redes neurais.
A ferramenta de acompanhamento da dinaˆmica se mostrou promissora pois agrega
informac¸o˜es . Sugere-se um estudo da utilizac¸a˜o de informac¸o˜es acerca da probabilidade
de indicac¸a˜o de regime para cada rede neural do comiteˆ, agregando informac¸o˜es adicio-
nais a essa ferramenta. Isso pode levar essa ferramenta a, inclusive, suplantar a utilizac¸a˜o
do conjunto de regras, deixando de ser uma ferramenta auxiliar, passando a realizar toda
a tarefa de integrac¸a˜o da resposta do comiteˆ de redes.
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