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ENVIRONMENTAL REGULATORY INFLUENCE AND PRODUCT INNOVATION:
THE CONTINGENCY EFFECTS OF ORGANIZATIONAL CHARACTERISTICS

ABSTRACT

This paper examines the relationship between environmental regulatory influence and
product innovation in a multi-industry sample of manufacturing organizations. Our theory
argues that the influence of environmental regulation on the level of product innovation in a
manufacturing organization is at least partially contingent on the organization's internal
characteristics -- in particular, its structural flexibility and production process flexibility.
Hypotheses are derived from our theory and tested, and the results are consistent with the
conclusion that structural flexibility and production process flexibility moderate the
environmental regulatory influence-product innovation relationship. Whether environmental
regulation inhibits or promotes product innovation seems to depend at least in part on certain
internal features of an organization. We discuss implications of our results for future
organization studies research on environmental regulation, and for research on other types of
external constraints on organizational performance.

KEYWORDS: environmental regulation, product innovation, flexibility, moderated regression.
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ENVIRONMENTAL REGULATORY INFLUENCE AND PRODUCT INNOVATION:
THE CONTINGENCY EFFECTS OF ORGANIZATIONAL CHARACTERISTICS

Organizational innovation and technological advantage are crucial components of firmlevel survival (Dougherty, 1996; Lengnick-Hall, 1992). While innovation has always been a
key aspect of competition in high-technology industries, it is important in most other industries
as well (Clark, 1987). However, some business analysts argue that the innovativeness of U.S.
firms is declining (e.g., Teece, 1987; Wheelwright, 1987). Part of this decline has been
attributed to increasing regulation of corporations, particularly environmental regulation (see
Breyer, 1982; Marcus, 1987). Environmental regulation is legislation that establishes standards
designed to control the material and energy outputs of society to the biophysical environment
(Cohen, 1987; Cook, 1988; Westman, 1985; Yandle, 1989). The argument for environmental
regulation as a suppressor of innovation rests on the assumption that the deterministic nature of
environmental laws limits firms' strategic choices, and constrains their ability to innovate (see
Breyer, 1982). While this argument is taken for granted in some scholarly and management
circles, relatively little large-sample empirical research has been devoted to testing it.
The purpose of this paper is to help fill that gap, and examine the conditions under
which environmental regulation inhibits or contributes to organizational innovation. Such
research is important because it enhances our knowledge about the consequences of
environmental regulation for organizations. We make a theoretical argument that the effect of
environmental regulation on a manufacturing organization's propensity to develop new product
innovations depends on the organization's flexibility. We discuss two dimensions of flexibility
-- structural flexibility and production process flexibility -- and argue that they are key
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variables that moderate the relationship between environmental regulation and product
innovation. Two hypotheses are developed from this argument, and then tested with data
drawn from a random sample of manufacturing plants spanning a number of different
industries. The results support the general interpretation that structural flexibility and
production process flexibility moderate the environmental regulatory influence-product
innovation relationship. Thus, internal organizational characteristics seem to play a role in
determining how innovative manufacturing organizations can be in response to environmental
laws. These results are discussed in terms of their importance for organization studies, and
directions for future research on the organizational effects of environmental regulation are
identified.
ENVIRONMENTAL REGULATION AND PRODUCT INNOVATION
A relatively new and growing body of organization studies literature attempts to view
environmental regulation from a strategic point of view, by examining the relationship between
environmental regulation and organizational performance (Bartel & Thomas, 1987; Dean &
Brown, 1995; Leonard, 1984; Marcus, 1988; Marcus & Goodman, 1986; Shaffer, 1994).
Although some studies suggest a positive relationship between environmental regulation and
organizational performance (Leonard, 1984; Bartel & Thomas, 1987), other studies imply a
negative relationship (Birnbaum, 1984; U.S. Small Business Administration, 1975), while still
others show no relationship at all (Chen & Metcalf, 1980; Folger & Nutt, 1975).
An important aspect of organizational performance is innovation, which we define as
the adoption of a device, system, policy, program, process, product, or service that is new to the
adopting organization (Damanpour, 1991; Collins, Hage, & Hull, 1988). As is true for the
literature on environmental regulation and organizational performance, existing literature
4

contains inconsistent suggestions about the relationship between regulation and innovation.
Opponents of regulation predict that the cost of complying with federal regulations will
approach 47% of the federal budget by 2000, up from 40% in 1988 (The Economist, 1996).
They argue that regulatory constraints add sizable compliance costs to firms, forcing cutbacks
in R&D efforts and limiting innovative initiatives. Young (1982) found that drug regulation in
the United States increased drug industry costs, drove much research overseas or into safer
generic drugs, and slowed or blocked the introduction of new drugs, compared with drug
introduction rates in Great Britain. A more intense regulatory environment in the United States
is related to longer lags in new drug introductions, according to a later study (Yeoh, 1995).
More specifically, critics argue that environmental regulation undermines innovation,
and that the bureaucracy required to comply with environmental regulation restricts firms from
pursuing cutting-edge technology (Breyer, 1982). Managers of environmentally-regulated
firms argue that it is harder to innovate because regulations often change unexpectedly, and
because regulators are unpredictable (Birnbaum, 1984). This increased uncertainty motivates
firms to de-emphasize risky strategies such as innovation (Birnbaum, 1984). The net effect of
these constraints is reduced innovation, which many argue puts environmentally-regulated
firms at a competitive disadvantage (Caves, 1982; Guttmann, Sierck, & Friedland, 1992;
Scherer & Ross, 1990).
A competing argument is that environmental regulation, if viewed as an external jolt, can
stimulate innovation within an organization (Marcus & Weber, 1989; Meyer, 1982). In the
absence of external jolts, existing organizational practices are often not challenged, and
members may resist innovation, fearing it will change the status quo (Van de Ven, 1986). A
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jolt such as environmental regulation may appear disruptive and threatening to a firm, but it
may be necessary to induce innovation (Schon, 1971).
Among the different kinds of innovation is product innovation, which refers to "a new
technology or combination of technologies introduced commercially to meet a user or a market
need" (Utterback & Abernathy, 1975: 642). Given the necessity of adaptation to technical and
market changes (Anderson & Tushman, 1990; Dougherty, 1992a, 1992b; Henderson & Clark,
1990; Schoonhoven, Eisenhardt, & Lyman, 1990; Tushman & Anderson, 1986), product
innovation has an important potential role in organizational effectiveness. This is particularly
true for manufacturing organizations, which are the focus of this study. Beyond the "jolting"
effect of environmental regulation on innovation generally, we believe that environmental
regulation has a specific effect on product innovation, mediated through transformations in
production processes.
Environmental regulation often generates changes in production processes (Porter, 1991;
U. S. Small Business Administration, 1975). Changes in production processes, in turn, can
induce or result in new product innovations (Clark, 1988). For example, adopting new flexible
manufacturing technologies allows companies to produce a wider range of products at costs
that previously could only be achieved through mass production of a standardized output (Jones
& Butler, 1988). An example of the positive effect of environmental regulation on product
innovation is found in chemical manufacturing. Faced with the rapidly approaching deadline
for the worldwide phaseout of chlorofluorocarbons (CFCs), Imperial Chemical Industries (ICI),
Du Pont Co., and Elf Atochem developed the technology required to produce CFC substitutes
in record time. Development time was reduced from the industry norm of more than a decade
to only five years (Weber, 1993).
6

To summarize the discussion thus far, we have reviewed literature that suggests
conflicting arguments about the effect of environmental regulation on innovation generally, and
product innovation more specifically. One way to reconcile these arguments is to develop a
contingency framework which proposes that the relationship between environmental regulation
and product innovation varies as a function of the moderating effect of organizational
flexibility. While there may be other moderators of the environmental regulation-product
innovation relationship, we believe that organizational flexibility is a critical attribute
determining the potential for translating regulatory influence into product innovation.
Furthermore, the use of this moderator is consistent with the theoretical structure of past
contingency theory models (e.g., Cheng & McKinley, 1983; Drazin & Van de Ven, 1985;
Gresov, 1989; Schoonhoven, 1981). We propose that two dimensions of organizational
flexibility -- structural flexibility and production process flexibility -- are important
organization-level variables that determine the sign of the environmental regulation-product
innovation relationship.
Structural Flexibility
Structural flexibility is defined here as the ability to change and reconfigure
organizational structure quickly. Structural flexibility helps organizations adapt to changes in
their competitive and regulatory environments, allowing them to maintain a responsive posture.
Structural flexibility enhances internal cooperation and coordination via teams, task forces, and
lateral information processing, all of which are necessary to accommodate changes in
technology and products (Daft, 1994; Hayes & Jaikumar, 1988). We propose that a
manufacturing plant that has high structural flexibility will respond to environmental regulation
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with more new product innovations than a plant that is low in structural flexibility. This is
because structural flexibility facilitates the modifications in production processes that are
necessary to accommodate environmental regulation, and those changes open doors for the
introduction of new products. In other words, structural flexibility plays a catalyst role, leading
to a more positive relationship between environmental regulation and product innovation.
A proxy for structural flexibility is organizational age, with younger organizations being
more structurally flexible, and older organizations more structurally inert (Hannan & Freeman,
1984, 1989). Given our interest in manufacturing plants, we define age as the number of years
since a plant was established. Based on the argument in the preceding paragraph, we expect
that plant age will also be an important moderator of the relationship between environmental
regulation and product innovation. As plants get older, structural inertia increases and the level
of structural flexibility decreases. The interests of the organization's members become
entrenched, and their sensitivity to the need to respond to environmental change is reduced.
This is particularly true if older plants have long-tenured employees, as employees with long
tenure are more resistant to change (Hall, 1991: 185). Despite the prevalence of organizational
downsizing and restructuring throughout the history of American manufacturing, it is
reasonable to expect a positive correlation between plant age and the tenure of plant employees.
Thus, given the onset of an external event such as environmental regulation, older
plants will have less tendency to modify their production processes quickly, and more inertial
barriers to introducing new products when processes are modified. Consistent with this, Van
de Ven (1986) argued that older organizations are more likely to have a large number of
entrenched structures and systems that will discourage innovation. Tyre and Orlikowski (1994)
found that change in a new production technology was greatest immediately after the
8

technology had been introduced, and that adaptation leading to innovation decreased as time
went on. All these arguments suggest the following hypothesis:

Hypothesis 1: The older a plant, the more negative the relationship between
environmental regulation and product innovation.
This hypothesis posits that the slope of the environmental regulation-product innovation
relationship will move in a negative direction with increasing plant age. For example, if the
environmental regulation – product innovation slope is positive at the “young” end of the age
continuum, the hypothesis predicts that the slope will become less positive or even negative in
older plants. If the slope is negative at the “young” end of the age continuum, the hypothesis
would be confirmed if the slope became more negative in older plants. As is clear from these
examples, the hypothesis is confined to a prediction about the direction of the moderating effect
of plant age.
Production Process Flexibility
Aside from the effects of structural flexibility on manufacturing, production process
modifications can be generated in other ways. Today, for example, new manufacturing
technology is redefining the industrial landscape. Traditional mass production allowed plants
to produce large quantities of one product at low unit costs, or smaller quantities of several
products at higher unit costs. As a result, greater efficiency led to increased manufacturing
rigidity, or the “productivity paradox” (Skinner, 1986). But the development of computerintegrated, flexible production systems permits firms to produce a wide range of products at
low unit costs, breaking the “productivity paradox” (Pitts & Lei, 1996). Flexible
manufacturing systems (FMS) are based on the computer redefinition of production processes
and the creation of a factory-based information system. Tools and dies required to manufacture
9

different, customized products are changed automatically by electronically entering the change
orders into computers that drive the FMS.
Factories using FMS avoid costly delays previously associated with product
changeovers, and increase their ability to customize production. Customization is the extent to
which a product is produced according to customer specifications, and it is an important
indicator of production process flexibility. We therefore suggest that the level of customization
in a plant's production system will positively moderate the relationship between environmental
regulation and product innovation. Firms with a high level of customization have already made
investments to maintain the flexibility of the production process (Meredith, 1987; Nemetz &
Fry, 1988), so that when environmental regulations are imposed, the necessary modifications in
the production process (Barrett, 1991) are easier. Those modifications then increase the
possibilities for introducing new products. Thus, a firm that produces customized products is
likely to find that environmental regulation is a greater force for product innovation than would
be true in a firm that produces standardized products. This suggests the following hypothesis:
Hypothesis 2: The more a plant is oriented toward customized production, the
more positive the relationship between environmental regulation and product
innovation.
This hypothesis proposes that the slope of the environmental regulation-product
innovation relationship will move in a positive direction as the degree of customized
production increases. Like Hypothesis 1, Hypothesis 2 is confined to a prediction about a
moderating effect, and makes no inference about the sign of the regulation-innovation slope at
the "standardized" end of the customization continuum.
METHOD
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Sample
Data were collected from a random sample of 331 New Jersey manufacturing plants
employing 200 or more people (Blau, Falbe, McKinley, & Tracy, 1976; McKinley, 1987). One
hundred and ten plants agreed to participate in the study, for a response rate of 33%. These 110
plants are representative of manufacturing firms in general for two reasons. First, the 110
participating plants did not differ significantly from the sample of 331 in terms of size (number
of employees), product type (two-digit SIC code), or whether the plant was a single-site
company or a branch of a larger firm. Second, the 331 plants in the larger sample were
randomly selected from manufacturing establishments in a state whose establishments
encompass all two-digit Standard Industrial Classification (SIC) codes for manufacturing.
These results suggest that the 110 plants are a fair approximation of the range of manufacturing
in the United States.
Data were gathered in each of the 110 plants using a structured questionnaire
administered to senior managers during an interview that sometimes lasted several hours. The
senior managers included the plant manager, the head of production, and the personnel
manager. All information pertained to organizational characteristics, rather than characteristics
of the plant's employees. Data were collected on the structural and technological attributes of
the plant, such as size, personnel distributions, production technology, and automation of
production equipment (Blau et al., 1976; McKinley, 1987). In a total of 89 plants, interviews
were conducted by a team of two interviewers. In the remaining 21 plants, the interviews were
conducted by a single interviewer. Consensus was high among the interviewers who operated
in teams, because the vast majority of the variables were item counts, and did not require
interviewer judgment. In cases where disagreements about variable coding did occur, they
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were resolved by discussion among the interview team members. The presence of at least one
interviewer at all of the 110 plants guaranteed that the responses were actually made by the
plants’ senior managers.
The mean number of employees in the 110 plants was 497 in 1973, but more than half
of the plants had fewer than 360 employees. Personnel totals ranged from less than 100 to
more than 4,000 with a standard deviation of 553, indicating a highly skewed distribution.
Ninety-nine of the 110 plants had a parent company, and some information was collected on
the larger corporate structure. However, corporate information was kept separate from the
plant data, even when the plant was located at corporate headquarters. Secondary data were
also obtained from published reports of the U.S. Bureau of the Census, and those data were
used to develop a measure of the impact of environmental regulation.
Measures
Dependent variable. The dependent variable is a measure of product innovation
(NEWPROD2). The measure is the number of new products introduced in 1973 and the
previous four years, divided by the total number of full-time plant personnel in 1973. Dividing
by the number of personnel standardizes the number of new products for the scale of
operations, which is important for any measure based on the quantity of an item. We also
multiplied the ratio by 100, so that the final measure was the number of new products
introduced per 100 employees.
Independent variable. The independent variable is environmental regulatory impact
(REGNJ73B), specifically the impact of the federal Clean Air Act of 1970. The Clean Air Act
of 1970 was a very significant piece of environmental legislation. For the first time, national
ambient air quality standards (NAAQS) were set for stationary sources, including
12

manufacturing plants, to be achieved by 1975 (Davies & Davies, 1980). To meet this deadline,
plant managers and other executives would have had to begin to plan for capital investments
and adaptation activities immediately after the passage of the Act in 1970. This adaptation
period overlaps with the time period in which the dependent variable, product innovation, was
measured.
One result of the Clean Air Act would be capital expenditures for air pollution
abatement. Therefore, a proxy measure of the post-1970 impact of the Clean Air Act of 1970
was developed: the ratio of capital expenditures for air pollution abatement in 1973 to total
capital expenditures in 1973. It is reasonable to use 1973 capital expenditures as the measure
of post-1970 regulatory impact because the Clean Air Act of 1970 contained strict and complex
time requirements for compliance. These requirements compelled some manufacturers to
petition the EPA for a one-year suspension of certain standards arguing that emission control
technology was not available (Davies & Davies, 1980). Because deliberations of this type took
place, we argue that a lag time of at least two years was required to plan, design, and
implement technology responses like the purchase of pollution abatement equipment that
would be reflected in records of expenditures. Our proxy measure thus captures the results of a
planning and adaptation process that was reflected in financial statements at the same time the
new products counted in the dependent variable were being introduced. The pollution
abatement expenditures measure therefore serves to test the differences in the environmental
regulatory impact-product innovation relationship being predicted in our hypotheses.
The environmental regulatory impact ratio was computed at the industry level of
analysis, with a different score for each industry (SIC code) that was represented in the data set
(see Table 1). The data for this measure were obtained from the 1973 annual reports entitled
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Pollution Abatement Costs and Expenditures and Census of Manufactures, both published by
the U.S. Bureau of the Census. Our measure of environmental regulatory impact resembles the
measures used by other scholars in recent studies of environmental regulation. In these studies,
regulatory intensity or impact was measured by dividing a figure representing an expenditure or
an emissions reduction required by an environmental regulation, by a figure that controls for
the magnitude or size of the unit of analysis (Dean & Brown, 1995; Sánchez, 1995).
-------------------------------Insert Table 1 about here
-------------------------------Although the manufacturing data were collected 23 years ago, for the particular
relationship we are concerned with in this paper, we believe that the age of the data does not
represent a problem. We argue that the relationship between environmental regulatory impact
and product innovation is relatively uniform, no matter in what era measures of the independent
variable and dependent variable are taken. This is because environmental regulation will
always have an influence on the manufacturing processes of production facilities, causing
changes in production processes that open up the possibility of new product introductions.
This will be true whether regulation is of the command -and-control type typical of the
1970s, or the standard-setting type that is becoming more common in the 1990s. Although
certain approaches to environmental regulation have changed since the 1970s, the fundamental
nature of environmental regulation and the way firms view it has not altered significantly
during the past two decades. Even the most flexible of environmental laws -- the Clean Air Act
Amendments of 1990 -- mirrors earlier versions of the Clean Air Act (Portney, 1990; Yandle,
1989). Just as in 1970, the 1990 Clean Air Act Amendments require operating permits, subject
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violators to enforcement provisions, impose reporting burdens and operational delays, and
force firms to rely on state implementation plans. Command -and-control approaches have not
been completely eliminated from more recent environmental rules, and firms that are greatly
affected by them view current environmental laws as a moving target that carries as much
uncertainty as the 1970s legislation (Sánchez, 1995).
If anything, it could be argued that the newer, standard -setting environmental rules have
more potential for changing individual production processes than 1970s-style command-andcontrol regulation. Environmental laws that set standards for compliance instead of mandating
technologies will provide a greater number and variety of production process options to firms,
creating space for new product innovation. Therefore, this study may actually be a conservative
test of the environmental regulatory impact-product innovation relationship because it uses
1970s data. Had we been able to use 1990s data, we might have expected even stronger
relationships than we are likely to obtain with the 1970s data, given the leeway for innovation
provided by the new wave of environmental rules during the post-1970s period.
Moderator variables. Plant age (AGE73) was measured by subtracting the year in
which the plant was established from 1973. The oldest plant was 141 years old, the youngest
plant was four years old, and the mean age was 37 years.
Customization (CUSTOM) was measured by the percentage of plant sales falling into
the category of production according to customer specifications, plus the percentage of sales
falling into the category of standardized production modified to customer specifications. The
mean score on this variable was 39.68%.
Control variables. The natural logarithm of the number of employees in the parent
company (LOGCOSZ), and the number of different product lines produced in 1972 (PROD)
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were used as control variables. The log transformation of the first control variable was
implemented to deal with the problem of skewness. In addition, we included a third control
variable that measured the adaptability of the plant's production equipment, i.e., whether the
equipment was of limited or varied use and sequence (ADAPT).
Analysis
The hypotheses predict that there will be moderating effects of plant age and
customization on the slope of the relationship between environmental regulatory impact and
product innovation. For this reason, moderated regression analysis was chosen as the
appropriate technique to test the hypotheses. In moderated regression, a dependent variable is
regressed on an independent variable, a moderator variable, and a cross-product term between
the independent and the moderator variables (McKinley, 1987). This procedure partials the
main effects of the independent and moderator variables from their cross-product (Cohen &
Cohen, 1975: 295). Under these conditions, a statistically significant regression coefficient for
the cross-product term provides evidence that the slope of the relationship between the
independent and dependent variables changes across levels of the moderator variable (Cohen &
Cohen, 1975: 306). The important test statistic for evaluating a moderating effects hypothesis
is the cross-product term from which the linear effects of the predictor and moderator variables
have been partialled, and not the significance of the overall regression equation (Bedeian &
Mossholder, 1994). However, we will also report the latter statistic.
The sign of the regression coefficient for the cross-product term indicates the direction
of the change in slope as the moderator variable increases. For example, a positive sign for a
cross-product term regression coefficient would mean that the independent-dependent slope
moves in a positive direction as the moderator variable increases. Our first hypothesis predicts
16

a negative moderating effect, which would be represented by a significant, negative regression
coefficient for the cross-product term between environmental regulatory impact and plant age.
The second hypothesis predicts a positive moderating effect, which would be represented by a
significant, positive regression coefficient for the cross-product term between environmental
regulatory impact and customization.
Moderated regression analysis can also be used to produce a "family" of linear
equations (Cohen & Cohen, 1975: 313), each member of which shows the relationship between
the independent and the dependent variable at a different level of the moderator variable. High,
medium, and low values of the moderator variable can be substituted into a moderated
regression equation, and the resulting linear equations can be graphed. In this way, the
difference in the independent-dependent slope at different levels of the moderator variable can
be clearly seen.
Descriptive statistics and zero-order correlations for the study variables are presented in
Tables 2 and 3.
------------------------------------------Insert Tables 2 and 3 about here
------------------------------------------RESULTS
The results of the moderated regression analyses are displayed in Tables 4 and 5.
Equation (1) in Table 4 shows the main effects of environmental regulatory impact and the
moderating variable, plant age, on product innovation (rows 4 and 5). Equation (2) in Table 4
adds the cross-product term between environmental regulatory impact and plant age. As shown
in Row 6, the regression coefficient for the cross-product term is positive and significant (ß =
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.413, p £ .05, two-tailed). In addition, the R 2 increase associated with the entry of the crossproduct term is .041. Taken together, the results support the idea that plant age moderates the
slope of the relationship between environmental regulatory impact and product innovation,
although the findings are not consistent with the negative moderating effect predicted by
Hypothesis 1. Surprisingly, the results indicate that the slope of the environmental regulatory
impact-product innovation relationship moves in a positive direction as plant age increases.
The results of the F-test for the overall equation were also significant (F = 2.04,
p £ .10). Recall, however, that a significant F for a regression equation is not required to
validate the significance of a moderating effect (Baron & Kenny, 1986; Bedeian & Mossholder,
1994).
-------------------------------Insert Table 4 about here
-------------------------------In Table 5, Equation (1) shows the main effects of environmental regulatory impact and
the second moderating variable, customization, on product innovation (rows 4 and 5). Equation
(2) reflects the addition of the cross-product term between environmental regulatory impact and
customization. Row 6 shows that the regression coefficient for the cross-product term is
positive and significant (ß = .280, p £ .05, one-tailed). The use of a one-tailed test of statistical
significance is appropriate here because the sign of the regression coefficient is consistent with
the prediction of Hypothesis 2. With the addition of the cross-product term, the R 2 increases by
.032. In summary, these results support Hypothesis 2, which states that customization will
have a positive moderating effect on the slope of the relationship between environmental
regulatory impact and product innovation.
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The F-test of the overall regression equation yields the same results as for Equation 2
of Table 4 (F = 2.04, p £ .10).
-------------------------------Insert Table 5 about here
-------------------------------Table 6 presents two sets of linear equations derived from the moderated regression
equations (i.e., equation 2 in Table 4 and equation 2 in Table 5). The linear equations in Table
6 were generated by first substituting the means of the control variables into the appropriate
moderated regression equation. This resulted in the consolidation of the control variables into
the y-intercept, producing two "reduced" equations of the form:
y = a + bx + cz + d(x*z).
Next, different values of the moderating variable (z) were substituted into each reduced
equation. The outcome was a set of three linear equations showing the relationship between
environmental regulatory impact and product innovation at different levels of plant age, and
another set of three linear equations showing the relationship between environmental regulatory
impact and product innovation at different levels of customization. By comparing the slope
coefficients of these equations, one can get a clear picture of how the slope changes as the
moderator variable increases. The sets of linear equations can also be graphed to show how the
slope of the relationship changes across different levels of plant age and customization
(McKinley, 1987).
-------------------------------Insert Table 6 about here
-------------------------------19

Table 6 shows that for older plants (one standard deviation above the average score for plant
age), the slope of the relationship between environmental regulatory impact and product
innovation is positive (b = .0976). These results suggest that older plants, not younger ones,
translate high environmental regulatory influence into higher product innovation. In younger
plants (one standard deviation below the average score for age), the slope of the environmental
regulatory impact-product innovation relationship is negative (b = -.0939). Therefore, young
plants appear to be inhibited in generating new products in response to high environmental
regulatory impact. The linear equations in Table 6 confirm the inference about slope change
made from the sign of the cross-product term regression coefficient in Table 4. Figure 1
displays graphs of the linear equations in Table 6, showing the moderating effect of plant age
on the environmental regulatory impact-product innovation slope.
--------------------------------Insert Figure 1 about here
--------------------------------Table 6 also demonstrates that for plants with a relatively low level of customization
(one standard deviation below the average customization score), the slope of the relationship
between environmental regulatory impact and product innovation is negative (b = -.0905). For
plants with less customized production, being situated in an industry heavily impacted by the
1970 Clean Air Act tends to reduce product innovation. For plants with highly customized
production, on the other hand, the slope of the environmental regulatory impact-product
innovation relationship is positive (b = .1040). For those plants, location in an industry heavily
influenced by the 1970 Clean Air Act tends to be favorable for product innovation. The linear
equations shown in the bottom half of Table 6 are consistent with Hypothesis 2 and with the
20

sign of the cross-product term regression coefficient in Table 5. This second set of linear
equations is graphed in Figure 2.
---------------------------------Insert Figure 2 about here
---------------------------------In summary, the results of this study suggest that environmental regulation may inhibit
or contribute to product innovation, depending on characteristics of the plants that are the sites
of new product introductions. Two of the plant characteristics that may make a difference are
plant age and the degree to which plant production is customized or standardized. While the
results of this study should be interpreted with caution, they do point to the potential value of
future research to explore the effects of environmental regulation from a contingency
perspective.
DISCUSSION
This study is rooted in the tradition of contingency theory (e.g., Cheng & McKinley,
1983; Drazin & Van de Ven, 1985), but it extends that tradition into new theoretical and
empirical territory. As noted at the beginning of this paper, there has been little empirical
research examining the influence of environmental regulation on organizational innovation, and
almost none conducted with attention to possible moderating effects. The results of this paper
suggest that the effects of moderating variables on linear relationships are interesting and merit
serious exploration. It is also worth mentioning that the interactions among moderating
variables often create higher-order effects, similar to the “gestalts” discussed by Miller (1987;
Miller & Friesen, 1984). That is, organizations will demonstrate complex interactions as their
structural and internal variables, such as age and the degree of customization, interact with
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relationships like that between environmental regulation and product innovation. Further, the
way these complex interactions are configured may be predicted and interpreted as
organizational gestalts (Miller, 1987). Understanding how these moderating effects operate is
beneficial for the development of more refined theory in this area.
The results of this study suggest that old plant age and an orientation toward customized
production both enhance the tendency of a plant to respond to environmental regulatory
influence by introducing new products. It is relatively clear why customization, as a proxy for
production process flexibility, should magnify the likelihood of new product introduction when
the external environment is changed by "green" legislation. A manufacturing plant that is set
up to produce products according to customer specifications has already made a commitment to
modifying the production process repeatedly to meet customers’ needs. Thus, as external
shocks such as environmental regulation make new demands on these plants, they can change
their production processes more flexibly, and initiate new product designs to match the revised
processes.
However, it is less clear why plant age also has a positive moderating effect on the
relationship between environmental regulatory influence and product innovation. We had
predicted that plant age, as a proxy for low structural flexibility, would have a negative
moderating effect on this relationship. However, the findings (at a two-tailed level of statistical
significance) indicated exactly the opposite. One interpretation of this counterintuitive result is
that older plants may be more structurally inert (Hannan & Freeman, 1984, 1989), but may also
exhibit high flexibility along dimensions other than organizational structure. One such
dimension may be the flexibility of the workforce. Upton (1995) found that workforce
experience was positively related to flexibility, where flexibility was defined as the range of
22

products a plant can produce. If older plants have more experienced workforces than younger
plants, and this experience allows the workers to be adaptable in introducing new products, this
effect could overwhelm any negative moderating effect due to age-induced structural inertia.
The result would be what we see in our data: a positive moderating effect of plant age on the
slope of the environmental regulatory influence-product innovation relationship. This
interpretation is interesting because it suggests that there are many possible dimensions of
flexibility -- certainly more than the two we identified in our theoretical discussion above.
Plant age may tap at least two of these dimensions: a structural flexibility dimension that varies
inversely with age, and a workforce flexibility dimension that varies directly (positively) with
age.
A second, and related, interpretation is that older plants have routinized the procedures
necessary to change manufacturing processes, which would facilitate the introduction of new
products when those plants are affected by "green" legislation. While this argument may seem
counter to received wisdom about organizational age, it is likely that production process
modification becomes easier with repeated experience at such modification. This is consistent
with Greenwood and Hinings' (1996) statement that experience increases capacity for action.
Older, surviving plants have had to make many more process transformations in their lifetimes
than their younger counterparts. This raises the probability that they will make other similar
changes in the future (Amburgey, Kelly, & Barnett, 1993), and helps standardize the
phenomenon of change. The structural inertia that is associated with organizational age
(Hannan & Freeman, 1984, 1989) is not necessarily incompatible with this hypothesized effect.
Structural inertia increases the day-to-day predictability of the division of labor and the chain of
command, thus providing a stable and certain context within which flexible technological
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adaptation can take place. This would help explain Tyre and Orlikowski's (1994) report of later
episodes of adaptation in production technologies that follow the initial burst of postintroduction adaptation.
A third, and related, explanation of the positive effect of plant age on the environmental
regulation - product innovation relationship is that older plants may be staffed with employees
having longer tenure, and those employees may have a greater stake in the survival of the
organization. They will be thus more willing to take the personal risks associated with
innovation.
In contrast, younger plants may be less adept at technological adaptation, because new
organizations need time to acquire workforce experience, and to learn roles, rules, and routines
that make technical change easier. Employees of younger plants may also have shorter tenure
and thus possess a weaker commitment to the survival of the organization. This may make
them less willing to initiate what could be risky innovative behavior. Therefore, the young
plants in our sample may experience barriers to new product introduction, accounting for the
negative environmental regulatory influence-product innovation slope at the "young" end of the
age continuum (Figure 1). Time and patience are required for a new organization to
incorporate work patterns that are flexible and responsive to changing conditions. Until that
has occurred, new organizations tend to adopt generalized skills produced outside the
organization -- skills whose lack of uniqueness allows the organization very little flexibility
(Stinchcombe, 1965).

IMPLICATIONS AND DIRECTIONS FOR FUTURE RESEARCH
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The results of this study suggest a number of directions for future research. First, we
emphasize that our findings are based on responses to one piece of "green" regulation (the
Clean Air Act of 1970), and are specific to one particular kind of organization (manufacturing
plants). Thus, an important agenda for future empirical investigation is to replicate the analysis
reported here, using other types of environmental regulation. While many aspects of the Clean
Air Act of 1970 are common to environmental laws passed since then (Portney, 1990), there is
no necessary sharing of all relevant properties across all types of environmental regulation.
Replication could show how generalizable our results are to environmental legislation passed
since 1970. Replications could also be extended to other types of organizations and other kinds
of innovation (for example, process innovation). The overall goal would be to use this study
as the starting point for a theoretical and empirical generalization process that would expand
our contingency model into new domains.
Assuming our results do have generalizability, it should be possible to construct
innovation profiles for various kinds of organizations impacted by environmental regulation.
Our findings suggest that the environmentally regulated organizations most likely to implement
innovations will be those that are older and oriented toward producing to customer
specifications. In contrast, the environmentally regulated organizations least likely to introduce
innovations will be young and oriented toward standardized production. These innovation
profiles are consistent with Figures 1 and 2, but would need to be verified by a stream of
additional research. From a practical perspective, the outcome of such a research stream would
be a much better capacity to predict the situations in which environmental legislation will be a
stimulus for innovation.
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Juxtaposing our paper with work like Upton (1995) also suggests the need for a great
deal more research on the construct of flexibility. Flexibility is a favorite term among
managers, consultants, and academics today (e.g., Volberda, 1996; Smith & Zeithaml, 1996),
and it is sometimes used to justify radical organizational restructuring programs involving the
elimination of thousands of jobs. However, little theoretical or empirical effort has been
devoted to defining the boundaries of the flexibility construct. This paper raises the possibility
that flexibility is multifaceted, and that one can meaningfully conceive of variation in flexibility
along a number of dimensions: structural, technological, strategic, and so on. Some of these
dimensions may be orthogonal to one another: for example, technological flexibility may
flourish best where structures are relatively inflexible, and therefore reproducible on a day-today basis. This orthogonality could be a rich source of theoretical development, particularly if
applied to flexibility's role as a moderator of the relationship between regulatory constraints
and organizational performance outcomes.
Finally, it would be profitable to integrate this paper with other work that is currently
exploring the effects of external forces on organizations' performance, including the level of
innovation. Environmental regulation is an important external variable that affects the
activities of organizations, and it may be that it parallels the effects of other variables outside
the organization. For example, Sánchez and McKinley (1995) conceptualized product
regulation as an external influence on an organization's global competitiveness, and developed
a theoretical model that predicted when product regulation is likely to positively or negatively
affect global competitiveness. Correspondingly, Mone, McKinley, and Barker (1997) have
followed an established stream of research (e.g., Cameron, Kim, & Whetten, 1987; Whetten,
1980) in describing organizational decline as a critical external contingency that organizations
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must often deal with. Mone et al. (1997) have discussed moderating variables that determine
when organizational decline inhibits or stimulates innovation. While organizational decline is
clearly not identical to environmental or product regulations, all these phenomena share the
attribute of shaping an organization's behavior toward certain outcomes and away from others.
Integrating this paper with other like-minded research -- of which the work cited is only an
example -- could eventually result in a general theory of external regulatory influence,
conceiving regulation more broadly than a purely legal construct. Such a theory would relate
the multiple aspects of external "regulation" to the multiple dimensions of internal
organizational performance, with attention to the moderating variables that condition these
relationships. While we are very far from such a theory at the present time, it is a worthy focus
for future theoretical and empirical investigation.
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