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Introduction 
Pour situer cette thèse dans son contexte, on peut la voir comme un pont jeté entre théorie 
et applications véritables avec pour souci permanent de justifier les algorithmes présentés 
et leurs propriétés par des démonstrations mathématiques rigoureuses. En général, il faut 
reconnaître qu'il y a un décalage surprenant entre l'énorme littérature théorique consacrée 
aux probabilités et les applications qui utilisent effectivement cette littérature. Le domaine 
des p r o b a b i l i t é s n u m é r i q u e s essaie d'articuler les deux ; il peut être vu comme un maillon 
indispensable entre la théorie et les applications. Cette thèse en fait partie. On propose 
dans ce travail des algorithmes de simulations accompagnés à la fois de résultats portant sur 
leurs performances observées ainsi que des démonstrations mathématiques expliquant ces 
performances. Le corpus mathématique utilisé fait intervenir des concepts probabilistes ainsi 
que des théorèmes et des techniques relevant de la théorie ergodique. Tout ceci avec pour 
préoccupation d'améliorer ou de construire des méthodes numériques réalistes et efficaces. 
La thèse se compose de deux parties indépendantes. La première est consacrée à l'étude 
de la méthode du décalage, dite aussi méthode du shift, pour le calcul d'espérances mathéma-
tiques en dimension grande ou infinie. La deuxième partie s'attache au problème de l'approxi-
mation des mesures invariantes pour les chaînes de Markov. 
La méthode de Monte Carlo pour le calcul d'espérances mathématiques, c'est à dire 
l'implémentation informatique de la loi forte des grands nombres, est connue et utilisée depuis 
longtemps dans de très nombreuses applications des sciences de l'ingénieur où le hasard 
intervient, aussi bien que dans des phénomènes physiques et économiques très variés. Dans 
le premier chapitre nous commençons par quelques rappels. ïl s'agit ici d'une présentation 
rapide et élémentaire qui s'appuie sur la simulation des variables aléatoires et son application 
aux calculs d'espérances mathématiques. Au passage, les résultats classiques sur la vitesse 
de convergence de la méthode de Monte Carlo sont rappelés. 
Cependant, l'usage du théorème ergodique ponctuel de Birkhoff pour le calcul d'espérances 
mathématiques, à cause des particularités de son implementation informatique se trouve 
être, dans de nombreuses situations, plus efficace que la méthode de Monte Carlo "clas-
sique", quoique cette méthode ne soit pas encore répandue. Dans le chapitre 2, on rappelle 
d'abord quelques résultats de la théorie ergodique puis on présente la méthode du décalage 
(ou du shift), pour le calcul d'espérances en dimension grande ou infinie (voir [1], [2] et [12]). 
Pour l'essentiel, la méthode du décalage est la mise en œuvre informatique du théorème er-
godique ponctuel pour l'opérateur du décalage (à gauche ou, à défaut, à droite). L'espérance 
mathématique est simulée sur des trajectoires dépendantes ; les performances de ce procédé 
proviennent d'une "boîte de stockage" qui évite de recommencer inutilement certains cal-
culs partiels en passant d'une trajectoire à une autre et qui permet, donc, une vitesse de 
convergence informatique plus grande que la méthode de Monte Carlo. 
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L'utilisation de cette méthode nécessite comme Monte Carlo des estimations de la vitesse 
de convergence, telles que la loi du logarithme itéré et le théorème de la limite centrale, dont le 
théorème ergodique ponctuel général ne dispose pas (cf. Krengel [32]). Dans le but de donner 
des critères d'arrêts effectifs pour ce type d'algorithmes, je me suis intéressé à l'obtention de 
vitesses de convergence pour une certaine classe de fonctions que l'on rencontre fréquemment 
en pratique : la classe des fonctionnelles F de carré integrable et mesurables par rapport à 
la tr ibu TT des événements antérieurs à un temps d'arrêt T. 
Le chapitre 3 commence par quelques rappels sur l'énoncé d'un théorème de Gai et 
Koksma [18], sa démonstration dans un cadre probabiîiste et sa formulation dans le cadre de 
l 'opérateur du shift. La suite du chapitre est consacrée à une "loi du logarithme itéré faible" 
qui donne une vitesse de convergence dans le théorème ergodique de Birkhoff dans le cas de 
transformations fortement mélangeantes. Ce résultat, appliqué à la transformation du shift, 
permet d'obtenir une vitesse de convergence du même ordre en pratique que la méthode 
de Monte Carlo pour une certaines classes raisonnablement générales de fonctionnelles F 
couramment employées en pratique. 
Afin d'étudier le comportement asymptotique en loi de l'erreur normalisée de cette mé-
thode, on établit au chapitre 4 des théorèmes de limites centrales. Dans une première partie 
de ce chapitre et en utilisant des techniques similaire à celles de Billingsley [9], on démontre le 
théorème de la limite centrale pour les classes de fonctions introduites au chapitre précédent. 
Dans une deuxième partie, on s'appuie cette fois sur des techniques d'analyse fonctionnelle 
pour obtenir le même résultat pour les fonctions lipschitziennes. Cette dernière classe de 
fonctions est moins utile dans le cadre de nos applications, cependant, la démonstration 
nous paraît intéressante et permet en outre d'obtenir une vitesse de convergence dans le 
théorème de la limite centrale de type Berry-Essen. 
Au chapitre 5 nous présentons d'abord quelques résultats sur la loi du logarithme itéré 
de Walter Phillip et William Stout [42] puis leur formulation dans le cadre de l'opérateur 
du shift ; ceci nous permet d'obtenir la loi du logarithme itéré pour une classe de fonctions 
strictement contenue dans celle vérifiant la loi "faible" au chapitre 3, la restriction s'exprime 
en conditions sur les moments. L'étude de la vitesse de convergence dans le théorème de 
Birkhoff pour l'opérateur de décalage à droite semble mieux adaptée aux résultats théoriques 
existants (voir N. Bouleau [13]) , ceci fait l'objet de la dernière partie de ce chapitre. Dans un 
premier temps sont rappelés les résultats obtenus par N. Bouleau sur la vitesse de convergence 
de la méthode du décalage à droite. En particulier, il est montré que, pour une certaine classe 
de fonctions, dite classe de Gordin, le théorème de la limite centrale et la loi du logarithme 
itéré sont vérifiés. Pour notre part , nous montrons que les classes de fonctionnelles introduites 
au chapitre 3 sont dans la classe de Gordin ; ceci améliore le résultat de N. Bouleau sur les 
fonctions dépendant d'un temps d'arrêt. 
La conclusion essentielle de ces trois derniers chapitres est que la méthode du décalage 
a une vitesse de convergence asymptotique (mathématique) du même ordre de grandeur, 
0(-4_), que la loi des grands nombres, pour une large classe de fonctionnelles parmi les plus 
couramment rencontrées. Cette vitesse de convergence est contrôlée par un paramètre cr2, 
représentant la somme de la variance et des corrélations entre les trajectoires décalées ; le 
rôle de a2 est similaire à celui joué par la variance dans la méthode de Monte Carlo. 
Le chapitre 6 est une application de cette méthode à la résolution d'équations elliptiques. 
On observe notamment que la vitesse de convergence de l'algorithme est contrôlée par le 
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paramètre cr2 qui lui, dépend de la représentation du mouvement brownien et de la trans-
formation ergodique choisie. En effet, pour une discrétisation du brownien par le schéma 
d'Euler "classique* et pour diverses transformations, on observe des vitesses de conver-
gence complètement différentes, une application naïve de la méthode pouvant aboutir à des 
problèmes ; une estimation du terme a-2, dans chaque cas, permet d'expliquer ce phénomène. 
A la fin de ce chapitre nous proposons d'autres représentations du mouvement brownien 
dont nous pensons que l'usage avec la méthode du shift pourraient se révéler efficace que le 
schéma d'Euler. 
La deuxième partie de cette thèse, constituée du chapitre 8, s'attache au problème 
de l'approximation des mesures invariantes. Il s'agit d'une présentation élémentaire des 
chaînes de Markov ergodiques suivie d'un panorama sur l'utilisation de cette théorie par 
les physiciens ; on trouve en outre leur point de vue sur la vitesse de convergence de ce type 
d'algorithme. Une application aux calculs des exposants de Lyapunov est donnée à la fin de 
ce chapitre. Ceci se situe dans le droit fil des préoccupations de D. Talay[52j[20]. 
Pendant ma thèse, je me suis servi des simulations numériques comme outils d'expérimen-
tation permettant d'illustrer les résultats obtenus et de tester l'efficacité informatique des 
méthodes proposées, autrement dit de confirmer, d'infirmer, ou de découvrir de nouvelles 
propriétés mathématiques. On trouvera, donc dans chaque chapitre, des résultats numériques 
accompagnés de commentaires. 

Partie I 
La M E T H O D E DU DECALAGE 

Chapitre 1 
Rappel sur la méthode de Monte 
Carlo. 
1.1 Simulation de variables aléatoires. 
En théorie, toute variable aléatoire X peut être mise sous la forme X = <p(U) où <p est 
dx~integrable sur [0,1] et U est une variable aléatoire de loi uniforme sur [0,1] : on prend 
<p(U) = mî{x/F(x) > u} 
où F(x) = IP(A" < x) est la fonction de répartition de X. A priori, simuler une suite 
de variables aléatoires donnée revient donc à simuler une suite de nombres au hasard, plus 
précisément une réalisation d'une suite de variables aléatoires U\, UÏ, • • •, Un, • • • indépendan-
tes de loi uniforme sur [0,1]. Malheureusement, ce problème est mathématiquement difficile 
et il n'est pas effectif puisqu'il exclut toutes les suites obtenues par un algorithme donné 
(cf. Dellacherie et Martin Lof [11]). Cependant on peut construire des nombres, dits pseudo-
aléatoires, vérifiant plusieurs tests statistiques. Ces derniers on fait l'objet de nombreux 
travaux (cf. par exemple [4]). La précision des ordinateurs étant finie, dans la pratique 
on n 'a accès qu'à des suites finies de nombres pseudo-aléatoires que l'on assimile à une 
réalisation UI(UJ), ^ ( w ) , • • •, UN {<*>), • • • d'une suite de variables aléatoires indépendantes de 
loi uniforme sur [0,1]. Un procédé très employé pour construire ces suites est de considérer 
des suites x n à valeurs entière entre 0 et m et de prendre Un — ^ . On peut définir les xn 
par récurrence à partir d'une formule de type 
x n + 1 = axn mod m ou x n + i = axn -f b mod m 
où a et b sont des entiers et m est un entier assez grand. En prenant a et m premiers entre 
eux on obtient une suite de période r, avec r le plus petit entier tel que ar — 1. 
Donc, à première vue la simulation de variables aléatoires de loi C(X) ne semble pas poser 
de problème particulier ! Cependant, sauf dans des cas très simples (loi exponentielle, somme 
d'uniformes, lois à supports finis) y? n'est pas numériquement accessible. En outre la con-
naissance explicite de ip étant clairement équivalente à celle de la loi de X (via F) il est bien 
évident qu'une telle situation ne se rencontre que rarement dans les problèmes réels. Par 
contre cette technique peut être utilisée pour simuler des variables intermédiaires. 
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En effet, le plus souvent, une variable aléatoire X apparaît naturellement sous la forme : 
X = f(Uu---,Ud,---) 
où Ui, • • •, Ud, • • • est une suite, finie ou non, de variables aléatoires indépendantes de loi uni-
forme sur [0,1] et / une fonction integrable de M? dans Ht ou de JRP*' = Un>iIRn dans H . La 
fonction / est généralement définie à partir d'un algorithme : elle traduit mathématiquement 
à la fois le système (physique, économique, etc) qui engendre X et les méthodes de simula-
tion utilisées pour engendrer d'éventuelles variables intermédiaires (dans le cas de l'emploi 
de la méthode de rejet par exemple). Nous renvoyons à N. Bouleau [11] pour la simulation 
de variables aléatoires. 
La représentation de X par la fonction / sur IRA ' nous permett ra grâce à la loi forte des 
grands nombres de déterminer l'espérance de X, JE(X). 
1.2 La loi forte des grands nombres. 
Le calcul d'espérances mathématiques est l'un des pôles essentiels des probabilités 
numériques. D'un point de vue théorique le calcul d'espérance d 'une variable aléatoire réelle 
X est un simple calcul d'intégrale 
E X = / xfi(dx) 
où fi (la loi de X) est une mesure de probabilité sur IR. Malheureusement il est exceptionnel 
que l'on dispose d'une expression analytique explicite de la mesure ¡i permettant par exem-
ple un calcul d'intégrale par quadrature. D'ailleurs lorsqu'une telle situation se présente la 
connaissance de p est incomparablement plus riche d'informations que celle de son espérance. 
Le plus souvent on procède donc à un calcul approché en se fondant sur la loi forte des 
grands nombres, dite méthode de Monte Carlo qui assure que : 
mu \ Xi{u) + - • • + Xn{u) 
n 
si X\, • • •, Xn, - • • est une suite de variables aléatoires réelles indépendantes de même loi que 
X. 
Sur un plan pratique la méthode de Monte Carlo consiste à exploiter ce résultat en 
simulant sur ordinateur (ou en engendrant expérimentalement) le début X\(UJ), • • • ,Xn(uj) 
d'une trajectoire (Xn{u>))n>i de la suite (A'n)n>i puis à assimiler 1EX à i H + - + n\"> lorsque 
n est "grand" (i.e. quelques milliers, voire plus). Cela revient à poser : 
1 ^ 
1EX - lim - V /(í/(jt-i)d+i, Uik-i)d+2, •••, Ukd), 
une fois que X a été simulée sous la forme X — f(Ui,U2, • • •, Ud) • Il est clair que, lorsque la 
simulation est faite, la programmation de la méthode est immédiate, en plus elle s'applique 
sans hypothèse de régularité sur f : f est simplement supposée borélienne integrable sur 
[0, l]d . 
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1.3 Vitesse de convergence de la méthode de Monte 
Carlo. 
Par les inégalités de Bienaymé-Tchebichev, de Chernov ou le théorème de la limite centrale 
la méthode de Monte Carlo dispose d'un critère d'arrêt probabiliste. C'est à dire que, pour 
un seuil d'erreur admissible e donné, on peut a priori décider du nombre de simulations 
qui rendra la probabilité que ce seuil ne soit pas respecté inférieure à une valeur fixée. Par 
exemple, si X est de carré integrable, on utilise l'inégalité de Bienaymé-Tchebichev et on 
obtient : 
V{\Xl + "n+Xn-WX)\>e}<£i, (1.1) 
où cr2 = Var(Xi). L'utilisation du théorème de la limite centrale avec reste, dit théorème 
de Berry Essen (cf.[16] et [50]), dans le cas où X admet un moment d'ordre 3, donne une 
majoration plus fine. En effet ce théorème assure qu'un seuil de précision e > 0 étant fixé : 
JP{\^±Ä^-jEX\>e} < 
(1.2) 
nW(0;i)\>¥} + ¿j£Ufi>~& 
où a2 = Var(Xï), p = E\Xi\3 et JV(Û; 1) désigne une variable aléatoire réelle de loi normale 
centrée réduite. Lorsque X a des moments exponentiels (IEefc^ < oo), on utilise un critère 
plus précis, dit de Chernov, à savoir que : 
JP{\Xl + '" + Xn - E(X) | >e}< M e ) ) - + (tf(£))", (1.3) 
n 
avec <z>(e) = inf E(e^x~E A '>-^) et t/>(e) = inf E(e^E*~*>-^) . 
7e]o,i=] t€]o,b] 
D'autre part, la loi du logarithme itéré (cf.[50] ) indique, elle, que si Xi,X^, • • •, Xn, • • • est 
une suite de variables aléatoires réelles indépendantes de même loi et de carré integrables, 
alors : 
Xi + • • • + Xn - nWX 
hmsup . j , = a, 
n—oo vzn log log n 6 t
 ,. . .Xr + '-'+Xn-nJEX l im inf ========= = —a. 
n—oo y^n log log n 






indéfiniment entre un voisinage de a et un voisinage de —a. On peut dire aussi que : 
JP(du>) - p.s. V e > 0 3 n'^ tel que : 
w v. . À'! + • • • + X„ /log log n V n > n * u J E A | < (1 +e)cr\ — , 
n ' \ ¿n 
/log log n 
mais il ne faut pas attendre de cette méthode une précision meilleur que a(X)\ — . 
Il convient aussi de remarquer que la vitesse de convergence de la méthode de Monte Carlo 
ne dépend pas de la simulation de X, autrement dit elle ne dépend pas de la fonction 
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f(Ui, " • •> Ud, • • •) choisie. En effet, l'erreur asyrnptotique ne fait intervenir que l'écart-type 
pour l'inégalité de Bienaymé-Tchebichev et le logarithme-itéré, le moment d'ordre 3 pour 
le théorème de Berry-Essen, des moments exponentiels pour l'inégalité de Chernov. Dans la 
suite on comparera la méthode du décalage à la méthode de Monte Carlo dont les résultats 
ci-dessus conduisent à affirmer que la vitesse de convergence "tourne autour" de 0(-4-). 
Chapitre 2 
Présentation de la méthode du 
décalage 
L'usage du théorème ergodique de Birkhoff pour le calcul d'espérances mathématiques n'est 
pas très fréquent en simulation. Cependant, dans le cas de certaines transformations, et 
à cause des particularités de leur implementation informatique, la programmation de ces 
algorithmes se trouve être plus efficace. Dans ce chapitre on rappellera quelques résultats de 
théorie ergodique et on présentera une méthode aléatoire, dite de décalage ou de shift, pour 
le calcul d'espérance en dimension grande ou infinie (voir [12], [1] et [2]). Cette méthode est 
basée sur le théorème de Birkhoff. 
2.1 Cadre mathématique de la méthode. 
Désignons par (X, A, A) un espace de probabilité et par r une transformation mesurable de 
(X, A) qui préserve la mesure A (c'est à dire X(T~1A) = X(A) pour tout A 6 A). On rappelle 
qu'un ensemble A € A est dit r—invariant si r~l(A) = A. 
Définition 1 Une transformation r est dite ergodique si les parties mesurables T—inva-
riantes de A sont négligeables ou de complémentaires négligeables. 
I 
En 1931 Birkhoff a démontré que pour toute fonction / de X, à valeur réelle et A—integrable, 
la limite de 'yx'+*\TX>+'"+'v—£1 existe A—presque sûrement. Il est facile de voir que si la 
limite est constante elle est égale à l'intégrale de / . On retrouve ainsi le théorème de Birkhoff 
pour les transformations ergodiques. 
T h é o r è m e 1 Birkhoff. 
Soit (X,A,\) un espace de probabilité et r : X —* X une transformation ergodique alors 
pour toute fonction f Ç. Ll(X, A) on a : 
1 n _ 1 f 
-J2foTk —> / fdX A - p.s. 
n
 k=o Jx 
P r e u v e : Voir Krengel [32]. 
12 
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Dans la suite, on rappellera la définition d'une transformation mélangeante et on donnera 
un critère simple de mélange. 
Défini t ion 2 Une transformation mesurable r d'un espace de probabilité (X, A, A) est dite 
mélangeante si pour tout f 6 L2, la suite ( / o r n ) converge faiblement dans L2 vers la fonction 
constante fx fdX, c 'est à dire si pour tout g € L2 
/ / o Tngd\ ^ „ „ o o / fd\ I gdX 
JX JX JX 
I 
Manifestement, une transformation mélangeante est ergodique. En effet, en prenant f et g 
égale à l'indicatrice d 'un ensemble mesurable A, on a : 
V.4 e (X, A, A) A ( T - B ( A ) n A) ~^oo {MA))2. 
Par conséquent, si r~l{A) = A alors \{A) = (A(A))2 et donc A est négligeable ou de 
complémentaire négligeable. La réciproque est fausse. L'introduction de la convergence faible 
dans la définition précédente est essentielle. En effet la suite (forn,n € IN) ne peut converger 
fortement dans L2 pour un / t L2 que dans le cas trivial où / o T = / parce que pour tout 
/ € L2 : | | / o T — f\\ = | j / o Tn + 1 — / o rn\\ quel que soit n G IN. Le lemme suivant fournit 
un critère simple de mélange ; il sera utilisé par la suite pour montrer que la transformation 
du shift est mélangeante. 
L e m m e 1 Pour qu'une transformation mesurable T de (X, A, A) soit mélangeante il suffit 
que : 
f f o r-fdX — „ . ^ ( / fdXf 
Jx Jx 
pour tout f d'un ensemble générateur de L2 
P r e u v e : Evident par polarisation et approximation. 
1 
Comme nous l'avons dit au premier chapitre, il est très rare, sauf cas simple, que la simu-
lation d'une variable aléatoire réelle se réduise effectivement à une simulation en dimension 1. 
Cependant, le plus souvent, par simulation d'un certain nombre de variables aléatoires in-
termédiaires on arrive à définir un algorithme de simulation de la variable aléatoire X. Ainsi, 
on obtient une représentation de X sur [0,1]N ou plus précisément une représentation sur 
[ 0 , 1 ] ^ — Un>i[0,1]". Il est donc intéressant d'étudier un algorithme qui calcule l'intégrale 
d'une fonctionnelle sur [0,1]N. Considérons [0,1]^, l'espace produit de l'intervalle [0,1], muni 
de la mesure de Lebesgue produit A = dx®1* et notons par 0 la fonction de décalage, appelée 
aussi opérateur de shift, définie sur [0, l]1^ par 
6(Ui,U2,...,Uk,...) = (U2,U3,...,Uk+u---). 
Il est clair que 0(A) = A, où 6(X) est la mesure image. Dans le lemme suivant on rappelle un 
résultat classique à savoir que 0 est non seulement ergodique mais mélangeante. 
L e m m e 2 B est une transformation mélangeante qui préserve la mesure A. 
2.2. Príncipe du dispositif informatique. 14 
Preuve : Pour établir ce résultat il suffit, d'après le lemme précédent, de démontrer que : 
y A € B([0,1]®N) on a \(0~n(A) D A) —•„_«, A(A)A(¿). 
Il suffit de vérifier cette propriété sur la classe des ensembles cylindriques. Soit A un en-
semble cr(Uk, • • •, Ui)—mesurable on a 0~n(A) est a(Uk+n, • • ' •> Ui+n)—mesurable. Par suite, 
pour n assez grand on a 6~n{A) et A sont indépendant, par conséquent X(6~n(A) f) A) = 
X(0~n(A))X(A) — (\(A))2. Ceci achève la démonstration. 
I 
Le système dynamique ([0, l]w,ß([0,1]®N), A, 6) est donc en particulier ergodique. Par con-
séquent, d'après le théorème ergodique ponctuel de Birkhoff on a : 




pour toute fonctionnelle F A—integrable sur [0, l]1^. Donc une simulation de l'espérance 
mathématique d'une variable aléatoire réelle représentée sur [0,1]N par X = F(U) = 
F(Ui, • • •, Uk, - • •) consiste à calculer la fonctionnelle F aux points successifs U, 6(U), 02(U), 
• • •. Ces points sont des suites de points de [0,1] : 
U = (lh,U2,---,Uk,---) 
6(U) = (U2,U3,---,Uk+1,---) 
et de prendre la moyenne des termes. 
Remarque : 
Nous désignerons ici par 9d les puissances de 9 avec d G IN*. Il convient donc de remarquer que 
les résultats ci-dessus restent valable pour l'espace ([0,1]N, B([0, 1]®N), A, 6d). En particulier, 
le système dynamique ([0,1]N,#([0,1]®N), X,8d) est ergodique et par suite : 
•. N-i 
~TFoend-~^JEF X-p.s., (2.2) 
N
 ¿à 
pour toute fonctionnelle F A—integrable sur [0,1]N. 
Dans le prochain paragraphe on expliquera l'intérêt de cette méthode en montrant par 
un exemple générique le principe du dispositif informatique. 
2.2 Principe du dispositif informatique. 
La modélisation des phénomènes aléatoires, fait souvent intervenir des processus à temps 
discret, ainsi les problèmes de transport de particules, la discrétisation des équations di-
fférentielles stochastiques, etc. Pour calculer l'espérance d'une fonctionnelle des trajectoires 
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d'un processus, on est ramené à des intégrations en dimension infinie et on se retrouve dans 
des situations voisines de celle ci : Soit (Xn)n£M une suite de variables aléatoires sur [0,1]N 
telle que, Vn G IN, Xn est a(U\, • • •, £/„)—mesurable et soit T un temps d'entrée du processus 
(Xn)nçn, ou de (Xn, n)n£N, dans un ensemble donné, on a à calculer les quantités suivantes : 
• E(T) , E(Xr) , JE[G(XT,T)l G : IR® IN —• IR. 
• JEYlï^i C(Xk,Xk+i), où C est une fonction de IR2 à valeurs réelles, représentant des 
coûts. 
• Ou plus généralement E ( i i ) avec H une fonctionnelle Tj—mesurable. 
Très souvent ces processus sont des chaînes de Markov. Nous allons décrire, par un exem-
ple générique, comment s'implémente la simulation d'une telle chaîne par la méthode du 
décalage. Soit Xn une chaîne de Markov définie par : 
XQ — x, Xn+1 = H(Xn, n, h(Und+i-,- • •, U(n+i)d)), 
où les Un sont des variables aléatoires indépendantes de loi uniforme sur [0,1]. Ainsi le 
processus (Xn)neti admet une représentation sur ([0, l]1^,^®1^). 
On considère le temps d'arrêt T = inf{n > l;Xn € A} et les fonctionnelles associées 
F = G(XT,T). L'espérance 1EG{XT,T) peut être calculée par le théorème de Birkhoff, 
puisque 
j N~! 
BG(XT,T) = \\m -Y^G(XT,T)o9nd \-p.s., (2.3) 
n=0 
dès que G(XT,T) € Ll. L'implémentation de cet algorithme exploite de façon essentielle la 
notion de pointeur (ou tout autre procédé équivalent de gestion de piles). Pour appliquer 
la formule (2.3) nous avons à calculer G(XT,T) aux points successifs U, Od(U),02d(U),... 
Ces points sont des éléments de [0,1]N 
U = (UuU2,---,Ud,---,Uk,---) 
e
d(U) = (^ + 1 , ^ + 2 , - - - , t / 2 < í . - - - , í / ¿ + t i - . - ) 
Alors si le temps d'arrêt T est fini, ce que nous supposons ici, le calcul G(XT,T) ne dépend 
que d'un nombre fini de coordonnées, le long de chaque trajectoire U = (U\, U2, • • •, Uk, •••)'. 
la suite U étant calculée jusqu'à l'indice k = dT(U) où T(U) est déterminé par le test 
<test>{X«*A .. . =* n<T{U) 
Xn G A pour la première fois =>• n = T(U) 
Notons par : 
Yn = h(U(n-i)d+l, • • • , Und). 
Supposons qu'on ait calculé G(XT,T) au point U — (Ui,U2,---), et que les calculs des 
termes intermédiaires, Yn = h(U(n.l)d+u • • •, t/nd), 1 < n < T(U), aient été mis dans des 
2.2. Príncipe du dispositif informatique. 16 
pointeurs comme indiqué dans la figure 2.1. La simulation de G(Xj,T) sur la trajectoire 
0d(U) = (Ud+i, f/rf+2»* • •) sera plus simple puisque le calcul intermédiaire des Y¿ associés 
à 9d(U) est fait au moins partiellement. En effet, soit on a T(8d(U)) < T(U) auquel cas 
aucun calcul supplémentaire n'est requis, soit on a simplement à rallonger la chaîne entre 
T(U) et T(0d(U)) auquel cas nous avons la figure 2.2 : 
e e (test=W 
Figure 2,1 
ftest=F] (test=F} 
Dans ces diagrammes les flèches représentent essentiellement le calcul de : 
Xn+Ï = H(Xn,n, h(Und+i, • • • ) U(n+ï)d)) — H(Xn,n,Yn+i). 
Il est clair que les performances de cette méthode proviennent de la boîte de stockage qui 
évite de recommencer inutilement les calculs partiels des variables Y¿. Ce stockage doit être 
fait évidemment lors du rallongement de la suite lorsque ce dernier intervient comme expliqué 
ci-dessus. 
Dans la suite de ce chapitre nous testerons l'efficacité de cette méthode, nous la comparerons 
à la méthode de Monte Carlo classique et nous mettrons en évidence par des exemples 
l'économie de temps de calcul, mais aussi de nombres aléatoires qu'elle permet de réaliser. 
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2.2.1 Quelques résultats numériques sur l'efficacité du shift. 
Pour comparer les deux méthodes on a calculé sur plusieurs exemples le temps machine, 
dit temps C.P.U, pour chaque algorithme. Pour un même rang d'itération N, on remarque 
que la méthode du décalage est nettement plus rapide que la méthode de Monte Carlo 
classique. Le gain du temps C.P.U est en moyenne de l'ordre de 90%. Ce gain peut être plus 
important si l'on prend des situations où le calcul de la fonction h est très long, autrement 
dit si l'on considère des exemples où la simulation des Yn est donnée par des méthodes 
lentes ; par exemple : la méthode du rejet, schéma de résolution d'une équation différentielles 
stochastique. En outre, cette méthode économise le générateur de nombres aléatoires. En 
effet, la consommation de nombres aléatoires doit être limitée à une certaine fraction du 
générateur pour en préserver la qualité, il convient aussi de remarquer que la méthode de 
Monte Carlo pour des problèmes de taille équivalente risque souvent de dépasser ce seuil. Tous 
les résultats numériques donnés dans les exemples suivants sont calculés sur des SUN4/330. 
Exemple 1 
Une façon de simuler la marche aléatoire réelle de loi normale centrée réduite, issue de 
l'origine, est de prendre : Xo = 0, A'n+1 = Xn + \/—2 In Ü2n+i COS(2T£/2„+2), OÙ (¡7„)n€N 
est une suite de variable aléatoires indépendantes de loi uniforme sur [0,1]. Considérons le 
temps d'arrêt T = inf{n > l,Xn $ [—10,10]}. Pour des fonctionnelles différentes, F — Xj 
et F = T, on a les résultats suivants. 
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Ces résultats confirment que le gain du temps C.P.U. ainsi que celui en nombres aléatoires 
dépend essentiellement du temps d'arrêt T et non de la fonctionnelle F. Ceci était d'ailleurs 
tout à fait prévisible. 
Exemple 2 
Dans la pratique, les spécialistes utilisent rarement les nombres pseudo-aléatoires fournis par 
l'ordinateur. Ils les génèrent par une procédure. Ceci explique le fait que, même dans un 
exemple simple ou les variables intermédiaires (ïn)neN suivent une loi uniforme, la méthode 
du shift paraisse plus efficace. On a testé ce résultat sur une marche aléatoire réelle de loi 
uniforme sur [—0.5,0.5], issue de l'origine. Prenons donc : X0 = 0, et Xn+i = Xn -j- 2 "%I~1, 
où (£/n)n€N est une suite de variables aléatoires indépendantes, de loi uniforme sur [0,1]. 
Considérons le temps d'arrêt T = inf{n > 1,Xn £ [—5,1]}. Pour les fonctionnelles F — Xj 
et F = T on a les résultats suivants. 






































































Nous avons utilisé la méthode du shift pour une chaîne de Markov à 2 dimensions. Dans 
une étude faite par 0 . Faure([15]) sur le temps de sortie d'un disque pour un Brownien plan 
(-SÎ)Î>OÎ il a été confronté à une situation typique où la dimension de la simulation est très 
grande. Si l'on utilise la méthode de Monte Carlo, avec un pas de discrétisation trop fin, 
alors le temps de calcul devient très important et le nombre trop élevé d'appels à la fonction 
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random peut engendrer des erreurs de calculs. Soit par arrondi soit, pire, par épuisement du 
générateur. Pour contourner cette difficulté nous avons utilisé la méthode du shift. Ceci nous 
a permis de confirmer l'intérêt de cette méthode, à savoir l'économie de nombre d'appels à 
la fonction random et celui du temps de calcul. 
Plaçons nous dans IR2. Soit C le disque de centre 0 et de rayon 1. 
On désigne par 
T = t n / { t > 0 , \Bt\$C) 
le temps de sortie du disque C. La simulation du Brownien Bt est donné par la simulation 
d'une chaîne de Markov définie par : 
XQ = 0, Xk+i = Xk + Yk+i 
avec Yk+i est une suite de variables aléatoires dans IR2 indépendantes, de loi gaussiennes 
centrées et de variance At. Le paramètre Ai est appelé le pas de discrétisation. Une simulation 
de la suite (Yk)k€^ e s * donnée par : 
Ykl = V-2AtlnU2kœ$(2TrU2k+1) 
Yk2 = V - 2 A Í In U2k sin(27rí72*+1) 
où Yk est l'abscisse de Yk, Yk est l'ordonné de Yk et (£/„)neN est une suite de variable 
aléatoires indépendantes de loi uniforme sur [0,1]. Le temps de sortie T est pris comme le 
premier temps de sortie, T A t , de la chaîne de Markov approchante. On vérifie classiquement 
à l'aide de résultats de convergence fonctionnelle (voir[15]) que : 
lim | E ( T A í ) - E(T) ¡ = 0. 
La valeur théorique E T = | est prise comme critère de comparaison des deux méthodes. 
Tout d'abord nous allons montrer les difficultés numériques rencontrées par la méthode de 
Monte Carlo. Nous donnons dans le tableau suivant, pour quelques valeurs du paramètre At 
des statistiques sur le nombre d'appels à la fonction random et le temps mis par la machine 
pour faire les calculs sur une s e u l e trajectoire : 
• Temps C.P.U-moyen ; le temps moyen de calcul d 'une simulation en C.P.U. Plus 
précisément, on a pris la moyenne des temps de calcul sur 10 000 simulations. 
• Nbres aléatoires-moyen, le nombre moyen d'appels à la fonction random pour simuler 
u n e trajectoire de sortie. 
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Ceci permet de justifier l'utilisation de la méthode du shift puisqu'on simule en dimension 
grande. En effet, la taille de simulation est équivalente au nombre moyen d'appels à la 
fonction random. 
Nous calculons ensuite l'espérance par Monte Carlo sur 10 000 simulations suivant diffé-
rentes valeurs du paramètre de discrétisation At. Nous donnons aussi quelques résultats de 
performance pouvant servir d'éléments de comparaison : 
• Temps CRU. - to ta l : le temps de calcul des 10 000 simulations en temps C.P.U. 
• Nbres aléatoires-total : le nombre d'appels à la fonction random pour simuler les 10 000 
trajectoires de sortie. 
At 




























Nous calculons maintenant l'espérance par la méthode du shift sur N = 10 000 itérations et 






























Dans cet exemple, on remarque que l'erreur théorique est pratiquement du même ordre. 
Cependant, le gain du temps C.P.U et celui des nombres aléatoires est très important. En 
particulier, lorsque le pas de discrétisation At est très fin. Une étude plus précise sur la 
résolution des équations différentielles stochastiques par la méthode du shift sera faite au 
chapitre 6, 
2.3 Les résultats existants sur la vitesse de conver-
L'utilisation de la méthode du shift nécessite des estimations de la vitesse de convergence, 
tels que la loi du logarithme itéré et le théorème de la limite centrale. Malheureusement, le 
théorème ergodique ponctuel de Birkhoff ne dispose pas d'un tel résultat. Des études sur 
le comportement asymptotique dans le théorème ergodique (voir [33], [22]), montrent que 
la vitesse de convergence peut être arbitrairement lente ou proche de 0 ( ^ ) . En effet, si on 
considère le système dynamique ([0,1]N ,#([0,1]®N), A,0), on a : 
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D'une part : pour toute suite ( a n ) n £ n , a B > 0, a n —• 0, il existe une fonction continue F 
de [0,1]N à valeurs réelles telle que 
—(¡"¡¡F E F ° 0n - EFD—oo, A - p.a.. 
D'autre part : pour toute suite (cn)n €M,cn > 0, croissant vers l'infini, avec c\ > 2, il existe 
un ensemble mesurable A avec P(A) = | , pour lequel 
1 N~1 1 
Par ailleurs, soit (E, || ¡j) un espace de Banach et U une transformation linéaire de E dans 
E. On dit que a £ E est un U—cobord si et seulement si a G ( / — U)(E), autrement 
dit s'il existe b £ E tel que a = b — U(b). Il est clair que si a est un U—cobord alors la 
suite converge en O(-). Les cobords ont été étudiés dans le cas de 
n
 n 
certaines transformations ergodiques par exemple : voir [34] pour les suites {na} et [39] pour 
les transformations de Kakutani. On montre que, pour ces transformations particulières, il 
existe des ensembles A non triviaux tels que les 1¿ sont des cobords. 
Ces fonctions, pour celles actuellement connues comme étant lentement convergentes, sont 
construites avec le îemme de Rohlin-Halmos. Par la nature abstraite de ce lemme, l'intérêt 
de ces résultats est essentiellement théorique. En effet, il se trouve que les fonctionnelles 
courantes en simulation ne présentent pas la pathologie des cas lentement convergent du 
théorème ergodique. Ainsi, notre objectif est d'obtenir des estimations de vitesse de conver-
gence pour des classes de fonctions couramment employées en pratique. 
Chapitre 3 
Vitesse de convergence presque sûre. 
î ^ 1 
Le but de ce chapitre est de déterminer un ordre de convergence de — ¿ ^ F o f vers TEF 
n=0 
pour certaines classes raisonnablement générales de fonctionnelles F couramment employées 
en simulation. Ces résultats s'obtiennent à partir d'un théorème de Gai et Koksma (voir [18]). 
Dans le première paragraphe nous rappelons l'énoncé de ce théorème, sa démonstration dans 
un cadre probabiliste et sa formulation dans le cadre de l'opérateur de décalage. Le second 
paragraphe est consacré à la proposition théorique principale sur la vitesse de convergence 
dans le théorème ponctuel ergodique pour l'opérateur de décalage, à sa démonstration et à 
une première application. Dans le troisième paragraphe, le plus utile pour les applications, on 
applique cette proposition à la classe des fonctionnelles F de carré integrable et mesurables 
par rapport à la tribu J-j des événements antérieurs à un temps d'arrêt T. On montre 
notamment que si T admet un moment d'ordre p > 2 et si F est une fonction de L2, 
Tj—mesurable, alors F vérifie "une loi du logarithme itéré faible", à savoir que : 
I N-i 
V e > 0
 \—^2Foen-mF\ = o(N~^(log(N))32+e) X-p.s.. (3.1) 
^ n=0 
Le quatrième paragraphe illustre par des simulations numériques les résultats théoriques 
obtenus sur les fonctionnelles d'arrêt. En outre, nous avons vérifié la loi du logarithme itéré 
habituelle par des simulations numériques. Nous y reviendrons au chapitre 5 pour donner les 
résultats théoriques. 
3.1 Théorème de Gai et Koksma et vitesse de conver-
gence dans le théorème de Birkhoff. 
Tout d'abord nous allons donner quelques définitions. 
Soit (X,fi) un espace mesuré avec fi une mesure non nécessairement finie. On considère une 
famille de fonctions (S(M, N, -))M,Nehi, appartenant à Lp(X,fi) et telles que S(M,N,x) > 0 
pour tout M et N appartenant à IN et x € X. On suppose enfin que S(M,0,-)=0 pour tout 
M € IN et que S(M,N, ) vérifie l'inégalité triangulaire 
S{M, N, •) < S{M,N\ •) + S(M + N',N-N',-) (3.2) 
22 
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pour tout M, N, N' € IN et 0 < N' < N. Typiquement, S(M, N, •) est la valeur absolue d'une 
N 
sommation partielle S(M, N, x) — | ^ fk(x)\- A partir de ces définitions, on démontre le 
résultat suivant. 
T h é o r è m e 2 On suppose que p > 1. 
Si f S(M,N,x)pdn = 0('$(N)) uniformément en M, (3.3) 
où —yf* est une fonction croissante au sens large, alors pour tout e > 0 on a : 
S(0, N,x) = o ( ( * ( # ) (log(iV))p+1+e)p) n - p.s. dans X. 
P r e u v e : Ce résultat a été démontré dans l'article de Gai et Koksma "Sur l'ordre de grandeur 
des fonctions sommables", sous l'hypothèse que X est une partie mesurable d'un espace 
euclidien, voir référence [18],théorème 3, page 646 et la définition, page 640. 
I 
Le but de l'article était d'appliquer ce résultat à la somme partielle d 'une série, (//v(x))jveN' 
N 
non nécessairement convergente. En effet, si on pose S(M,N,x) — \ ]T] fk{%)\ où les 
k=M+l 
fonctions Jjv(ar) sont à p—ième puissance sommabîes, le théorème donne une estimation pour 
la somme f\{x) + /^(x) + • • • + ÍN{%) qui est valable presque partout. 
Toutes ces remarques nous ont conduit à reprendre la démonstration de ce théorème avec 
des notations et des arguments de théorie de la mesure, essentiellement le lemme de Borel-
Cantelli et l'inégalité de Bienaymé-Tchebichev, de façon à mieux met t re en valeur les idées 
sous-jacentes. A l'inverse, l'hypothèse UX est une partie mesurable d'un espace euclidien" 
qui figurait dans l'énoncé "historique" est en fait inutile. Gomme nous ne ferons usage de ce 
théorème que dans un cadre probabiliste nous nous placerons dans la démonstration sur un 
espace ( û , . 4 , IP) avec IP(O) = 1. Cette hypothèse n'est cependant pas nécessaire. On pourra 
alors, si l'on considère une suite de variables aléatoires (X,),gN sur un espace probabilisé 
quelconque (Q, .4, IP) avoir une estimation du comportement de la somme 
\Xi(u>) + X2(w) + - • • + XN{u>)\, 
valable IP(diü)—presque sûrement. 
T h é o r è m e 3 Soit ( 0 , . 4 , IP) un espace probabilisé, (Xn)n^ une suite de variables aléatoires 
appartenant à Lp, p > 1, vérifiant 
JE\XM+I + XM+2 + • • • + XM+N 
uniformément en M où - 4 ^ est une fonction croissante au sens large. Alors pour tout e > 0, 
on a 
X x M + X2(u) + • • • + XN{u) = o(*(JV) (log(JV)f+ 1 + £)î W(d(uj)) - p.s. 
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Preuve : Soit a > 0 et e > 0 fixés. Pour tout k > 1, on pose 
¿k= U il£^>«(*(2*)p+1+£)>} 
Le problème se ramène à montrer que ]T^ JP(Ak) < oo. En effet, d'après le lemme de 
fc=i 
Borel Cantelli, on obtient alors que pour tout a > 0 IP j f") (J A* j = 0, c'est à dire 
\ n k>n I 
IP { [J P | A\ I = 1, où ./Ijr désigne le complémentaire de l'événement A*. Autrement dit : 
\ n k>n / 
Va > 0 TP(dw) - p.s. il existe n € IN tel que Vit > n, VN € [2fc, 2*+1[ on a 
AT 
¡X>'t¡<a(tf(2*)F+1+e)Í. 
i = i 
Il résulte de la monotonie de la fonction —%A et celle de la fonction logarithme que 
${2k) < # ( A 0 T £ < *(-/V) et que i < ígjj^. Ceci montre que : Va > 0 F(cb) - p.s. il 
N 
existe n € IN tel que VA > 2" \Y,Xi\ < c{${N) (log(A0)p+1+c)% avec c = ^ r ^ . 
,-_! (los 2) p 
Soit encore 
Af 
Ve > 0 | ¿ X , - | = O ((*(JV) (log(Ar))p+1+e)p) I P ( ^ ) - p . 5 . 
»=i 
Du fait que l'estimation est donnée pour £ > 0, on peut conclure que : 
N 
Ve > 0 | £ A'.-l - o ((«(AT) (log(A9)p+1+£)?) P(dw) - p.a. i = i 
Il reste donc à prouver que, Vo > 0 on a ^ IP(Ajt) < oo. Pour ceci, on considère le 
fc=i 
développement dyadique de A € \2k, • • • ,2k+l — 1 j 
Ar = 2fc + £fc_i2fc~1 + --- + £12 + e0 (3.5) 
où £,• € {0,1} pour i = 0,1, • • •, k — 1. D'après l'inégalité triangulaire on obtient de proche 
en proche, que 
N 2* 2 t+e i i_,2*-1 
I i ; * l < l 5 > . - l + I £ * ! + ••• 
¿=1 «=1 t=2*+l 
2*+î t_i2*-1+-+e î2+£0 
••• + l E * l -
¿=2t+£fc_i 2*-1+-+ei 2+1 
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Par convention, on prendra la somme égale à 0 si l'exposant en haut est plus petit que 
l'exposant en bas. On pose : 
S (M, N,u) = \XM+iH + A ' M + 2 H + • • • + XM+N{u)l 
pour tout M et TV G IN" et S(M, 0,u>) = 0. L'inégalité précédente s'écrit : 
¿X.- I < 5(0,2*,-)+ ¿ 5 ( A j J e j _ 1 y - 1 , . ) . 
t=l i = l 
avec Xj = £j2J' H + 2*. Soit encore 
C ^ | < 5(0,2*,.)+ Ee¿-i5(Aj,y'-1,.). 
i=ï j=ï 
En majorant e ^ par 1, on obtient le résultat suivant : 
\£Xi\ < 5(0,2*,-)+ £S(A,-,y-1,.). (3.6) 
On remarque que cette majoration dépend de Ar. Cependant, on est en train de chercher un 
N 
majorant du sup j y^ Xj \. 
• si p = l : 
Aï 
On majore sup lX^-^»l par 
7V€[2fc,2*+»[ , = i 
5(0,2*,-)+ £ S{\itV-1,-). 
Ajpossible 
Or \j = 2jpj + 2* avec 0 < fij < 2*~J — 1. Par conséquent : 
¡£X, |< 5(0,2*,O + E ' E ^ W + a*,*"-1,-) (3.7) 
et donc 
IP( Ak) < P i 5(0,2*, •) + 2 2 ¿ _ 1 5(2>; + 2*, 2J'-1, •) > a($(2*)(¿)2+E) 
Il résulte de l'inégalité de Bienaymé-Tchebichev que : 
p(/u)
 -
 ¡ .j>(2>')^ i E(5 ( o '2 t '- ) +¿2gr5 ( 2 , > ' , + 2 t , 2 J" i , ' ) < 
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avec C la constante sous-jacente du " 0 " de l'erreur. Soit encore 




- a Jb2+ff 
Ceci achève la démonstration dans le cas p = 1. 
• si p > 1 : 
Soit q > 1 
(3.6), on obtient : 
 tel que - + - = 1. En appliquant l'inégalité de Holder au niveau de l'équation 
< (i + fc)î fs(o,2^>+¿s(A¿>-sop] 
On majore alors sup lX^^ '1 P a r 
JVg[2fc,2*+i[
 t = i 
\ Ajpossible 
Comme dans le cas p = l , on obtient 
i 
N / k 2 f c - J - l \ P 
l£*l<(i + *)* s(o,2Vr + E E s(\Jyv-\-y) . 
Puis : 
S(0,2V)' + £ £ 5(A„2>-',.)-> ,, *. 
;=i »,=o (1 + * ) ' J 
< 
c(i + k)E< ( f 2*f-** $(2J)\ 
(2*)] 
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Par la monotonie de la fonction —j^4, on en déduit que 
3=1 ßj=0 
C(l-ffc)1 '" }1 + f 
< 
a p fcP+l+£ 
Du fait que 1 + E = p, la dernière inégalité s'écrit : IP(Ajt) < ¡^It+ilt • 
Ainsi la démonstration est achevée. 
I 
Ce résultat s'applique d'une façon naturelle à une suite de variables aléatoires fortement 
stationnaire. 
Déf in i t ion 3 Soit (fi, .4, IP) un espace probabilisé. On dit qu'une suite de variables aléatoires 
(Xn)nçïi est fortement stationnaire siVm € IN, les processus (Xn)nen et (Xn)n>m ont même 
loi. 
On a alors le résultat suivant : 
Co ro l l a i r e 1 Soit (.X¿)¿eiM une suite de variables aléatoires fortement stationnaire vérifiant : 
JE\Xi + X2 + • • • + XN\P = 0(9(N)) 
où jy ' est une fonction non décroissante, alors pour tout e > 0, on a : 
Xl(u) + X3{u) + • • • + XN(u) = o ( ( * ( # ) ( iog(Al ) p + 1 + £ ) i ) W(dw) - p.s. 
P r e u v e : Puisque ( À Y ) , 6 N est fortement stationnaire alors VM € IN : 
E jÀ ' M + i + A 'M+2 + • • • + XM+N\F = E|A'i + A 2 + • • • 4- XN\F = ö (*(iV)) . 
Le résultat se déduit du théorème précédent. 1 
R e m a r q u e : 
On utilise souvent ce théorème dans le cas ty(N) = N et p = 2 ; ce qui conduit au résultat : 
Si / S{M,N,x)2dx = 0{N) uniformément en M, 
J A 
alors pour tout e > 0 
S(0,A\ar) = o(A^( log(JV)) i + i ) /i(dx) - p . s . . 
Pour une suite de variables aléatoires, on obtient le corollaire suivant. 
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C o r o l l a i r e 2 Soit (fi, .4, P ) un espace probabilîsé, (Xn)nçn une suite de variables aléatoires 
appartenant à L2, vérifiant 
Ej^M+i + XM+2 + r XM+N\2 = O(N) uniformément en M, (3.8) 
alors pour tout e > 0 
Xi{u) + X2{u) + • • • + XN(u) = o (iVi(log(JV))f+e) TP{dw) -p.s. 
P r e u v e : Il suffit de prendre $(N) = N et p = 2. I 
E x e m p l e : Les processus L2 —stationnaires. 
Considérons maintenant un système dynamique (X, A, A , T ) . On peut déduire du théorème 
précédent un résultat ergodique fort qui nous suggère une estimation de la vitesse de con-
vergence, dans le théorème ergodique ponctuel de Birkhoff. 
P r o p o s i t i o n 1 Soient (X, A, A,r) un système dynamique et f une fonctionnelle de X, 
d'intégrale nulle et telle que : 




i A ' - l 
V e
 > ° 7J¿2f0 T ^ x ) = o{N-?(log{N))ï+£) X(dx) - p.s.. (3.10) 
•'* n=0 
P r e u v e : Cette proposition découle du corollaire précédent (corollaire 2). En effet, utilisons 
la propriété (3.9) et le fait que r préserve la mesure A pour vérifier la propriété (3.8). C'est 
à dire : 
N—l N—l 
I
 rS(M, N, x)7dX = / . | E / ° rn\2orMd\ = [ | Y, f ° Tn?d^ = O(N). 
J X J X n=0 J X n=0 
Par suite, les hypothèses du corollaire 2 sont vérifiées. Donc pour tout e > 0 
¿ / o r n = o(Nl> (log(iV))f+£) A - p.a., 
n=0 
soit encore 
T7 ¿ ZOT» = 0(iV-!( l0g(iV)) l+ £) \-p.S.. 
Dans le cas où l'intégrale de la fonctionnelle / est non nulle, on utilise le corollaire précédent 
comme suit. 
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Corollaire 3 Soient (X, A, A, T) un système dynamique et f une fonctionnelle de X, telle 
que 
VarC£foTn) = 0(N), (3.11) 
n=0 
alors 
¿ ¿ V - / fd\ = o(^-î(log(AT))f+«) A - p.a.. (3.12) 
fV
 n=0 J X 
Preuve :I1 suffit d'appliquer la proposition précédente à / — Jx fdX. 
1 
Dans la suite, on donnera une hypothèse de base pour le résultat ergodique fort dans le cas 
d'une transformation mélangeante. 
3.2 Sur la vitesse de Convergence du shift. 
On considère un système dynamique (X,A,T,X), avec T une transformation mélangeante. 




 := a2{F) = \\F\\\ + 2 £ < F ° rk, F > (3.13) 
fc=i 
si la série est convergente et +oo sinon. 
On désigne par < , > le produit scalaire sur L2(X) et || . | j 2 la norme sur L2(X) : 
<F,G>= i FGdX | | F | | 2 = ( / F2dX)¿. 
J x J x 




 := a2(F - TEF) = Var(F) + 2 £ Cov(F o T\ F) (3.14) 
si la série est convergente et -foc sinon, où Var désigne la variance et Cov la covariance. On 
a alors le résultat suivant : 
Proposi t ion 2 Soit F G L2(X,A,X) d'intégrale nulle et telle que <?2(F) fini alors : 
N-l 
m 4 / l 
N-
li  1 / \f]Forn\2 = a2 (3.15) 
/v_oo N Jx trk n=0
et par conséquent 
1 N-i 
V s > 0 ~ £ F o r n = o(iV-2(log(iV))l+e) \-p.s. 
^ n=0 
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Preuve : Une fois que le premier résultat est établi, le deuxième s'obtient en appliquant 
la proposition 1 de la section 2, corollaire du théorème de Gai et Koksma sur les systèmes 
dynamiques. 
/ j ^ F o r f d A = Yl <Fork,FoT!> 
JX
 n=0 l<k,KN 
N N-l 
= N\\F\\22 + 2J2C£<FOT\F>) 
1=1 k=l 
= jVa2-2¿( ¿ <Fork,F>) 
¡=1 k=N-l+l 
N co 
- 2 E ( £ <Fork,F>) 
1=1 k=N+l 
N oo 
' = Na2~2j2k<FoTh,F> -2N ^ <Fork,F> 
k=l k=N+l 
donc 
i . N — l n N co 
- / \Y: F or^d\ = o* - ±Y.k < F or\F > -2 £ <For\F>. 
J V JX
 n=0 i V fc=l k=N+l 
Le deuxième terme, à droite de l'égalité, converge vers zéro, d'après le lemme de Kronecker 
(cf. par exemple [35]). Le troisième terme, lui, converge vers zéro, comme reste d'une série 
convergente. On a donc 
lim ~ / i Y F o Tn\2d\ = a2 C.Q.F.D. 
R e m a r q u e : On a utilisé seulement que la série cr2(F) est convergente et que r préserve la 
mesure X. Cependant si r n'est pas mélangeante, la classe des fonctions F tel que o-2(F) < oc 
ne contient aucune fonction de quelque intérêt. 
Reprenons notre système dynamique ([0, l ] N , ß ( [0 , lj®N), X,Ô). Rappelons la définition de a2 
dans le cas de la transformation du décalage. 
oo 
a2 := a2{F) = Var(F) + 2 £ Cov(F o 6k, F). (3.16) 
k=i 
Si de plus F' est d'intégrale nulle alors : 
a
2
 := a\F) = \\F\\\ + 2 £ < F o 6k,F > (3.17) 
k=i 
Il découle de la proposition précédente le résultat théorique principal sur la vitesse de con-
vergence dans le théorème ergodique pour l'opérateur de décalage. Ce dernier sera considéré 
comme hypothèse de base pour déterminer des classes de fonctionnelles utiles pour les ap-
plications. 
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Proposition 3 Soit F € I2([0, l]K ,ß([0,l]®N), A,0), d'intégrale nulle et telle que a2(F) est 
fini alors : 
1 t A r _ 1 
l i mTF/ \VFo$n\2 = a2 (3.18) 
N-oo N ./[0,1F to ' ^ ' 
ei par conséquent 
i / V - l 
V £ > 0
 T 7 l 2 i ? 0 Ö n = 0(iV"^(log(Ar))l+£) À-p.a.. 
Preuve : Ce résultat est un simple corollaire de la proposition précédente. En effet, il suffit 
de remarquer que la transformation du décalage est une transformation mélangeante. Ceci 
a été fait dans le premier chapitre. 
1 
Remarques : 
1/Les fonctions dépendant d'un nombre fini de variables, dites fonctions cylindriques, vérifient 
la condition a2 < oo. En effet, si F ne dépend que des N premières coordonnées et si l'on 
suppose que Jj0 ^  FdX = 0, alors : 
N-\ 
a2(F) = \\F\\l + 2 ]T < F o e\ F > . 
k=i 
2/On sait que si (Xn)n€it est une suite de variables aléatoires réelles indépendantes équidis-
tribuées d'intégrale nulle et telle que JEX2 < oo, alors 
_L(Xl + ... + xN) = 0(JV-*(loglog(tf))*), 
L'hypothèse d'indépendance a été affaiblie dans plusieurs travaux (cf. Berger [7]). 
3/11 est évident que les estimations de la remarque précédente, connues sous le nom de 
propriété du logarithme itéré, sont plus fortes que le résultat de la proposition 3. L'intérêt 
de notre résultat est de donner une estimation assez voisine du logarithme itéré mais sous 
des hypothèses plus faibles et assez naturelles dans le cadre de la simulation. 
En simulation on rencontre essentiellement deux types de fonctionnelles dépendant d'un 
nombre infini de coordonnées : 
• Soit la fonctionnelle F ne dépend que d'un nombre fini de coordonnées, le long de 
chaque trajectoire U(u) = (Ui{u>), Uïiuj), • • •, £4(u;), • • •) ; cette classe fera l'objet du 
troisième paragraphe. 
• Soit l'on arrive à approcher F à une vitesse suffisante par une suite de fonctions (i^)feçN 
ne dépendant que d'un nombre fini de coordonnées ; ceci fait l'objet du théorème suiv-
ant. 
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T h é o r è m e 4 Soit F une fonctionnelle d'intégrale nulle et ayant un moment d'ordre 2. Si 
l'on suppose qu'il existe (Fk)keti wne suite de L2([Q, l ]N ,ß([0,1]®N) , A,0), telle que Fk est 
cr(Ui,- •• ,Uie)—mesurable et que Fk converge vers F dans £2([0, l]N ,ß([0,1]®N) ,À, 0) avec 
] T jjF - Fk\U < oo alors 
\<FoOk,F>\<\\F\\2\\F-Fk\\2. (3.19) 
Par conséquent o~2(F) est une série absolument convergente et 
i N-l 
V e > 0
 ~ £ F o 0 n = o(Arî( log(JV))!+ £) A - p . a . 
^ n=0 
P r e u v e : L'estimation de la vitesse de convergence découle de la proposition 3. Pour ce faire 
on démontre que la série, définissant o~2{F) dans (3.17), est absolument convergente. En effet 
<Fo0k,F > = < Fo9k,Fk> + <Fo0h,F~Fk>. 
En remarquant que Fo0k est a(Uk+i, • • • )—mesurable et que Fk est o(U\, • • •, Uk)—mesurable, 
on a F o 9k et Fk sont indépendantes, ainsi 
<Fo0k,Fk>^[ Fo0kdXÎ FkdX = 0, 
J[0A]v i[0,l]N 
et par suite, d'après l'inégalité de Cauchy-Schwartz et l'invariance de A par 9 : 
\<Fo0k,F>\ = \<Fo0k,F-Fk> | 
< | | F | | a | | F - f i | | 2 . 
D'où le résultat annoncé. 
I 
R e m a r q u e : 
Il est équivalent de prendre Fk = JE(F/a(Ui, • • • , Uk)), puisque l'espérance conditionnelle 
minimise jjF — £?||2 pour toutes G € L2. 
E x e m p l e s : 
1/ Soit f une fonction de carré integrable sur [0,1] et d'intégrale nulle. Si l'on pose 
oo oo 
F ~ XI akfWk) avec 5 3 û ^ < ; °°" 
et si l'on considère la suite de variables aléatoires, 
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alors la condition ^ \\F — Fk\¡2 < oo, devient 
oo 
Î = I i>; 
En particulier, pour G„ = — cette série converge si et seulement si a > §. 
2 / On dira qu'une fonction F est lipischitzienne sur [0,1]N , s ' i l existe une constante M € R, 
OO \Jj TJI I 
tel que \F(U) - F(U')\ < M d{U,U') V U,U' € [0,1]N avec d(«7, Í7') = £ ' * f c • 
Soit F une fonction lipischitzienne sur [0, l j N , si l'on considère la fonction F* de [0, l]k dans 
1R définie par 
Fk(xi,--- ,xk)= / F(x1,---,x fc,C/ ri,{72,---)^(<]i f ' ;) 
et si l'on note par H* la projection canonique de [0, l]1^ dans [0, l]fc, alors F est approchée 
dans L2 par la suite de fonctions (Fk ° Tik)keN- De plus, on a : 
| F ( x ) - F t o n f c ( x ) | < / | F (x ) -F (x 1 , x 2 , - - - , x Á ; , í / 1 , [ / 2 , - - - )A( í ÍC / ) 
•'[o.il1« 
" • W . Ä x 2« 
M ~ _2_ M 
— 2k ¿-1 2 n _ î — 2^_1 ' 
oo 
La condition J ^ | | F — Ft o 0^1 ¡2 < oo est donc vérifiée. Il en résulte que, pour toute fonction 
lipischitzienne sur [0,1]N on a : 
i A r ' - Ï 
V
^ > 0 TrY,Fo°n = o(A r-î(log( JV))§+£) A - p . a . 
^ n=0 
3 / Soit F une fonctionnelle sur [0,1]N , .Fj—mesurable, avec T un (<r(Ui, • • •, Un)n)nçn—temps 
d'arrêt. Si l'on suppose que F est d'intégrale nulle et de carré integrable et si l'on considère 
oo 
la suite de variables aléatoires Fk = F l{r<*} alors la condition, ] P \\F — F)t¡¡2 < oo, devient 
oo 
H\\F\{T>k}\\7<oo. (3.20) 
En appliquant l'inégalité de Cauchy-Schwartz, on montre que la série converge pour les 
fonctions vérifiant : F admet, un moment d'ordre 2p et T un moment d'ordre supérieur à q, 
avec - + - = 1-
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Le principe du dispositif informatique et les exemples numériques, donnés dans la deu-
xième section du deuxième chapitre, montrent que la méthode du décalage a été conçue, 
essentiellement, pour le calcul d'espérance des fonctions J-?—mesurable où T est un temps 
d'arrêt. Cette classe, étant la plus utile application, on consacrera le paragraphe suivant à 
l 'étude de ces fonctions. Nous y améliorerons notablement le premier résultat (exemple 3) 
que nous venons d'obtenir. 
3.3 Vitesse de convergence des fonctions T? mesura-
bles. 
Dans la grande majorité des cas les fonctionnelles sont issues de modèle non anticipatifs 
et se trouvent être Tj—mesurables pour un temps aléatoire T qui est un temps d'arrêt. 
Or, dès que le temps d'arrêt admet un moment d'ordre plus grand que 2 les fonction-
nelles Ti—mesurables ne contiennent pas de cas pathologiques de type "convergence ultra-
lente" comme ceux évoqués au chapitre précédent (section 2.3). Pour plus de généralité, on 
considérera, un temps d'arrêt T de (Jrn)neK et une fonctionnelle F, T? —mesurable, avec 
J:n — <J(UI, • • •, Un)- On a alors le premier résultat suivant : 
T h é o r è m e 5 Si T admet un moment d'ordre p > 2 alors pour toute F £ L2([0, l]1^, TT), 




 - , (3.21) 
h? 
par conséquent cr2(F) est une série absolument convergente et 
i N-l 
V £ > 0
 TjJ2FoÖn = o(^"^(log(iV))f+£) X-p.s. 
P r e u v e : Il suffît d'établir l'équation (3.21), le reste est immédiat. 
<Fo6k,F >=< FoOk,F- l{T<fe} > + < F o 0\ F • \{T>k} > . 
Comme dans le théorème 4, en remarquant que F o Bk est <r(C4+i, • • • ) ~ m e s u r a b î e et que 
F-l{T<k) est <J(UI, • • • ,Uk)—mesurable,on déduit que Fo6k et F-l{r<k} sont indépendantes. 
D'où " " 
<Fo6k,F- l{T<k] >= F o9kd\ / F• l{T<k}d\ = 0, 
et par suite 
\<Fo0k,F>\ = \<Fo0k,F-lÎT>k)>\ 
= \<FoOk-l{T>k),F-l{T>k}>\ 
< (J \Fo9*.liT>k}\2d\)t-(J \F-l{T>k}\2d\)i. (3.22) 
On obtient là une majoration plus fine que celle du théorème 4. Ceci est dû au fait que F est 
TT~mesurable et donc les fonctions Fk sont égales à F • l{r<¿}- A ce stade on constate que 
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F o Bk est er(£/fe+1, • • •)—mesurable, et que {T > k} appartient à cr(Ui, • • •, £/Jt), il apparaît 
que F o 6k et 1{T>*} s o n t indépendantes. Par suite 
/ !Fo0*-l{T>*}|2<iA = / \Fo0k\2dX- l l{T>k}d\ 
= / | F | 2 J A . P ( r > f c ) , 
•/[0,1]K 
d'où 
j < F o 0 * , F > | < ( / ! F | 2 d A ) § - ( P ( r > f c ) ) 5 . ( / \F.l{T>k]?d\)ï 
< / \F\2d\-(W(T>k))ï. 
~ J[0,1]N • 
Comme T € ¿p , il vient alors 
|<Fo0*,F> |<-£ 
avec 
C = ([ |F|adA) ( E P ) i t 
i[o,i]N 
Ce qui achève la démonstration. 
1 
Remarques : 
1/ Les techniques utilisées à la fin de la démonstration exploitent les propriétés d'une fonction 
JFT—mesurable. Ainsi, le résultat obtenu n'entre pas dans le cadre du théorème 4. 
2/D'après la démonstration, on observe que la condition 
£ F(T > fc)ï • ( / \F • l{T>k]\2d\)' < oc, (3.23) 
est en fait suffisante pour avoir le résultat. 
3/Contrairement aux apparences majorer, comme on le fait dans la démonstration, le terme 
/ IF • l/r>it>i2áA par / |FI2¿A n'est pas grave car ce que l'on perd est récupéré dans 
l'énoncé un peu plus général du théorème ci-dessous. 
4/Sous les hypothèses du théorème 5 on a : 
An < iiFii^i + 2VË^x;^J 
1 + 2%/ËT^ T-J 
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On a donc dans ce cas un majorant relativement explicite pour a (F) donné par : 
An < \\F\\l (l + ^ 2 ^ ^ ) (3-24) 
Souvent, dans la pratique F admet des moments à tout ordre, par exemple : si l'on prend 
la marche aléatoire réelle de loi normale et T le temps de sortie d'un intervalle et si l'on 
considère F = T ou F = XT alors F admet des moments d'ordre p Vp € IN. Cependant, 
il apparaît, d'après la démonstration du théorème 5, que si la fonctionnelle F admet un 
moment supérieure à 2 alors on a une condition plus faible sur le moment du temps d'arrêt 
T. On obtient le résultat suivant : 
Théorème 6 Pour toute F € ¿«([O,!]1*,^), q > 2, telle que jj0>î]N FdX = 0, si T vérifie 
°° i 
y^ IP(T > k)' < co avec - + - = 1, on a : 
k=i 
\<FoO\F>\<{¡ \F\>d\)l •{! |F|'dA)i • (JP(T > *))* (3.25) 
par conséquent cr2(F) est une série absolument convergente et 
™ n=0 
Preuve : On remarque que q > 2 et par suite p < q. En reprenant donc la démonstration 
du théorème 5 et en appliquant l'inégalité de Holder au niveau de l'équation(3.22) en lieu 
et place de l'inégalité de Cauchy-Schwartz, on obtient le résultat suivant 
\<Foe\F>\<{¡ \Fo0k.l{T>k}\'d\)l»-(f \F-l{T>k}\<d\)l 
•'[Oïl] -'10,1 j 
On conclut comme dans le théorème précédent et on obtient : 
\<Fo6k,F>\<([ \F\>d\)ï-{[ \F\<d\)l<.QP(T>k))L> 
i[o,i]N -/[o,ijN 





• Si p > 1, Y, ®(T > k)p < co par exemple dès que T € Lp+i([0, if) pour e > 0. 
k=i 
Si p > 1, T € Ip+£([0, ljN) pour £ > 0, F € L«([0,1]N) d'intégrale nulle et \ + J = 1 
on a un majorant relativement explicite pour o~2(F) : 
(W,TP+S)p An < \\F\\l + 2\\F\UF\\q{>tljI } 
k P 
AF) < \\F\\l + ^\\F\\p\F\\q(JET^)lP (3.26) 
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• Si p = 1, ¿ IP(T > k) = E T < oo si et seulement si T € ¿*([0, !]N)-
* = i 
• Si p = 1 et F € £°°([0,1]N) d'intégrale nulle on a : 
\F) < \\F\\l + 2 ( JF(U)\d\ sup |F(£/)|Er 
^€[0,1]* 
< !SF||^(l + 2 E r ) (3.27) 
, 2 / On a donc dans ce cas un majorant relativement explicite pour er (F). 
Un exemple courant de fonctionnelle bornée qui rentre dans le cadre de nos applications est 
de prendre F = Xj, où T est le temps d'entrée dans un compact. 
3.4 Illustration informatique. 
Nous avons voulu vérifier la validité du résultat obtenu dans le paragraphe précédent et tester 
l'existence éventuelle d'une loi du logarithme itéré "classique" en faisant des simulations. 
Nous avons considéré des marches aléatoires définies de la façon suivante : 
XQ = x, Xn+i = Xn + h(Un+ï,- • •, Un+1), 
où les ([/¿)n>,erj sont des variables aléatoires indépendantes de loi uniforme sur [0,1]. Pour 
chaque marche aléatoire, on considère le temps d'arrêt T = inf{n > l;Xn ^ [a,&j} et des 
fonctionnelles de type F = G(XT,T). 
En dehors des majorations que l'on peut éventuellement obtenir à partir des remarques 
faites à la page 35 et page 37, l'estimation de a s'obtient à partir de l'équation 3.18, démontrée 







L'utilisation du iernme de Kronecker dans la preuve de ce résultat ne favorise pas une 
détermination de l'erreur théorique. Ainsi nous n'avons pas actuellement de méthode plus 
fiable que d'attendre une stabilisation numérique de cette suite et d'assimiler la valeur stable 
à sa limite. Si l'on note par Nmax la valeur à partir de laquelle les premiers chiffres des 
termes de la suite ne sont plus modifiés, on prendra comme estimation de a la quantité, 
i JVmax-l N-\ 
à = — Var{ ^2 F o $n). Pour N fixé, on simule Var( ^ F o $n) par la méthode de 
Nmax
 n_0 n=0 
Monte Carlo sur 5000 trajectoires indépendantes. Une fois a assimilé à a, une simulation des 
trajectoires du processus 
„
 tri, F + FoÛ + '-' + FoO"-1 -nTEF Bn(F) = , 
<3yn(log n)3 
doit alors confirmer sa convergence vers 0. De toute façon, une erreur sur a n'empêche pas 
le principe de la vérification de la vitesse de convergence puisqu'elle ne modifie le rapport 
que par un facteur constant. 
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W 
E x e m p l e s : Considérons la marche aléatoire : 
2£/n+i ~ 1 XQ — 0, Xn+i = Xn + e t r = » n / { n > l , X „ ^ [ - 5 , l ] } . 
• Pour F = XT : 
En prenant Nmax = 10 000, on obtient â = 23.724. Le tableau suivant représente la 



















1 000 000 
-0.0031 
Tableau 3.1 
• Pour F = T : 
En prenant Nmax = 10 000, on obtient â = 574.281. Le tableau suivant représente la 



















1 000 000 
-0.0057 
Tableau 3.2 
La représentation graphique ci-dessous illustre la même simulation. 
0.10 
0.05 
L'axe des y 




200000 400000 600000 _ 800000 1000000 
L'axe des X représente le nombre d'itérations n 
Figure 3.1 
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La représentation graphique ci-dessous illustre la même simulation. 
0.10 
0.05 
L'axe des y 




200000 400000 600000 800000 
L'axe des x représente le nombre d'itérations n 
1000000 
Figure 3.2 
Il paraît naturel d'essayer de vérifier expérimentalement si la loi du logarithme itéré est 
satisfaite. Cette loi a fait l'objet de nombreux travaux, voir Berger [7] dans le cas d'un 
espace de Banach ; Walter Phillip et William Stout dans [42] ont étudié la somme partielle 
de plusieurs suites de variables aléatoires faiblement dépendantes et ils ont proposés des 
principes d'invariances. Nous verrons au chapitre 5 que la loi du logarithme itéré s'applique 
sous des hypothèses plus restrictives sur les moments de F et T. Pour ce faire on a simulé 
des trajectoires du processus : 
Cn{F) = 
â\fn log log n 
On remarque clairement sur les simulations que les courbes ont changé d'allure : la plupart 
oscillent entre -1 et 1, sans se rapprocher d'une valeur particulière. Pour les exemples étudiés 
précédemment, les résultats obtenus sont représentés par la figure 3.3 et 3.4. Toutes les suites 
ont été simulées jusqu'à l'indice 106. Ce nombre se trouve être assez grand pour observer 
une convergence par la méthode des tirages indépendants. Le fait que toutes les trajectoires 
restent entre —1 et î , sans se rapprocher d'une valeur particulière pour 105 itérations, peut 
être considéré comme la meilleure observation numérique de la loi du logarithme itéré. En 
effet, il est difficile d'observer numériquement une limite supérieure ou limite inférieure. En 
plus, les nombres pseudo-aléatoires eux-mêmes ne vérifient pas la loi du logarithme itéré. Ces 
résultats positifs pour les différents exemples traités nous suggèrent que la loi du logarithme 
itéré est susceptible d'être satisfaite pour une sous-classe de fonctions vérifiant a2 < oo. Nous 
y reviendrons au cinquième chapitre. 
• Pour F = XT : 
Les réalisations du processus, obtenues par simulation, ont cette allure : 
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L'axe des y.Q 2 
représente 
Cn(XT) -0.4 
200000 400000 600000 800000 1000000 
L'axe des x représente le nombre d'itérations n 
Figure 3.3 
• Pour F = T : 
Les réalisations du processus, obtenues par simulation, ont cette allure 
L'axe des y 
représente 0 4 
Cn(T) 
200000 400000 600000 800000 1000000 
L'axe des x représente le nombre d'itérations n 
Figure 3.4 
3.5 Conclusion. 
Les résultats établis ci-dessus montrent que la méthode du décalage pour le calcul de l'es-
pérance de fonctionnelles de processus aléatoires a une vitesse asymptotique mathématique 
du même ordre de grandeur en pratique que la loi des grands nombres, pour une large classe 
de fonctionnelles parmi les plus couramment rencontrées. En effet, l'erreur théorique de la 
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méthode du shift et celle de Monte Carlo "tournent autour" 0(-4^). Ceci renforce l'intérêt 
de cette méthode dont l'avantage essentiel, il convient de le souligner, réside dans l'économie 
de calculs et de nombres aléatoires que permet son implementation informatique et permet, 
donc, une vitesse informatique plus grande que la méthode de Monte Carlo. 
Chapitre 4 
Convergence en loi de Terreur 
normalisée. 
Le but de ce chapitre est d'étudier le comportement en loi de l'erreur de cette méthode 
d'intégration, plus précisément on déterminera la loi asymptotique de -4-( J ^ Fo0n — N1EF) 
n=0 
pour certaines classes de fonctions. Dans le premier paragraphe on s'intéressera au fonction-
nelles F couramment employées en pratique. On montre notamment que si T admet un 
moment d'ordre p > 2 et si F est une fonction de L2, Tj mesurable et d'intégrale nulle, alors 
on a le théorème de la limite centrale à savoir que : 
£ F o r - ^ . A f ( 0 ; l ) , (4.1) 
ffviv
 n = 0 
où A^(0; 1) est la loi normale centrée réduite et — • désigne la convergence en loi. 
Dans la littérature on démontre le théorème de la limite centrale pour des processus dé-
pendants mais sous des hypothèses moins bien adaptées aux situations pratique rencontrées 
en simulation, par exemple les processus dits </?—mélangeants (voir Billingsley [9]). Dans le 
deuxième paragraphe on montrera par des techniques différentes que les fonctions lipschitzi-
ennes vérifient aussi le théorème de la limite centrale. Ces techniques ont été utilisées pour 
une classe de transformations définies sur l'intervalle [0,1] (voir [48]). Les fonctions lipschitzi-
ennes sont moins utilisées en pratiques, cependant, la démonstration nous paraît intéressante 
et permet d'obtenir une vitesse de convergence dans le théorème de la limite centrale de type 
Berry-Essen. Le troisième paragraphe illustre par des simulations numériques les résultats 
théoriques obtenus. 
4.1 Théorème de la limite centrale pour les fonctions 
dépendant d'un temps d'arrêt . 
Tout d'abord nous allons rappeler quelques résultats sur les processus <p—mélangeants (voir 
Billingsley [9]). Les techniques utilisées nous ont été utiles pour démontrer nos théorèmes. 
Cependant, notre suite (F o 8k)kçK ne rentre pas dans le cadre de ces processus. Nous allons 
42 
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donner la définition d'un processus «^—mélangeant. Soit 
• • • ,X-i, X0,Xi, • • • (4-2) 
une suite de variables aléatoires strictement stationnaire sur un espace de probabilité quel-
conque ( i î , .4 , IP). Si l'on note par Mba la tribu engendrée par les (X,)0<,<fc, M™ la tribu 
engendrée par les (X,-),->a et M^ la tribu engendrée par les (X,-),-<& et si l'on considère 
une fonction <p sur IN à valeurs positives, vérifiant lim <p(n) = 0, alors (X , ) ¿ 6 M est dit 
y?—mélangeant si pour tous k et n € IN avec n > 1 : 
sup {\JP(E2 Ex) - P ( £ 2 ) | : Ex € Mk^ E2 € M?+n) < v»(n). (4.3) 
Soit encore Vfc,n € IN,n > 1, Ei € Mkœ et E2 € Mf+n on a : 
| P ( £ 2 n Er) - JP(E2)nEi)\ < y (n) TP{Ei). 
Si if(n) est petit alors E2 est pratiquement indépendant de E\. Dans un processus 1,0--mé-
langeant le future lointain est pratiquement indépendant du présent et du passé. Billingsley 
a démontré le théorème de la limite centrale fonctionnelle et donc le théorème de la limite 
centrale pour des processus ^—mélangeant (voir [9]). Par suite on a le résultat suivant. 
oo 
T h é o r è m e 7 On suppose que (X,-),-gM est <p—mélangeant avec ^ " ^ ( n ) 5 < oo et que XQ est 
n = l 




 = TE(X¿) + 2j2nXoXk) 
est absolument convergente. Si de plus a2 > 0 alors 
XQ -f X\ + • • • + Xn-\ c » rir. -, N 
•= • A (0; 1 ) , 
où A'(0; 1) est la loi normale centrée réduite et —• désigne la convergence en loi. 
P r e u v e : Voir Billingsley [9]. I 
E x e m p l e : 
Une suite de variables aléatoires est dite m—dépendantes si les vecteurs (Xi, • • •, X&) et 
(X i + n , • • •, Xk+n) sont indépendants pour tous n > m. Dans cette terminologie, un processus 
indépendant est un processus 0—dépendant. Un processus m—dépendant est un processus 
<p—mélangeant avec ip(n) = 0 Vn > m et il vérifie donc le théorème de la limite centrale. 
Reprenons notre système dynamique ([0,1}**, B{[0, 1]®™), >^ ®)- Le processus (F o #*%
€
ra as-
socié à une fonction F ne dépendant que des TV premières coordonnées est un processus 
JV—dépendant. Par conséquent, les fonctions cylindriques vérifient le théorème de la limite 
centrale. 
4.1. Théorème de ¡a ¡imite centrale pour les fonctions dépendant d'un temps d'arrêt. 44 
P r o p o s i t i o n 4 Soit F une fonction cylindrique ne dépendant que des N premières coor-
N-l 
données d'intégrale nulle et de variance finie. On a o~2{F) = ¡I.FII2 + 2 ^ < F o 8k,F > et 
si a2 > 0 alors : 
* ' ¿ V <>*»-£• j*/-(0;l), (4.4) 
(TV /V „ = 0 
o¿ JV"(0; 1) est /a /o¿ normale centrée réduite. 
P r e u v e : Le processus (Fo$k)k
€
i^ est un processus 9?—mélangeant avec <p(n) = 0 Vn > A\ 
Il vérifie donc les hypothèses du théorème précèdent. 
1 
Etudions maintenant les classes de fonctions introduites dans le troisième chapitre. Com-
mençons par les fonctions les plus utiles pour les applications. On a un temps d'arrêt T de 
(f„)„er< et une fonctionnelle F , Tj—mesurable, avec Tn — o~(Ui, • • •, £/„). Traitons d'abord 
le cas le où F admet un moment d'ordre 2. 
T h é o r è m e 8 Si T admet un moment d'ordre p > 2 alors pour toute F € L2([0,1]N,Tj), 
telle que /[0 ,I]N F = 0 et a2(F) > 0 on a 
* ¿Vo0"-£*jV"(O;l), (4.5) 
crVN
 n = 0 
oùAf(0;l) est la loi normale centrée réduite. 
Pour établir le théorème de la limite centrale, on calculera les limites de a2(FÄT<i) 
et O-2(F.1T>I) lorsque / tend vers l'infini. En effet, si pour / £ IN on note par : 






2{FAT>l) = Var(F. lT>i) + 2 £ Cou(F . l T > í o d\ F.lT!), 
on a les résultats suivants. 
L e m m e 3 Si T admet un moment d'ordre p > 2, alors pour toute F € I 2 ( [ 0 , l ] N , ^ i r ) , telle 
que /[0>I]N F = 0, on a 
lim af = a2. (4.6) 
P r e u v e : En effet 
0 0 
af = a2(F.lT<¡) = Var{F.\T<i) + 2 £ Cov{F.lT<,o0k, FAT<i). 
fe=i 
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D'après le théorème 5, il résulte que : 
\Coo{F.lT<io6k,F.lT<i)\ < / \F.lT<l-JEF.lT<i\2dX^P' 
< / ,F |VA!^>Í . 
~ 7[0.1]» jfcï 
D'où of est une série absolument convergente uniformément en / et puisque chaque terme 
de la série converge vers < F o ^ , F > , îim af = a2. 
l—KXi 
I 
Lemme 4 ; Si T admet un moment d'ordre p > 2 alors pour toute F € L2([0,1]^,^), telle 
que /[o,i]N F — 0, on a 
lim r;2 = 0. (4.7) 
P reuve : 
oo 
rf = a\F.lT>l - EF.1T>/) = Var(F.lT>¡) + 2 £ CoV(F.lr>/oofc, F.1T>/). 
Par la même démonstration que le lemme précédent on obtient : 
( E P ) 2 |Cot,(F.lT>,o^F.l r > ;) |< / \F\2d\[—j-
J[o,i}li h* 
D'où T? est une série absolument convergente uniformément en /. Puisque chaque terme 
converge vers 0, lim Tf = 0. 
1 
Démontrons maintenant le théorème. 
Preuve : On se donne F € L2([Q, l ]N ,^ rr) , pour tout / € IN on écrit 
F = (F.lT<i - EF. l r</) + {FAT>¡ - EF.l r>/)-
Par suite 
i .V- l i N - ! i JV-1 
— £ F o 0" = - = £ (F-1T<I - KF.lT<l)o0n + - = J2 (FAT>i - !EF.lT>l)odn. 
VA'
 n = 0 viv n=o VA B=0 
La fonction F.lj<i — EF.lj<,' est <r(i/i, •••, U¡)—mesurable. D'après la proposition 4, le 
premier terme à droite de l'égalité converge en loi vers jV(0, of), pour tout / € IN, avec 
oo 
a] = a2(F.lT<i) = Var(FAT<l) + 2Y,Cov(F.lT<ioek,F.lT<i). 
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D'après le lemme 3, on a la convergence en loi de M(0, of) vers Af(0,cr2). Par conséquent, il 
suffit de montrer que : 
, N-i 
l iml imsupP{ | -p= 5 Z ( F . l T > / - E F . l T > J ) o ö n | > s} = 0 





En utilisant la proposition 3 (dans le chapitre 3) et en faisant tendre N vers l'infini, il résulte 
que : 
N-l 
N J [ M H l 5 : ( F . l r > i - I E F . l r > ; ) ^ ! 2 
m - ^ E(^T>I - E,F.1T>I)OP\ >e}< ==2 _ . 
1 ¿ V - l ¿ 
l i m s u p P í j - - ^ ¿2(F.1T>¡ - JEF.lT>¡)o9n\ >e}<-±. 
N-+00' VN
 n = 0
 £ 
La démonstration est achevée par simple application du lemme 4. 
I 
De la même façon, on démontre le théorème de la limite centrale pour les fonctionnelles F, 
Tj—mesurable de moment q, q > 2, avec T un temps d'arrêt vérifiant ] P JP(T > k)p < oo 
k=i 
où i + i = 1. 
P <? 
Théorème 9 Pour toute F <E Lq({0,1]N, TT), q>2, telle que Jj01]N FdX = 0 et telle que T 
oo 
vérifie ¿^ 1P(T > k)p < oo avec - -f- - = 1, on a 
p i 
^fror + mi). 
où A/"(0; 1 ) est la loi normale centrée réduite. 
Preuve : On utilise la même démonstration que pour le théorème précèdent. On décompose 
1 N-l 
la somme —7= V^ F o0n. Pour tout / G IN on a : 
1 N-l i N-l i N-l 
~m E F ° 0n = -7f7 E i ^ - 1 ^ / - E JP. lT<iH n + -Trf E i ^ x - EF.l r > , )o0". 
ViV
 n = 0 VN n = 0 Viv n = 0 
Le premier terme à droite de l'égalité converge en loi vers jV(0., af), pour tout / € IN, avec 
CO 
af = o-2{F.lT<i) = Var(F.lT<l) + 2'£Cov(FlT<¡o0k,FAT<¡). 
fc=i 
Le deuxième terme, lui, vérifie : 
1 N-l 
> £ r < — . 
n=0 
l i m s u p I P i l - ^ J2(FAT>I ~ lEF.lT>i)o$n\ 
¿V — O O \/N
 n~Q 
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Il suffit, donc, de démontrer que lim of = a2 et lim r2 = 0. Pour ce faire, on utilise l'inégalité 
i—»oo l—*oo 
3.25 démontrée dans le théorème 6 du chapitre précédent, à savoir que : 
\<Fo0\F>\<([ \F\»d\)lP.([ \F\id\)L<.(JP(T>k))î. 
En remplaçant la fonction F.1T<I, dans cette inégalité, en lieu et place de la fonction F , on 
majore \Cov(FÄT<io6k, F.IT<I)\ par 
( / |F.1T < I - mF.lT<i\*d\)ï • ( / \F.lT<l - EF.lT</i9dA)i • (JP(T > k))ï. 
Or pour tous p > 1 on a \\F - JEF\\P < 2j|F||p. Par suite 
\Cov{F.lT<io6\F.lT<l)\ < 4 ( / \F.lT<i\pd\)ï • ( / \F.lT<i\qdX)\ • (TP{T > k))i 
J [0 ,1] N ~ -U0,1]N 
< 4 ( / \F\"d\)i-(f \F\*d\)L,-(W(T>k))î. 
J [0 ! 1] N •'[0,1]N 
Ainsi, on démontre que la série of est absolument convergente uniformément en /. Puisque 
chaque terme converge vers < F o 0k, F >, lim of = a2. Par le même procédé, on montre 
que : 
\Cav(F.lT>io6k, F.lT>i)\ < 4( / \F\pd\)e • ( / ¡F|9<iA)i • (W(T > k))ï 
J[o,i]K J[o,i]K 
et on conclut que lim rf — 0. I 
¿—»oc 
En particulier, on peut dire que si le temps d'arrêt T est integrable et la fonctionnelle F est 
bornée alors le théorème de la limite centrale est vérifié. 
Etudions maintenant le cas général lorsque F n'est pas nécessairement !FT~mesurable. 
Cependant, on suppose que l'on arrive à approcher la fonctionnelle F, à une vitesse suffisante 
par une suite de fonctions (-Ffc)fceN ne dépendant que d'un nombre fini de coordonnées. Nous 
les appellerons les fonctions pra t iquement cylindriques. 
4.2 Théorème de la limite centrale pour les fonctions 
prat iquement cylindriques. 
Dans cette section, on démontre, par les mêmes techniques que le paragraphe précédent, le 
théorème de la limite centrale pour la classe de fonctions F, introduites au troisième chapitre, 
et vérifiant. : on suppose qu'il existe une suite de fonctions (Fk)kçvt dans L2([0,1]N), telle que 
Fk est cr(£/i, • • •, Uk)-mesurable et que Fk converge vers F dans ¿2([0,1]N, B([0,1]®N), A, 9) 
oo 
avec ^2 \\F — Fk\\2 < oc. Lorsque F est TT—mesurable on prenait Fk = F.lx<k- Dans le 
fc=i 
cas général les fonctions Fk ne sont pas explicite. Cependant on peut les prendre égales à 
1E(F/Tk). En effet, Fk étant jF¿t—mesurable, il résulte de la définition même de l'espérance 
conditionnelle que : 
\\F-nF/Fk)\\2<\\F-Fk\\2. 
Il n'y a donc aucune perte de généralité de supposer Fk = E(F/.Ffc). 
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T h é o r è m e 10 Soit F une fonctionnelle d'intégrale nulle et ayant un moment d'ordre 2. Si 
l'on suppose qu'il existe (Fk)keti une suite de ¿2([0, l ]N ,ß([0,1]®N) , À,8), telle que Fk est 
a(Ui,- •• ,Uk)—mesurable et que Fk converge vers F dans L2([0,1]N,B([0,1]®W), A,#) avec 
oo 
Y^ \\F - Fk\\2 < oo et si a2 := a2(F) > 0 alors 
k=i 
1 ^ V o ö " - ^ A T ( 0 ; 1 ) , (4.8) 
o-VN
 n = 0 
oúJV^O;!) est la loi normale centrée réduite. 
P r e u v e : On peut supposer que Fk = JE,(F/Tk)- Notons que (Fk)keTi est alors une (!Fk)k£Vi— 
martingale. On pose Rk = F — Fk alors IEF/t = W,Rk = 0. Pour tous / G IN, on a la 
décomposition suivante : 
i 7V-1 i N-l i N~l 
VÑ
 nfo VÑ ^o VN ^o 
L'idée est la même : Approcher le premier terme à droite de l'égalité par une normale lorsque 
N est grand et montrer que le deuxième terme est petit. En effet, d'après la proposition 4, 
i N-ï 
^2 F¡ o 9n converge en loi vers une normale jV(0; of), avec 
VÑto 
oo 
af = a2{F¡) = Var(Fi) + 2 £ Cov(Fl o 8k, Ft). 
fc=i 
Maintenant, il faut démontrer que lim af = a2. Or, d'après l'inégalité 3.19 on a, pour tout 
le IN : 
\<F,o9k,F,>\< \\F,\\2 \\F, - JE(Fi/^k)\\2 = \\Ft\U \\F¡ - FlAk\\2. 
On veut majorer |¡F/¡|2 \\F¡ — F¡Ak\\2 indépendamment de /. L'inégalité de Jensen nous donne 
\\Fi\\2 < \\F\\2. Outre et, si k < /, 
| |F, - Fk\\2 = \\JE(F - FkW) | | , < \\F - Fk\\2. 
Si k < l, le second membre est nul. Donc af est une série absolument convergente uni-
formément en /. Puisque chaque terme de la série converge vers Cov(Fo 0k, F), lim a¡ = a . 
!—»oo 
D'après la démonstration du théorème 8, il suffit de vérifier que lim rf =• 0, avec 
f—»oo 
oo 
rf := a2(R¡) = Var(Ri) + 2 £ Cov(R¡ o 0k, R¡). 
D'après l'inégalité 3.19 on a maintenant : 
| < R, o 0k, R, > | < \\Ri\y \\R, - W,(R,/rk)\\2. 
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D'une part p , | | 2 = \\F - Ft\\2 < \\F\\2 + \\Ft\\2 < 2\\F\\3. D'autre part : 
Hifc-ECRiAFOIIa = \\F-F,-'E(F/rk) + JE(F,/rk)\\2 
< WF-FkWt + M-Einmïï* 
< 2\\F-Fk\\2. 
Par suite rf est une série absolument convergente uniformément en l. Chaque terme converge 
vers 0, donc, lim rf — 0. 
Il résulte du deuxième exemple de la page 33 et du théorème précèdent que les fonctions 
lipschitziennes vérifient le théorème de la limite centrale. 
Coro l l a i r e 4 Soit F une fonction lipschitzienne sur [0, l]1^ d'intégrale nulle. Si l'on suppose 




où Af(Q; 1) est la loi normale centrée réduite. 
i J V - l 
J f o f i , ^ ; ! ) , (4.9) 
Dans le paragraphe suivant on démontre ce dernier résultat par des techniques différentes, 
issues de l'Analyse fonctionnelle. Ces techniques fournissent également un résultat de type 
Berry-Essen. 
4.3 Théorème de la limite centrale pour les fonctions 
lipschitziennes. 
Dans ce paragraphe, on utilisera d'autres techniques d'analyse fonctionnelle pour obtenir 
le théorème de la limite centrale pour la classe des fonctions lipschitziennes. En étudiant 
le spectre de l'opérateur de Perron-Frobenius associé au shift 6, on montre que a2 étant 
fini et non nul, alors le théorème de la limite centrale est vérifié. Cette technique a été 
utilisée par Doeblin et Fortet qui ont en particulier étudié les deux exemples principaux 
parmi les transformations dilatantes et monotones par morceaux sur l'intervalle unité [0,1] 
: la transformation " fraction continue " et la transformation "(2a;) mod 1" , voir Rousseau 
([48]). Comme il a été fait dans cette article ([48]) et celui de Guivarch et Hardy ([21]), par 
ces techniques on peut aller plus loin que le théorème de la limite centrale et obtenir une 
vitesse en -4- de ce théorème. On démontrera ce résultat dans le cas du shift. 
4.3.1 L'opérateur de Perron-Frobenius et ses perturbations. 
Reprenons ie système dynamique ([0,1]N , S([0, l]®1^), A, 0). L'opérateur de Perron-Frobenius 
associé à la fonction de décalage 0 est l'opérateur P de Ll{[Q, 1]**, A) dans Lx([0,1]K , A) défini 
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pax : 
/ P(F) -Gd\= I F-Go6d\ 
où F € Ll([0,1]N) et G € L°°([0,1]N). La définition de l'opérateur 0 permet de donner une 
forme explicite à P : 
PF{U) = / F(x, U)dx. 
On notera C([0,1] ) et Lip([0,1] ) respectivement les espaces des fonctions continues et des 
fonctions lipschitziennes et on les normera respectivement par ¡|.F||oo = sup \F(U)\ 
l/€[0,l]N 
et HFIU* = [F] + | j F | U avec [F] = sup ' ^ " f f i 0 1 et d(U, V) = £ T " ^ 
u,U'ç[o,i]« d{U,U') £r[ 2* 
cette dernière distance définie la topologie produit sur [0,1]K . 
Rappelons dans un premier temps certains éléments de la théorie spectrale. Soient E un 
espace de Banach sur C et <¡> un opérateur linéaire de E dans E alors le spectre de E est 
défini comme le complémentaire de l'ensemble résolvant. 
Définit ion 4 On appelle ensemble résolvant de <f>, noté TZ(4>), l'ensemble : 
%(4>) = {z € C tel que (zl — <f>)~1 existe }. 
L'ensemble complémentaire est appelé spectre de 4> et il est noté o~(<f>). 
On montre que H(<f>) est un ouvert et que a((f>) est un compact non vide (voir par exemple 
[14]). Le rayon spectrale d'un opérateur linéaire est défini par : 
Définit ion 5 On appelle rayon spectrale de $ de réel positif p{4>) définie par : 
p{4>) = sup \z\. 
On montre que p(</>) = lim ¡|^nj|" (voir par exemple [14]). 
Etudions maintenant le spectre de P, P étant ici considéré comme un opérateur sur le 
sous-espace des fonctions lipschitziennes. Il est clair que Lip([Q, 1]K , ¡j j|z,,p) est un espace de 
Banach et que L¿p([0, 1]N) est dense dans C([0, l ] N , || ||oo)- Le spectre de P est décrit à l'aide 
du théorème de Ionescu-Tulcea et Marinesco ([29],[37]) : 
T h é o r è m e 11 Soient V et C deux espaces de Banach complexes de normes respectives ||.|jv 
et \\.\\c amc V C .£. On suppose : 
(a) Si fn eV, f e C, Jirn | | / n - / | | £ = 0 et \\fn\\v < M pour tout n, alors f <E V et 
|v < M . 
Soit 4> un opérateur borné de V dans C, par rapport à la norme \\ ¡jv- On suppose de plus 
(b) sup{||¿viU,/eV,||/||£<i}<oo. 
n>0 
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(c) L'inégalité de Doeblin et Fortei est vérifiée, c'est-à-dire, il existe no, a < 1 et ß < oo 
tel que : 
\\<f>nof\\v < a | | / | | v + ß\\f\\c pour tout / € V. 
(d) Si V est une partie bornée de (V, || j |v) alors ^ n°V est relativement compacte dans 
(AWWc). 
Alors <p n'a qu'un nombre fini de valeurs propres de modules 1 : Ai, • • •, \p. Les sous-espaces 
propres correspondants E¡ = {/ € C : <f>f — A,/} sont de dimension finie et contenus 
dans V. Ainsi l'espace C se décompose en somme directe des sous-espaces E{ plus un espace 
v 
supplémentaire à ^ Ei : 
£ = 0 £ , ® F . (4.10) 
¿=i 
Soient 4>i fes projections sur les sous-espaces propres Ei, oit les projections se faisant para-
llèlement aux supplémentaire dans la décomposition (4-10) ci-dessus. Ces opérateurs vérifient 
\\<i>i\\c < 1) fa^j — 4>jd>i — 0 si i T¿ j et <f>\ = 4>i. L'opérateur <j> peut s'écrire : 
v 
t= i 
où rp est un opérateur sur C tel que supj|t/>n|¡£ < c». Il vérifie de plus fcxp = xpfc — 0 , 
Vi € {1, • * •, p]. Si l'on note par <pn les puissances de <f>, alors én peut s'écrire : 
p 
Enfin tp(V) C V et tp a un rayon spectrale p(ii>) < 1 dans (V, jj |jy). 
I 
L'opérateur de Perron-Frobenius associé au shift vérifie Jes hypothèses du théorème. 
P r o p o s i t i o n 5 L 'opérateur P vérifie les hypothèses du théorème précédent avec 
V = Li>([0, l f ) , H-llv = | | . |U + [.J, £ = C([0,1]N) et \\.\\C = ¡|.|U. 
P r e u v e : En effet soit Fn une suite de fonctions lipschitziennes. vérifiant jjiSilJLtp < M, et 
F une fonction continue telle que lim \\Fn — E\\<» — 0, alors [Fn] < M et pour tout U et 
n—»oc 
U' € [0,1]N on a : 
Vn € ÎN \Fn(U) - Fn(U')\ < [Fn]d(U, U') < Md(U, U'). 
par passage à la limite il résulte que \F(U) — F(U')\ < Md(U, U') et donc F est lipschitzienne. 
Il est clair que P est un opérateur de norme plus petite que 1 et par suite les puissances 
Pn de P sont bornées par 1. La quatrième propriété est un corollaire du théorème d'Ascoli 
à savoir qu'une famille de fonctions uniformément lipschitzienne étant équicontinue elle est 
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relativement compacte pour ||.||oo dès qu'elle est bornée. Il nous reste à établir l'inégalité de 
Doeblin et Fortet. Soit F lipschitzienne alors ; 
\PF(U) - PF(U')\ < f \F(x,U)-F(x,U')\dX 
Il en ressort que PF est lipschitzienne, [PF] < [F] et que : 
\\PF\\Lip<\\\F\\Lip + ~\\F\\O0. 
Ceci achève la démonstration. 1 
Du fait que 0 est fortement mélangeante on démontre dans le lemme suivant que P admet 
une seule valeur propre de norme 1. Ainsi la valeur propre 1 est seule et isolée sur le cercle 
de rayon 1. 
L e m m e 5 Si PF = e,u,F avec u> G K et F € Lx{% 1]N) alors eiw = 1 et la fonction F est 
constante. 
P r e u v e : En effet, pour tout n € IN, on a PnF = einwF. Il se déduit que : 
V G € Z ° ° ( [ 0 , l ] N ) e t n € ] N / F-Go0ndX=[ Pn F • GdX = e™ Í F • GdX 
-/[eu]* i[o,i)H J[OA]N 
Lorsque n tend vers l'infini le membre à gauche converge vers /r0ii]n FdX Jr0fi]N GdX, puisque 6 
est fortement mélangeante. Le membre à droite lui converge que pour u> = 0. Par conséquent, 
on a u! = 0 et F est une fonction constante. 
I 
Soit F une fonction de X¿p([0,1]^), à valeurs réelles et u € IR. On pose P(F,ioj) (G) = 
P(exwFG). Cet opérateur s'introduira naturellement dans l'étude de la fonction caractéristique 
de ^2 Fo8k. Une décomposition spectrale de P(F, iu) nous permettra de calculer ses itérées. 
Dans la proposition suivante nous allons décrire le spectre de P(F, iu>) lorsque u est voisin 
de 0. Ce résultat est dû à Rellich ([14]) qui a décrit comment les points isolés du spec-
tre d'un opérateur varient lorsque l'on fait dépendre cet opérateur d'un paramètre d'une 
manière analytique. Dans le lemme suivant, on montre que l'opérateur P(F,iu>) dépend de 
u> analytiquement. 
L e m m e 6 Pour tout u € ffL, ¡'opérateur P(F,iu) est un opérateur continu sur Lip([0,1]^) 
et l'application qui à u> fait correspondre P(F,iu}) est analytique. 
P r e u v e : P(F,iu>) est le composé d'opérateurs continus. Pour la deuxième affirmation, à 
savoir que l'application w —» P(F,iuj) est analytique, il suffit de remarquer que 
^\\P(FkG)\\Lip<^\\F\\iJ\G\\LtP. 
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~ (iu)k , 
D'où, la série ¿ J —TT—P(F G) est normalement convergente dans Lip([0,1] ). 
I n K. k=0 
Le résultat suivant nous permet de démontrer le théorème de la limite centrale. On définit 
par perturbation, au voisinage de a» = 0, une valeur propre dominante k(F,iu>), également 
simple et isolée. 
P r o p o s i t i o n 6 II existe un réel a > 0 tel que si |u>| < a, on ait : 
(a) Pour tout G € ¿([0,1]N) et n > 1 
Pn(F,w)(G) = k(F,iu)nfa(G) + fa(G) 
où, k(F,iu) est l'unique valeur propre dominante de P(F,iu}), <f>iw est la projection sur 
le sous espace propre Ei^ correspondant à k(F,iu}), %¡)iu est un opérateur sur Lip([0,l]1"*) 
de rayon spectral 
p(fa) < 1 - e £ > 0 
et ipiujîl/ist/ == U . 
(b) Les applications u> —• k(F,iu), u — • 4>lw et UJ — • tpi^ sont analytiques. 
(c) ¡IV'LUilU'p — ^ M U — £)n °ù C est une constante positive. 
P r e u v e : Pour la démonstration voir ([14],[48]). I 
La fonction k(F, iu>) possède des propriétés analogues à celles d'une fonction caractéristique. 
Dans le lemme suivant on donne un développement limité à l'ordre 2 de la fonction k{F,iuj) 
pour LU petit. 
L e m m e 7 Soit F une fonction lipschitzienne sur [0, l]^, k(F, iu>) la valeur propre dominante 
de P(F, iu>) définie ci-dessus. Alors la fonction k(F, iio) est analytique au voisinage de 0. En 
particulier k(F,0) = 1, ¿'(F,0) = Xfoi]K FdX et k"(F,0) = a1 pour les fonctions d'intégrale 
nulle. 
P r e u v e : On note par M et Q les opérateurs définis sur Lip({0,1]N) par M(G) = P(F G) 
oc /'«V,\fc 
et Q(G) = P(F2G). La série ^ —rj-P(F kG) étant normalement convergente on peut dire 
que : 
Lu2 
P{FJLÜ) = P + ÍU}M-~-Q-TO{U}2). (4.11) 
D'après la proposition précédente on a : 
P(F,iu) = k{F,iu)fa + fa (4.12) 
avec <f>iu)fa = fa fa = 0, fa = fa et les fonctions w — • fa, UJ — • k(F,iu) sont 
analytiques. Un développement limité d'ordre 2 de ces fonctions nous donne : d'une part 
2 
fa = 4> + ioja - ~ß + O(LÜ2) (4.13) 
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où 4> est la projection sur ie sous espace propre E\ correspondant à la valeur propre 1 de 
l'opérateur P(F, 0) = P ; d'autre part 
U)2 
k(F, ¿w) = 3 + iuja - -~b + o(u>2). (4.14) 
A partir de ces équations, on peut identifier a et b ( définies dans l'équation 4.14 ) qui 
représentent la dérivée première et la dérivée seconde de la fonction k(F, iu) au point u> = 0. 
D'une part, le développement limité d'ordre 2 de la fonction k(F, iu)<f>iu '• 
ÜJ 2 U2 k{F,iuj)<f>iui = (1-Hwa - — b + o(ui2))(<f> + iua - — ß + o(u2)) 
L L 
= <p + iuo(a<p -fa) r-(2aa + b<p + ß) + o(u> ). 
D'autre part, on a aussi le développement limité d'ordre 2 de la fonction <f>iu,P(F,iu>) 
2 2 
é^P{F, tu) = (4> + iioa -%-ß + o{u?)){P + iuM -~Q + o(u2)) 
L 2 
= 4>P + iu{aP + 4>M) - ^-{<f>Q + 2aM + ßP) + o(u;2). 
ù 
2 
tu» Or, on a vu ci-dessus que P(F,ioj) — k(F,iu>)4>iu + ip^, avec tpiuTpiw = ^iw^iw — 0, 4>i^ — 4>, 
et donc k{F,iu>)4>iw = <f>iu,P(F,iuj). Par identification des développements limités ci-dessus 
on obtient le système suivant : 
f èP = <f> 
ï a<t> + a = aP + <f>M 
{ <f>Q + 2aM + ßP = 2aa + b4> + ß 
En appliquant la deuxième équation du système à la fonction 1, il résulte que 
a¿(l) = M<p(l). 
Comme ^(1) = 1, on déduit que a — M<j>(l). Par définition de Ai, M(l) — P(F), on obtient, 
donc, que a est la projection de PF sur le sous espace propre Et associé à la valeur propre 1 
de l'opérateur P. D'après le lemme 5, E\ est de dimension 1 et il est égale à l'ensemble des 
fonctions constantes. Par conséquent : 
a =< PF, 1 > .1=1 PFd\ = / FdX. 
Jio,i]« Mir 
Dans ia suite de la démonstration, on suppose que la fonction F est d'intégrale nulle. D'après 
l'équation ci-dessus on a a = 0. La troisième équation du système devient 
4>Q + 2aM +ßP = b<p+ß. 
En l'appliquant à la fonction 1, il résulte que : 
b=4>P{F2) + 2otP{F). (4.15) 
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Comme la fonction F est d'intégrale nulle, la deuxième équation du système s'écrit 
Q(I -P) = 4>M. 
Or (I — P) est inversible puisque le rayon spectrale de P est strictement plus petit que 1 sur 
l'ensemble des fonctions lipschitzienne sur [0,1]N et d'intégrale nulle. Il ressort que 
a = 4>M(I + P-rP2 + ---) 
et que 
b = <j>P{F2) + 2<f>M(I + P + P2 + • • -)P(F). 
Le premier terme à droite de l'égalité s'identifie à : 
4>P{F2) =< P{F% 1 > .1 = /
 W P(F2)dX = \\F\g 
J[0,1}* 
le deuxième terme lui se calcule comme suit : 
20M(I + P + P2 + ---)PF = 2<j>M(PF + P2F+---) 
oo oo . 
= 2 £ éP(F PkF) = 2 ]£ / .F PkFd\ 
oo 
= 2 £ < F,PkF>^2Y,<Fo9k,F> 
Ainsi, k'{F, 0) = ¡¡Q JIN FdX et k"(F, 0) = a2 pour les fonctions d'intégrale nulle. 
I 
4.3.2 Théorème de la limite centrale. 
Considérons Sn la somme ergodique associée à la transformation du shift et définie par 
n - l 
Sn = ^2 F o 6k. Pour montrer le théorème de la limite centrale on calcule la limite de la 
k=0 Sn fonction caractéristique de —y=.. 
Théorème 12 Soif F une fonction lipschitzienne sur [0,1]N d'intégrale nulle et de o~2(F) > 
0 alors : 
£ F o r - ^ À f ( 0 ; l ) , (4.16) 
où Ai(0] 1) est la loi normale centrée réduite, 
Sn 
Preuve : On note par $ n la transformée de Fourier de la loi de —~, 
\/n 
$„(u0 = / tw^d\ pour tout n € IN et u € IR. 
v
 Jlo,i]« 
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On pose T(F,iu>}(G) = e%ulF (G o 6). L'opérateur P(F,iu) s'introduit naturellement dans 
le calcul des $ n via T(F,iu>). En effet, P(F,iu) est l'opérateur adjoint de T(F,iw) et 
S 
Tn(F,iw)(G) ~ etwSn G o 6n. La fonction caractéristique de -— s'exprime en fonction de 
l'opérateur P(F, iuj) de la façon suivante : 
*n(u;) = < TnCF, ^ = ) 1 , 1 > y/n 
= < 1 , P " ( F , ^ ) 1 > . (4.17) 
Reprenons ia décomposition de P(F,iu>) donnée dans la proposition 6 (c) : on a pour w petit 
Pn(F,ibj) = kn(F, iu))^ + i¡>*w. En particulier, on peut écrire que pour -T-J petit on a : 
Pn(F, ^ ) l = kn(F, - ^ ) ¿ » 1 + # L 1. (4.18) 
y/n y/n v^ v>í 
Etudions la convergence des termes à droite de l'égalité 4.18 lorsque n est grand. Il découle 
du lemme précédent que le développement limité à l'ordre 2 des valeurs propres k(F,iu>) est 
donné par : 
2 
k(F,iLo) = l-^-a2 + o(u2). 
Ceci montre que kn(F, -*£•) converge vers e 2~ff . En remarquant que lim <f> w = lim <f>{w = <f>, 
on déduit que le premier terme à droite de l'égalité 4.18 converge vers e~~" . La limite du 
deuxième terme est donnée par la troisième propriété de la proposition 6 : il existe un réel 
a > 0 tel que si \u>\ < a, on ait : 
IIC(i) l l i*<CM(i-<On 
où C est une constante positive. Il résulte que si —= est petit alors \\ipn,u (l)||oo < C - ^ ( l — e ) " 
y/n jz v " 
et donc lim x¡>n,„ (1) = 0. On achève la démonstration, par une application du théorème 
n—oo TT 
de convergence dominée dans (4.17). Pour ce faire, on montre qu'il existe deux constantes 
positives A et B telles que pour —-p assez petit la suite | | P" (F , T£)1| |OO soit bornée par 
y/n ** 
X e " B ^ . En effet : 
\\P»(F^)1\U < | P ( F , ^ ) | + H ^ l l l o o . 
y/il y/Ti Vn 
Il est clair que pour |u;| < e1 on a \k(F,iu>)\ < e"^"0" et on déduit que si - ^ < s1 alors : 
D'après la propriété 4.3.2 ci-dessus, on déduit que si ^ < a : 
\\r^l\\oo<C^L(l-er<Cae- ~n£. < C o e " 7 . 
4.3. Théorème de la, ¡imite centrale pour ¡es fonctions lipschitziennes. 57 
a2 £ 
Le résultat est obtenu avec A = C + letB~ sup(—-, — ) . En vertu de ces résultats, on a 
4 a1 
Sn J2 
la convergence des transformées de Fourier de —7= vers e 2", ce qui établit le théorème. 
a-s/n 
1 
On veut, maintenant, caractériser les fonctions lipschitzienne vérifiant a2 = 0, en montrant 
que ce sont des cobords de la transformation du shift. 
Propos i t ion 7 Soit F une fonction lipschitzienne alors o~2(F) — 0 si et seulement si F est 
de la forme F = G o 8 — G, où G est une fonction lipschitzienne. 
P r e u v e : Supposons qu'il existe G Ç. Lip([G, 1]N) telle la fonction F s'écrit F — G o 0 — G 
n - l 
alors Yl F o 6k = G o 0n - G et par suite : 
a
2
 = lim -Var (Y F o 6k) < 2 lim -VaríG) = 0, 
n-^00
 n \^£-^ J n-00 n 
Inversement, supposons que a2 — 0. D'après la proposition 6, P = (f> + ip avec <f> la projection 
sur l'espace propre E^ et 0 est un opérateur de rayon spectrale plus petit que 1, donc 
0 0 




G est solution de l'équation de Poisson : 
( / - P)G = PF\ (4.19) 
et par suite F = G o 9 — G, puisque 
\\F + G-Go9\\l = | ¡ F + G | | ^ + | | G ^ - 2 < G Q 0 , F + G > 
= \\F\\l + 2< F,G> +2\\G\\l - 2 < G , P F + PG > 
= \\F\\22 + 2<F,G>+2<G,G-PF-PG> 
D'après l'équation 4.19 le troisième terme à droite est nulle. En remarquant que cr2(F) est 
définie par a2{F) := \\F\\\ + 2 < F,G > on obtient \\F + G - G o 0\\2 = 0. Ceci achève la 
démonstration. 
1 
R e m a r q u e : 
Soit G une fonction mesurable, solution de l'équation fonctionnelle : 
F = G o 0 - G. 
n-ï 
Alors on a. Y F ° ®h = G ° ®n ~ G- Soit c > 0, alors 
Jt=0 
*p7iH=ABH (4-20) 
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n - l 
TjFo0k 
G o 9n — G 
et donc ——-== = ;= tend vers 0 en probabilité. 
Dans le paragraphe suivant on obtient un résultat plus précis, en démontrant le théorème de 
la limite centrale avec reste. 
4.3.3 La vitesse dans le théorème de la limite centrale. 
La méthode précédente permet de préciser la vitesse de convergence dans le théorème de 
la limite centrale. La démonstration repose sur l'inégalité d'Essen ([16],[50]) et un calcul de 
développement limité plus poussé que précédemment. Ainsi, on obtient une vitesse exacte 
en -4-. 
T h é o r è m e 13 Soit F une fonction îipschitzienne sur [0,1]N d'intégrale nulle et de a2(F) > 
0 alors il existe une constante C > 0 telle que pour tout t € 1R, on ait : 
\\{-L-Y F o 0k < t\ --4= f t'^dx\<~. (4.21) 
P r e u v e : Pour alléger les notations, on prendra <r = 1. D'après l'inégalité d'Essen, on a pour 
tout a > 0 et n > 1 : 
sup A { — = > Fodk<t\ -== f e s dx < - -f - / J—-4—, ^ (4' 22) 
k_Q yZ7T J-oo U 7T J-a ¡UJ\ 
S f • s 
avec k = — et 4>n la transformée de Fourier de la loi de - ~ , $„(0?) = / ew**d\. Pour 
u) 
établir le résultat on démontre qu'il existe A > 0 telle que pour —¡= assez petit, autrement 
V« 
L>! 
dit il existe e' > 0 telle que pour —p= < e , on a : 
L'inégalité 4.23 étant supposée valable pour —•=. plus petit que e', prenant a = ^'y/n dans 
•y/n 
l'inégalité de Berry-Essen 4.22, le premier terme s'écrit ^777^ et le second terme lui est majoré 
par : 
- Í 2 ( l - e)n + - L /°° (1 + \uj\2)e-^düj) (4.24) 
TT [ -v/n J-00 J 
Cte 
et donc par — = . Ceci donne la majoration voulue. Il reste à établir l'équation 4.23 et donc 
\/n 
à majorer ^ „ ( w ) — e 2 |. Comme : 
! $ „ ( w ) - c - ^ | = | / eiwJ%-e-^d\\ 
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= | / Pn(F,i-^=)l-e-^d\\ 
< f \Pn(F,i^)l-e-^\dX, 
on estime la dernière intégrale à l'aide d'un développement limité, poussé à l'ordre 3 de 
pn(F^^)- 0 n rappelle que : 
UJ U> 
avec 11^"" (l)llLtp < C—p=(l - e)n pour —j= assez petit. H résulte que : v" v n y n 
(4.25) 
l*"^ .**) ! H ^ i - 1 I U + l i l i l í « . 
On constate que, pour -~ assez petit, |fcn(F,i'^)| < e_s*~ et que ||&-s.l - 1\\LÍP < CM-
Soit encore il existe e' > 0 telle que pour ^1 < e' on ait : 
| P « ( i ^ ) l - e-^l < |*»(F,i^) - e-^¡+ 
(4.26) 
C%e-ï + C${l-e)» 
Pour majorer | P ( F , z —7=) — e a par C—j=e * , on utilisera un développement d'ordre 3, 
V™ v n 
de la fonction k(F,iui). En effet : 
¿(F, iw) = 1 - ~ - ¿ y T) + U>3E(U), 
avec 77 = k"'(F,Q) et lime(w) = 0. On a donc : 
uj—•() 
2 1 3 
y» 
Soit alors : 
| ¿ n ( i v 4 = ) - c-^- | = e - ^ i e * ^ ^ ^ ^ 1 - 1|, 
avec /? € IR. En outre, on peut trouver un réel e' > 0 tel que 2\p\£' < | et pour ^ < e' on 
a : 
,. io3 UJ3 . u ,, ^ „ la;!3 ^ w2 
, p + - ^ e - p ) < 2 ^ < —. 
y/n s/n s/n y n 4 
On obtient le résultat à l'aide de l'inégalité : \tz — 1| < jzje'2'. I 
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R e m a r q u e : 
La majoration de \kn(F, i-j%) — e~^" \ par A^feé~lll*~ est un résultat élémentaire valable pour 
toute fonction h(u) trois fois derivable pour u petit avec h(0) — 1, h'(Q) = 0 et h"(0) = — 1 
[50]. Sous ces hypothèses il existe une constante A telle que : 
u J1 lu;!3 «2 
u> 
pour —p= assez petit . 
4.4 Illustration informatique. 
Comme dans le cas de la convergence presque sûre, nous allons vérifier la validité des résultats 
théoriques obtenus. Ainsi, on considère des marches aléatoires définies par : 
A'o = x, Xn+i ~Xn + h(Ul+1, • • •, t /£+ 1) , 
où les (U^) sont des variables aléatoires indépendantes de loi uniforme sur [0,1]. Pour chaque 
marche aléatoire, on définit le temps d'arrêt T = inf{ra > 1; Xn £ [a, b]} et des fonctionnelles 
de type F = G(XT, T). Dans le plupart des applications, T admet un moment d'ordre p > 2. 
Comme nous l'avons dit au chapitre précédent, l'estimation de a s'obtient à partir de 
l'identité (3.18) établie dans la proposition 3, à savoir que : 
lim ~Var(fdFo0") = a\ 
Rappelons qu'une stabilisation numérique de cette série sera assimilée à sa valeur limite : 
ainsi, si l'on note par Nmax la valeur à partir de laquelle les premiers chiffres des termes de 
la suite ne sont plus modifiés, on prendra comme estimation de a la quantité : 
i A'max— 1 
â = — Var í Y F 0 0"). 
Nmax ¿r£ 
N-ï 
Pour Ar fixé on simule Var( ^ Fo$n) par la méthode de Monte Carlo sur 5 000 trajectoires 
n-0 
indépendantes. 
Pour observer numériquement la convergence en loi du processus 
F + Fo0 + --- + Fo 9n~l - nJEF 
An(F) = r\/rî 
vers la loi normale centrée réduite, on a calculé la distance du x 2 entre An(F) et Af(0; 1) : 
ainsi, on a partagé l'espace des observations IR en m = 57 catégories par discrétisation de 
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l'intervalle ] — 2.8,2.8[, avec des pas de longueur 0.1, et en considérant la catégorie résiduelle 
] — oo, —2.8[U]2.8,+oo[. A partir, de N = 5 000 simulations indépendantes de An(F) on a 
calculé les fréquences empiriques ( ^ ) I < K T O • On rappelle que la "distance de Khi-deux" entre 
An(F) et Af(0; 1) (pour les m classes définies en précédemment) est donnée par la formule : 
m
 (n — MvA2 
DNn = DN (An(F),Af(0; 1)) = £ N . C4-2?) 
où pi = P{A/"(0; 1) € classe ¿}. 
On sait que lorsque N est grand, on peut approcher la loi de la distance D% par la loi de 
X2(m — 1). Intuitivement, si An(F) —> A/"(0; 1), D„ doit être "petit" pour n grand. 
Supposons que l'on veuille savoir si, pour n donné, les simulations de An(F) s'assimilent 
bien à la loi Af(0; 1). Nous utiliserons le test de x2j e o tant que test d'adéquation, dont la 
formulation est la suivante : 
, (Ho) ïa loi de An(F) est M(0; 1) 
* (# i ) la loi de An(F) n' est pas Af(0; 1). 
La réponse au problème du test est définie par la région critique : 
W = {(ni, • • • , n m ) tel que D„ > Ca}, dont la puissance est égale à P(M7) = a. 
Pour une puissance o = 0.05 et m = 57, on trouve Ca = 74.12. On qualifiera donc la distance 
D% de "petite" si elle est inférieur à la la valeur Ca trouvée. 
E x e m p l e s : Considérons la marche aléatoire : 
211 — 1 
X0 = 0,Xn+1 = Xn + —=±j et T = inf{n > l,Xn i [ -5 ,1 ]} . 
• Pour F = XT : 
En prenant Nmax = 10 000, on obtient b — 23.724. 














A partir de n = 10 000 la loi de An(Xr) s'assimile bien à une gaussienne centrée réduite. 
La représentation graphique ci-dessous illustre la convergence en loi de An(X-r) vers la 
loi normale A r(0; 1), elle représente l 'histogramme associé à AIOOOOO(--^T)-
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250 
200 h 
l'axe des y 150 
represente 
les nombres 
n , 100 
50 h 
0 
- 4 - 2 0 2 4 
l'axe des x represente la discrétisation de l'intervalle [-5,5] en classes (i) 
Figure 4.1 
• Pour F — T : En prenant Nmax = 10 000, on obtient à = 574.281. Le tableau suivant 














A partir de n = 10 000 la loi de An(T) s'assimile bien à une gaussienne centrée réduite. 
La représentation graphique ci-dessous illustre la convergence en loi de An(T) vers la 
loi normale Af(Q; 1), elle représente l'histogramme associé à v4iooooo(r). 
250 
200 h 







i . . i i i i l h l il ik 
i i 
- 4 - 2 0 2 4 
l'axe des x represente la discrétisation de l'intervalle [-5,5] en cl Ü) 
Figure 4.2 
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4.5 Conclusion. 
Les résultats établis ci-dessus montrent que la méthode du shift pour le calcul de l'espérance 
de fonctionnelles de processus aléatoires vérifie le théorème de la limite centrale pour une 
large classe de fonctionnelles parmi les plus couramment rencontrées. De plus, la convergence 
de cette méthode est contrôlée par le paramètre er2. Ce paramètre joue un rôle similaire à 
celui que joue la variance dans le cas de la méthode de Monte Carlo. 
Chapitre 5 
Sur la loi du logarithme itéré 
Dans le chapitre 3, on montre que pour certaines classes de fonctions l'erreur théorique 
d'intégration par la méthode du décalage est en o(N~*(log(jV))2+E). Ce résultat donne 
une estimation assez voisine du logarithme itéré ; elle est donc suffisante pour la simula-
tion puisqu'elle affirme que l'erreur asymptotique "tourne autour" de 0( •,—:). Cependant, 
y/N 
pour avoir une vitesse de convergence plus fine, j 'a i cherché à établir dans ce cadre la loi 
du logarithme itéré. Le premier paragraphe est consacré à l'étude de la transformation de 
décalage naturel, donc au système dynamique ([0, 1]K , £?([0,1]®K), A, 6). Dans ce paragraphe, 
j 'obtiens la loi du logarithme itéré pour une classe de fonctions moins large. En particulier, 
pour des fonctions dépendant d'un temps d'arrêt, on montre que si T admet un moment à 
tous les ordres et si F est une fonction de L2+ , avec ê > 0, alors F vérifie la loi du logarithme 
itéré. Dans le deuxième paragraphe et pour contourner les difficultés techniques affrontées, 
j ' a i considéré l'algorithme associé à la transformation du shift à droite (voir N. Bouleau [13] 
où il a étudié le système dynamique ([0, 1]N,£?([0,1]®N), A,# - 1 ) ) . Dans cet article [13], est 
établie la loi du logarithme itéré pour une certaine classe de fonctions dite classe de G o r d i n . 
Pour ma part, j 'obtiens la loi du logarithme itéré et le théorème de la limite centrale pour 
les fonctions introduites précédemment (chapitre 3 et 4) en vérifiant que ces fonctions sont 
dans la classe de G o r d i n . Ceci améliore les résultats de [13]. 
5.1 Sur la loi du logarithme itéré pour l'opérateur de 
décalage. 
Dans la littérature, on trouve des résultats sur le comportement asymptotique de la somme 
N-l 
Sn = 2 J Vki où (Tjk)keK est- considéré comme un processus ^—mélangeant, ou comme une 
fonctionnelle de processus <p—mélangeant (voir [9],[42]). Plus précisément, on prend 
où (Cn)neN est un processus ip—mélangeant et / une fonction de IR dans H . La définition 
d'un processus ip—mélangeant a été rappel'ee dans le quatrième chapitre. Walter Phillip 
et William Stout dans [42] ont étudié la somme partielle de plusieurs suites de variables 
64 
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aléatoires faiblement dépendantes et ils ont proposés des principes d'invariances. En parti-
culier, ils ont traité le cas où (»7„)„gN est une fonction de processus (^—mélangeant. Il y est 
établi les résultats rappelés ci-après. 
5.1.1 Résultats théoriques existants pour les fonctions pratique-
ment cylindriques. 
Soit (Cn)neK une suite de variables aléatoires réelles. Soit / une application mesurable de 
l'espace des suites infinies à valeurs réelles (ai, a2, • • •). On s'intéresse au processus 
»?« = /(Cn,Cn+i,---)) n>l. (5.1) 
Ces variables aléatoires sont des fonctionnelles du processus ((n)nen- Walter Phillip et 
William Stout ont introduit la notion de ip—mélange retardé, condition qui relaxe l'hypothèse 
de (^—mélange habituelle sur la suite (Cn)neN- Si l'on note par j \ la tribu engendrée par les 
variables aléatoires (n, a < n < b, ils supposent alors que : 
\W{A DB)- JP{A)JP(B)\ < <fi{nrk), (5.2) 
pour tous A € T\ et pour tous B £ J~^.n, avec k une constante réel positive. On suppose 
que ip(n) est décroissante et que lim íp{n) = 0. Le cas k = 0 correspond au cas classique 
de (f—mélangeance introduit par M. Rosenblatt [47]. Enfin, on suppose qu'il existe pour 
tout n > 1 une suite de variables aléatoires (rjn.ùien, ¿F%+l— mesurable, et telle que nn est 
approchée dans L2+& par la suite (»7„,f)ieN. On a alors le théorème suivant. 
Théorème 14 Soit (Cn)neN wne suite de variables aléatoires réelles et f une fonction me-
surable de IR dans JR., on suppose que nn = f((n,(n+i, • •') vérifie : 
(a) 
Vn > 1 JEr)n = 0. (5.3) 
// existe une famille de variables aléatoires réelles (j/n,/)n,f>i e¿ des constantes 0 < S < 2 
et C > 0 telles que 
JE\nn\2+s < C (5.4) 
et, pour tous n et l € IN* 
(b) En plus, on suppose que 
||»7n->?n.»||3+í < T = 7 I (5-5) 
E ( £ > „ ) =JV + 0( t f 1 -á) (5.6) 
lorsque N tend vers l'infini. 
(c) Enfin, on suppose que Çn vérifie la condition de ip— mélange retardé définie par 5.2 
avec 
k = —-: (5.7) 
11+45 X ' 
et 
V(s) = o(s~™^). (5.8) 
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Si l'on définit le processus à temps continu par 
S, = 5>». (5.9) 
n<t 
alors il existe un espace de probabilité (il, A, IP), un mouvement Brownien standard (W(t))t>o 
et (S(t))t>o un processus ayant même loi que (St)t>o tels que : 
S{t) - W{t) = o{t>-x) p.s (5.10) 
VA < g~ ; lorsque t tend vers l'infini, 
Preuve : Voir chapitre 8 dans les travaux de Walter Phillip et William Stout [42]. 
A partir de 5.10 et les propriétés classique du mouvement brownien, notamment la loi du 
logarithme itéré, on déduit que le théorème de la limite centrale et la loi du logarithme itéré 
sont vérifiés pour le processus r¡n. 
Reprenons notre système dynamique ([0, l j ^BQO, 1]®N), X,6) et écrivons ces résultats 
dans le cadre de nos applications. Soit F une fonction de L2+s([0, l ] N ) avec S > 0. Supposons 
qu'il existe une suite de fonctions (Fk)k£N, 3~\~mesurable, qui approche F dans L2+s. On a 
alors le théorème suivant où F o 0n joue le rôle rjn et Fk o ßn celui de r¡nik. 
T h é o r è m e 15 "14.bis" On suppose que F vérifie les propriétés : 
(a.bis) 
E F = 0. (5.11) 
17 existe 0 < 8 < 2 et C telle que : 
1EF2+S < C (5.12) 
et 
\\F-Fk\\2+s<^r (5.13) 
pour tous i € IN. 
(h.bis) En plus, on suppose que : 
/N-ï \ 2 
E VFoiM ^N + OiN1-^) (5.14) 
V*To / .k=0 
lorsque N tend vers l'infini. 
Alors le processus (F o 0k)kçf4 vérifie le théorème de la limite centrale à savoir que : 
i N-l 
1 X-* - ~k c T S S ^ ^ ^ " -
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où Af(0; 1) est la loi normale centrée réduite et — • désigne la convergence en loi. En outre, 
on a la loi du logarithme itéré, c'est à dire 
N-l 
lim sup . T?. . = = = 1 A —p.s, 




liminf .^T..-—.—••• = —1 A— p.s. 
N-*O0 yJW lOg iOg TV 
P r e u v e : D'une part, (i4)/beN e s t une suite de variables aléatoires indépendantes, en partic-
ulier, elle est ip—mélangeante, avec ip(n) = 0 Vn > 1. Ainsi, la condition (c) du théorème 14 
est trivialement vérifiée. D'autre part, le processus (Fo0 f c)¿
€
N est stationnaire. La condition 
(a.bis) est donc suffisante pour vérifier le (a) du théorème 14. On achève la démonstration 
en appliquant le théorème précédent. 
1 
R e m a r q u e s : 
1/ Ces résultats s'étendent pour les fonctions non centrées et vérifiant a > 0 en appliquant 
le théorème à ———. 
2/ Lorsque F est cylindrique il suffit de prendre F € L2+s, S > 0, les autres conditions sont 
trivialement vérifiées. 
Ce théorème, appliqué aux fonctions dépendant d'un temps d'arrêt, fournit les résultats 
énoncés dans le paragraphe suivant. 
5.1.2 Formulation dans le cas des fonctions TT—mesurables. 
Etudions maintenant les classes de fonctions à temps d'arrêt introduites dans le chapitre 3. 
Considérons un temps d'arrêt T, (jc]l)neN—adapté, et une fonctionnelle F, TT—mesurable. 
On a alors le théorème suivant. 
T h é o r è m e 16 Soit 6 €]0,2j . Si l'on suppose que le temps d'arrêt T admet un moment 
d'ordre p, p > max(2 + * 2 ( 2 j ^ ) ( l + 6)(2£Hh7) ^ ^ ^ ^ ^
 p ç ¿ 2 + w ^ ^ N ^ 
d'intégrale nulle le processus (F o 0k)k£N vérifie les propriétés suivantes : 
(a) Si a := a(F) > 0 on a le théorème de la limite centrale : 
i N-l 
— î = Y F o 6k - ^ MO; 1), 
où A r(0; 1) est la loi normale centrée réduite et — • désigne la convergence en loi. 
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(b) La loi du logarithme itéré est vérifié, c'est à dire 
J V - l 
£Fo0* 
lim sup
 r hM . == = a X - p.s. 
N-+00 x/2JVlogiogJV 
et 
J V - l 
Y^Fo0k 
liminf —7 "7° , = = = — a. X — p.s. iv-oo y^iV log log N 
Preuve : Sans perte de généralité, on peut prendre cr2(F) = 1. Vérifions donc les hypothèses 
(a.bis) et (b.bis) du théorème 15 ci-avant. Dans la démonstration de la proposition 2 du 
chapitre 3, on montre que : 
(JV-l \ 2 N oo 
£ F o H = J V - 2 ] P £ < F O 0 \ F > - 2 J V £ <Fo0k,F>. (5.15) 
n = 0 / fc=l ¿fc=N+l 
Par ailleurs, si T est un temps d'arrêt ayant un moment d'ordre p > 2 alors pour tous 
F G £2([Q, I j^ j^ r ) on a ( voir théorème 5 du chapitre 3 ) : 
En remplaçons ce résultat dans l'équation 5.15 on trouve que : 
(JV-l \ 2 JV oo 
J2Foffn) ~N\ « ,£k\<Foek,F> \ + N Y, k\<Foôk,F>\ 
n = 0 / Jfc=l fc=JV+l 
JV oo 
« ¿ j^ - f + iv J2 k~* 
k-\ k=N+l 
où << signifie que le terme de gauche est majoré à une constante multiplicative près par le 
terme à droite. En prenant p = 2 + ^ , on vérifie l'hypothèse (b.bis) à savoir que : 
E M T F O ^ =N + 0(N1-r*). 
2(2 -f ê)(l + S) 
Enfin, si l'on prend F* = F • \j<k et si l'on pose r = 2(1 + ¿) et s = , on a 
par les inégalités de Holder et Bienaymé-Tchebichev : 
\\F - Fk\\2+S < \\F\\rJP(T > *)7 < ¡¡Fj¡r Kp+i } , 
„ , ,,
 J 2(2 + 6)(l + 6)(26 + 7) (5.13) est donc vérifiée dès que T admet un moment d ordre — . 
I 
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C o r o l l a i r e 5 Si T admet un moment à tous les ordres et si F est une fonction de JD2+5, 
avec 6 > 0, alors F vérifie la loi du logarithme itéré et le théorème de la limite centrale. 
1 
Lorsque l'on cherche à démontrer, directement, la loi du logarithme itéré pour le processus 
(F o 0k)kçn, par les méthodes utilisées dans les travaux de W. Phillip et W. Stout, on 
affronte plusieurs problèmes techniques queje ne sais pas résoudre actuellement. En revanche, 
l 'étude de la vitesse de convergence pour la transformation de décalage à droite semble plus 
adaptée aux résultats théoriques existants (voir [13]). En effet, les premiers résultats, en terme 
d'opérateur unitaire sur un espace de Hubert, sont dus à Gordin [19]. Ces résultats ont été 
développés par la suite par D. J. Scott et C. C. Heyde (voir [27] [49] [23]) et repris dans le cas 
de variables aléatoires à valeur dans un Banach par Berger (voir [7]). Dans ces travaux, on 
considère un espace probabilisé (fi, A, IP) muni d'une transformation ergodique et inversible 
l N-i 
T et on s'intéresse, en particulier, à la vitesse de convergence de la somme — ^ X(T (W)) , 
,
 k=l 
où X est une variable aléatoire de carré integrable et mesurable par rapport à une sous-tribu 
M C A vérifiant M C T'1 (M). 
5.2 Sur la loi du logarithme itéré pour l 'opérateur de 
décalage à droite 
Considérons [ 0 , 1 ] , l'espace produit de l'intervalle [0,1], muni de la mesure de Lebesgue 
produit A = dx® et notons par 0 la fonction de décalage, appelée aussi opérateur de shift, 
définie sur [0,1] par 
0(...,U..uUo,Uu,..) = (...,Uo,UuU2,...) i.e. 6(U)k = Uk+1 
Elle est inversible sur [0,1] et son inverse B~l est définie par 
o- 1( . . . , t / . 1 > í /o , t /„ . . . ) = (. . . , í /-2 ,t/-i ,C/o,. . .)-
Il est clair que Q~l{\) = A, où #_ l(A) est la mesure image. Comme dans le cas du shift 
sur [0, l ] N , on vérifie que le la transformation Q~l est fortement mélangeante (on renvoie le 
lecteur au chapitre 2). 11 en résulte donc que le système dynamique ([0, l ] z , B([0,1]Z), A, 0"1) 
est ergodique et par conséquent 
1 N-\ 
— J2 F ° e~k —» E F X-p.s., (5.16) 
Rappelons que l'intérêt de l'utilisation du théorème ergodique ponctuel de Birkhoff, pour 
certaines transformations, réside dans son économie de temps de calcul. Il est clair que 
l'irnplémentation informatique de l'algorithme déduit (5.16) présente les mêmes particu-
larités que celle du shift. On obtient à nouveau dans ce cadre la loi du logarithme itéré 
pour certaines classes de fonctions, notamment pour les fonctions F de carré integrable 
et mesurables par rapport à la tribu Tr des événements antérieurs à un temps d'arrêt T. 
Rappelons que ces fonctions sont très employées en simulation et qu'elles ont fait l'objet de 
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plusieurs paragraphes dans les chapitres précédents. Dans la suite, on étendra les résultats de 
N. Bouleau (voir [13]) dans le cas des fonctions dépendants d'un temps d'arrêt, en relaxant 
les conditions portées sur la fonction F et le temps d'arrêt T. On notera par T^ la tribu 
engendrée par les coordonnées Um > * • •, Un : 
J^ = £r({7„ m<i<n) Vm < n € Z 
De la même façon, on notera par : 
1,771
 - -
i r \ i<n) V n € Z 
, i; > m) Vm € Z 
. , * € Z) 
On considère sur i1([0,1] ,J-{°, A) l'opérateur P défini par : 
PF{U) = PF{UuU7,---)= P F(x,U1,U2,---)dx \/FeLl(T^,X). 
JÜ 
Il est clair que P F = TE (F/F?) o fl"1 € J"^. Par ailleurs, si ( £ , || ||) est un espace de 
Banach et P est une contraction de E dans E alors on montre (cf. par exemple [34], [39], 
[13]) que l'ensemble (J - P)(E) est égale à \ a e Ej sup \\a + P(a) + ••• + Pn{a)\\ < +oo 
L'opérateur P est ici une contraction de l'espace de Banach L2([0, l ] z , ^ ° , A) et il vérifie, 
donc, le résultat suivant. 
L e m m e 8 Soit F 6 L2([0, l ] 2 , ^ 0 0 , A) et d'intégrale nulle. Les propriétés suivantes sont 
équivalentes : 
N 
(a) Y2 Pk F est bornée dans L2. 
fc=o 
AT 
(b) ^2/P F converge faiblement dans L2. 
N 
(c) ^2,Pk F converge dans L2. 
fc=0 
(d) Il existe G € ¿ 2([0,1]Z , F?, A) telle que F = G- P G. 
P r e u v e : Nous donnons ici la démonstration proposée par N. Bouleau [13]. 
N 
(b)=>(d) : Si ^2 Pn F converge faiblement alors sa limite G appartient à Z,2(jFf°, A). 
Ceci est dû au théorème de Banach-Steinhaus. La limite G vérifie l'équation de Poisson 
F = (I-P)G. 
FlZ = <r(Ui 
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(d)=i»(c) : Si l'on considère F — (I - P) G avec G € L2 d'espérance nulle alors PN G 
converge vers 0 lorsque N tend vers l'infini. En effet, \\PN G\\2 = E ( E (G ¡FN+IY 
et E ÍG /.T^+i) est une martingale inverse qui converge vers 0 dans L2. Par suite 
N 
TPk F = G- PN+1 G converge vers G dans L2. 
k=0 
N 
(a)=4»(b) : Comme J ^ Pn F est un compact pour la topologie de la convergence faible, 
k=0 
il existe une sous-suite ^ P " F qui converge faiblement dans L2{T^°,X) lorsque k 
tend vers l'infini. Notons G sa limite. Il résulte de la définition de G que : 
G - F + lim P ^ + 1 G = PG 
k—*oo 




On utilisera les mêmes définitions que N. Bouleau (voir [13]) en introduisant la notion de 
classe de Gordin. 
Définition 6 On dira qu'une fonction F de L2([Q, l]z,pf°, A) est dans la classe de Gordin 
et notera F € G si F — 1EF vérifie l'une des propriétés du lemme 8 ci-avant. 
Les fonctions de cette classe vérifient le théorème de la limite centrale et la loi du logarithme 
itéré. Les démonstrations sont basées sur la décomposition suivante [13]. 
Proposi t ion 8 Une fonction F € L2([0,1] ,J-^°, X) est dans la classe de Gordin si et seule-
ment si il existe G et h € jL2(^r1co) vérifiant E [Gj'!F%°) = 0 et lEh = 0 telles que 
F-JEF = G + hoÖ~h, (5.17) 
cette décomposition est unique. 
Preuve : Soit une fonction F appartenant à la classe de Gordin. D'après le lemme précédent, 
il existe G € £2([0, if, F?, X) telle que F - E F = G - P G. Posons : 
G = G-JE(G/^°) 
et h = P G = E ( G / j r | c ) o B~l. On obtient ainsi la décomposition voulue. Réciproquement, 
si F admet une telle décomposition on a alors 
P G = E (G/7?) ° #_1 = 0 
et P{h oB) = JE(ho Ô/T%°) o 6~l = h. Par suite, F-JEF = (I- P)G avec G = G + ho6. 
Pour l'unicité de la décomposition, prenons G + h o 8 — h = 0, on déduisons que Ph — h 
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puisque P G — 0 et P(h o 6) = h. Par itération, nous obtenons h = lim Pn h = IEA = 0 et 
G = 0. I 
En utilisant les résultats de Heyde et Scott (voir [27] [49]), on obtient le théorème de la limite 
centrale et la loi du logarithme itéré pour l'opérateur de décalage à droite. 
T h é o r è m e 17 (N. Bouleau [13]) Soit F € ¿2([0, l ] z , ¿7° , A) et d'intégrale nulle. Si Von 
suppose que F est dans la classe, de Gordin et l'on note par G et h les éléments associés à 
sa décomposition alors les propriétés suivantes sont vérifiées. 
(a) 
N-l 
Àm — =^11 
.V *-*<*> VN tía 
où ¡| |¡2 désigne la norme L2. 
(b) Si ¡jG||2 > 0 on a le théorème de la limite centrale : 
\\G\\2VN tío 
où A/"(0; 1) est la loi normale centrée réduite et —> désigne la convergence en loi. 
(c) La loi du logarithme itéré est vérifié, c'est à dire 
N-l 
l imsup—5=^====== = | |G||2 A - p.s. 
et 
N-l 
£ F o 0~fc 
liminf — 7 ~ = = = = = — — IIGiU. A—p.s. Ar-*» y/2N log log N 
P r e u v e : Reprenons la démonstration de N. Bouleau [13]. D'après la décomposition 5.17 on 
a : 
N-l N-ï 
Y,Fo0-k=j2®örk + h°e-ho Ö~(N~1}-
Il suffit de démontrer que lim - £ = | | £ G o 0~% = | |G| |2 . En effet, par l'inégalité trian-
N~*OO \f ¡y , ' 
gulaire on a : 
1 N-l 1 N-l M L I I 
1-7= E F ° e~% - Il4= £ öo r * | ¡ 2 < 2-i|/in2 y/N' 
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Ce terme converge vers 0 lorsque Ar tend vers l'infini. Comme IE [GjT^j = 0, on déduit 
que qu si k' > k JE{G o 0-kG o 0-k') = E(G o ßk'~kG) = 0 car G o 0k'~k est F£_k+1 C 
T^—mesurable. Donc : 
\VLGoB-k^ = N\\G\?2. 
Ceci achève la démonstration de (a). Pour le théorème de la limite centrale, il suffit de 
démontrer que : 
«£ ó ° r '^ ( 0 ; 1 ) -
Ceci est un résultat de Scott (voir [49]). Pour démontrer (c), on distinguera deux cas. Si 
G = 0, on applique le théorème de Birkhoff à la fonction h2 et on déduit via le lemme 
h o 9~N 1 N~l 
de Kronecker que lim 7=— — 0 X — p.s. D'où le résultat puisque —7= \ \ F o B~ = 
h-ho0~N
 w . . - /n 
Maintenant, si G ^ 0, on montre que : vW 
J V - l 
¿Go*"* 
lim s u p - - ^ = | |G| |2 X-p.s. 
W-.00 >/2A log log A 
et 
A r - 1 
YJGoB~k 
liminf —•~====^ = -¡IGlk X — p.s. 
Ceci est dû à Hey de et Scott (voir [27]). I 
Remarque : Ces résultats ont été raffinés par Hey de ([26]), où il démontre le théorème de 
la limite centrale et la loi du logarithme itéré sous leur forme fonctionnelle. Pour plus de 
détails, on renvoie le lecteur au livre de Hall et Hey de ([23], chapitre 5). 
Dans la proposition suivante on fait le lien entre la classe de Gordin et la quantité o2{F) = 
Var(F) + 2 ]T Cov(F o 0k, F) introduite au chapitre 3. 
J ; = l 
5.2.1 Classe de Gordin et finitude de a2. 
Proposi t ion 9 Soit F Ç. ¿2([0, l ] z , pf°,dx®2) et d'intégrale nulle. Si l'on suppose que F 
est dans la classe de Gordin et l'on note par G et h les éléments associés à sa décomposition 
alors la série o~2(F) est convergente et 
a
2(F) = \\G\\l (5.18) 
Preuve : Soit F € G d'intégrale nulle. En constatant, que l'opérateur P pris sur l'espace 
L2([0, l]N,dx®N) est l'opérateur de Perron-Frobenius associé à la fonction de décalage 0, on 
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déduit que < F o 0, F > = < F,P F > VF € I2([0, l]z,^,dx®z). Par suite on a pour 
tout JV € IN : 
N N 






La fonction étant dans la classe de Gordin, la somme ^ Pk F est faiblement convergente 
dans L2 et par conséquent &2(F) est fini. Par ailleurs, on a montré dans la proposition 3 du 
chapitre 3 que si F G ¿2([0,1]N), d'intégrale nulle et telle que cr2(F) est fini alors : 
i V - l 1 r i _ 1 
N—oo iV J[0,1]N ^ T Q 
r N-l . JV-1 
Soit encore, puisque / | ^ F o 0n|2<fA = / | £ F o 0-nfd\, 
a
2(F) = lim ^ ¡ ¡ E F o r « ¡ ¡ 2 = ||G|l2. 
Une façon de présenter les résultats du théorème 17 et la proposition 9 est de dire : Si 
F e L2([0, l ] z , ^ ° ,< ix 0 Z ) est dans la classe de Gordin alors : 
(a) <72(F) est une série convergente. 
(b) Si cr2 := o~2(F) > 0, on a le théorème de la limite centrale : 
-L=! f or>^-(o ; 1 ) , 
où Af(0; 1) est la loi normale centrée réduite et —• désigne la convergence en loi. 
(c) La loi du logarithme itéré est vérifié, c'est à dire 
N-l 
£ F o r* 
lim sup - *~ ., . ^ -Hri, = o A —p.s. 
et 
N-l 
£For* lim inf *~° == = -a. A - p.s. 
N^OO y/2N log log iV 
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Dans la proposition suivante nous rappelons une condition suffisante pour qu'une fonction 
F soit dans la classe Gordin. Ce résultat se trouve dans l'article de N. Bouleau [13]. 
Proposi t ion 10 Soit F € ¿2([0, l ] z , 5?°,d¡t®z) telle que : 
CO 
£ !|E ( F / J % ) _ E F | | a < +oo, (5.19) 
k=0 
alors F est dans la classe de Gordin. En outre, si l'on note par G et h les éléments associés 
à sa décomposition alors : 
oo 
I |O| | 2<£IIŒ(I7*EI)-EF| | 2 
fc=0 
Preuve : Par définition de P , on a P F{V\, U2, • • •) = / F(x, U\, Í/2, • • -)dx. En calculant 
ces itérés on obtient Pk F(Ui. U2, • • •) = / -f'i^i) • • • ? Xk, U\, Í/2, • * -)dx\ • • • dx¿. Soit encore 
•>[0,1]* 
Pk F = E f F / ^ ) o e~k. Ainsi, on a : 
\\Pk(F - EF) | | 2 = | |E (F/JT+1) - EF | | 2 . 
On déduit, donc, que la série ^ P (F — E F ) est normalement convergente et donc F est 
k=0 
00 
dans la classe de Gordin. Si l'on pose G = ] £ Pk {F - E F ) , alors G = G -JE {G/F?) et 
on a donc : 
¡ ¡ G | ! 2 < | | G | | 2 < E l ! E F - E ( F / ^ a ) ! | 2 . 
Jfc=0 
• 
Etudions maintenant les classes de fonctions introduites dans les chapitres précédents. En 
montrant qu'elles sont dans la classe de Gordin, on déduira qu'elles vérifient la loi du 
logarithme itéré et le théorème de la limite centrale. En particulier, ceci améliore le résultat 
de N. Bouleau sur les fonctions dépendant d'un temps d'arrêt. Commençons, donc, par les 
fonctions mesurables par rapport à une tribu Tj des événements antérieurs à un temps 
d'arrêt T. 
5.2.2 Vitesse de convergence des fonctions TT mesurables pour 
le shift à droite. 
Nous travaillons toujours sur le système dynamique ([0, l] z ,5([0, l] z) ,dx® z ,#_ 1) . Cepen-
dant, nous considérons des temps d'arrêt (^°)n€N~adaptés et des fonctionnelles TT~me-
surables. On a alors les résultats suivants. 
Théorème 18 Si T admet un moment d'ordre p > 2 alors pour tous F € L2([Q, 1] , T T ) , 
telle que J<0 ON F = 0, F est dans la classe de Gordin. 
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E(E(F/^)2) = E(FE(TC)) 
= E (F • l{T<k} E (F/F&J) + E (F • l{T>k} E (*"/*£, ) ) 
En remarquant que E [F/T^-A est . 7 ^ j—mesurable et que F • l{r</t} es* ^"o—mesurable, 
on déduit que E (F/Tf^A et F • 1{T<*} sont indépendantes. D'où 
E (F • l{r<fc} E (F/?£i)) =miF- %<*>) E ( E ( F / J ^ ) ) = 0, 
Par suite, 
E ( E ( F / ^ 1 ) 2 ) = E ( F - l { r > f c } E ( F / ^ 1 ) ) 
- E (F • l{T>k} E ( F / J ^ J • 1{T>*}) 
< | |F • 1{T>.}|¡2 | ¡IE ( F / J - ^ ) • l{r>fe}l!2. (5.20) 
En outre, en constatant que E [F/T^J est . F ^ — mesurable, et que {T > k} appartient à 
T±, on déduit que E (F/F^) et l{T>k} sont indépendantes. Il ressort que : 
E(E(F/^1)2)<| |F- ¡ | 2 IP(T>¿) t | |E(F/J^ 1 ) ¡ | 2 . 
Soit encore : 
m{F/JT»)\h < l | í ' - i (T>*)l l2iP(r>t)* 
puisque T £ Lp. 
Remarque : 
1/D'après la démonstration, on observe que la condition (toujours la même voir chapitre 3 
et chapitre 4) 
¿ P ( T > Jb)3 • ( I
 N |F=l{r>fc )!2áA)2 <oo , (5.21) 
est en fait suffisante pour que F soit dans la classe de Gordin. 
Prenons, maintenant, la classe des fonctions, F Tj~mesurables avant un moment q > 2, 
1 1 
et T ayant un moment d'ordre p, avec —|- - = 1. Montrons que ces fonctionnelles sont 
P q 
également dans la classe de Gordin. 
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T h é o r è m e 19 Pour toute F € L9{[0, l ] Z , ^ " r ) , Ç > 2, telle que J [ 0 1 ] K FdX = 0 et tel que T 
vérifie J ^ TP(T > k)p < oo avec - + - = 1, F est dans la classe de Gordin. 
fc=i 
Preuve : En reprenant la démonstration du théorème précédent et en appliquant l'inégalité 
de Holder au niveau de l'équation (5.20) en lieu et place de l'inégalité de Cauchy-Schwartz, 
on obtient le résultat suivant. 
• l{T>fc}IUp- (5.22) 
En constatant que E (F/P^-A et l{r>t} sont indépendant et p < 2, on déduit : 
E ( E ( F / ^ . 1 ) 2 ) < | | f - l { T > * } | | L . | | l E ( F / ^ 1 ) | | L , . P ( r > f c ) i . 
< \\F- l{r>fc}||L.||E ( F / ^ 0 jb • F ( T > k)i. 
Soit encore 
HE (F/T?+i) ib < \\F • 1 { T>*>| |L . • P ( T > *)*• (5.23) 
Ceci achève la démonstration. I 
R e m a r q u e : Rappelons que, par application de l'inégalité de Bienaymé-Tchebichev, la con-
dition ^ 2 P ( T > ¿ ) P < oo est vérifiée, dès que T admet un moment strictement supérieur à 
fc=i 
p, et que, lorsque F est bornée, il suffit de supposer T integrable. 
Iî reste maintenant à étudier le cas général où la fonction n'est pas nécessairement Tj—me-
surable mais en revanche pratiquement cylindrique. Ces fonctions ont été introduites dans 
les chapitres précédents. 
5.2.3 Vitesse de convergence des fonctions prat iquement cylin-
driques pour le shift à droite. 
Dans cette section, on montre, de la même façon, que si l'on arrive à approcher F, à une 
vitesse suffisante par une suite de fonctions (Fk)ken ne dépendant que d'un nombre fini de 
coordonnées, alors F est dans la classe de Gordin et par suite elle vérifie le théorème de la 
limite centrale et la loi du logarithme itéré. En particulier, on remarquera que les fonctions 
cylindriques vérifient ces propriétés. 
T h é o r è m e 20 Soit F une fonctionnelle d'intégrale nulle et ayant un moment d'ordre 2. 
Si l'on suppose qu'il existe (Fk)keis une suite de L2([0, l ] 2 , ^ 0 0 , dx®2,0), telle que Fk est 
oo 
Tj— mesurable et que Fk converge vers F dans L2([0,1] , T^°, X, Ô) avec ¿2 l |F —-F/blb < ° ° 
alors F est dans la classe de Gordin. 
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Preuve : De la même façon, on écrit : 
E ( E ( F / ^ 1 ) 2 ) = E ( F E ( F / J E , ) ) 
= E (F* E ( F / J & ) ) + E ((F - Fk) E ( F / ^ ) ) 
Le premier tenne à droite de l'égalité est nulle puisque Fk et E ÍF/Jr^.1j sont indépendant, 
En utilisant l'inégalité de Cauchy-Schwartz, on majore le deuxième terme et on obtient 
E ( E (F/F?+iy) < \\F - Ffc | |a | |E ( F / ^ J J ||2. 
Soit encore : 
I I E Î F / ^ I I ^ H F - F f c l l a . (5.24) 
Corollaire 6 Soit F une fonctionnelle d'intégrale nulle et ayant un moment d'ordre 2. Si 
l'on suppose que F est ^ — mesurable alors F est dans la classe de Gordin. 
Application : La méthode de shift est donc aussi efficace pour une intégration en dimen-
sion grande, c'est à dire pour l'intégration des fonctions cylindriques. 
Remarque : La méthode du shift a une vitesse de convergence du même ordre que la 




2(F) = Var(F) + 2 £ Cov(F o 0k, F) , 
¿=i 
tandis que la méthode de Monte Carlo, elle, est contrôlée par la variance de F . Or ce terme 
<72(F) peut être plus petit que la variance. Dans une telle situation, on aura une convergence 
théorique plus rapide, sans oublier l'économie du temps de calcul. Auquel cas l'intérêt de la 
méthode est double. Malheureusement, on ne connaît pas de classe de fonctions raisonnables 
pour lesquelles on sache démontrer que : 
oo 
]TC<w(Fo0 f c ,F)<O, 
même si l'on sait exhiber quelques cas d'école. 
Exemples : 
1/ Si l'on prend F — E F = h o 9 — h avec h £ L2, on & alors o~2(F) = 0. La convergence a 
1 lieu en 0{ — ) . On peut construire d'autre exemples à partir de la décomposition de Gordin. 
2/ Soit f une fonction de carré integrable sur [0,1] et d'intégrale nulle. Si on pose 
F = a1f{Ul) + a2/(£/2), 
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alors o (F) = Var(F) + 2aia2 / / {x)dx. Il suffit donc de prendre oj et 0,2 de signes Jo 
contraires. 
Ces résultats sont évidemment très artificiels et le problème de trouver des fonctions, mêmes 
cylindriques, vérifiant cr2{F) < Var(F), reste ouvert. Il est aussi intéressant de trouver une 
estimation à priori (théorique ou numérique) du terme er2. Il convient de mentionner que 
dans le cas des fonctions TT—mesurable nous avons, suivant les hypothèses sur les moments 
de F et T, des majorants relativement explicite pour &2(F) (voir les remarques à la page 35 
et 37). 
5.3 Conclusion 
Tous les résultats établis ci-dessus renforcent les conclusions faites dans les chapitres pré-
cédents à savoir que la méthode du décalage pour le calcul de l'espérance de fonctionnelles de 
processus aléatoires a une vitesse asymptotique mathématique du même ordre de grandeur 
que la loi des grands nombres, pour une large classe de fonctionnelles parmi les plus couram-
ment rencontrées et que cette vitesse de convergence est contrôlée par le paramètre a2 dont 
le rôle est similaire à celui que joue la variance dans le cas de la méthode de Monte Carlo. 
Chapitre 6 
Résolution des équations elliptiques 
par la méthode du shift 
Un champ d'applications naturel des méthodes de simulations est la résolution numérique 
des équations elliptiques et paraboliques en dimension grande. Dans ce cas les méthodes 
d'analyse numérique peuvent devenir inutilisables à cause de leur temps de calcul et seules 
des méthodes probabilistes sont envisageables. Nous avons appliqué la méthode du shift à la 
résolution des équations elliptiques. Sur un exemple, on a observé qu'une utilisation naïve 
de la méthode peut aboutir à des problèmes. Une estimation asymptotique du terme v2{F) 
en fonction du pas de discrétisation h nous permet d'expliquer les résultats numériques 
obtenus. Nous proposons, par la suite, d'autres transformations ergodiques dont la vitesse 
de convergence mathématique est "indépendante" du pas de discrétisation h, pour h petit. 
A la fin de ce chapitre nous suggérons que la méthode du shift soit employée sur d'autres 
représentations du mouvement brownien. 
6.1 Représentation probabiliste des solutions d'une 
équation aux dérivées partielles 
Soit L un opérateur elliptique défini sur un domaine borné D £ IR" de bord régulier. On 
considère l'opérateur linéaire du second ordre : 
^ = 5 ¿ a . J ( x ) ~ ^ - + ¿ ^ ) ~ + c (x )u (6.1) 
où (aJJ)1<i ij<„, (è,)i<,<n et c sont des fonctions du domaine D dans IR. On suppose que 
l'opérateur L est elliptique c'est à dire que pour tout x € D la matrice (a,- J ( X ) ) I < , J < „ est 
symétrique définie positive. On cherche à résoudre le problème de Dirichlet suivant : 
L u(x) = / ( x ) dans D 
u(x) = 4>{x) sur dD 
où / et <f> sont des fonctions régulières de IR" dans IR. Sous certaines conditions de régularité, 
le système (6.2) admet une solution unique (voir Friedman [17]). Cette solution admet une 
représentation en termes de solution d'équation différentielle stochastique. En effet, la matrice 
80 
(6.2) 
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(a,j(x)) étant définie positive, il existe alors une unique matrice (<7,¿(x)) définie positive 
vérifiant, a(x)a(x) = a (x ) . De plus, on montre que si (Û,J(X)) est lipschitzienne sur D alors 
(er,j(x)) l'est aussi (voir Friedman [17]). On prolonge cr(x) et b(x) sur IRn, telle que 
Hx) - <T(y)| < C|x - y\, \b(x) - 6(y)| < C\x - y\ 
On considère l'équation différentielle stochastique 
dxt = b(xt)dt + o~(xt)dwt et x0 = x € -D (6.3) 
où (tüt)t<o est un mouvement Brownien standard sur (Q, .4, IP). 
T h é o r è m e 21 5¿ Von suppose que : 
• (®ij)i<i,j<n¡ (í>t)i<t'<n soní lîpshitziennes sur l'adhérence D de D 
• c < 0, holderienne sur D 
• l'opérateur L est uniformément elliptique sur D, c'est-à-dire : il existe fi > 0 tel que 
V x € D , V £ e l R " ¿ a . - ¿ ( * ) f c 6 > H £ | a . 
• la frontière de D est de classe C2 
• f est une fonction holderienne sur D 
• <f> est continue sur 3D 
alors le problème de Dirichlet (6.2) admet une solution unique et cette solution est donnée 
par : 
u(x) = E r Í ¿>(zT)exp | / c(xs)ds > J - E x Í / f(xt)expl c(xs)ds > dt j (6.4) 
où T := inf {t > 0 tel que xt $ D). 
1 
La démonstration de ce résultat se trouve dans le livre de Friedman "stochastic differential 
equations and applications", voir [17], théorème 5.1, page 145. 
Considérons le cas particulier où les fonctions f et c sont nulles. Soit, donc, L l'opérateur 
différentiel défini par 
1 " , , 3 2 Ü " . , , ô t i 
on cherche à résoudre le problème de Dirichlet 
j Lu = 0 dans D ,fi „, 
\ u = <j> sur 3D ^ ' ' 
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D'après ce qui précède, la solution est donnée par : 
ti(x) = l M ( x T ) (6-7) 
avec ¿Xi = b(xt)dt + <7(xt)dti;t et r = inf {£ > 0 tel que xt £ D}. De même, si l'on prend 4> et 
c nulle et si l'on suppose que / est une fonction constante, alors la solution du système : 
d a n
^ (6-8) sur oD K ' 
v 
est donnée par u(x) = —CJE^r). 
Rappelons que les techniques d'analyse numérique "classique" pour la résolution des 
équations elliptiques en grande dimension n > 4 peuvent devenir inutilisables à cause de leur 
temps de calcul. Par suite, une méthode de type Monte Carlo est envisageable. Par ailleurs, 
le calcul numérique des solutions des systèmes (6.6) et (6.8) se ramène à des intégrations en 
dimension infinie, et il se trouve donc très adapté 'a la méthode du shift. Pour calculer la 
solution u en un point x donné, nous avons utilisé ce procédé pour approcher IE^(T) . Une 
discrétisation classique par la méthode d'Euler de l'équation différentielle stochastique nous 
donne l'algorithme suivant 
{ XQ = X 
SJH-I = xhk + b(xhk)h + a(xhk)Vh 9k+i 
avec (<7i),gN est une suite de gaussiennes centrées réduites. Dans un premier temps, nous 
avons utilisé la méthode d'une façon naïve (des applications moins naïves de la méthode du 
shift sont indiquées à la fin de ce chapitre). On a calculé r aux points successifs 
% ) = Í92,g3,---,9k+i •,-••) 
et on a pris la moyenne des termes. Nous avons testé ce procédé sur des exemples simple et 
on a obtenu les résultats numériques suivants. 
6.2 Résultats numériques 
D'après ce qui précède, la solution du système différentiel 
i \u"{x) = - 1 V*€[ -2 ,2 ] 
\ u(2) = «(-2) = 0 
est donnée par u{x) = E x ( r ) , avec r est le temps de sortie du mouvement Brownien standard 
vj(t) de l'intervalle [-2,2]. Il est clair que u(x) = 4 — x2 sur l'intervalle [-2,2]. Pour calculer 
u au point 0, on considère l'algorithme 
Í 4 = o 
\ x£+1 = ¿l + Vh gk+x 
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avec (<?,)ieN es^ u n e suite de gaussiennes centrées réduites et h est le pas de discrétisation. On 
approche u(x) = E x ( r ) par Er(/iTfc), où hrh est le temps de sortie de la chaîne approxirnante. 
Une comparaison de la méthode du shift et de la méthode de Monte Carlo avec des pas de 
discrétisation de plus en plus fins, a donné les résultats suivants : 
• La représentation graphique ci-dessous représente la convergence du shift et de Monte 




L'axe des y 5 c 
représente 
hJEz(rh) 5.0 
10000 20000 30000 40000 50000 60000 70000 80000 90000100000 
L'axe des X représente ie nombre d'itérations n 
Figure 6.1 
• La représentation graphique ci-dessous représente la convergence du shift et de Monte 
Carlo avec un pas de discrétisation h = 0.001. 
L'axe des y °-^ 
représente 7 Q -
hlEx(Th} 
0 10000 20000 30000 40000 50000 60000 70000 80000 90000100000 
L'axe des x représente le nombre d'itérations n 
Figure 6.2 
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Ces courbes permettent d'observer que par la méthode du shift et avec un pas de discrétisation 
h = 0.1, une précision de 10~2 sur hJEx(Th) est définitivement atteinte à partir de 40000 
itérations alors que pour une valeur plus fine h = 0.001, après 40000 itérations, on observe 
encore des fluctuations de plus de 5.10 - x en valeur absolue. On remarque donc que la vitesse 
de convergence dépend du pas de discrétisation. Ceci peut être expliqué par le raisonnement 
heuristique suivant. Pour un pas de discrétisation h donné, on calcule notre fonctionnelle sur 
une trajectoire brownienne u> G C([0, +oo[, JR), puis sur la trajectoire décalée d'un pas de 
temps h ; après plusieurs itérations on prend la moyenne de Césaro. Le problème se présente 
lorsque h est trop petit, auquel cas on reste pratiquement sur la même trajectoire et on aug-
mente, donc, les corrélations. Les justifications théoriques sont données dans le paragraphe 
suivant. 
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Désignons par il = C([0,+oo[, ÍR), l'espace des fonctions continues sur l'intervalle [0,+oo[. 
On munit il de la mesure de Wiener IP. Les trajectoires du mouvement brownien (wt)t>Q 
sont définies par : Vu? (E iî , wt(u>) = u>(t). Pour h fixé on notera 6^ la transformation du 
shift définie sur 0 par $/,«'(.) = w(. -j- k). On désigne par (J^f)i>o la filtration naturelle 
complétée du brownien (donc continue à droite puisque (wt)t>0 est un processus à accroisse-
ments indépendants stationnaire). Considérons l'équation différentielle stochastique définie 
par : 
Í xQ = x, xeJR ,6g. 
[ dxt = b(xt)dt + a(xt)dwt 
où b et a sont deux fonctions à valeurs réelles. On cherche à calculer JET où T est le temps 
de sortie du processus (xt)t>o, d'un ensemble A donné, T = ini{t > 0 tel que xt $ A}. Sous 
certaines conditions sur A, le temps aléatoire T est un (Ft)t>o—temps d'arrêt (exemple A 
est un fermé). Une discrétisation de l'équation (6.9) par le schéma d'Euler nous suggère 
l'algorithme suivant : 
\x\+i = xï + b(4)h + a(xhk)Vh gW ( 6 J 0 ) 
avec (<7,)¿eN est une suite de gaussiennes centrées réduites. Si l'on note par r le temps de 
sortie de la chaîne (i£)jfcçN, 
Th = inf{Jb > 0, xhk$A}, 





k Vi€[JbÄ,(Jfc + l)fc[, 
il est clair que le temps de sortie du processus (x¡)t>o vérifie Th :— hrh. On dira par la suite 
que Th est le temps de sortie de la chaîne approximante. 
Il résulte des chapitres précédents que la vitesse de convergence pour le calcul de JEx(Th) 
par la méthode du shift est contrôlée par : 
a
2(T\ 6) = Var(Th) + 2 £ Cov(Th o 6k, Th) 
k=i 
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où 9 est le shift "habituel" défini sur ïït pax 0(<?i,#2> " •) = (92,93, " *)• Pour interpréter les 
résultats numériques obtenus, on s'intéressera au comportement asymptotique de a2(Tk). Par 
ailleurs, pour définir (gk)kçtt sur le même espace de probabilité ( 0 , A, P ) que le mouvement 
brownien (wt)t^Q, il est commode de prendre gh — . - pour k > 1. Il est intéressant 
•s/h 
de noter que dans ce cas : 
r*o*fc(rf(ü,),*}M>"-) = r^+ iH,^+2H,---) 
= r fco0 fcfc(u;), 
00 
et que par suite <r2(Tk,0) = Var(Th) + 2 £ Cot)(Tfc o 6kh,Th). De plus, le temps de sortie 
Th de la chaîne approximante est aussi un (,Ft)t>o--temps d'arrêt. 
Pour plus de généralité, on considérera donc une variable aléatoire X, TT—mesurable et 
on supposera qu'il existe un processus {Xh)h,>Q qui approche X dans L2 lorsque h converge 
vers 0 et que Xh est J-^h—mesurable pour tout h > 0. Dans la pratique le processus est 
obtenu à partir du schéma d'Euler. On désigne par 
00 
<r2{h) := a2(Xh,Ô) = Var{Xh) + 2 £ Cov(Xh 0 8kh,Xh), (6.11) 
et par 
00 
r2(fe) := a2(X, 8) = Var(X) + 2 £ Cov(X o 0kk, X). (6.12) 
fc=i 
Dans la proposition suivante on montre que r2(h) est asymptote à cr2(h) lorsque h tend vers 
zéro. 
P r o p o s i t i o n 11 Soit £ > 0, fixé. Soient T et (Th)h>o des (J^i)t>o— temps d'arrêts vérifiant : 
f T <Th 
i sup f c > 0¡iT' l | ¡2 + £ < 00 
X est une variable aléatoire Tj—mesurable et V/i > 0, Xh est TT* — mesurable. Si Xh et X 6 
L2 alors cr2(h) et r2(h) sont finis. En outre, 
si Var(X - Xh) = o(h*) alors lim h (a2(h) - T2{hj) = 0. (6.13) 
P r e u v e : Pour ce faire, on commencera par remarquer que la fonction, F — • a(F) '•— 
\ /(72(F), est une semi-norme sur L2. En effet, d'après la proposition 2 du chapitre 3, on a : 
<r\F) = lim Í - V u r ( ' ¿ V o n . 
Soit encore 
1 w-i 
<T(F)= lim _ | | £ ( F - ] E F ) o * " | | 2 , 
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et, Pax conséquent, a(F + G) < o{F) + a(G) et a(XF) = \\\<r(F) pour tous F, G € L2 et 
À € Et. Il suffit, donc, de montrer que lim ha2(X — Xh) = 0, puisque : 
\*(h)-r(h)\ = \cr(X) - <r(Xk)\ 
< o{X-Xh). 
Or ce terme est pax définition égal à 
oo 
<j\X - Xh) := Var(X ~Xh) + 21£Cov ((X - Xh) o $kh, (X - Xh)) (6.14) 
Le premier terme à droite de l'égalité (6.14) converge vers 0 puisque Xh converge vers X 
dans L2. Les termes de la série se décomposent comme suit : 
Cov((X-Xh)o0kh,(X-Xh)) = Cov((X-Xh)odkh,(X-Xh)-l{T^kh}) 
(6.15) 
+ Cov ((X - Xh) o 0kh, (X - Xh) • l{T»>kK}) . 
Comme T < Th on déduit que la variable aléatoire X est T?*—mesurable et par suite 
(X — Xh) • l{rh<i/i} est !Fkh—mesurable. Par conséquent, les variables aléatoires Xh o 0kh et 
(X — Xh) • \{T*<kh} s o n t indépendantes. Ceci montre que le premier terme de l'égalité (6.15) 
est nul. En appliquant Cauchy-Schwartz au deuxième terme, il vient que 
Cov ((X - Xh) o 8kh, (X - Xh)) | < sjVar ({X - Xh) o 9kh • l{T»>k^)jVar (X - Xh) 
En constatant que \{Th>kh) e s^ .^jt/i—mesurable on déduit que : 
Cov ({X - Xh) o 0kh, {X - Xh)) | < Var [X - Xh) 0 P (Th > kh) 
Var (X - Xh) 
< < C
 fc>+tA»+§ ~~ 
où < < signifie que le terme à gauche est majoré à une constante multiplicative près par le 
terme à droite. A ce stade, en faisant X ou Xh = 0 on retrouve comme d'habitude que a2(h) 
et T2(h) sont finis. Enfin, en introduisant cette inégalité dans l'équation 6.14 on obtient et 
en multipliant par h : 
o / , \ Var(X-Xh) 
ha2 (X - Xh) « K—-t L 
Ceci achève la démonstration. 
R e m a r q u e : Malheureusement, en parcourant la littérature on est surpris de ne pas trouver 
des estimations de Var(T — Th). Cependant, il nous semble possible qu'il existe e > 0 tel 
queVar(T-Th) = 0(he). 
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Montrons maintenant que la somme r2(h) diverge lorsque h converge vers zéro. Pour ce faire 
on montrera que la fonction qui à t fait correspondre Cov(X o 9t, X) est continue et qu'elle 
est integrable sur [0, oo[. Pour l'intégrabilité on montre (cf. la démonstration ci-dessus) que 
si T admet un moment d'ordre 2 + e et X € L2 alors Cov{X o 0t, X) « —, ¿ . La continuité 
est vraie dès que X G L2. 
L e m m e 9 Soit X € L2 alors la fonction '~px(s) = Cov(X o 0giX) est continue sur [0,oo[. 
P r e u v e : On remarque que : 
\<Px(s)-<pxih)\ = \E{XoO.X)-E,{XoôhX)\ 
< | | X O V A I - * I I 2 | | * I I 2 . 
11 suffit, donc, de montrer l imX o 6S = X dans L2. Comme la topologie de la convergence 
«—»0 
â>0 
uniforme sur les compacts, définie sur C([0, +oo[, IR), est métrique separable, il existe une 
suite de variables aléatoires (X„)nei\j continues bornées définies de C([0, +oo[, IR) dans IR qui 
approche X dans L2. Dans ce cas : 
\\Xo9,-X\\2 < \\Xo6t-Xno6a\\2 + \\X-Xn\\2 + \\Xno9,-Xn\\2 
< 2\\X-Xn\\2 + \\Xnoes~Xn\\2, 
et par suite 
î i m s u p < 2 | | X - A ' n | | 2 V n € l N . 
5 — 0 
Sans perte de généralité, on peut donc supposer X une variable aléatoire continue bornée. 
Or, si la variable aléatoire X est continue pour la topologie de la convergence uniforme sur 
les compacts sur C([0, -j-oo[, Ht) alors : 
Vw € C([0, +oo[, IR) lim X o 9,{u) - X(u>) = 0 
s—>0 
et si on suppose qu'elle est bornée alors on a convergence dans L2. 1 
Le lemme suivant nous donne l'intégrabilité de la fonction ipx sur [0, oo[. 
L e m m e 10 Sott e > 0, fixé. Soit T un (Jc"t)t>o— temps d'arrêts de L2+€ et X est une variable 
aléatoire TT—mesurable alors 
v/lE(T2+ï) 
\<px(s)\ < Var(T)V ¡+L (6.16) 
et par conséquent ifx € L 1 ( I R + , Í Í I ) . 
P r e u v e : En utilisant le même raisonnement que la proposition précédente, on montre que : 
\Cov(To0„T)\ = |c<w(ro0„:r-i{ r > J }) | 
< Var(T)y/îP{T > s) 
JlE(T2+'-) 
< Var(T)y ¡+L . 
S *2 
Ceci achève la démonstration. I 
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Proposi t ion 12 Soit e > 0, fixé. Soit T un (Ji)¿>o— temps d arrêts de L2+e et X est une 
f°° 
variable aléatoire J-x—mesurable alors lim hr (h) = 2 (p(s)ds. 
Preuve : 
roo [A 
\hT2(h)-2 <p(s)ds\ < hVar{T) + 2\hT tp(hk) - <p(s)ds\ 
Jo
 kh<A J° 
+ 2hJ2 \<p(hk)\ + 2 \<p(s)\ds. 
1.W A JA kh>A 
1 D'après le lemme 10, |<¿?(M)¡ << , « , où < < signifie que le terme à gauche est plus 
petit que le terme à droite à une constante multiplicative près, on déduit que 
h Y, Mhk)\ « £-Êf « jf 
kh>A JA X 1 S\? 
et, donc, on peut choisir A assez grand pour que le troisième terme à droite de l'inégalité soit 
aussi petit qu'on veut uniformément en h. Il est de même pour le quatrième terme puisque 
/"co r00 dx 1 
/ |<^(s)|cÍ5 « j . << —T. Pour A choisi, le deuxième terme, lui, converge vers 0 
JA JA X % /i? 
lorsqu'on fait tendre h vers 0 puisque ip est continue et donc Riemann integrable (voir lemme 
9). Ceci achève la démonstration. I 
Corollaire 7 Soit e > 0, fixé. Soient T et (Th)h>o des {Tt)t>o —temps d'arrêts vérifiant : 
í T <Th 
\ sup fc>0 | |r fc | |2+, < oo 
Si l'on suppose que Var(T — Th) — o(/if) alors cr2(h) = er2(Th) = 0(~) 
Preuve : Ce résultat découle des deux propositions précédentes. I 
Remarque : D'après le corollaire ci-dessus et les résultats numériques obtenus on conjecture 
qu'il existe e tel que Var(T — Th) = o(h£) et par conséquent cr2(h) — O(-). 
h 
Cette étude asymptotique de o~2(h), pour h petit, nous a permis de choisir d'autres 
transformations ergodiques dont la vitesse de convergence mathématique est "indépendante" 
du pas de discrétisation, pour h petit. En outre, pour ces transformations on a conservé les 
particularités de 1'implementation informatique de la méthode du shift, c'est à dire une 
vitesse de convergence informatique plus grande que la méthode de Monte Carlo. 
6.4 Application de la méthode du shift à la résolution 
des équations elliptiques. 
Pour diminuer les corrélations, nous avons décalé les trajectoires d'un pas de temps in-
dépendant du pas de discrétisation. Autrement dit, pour un pas de discrétisation h donné, 
6.4. Application de la méthode du shift à la résolution des équations elliptiques. 89 
on calcule notre fonctionnelle sur une trajectoire brownienne to G C([0,+oo[, IR), puis sur 
la trajectoire décalée d'un pas de temps a , a > 0 ; après plusieurs itérations on prend la 
moyenne de Césaro. Pour simplifier les notations, on prendra a = 1 et /i = ^, n € IN. 
Rappelons que l'espérance du temps d'arrêt T est approchée par l'espérance du temps de 
sortie de la chaîne approximante Th et que Th = hrh où rh est le temps dé sortie du schéma 
discrétisé. On a aussi considéré la discrétisation de l'équation (6.9) donnée par l'algorithme : 
avec gk = j= —. Le procédé proposé au début du paragraphe consiste à calculer rh 
y h 
aux points successifs gh, 0n(gh), &2n{gh), • • • avec 
„h (h h h h \ 
6n{g ) = (5n+l'5 ,n+2>'"' i S 2 n > " " î S n + i ) ' " ) 
où 6 est le shift "habituel" sur IR1"1. D'après les résultats des chapitres précédents, la vitesse 
de convergence, pour l'opérateur 9n, est contrôlée par : 
oo 
a
2(Th,0n) = Var{Th) + 2j2Cov(Tk°®nk,Th) 
fc=i 
CO 
= Var(Th) + 2Y,Cov{Thoenkh,Th)-
fc=i 
En particulier et parce qu'on a choisit nh — 1 on a alors : 
oo 
<72(r \ 9n) = Var{Th) + 2 £ Cov(Th o 6ky Th). 
CO 
On cherche à montrer que l i m V ( T \ 0 n ) = a2(T,0n) = Var(T) + 2YíCov{T o 9k,T). 
Reprenons le cas général où X est TT~mesurable et Xh est Tjh —mesurable pour tout 
h > 0. Si l'on note par CT2(/Ï) := <r2(X' l,ön) et par f2 := <x2(X, 8n) on a alors le résultat 
suivant. 
P r o p o s i t i o n 13 Soit e > 0, j?xe. Soient T et (Th)h>0 des (Ft)t>o— temps d'arrêts vérifiant : 
f T<Th 
{ s u p f c > 0 | | r f c | | 2 + e < o o 
X est une variable aléatoire TT — mesurable et V/i > 0, Xh est Tjh — mesurable. Si Xh et X £ 
L2 alors â2(h) et f2 sont finis. En outre, 
limâ2{h) = f2. (6.17) 
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Preuve : Pax la même démonstration que la proposition 11, on a 
| * (Ä) - f | = \*(X,ôn)-*(X\0n)\ 
< a ((X - X%en) . 
Il suffit, donc, de montrer que îim â2(X — Xh) = 0 où 
oo 
â\X - Xh) := Var(X - Xh) + 2 ]T Cov ({X - Xh) o 0k, (X - Xhj) (6.18) 
Le premier terme à droite de l'égalité (6.18) converge vers 0 puisque Xh converge vers X 
dans L2. Par une démonstration analogue à la proposition 11, Les termes de la série sont 
majorés comme suit : 
Cov {{X -Xh)o ôfc, (X - XK)) | < Var (x - Xh) 0 P (Tk > k) 
< Var{X-X»y l+! 
« 
Var (X - Xh) 
jfcï+î 
Enfin, en introduisant cette inégalité dans l'équation 6.18 on obtient : 
à2 [X -Xh) « Var (X - Xk) . 
Ceci achève la démonstration. I 
En particulier, on peut dire que la vitesse de convergence mathématique, de cette méthode, 
pour le calcul des espérances des temps d'arrêts, est indépendante du pas de discrétisation. 
6.5 Illustration informatique. 
Nous avons voulu vérifier la validité du résultat obtenu ci-dessus par des simulations nu-
mériques. Nous avons repris l'exemple ci-avant, c'est à dire le système différentiel 
f \u"{x) = - 1 Vx€[ -2 ,2 ] 
\ u(2) = «( -2) = 0, 
et on a calculé u au point 0, Rappelons que la solution de ce système est donnée par u(x) — 
IEX(T), avec T est le temps de sortie du mouvement Brownien standard w(t) de l'intervalle 
[—2,2]. Les résultats obtenus montrent que la vitesse de convergence a été améliorée (voir 
figures 6.3 et 6.4). 
• La représentation graphique ci-dessous représente la convergence du shift modifié et de 
Monte Carlo avec un pas de discrétisation h = 0.1. 
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Figure 6.3 
La représentation graphique ci-dessous représente la convergence du shift modifié et de 
Monte Carlo avec un pas de discrétisation h = 0.001. 
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Figure 6.4 
Nous voyons donc la méthode de décalage appliquée de la façon expliquée au paragraphe 
6.4 et 6.5 apporte déjà une amélioration sensible vis-à-vis de la méthode de Monte Carlo 
"classique" pour le temps de calcul sur machine en raison de l'économie de tirage de gaussi-
ennes à chaque itération. 
Mais on peut espérer aller beaucoup plus loin comme nous allons le discuter maintenant. 
Contrairement à la méthode de Monte Carlo, la vitesse de convergence mathématique, pour 
le calcul de l'espérance d'une variable aléatoire X par la méthode du shift, dépend de la 
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simulation choisie. En effet, s'il existe deux algorithmes de simulation de X, représentés 
par deux fonctionnelles F et F' sur ]RK, il est clair que o~2(F) et a2(F') peuvent avoir des 
ordres de grandeurs complètement différents. Ainsi, il faut penser à tester d'autres schémas 
de discrétisation et d'autres représentations du mouvement brownien. Par exemple, il est 
possible de simuler le mouvement brownien avec une procédure recursive. 
6.6 Emploi de la méthode du shift sur d 'autres repré-
sentations du mouvement brownien. 
On peut montrer facilement à partir des propriétés suivantes : 
t A t fixé, pour tous s, la variable aléatoire wt+s — ws est une gaussienne centrée de 
variance t. 
• Pour 0 < ¿i < t2 < • • • < ÍN, les variables aléatoires wti,wt2 — wtl, • • • ,wtN — t%,_, 
sont indépendantes. 
que pour s < t, 
C (wt^lw, = x,wt = y) =Af(——-,——), 
c'est à dire que, conditionnellement aux valeurs déjà prises par le brownien aux temps s et t, 
la loi du brownien au temps ^~- est une gaussienne de moyenne ^-^ et de variance ^ . Ainsi, 
pour simuler une trajectoire brownienne sur l'intervalle [0,1] par exemple, on commence par 
tirer les points wQ = 0, W\ de loi A/*(0,1), puis simuler wi par la propriété précédente et 
on fait alors de même pour obtenir wi,W3 • • •. On dispose ainsi d'une procédure recursive 
qui permet, à la profondeur m, d'obtenir les valeurs de (w * )o<*<2m- Nous renvoyons à 0 . 
Faure [15] pour une comparaison numérique sur la simulation du mouvement brownien par 
la méthode recursive et la méthode itérative. 
Comment peut-on utiliser la méthode du shift ? Chaque réalisation fait intervenir des 
simulations de variables aléatoires gaussiennes centrées réduites. Le mouvement brownien ad-
met donc une représentation sur l'espace ÎIRr4,H(IRN),j\/'(0,1)®™), décrite par la procédure 
recursive. Supposons qu'on ait à simuler le mouvement brownien, sur l'intervalle [0,1] à 
une profondeur m, et qu'on ait donc utilisé les g\,§2, • • •, <?2m premières coordonnées, alors 
la deuxième trajectoire "décalée" est calculée par la même procédure sur les coordonnées 
(92,9z,- •• ,92m+i)-
Toujours dans le même esprit : il est possible d'utiliser les développement de mouve-
ment brownien sur la base de Haar, voir d'autres bases de ¿2[0,1]. En effet, soit (Xn(0)n>o 
une base orthogonale de L2[0,1], si l'on pose <pn(t) ~ JQ Xn(s)ds alors pour toute suite 
(<?n)n>o de variables aléatoires gaussiennes centrées réduites, considérée comme coordonnées 
—
 oc 
de (Sl,A,JP) = ( lR N ,ß ( lR N ) ,^ / ' (0 , l )® N ) , ia série ^ < j n ( w ) ^ ( i ) converge dans C[0,1] et 
n=0 
dans Lp (0 , -4 , IP), p € [l,oo[, vers un mouvement brownien (voir [13]). Dans ce cas aussi 
le mouvement brownien admet une représentation sur ÍIR ,£?(]R ),Ar(0,1)® j , décrite par 
la série ci-dessus. Comment peut-on utiliser la méthode du shift ? Supposons qu'on ait à 
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N 
simuler le mouvement brownien, sur l'intervalle [0,1] par ^gn(w)y>n(£), avec une précision 
fixée au début, et qu'on ait donc utilisé les <?i,<72,- • • ,<?jv premières coordonnées, alors la 
N 
deuxième trajectoire "décalée" est donnée par ^ gn+ï(u)<fn(t). Ce sont, donc, les gaussi-
n=0 
ennes qui sont décalées et non la trajectoire. Par suite, on peut espérer que la corrélation 
entre les trajectoires soit moins importante. 
La base de Haar est définie par : soit x = l[o,¿[ —l[i,i[ ; s* l 'o n P o s e Xm,k{t) — 2~xÇ2mt — k), 
pour tout t 6 IR-|.,m € Z et fc € IN, alors les fonctions (Xm,fc)m€Z,fceN forment une base de 
X2(IR_j.). Nous renvoyons à N. Bouleau [13] pour plus de détails. 
Des travaux sont en cours sur le sujet. 
Partie II 




Calcul d'une intégrale par rapport à 
une mesure invariante. 
Pour calculer l'intégrale d'une fonction / par rapport à une mesure n, prise comme étant la 
mesure invariante d'une chaîne de Markov (X„)n£M, on peut utiliser les théorèmes ergodiques 
pour les chaînes de Markov, à savoir sous des hypothèses convenables que 
r 1 N 
Cette technique a été utilisée dans la résolution de problèmes physiques. Dans la première 
partie, on rappelle l'essentiel des résultats sur l'ergodicité des chaînes de Markov qui con-
stituent le socle théorique de cette méthode. Au point de vue vitesse de convergence, nous 
rapporterons les observations retenues par les physiciens sur l'efficacité de cette méthode. 
La deuxième partie est consacrée à l'application de ce procédé au calcul d'exposants de 
Lyapunov d'une équation différentielle stochastique elliptique. Pour calculer cet exposant de 
Lyapunov A, on commence par discrétiser l'équation puis on calcule directement l'exposant 
de l'équation obtenue (voir Pardoux et Pignol[40], et Talay[52]). Autrement dit on approche 
A par lim —- log | |AÍ| | , avec (JÜ*M„
€
N le processus approchant et h le pas de discrétisation. 
y1-"00 n h 
Par ailleurs, l'exposant de Lyapunov A est aussi donné par une formule de type A = 
/ q(s)dfi(s), où ¡x est la probabilité invariante d'un processus de Markov à valeurs dans 
la sphère unité Sd~* et q une fonction explicite. Ceci fournit un autre procédé de calcul. 
Une comparaison de la stabilité numérique de ces deux méthodes sera donnée à la fin de ce 
chapitre. 
ion de la méthode ergodique. 
Pour situer le cadre mathématique de la méthode ergodique, on rappellera quelques résultats 
sur la théorie des chaînes de Markov et on donnera, dans la dernière partie de ce paragraphe, 
des exemples où elle a été utilisée. 
Notat ions et définitions : Désignons par (Xn)n€N une chaîne de Markov à valeurs dans 
un espace E, muni d'une tribu A. On supposera que A est separable. On notera par P(x,-) 
95 
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la probabilité de transition de ce processus définie par : 
P(x,A) = TP(Xn+ï€A/Xn = x) 
Dans la littérature on montre sous des conditions diverses l'existence d'une mesure invariante 
¡j, vérifiant fxP = P, c'est-à-dire 
VA € A, p{A) = j P(x,A)n(dx). 
fi est appelée la mesure invariante par P ou la mesure stationnaire du processus de Markov. 
Dans la suite nous donnons, brièvement, l'essentiel des résultats connus. Commençons par 
le cas où l'espace des états E est dénombrable. 
7.1.1 Rappel sur la récurrence des chaînes de Markov à espace 
d 'états dénombrable. 
La probabilité de transition P(x, •) est, donc, définie par la donnée d'une matrice P(x,y) 
vérifiant, J2veE P{xiV) = 1 Vx € £" et P(x,y) > 0;Vx,y £ E. Cette matrice représente la 
probabilité de passage de l 'état x à l 'état y, P(x,y) = IP(Xn + i = xjXn = y). Si l'on note 
par Nx = 5Zn€N 1{X„=I} le nombre de passage par x, on a alors le résultat suivant (cf. par 
exemple [46]). 
P r o p o s i t i o n 14 Pour tout x 6 E : 
(a) ou bien P(A rx < oo/Ao = x) = 1 ; l'état x est alors dit transitoire. 
(b) ou bien JP(NX = oo/Xo = x) = 1 ; l'état x est alors dit récurrent. 
I 
La proposition précédente n'étudie les passages par un état y d'une chaîne de Markov par-
tant de l 'état x que lorsque x = y. Pour étudier le cas général on introduit l'hypothèse 
d'irréductibilité qui simplifie notablement la situation. Un sous-ensemble non vide A de 
l'espace des états E sera dit clos pour la matrice de transition P si, P ( x , A) = 1 Vx € A. 
Déf in i t ion 7 Une matrice de transition P est dite irréductible si elle ne possède d'autre 
ensemble clos que E. 1 
A cet effet, il est nécessaire et suffisant que YltLi Pk{xiV) > 0 pour tout (x,y) € E2, où 
Pk(x,y) — n^An+jt = y/Xn = x). Introduisons la notion de chaînes récurrentes et de 
chaînes transitoires. 
P r o p o s i t i o n 15 Pour toute matrice P irréductible, deux cas seulement sont possibles 
(a) soit W(Ny < oo/A^o = x) = 1, quels que soient x,y € E ; la matrice P et la chaîne 
sont dites transitoires. 
(b) soit W(Ny = co/Xo = x) = 1, quels que soient x ,y € E ; la matrice P et la chaîne 
sont dites récurrentes. 
I 
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Ces résultats montrent qu'une chaîne de Markov récurrente irréductible visite p.s. chacun 
des états de E une infinité de fois quel que soit son état initial. On montre qu'une telle 
matrice P admet une mesure invariante p. et que la fréquence du nombre de visites à y avant 
l'instant n, soit - YLm<n l{xm=y}> e s^ asymptotiquement proportionnel à ß(y). 
Propos i t ion 16 Toute matrice récurrente irréductible P admet une mesure positive invari-
ante fi sur E (fiP = P), et une seule à une constante multiplicative près. 
I 
L'intérêt de la mesure invariante \i introduite par la proposition précédente tient notamment 
au résultat suivant qui découle du théorème ergodique. 
Propos i t ion 17 Soit (Xn)neti une chaîne de Markov récurrente irréductible et soit P sa 
matrice de transition. Si P admet une probabilité invariante p, sur E, alors 
Ä jj E /(*») = jE MM*) n***) - p-*-
71=0 
quelle que soit la fonction f G Ll{p.) OU f positive. En général si p, désigne "la" mesure 
positive P—invariante sur E alors 
ZZáñX«) ^ JE f (*)?(**) 
pour toute f 6 ^(p,) et g positive. 
7.1.2 Rappel sur la récurrence des chaînes de Markov à espace 
d 'é tats non dénombrable. 
Dans le cas général où E n'est pas dénombrable nous donnerons des hypothèses de récurrence, 
souvent utilisée dans des textes élémentaires (voir par exemple [46], [38], [24] et [36]), sous 
lesquelles certaines chaînes dites de Harris vérifient les résultats de la proposition précédente. 
Soit v une mesure de probabilité sur E. Donnons la définition d'une chaîne //--irréductible. 
Déf in i t ion 8 Une chaîne de Markov (Xn)n^ associée à une probabilité de transition P est 
dite p—irréductible si, pour tout A € A tel que v{A) > 0, on a J ] P f c ( x , y l ) > 0 pour tout 
xeE, où Pk(x,A) = JP{xk e A/x0 = o). 
1 
Introduisons la notion de chaînes récurrentes et de chaînes transitoires. 
Propos i t ion 18 Pour toute probabilité de transition P, v— irréductible, deux cas seulement 
sont possibles 
(a) soit E est le réunion croissante d'ensembles transitoires, c'est-à-dire il existe une suite 
croissante An telle que \Jn€v¡An = E et JP(NAn < oo/X 0 = x) = 1 pour tous x € E et 
n G IN ; la probabilité de transition P et la chaîne sont dites transitoires. 
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(b) soit il existe une mesure positive a—finie p., P— invariante telle que v « fi vérifiant : 
VA € A tel que fi(A) > 0 on a, 1P(NA = oo/Xo = x) — 1 Va; € E ; la chaîne est dite 
récurrente au sens de Harris ou de Harris. 
1 
Pour une chaîne de Harris, il existe une famille finie d'ensembles ( C , ) I < , < , Î deux à deux 
disjoints telle que : 
(i) Le complémentaire de la réunion des (C,-)i<i<d est de mesure nulle. 
(ii) P(x, Ci) = 1 Vx € Cd et P(x, Cj+i) = 1 Vx € Cj et VI < j < d - 1. 
d est appelé la période de ( X n ) n € ^ . Quand d = 1 la chaîne est dite apériodique. 
T h é o r è m e 22 ( O r e y ) Soient (X„)„ e n une chaîne de Harris apériodique, alors pour toutes 
V\ et vi mesures de probabilités sur A 
lim IKM - i / 2 ) P n | | = 0. 
n—>oo 
En particulier s'il existe une probabilité invariante alors elle est unique et, pour toute mesure 
de probabilité u, sur A 
lim | | i / P n - / i l l = 0. 
n—*oo 
La norme \\v\\ désigne la norme totale de la mesure signée v. I 
Dans certain cas, la vitesse de convergence de ces limites est géométrique (Doeblin récurren-
ce). Il est intéressant de remarquer que pour un espace d'état E dénombrable, les chaînes 
récurrentes irréductibles sont toutes des chaînes de Harris. 
7.1.3 Utilisation de la méthode par les physiciens. 
Pour calculer des grandeurs relatives à l'équilibre thermodynamique en physique statistique 
(voir [3],[10],[25]) ou pour calculer des grandeurs attachées aux modèles de théorie de jauge 
sur réseaux en mécanique quantique (voir [3],[25],[30],[45]) on est fréquemment dans la situ-
ation suivante : 
• On veut calculer / f(x)dfi(x) où E est un espace fini discret. 
• Pour chaque x € E les nombres /i(x), / ( x ) sont accessibles au calcul. 
• Mais le cardinal de E est vertigineux, c'est l'espace des configurations, et on ne dispose 
pas d'une structure de données permettant de décrire simplement les ensembles {x € 
E:p(x)>e}. 
Dans une telle situation les physiciens utilisent beaucoup les méthodes de Monte Carlo selon 
le principe suivant (voir [25]) : On choisit une probabilité de transition P(x,y) de E dans E 
admettant p comme probabilité invariante. Partant d'une loi ^o SUT E on construit la chaîne 
de Markov Xn de loi initiale /¿0 et de matrice de transition P et on calcule : 
r 1 N 
/ f{x)dix(x) = Km - £ f{Xn) (7.2) 
JE W-~OO TV *-t 
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en supposant que les hypothèses de la proposition 17 des chaînes de Markov s'appliquent. 
On comprend donc que l'algorithme définie par l'équation (7.2) réalise en fait deux choses 
simultanément. Il approche fi par /¿oPn et il calcul / f(x)dfx(x) par une moyenne de Ce-
JE 
saxo le long d'une trajectoire de la chaîne de Markov stationnaire. La mesure initiale est 
généralement choisie égale à la masse de Dirac en un point x0. Il convient de souligner qu'il 
y a toujours plusieurs façons de construire la probabilité de transition P. D'autre part, il 
n'est pas nécessaire pour définir P de passer en revue tous les points x de E mais seulement 
de dire comment (par quels appels à la fonction random) on passe d'un x connu à un certain 
y-
La faiblesse de ce procédé est la vitesse de convergence. En effet, si l'on parcourt la littérature, 
notamment sur la chromodynamique quantique sur réseaux on s'aperçoit que les physi-
ciens ont rencontré des vitesses de convergence de l'algorithme (7.2) extrêmement variables 
(voir [25]) suivant les situations. Ils obtiennent souvent des résultats significatifs avec une 
précision de 10 -2 avec 500 itérations seulement. Parfois même il y a stabilisation au bout de 
30 itérations. Au contraire pour certains problème ils ressentent la nécessité de procéder à 
21000 itérations représentant 17 heures sur le CDC 76000 du CERN. 
A quoi sont dues de telles vitesses de convergence, surprenantes en simulation aléatoire ? 
La vitesse de convergence est contrôlée par la variance qui est égale / ( / — / fdfi) dy,. Dans 
certaines applications en physique ce paramètre est petit parce que / est presque constante 
sur les points où y a une valeur significative. 
Nous présentons dans le paragraphe suivant un exemple d'une situation analogue. 
7.2 Exposant de Lyapunov. 
Nous considérons l'équation bilinéaire stochastique sur IR , donnée au sens de Stratonovich 
par : 
m 
dx(i) = Ax(t)dt + Y, B¡x(f) ° dwt (7-3) 
où {wi(t),- • • ,wm(t);t > 0} est une famille de processus de Wiener standard, mutuelle-
ment indépendants, définis sur un espace de probabilités (fi, T, P ) muni d'une filtration 
(^t)í>o- x(t) € IR** et A, Bu ' ' • i Bm sont des d x d matrices. Pour une variable aléatoire x0, 
TQ —mesurable, on notera par x(-,x0) la solution de l'équation (7.3) vérifiant la condition 
initiale IP{x(-,xo) = ^o} = 1-
Dans une large mesure, le comportement asymptotique de la solution de l'équation (7.3) 
est caractérisé par son exposant de Lyapunov. En effet, si la limite ci-dessous existe, elle est 
indépendante du hasard et de la condition initiale. 
1 
A = lim - log jx(i,£0)i JP(dw)-p.s. (7.4) 
t—oo i 
où ¡ • | désigne la norme euclidienne sur ffiA Le réel A est appelé exposant de Lyapunov de 
l'équation (7.3). Si A < 0 le système est dit stable, auquel cas la solution de l'équation (7.3) 
décroît vers 0 à une vitesse exponentielle. 
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Il s'ensuit que la projection de la solution x(t,xo) sur la sphère unité Sd l — {x € 
IR tel que jxj = 1}, notée par : 
XQ x(t,xo) 
\xQy ' jar(í,x0)¡' 
est un processus de diffusion sur 5 _ 1 (voir N. Ikeda et S. Watanabe [28], page 109), qui 
vérifie l'équation 
( s(0) = so 
ds(t) - ho(s)dt + ^2hi(s) odw\. 
Le champ de vecteur ho(s), hi(s), • • •, hm(s) est donné par 
(7.5) 
h0(s) = k(A,s) 
h,(s) = h(B,,s) 1 < i < m, 
où y s G Sd~l et VC une a x a matrice 
k{C,s) = (C-(s'Ca)I)s. (7.6) 
Dans l'équation ci-dessus (7.6), on a noté s' le transposé de s et par / la matrice identité. 
Dans la suite du chapitre, on supposera que le champ de vecteurs {ho,---,hm}, défini 
dans le système (7.5), vérifie l'hypothèse suivante : 
(H) dimL.A.{h0t---,hn}(s) = d-l Vs £ Sd~\ (7.7) 
où L.A.{h,Q, • • •, hm} est l'algèbre de Lie engendré par le champ de vecteurs {hQ, • • •, hm). 
Sous cette hypothèse, Arnold, Oeîjeklaus et Pardoux [5] ont établi le résultat suivant. 
Théorème 23 Sous l'hypothèse (H) et si xQ ^ 0 on a : 
(a) L'exposant de Lyapunov À existe, à savoir que 
Va* € JRd - {0} A = lira - log |x(t,z0) | P-s-
(b) En plus le processus (s(t))t>o admet une unique probabilité invariante p. et l'exposant 
de Lyapunov A est donné par 
A = / Q(s)dp(a), (7.8) 
J$4-l 
ou i m 
Q(s) := s'As + -J2 {s'A2iS + \A,s\2 - 2(s'AiS)2} . (7.9) 
I 
2f.i 
7.2. Exposant de Lyapunov. 
En parcourant la littérature, on ne trouve pas de formules explicites qui donnéaèla'valeur 
exacte de A. Sauf dans certains cas, pour des systèmes dynamiques en dimension 2, on trouve 
des résultats dans cette direction, en particulier pour l'oscillateur harmonique aléatoire (voir 
Arnold, Papanicolaou et Wihstutz [6], Pinsky [43], Pardoux et Wihstutz [41], Pinsky et 
Wihstutz [44] et Kleimann [31]). En outre, dans la plus part de ces travaux, on a un système 
dynamique qui dépend d'un paramètre e et on étudie le comportement asymptotique de 
l'exposant de Lyapunov lorsque £ tend 0. Il est donc intéressant d'approcher numériquement 
l'exposant de Lyapunov A. 
Dans le paragraphe suivant, nous rappelons les résultats obtenus par D. Talay sur l'appro-
ximation de l'exposant de Lyapunov d'un système différentiel stochastique bilinéaire; il ap-
proche A par lim — - log ||¿£j¡ où (x^)„eiM le processus approchant et h le pas de discrétisa-
tion. Pour notre part , nous proposons une autre méthode de simulation basée sur l'approxi-
mation de la mesure invariante p.. En effet, l'exposant de Lyapunov A peut être approximer 
par / Q(s)dßh(s) où fih est la mesure invariante du processus approximant et h le pas de 
discrétisation. Une comparaison de la stabilité numérique de ces deux méthodes est donnée 
à la fin de ce paragraphe. 
7.2.1 Approximation des exposants de Lyapunov. 
A ce sujet, D. Talay [52] a proposé un algorithme de calcul de stabilité des systèmes 
différentiels stochastiques bilinéaires. Il a également étudié le cas non linéaire avec Axel 
Grorud (voir [20]). Il a montré que, pour plusieurs schémas de discrétisation (xp , p G IN), 
les exposants de Lyapunov associés 
Àfc:= l i m i - l o g l x j l p.s. (7.10) 
sont bien définis, et il a estimé en fonction du pas de discrétisation h l'erreur théorique 
où xo est une condition initiale non nulle arbitraire. Plus précisément, en supposant que 
le générateur infinitésimal de l'équation (7.3) est strictement elliptique, il a montré que les 
schémas d'Euler et de Milshtein vérifient (voir [52]) : 
\\-\h\ = 0(h) 
et que les schémas du second ordre pour l'approximation de lEf(x(t)) en temps fini vérifient 
(voir [52]) : 
A - A * = O(A') 
Dans la suite on se restreindra au schéma d'Euler "classique", et on remplacera donc les 
accroissements du mouvement brownien par des gaussiennes indépendantes. Le système dy-
namique (7.3) étant équivalent au système : 
( i m \ m 
A
 + g S Bn x^dt + S B,x{t)dw\, 
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il résulte que la discrétisation de l'équation différentielle stochastique (7.3) par la méthode 
d'Euler est donnée par : 
2-0 — "^ 0 
xj+1 = xi + Äxi + YlBiX^Vh i7"11) 
i m 
où A := A + - ^2 Bj et (5¿)p,jeN est une famille de variables aléatoires gaussiennes centrées 
, .
 = 1 
réduites. Précisons les hypothèses des résultats obtenus par D. Talay dans le cas du schéma 
d'Euler. 
P r o p o s i t i o n 19 Sous l'hypothèse (H) et si xQ ^ 0 on a : 
(a) Pour h assez petit, il existe A € IR : 
Vx0 € JRd ~ {0} Àfc = lim \ log | x j | p.s. 
p-*<x> ph v 
(h) et même : 
Vx0 e ÏÏLd - {0} Â'1 = lim -^-Eiog ¡x£|. 
p-^oo ph p l 
. X* 
fcj £"n p/us, /e processus sp := — r esi ergodique, il admet, donc, une unique probabilité 
\xp\ 
invariante fi et l'exposant de Lyapunov À du système (7.11) est donné par 
\h = J
 j Qfc(s)d^(s), (7.12) 
où 
0 * ( a ) : = Í E l o g | x í ( a ) | (7.13) 
P r e u v e : La démonstration est basé sur un théorème de Furstenberg. Voir proposition 4.1 
dans l'article de D. Talay[52]. 
1 
Dans la référence [52], on donne une estimation de la vitesse de convergence. 
T h é o r è m e 24 Si l'on suppose que le générateur infinitésimal du processus (s(t))t>o, défini 
par l'équation (7.5), est strictement elliptique, autrement dit il existe a > 0 tel que Vx G S 
et V£ G T5d-i(x) 
m 
5>(£,-,*),o2>«iír, 
alors on a \X — \h\ — O(h). 
I 
Pour démontrer le théorème ci-dessus, on utilise le résultat suivant (voir [52]). 
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L e m m e 11 Si l'on suppose que le générateur infinitésimal du processus (s(i))t>o, défini par 
l'équation (7.5) est strictement elliptique alors, Vx0 € H d — 0 et pour toute fonction f de 
classe C°°, / : S^1 —•+ IR, 
OU Xo € JR? est une condition initiale non nulle arbitraire 
= 0(h) p.s. 
En effet, en supposant que le générateur infinitésimal est strictement elliptique, on déduit 
que l'hypothèse ( H ) est vérifiée et on obtient, donc, les résultats (a), (b) et (c) de la propo-
sition 19. Ceci nous permet de décomposer l'erreur théorique A — ÂA comme suit : 
A - Ä* = t . Q{s){dM - dßh(s)) + / (Q(s) - Qh(s))dßh(s). 
Par suite la preuve consiste essentiellement à vérifier que les opérateurs de transition des 
processus (Sp)p€M approchent celui de la chaîne (s(ph))pçn et d'estimer l'écart entre les lois 
invariantes de ($p)pçu et de (s(í))¿>0. 
Les résultats énoncés ci-avant, nous suggèrent deux algorithmes d'approximation de 
l'exposant de Lyapunov d'un système dynamique différentiel. En effet, soit on approche 
A par Xh avec : 
~
Xk =
 j U $*(<) V ( ' ) = Um ¿ log \xi\ p.s. (7.14) 
auquel cas l'erreur théorique ¡A — Â | = 0(h), soit on l'approche par A où : 
Xh = I Q(s)dfih(s) = lim 1 £ Q(shp) P.s. (7.15) 
J$<i-i N—>-oo W ^ T 
auquel cas l'erreur théorique est donnée par le lemme 11, |A — A | = 0(h). Il est donc 
intéressant de comparer la stabilité numérique des deux algorithmes sur des équations diffé-
rentielles stochastiques dont on connaît explicitement l'exposant de Lyapunov. 
7.2.2 Résultats numériques 
L'utilisation de ces deux algorithmes pose un problème pratique important, qui reste ou-
vert. En effet, pour calculer Xh (respectivement Xh) on a besoin de déterminer le nombre 
d'itérations pmax (respectivement Nmax) à partir duquel la quantité • - • -
 h log ¡¿¿„„J (re-
spectivement jvmai £p^ i a X Q(Sp)) est assez proche de la valeur limite Xb (respectivement 
Xh). Il est donc important d'estimer la vitesse de convergence des deux suites, -j-log|x£| 
e t
 ^ S £ L i Q(Sp)> e n fonction du nombres d'itérations. Dans la référence [53], on explique 
qu'une détermination de la vitesse de convergence nécessite une résolution d'une équation aux 
dérivées partielles dont ia complexité est comparable à celle de l'équation de Fokker-Planck 
stationnaire et que cette équation est paramétrée par le terme que nous voulons calculer. 
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Plus précisément, si (xt)t>o est un processus ergodique de loi invariante ¡i et si l'on pose 
r . i rT ~ f — f — I fdfi on a alors, sous certaines conditions : lim - = / f(x,)ds = JV(0,V(/)) 
J T-HX> y/ J 1 JO 
où V(/) = 2 / f(x)v(x)dfi(x) et v(x) est la solution de l'équation de Poisson Lv = —/ (voir 
Bhattacharya[8]). 
Ainsi, nous n'avons pas actuellement de méthode plus fiable que d'attendre une stabil-
isation numérique de la suite et d'assimiler la valeur stable à sa limite. Par ailleurs, il est 
important de remarquer que le calcul direct de la formule -^ log | i£ | pose des problèmes 
numériques graves. En effet, soit Xh est positif auquel cas la solution xp diverge vers l'infini 
à une vitesse exponentielle, soit Ä est négatif auquel cas elle converge vers 0 et à une vitesse 
exponentielle aussi. Cependant, si l'on note par : 
t •= 4 
(7.16) 
¿ = 1 
fp+ï := si + Âëi + ^BiSi^y/h Vp > 1 
on a alors rrrrrr = -s et ||xp | | = IQ ||î/fc!|, Vp € IN (pour démontrer ces résultats, il suffit de 
WVpW fc=i 
remplacer dans l'équation (7.16) sp par p ). Il est donc préférable d'utiliser l'algorithme 
\\xp\\ 
donné par la formule : 
P=I 
Maintenant, nous allons comparer les deux algorithmes (7.15) et (7.17) sur des exemples 
dont on sait calculer les exposants de Lyapunov. 
Exemple : Considérons le système dynamique dans IR2 donné par : 
dx(t) = Ax(t) + crBx(t) o dw(t), 
où (w(i))t>o est un processus de Wiener standard sur IR, a Ç IR, A est une matrice carrée 
de la forme A := I , I , avec a et b € IR, et B := I . j . D'après [52], l'exposant 
de Lyapunov de ce système est donné par la formule ci-dessous, 
1 .. î ,
 LJ^cos(2d)exp(^coS(2B))dß 
A = -{a -f 6) + -{a - b) - ^ — ¡
 (oa^M • 
¿ l J0 exp(-^5" cos(20))a0 
Si Ton prend a := 1, b := — 2 et a :— 10 on trouve A := —0.489 < 0. Le système est donc 
stable. 
Pour l'algorithme (7.17) et avec des pas de discrétisation de plus en plus fins on a obtenu les 
résultats suivants : 
• Prenons h :— 0.1. La représentation graphique ci-dessous illustre la convergence de la 
s u i t e> TFTÑ E j U l oë \\fpl\l vers sa valeur limite Ä01. 
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Figure 7.1 
• Prenons h := 0.001. La représentation graphique ci-dessous illustre la convergence de 
la suite, ^ EjLi log ||yp0001 |¡. vers sa valeur limite À0001. 
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Figure 7.2 
On remarque que pour un pas discrétisation h = 0.1, l'algorithme (7.17) laisserait penser 
que le système est fortement instable. Pour h = 0.001, il laisserait penser que le système 
est beaucoup plus stable qu'il ne l'est. L'utilisation de cet algorithme demande beaucoup de 
prudence. En effet, à chaque pas de discrétisation h correspond une chaîne de Markov dont 
l'exposant de Lyapunov Xh peut être très différent de À, il suffit que la constante sous-jacente 
de uO" de l'erreur soit grande. Ceci nous a conduit à faire une étude numérique plus fine 
sur la vitesse de convergence de Xh vers A en fonction du pas de discrétisation h. Pour cet 
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exemple on a été amené à prendre h — 1Q~4 et voir même 10"5 pour obtenir des résultats 
acceptables. Par ailleurs, il est intéressant de noter que le nombre d'itérations N dépend 
énormément du pas de discrétisation choisi. Enfin, pour un temps d'intégration final Nrnax, 
vérifiant Nmaxh = 100, les résultats obtenus se résument dans le tableau ci-dessous (pour 
h donné, Nrnax est le nombre d'itérations N dans la suite ^ j Hp=i l°g WVpW pour lequel on 
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Tableau 7.1 
Ceci confirme les explications données ci-dessus sur les phénomènes de convergence trom-
peurs. Dans [52], Fauteur a étudié l'approximation d'un exposant de Lyapunov d'une équation 
différentielle stochastique bilinéaires via plusieurs schéma de discrétisation. Pour le même 
exemple, il a observé le même phénomène en utilisant un schéma de Milshtein. Les résultats 
théoriques et numériques étaient plus satisfaisant, lorsqu'il a choisi un schéma de discrétisa-
tion de second ordre (voir D. Talay [52]). En effet, il montre que pour un tel schéma l'erreur 
théorique ¡A — Xh\ = 0(h2) et il obtient pour le même exemple, en prenant Nh = 100, 
Xh = "0 .35 avec h = 10~3 et Xh = -0 .50 avec h = 10"4. 
Considérons, maintenant, l 'algorithme (7.15) à savoir que : Xh = limjv-^oo ^ H^Li Q{Sp)-
Sur le même exemple et avec des pas de discrétisation de plus en plus fin on a obtenu les 
résultats suivants. 
• Prenons h := 0.1. La représentation graphique ci-après illustre la convergence de la 
suite, jj J2p=i Qi^,'1)-, v e r s s a valeur limite A01 . 
-Ö.52 
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Figure 7.3 
7.2. Exposant de Ly&punov. 107 
• Prenons h := 0.001. La représentation graphique ci-dessous illustre la convergence de 
1 N 
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Figure 7.4 
De même que pour l'algorithme (7.17), voir Tableau 7.1, on a fait des statistiques sur la 
vitesse de convergence en fonction du pas de discrétisation h : si l'on prend comme critère 


























Il est clair que d'un point de vue numérique, ces résultats sont plus satisfaisants. On constate 
que pour des pas de discrétisation h < 0.001, on a des erreurs absolues de l'ordre de 10~2 
voir même 10"3 . 
Cependant le problème de détermination de la vitesse de convergence d'un algorithme 
ergodique reste ouvert. Il est donc intéressant de trouver une estimation à priori (théorique 
ou numérique) des variances des erreurs normalisées de type 
7ÏJC('<*-> " / ' * ) * 
où (Xt)t>Q est un processus ergodique de loi invariante fi. 
Enfin une autre direction de recherche, pour le calcul d'une intégrale par rapport à 
une mesure obtenue comme mesure limite invariante, pourrait être d'approcher le processus 
(Xt)t>o par un processus de Markov à sauts obtenu par discrétisation de l'espace d'états. 
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7.3 Conclusion. 
Sous certaines hypothèses un processus de Markov (Xt)t>o admet une unique mesure in-
variante /i. Par ailleurs, on a une fonction / , par exemple mesurable bornée, et on cherche 
à calculer / fdfi. Une façon d'approximer la loi limite est de la remplacer par la mesure 
invariante fih d'un processus approximant. Ceci revient à considérer / fdfi . Pour l'erreur 
théorique | / fd¡i~ I fdß | et dans lecas où (Xt)t>o est solution d'une équation différentielle 
stochastique sur ÎR , nous renvoyons à D. Talay (voir [51], [54], [53]), où l'on trouve une es-
timation de cette erreur pour plusieurs schémas de discrétisation. En général, et lorsque la 
chaîne approximante (X£)ke*i est ergodique, on approche / fdß par 
pour TV assez grand. Le choix de N et de h est délicat ; on ne connaît pas de résultat général 
permettant de faire un bon choix pour une précision donnée. Mais il convient de remarquer 
que les résultats numériques obtenus dans le cas des exposants de Lyapunov sont satisfaisant. 
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