G round penetrating radar has been applied to a wide range of disciplines, such as archeology, mining, and hydrology (see e.g., Reynolds, 1997; Sharma, 1997; Daniels, 2004) . In this method, electromagnetic (EM) waves are radiated into a medium by a source antenna. The EM waves travel through the medium and are recorded by a receiver antenna. The waves are affected, in terms of travel time and amplitude, by variations in the propagation, which is governed by the dielectric permittivity (determining mainly propagation velocity), electric conductivity (determining wave attenuation), and magnetic permeability. These variations are mainly due to the heterogeneities of the medium. In the vadose zone, the heterogeneities are particularly complicated as they are due not only to structural variations but also to differences in soil water content. Ground penetrating radar data are sensitive to both the structural variations and differences in soil water content. In particular, time-lapse GPR tomography often assists in distinguishing structural from hydrologic effects.
variations are mainly due to the heterogeneities of the medium. In the vadose zone, the heterogeneities are particularly complicated as they are due not only to structural variations but also to differences in soil water content. Ground penetrating radar data are sensitive to both the structural variations and differences in soil water content. In particular, time-lapse GPR tomography often assists in distinguishing structural from hydrologic effects.
Usually, straight-ray tomography is applied in the field of hydrology (e.g., Hubbard et al., 1997; Parkin et al., 2000; Binley et al., 2001; Schmalholz et al., 2004) . Some researchers, however, have used a more complicated tomography method, i.e., curved-ray tomography, by solving the eikonal equation or the ray equations (e.g., Alumbaugh et al., 2002; Hanafy and al Hagrey, 2006) . A thorough review of various GPR methods used to determine soil water content has been given by Annan (2005) . Of the studies mentioned above, only Binley et al. (2001) monitored natural inflow (net rainfall) to the vadose zone; however, they did not quantify the water balance during the infiltration period.
The purpose of this study was to provide high-quality input data for inverse modeling of flow parameters and geologic structure. We used GPR time-lapse tomography because it is fast, noninvasive, and gives a two-dimensional spatial distribution of the data. We used this method to estimate volumetric soil water content in the vadose zone during a natural infiltration event: the melting of snow in an ice-contact delta. Curved-ray tomography applied to the time-lapse GPR data and Topp's equation was used to estimate water saturation at three different time steps. Heterogeneity in the velocity tomograms was validated using a surface GPR reflection profile. The water estimates were compared with independently obtained water estimates from a neutron meter. Finally, the change in water storage in the vadose zone was estimated using two methods: a regional water balance and volumetric water contents obtained from the tomograms.
We give a brief background of the geology of the study area, particularly the sedimentology and available core data. We then discuss the GPR data acquisition, as well as other data obtained at the same site and travel-time picking. We applied travel-time tomography to a synthetic test model as well as the real field data. One of the resulting tomograms was compared with a surface GPR reflection profile. We then determined the volumetric soil water content using Topp's equation. The volumetric soil water content derived from tomograms was compared with the volumetric soil water content obtained from the neutron scattering method. Finally, a qualitative calculation of the water balance was performed to indicate the significance of the average volumetric soil water content derived from tomograms.
Geological and Climatological Background of the Field Site
The GPR data were collected at Moreppen (60°N, 11°E), near Oslo's Gardermoen Airport (Fig. 1) . This site has been used extensively to study sedimentological and hydrologic processes in the saturated and unsaturated zones Langsholt et al., 1996; Tuttle and Aagaard, 1996; French and Binley, 2004) . Moreppen is a part of the Gardermoen delta, which is an ice-contact delta with an area of ?80 km 2 , formed after the last ice age, about 9500 yr ago. The delta is divided vertically into three main sedimentary units: bottomset, foreset, and topset. The thickness of the units within the delta varies considerably and is a function of distance from the main glacial portals. The topset and upper part of the foreset units at Moreppen were the units of interest in this study.
At Moreppen, the foreset consists of about 95% fine sand. The rest of the unit contains coarse sand, gravel, and some fine lenses of sandy silt. The foreset progrades in a westward direction and shows a large range in dip directions (178-242°), with dips between 15 and 30°. The topset was deposited in a fluvial environment, consisting mainly of pebbly sand and clasts of a diameter from 0.1 to 0.2 m. The bedding in this unit is subhorizontal Tuttle and Aagaard, 1996) .
Monthly average temperature at Moreppen ranges from −4.9°C in January to up to 16.6°C in July. It has a continental precipitation regime, with an annual mean of ?860 mm. The mean daily evapotranspiration varies between 5 mm during the summer and almost nothing in the winter. The groundwater table at Moreppen follows an annual pattern and varies between 4-and 5-m depth below the surface (Langsholt et al., 1996) . Thus, the topset and a part of the foreset are in the vadose zone. The surface is usually completely covered by snow during the winter. Snowmelt is the main groundwater recharge at Gardermoen. The ground surface at Moreppen is almost flat, and the vegetation consists mainly of grass and shrubbery, bounded to the north and the south by trees.
Moreppen contains a number of polyvinyl chloride (PVC)-cased wells. Of these, Wells k14, k16, and k18 ( Fig. 1) were used to collect the GPR data. The distances from k14 to k16 and k16 to k18 are 2.4 and 2.5 m, respectively. The diameter of each of these wells is 6.7 cm. Well n12 has a metal casing with a diameter of about 3 cm and was used for the neutron meter readings. The distance between k14 and n12 is 10 m. Note that Wells k14, k16, k18, and n12 are along an approximate north-south line. The groundwater well (indicated by the dashed line in Fig. 1 ) was used to monitor the groundwater table. It is important to note that Well k18 is in the shade of the trees that form the southern tree line. All other wells are in the open area.
Data Acquisition

Time-Lapse GPR Data Acquisition
Cross-well GPR data were collected from Wells k14 to k16 and k16 to k18 (Fig. 1 ) before, during, and after the snowmelt in 2005: on 22 March, and 1 and 22 April. On 22 March, the ground was frozen and covered with a layer of approximately 50 cm of snow. On 1 April, the snow was melting, and on 22 April all the snow had melted.
All six cross-well GPR data sets were collected using a step frequency radar made by the Norwegian Geotechnical Institute (Kong and By, FiG. 1 . Location of the Moreppen research site near Oslo's Gardermoen Airport, Norway (top figures). The bottom figure shows the locations of the neutron meter well (n12), the three ground penetrating radar (GPR) wells (k4, k6, and k8), and the groundwater well used in this study. Red circles show the positions of the radar antennas in this study.
1995). This radar system uses a step frequency signal coupled to a network analyzer, rather than an impulse signal as is used by most commercially available systems. Start and stop frequencies for this data acquisition at Moreppen were 50 and 900 MHz, respectively, with 199 evenly stepped frequencies.
Multioffset cross-well GPR data were acquired from the surface to a depth of 4.2 m, with a 0.2-m step increment for both the source and the receiver antennas. Each survey consisted of 484 traces and was performed in <1 h. Time zero was measured before and after each survey by putting two antennas next to each other and recording the trace. The data set for each cross well had to be reduced to 294 traces (see below). The soil water content can be assumed to have been constant during each survey (Kitterød and Finsterle, 2004) .
Additional Geophysical and Hydrologic Data
In addition to the cross-well GPR data, other data were acquired to validate geologic structure and water content estimates, which are derived from tomograms, and to compute a water balance. The most important of these is zero-offset surface GPR reflection data, which were obtained along the line k14 to k18 in May 2006, using the step frequency radar and two different source and receiver antennas. Antennas were coupled with the ground, and start and stop frequencies were set to 50 and 450 MHz, respectively, with 199 evenly stepped frequencies. Note that this stop frequency is half of the stop frequency used for the cross-well data. We chose a smaller stop frequency because, in the surface reflection profiling, the travel path of the EM waves is up to two times longer than that for the crosswell waves and the attenuation has a significant impact at higher frequencies. Data were collected with a spacing of 0.1 m. The image obtained from these data serves as an independent quality check of the cross-well tomograms, as it also gives a structural picture of the subsurface between Wells k14, k16, and k18.
Neutron meter readings were obtained from Well n12 (Fig.  1) during the second and third survey, but were not available for the first survey. These calibrated data provide an independent measurement of volumetric soil water content in the vadose zone and were compared with estimates derived from tomograms. Observation of soil water content by the neutron scattering method was performed according to standard procedure (International Atomic Energy Agency, 1970) . A calibration is necessary because thermalization of the high energetic neutrons depends not only on the water content, but also on the bulk density of the sediments, as well as the access tube properties (its material, diameter, and wall thickness). The bulk density was measured by gamma-ray attenuation at every 0.5 m in the access tube and interpolated to every 0.1 m. Thermalized neutron meter counts and gamma-ray attenuation were calibrated by measuring soil water content and bulk density by excavating soil samples at the location of one of the access tubes. We applied the calibration parameters derived by Langsholt (1993) , who reported a standard deviation of 0.5 to 0.9% volumetric water content for soil water measurements from Well n12 (see Fig. 1 ) at Moreppen (Kitterød et al., 1997) . Calibration was not available for the PVC wells, where the GPR data were collected. Unfortunately, it was therefore not possible to derive soil water content from these wells at this time; however, the water content estimates in n12 should still, to some degree, be comparable with the estimates from the GPR travel-time tomography.
X-ray images of core samples from Wells k14, k16, and k18 ( Fig. 1) are shown in Fig. 2 . As far as possible, undisturbed soil samples of 1-m length were taken and imaged using x-rays. The x-ray source (Philips K140-Be) generates fast electrons with wavelengths from 10 −6 to 10 nm (10 −5 -10 2 Å). For these images, the core samples were scanned with 50-Hz waves with 5-mA amperage and exposed for 1.5 to 2.5 min with 100 to 130 kV depending on the sediment density and the water content.
A 10-by 48-cm film (Agfa D7) on the backside of the core monitored the intensity of the penetrating xrays. After developing the film, a continuous density image of the core sample was obtained. The low density of the material gave high xray exposure and therefore a dark image on the film. High-density material, in this case either pebbles or soil sections with high bulk density, absorbed most of the x-rays and therefore gave low exposure to the film, resulting in a light image. The black parts of the images indicate parts of the cores that were lost. The cores confirm the sedimentological environment of the delta, as discussed above: the topset is coarser than the foreset and the foreset consists mainly of fine dipping laminas, which are especially clear in Well k14, but also visible in the other two wells. The boundary between the topset and FiG. 2. X-ray images of core samples from wells k4, k6, and k8. The gray scale indicates the bulk density of the core sample. Material with a relatively high bulk density (stones and pebbles) shows up as white, material with a relatively low density (e.g., unconsolidated soil) is dark gray. Uniform black color indicates that sediments were lost during sampling (empty sample). The core samples contain the delta topset layers and the dipping foreset units. The approximate interface is indicated by the red lines.
foreset occurs between 2.1 and 2.2 m, as indicated by the red lines in Fig. 2 . Temperature and precipitation data were provided by the meteorological station at Gardermoen Airport, located approximately 1 km from Moreppen. These data were used in the water balance computation. The groundwater table was automatically monitored at Moreppen. During the first survey (22 March), the snow distribution was quite even. The snow water equivalent, measured by taking the average of four snow samples, was estimated to be 70 mm. Also, a public snow pillow located ?3 km northwest of Moreppen monitored snow water equivalent. It reported that the snow water equivalent was 100 mm on 22 March. The difference between 70 and 100 mm is significant, indicating the spatial uncertainty of estimating the water equivalent from the snow coverage.
Data Processing of the Cross-Well GPR Data
Frequency domain data were transformed in the time domain using a discrete inverse Fourier transform and a Hanning window filter. First-arrival travel times of all data were picked by using automatic time picking (Peterson, 2001) . Because of the presence of cross talk (unwanted signal due to accidental coupling of cables) in a few traces, however, quality control of the picked travel times by manual checking was necessary.
Even though the tomography data were acquired from the surface downward, only data recorded at depths deeper than 0.8 m were used in the inversion. The possible existence of ice lenses in the upper part of the soil during the first survey prohibited us from using this part of the data since the relative dielectric permittivity of the ice (?4, Daniels, 2004 ) is very different from that of water (?87 at 2°C, Collie et al., 1948) . In addition, interference between the air wave, the refracted waves, and the transmitted energy near the surface zone makes the first arrivals difficult to define. It is possible to use these waves to estimate near-surface velocities (Hammon et al., 2002; Rucker and Ferré, 2004) , but this is beyond the scope of the present study. Furthermore, travel times from source-receiver pairs with offset >2.5 m (corresponding to angles >45° from the horizontal) were not used in the inversion, as they were too noisy. The total number of ray paths used in each inversion was consequently limited to 294 rays. Figure 3 shows scaled observed waveforms recorded during the three surveys from the k14 to k16 data sets when the source was in Well k14 at a depth of 2.2 m. It also shows the travel-time picks for each waveform. The travel-time picks show a general increase in travel time between the first and second survey and between the second and third survey. This increase is to be expected, as the melting of snow will increase the soil water content, and thus decrease the EM wave velocity in the vadose zone. A systematic way of interpreting all collected travel times is provided by travel-time tomography (e.g., Aki et al., 1977; Nolet, 1987) .
GPR Travel-Time Tomography
Heterogeneous velocity structures can be detected using travel-time tomography. The relative velocity variations are a function of the local geologic structure as well as changes in soil water content. Travel-time tomography uses the first arrivals from the transmitted energy. This is a robust approach because of the good signal/noise ratio compared with surface GPR data acquisition, where reflected arrivals are recorded; however, traveltime tomography causes certain artifacts in the images. These artifacts are the result of limitations in the acquisition geometry, errors in the source and receiver antenna locations, and errors in the time picking as well as the type of rays used (straight or curved). All these limitations have been taken into account in this study. The errors in the source and receiver locations as well as the picking errors are discussed below. Here, we focus on the curved-vs. straight-ray tracing and the limitations posed by the acquisition geometry. Curved-ray tomography should give better results than straight-ray tomography, as it honors the velocity model. Most studies use straight rays, however, as this is simpler to implement.
Ray Tracing
The EM waves generated by the antennas are in the highfrequency band (50-900 MHz). This means that ray theory is valid (e.g., Kline and Kay, 1965; Vasco et al., 1997) . In ray theory, the energy propagates along ray paths. In isotropic heterogeneous media, the ray paths are given by the following set of ordinary differential equations:
where x = [x 1 (s),x 2 (s),x 3 (s)] is the ray path, p = [p 1 (s),p 2 (s),p 3 (s)] is the slowness vector (tangent vector to the ray path), v = v(x) is the velocity at x, and the independent parameter s is the arc length along the ray. The initial conditions for the ray equations are x(0) = x s , p(0) = p s . Here, x s is the position of the source antenna, and p s is the slowness vector at the source, i.e., the vector pointing in the direction in which the ray leaves the source antenna.
FiG. 3. Scaled waveforms for the three data sets from cross-well k4 to k6, with a source in Well k4 at a depth of 2.2 m. First-arrival travel-time picks used in the tomography are also shown. The traces were collected on 22 March (blue), April (green), and 22 April (red).
To better distinguish between the three data sets, the data from the second and third data sets are shown with a small offset. Travel-time picks for the data are shown using 8 (first survey), ♦ (second survey), and K (third survey).
The computation of a ray path from a source in one well to a receiver in another well ("two-point ray tracing" [e.g., Červený, 2001] ) requires two steps (Keers et al., 2000) . First, the ray paths with varying take-off angles, from a source in one well to the other, are computed. This can be performed using various methods. In this study, we used a fourth-order variable step size Runge-Kutta method (Press et al., 1992) . This "one-point ray tracing" algorithm gives the positions of a discrete number of rays in the receiver well as a function of the take-off direction. Root solving can then be used to solve the two-point ray tracing problem, i.e., to find the take-off direction for a certain position in the receiver well. The root-solving method used here is bisection (Press et al., 1992 ). Newton's method may also be used; however, we found bisection to be suitably efficient. This two-point ray tracing method is particularly efficient if one has to do two-point ray tracing from one source to many receivers, as in this study. The wave velocities in this study were assumed to be smoothly variable, with no discontinuities present. This is a reasonable assumption because the core data showed no clear boundary between the topset and the foreset (see discussion above). Once a ray path from a source x s to a receiver x r is computed, its travel time T(x s , x r ) is determined by integrating the "slowness" (the inverse velocity) along the ray path:
The velocity values are given on a square grid with a grid size of 0.1 by 0.1 m; the ray tracing requires the computation of the velocity and its gradient at arbitrary points. This is done using two-dimensional cubic splines (Press et al., 1992) . Computation of all two-point ray paths for the models and acquisition geometry studied here took <1 min on a PC with a 1-GHz processor.
Curved-Ray vs. Straight-Ray Tomography
The picked travel times were used to get an initial estimate of the average velocity between the wells. This velocity was given by the slope of a least squares fit of the travel times vs. the sourcereceiver distance. After this, the ray paths and travel times were computed by ray tracing. In the first iteration, the ray paths for both the curved-ray and the straight-ray inversions were straight since the velocity model is homogeneous. In all subsequent iterations, the curved-ray tomography computes the travel times using ray tracing in the updated velocity model. The straight-ray tomography computes the travel times by integrating Eq. [2] along a straight line using the updated velocity model.
For each ray (source-receiver combination) i, the travel time residual is δT i = T c,i − T o,i , where T c,i is the travel time of the ray traveling through the model (computed using either straight-or curved-ray paths) and T o,i is the observed travel time for the corresponding source-receiver combination. In traveltime tomography, the observed travel-time residuals are related to the velocity variation δv k (Nolet, 1987) by
where l is the length of ray i through velocity cell k and the background velocity is denoted by v. For the real data sets, the equations were expanded to account for small errors in the source and receiver locations (Keers et al., 2000) ; this is obviously not necessary for the test inversion. In matrix form, the new system of equations can be written as
L is a coefficient matrix consisting of the parameters in Eq.
[3], L R and L S are the matrices of 0s and 1s depending on whether the source or receiver is active, and δV R and δV S represent source and receiver statics. Statics are the time shifts associated with small errors in the source and receiver locations. These were used in the inversions of the field data only. Equation [4a] can be stabilized by adding damping and smoothing terms (Nolet, 1987; Menke, 1989) :
where λ 1 is a damping factor, λ 2 is a smoothing factor, I is the identity matrix, D is a smoothing operator, and 0 R and 0 S are zero matrices. In this study, the damping and smoothing factors were kept constant for all inversions. Matrix L   is a sparse matrix and Eq. [4b] can be solved using the LSQR algorithm (Paige and Saunders, 1982) . Once a new model is obtained, it is used as the starting model for another iteration of the travel-time tomography algorithm.
Test Model
To assess the performance of the curved-and straight-ray tomography algorithms for the given acquisition geometry, we performed a synthetic tomographic test. The test model, shown in Fig. 4a , mimicked the expected geology. The test model consisted of two units corresponding to the topset and foreset units. The top unit (the topset) had a velocity of 140 m/µs. The lower unit (the foreset) consists of a dipping layer with a velocity of 107 m/µs in an otherwise homogeneous medium having a velocity of 120 m/µs. The top unit was chosen to be a bit faster than the lower unit, as the soil material in the topset generally is coarser and drier than the foreset, and therefore contains more air. The boundary between the two units was smooth. This is reasonable, from a structural (the core data do not show a clear boundary between the topset and the foreset [ Fig. 2] ) as well as hydrologic (capillary forces tend to smooth out large differences in water content) point of view.
Ray paths for the test model, emanating from two sources, are shown in Fig. 4a . The velocity variations cause the rays to bend. The rays avoid regions with lower velocity, as predicted by Fermat's principle (Nolet, 1987) . The velocity variations are rather smooth. Therefore, multipathing (which occurs when nearby rays cross) does not occur and there are no caustics (e.g., Kravtsov and Orlov, 1998) . This implies that there is always, at most, one ray from the source to the receiver.
The test model was inverted using straight-ray (Fig. 4c ) and curved-ray (Fig. 4d) tomography. For both inversions, seven iterations were used. The smoothing and damping parameters were kept constant throughout. Both algorithms captured the main structures: The interface between the top and lower unit is clear in both images, and the dipping layer in the foreset is clearly visible. The shape of the dipping layer, however, as well as the boundaries of the test model are more accurately recovered using the curved-ray tomography. The maximum difference in velocity between the test model and the curved-ray tomogram is 6.3% (Fig. 4c) ; however, the maximum difference in velocity between the test model and the straight-ray tomogram is 9.8%. Therefore, this synthetic test shows that curved-ray tomography gives significantly better results than straight-ray tomography for this particular model. In retrospect, this is to be expected because the curvature of the ray paths for the synthetic model is quite strong (Fig. 4a and  4b) . Figure 4b shows the total ray coverage. The ray coverage is poor at the top and bottom of the acquisition area, as expected. In the middle of the figure, the ray coverage is also a bit less near the dipping layer, because of its lower velocity. The tomographic results deteriorate in areas of low ray coverage, as can be seen from the tomograms. Therefore, any velocity variations at the top and bottom of the survey should be interpreted with caution, as they could be artifacts rather than real structural variations. The artifacts from the straight-ray tomography (at the bottom and top of Fig. 4c ) are stronger than those of the curved-ray tomography (top and bottom of Fig. 4d) .
A quantitative measurement of the quality of the inversion is provided by computing the misfit as a function of the number of tomographic iterations. The misfit, defined as the sum of the errors in the travel times, is a measure of the accuracy of the velocity model. It is given by
where T o,i is the observed travel time of the ith ray, T c,i is the computed travel time of the ith ray (computed using the velocity model obtained after travel-time tomography), and N is the total number of ray paths. The misfit reduction obtained from curved-ray tomography gives an improvement in the misfit of about 40%. This is quite significant and expected from the qualitative observations from Fig. 4c and 4d as discussed above. Therefore, the tomography on the real data was performed using curved-ray travel-time tomography, as discussed below.
Results and Discussion
Tomography of Time-Lapse GPR Data
We applied curved-ray tomography to the cross-well data sets from Wells k14 to k16 and Wells k16 to k18 obtained on 22 March and 1 and 22 April 2005 (Fig. 5 ). The starting model was obtained using least squares fit of the travel times as a function of straight-ray distance. The damping and smoothing terms used were kept constant for all inversions. The errors in the position of the source and receiver locations were relatively small and were accounted for using static corrections (see the remark following Eq. [4a]). In this case, we used only four iterations, as the reduction in misfit between the fourth and third iterations was not very significant in comparison with the reduction in misfit between the earlier iterations. The two-point ray tracing code was used after each iteration to update the curved-ray paths and, therefore, the computed travel times.
The tomograms from the field data shown in Fig. 5 show velocity variations from 108 to 153 m/µs in the first survey, 102 to 152 m/µs in the second survey, and 87 to 138 m/µs in the third survey. The velocity variation is a function of both the spatial distribution of the soil water content and the soil structure. The tomograms, especially the third one, give a rather good indication of soil structure. According to the core samples (Fig. 2) and knowledge of local geology, the interface between the topset and foreset is approximately 2.1 m below the surface. This interface is visible in the third tomogram but is not clearly visible in the first and second tomograms. Nevertheless, the velocity is generally higher in the topset than in the foreset in all of the tomograms. The relatively high velocities in the topset can be explained by the relatively coarse material it contains. The coarse materials cause the pores to be relatively large; this makes it harder to retain the water, which causes an increase in velocity. In addition, a dipping layer is particularly visible between Wells k14 and k16 starting at a depth of 2.5 m in k14. The layer is dipping in a southerly (right) direction. Another dipping layer is visible only in the third tomogram between Wells k16 and k18 starting at a depth of 2.1 m. Visibility of dipping layers seems to be correlated with an increase in soil water content. In other words, as far as water infiltrates into the foreset, differences in the permeability of different dipping layers cause different water saturation inside the layers and at the tops and the bottoms of them. Since water is the main factor that influences the velocity of EM waves, the dipping layers become more visible in the tomograms. This may indicate that the permeability, rather than the porosity, distinguishes one dipping layer from the other. Soil water content will be examined in more detail below.
Before the snowmelt, the velocity distribution in the topset is rather homogeneous (Fig. 5a ). During and after the snowmelt, as water infiltrates the subsurface, the velocities decrease by different rates in different parts of the topset and the velocity distribution becomes more heterogeneous (Fig. 5b and 5c ). The same phenomenon occurs in the foreset, with the only difference that velocity distribution is rather heterogeneous in this unit even before the snowmelt.
The reduction in the misfit, as a function of the number of iterations for the six data sets, is shown in Fig. 6 . The same misfit function used in the test model (see Eq.
[5]) was applied for the field data. For the third survey, misfit reduction is comparatively high, which indicates very heterogeneous spatial velocity distribution at this time. This is related to the irregular wetting process described below. Note that final reduction in the misfit of the real data is not as high as in the test model because the synthetic data do not contain any noise or errors and their geometry is simpler than that of the field data.
A useful test to check the quality of the tomograms is provided by the fact that the areas between Wells k14 and k16, as well as between Wells k16 and k18, are independently imaged. The independently obtained tomograms should be continuous across Well k16. These tomograms are continuous across Well k16 (Fig. 5) . The abrupt changes in the third data set (Fig. 5c ) across Well k16 are not discontinuities but rather the result of irregular wetting processes caused by geologic structures. This is further discussed below.
Comparison with Surface GPR Reflection Data
Zero-offset surface GPR reflection data were collected after the snowmelt in 2006 (Fig. 7a) . No processing was performed on the surface profile except for the suppression of the first arrivals, which was done using an exponential scaling model with a start suppressing factor of 0.1 for time zero and stop suppressing factor of 1 for time 20 ns (the air wave and ground wave). The time axis of the surface GPR reflection data were converted to depth by computing the two-way travel time using a constant velocity of 120 m/µs. This velocity was estimated by vertical radar profiling (VRP) data gathered at the same time. In this method, the source antenna was fixed on the surface while the receiver antenna scanned a well. Wells k14, k16, and k18 were used for VRP data gathering. The source antenna position was changed from a distance of 1.2 to 2.4 m from the relevant well with a 0.1-m step increment. The receiver antenna scanned the wells from a depth of 1.5 to 4.2 m, with a step increment of 0.1 m. The velocity was estimated using a least squares fit of the travel times as a function of straight-ray distance. A constant velocity is obviously a rough approximation, because the area between k14 and k18 showed velocity variations up to 40% after the snowmelt in 2005. Migration of the reflection profile is beyond the scope of this study, thus the depth and dip of reflectors in Fig. 7a are only approximate.
Despite the different time of acquisition, there is a striking similarity between the surface GPR reflection profile and the velocity tomograms (see Fig. 7 ; Fig. 7b of around 1.2 m, indicating the pattern of interfering channels in the river plain. This pattern explains the spatial variation of velocity in the topset. Another important reflector in the topset is a reflector starting at a depth of 1.4 m near k14. This reflector seems to correspond with the upper boundary of a high-velocity zone above the interface of the topset and foreset in the tomogram. This is also consistent with the coarse particles visible in the core sample (cf. k14 in Fig. 2) . The interface between the topset and foreset is visible in the surface GPR reflection profile as an erosional nonconformity at a depth of approximately 2.1 m. The nonconformity is seen where foreset reflectors terminate against the topset (indicated by the arrows in Fig. 7a ). The dip directions and angles of reflectors in the foreset are in agreement with the tomogram, as indicated by the dashed lines in Fig. 7b .
The comparison of the surface GPR reflection profile with the tomogram also makes it possible to distinguish some artifacts in the tomogram. For example, consider the very low velocity zone at the end of k14 in the tomogram. It may seem to be plausible, but the direction of the angle appears to be incorrect since there is no reflector in that direction. This artifact is expected because of the poor ray coverage, as pointed out above.
A previous surface GPR reflection profile collected in May 1992 (Mauring and Lauritzen, 1992) , which ran from Well n12 to Well k18 (see Fig. 1 ) shows that the heterogeneity is much stronger between Wells k14 and k18 than between Wells n12 and k14. The strong heterogeneity between Wells k14 and k18 is evident in the surface GPR reflection profile shown in Fig.  7a . This observation will be important when we compare the volumetric soil water content estimates from the neutron meter readings with those obtained from the velocity values near Wells k14, k16, and k18.
Volumetric Soil Water Content and Water Balance
Volumetric Soil Water Content
The velocity tomograms can be used to estimate the soil water content. For a range of sediments (from clay to sandy loam), Topp et al. (1980) found a general experimental relationship between volumetric soil water content and apparent permittivity. They also introduced separate relationships for different types of soils. Since the unsaturated zone at Moreppen consists mainly of sand, we used Topp's equation for sandy loam: where a = −5.75 × 10 −2, b = 3.09 × 10 −2 , c = −7.44 × 10 −4 , and d = 9.634 × 10 −6 According to Topp et al. (1980) , the uncertainty in the values of θ in Eq. [6] is about 0.89%. The soil conditions and GPR frequency range in this study are such that the EM wave velocity of the soils can be approximated as
where c a is the velocity of the EM wave through air and ε is the relative dielectric permittivity of the soil (Davis and Annan, 1989) . For low-loss materials, ε a ? ε.
By inserting Eq.
[7] into Eq.
[6], the volumetric soil water content between Wells k14 and k18 can be estimated from the velocity tomograms. As an aside, we note that the volumetric soil water content estimates using Topp's general equation did not give results that were much different from those using Eq. [6] for sandy loam (the differences did not exceed 0.2%). Furthermore, although Topp et al. (1980) did not use sand samples to derive their general model, some other studies (e.g., Ponizovsky et al., 1999 ) applied Topp's equation to laboratory measurements of soil moisture content and dielectric permittivity of sand and found a satisfactory fit.
The resulting volumetric soil water content images are shown in Fig. 8a (22 March), 8b (1 April), and 8c (22 April). Differences in volumetric soil water content are presented in Fig.  8d (8b minus 8a) and 8e (8c minus 8a). The volumetric soil water content generally varies from 4.5 to 21%. As expected, the soil was driest before the snowmelt. The volumetric soil water content at that time varied from 4.5 to 8.5% in the topset and from 5 to 14% in the foreset (Fig. 8a) . The water distribution at that time was also very homogeneous, especially in the topset.
When the snow started melting, water infiltrated the vadose zone, causing a gradual increase in soil water content in both units, with the largest increase in the topset (Fig. 8b) . The wet- , and k8 as well as interpretation of the topset and foreset. The interface between the topset and foreset is visible in the surface GPR reflection profile, where foreset reflectors terminate against the topset (indicated by arrows in Fig. 7a ).
ting process was spatially irregular, however, with most of the water infiltrating near Well k14, and much less water infiltrating between Wells k16 and k18. This is probably due to a combination of temperature effects and local vegetation. Between the first and second survey, the daily mean temperature varied between −2.3 and 3.7°C. Near Well k18 there are trees, whereas near Well k14 the area is open. The relatively warm weather caused the snow to melt earlier and faster in the open area, near Wells k14 and k16, than near the shade of the trees (Well k18). As a result, the water distribution in the topset in the second survey is more heterogeneous than in the first survey. After all the snow had melted, the volumetric soil water content in the topset increased dramatically between Wells k16 and k18 and in the foreset between Wells k14 and k18 (Fig. 8c) ; however, the water distribution was still heterogeneous and there are indications of focused flow.
As expected, coarse aggregates acted as capillary barriers. An example of this is seen close to k14 in the topset. This domain was dry and there were only minor variations of water content. Indications of permeability barriers can also be seen from Fig. 8 and 2 . Close to k18 at 1.5-m depth, there were only minor variations of water content. At this position there is a fine horizontal compact layer in the topset (Fig. 2) . Another example is visible in the foreset unit, where two dipping layers reveal minor changes of water content (Fig. 8e) . The layer between k14 and k16 fits the high-amplitude reflection in surface GPR profile at the same depth. By comparing these two reflectors with the core samples (Fig. 2) , it is clear that the layer between k14 and k16 is coarser and less compact than the layers above and below it. Therefore, it remained relatively dry during infiltration. On the other hand, the layer between k16 and k18 is compact and has low porosity. Therefore, the minor variations in volumetric soil water content in this layer are probably due to a permeability barrier. Also concentration of water above this layer, and the minor variation of volumetric soil water content below it, are visible in Fig. 8e and confirm the existence of a permeability barrier.
Comparing the Tomography Results and the Neutron Meter Measurements
Neutron meter readings provide an independent estimate of the volumetric soil water content. Neutron meter readings obtained during the time of the second (1 April) and third (22 April) surveys from Well n12 are shown in Fig. 9 , together with the volumetric soil water content profiles near Wells k14, k16, and k18 as well as halfway between the two pairs of wells. We also estimated the volumetric soil water content using the zero- FiG. 9. Volumetric soil water content profiles down Wells n12, k14, k16, and k18, as well as halfway between Wells k14 and k16, and halfway between Wells k6 and k8. The volumetric soil water content down Well n2 was estimated using a neutron meter. The volumetric soil water content at the remaining positions were obtained from the ground penetrating radar (GPR) multioffset profile (MOP) results shown in Fig. 8 (solid line) and the zero-vertical-offset profile (ZOP) data (dashed line).
vertical-offset GPR travel times (the dashed lines in Fig. 9 ), implicitly assuming straight rays.
The volumetric soil water content estimates from the neutron meter readings and the GPR data reveal almost similar patterns but with local deviations, from around 10% mainly in the topset and upper part of the foreset to around 20% near the groundwater table. There are two main differences between the neutron meter estimates and the GPR estimates. The first difference is the sharp increase in volumetric soil water content at n12, starting at a depth of approximately 3.8 m. This sharp increase is probably due to capillary rise. The water table was at a depth of approximately 4.4 ± 0.1 m at the time of the surveys. For fine sands, a capillary rise of 0.5 m or more has been documented from water retention curves (Pedersen, 1994) . The effect of the capillary rise is also presented clearly in Well k14, but is not that clear in Wells k16 and k18. This may be related to the poor ray coverage for this part of the tomograms, which explains the low resolution in this domain. For the zero-vertical-offset estimates, the assumption of straight ray paths caused an underestimation of the water content in the capillary zone. In this zone, the first rays to arrive are those that bend away from the capillary zone toward drier soil. These rays travel faster than the straight ones. Therefore, use of these arrival times for the straight paths leads to an underestimation of water content in this zone.
The second difference between the neutron meter estimates and the GPR estimates is the clear increase in volumetric soil water content in the latter between the third and second surveys. This increase is almost completely absent near Well n12. This can be explained by the relatively strong heterogeneity between Wells k14 and k18, as determined from the velocity tomograms and confirmed by the surface GPR reflection profile. The heterogeneity may cause funnel flow in some areas. Near n12, on the other hand, the structure is much more homogeneous.
Furthermore, n12 is in an open area, so that the snowmelt had started before the second survey and the water infiltration during the whole snowmelt period was more or less constant. Therefore, the soil water content is not expected to have changed much between the second and third survey.
Water Balance
To test the results from the tomographic inversion, a regional water balance calculation can be compared with the derived volumetric water contents. For these calculations, we used groundwater table measurements and publicly available snow accumulation and temperature data (Fig. 10) .
The regional water balance is calculated using
where P s is the amount of water in the snow, P r is the liquid precipitation, E p is the evapotranspiration, G is the flux of water into the saturated zone, and ∆S is the change in water storage in the vadose zone. For this rough calculation, we added a qualitative uncertainty term (ε) to propagate the uncertainty in ∆S.
According to the quality-controlled snow monitoring, P s = 100 mm. Because of the spatial variations, we consider the uncertainty to be significant (ε = 50%). To obtain a local correction of the regional snow measurement, we took four snow samples at Moreppen on 22 March. The local snow water equivalent was P s = 70 mm (ε = 20%). The total precipitation at Moreppen during snowmelt was 27 mm (P r = 27 mm). Actual evapotranspiration is not monitored at Moreppen, but a previous calculation of potential evaporation indicated that E p = 10 mm (ε = 100% (Fig. 10) .
To calculate the water balance of the saturated zone, we needed estimates of porosity (φ) and water retention (θ c ). According to a previous study (Kitterød et al., 1997) , the average porosity at the Moreppen research site at a depth of 3.8 to 4.5 m is φ = 27.5%. In their work, porosity was measured using neutron meter readings below the water we assume that we have a Gaussian probability density function of all entries in the water balance equation, with a confidence interval of 95% and based on a regional water balance, we arrive at {40 < ∆S < 145 mm}. The corresponding estimate based on local snow measurements is {40 < ∆S < 85 mm}. These numbers should be compared with the arithmetic mean of the difference in the volumetric water content on 22 March and 22 April (Fig. 8e) . The domain between 0.8 and 4.2 m below the surface gives an average increase of 87 mm of water. If we include information about the groundwater table, the capillary rise, as well as the neutron meter readings, we may extend the domain from 0.1 to 4.4 m. In this domain, the average increase of water was estimated to be 100 mm. This estimate is almost consistent with our calculation of the regional water balance, which is based on publicly available snow measurements.
Because neutron meter readings were not available before the snowmelt started, a complete calculation of water balance based on the neutron meter readings is not possible. Ground penetrating radar estimates show, however, that the main storage of water in the vadose zone happened between the second and third surveys, i.e., 63 mm in the domain between 0.8 and 4.2 m below the surface. If we calculate water storage in the same domain based on the neutron meter readings, the result is −12 mm. Thus the neutron meter data suggest that water storage in the vadose zone declined between the second and third surveys when snow was melting and infiltrating into the vadose zone. Since the water balance calculation gives a storage estimate quite similar to the GPR data, this means that the neutron meter measurements (obtained along a one-dimensional profile) are not as representative as the GPR estimates for the regional water stored in the vadose zone in this study.
In high-resolution temporal water balance studies, the actual evapotranspiration (E p ) is always difficult to monitor. The same is true for the change in water storage in the vadose zone (∆S). In this study, we have demonstrated a robust approach to estimate ∆S using GPR travel-time tomography. Thus, as a secondary result, by monitoring the three other terms in Eq.
[6], it should be possible to estimate E p .
Conclusions
We have applied curved-ray travel-time tomography to three pairs of cross-well GPR data sets, obtained from the vadose zone at Moreppen (near Oslo's Gardermoen Airport) before, during, and after the snowmelt event of 2005. The vadose zone at Moreppen consists of two main units, the delta topset and delta foreset, deposited by a glacier at the end of the last ice age. The field tomograms captured the heterogeneous structure of the delta topset as well as the dipping structure of the delta foreset. This was confirmed independently by surface GPR reflection data and x-ray images of core samples. The field tomograms also show temporal variations in velocity due to the snowmelt. Generally, velocity decreased and spatial velocity distribution became more heterogeneous with time during the snowmelt.
The volumetric soil water content between the wells was estimated using Topp's equation for sandy loam. The water infiltration caused by the melting of snow was nonuniform because of differences in vegetation near the wells. Nonuniform infiltration and complex soil structure gave rise to a very heterogeneous volumetric soil water content distribution at the end of the snowmelt period.
The volumetric soil water content estimates were compared with neutron meter readings from a well nearby. The overall values of volumetric soil water content were similar; however, there were some significant differences between the two estimates. The capillary zone was identified by both methods, but the capillary rise is different and seems to be underestimated by GPR tomography. This is probably due to the low ray coverage in this area. Second, the increase in soil water content between the second and third surveys was clear from the GPR data, but not from the neutron meter readings. This can be explained by the different degrees of heterogeneity around Well n12 and between Wells k14, k16, and k18, as well as by nonuniform infiltration. The geologic structure and soil water content estimates derived from the GPR tomography can be used in forward and inverse flow modeling.
Finally, a traditional water balance computation was performed. Based on the water balance calculation using the publicly available snow measurements, the increase of water in the vadose zone was estimated to be 92 mm. From GPR tomography, we estimated an increase of 100 mm. This shows that cross-well GPR tomography can be used to estimate the change in water storage in the vadose zone. As a secondary result, when the change in water storage in the vadose zone (∆S) and one of the other terms (e.g., E p ) are both unknown in the water balance calculation, by estimating ∆S using cross-well GPR tomography, as an alternative to other methods, it should be possible to reasonably estimate the other unknown term (e.g., E p ).
