Abstract: Power systems involve both continuous and discrete acting components and subsystems. In this work a logical specification is used to define the transition dynamics of the discrete subsystem. A computational tool that reduces the logical specification to a set of inequalities and the use of the transformed model in a dynamic programming approach to the design of optimal feedback controls are described. An example of optimal load shedding for a power system with aggregate induction motor and constant admittance loads is given.
INTRODUCTION
In this paper we seek to design power management systems that optimize the discrete actions of protective devices in order to insure continuity of service to vital loads. We describe a modeling approach that captures both the discrete and continuous aspects of the power system and show how dynamic programming can be applied to derive optimal control strategies. The computational tools are summarized and an example is given.
A power system's continuous and discrete dynamics can be integrated in a hybrid automaton model that is composed of a description of the discrete transition behavior from one discrete state (or mode) to another along with models of continuous behavior within each mode. It has proved to be an important theoretical tool and is a key conceptual device for model building. However, other forms of models are far more convenient for control system design. Such models include the 'mixed logical dynamic system' (MLD) (Bemporad and Morari, 1999; Geyer et al., 2003) . The ability to convert from one form of model to another are important.
In our approach, we model the transition dynamics by a logical statement (or specification). We have developed a tool in Mathematica, that converts any logical specification into a set of mixed-integer formulas (IP formulas). Thus, the transition specification for the automaton is converted into a set of inequalities involving Boolean variables. The IP formulas are used in computing the optimal control strategy. Our approach derives a feedback policy based on finite horizon dynamic programming.
The basic idea was outlined in (Kwatny et al., 2005) where we gave several simple examples that illustrated the conversion of logical specifications to IP formulas. We also gave an example of optimal periodic control of simple power electronic device. In this paper we design an optimal load shedding controller for a power system with aggregated induction motors and constant admittance loads. Because this simple system exhibits typical power system nonlinear dynamics, it has frequently been used to articulate behaviors associated with voltage collapse, e.g., (Ohtsuki et al., 1991; Pal, 1993; Bao et al., 2000) .
In Section 2 we provide a specific definition of the problems considered herein. Sections 3 and 4 describe the computational tools. The optimal load shedding example is given in Section 5.
PROBLEM DEFINITION

Modeling
The class of hybrid systems to be considered is defined as follows. The system operates in one of m modes denoted q 1 , . . . , q m . We refer to the set of modes Q = {q 1 , . . . , q m } as the discrete state space. The discrete time difference-algebraic equation (DAE) describing operation in mode q i is
where x ∈ X ⊆ R n is the system continuous state, y ∈ Y ⊆ R p is the vector of algebraic variables and u ∈ U ⊆ R m is the continuous control. Transitions can occur only between certain modes. The set of admissible transitions is E ⊆ Q × Q. It is convenient to view the mode transition system as a graph with elements of the set Q being the nodes and the elements of E being the edges. We assume that transitions are instantaneous and take place at the beginning of a time interval. So, if a system transitions from mode q 1 to q 2 at time k we would write q(k) = q 1 , q(k + ) = q 2 . We do allow resets. State trajectories are assumed continuous through events, i.e., x(k) = x(k + ), unless a reset is specified.
Transitions are triggered by external events and guards. We denote the finite set of events Σ. It is convenient to partition the events into two types; those that are controllable (they can be assigned a value by the controller), and those that are not. The latter are exogenous and occur spontaneously. Such an event might correspond to a component failure, or a high level change of operational mode. We will use the symbols s to represent controllable events and p to represent uncontrollable events. Thus, Σ = S × P where s ∈ S and p ∈ P . A guard is a subset of the continuous state space X that enables a transition. A transition enabled by a guard might represent a protection device. Not all transitions have guards and some transitions might require simultaneous satisfaction of a guard and the occurrence of an event. The guard assignment function is G : E → 2 X .
We consider each discrete state label, q ∈ Q, and each event, σ ∈ Σ, to be logical variables that take the values True or False. Guards also are specified as logical conditions. In this way the transition system, including guards, can be defined by a logical specification (formula) L. Precisely one of the elements of δ q will be unity and all others will be zero.
Notice that with the introduction of the Boolean variables we can replace the set of dynamical equations (1) with the single relation
The Control problem
We assume that the system is observed in operation over some finite time horizon T that is divided into N discrete time intervals of equal length. A control policy is a sequence of functions
Thus, µ k generates the continuous control u k and the discrete control δ k that are to be applied at time k, based on the state (x k , δ qk ) observed at time k.
Consider the set of m-tuples {0, 1} m . Let ∆ m denote the subset of elements δ ∈ {0, 1} m that satisfy δ 1 + · · · + δ m = 1. Denote by Π the set of sequences of functions
m S that are piecewise continuous on X.
Now, given the initial state (x 0 , δ q0 ) the problem is to find a policy, π * ∈ Π, that minimizes the cost functional
Specifically, the Optimal Feedback Control Problem is defined as follows. For each x 0 ∈ X, δ q0 ∈ ∆ m determine the control policy π * ∈ Π that minimizes the cost (3) subject to the constraints (1) and the logical specification, i.e.,
Notice that if a receding horizon optimal control is desired, once the optimal policy is determined, we need only implement the state feedback control
LOGICAL SPECIFICATION TO IP FORMULAS
The first step in solving the optimal control problem is to transform the logical specification L into a set of inequalities involving integer (in fact, Boolean) variables and possibly real variables, socalled IP-formulas. The idea of formulating optimization problems using logical constraints and then converting them to IP formulas has a long history. This concept was recently used as a means to incorporate qualitative information in process control and monitoring (Tyler and Morari, 1999) , and generally introduced into the study of hybrid systems in (Bemporad and Morari, 1999) .
McKinnon and Williams (1989) proposed the inclusion of logical constraints in optimization methods. They suggested a sequence of transformations that brings a logical specification into a set of IP-formulas. Li et al. (2000) present a systematic algorithm for transforming logic formulas into IP formulas. We have modified and extended these methods in order to obtain simpler and more compact IP formulas with other modifications to enhance their applicability to hybrid systems.
The basic function in our Mathematica implmentation is GenIP which takes as two arguments, the specification and a list of variables, either propositional variables or bounded real or integer variables. The latter are specified in the form a ≤ x ≤ b. GenIP performs a series of transformations and simplifications and returns the IP formulas.
If all of the guards are linear (set boundaries are composed of linear segments), then the IP formulas are system of linear constraints involving the Boolean variables δ q , δ q + , δ s , δ p , respectively, the discrete state before transition, the discrete state after transition, the controllable events, the exogenous events. They also involve a set of auxiliary Boolean variables, d, introduced during the transformation process, and the continuous state variables, x. The general form is
where the matrices have appropriate dimensions. As we will see in examples below, with x, δ q , δ s , δ p given these inequalities typically provide a unique solution for the unknowns δ q + and d. The system evolution is described by the closed system of equations (6) and (2).
CONSTRUCTING THE OPTIMAL SOLUTION
The optimal policy π * is one that satisfies (4). Now we are in a position to apply Bellman's principle of optimality: suppose π
is an optimal control policy. Then the sub-policy
is optimal with respect to the cost function (3).
Let us denote the optimal cost of the trajectory beginning at x i , δ qi as J * i (x i , δ qi ). It follows from the principle of optimality that
Equation (7) provides a mechanism for backward recursive solution of the optimization problem. To begin the backward recursion, we need to solve the single stage problem with i = N . The end point x N , δ qN is free, so we begin at a general terminal point
Once the pair µ *
Continuing in this way we obtain
We need to solve (9) recursively backward, for i = 2, . . . , N after initializing with (8). We begin by constructing a discrete grid on the continuous state space. The discrete space is denotedX. At each iteration the optimal control and the optimal cost are evaluated at discrete points in Q ×X. To continue with the next stage we need to set up an interpolation function to cover all points in Q×X.
We exploit the fact that the system is highly constrained and almost all of the constraints are linear in Boolean variables. The basic approach is as follows:
( 
EXAMPLE: OPTIMAL LOAD SHEDDING
In this section we provide a simple illustration of the formulation and solution of a power management optimal control problem. The primary mechanism for voltage control is the continuous variation of field voltage within its bounds. In addition, we consider load shedding as a discrete control means, specifically for accommodating transmission line faults.
Network and Load Dynamics
A relatively simple system that is known to exhibit interesting voltage stability characteristics is a single generator feeding an aggregated load composed of constant impedance loads and induction motors. The system has been used to study the effect of tap changing transformers and capacitor banks in voltage control, e.g., (Ohtsuki et al., 1991; Pal, 1993; Bao et al., 2000) .
Consider the system shown in Figure 1 . The system consists of a generator, a transmission line, an on-load tap changing transformer (OLTC) and an aggregated load. The generator is characterized by a 'constant voltage behind reactance' model. The generator internal bus voltage E is used to maintain the voltage at bus 2; so long as E remains within the limits imposed by the excitation current limits. The OLTC ordinarily moves in small discrete steps over a narrow range. The load is an aggregate composed of parallel induction motors and constant impedance loads. An induction motor can be characterized as an impedance with slowly varying resistance; consequently, the aggregate load is represented by constant impedanceactually, a slowly varying impedance, where the Fig. 1 . System configuration.
impedance depends on the aggregate induction motor slip.
The network equations are easily obtained. Suppose δ 1 , δ 2 denote the voltage angles at bus 1 and 2. Define the relative angle θ 2 = δ 2 − δ 1 . The network equations are
From the last two equations we obtain
Now, let us turn to the induction motors. An equivalent circuit for an induction motor is shown in Figure 2 . Here, the parameters R s , X s denote the resistance and inductance of the stator, X m denotes the magnetizing inductance, and R r , X r the rotor resistance and inductance. The resistance R r (1 − s) /s represents the motor electrical output power. We will neglect the small stator resistance and inductance. We also assume the approximation of large magnetizing inductance is acceptable. Under these conditions we obtain the following. The real power delivered to the rotor, P d , and the power delivered to the shaft, P e , are
The dynamical equation for the motor (Newton's law) isω
Introducing the slip, s, s = (ω 0 − ω m )/ω 0 , the motor dynamics take the forṁ
System Operation
In the following, we allow for shedding a fraction, η, of the load. In the present example, we allow three different values of η including zero, so η ∈ {0, η 1 , η 2 } . Consequently, there is normal operation and two prioritized blocks of load that can be dropped in accordance with the transition behavior defined in Figure 3 . The corresponding logical specification is In the present case, we assume the blocks are sized such that
We assume that the OLTC ratio is fixed, i.e., the OLTC is not being used for control, so n = const. If the OLTC is to be employed, the dynamics of tap change must be added.
Equation (10) represents turbine-generator dynamics. Ordinarily, the power input P g is adjusted to regulate the speed ω which is to be maintained at the value ω 0 . We assume that regulation is fast and accurate. It is possible to investigate the impact of frequency variation on system behavior. If it were assumed that frequency variations were small, then the effect on all impedances could be approximated, and this is often done. That has not been included here, so there is no apparent coupling between (10) and the remaining equations, so it can be dropped. Equation (11) represents the network voltage characteristic. The field voltage E is used to control the load bus voltage V 2 . We will assume that it is desired to maintain V 2 = 1. If we ignore the exciter dynamics, then (11) allows the determination of the field voltage that yields the desired load bus voltage. However, the field voltage is strictly limited, 0 ≤ E ≤ 2. If we assume that only the upper limit is a binding constraint, there are two possibilities for satisfying (11):
Equation (12) represents the aggregated motor dynamics, and the load admittance is given by the last two equations. The system data is R L = 2, R r = 0.25, X r = 0.125, a = 1 (nominal) , I m ω 2 0 = 4.
The Optimal Control Problem Without OLTC,
The problem is formulated as an N step moving horizon optimal control problem, in which they slip dynamics are written in discrete time form. The control variables are E (k) , η (k). The goal is to keep the load voltage V 2 close to one, specifically, we require 0.95 ≤ V 2 ≤ 1.05. Our intent is to use the field voltage, E, to regulate the terminal voltage, V 2 to 1 p.u. Because 0 < E ≤ 2 is constrained, we specify that solutions must satisfy
If the field voltage saturates, the only remaining option is to shed some load. We seek an optimal control policy, i.e., a sequence of controls
subject to the system constraints. We can make some rough assessments of appropriate weighting constants r 1 . Load shedding should be avoided with respect to regulating V 2 unless the V 2 tolerance is violated. Hence we want r 1 > 0.25 2 /0.05 2 = 1/25.
In summary, we have slip dynamics in discrete time form
The IP formulas for the logical constraint
And the IP formulas for the load shed parameter η
One result is shown in Figure 4 . It illustrates the optimal load shedding strategy following a line failure represented as a reduction of a. The feedback control is given as a function of the state -the latter composed of the continuous slip and the three discrete states. At each state, the values of the control actions δ s1 , δ s2 are given. The controlled transitions are also indicated. Suppose immediately post-failure, the system is in mode q 1 , with a reduced slip of 0.1, then the system will respond as follows. Given a mechanical power level of 0.7, the equilibrium slip is about 0.47. As slip increase, the first block of load os dropped at about s = 0.3 and the second at about s = 0.4.
CONCLUSIONS
We have described an approach to modeling power systems as hybrid dynamical systems that include continuous and discrete subsystems. The essential feature of the model is a characterization of the discrete subsystem in terms of a set of IP formulas.
The application of this model to the design of optimal feedback control systems using dynamic programming has also been described. Computational tools for performing the translation of the logical specification to IP formulas and for solving a limited form of the dynamic programming problem have been assembled in Mathematica. An example is given that illustrates the problem of optimal load shedding as a means of responding to line faults. The example also illustrates how logical constraints involving system real variables -in this case excitation voltage -can be incorporated in the problem via transformation to IP formulas.
