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A two-species hydrodynamic model of particles
interacting through self-alignment
Laurent Navoret∗
Abstract In this paper, we present a two-species Vicsek model, that describes alignment
interactions of self-propelled particles which can either move or not. The model consists
in two populations with distinct Vicsek dynamics [42] that interact only via the passage of
the particles from one population to the other. The derivation of a macroscopic description
of this model is performed using the methodology used in [22] for the Vicsek model: we
find out a regime where alignment in the whole population occurs. We obtain a new
macroscopic model for the densities of each populations and the common mean direction
of the particles. The treatment of the non-conservativity of the interactions requires a
detail study of the linearised interaction operator.
Keywords: Individual based model; sheep behaviour; Vicsek model; asymptotic anal-
ysis; orientation interaction; hydrodynamic limit; collision invariants
1 Introduction
The modelling of flocking behaviour, like flock of birds or school of fish, has recently been
the subject of a vast literature: one of the main issue tackled in these works is the emer-
gence of collective movement from only local interactions between neighbouring animals,
without leaders. To describe such dynamics, a first modeling approach is to consider a
system of self-propelled particles, i.e. particles moving with a preferred speed, and to pro-
pose interaction rules: a first class of models have considered binary attraction-repulsion
interactions [12, 17]. These models can be completed by alignment interactions [2, 19].
Note that empirical studies on flock of starlings [3, 15] have also been carried out to
characterise the interaction law. A vast literature also focuses only on alignment interac-
tions dynamics (without attraction-repulsion interactions) and in particular on the Vicsek
model [42]: each particles tends to align with the mean direction of its neighbours. In this
paper, we propose a model where the particles also follow Vicsek alignment interactions
but can be either moving or at rest. This model is motivated by the displacement dynam-
ics of gregarious animals, like the movement of sheep herds. The population is thus split
in two phases with two independent alignment dynamics: one phase made of particles
with a prescribed non-zero speed and the other phase made of zero-speed particles. The
passage of the particles from the moving to the non-moving state (and inversely) makes
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the two phases interact and so raises the question whether the large scale alignment in
each phases and the alignment of the two phases themselves could occur.
To describe and to characterise the large scale dynamics of animal populations, we are
interested in macroscopic models that provide the dynamics of macroscopic quantities like
the density or the mean velocity inside the flock. Some of these models are phenomenolog-
ical (e.g. [34, 41]) while others are obtained as the mean-field limits of individual based
models [12, 23, 17, 14]. Concerning the Vicsek model, several macroscopic (kinetic or
continuum) models have been proposed [8, 21] but Degond and Motsch [22] first provided
a mathematical derivation from the microscopic model. Such derivations raise interesting
questions about propagation of chaos [10, 9], and enable to study the convergence rate to
the long-time asymptotic flocking states [20, 30, 31, 11]. As the original Vicsek algorithm
[42, 29, 1, 29, 27], macroscopic models can also present phase transition phenomena [27]
from disordered to ordered configurations. Several variants of the Vicsek model have been
studied: the noise can be implemented in different ways [16], the noise and the alignment
frequency can be made dependent on the local density, an angle of vision can be added
[26]. We also refer to [13] for a review on swarming models. We mention that models
have also been proposed for vehicular/pedestrian traffic [32, 6] but they differ from the
previous ones since each particle then pursue a goal.
As announced above, we study here a variant of the Vicsek model for the displacement
of a system of particles which can either move or not. Indeed, this work is motivated by
the behaviour of sheep in groups during grazing period: sheep alternate between motion-
less time when grazing and displacements to look for fresher grass. In our model, the
(biological) state of each particles is then described by a speed variable which takes only
two values. The change between the two states of the animal can be either spontaneous or
triggered by fellows. Moreover, as biologists experimentally show it in [38], any member
of the group can initiate a movement: this is called distributed leadership. Therefore, in
the model we consider, the change of speed is modelled by a Markovian jump process,
whose jump rates are depending on the local alignment to the neighbouring particles:
the more one motionless particle is aligned with moving particles, the more it is likely to
interact and then to change its speed. Comparisons with experimental data should be
required to confirm or improve such interacting law. For more information about herd-
ing, we refer to [36, 37, 18]. Here after, we will study this model as a minimal model of
synchronization between two phases with different characteristic speeds and exchanges of
individuals between the two phases.
Based on this microscopic dynamics, a mean field kinetic equation with a discrete
speed dynamics is considered: the Vicsek model is coupled with a Markovian jump process
modelling the change of speed. This kinetic model is the starting point of our study. This
model is then discrete in the speed variable and thus shares some analogies with the
discrete kinetic models developed for traffic modeling in [25, 6]. The discreteness of the
velocity modulus space is not a mathematical simplification (as it is the case for the
Broadwell or Carleman models [28]), but is here a modelling assumption: as in traffic
dynamics, the distribution function in the speed variable is really discontinuous [38].
However, we note that our model strongly differs from all these works since the velocity
direction space is kept here as a continuum, i.e. the unit circle S1. Note that Markovian
jump models have also been proposed for the population dynamics of cells, in particular
to model proliferating or destructive interactions [7, 4]: unlike these models, the particles
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are here conserved in time.
The main purpose of the paper is to investigate the large scale dynamics of this two-
phase kinetic model. Two time scales corresponding to the two types of interactions, are
involved in this model: the time scale ε of the Vicsek interactions and the time scale δ of
the speed changes. Here, we focus on the asymptotic regime ε≪ δ ≪ 1, where the Vicsek
interactions are more frequent than the speed changes and where both time scales are
small compared to the macroscopic one: to this aim, we first consider the dynamics in the
regime ε≪ 1, δ = O(1) before investigating the δ → 0 limit. Following the methodology
introduced in [22], in the large scale Vicsek limit (ε → 0), we obtain two macroscopic
Vicsek models, giving the dynamics of the densities and the mean directions for each
phases (moving and non-moving phase), coupled through the speed change operator. The
specificity of this model is that the macroscopic speed change operator do not conserve
the global mean direction. Indeed, they are derived from the integration of the kinetic
speed change operator against “generalised collisional invariants” [22] which are specific
for each Vicsek operators: they depend on the parameters of the Vicsek operator, which
can be different for the moving and the non-moving phase.
The second step now consists in obtaining an averaged two-phase model, once the
equilibria of the speed change dynamics are reached. The derivation of such “simplified”
averaged models is a very challenging issue in two-phase fluid dynamics and has been the
subject of a lot of works [33]. To achieve our goal, we first find out the equilibria of the
speed-change operator: thanks to a careful study of the speed change operator, we are able
to show that the two phases are either locally aligned or locally in the opposite direction.
Moreover, the densities of the two phases are linked through a non-linear balance equation.
To find out the dynamics of these equilibria, we face once again the non-conservativity
nature of the model: indeed, this property prevent us from having obvious “collisional
invariants” that would result in balance simplifications. To overcome this difficulty, we
perform an Hilbert expansion around the equilibria and we figure out the kernel and the
image of the linearised exchange operator, which acts on the two-dimensional space of
the mean directions: any non-zero element of the one-dimensional orthogonal space of its
image then provide a “generalised collisional invariants”. Supposing that the equilibria
are reached, we thus find out the dynamical system satisfied by the total density and the
common direction of the two-phases.
All this methodology enables to provide the dynamics of the two-phases, once they
aligned. It provides a new non-conservative model for swarming population, whose several
mathematical properties are yet left open. For instance, the stability of the equilibria
and the hyperbolicity of the macroscopic model will be investigated in future works. In
addition, this model raises some interesting questions about the modelling of alignment
interactions in herds: what is the macroscopic behaviour in other regime of parameters
(for instance if the Vicsek interactions are less frequent than the speed changes) ? We
can ask also about the appearance of phase transitions in such discrete speed dynamics.
The outline of this article is as follows. In Section 2, we introduce the two-phase model
at the particle and the kinetic level. In Section 3, we present the macroscopic regime we
are interested in: we perform a hydrodynamic rescaling and uncouple the Vicsek and
the speed change time scales. We then state the two main results. Sections 4 and 5 are
devoted to the proofs of the derived hydrodynamic models: as explained above, we first
focus on the large scale Vicsek dynamics (sect. 4) and then in the large scale speed change
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asymptotic (sec. 5). In the two steps, we figure out the equilibria and close the system
using collisional invariants. Appendices A, B and C provide some detailed computations.
2 A two-speed Vicsek model
We present in this section an individual-based model and its mean-field kinetic version to
describe alignment interactions in a system of self-propelled particles, that can move and
stop.
2.1 The microscopic model
We consider N particles with positions Xk ∈ R
2 and velocities V k = cηkωk ∈ R
2 for
k ∈ {1, . . . , N}, where ηk ∈ {0, 1} and ωk ∈ S
1 = {ω ∈ R2, |ω| = 1} denote respectively
the velocity moduli and the velocity directions. The magnitude of the velocities can take
only two values 0 or c > 0, and then the particles are separated into two subgroups: the
subgroup {k, |V k| = 0} made of the particles at rest and the subgroup {k, |V k| = c} of
the moving particles.
The Vicsek dynamics within the subgroups. The interactions among particles of
the same phase are given by the Vicsek model, as described in [22]: a particle is supposed
to have a mimetic behaviour with the neighbouring congeners being in the same state
(moving or at rest). The dynamics of positions Xk and orientations ωk are given by the
following equations:
dXk
dt
= c ηkωk,
dωk = (Id− ωk ⊗ ωk)(νkω¯kdt+
√
2dkdBt),
(1)
where Id denotes the identity matrix, w⊗v denotes the tensor product of the two vectors
w and v. The operator (Id − ωk ⊗ ωk) is the projection operator onto the orthogonal
plane to ωk: it ensures the norm of the direction ωk to be unity. Two dynamics are in
competition: each particle tend to align with the mean direction ω¯k of their neighbours
in the disc of radius R around them :
ω¯k =
Jk
|Jk|
, Jk =
∑
j, ηj=ηk,
|Xj−Xk|≤R
ωj , (2)
and noise is applied to the direction with a Brownian motion Bt on R
2. Note that in the
definition of the local mean direction Jk, only the particles of the same phase are taken
into account. This two behaviours are quantified by the alignment intensities νk and the
noise intensities dk. These two parameters are uniform in each subgroup:
(νk, dk) =
{
(ν0, d0), if ηk = 0,
(ν1, d1), if ηk = 1.
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At this level, the dynamics of the two phases are totally independent: the moving particles
follows the Vicsek model with parameters (ν1, d1) and the motionless particles
1 follows
a static Vicsek model with parameter (ν0, d0). The static Vicsek model is similar to the
Ising model, that provides the dynamics of spins distributed on a lattice.
The speed change: the Markov process ηk. The particles can also change their
speeds ηk from the moving (ηk = 1) to the motionless state (ηk = 0) and from the
motionless to the moving state: it results in a permanent exchange of the particles between
the moving and the unmoving phases. This exchange between the two subgroups are
described by the dynamics of ηk: it is a time-continuous Markov process on the state
space {0, 1}. The transition rates are given by:
gk = τk

1 + α 1N
∑
j, ηj 6=ηk,
|Xj−Xk |≤R
(1 + ωk · ωj)
2

 , (3)
where τk is the intrinsic rate which can be can take different values for the two subgroups:
τk =
{
τ0, if ηk = 0,
τ1, if ηk = 1.
The second term in the sum is of order ατk and makes the rate depend on the local
alignment with the members of the other phase : a particle at rest (resp. moving) is all
the more likely to change its speed as it is locally aligned with its neighbouring moving
congeners (resp. congeners at rest). It is aimed at describing the distributed leadership
observed in herds [38]: each particle can bring forth a speed change of its neighbours that
are aligned with it.
The two Vicsek models are now coupled via the passage of the particles from one
subgroup to the other. The dependence of the transition rates on the alignment of the
two subgroups might bring forth the alignment of the whole population. The goal of this
paper is to determine for which set of parameters, alignment in the whole system occurs.
2.2 The mean field kinetic model
We introduce the two distribution functions in phase space: f0(x,ω, t) for the particles
at rest and f1(x,ω, t) for the moving particles. The mean field model we consider is the
following:
∂tf0 = Q0(f0) + E(f0, f1), (4)
∂tf1 + cω · ∇xf1 = Q1(f1)− E(f0, f1), (5)
where ∇x denotes the space gradient operator. The left-hand sides of these two equations
are the transport operators of the particles with velocities 0 × ω and 1 × ω, while the
right-hand sides model the velocity dynamics of the particles.
1Note that particles at rest are not moving in space but their directions are changing in time.
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The operator Q0 and Q1 are the Vicsek operators:
Q0(f0) = −∇ω · (ν0F [f0]f0) + d0∆ωf0, (6)
Q1(f1) = −∇ω · (ν1F [f1]f1) + d1∆ωf1, (7)
with ∇ω· and ∆ω are respectively the divergence and the Laplace operators
2 on the circle
S
1. Note that the operators, Q0 and Q1, differ from one to each other only in the couple
of parameters (ν0, d0) and (ν1, d1). The operator F denotes the alignment forces in each
group and is given by:
F [f ](x,ω, t) = (Id− ω ⊗ ω)ω¯[f ](x, t), (8)
ω¯[f ](x, t) =
J [f ](x, t)
|J [f ](x, t)|
, J [f ](x, t) =
∫
y∈R2,v∈S1
K(|x− y|)vf(y, v, t)dydv, (9)
where K(|x|) is the interaction kernel equal to the indicator function of the disc of radius
R. These operators was derived in [22]: without Brownian motion (d0 = d1 = 0) nor
the operator E(f0, f1), equations (4)-(5) are also satisfied by the empirical distribution
functions of the particles following the Vicsek rules (1) and so the mean-field limit can be
investigated: a rigorous study, carried out in [10], justifies the resulting kinetic equations
for the one-particle distribution functions. We refer also to [39] for theoretical develop-
ments on mean-field limits. Moreover, numerical simulations [35] provide a numerical
validation of this kinetic description at least in some range of parameters.
The exchange term E(f0, f1) in the right-hand sides of both (4) and (5) is given by:
E(f0, f1) = −τ0G[f1]f0 + τ1G[f0]f1, (10)
G[f ](x,ω, t) = 1 + α
∫
y∈R2,v∈S1
K(|x− y|)
(1 + v ·ω)
2
f(y, v, t)dydv. (11)
Without the Vicsek operators, equations (4)-(5) formally represent the forward Kol-
mogorov equation of the time-inhomogeneous Markov process defined by the rates (3).
We refer to [40] for more detail on this subject.
System (4-11) is the starting point of our study of the large time and space scale
dynamics of the microscopic model presented in section 2.1.
3 The macroscopic dynamics: rescaling and main re-
sults
In this section, we focus on the large scale dynamics of system (4-11). We are specifically
interested in regimes where the time scale of the two interactions present in the model,
the internal Vicsek dynamics inside the subgroups and the exchange dynamics between
the subgroups, are small compared with the time scale of observation. To investigate
asymptotic regimes, we first begin by performing a time and space rescaling to obtain a
dimensionless system.
2If θ is the polar coordinate associated to an orthonormal basis (e1, e2) of R
2, then the divergence
of a scalar function f(ω) is given by ∂θf and the divergence of a tangent vector field A = Aθeθ, where
eθ = (− sin θ, cos θ) is the local polar basis, is given by ∂
2
θ2
Aθ.
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Let us write system (4-11) is rescaled variables. Let νV the typical Vicsek interaction
frequency, ν0 = νV ν
′
0, ν1 = νV ν
′
1, and τE the typical speed change frequency, τ0 = τEτ
′
0,
τ1 = τEτ
′
1. The dimensionless diffusion coefficients are also given by: d0 = νV d
′
0, d1 =
νV d
′
1. We then introduce the dimensionless time and space variables: t
′ = νV t, x
′ = xνV /c.
After dropping the tildes, system (4-11) becomes in the new variables:
∂tf0 = Q0(f0) +
1
δ
E(f0, f1), (12)
∂tf1 + ω · ∇xf1 = Q1(f1)−
1
δ
E(f0, f1), (13)
where δ = νV /τE quantifies the relative intensity of the two interactions and is supposed to
be order O(1). All the coefficients of the operatorsQ0, Q1 and E (i.e. ν0, ν1, d0, d1, τ0, τ1)
are now dimensionless and are supposed to be of order O(1).
3.1 Hydrodynamic rescaling
We here perform a hydrodynamic rescaling to look at the large time and space scale
dynamics. The hydrodynamic rescaling consists in introducing macroscopic variables in
space and time: x˜ = εx, t˜ = εt, with ε ≪ 1. In the new variables, the distribution
function of the zero speed particles f ε0 (x˜,ω, t˜) = f0(x,ω, t) and of the moving particles
f ε1 (x˜,ω, t˜) = f1(x,ω, t) satisfy the following system (dropping the tildes):
ε(∂tf
ε
0 ) = Q
ε
0(f
ε
0 ) +
1
δ
Eε(f ε0 , f
ε
1 ), (14)
ε(∂tf
ε
1 + ω · ∇xf
ε
1 ) = Q
ε
1(f
ε
1 )−
1
δ
Eε(f ε0 , f
ε
1 ). (15)
The Vicsek operators Qε0 and Q
ε
1 and the exchange operator E
ε are given by:
Qε0(f
ε
0 ) = −∇ω · (ν0F
ε[f ε0 ]f
ε
0 ) + d0∆ωf
ε
0 , (16)
Qε1(f
ε
1 ) = −∇ω · (ν1F
ε[f ε1 ]f
ε
1 ) + d1∆ωf
ε
1 , (17)
Eε(f ε0 , f
ε
1 ) = −τ0G
ε[f ε1 ]f
ε
0 + τ1G
ε[f ε0 ]f
ε
1 , (18)
where F ε is the rescaled interaction forces given by:
F ε[f ε](x,ω, t) = (Id− ω ⊗ ω)ω¯ε[f ε](x, t),
ω¯ε[f ε](x, t) =
J ε[f ε](x, t)
|J ε[f ε](x, t)|
, J ε[f ε](x, t) =
1
ε2
∫
y∈R2,v∈S1
K
(∣∣∣∣x− yε
∣∣∣∣
)
vf ε(y, v, t)dydv,
(19)
and Gε is the rescaled coupling coefficient:
Gε[f ε](x,ω, t) = 1 +
α
ε2
∫
y∈R2,v∈S1
K
(∣∣∣∣x− yε
∣∣∣∣
)
(1 + v · ω)
2
f ε(y, v, t)dydv. (20)
Let us make an expansion with respect to ε of these interaction terms. To this aim, let
us introduce the macroscopic quantities related to a distribution function f(x,ω, t), that
Laurent Navoret A two-species hydrodynamic model
is the density ρ[f ](x, t), the momentum j[f ](x, t) and the mean direction Ω[f ](x, t):
ρ[f ](x, t) =
∫
v∈S1
f(x, v, t)dv,
j[f ](x, t) =
∫
v∈S1
vf(x, v, t)dv, Ω[f ](x, t) =
j[f ](x, t)
|j[f ](x, t)|
.
The following lemma provides the expansion of ω¯ε and Gε with respect to ε.
Lemma 1. We have the following expansions:
ω¯ε(x, t) = Ω[f ε](x, t) +O(ε2), (21)
Gε[f ε](x,ω, t) = 1 + α
ρ[f ε](x, t) + ω · j[f ε](x, t)
2
+O(ε2), (22)
where ρ[f ε], j[f ε], Ω[f ε] are the density, the momentum and the mean direction related
to f ε.
The proof of Lemma 1 is omitted. Lemma 1 enables to write system (14-20) as following:
∂tf
ε
0 =
1
ε
Q0(f
ε
0 ) +
1
εδ
E(f ε0 , f
ε
1 ) +O (ε) , (23)
∂tf
ε
1 + ω · ∇xf
ε
1 =
1
ε
Q1(f
ε
1 )−
1
εδ
E(f ε0 , f
ε
1 ) +O (ε) , (24)
where Q0, Q1 and E are the operators of order O(1) in the expansions of Q
ε
0, Q
ε
1 and E
ε.
They are given by:
Q0,1(f
ε
0,1) = −∇ω · (ν0,1F [f
ε
0,1]f
ε
0,1) + d0,1∆ωf
ε
0,1, (25)
E(f ε0 , f
ε
1 ) = −τ0g[f
ε
1 ]f
ε
0 + τ1g[f
ε
0 ]f
ε
1 , (26)
where the expressions of F and g result from lemma 1:
F [f ](x,ω, t) = (Id− ω ⊗ ω)Ω[f ](x, t), (27)
g[f ](x,ω, t) = 1 + α
ρ[f ](x, t) + ω · j[f ](x, t)
2
. (28)
Note that equation (25) contains terms indexed by “0, 1” : in all the following, an equation
whose all the quantities fa,b are indexed by “a, b” represents the set of two equations
3,
the equation with the left indexes “a” and the equation with the right indexes “b”.
3.2 The macroscopic regime: main results
We would like now to investigate the hydrodynamic limit ε → 0 in system (23-28). It
corresponds to a regime where the Vicsek interaction and the speed change time scales
are both small compared to the observation time scale and of order O(ε). However, the
different mathematical natures of the Vicsek operators, Q0 and Q1, and of the exchange
operator E prevent us from achieving this goal in one unique step.
3For instance, f0,1 = k1,0 means f0 = k1 and f1 = k0.
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Instead of supposing that the Vicsek and exchange time scales are both of order O(ε),
we begin by supposing that only the Vicsek time scale is so, while the exchange time scale
remains of order O(1) at large scale:
δ′ = εδ = O(1).
We here uncouple the time scales of the two interactions and first link the macroscopic
time scales to the Vicsek interactions only. In the following, we will provide the asymptotic
dynamics of system (where we omit the prime):
∂tf
ε
0 =
1
ε
Q0(f
ε
0 ) +
1
δ
E(f ε0 , f
ε
1 ) +O (ε) , (29)
∂tf
ε
1 + ω · ∇xf
ε
1 =
1
ε
Q1(f
ε
1 )−
1
δ
E(f ε0 , f
ε
1 ) +O (ε) , (30)
in the limit:
ε→ 0, δ = O(1). (31)
In a second step, we will take the limit:
δ → 0, (32)
It consists in considering that the time scales of the exchange interactions are also small
compared to the time scale of the observation. Note that instead of first taking a small
Vicsek interaction time scale and then a small exchange time scale, we would make it in
the opposite order. Such a study would be the subject of future works.
In the two following theorems, the two limits (31) and (32) in system (29-30) provides
the macroscopic dynamics in the regime ε ≪ δ ≪ 1. Before stating the results, let us
introduce the Von-Mises velocity distributions Mλ,Ω:
Mλ,Ω(ω) = Cλ exp
(
ω ·Ω
λ
)
,
∫
ω∈S1
Mλ,Ω(ω)dω = 1. (33)
where λ stands for the temperature of the distribution and Cλ are a re-normalisation
constant to ensure the total mass to be unity. The following theorem states the hydrody-
namic system satisfied by the densities and the mean directions of the two phases in the
regime (31):
Theorem 2. [Limit ε→ 0, δ = O(1)].
1. The limits of the distribution functions as ε goes to 0 are given by:
f ε0 (x,ω, t)→ ρ0(x, t)Mλ0,Ω0(x,t)(ω), f
ε
1 (x,ω, t)→ ρ1(x, t)Mλ1,Ω1(x,t)(ω).
with λ0,1 = d0,1/ν0,1.
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2. The densities ρ0,1(x, t) and the mean directions Ω0,1(x, t) satisfy the system:
∂tρ0 =
1
δ
R(ρ0,Ω0, ρ1,Ω1), (34)
∂tρ1 +∇x · (c1ρ1Ω1) = −
1
δ
R(ρ0,Ω0, ρ1,Ω1), (35)
ρ0∂tΩ0 = λ0(Id−Ω0 ⊗Ω0)
[
−∇xρ0 +
1
δ
β0S0(ρ0,Ω0, ρ1,Ω1)
]
, (36)
ρ1∂tΩ1 + γ1ρ1(Ω1 · ∇x)Ω1 =
λ1(Id−Ω1 ⊗Ω1)
[
−∇xρ1 +
1
δ
β1S1(ρ0,Ω0, ρ1,Ω1)
]
, (37)
where c1, γ1, β0,1 are constants defined in (44) and (59). The operators R, S0 and
S1 comes from the exchange dynamics and are defined in (53) and (57-58).
Before developing the proof of this theorem in section 4, let us point out the main features
of system (34-37). First, as the original macroscopic Vicsek model [22], system (34-37) is
non-conservative due to the macroscopic geometric constraints |Ω0,1| = 1 guaranteed by
the projection operators (Id − Ω0,1 ⊗ Ω0,1). But, the above two-speed model is all the
more non-conservative since the presence of the exchange operators R, S0,1, that model
the large scale change of speed of the particles. Note also that, unlike the mass exchange,
the momentum exchange operators are not the same for the two subgroups (S0 6= S1)
and thus do not compensate.
Then, we take the limit δ → 0 in system (34-37) to obtain the final result:
Theorem 3. [Limit δ → 0].
1. The set of equilibria of the density exchange operator R is given by:{
(ρ0, ρ1) ∈ (R
+)2, ρ0 = fΦ(ρ1)
}
,
where fΦ, defined in (62), is a non-linear function depending on Ω0 and Ω1 through
the local alignment Φ (54).
2. The set of equilibria of the mean direction exchange operators (Id−Ω0⊗Ω0)S0 and
(Id−Ω1 ⊗Ω1)S1 is the following:{
(Ω0,Ω1) ∈ (S
1)2, Ω0 = Ω1 or Ω0 = −Ω1
}
.
3. Once the set of equilibria Ω0 = Ω1 (resp. Ω0 = −Ω1) is reached, system (34-37)
yields the following closed system for the total density ρ = ρ0 + ρ1 and the common
mean direction Ω = Ω0 = Ω1 (resp. Ω = Ω1 = −Ω0):
∂tρ+∇x · (c1ρ1[ρ]Ω) = 0, (38)
M+(ρ)∂tΩ+ γ1N
+(ρ) (Ω · ∇x)Ω = −P
+(ρ)(Id−Ω⊗Ω) ∇xρ, (39)
(resp. M−(ρ)∂tΩ+ γ1N
−(ρ) (Ω · ∇x)Ω = −P
−(ρ)(Id−Ω⊗Ω) ∇xρ,
)
(40)
where ρ1[ρ] = (Id + fΦ)
−1(ρ). The functions M±(ρ) and N±(ρ) and P±(ρ) are
trilinear with respect to ρ1[ρ] and ρ0[ρ] = ρ − ρ1[ρ]. Their explicit expressions are
given in proposition 8.
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The proof of this theorem is developed in section 5. This theorem provides the macro-
scopic dynamics of the density of particles ρ and the momentum Ω once the two subgroups
of particles are aligned. Note that the derivation of system (38-39) is a priori not obvious
since the difference between the momentum exchange operators (S0 6= S1) prevents us
from directly cancelling them when summing the two momentum equations (36-37). We
overcome this difficulty by carefully analysing the exchange operators and their linearisa-
tions.
4 The large scale dynamics of the Vicsek interac-
tions: limit ε→ 0
This part is devoted to the main steps of the proof of theorem 2, while technical details are
put in appendix A. The derivation of the macroscopic equations (34-37) from the kinetic
system (29-30) is similar to the one of the macroscopic Vicsek model [22] except that
there are extra macroscopic exchange terms. These macroscopic exchange terms depend
on the collisional invariants of the Vicsek operator.
4.1 The equilibria of the Vicsek operators
We suppose that δ = O(1) and we want to take the limit ε → 0 in system (29)-(30).
Therefore, assuming that the distribution function f ε0 and f
ε
1 converge to limits denoted
by f0 and f1 as ε→ 0, these limits satisfy the equilibria :
Q0(f0) = 0 and Q1(f1) = 0.
According to lemma 4.2 in [22], the kernels of the Vicsek operatorsQ0,1 are two-dimensional
manifolds: there exists ρ0,1(x, t) ∈ R and Ω0,1(x, t) ∈ S
1 such that distributions f0 and
f1 equals
f0(x,ω, t) = ρ0(x, t)Mλ0,Ω0(x,t)(ω), f1(x,ω, t) = ρ1(x, t)Mλ1,Ω1(x,t)(ω), (41)
where Mλ,Ω denotes the Von Mises distribution defined in eq. (33). We actually note
that ρ0,1(,x, t) and Ω0,1(x, t) are the density and the mean direction of the equilibria
distribution function:
ρ[f0,1](x, t) = ρ0,1(x, t), (42)
j[f0,1](x, t) = c0,1ρ0,1(x, t)Ω0,1(x, t), Ω[f0,1](x, t) = Ω0,1(x, t), (43)
where c0,1 are constants defined as:
c0,1 = 〈cos θ〉Mλ0,1 . (44)
For any function s(cos θ), the brackets 〈s(cos θ)〉Mλ will denote the average of s(ω · Ω)
with respect to Mλ,Ω:
〈s(cos θ)〉Mλ =
∫ 2pi
θ=0
s(cos θ)Cλe
cos θ
λ dθ. (45)
Note that this definition is independent of Ω.
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4.2 The generalised collisional invariants
We would like now to obtain the dynamics of the macroscopic quantities, ρ0,1(x, t) and
Ω0,1(x, t). With this aim, the usual method is to integrate equations (29-30) against
collisional invariants, which are velocity functions I(ω) belonging to the orthogonal of
the image of Q0,1. A condition to recover the dynamics of the equilibria is that the
dimension of the vector space of collisional invariants equals the dimension of the vector
space of local equilibria, which here is 2. It is not the case in the Vicsek dynamics since
the only known collisional invariant is mass: I1(ω) = 1. In [22], this difficulty is overcome
by considering generalised collisional invariants I(ω), that are collisional invariants valid
only for the subset of the distribution functions with a prescribed mean direction:∫
ω∈S1
Q0,1(f)(x,ω, t)I(ω) dω = 0, ∀f such that Ω[f ] = Ω.
In dimension 2, it has been shown in [22] that the vector space of the generalised collisional
invariants for Q0 (resp. Q1) is spanned by I1 and a function (I2)0 (resp. (I2)1), which is
the unique solution with zero average of the elliptic equation:
∂θ
(
ecos θ/λ0,1∂θ(I2)0,1
)
= sin θecos θ/λ0,1 , (46)
where we identified the functions on S1 and the 2pi-periodic functions of R, using polar
coordinates in the basis (Ω,Ω⊥). Their explicit expressions are:
(I2)0,1(θ) = λ0,1
(
pi
∫ θ
0
e− cosϕ/λ0,1dϕ∫ pi
0
e− cosϕ/λ0,1dϕ
− θ
)
. (47)
We would like here to stress that these second generalized invariants (I2)0,1 depend on
the parameter λ0,1 = d0,1/ν0,1 and then are a priori different for the two Vicsek operators:
this would not be the case if the model conserved momentum. To simplify the following
computations, let us introduce the function h0,1 (cos θ) = (I2)0,1(θ)/ sin θ. We thus have:
(I2)0,1(ω) = h0,1 (ω ·Ω[f ])
(
Ω[f ]⊥ · ω
)
. (48)
4.3 The macroscopic system
As announced in the previous section, to obtain the dynamics of the densities ρ0,1(x, t)
and the mean directions Ω0,1(x, t) introduced in eq. (41), we now integrate system (29)-
(30) with respect to the velocity variable ω, after having multiplied it by the collisional
invariants I1 and I2.
Mass equations. Integrating equations (29)-(30) (multiplied by the collisional invariant
I1(ω) = 1) with respect to ω, we easily obtain:
∂tρ[f
ε
0 ] =
1
δ
∫
ω∈S1
E(f ε0 , f
ε
1 )dω, (49)
∂tρ[f
ε
1 ] +∇x · j[f
ε
1 ] = −
1
δ
∫
ω∈S1
E(f ε0 , f
ε
1 )dω. (50)
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So, in the limit ε→ 0, using the relations (42-43) , system (49)-(50) results in the following
mass equations:
∂tρ0 =
1
δ
R(ρ0,Ω0, ρ1,Ω1), (51)
∂tρ1 +∇x · (c1ρ1Ω1) = −
1
δ
R(ρ0,Ω0, ρ1,Ω1), (52)
where the macroscopic exchange operatorR is derived from the microscopic one E (defined
in (26)-(28)) and easy computations provides the following expression:
R(ρ0,Ω0, ρ1,Ω1) =
∫
ω∈S1
E(ρ0Mλ0,Ω0, ρ1Mλ1,Ω1)dω
= τ1ρ1 − τ0ρ0 + α (τ1 − τ0) ρ0ρ1Φ, (53)
and Φ is the macroscopic alignment of the two populations:
Φ =
1 + c0c1(Ω0 ·Ω1)
2
. (54)
System (51-52-53) exactly corresponds to equations (34-35) of theorem 2.
Momentum equations. Let us now multiply system (29-30) by the second generalised
collisional invariants (I2)0,1(ω) and then integrate with respect to ω. After some compu-
tations reported in appendix A and similar to those made in [22], we obtain in the limit
ε→ 0:
λ−10 〈(sin θ)
2h0〉MΩ0ρ0∂tΩ0 =
(Id−Ω0 ⊗Ω0)
[
−〈(sin θ)2h0〉MΩ0∇xρ0 +
1
δ
S0(ρ0,Ω0, ρ1,Ω1)
]
, (55)
λ−11 〈(sin θ)
2h1〉MΩ1ρ1∂tΩ1 + λ
−1
1 〈(sin θ)
2 cos θh1〉MΩ1ρ1(Ω1 · ∇x)Ω1 =
(Id−Ω1 ⊗Ω1)
[
−〈(sin θ)2h1〉MΩ1∇xρ1 +
1
δ
S1(ρ0,Ω0, ρ1,Ω1)
]
, (56)
where S0 and S1 are the terms coming from the exchange operator:
S0(ρ0,Ω0, ρ1,Ω1) =
∫
ω∈S1
E(ρ0Mλ0,Ω0 , ρ1Mλ1,Ω1)h0(ω ·Ω0)ωdω, (57)
S1(ρ0,Ω0, ρ1,Ω1) =
∫
ω∈S1
−E(ρ0Mλ0,Ω0 , ρ1Mλ1,Ω1)h1(ω ·Ω1)ωdω. (58)
where the exchange operator E, defined in (26)-(28), can be expressed as function of the
macroscopic quantities:
E(ρ0Mλ0,Ω0 , ρ1Mλ1,Ω1) = −τ0g1(ρ1,Ω1)ρ0Mλ0,Ω0 + τ1g0(ρ0,Ω0)ρ1Mλ1,Ω1 ,
with:
g0,1(ρ0,1,Ω0,1)(x,ω, t) = g[ρ0,1Mλ0,1,Ω0,1 ](x,ω, t)
= 1 + αρ0,1(x, t)
(
1 + c0,1(ω ·Ω0,1(x, t))
2
)
.
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Note that the index of the functions g0,1 refers to the parameters λ0,1 and then to the
constant c0,1 appearing when computing the flux j[ρ0,1Mλ0,1,Ω0,1 ] of the local equilibrium
(in (28)).
Unlike the exchange terms in the mass equations (51-52), the operators S0 and S1 are
not opposite because of the presence of h0 and h1: according to their definitions (47)-(48),
h0 and h1 are different as soon as λ0 6= λ1 . However, the operators S0 and S1 are still
symmetric in subscripts: when changing subscripts 0 to 1 and 1 to 0 in S0, we obtain S1.
After introducing the following constants:
γ1 =
〈(sin θ)2 cos θh1〉MΩ1
〈(sin θ)2h1〉MΩ1
, β0,1 =
(
〈(sin θ)2h0,1〉MΩ0,1
)−1
, (59)
system (55)-(56) can be also written as follows:
ρ0∂tΩ0 = λ0(Id−Ω0 ⊗Ω0)
[
−∇xρ0 +
1
δ
β0S0(ρ0,Ω0, ρ1,Ω1)
]
, (60)
ρ1∂tΩ1 + γ1ρ1(Ω1 · ∇x)Ω1 = λ1(Id−Ω1 ⊗Ω1)
[
−∇xρ1 +
1
δ
β1S1(ρ0,Ω0, ρ1,Ω1)
]
, (61)
which are the mean direction equations (36)-(37) given in theorem 2.
5 Large scale speed change dynamics: limit δ → 0
In this section, we provide the proof of theorem 3: we first work out the equilibria of the
exchange operators, R, S0 and S1, appearing in the right-hand-side of system (34-37).
Note that they are non linear operators acting on the macroscopic densities and mean
directions and note also that this is the projected momentum operators (Id−Ω0⊗Ω0)S0
and (Id − Ω1 ⊗ Ω1)S1 that are acting in the momentum equations. However, we will
prove that the only equilibria of the momentum exchange operators, S0 and S1, are
given by Ω0 = Ω1 or Ω0 = −Ω1. We then obtained the macroscopic system (38-39) by
employing an Hilbert expansion with respect to δ and thanks to a “discrete” version of
the generalised collisional invariants methodology, we close the system.
5.1 Equilibria for the densities
Let us first explicitly re-introduce the dependency of the macroscopic variables with re-
spect to δ: the solutions of system (34-37) with δ > 0 are denoted ρδ0,1(x, t) and Ω
δ
0,1(x, t).
Supposing that ρδ0,1 and Ω
δ
0,1 converge to ρ0,1 and Ω0,1 as δ goes to 0 and taking this limit
in mass equations (34)-(35), we formally obtain:
R(ρ0,Ω0, ρ1,Ω1) = 0,
From the definition of R (eq. (53)), we easily obtain the balance equation for the densities
ρ0 = fΦ(ρ1), fΦ(ρ1) = ρ1
(
τ1
τ0
+ α
(
τ1
τ0
− 1
)
Φρ1
)−1
, (62)
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which can be equivalently expressed in terms of the total density ρ = ρ0 + ρ1:
ρ = kΦ(ρ1), kΦ(ρ1) = ρ1 + fΦ(ρ1). (63)
Note that in the general case, these relations are not explicit since the macroscopic align-
ment parameter Φ (defined in (54)) depends on the directions Ω0 andΩ1, whose evolutions
are non-linearly related to the densities through mass and momentum equations (36)-(37).
This provides the first part of theorem 3.
Let us now make some remarks on this relation. Simple computations shows that
the function fΦ (and then function kΦ) is increasing. The following proposition gives the
domain where both ρ0 and ρ1 are non negative.
Proposition 4. (Conditions for positivity) If α > 0, τ0 6= τ1 and supposing that ρ0 and
ρ1 are non-negative, then the following results hold :
1. if τ1/τ0 > 1, then ρ0 is bounded: ρ0 6
1
αΦ (τ1/τ0 − 1)
6
1
αΦmin (τ1/τ0 − 1)
,
2. if τ1/τ0 < 1, then ρ1 is bounded: ρ1 6
1
αΦ (τ0/τ1 − 1)
6
1
αΦmin (τ0/τ1 − 1)
,
where Φmin = (1− c0c1)/2 is the minimal value of the macroscopic alignment parameter.
The proof of this proposition is easy and omitted. This proposition shows that the
dependency of the exchange rates on the local alignment Φ implies that the population
with the higher interaction frequency is bounded in time.
5.2 Equilibria for the mean directions
Secondly, as δ goes to 0 in the mean direction equations (36)-(37), the limit ρ0,1 and Ω0,1
of ρδ0,1 and Ω
δ
0,1 satisfies:
(Id−Ω0 ⊗Ω0)S0(ρ0,Ω0, ρ1,Ω1) = 0, (Id−Ω1 ⊗Ω1)S1(ρ0,Ω0, ρ1,Ω1) = 0. (64)
The most simple solutions of (64) are Ω0 = Ω1 or Ω0 = −Ω1, i.e. when the two pop-
ulations are in the same or in the opposite direction. Indeed, for instance in the case
Ω0 = Ω1, considering the polar coordinates θ in the basis (Ω0,Ω
⊥
0 ), we can easily checked
from (57) that the momentum exchange operator writes as follows:
(Id−Ω0 ⊗Ω0)S0(ρ0,Ω0, ρ1,Ω0) =
∫ 2pi
θ=0
f0(cos θ) sin θdθΩ
⊥
0 ,
f0(cos θ) = [−τ0(1 +
α
2
ρ1(1 + c1 cos θ))ρ0 exp(cos θ/λ0)
+ τ1(1 +
α
2
ρ0(1 + c0 cos θ))ρ1 exp(cos θ/λ1)]h0(cos θ),
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and thus vanishes by even argument. Let us now explicit the expression of (Id−Ω0⊗Ω0)S0
in the general case:
(Id−Ω0 ⊗Ω0)S0(ρ0,Ω0, ρ1,Ω0) =
− (Id−Ω0 ⊗Ω0)(1 + α
ρ1
2
)ρ0τ0
∫
ω∈S1
Mλ0,Ω0h0(ω ·Ω0)ωdω
− (Id−Ω0 ⊗Ω0)α
c1ρ1
2
ρ0τ0
∫
ω∈S1
(ω ⊗ ω)Mλ0,Ω0h0(ω ·Ω0)dωΩ1
+ (Id−Ω0 ⊗Ω0)(1 + α
ρ0
2
)ρ1τ1
∫
ω∈S1
Mλ1,Ω1h0(ω ·Ω0)ωdω
+ (Id−Ω0 ⊗Ω0)α
c0ρ0
2
ρ1τ1
∫
ω∈S1
(ω ⊗ ω)Mλ1,Ω1h0(ω ·Ω0)dωΩ0.
By even arguments, the first term vanishes and we can easily check that the integral in
the second term can be written as follows:∫
ω∈S1
(ω ⊗ ω)Mλ0,Ω0h0(ω ·Ω0)dω =
〈(cos θ)2h0〉Mλ0 Ω0 ⊗Ω0 + 〈(sin θ)
2h0〉Mλ0 (Id−Ω0 ⊗Ω0).
where the bracket notation refers to (45). We deduce the following simplified expression
for the projection of S0:
(Id−Ω0 ⊗Ω0)S0(ρ0,Ω0, ρ1,Ω0) =
− α
c1ρ1
2
ρ0τ0〈(sin θ)
2h0〉Mλ0 (Id−Ω0 ⊗Ω0)Ω1
+ (1 + α
ρ0
2
)ρ1τ1
∫
ω∈S1
Mλ1,Ω1h0(ω ·Ω0)(ω ·Ω
⊥
0 )dωΩ
⊥
0 (65)
+ α
c0ρ0
2
ρ1τ1(Id−Ω0 ⊗Ω0)
∫
ω∈S1
(ω ⊗ ω)Mλ1,Ω1h0(ω ·Ω0)dωΩ0,
where all the terms collinear to Ω0 was removed. An equivalent expression for (Id −
Ω1 ⊗ Ω1)S1 can be obtained. Note that the involved integrals include the products
of functions of the variable (ω · Ω0) times functions of the variable (ω · Ω1). Therefore,
equilibria different from Ω0 = ±Ω1 might exist. However, the following proposition states
that they are the only two possible solutions and thus completes the first statement of
theorem 3.
Proposition 5. The only solutions to equations (64) are given by the set:{
(ρ0,Ω0, ρ1,Ω1) ∈ (R
+ × S1)2, Ω0 = Ω1 or Ω0 = −Ω1
}
.
The proof of this proposition can be found in appendix B. This proposition proves that
the only two equilibria are those where the two sub-population are locally directed in the
same (Ω0 = Ω1) or in the opposite (Ω0 = −Ω1) direction. However, the question of the
stability of the equilibria remains open and will be addressed in a future work.
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5.3 The large scale dynamics
The results of the two previous sub-sections suggest that at equilibria, the dynamics of the
two sub-populations could be described by the density of the whole population ρ = ρ0+ρ1
and the common direction Ω = Ω0 = ±Ω1. To recover these dynamics, let us consider
the following expansions with respect to δ:
ρδ0 = ρ0 + δρ˜0 +O(δ
2), ρδ1 = ρ1 + δρ˜1 +O(δ
2), (66)
Ωδ0 = Ω0 + δΩ˜0 +O(δ
2), Ωδ1 = Ω1 + δΩ˜1 +O(δ
2). (67)
Let us note thatΩδ0 andΩ0 are of norm 1 and therefore Ω˜0 is orthogonal to Ω0 (resp. Ω˜1 is
orthogonal to Ω1). Thus, we have the following expansions of the von-Mises distributions:
Mλ0,Ωδ0(ω) =Mλ0,Ω0(ω)(1 + δλ
−1
0 (ω · Ω˜0) +O(δ
2)),
Mλ1,Ωδ1(ω) =Mλ1,Ω1(ω)(1 + δλ
−1
1 (ω · Ω˜1) +O(δ
2)).
Let us also provide the expansions of the exchange operators R, S0 and S1 with respect
to δ:
R(ρδ0,Ω
δ
0, ρ
δ
1,Ω
δ
1) = R(ρ0,Ω0, ρ1,Ω1) + δ(DR)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1) +O(δ
2),
S0,1(ρ
δ
0,Ω
δ
0, ρ
δ
1,Ω
δ
1) = S0,1(ρ0,Ω0, ρ1,Ω1) + δ(DS0,1)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1) +O(δ
2),
where DR, DS0, andDS1 denote the linearised operators, whose expressions are provided
by the following lemma.
Lemma 6. The linearised exchange operators are given by:
(DR)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1) = τ1ρ˜1 − τ0ρ˜0
+ α (τ1 − τ0) (ρ˜0ρ1 + ρ0ρ˜1)
(
1 + c0c1Ω0 ·Ω1
2
)
+ α (τ1 − τ0) ρ0ρ1
c0c1
2
(
Ω˜0 ·Ω1 +Ω0 · Ω˜1
)
.
(DS0)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1) = τ1X0 − τ0Y 0,
where X0 and Y 0 stand for:
X0 =
∫
ω∈S1
[
(Dg0)(ρ0,Ω0)(ρ˜0, Ω˜0)
]
ρ1Mλ1,Ω1h0(ω ·Ω0)ωdω
+
∫
ω∈S1
g0(ρ0,Ω0)
[
(DρMλ1,Ω)(ρ1,Ω1)(ρ˜1, Ω˜1)
]
h0(ω ·Ω0)ωdω
+
∫
ω∈S1
g0(ρ0,Ω0) ρ1Mλ1,Ω1 h
′
0(ω ·Ω0)(ω ⊗ ω)dω Ω˜0,
Y 0 =
∫
ω∈S1
[
(Dg1)(ρ1,Ω1)(ρ˜1, Ω˜1)
]
ρ0Mλ0,Ω0h0(ω ·Ω0)ωdω
+
∫
ω∈S1
g1(ρ1,Ω1)
[
(DρMλ0,Ω)(ρ0,Ω0)(ρ˜0, Ω˜0)
]
h0(ω ·Ω0)ωdω
+
∫
ω∈S1
g1(ρ1,Ω1) ρ0Mλ0,Ω0 h
′
0(ω ·Ω0)(ω ⊗ ω)dω Ω˜0,
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and (Dg0,1) and (DρMλ0,1,Ω) denote the linearisation of the operators g0,1 and (ρ,Ω) 7→
ρMλ0,1,Ω and are given by:
(Dg0,1)(ρ,Ω)(ρ˜, Ω˜) =
α
2
(
ρ˜+ c0,1(ρ˜Ω+ ρΩ˜) ·ω
)
,
(DρMλ0,1,Ω)(ρ,Ω)(ρ˜, Ω˜) =
(
ρ˜+ ρλ−10,1(ω · Ω˜)
)
Mλ0,1,Ω.
The expression of (DS1) is just obtained by changing the index 0 into 1 and 1 into 0.
The proof of this lemma is elementary and is omitted. Let us note that the expansion of
the projected momentum exchange operator is as follows:
(Id−Ωδ0 ⊗Ω
δ
0)S0(ρ
δ
0,Ω
δ
0, ρ
δ
1,Ω
δ
1) = (Id−Ω0 ⊗Ω0)S0(ρ0,Ω0, ρ1,Ω1)
+ δ (Id−Ω0 ⊗Ω0)
[
(DS0,1)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1)
]
− δ (Ω˜0 · S0(ρ0,Ω0, ρ1,Ω1))Ω0
− δ(Ω0 · S0(ρ0,Ω0, ρ1,Ω1))Ω˜0 +O(δ
2). (68)
Hilbert expansion. We then insert expansions (66)-(67) into equations (34)-(35)-(36)-
(37).
• At the leading order O(δ−1), we obviously obtain that (ρ0,Ω0, ρ1,Ω1) are equilibria
of the exchange operators:
R(ρ0,Ω0, ρ1,Ω1) = 0, (69)
(Id−Ω0 ⊗Ω0)S0(ρ0,Ω0, ρ1,Ω1) = 0, (70)
(Id−Ω1 ⊗Ω1)S1(ρ0,Ω0, ρ1,Ω1) = 0. (71)
Consequently, according to previous sections 5.1 and 5.2, the following relations hold:
ρ = kΦ(ρ1), Ω0 = Ω1, with Φ = (1 + c0c1)/2,
or ρ = kΦ(ρ1), Ω0 = −Ω1, with Φ = (1− c0c1)/2.
where ρ = ρ0 + ρ1 is the total density and the function kΦ is defined by (63). Therefore,
we would like to stress that the very simple form of these equilibria is essentially due to
the fact that both mean directions equilibria and density equilibria are characterised by
the alignment of the mean directions.
• At order O(1), system (34)-(35)-(36)-(37) becomes:
∂tρ0 = (DR)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1), (72)
∂tρ1 +∇x · (c1ρ1Ω1) = −(DR)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1), (73)
ρ0∂tΩ0+ λ0(Id−Ω0 ⊗Ω0)∇xρ0 =
λ0β0(Id−Ω0 ⊗Ω0)
[
(DS0)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1)
]
− λ0β0(Ω0 · S0(ρ0,Ω0, ρ1,Ω1))Ω˜0, (74)
ρ1∂tΩ1+ γ1ρ1(Ω1 · ∇x)Ω1 + λ1(Id−Ω1 ⊗Ω1)∇xρ1 =
λ1β1(Id−Ω1 ⊗Ω1)
[
(DS1)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1)
]
− λ1β1(Ω1 · S1(ρ0,Ω0, ρ1,Ω1))Ω˜1, (75)
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where DR, DS0, DS1 are the linearised exchange operators, whose expressions are given
in lemma 6. Note that the terms (Ω˜0 · S0)Ω0 (resp. (Ω˜1 · S1)Ω1) in (68) do not appear
in equation (74) (resp. (75)): indeed, according to (70) (resp. (71)), S0 is parallel to Ω0
(resp. S1 is parallel to Ω1).
Closure. System (72)-(73)-(74)-(75) is not closed: it depends on the dynamics of the
first order correction terms (ρ˜0, ρ˜1, Ω˜0, Ω˜1) that would be provided by the equations at
order O(δ). However, by expressing compatibility conditions, we are able to close the
system. We consider the case Ω0 = Ω1.
Actually, adding the two density equations, we get the following closed equation:
∂t(ρ0 + ρ1) +∇x · (c1ρ1Ω1) = 0,
where the exchange terms have been cancelled.
For equations (74)-(75), supposing that ρ˜0 and ρ˜1 are zero, the operator at the right-
hand side of equations (74)-(75) reduces to a linear operator in the two-dimensional space
vect(Ω⊥0 ) × vect(Ω
⊥
0 ) acting on Ω˜0, Ω˜1 ∈ vect(Ω
⊥
0 ), where vect(Ω
⊥
0 ) denotes the line
spanned by Ω⊥0 . Its Null-Space is not reduced to {0} since it is not the case for the
original operator. Thus its image is one-dimensional (the operator is neither bijective
nor zero) and a closed equation can be obtained just by expressing that the left-hand
side of equations (74)-(75) have to belong to the one-dimensional image of the linearised
operator. Actually, an explicit expression of this linear operator can be obtained.
Proposition 7. The following identities hold:
∀ρ0, ρ1, ρ˜0, ρ˜1 ∈ R
+, ∀Ω0 = ±Ω1 ∈ S
1, ∀ Ω˜0, Ω˜1 ∈ vect(Ω
⊥
0 ) = vect(Ω
⊥
1 ),
λ0β0(Id−Ω0 ⊗Ω0)
[
(DS0)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1)
]
− λ0β0(Ω0 · S0(ρ0,Ω0, ρ1,Ω1))Ω˜0 =
{
A+0 (ρ0, ρ1)(Ω˜1 − Ω˜0) if Ω0 = Ω1,
A−0 (ρ0, ρ1)(Ω˜1 + Ω˜0) if Ω0 = −Ω1,
λ1β1(Id−Ω1 ⊗Ω1)
[
(DS1)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1)
]
− λ1β1(Ω1 · S1(ρ0,Ω0, ρ1,Ω1))Ω˜1 =
{
A+1 (ρ0, ρ1)(Ω˜0 − Ω˜1) if Ω0 = Ω1,
A−1 (ρ0, ρ1)(Ω˜1 + Ω˜0) if Ω0 = −Ω1,
where A+0 and A
−
0 are two bilinear functions with respect to ρ0 and ρ1 and whose expres-
sions are given by:
A+0 (ρ0, ρ1) = λ0β0
(
τ1(1 + α
ρ0
2
)ρ1λ
−1
1 〈sin
2 θh0〉Mλ1 + τ1α
c0ρ0
2
ρ1λ
−1
1 〈sin
2 θ cos θh0〉Mλ1
−τ0α
c1ρ1
2
ρ0〈sin
2 θh0〉Mλ0
)
,
A−0 (ρ0, ρ1) = λ0β0
(
τ1(1 + α
ρ0
2
)ρ1λ
−1
1 〈sin
2 θh−0 〉Mλ1 − τ1α
c0ρ0
2
ρ1λ
−1
1 〈sin
2 θ cos θh−0 〉Mλ1
−τ0α
c1ρ1
2
ρ0〈sin
2 θh0〉Mλ0
)
,
and A+1 and A
−
1 with the same expression by changing 1 to 0 and 0 to 1, and where, for
any function h, h− : x 7→ h(−x) denotes its symmetric.
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The proof of this proposition is developed in appendix C: it relies on the simplification
coming from the equilibria relations Ω0 = ±Ω1. Multiplying equation (74) by A
+
0 (resp.
A−0 ) and equation (75) by A
+
0 (resp. A
−
0 ) and then adding them (resp. subtracting them),
it is an easy matter to derive the following closed system when equilibrium Ω0 = Ω1
(resp. Ω0 = −Ω1) is reached:
Proposition 8. In the case where Ω0 = Ω1 (resp. Ω0 = −Ω1), system (72)-(73)-(74)-
(75) yields the following closed system for the total density ρ = ρ0 + ρ1 and the common
mean direction Ω = Ω0 = Ω1 (resp. Ω = Ω1 = −Ω0):
∂tρ+∇x · (c1ρ1[ρ]Ω) = 0, (76)
M+(ρ)∂tΩ + γ1N
+(ρ) (Ω · ∇x)Ω = −P
+(ρ)(Id−Ω⊗Ω) ∇xρ, (77)
[resp. M−(ρ)∂tΩ+ γ1N
−(ρ) (Ω · ∇x)Ω = −P
−(ρ)(Id−Ω⊗Ω) ∇xρ,
]
(78)
where functions M±, N±, P± are given by:
M±(ρ) = A±1 [ρ]ρ0[ρ] + A
±
0 [ρ]ρ1[ρ],
N±(ρ) = ρ1[ρ]A
±
0 [ρ],
P±(ρ) = λ0A
±
1 [ρ]ρ
′
0[ρ] + λ1A
±
0 [ρ]ρ
′
1[ρ],
where A±0 , A
±
1 , ρ0 and ρ1 are here considered as functions of ρ:
ρ1[ρ] = k
−1
Φ (ρ), ρ0[ρ] = ρ− k
−1
Φ (ρ), A
±
0,1[ρ] = A
±
0,1(ρ0[ρ], ρ1[ρ])
with kΦ given by (63) and A
±
0 and A
±
1 given in proposition ??.
System (76)-(77) provides the dynamics of the two populations at equilibrium. The study
of its mathematical properties will be the subject of future work.
Remark: The derivation of this closed system can be interpreted with a “collisional
invariant” viewpoint. To obtain the density equation, we use that the exchange interac-
tions preserve mass and thus the vector (R,−R) as well as its linearised operator (R˜,−R˜)
satisfies:
∀ρ0, ρ1 ∈ R
+, ∀Ω0,Ω1 ∈ S
1,
(
1
1
)
·
(
R
−R
)
= 0.
Since momentum is not conserved, such a relation is lacking for the momentum exchange
operator (Id−Ω0 ⊗Ω0)S0, (Id−Ω1 ⊗Ω1)S1. However, the previous results show that
the linearised operator around an equilibria have such a collisional invariant (equal to
(A0, A1)) and that it is sufficient to conclude.
6 Conclusion
In this article, we have studied the dynamics at large time and space scale of a two-phase
Vicsek model, in which particles speed can take only the two values 0 or 1. To this aim,
we proceed in two steps. First, using generalised collision invariants [22], we provides a
two-phase Vicsek continuum model, where the densities and the directions dynamics are
coupled through a speed change operator. Due to the non-conservativity of the model,
Laurent Navoret A two-species hydrodynamic model
the mean direction is not conserved. However, once figuring out the equilibria of the
speed change operator, the averaged two-phase model can be obtained by integrating the
dynamics against a vector orthogonal to the image of the linearised speed change operator.
This leads to a new non-conservative model where coefficients non-linearly depend on the
local mean density.
Future works would consist into investigating the mathematical properties of this new
model (stability of equilibria, hyperbolicity). As for the Vicsek model [35], appropriate
numerical schemes would be also devised. Another point concerns the macroscopic dy-
namics of the two-phase model when speed changes are more frequent (or as frequent as)
than Vicsek interactions: the question whether flocking occurs in that asymptotic regimes
is still unknown.
The model considered in this article is designed to analyze alignment interactions
during grazing period of mammal herds. However, the model is minimalist and several
improvements should be investigated. First, long range attraction and short range repul-
sion interactions could be added to ensure cohesion of the group and to model congestion
[13, 24]. Secondly, as in any living system, the assumption of homogeneous interactions
among the animals is not satisfactory: animals present different behaviours, which can be
modelled by internal variables such as the degree of attention or the degree of hunger of
each individual. Such heterogeneous behaviour has been already considered for cells pop-
ulation [5, 7]. Finally, we could also make the model depending on environment variables
such as the local resource (the level of grass) or/and the topography. All these modeling
refinements may affect the global herd dynamics.
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A Appendix: Derivation of the momentum equa-
tions
For the sake of completeness, we present here the derivation of the evolution equation of
Ω1, given by (56). The derivation of equation (55) is similar.
We multiply system (30) by the generalised collisional invariant:
(I2)
ε
1 = h1 (ω ·Ω[f
ε
1 ])
(
Ω[f ε1 ]
⊥ ·ω
)
,
introduced in section 4.2 (eq. (48)) and we integrate it with respect to ω. In the limit
ε→ 0, we have Ω[f ε1 ]→ Ω1 and (I2)
ε
1 → h1 (ω ·Ω1)
(
Ω⊥1 · ω
)
. Therefore, we obtain:
(Ω⊥1 ⊗Ω
⊥
1 )X = 0,
X =
∫
ω∈S1
[
∂t(ρ1Mλ1,Ω1) + ω · ∇x(ρ1Mλ1,Ω1) +
1
δ
E(ρ0Mλ0,Ω0 , ρ1Mλ1,Ω1)
]
h1ωdω,
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where h1 and Mλ1Ω1 are functions of (ω ·Ω1) and Mλ0,Ω0 depends only on (ω ·Ω0). The
derivative of Mλ1,Ω1 with respect to Ω1 acting on a tangent vector dΩ to the circle is
given by:
∂Mλ1,Ω1
∂Ω1
(dΩ) = λ−11 (ω ·Ω1)(ω · dΩ)Mλ1,Ω1.
Thus, we have:
X =
∫
ω∈S1
[
∂tρ1 + ω · ∇xρ1 + λ
−1
1 ρ1 (ω · ∂tΩ1 + (ω ⊗ ω) : ∇xΩ1)
]
MΩ1h1ωdω
−
1
δ
S1,
where S1 is given by (58). The symbol ’:’ denotes the contracted product of two tensors
(if A = (Ai,j)i,j=1,2 and B = (Bi,j)i,j=1,2 are two tensors then A : B =
∑
i,j=1,2Ai,jBi,j)
and ∇xΩ is the gradient tensor of the vector Ω: (∇xΩ)i,j = ∂xiΩj. The four first terms
in this formula, denoted X1 to X4, are computed using the polar coordinate θ related to
the Cartesian basis (Ω1,Ω
⊥
1 ): in this basis h1 and Mλ1,Ω1 are even functions depending
on cos θ.
By writing ω = (ω ·Ω1)Ω1 + (ω ·Ω
⊥
1 )Ω
⊥
1 , we decompose X1 as follows:
X1 =
∫
ω∈S1
∂tρ1Mλ1,Ω1h1ωdω
= ∂tρ1
∫ pi
θ=−pi
h1Mλ1,Ω1 cos θdθ Ω1 + ∂tρ1
∫ pi
θ=−pi
h1Mλ1,Ω1 sin θdθ Ω
⊥
1 ,
The second term is zero (the integration of an odd function on a symmetric interval) and
thus we obtain:
(Ω⊥1 ⊗Ω
⊥
1 )X1 = 0. (79)
A similar computation shows that:
X2 =
∫
ω∈S1
[(ω ⊗ ω)∇xρ1]MΩ1h1dω
=
∫ pi
θ=−pi
h1Mλ1,Ω1 cos
2 θdθ (Ω1 ⊗Ω1)∇xρ1
+
∫ pi
θ=−pi
h1Mλ1,Ω1 cos θ sin θdθ [(Ω1 ⊗Ω
⊥
1 ) + (Ω
⊥
1 ⊗Ω1)]∇xρ1
+
∫ pi
θ=−pi
h1Mλ1,Ω1 sin
2 θdθ (Ω⊥1 ⊗Ω
⊥
1 )∇xρ1.
The first term is parallel to Ω1 and the second term is zero. Therefore, we obtain:
(Ω⊥1 ⊗Ω
⊥
1 )X2 = 〈sin
2 θh1〉Mλ1 (Ω
⊥
1 ⊗Ω
⊥
1 )∇xρ1. (80)
With similar computations, we obtain the following results for X3:
X3 = λ
−1
1 ρ1
∫
ω∈S1
[(ω ⊗ ω) · ∂tΩ1]Mλ1,Ω1h1dω,
(Ω⊥1 ⊗Ω
⊥
1 )X3 = λ
−1
1 ρ1〈sin
2 θh1〉Mλ1 (Ω
⊥
1 ⊗Ω
⊥
1 )∂tΩ1. (81)
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For X4, we have:
X4 = λ
−1
1 ρ1
∫
ω∈S1
[(ω ⊗ ω) : ∇xΩ1]Mλ1,Ω1h1ωdω
= λ−11 ρ1
∫ pi
θ=−pi
[
cos2 θ(Ω1 ⊗Ω1) + sin θ cos θ(Ω1 ⊗Ω
⊥
1 )
+ sin θ cos θ(Ω⊥1 ⊗Ω1) + sin
2 θ(Ω⊥1 ⊗Ω
⊥
1 )
]
: ∇xΩ1 Mλ1,Ω1h1 cos θdθ Ω1
+ λ−11 ρ1
∫ pi
θ=−pi
[
cos2 θ(Ω1 ⊗Ω1) + sin θ cos θ(Ω1 ⊗Ω
⊥
1 )
+ sin θ cos θ(Ω⊥1 ⊗Ω1) + sin
2 θ(Ω⊥1 ⊗Ω
⊥
1 )
]
: ∇xΩ1 Mλ1,Ω1h1 sin θdθ Ω
⊥.
The odd function of θ vanishes and thus we are left with:
X4 = λ
−1
1 ρ1
∫ pi
θ=−pi
[
cos2 θ(Ω1 ⊗Ω1) + sin
2 θ(Ω⊥1 ⊗Ω
⊥
1 )
]
: ∇xΩ1 Mλ1,Ω1h1 cos θdθ Ω1
+λ−11 ρ1
∫ pi
θ=−pi
sin θ cos θ
[
(Ω1 ⊗Ω
⊥
1 ) + (Ω
⊥
1 ⊗Ω1)
]
: ∇xΩ Mλ1,Ω1h1 sin θdθ Ω
⊥
1 .
Besides, we have for all Ω ∈ S1:
(Ω⊗Ω⊥) : ∇xΩ = ΩiΩ
⊥
j ∂xiΩj = ((Ω · ∇x)Ω) ·Ω
⊥,
and
(Ω⊥ ⊗Ω) : ∇xΩ = Ω
⊥
i Ωj∂xiΩj =
1
2
Ω⊥ · ∇|Ω|2 = 0.
So, we finally have
(Ω⊥1 ⊗Ω
⊥
1 )X4 = λ
−1
1 ρ〈sin
2 θ cos θh1〉Mλ1 (Ω
⊥
1 ⊗Ω
⊥
1 )((Ω1 · ∇x)Ω1). (82)
Equations (79)-(80)-(81)-(82) results in the momentum equations (56).
B Proof of proposition 5 (Momenta balance)
Proof. We show here that if the equilibria condition holds:
(Id−Ω0 ⊗Ω0)S0(ρ0,Ω0, ρ1,Ω0) = 0
then we have Ω0 = ±Ω1. Let φ the angle between Ω0 and Ω1. We have the following
computations.
1. We can integrate expressions between 0 and pi instead of −pi and pi:∫
ω∈S1
Mλ1,Ω1h0(ω ·Ω0)(ω ·Ω
⊥
0 )dω =
= C1
∫ pi
θ=0
sin θ(e
1
λ1
cos(θ−φ)
− e
1
λ1
cos(θ+φ)
)h0(cos θ)dθ
= 2C1
∫ pi
θ=0
sin θe
1
λ1
cos θ cosφ
sinh
(
1
λ1
sin θ sinφ
)
h0(cos θ)dθ,
where C1 is the normalisation constant of the θ→ e
cos θ/λ1 .
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2. We simplify the last terms of the equilibrium equation (65):
(Id−Ω0 ⊗Ω0)
∫
ω∈S1
(ω ⊗ ω)Mλ1,Ω1h0(ω ·Ω0)dωΩ0 =
= (Id−Ω0 ⊗Ω0)
[∫ pi
θ=−pi
(cos θ)2C1e
1
λ1
cos(θ−φ)
h0(cos θ)dθ (Ω0 ⊗Ω0)Ω0
+
∫ pi
θ=−pi
sin θ cos θC1e
1
λ1
cos(θ−φ)
h0(cos θ)dθ
[
(Ω⊥0 ⊗Ω0) + (Ω0 ⊗Ω
⊥
0 )
]
Ω0
+
∫ pi
θ=−pi
(sin θ)2C1e
1
λ1
cos(θ−φ)
h0(cos θ)dθ (Ω
⊥
0 ⊗Ω
⊥
0 )Ω0
]
=
∫ pi
θ=−pi
sin θ cos θC1e
1
λ1
cos(θ−φ)
h0(cos θ)dθ Ω
⊥
0
= 2C1
∫ pi
θ=0
sin θ cos θe
1
λ1
cos θ cosφ
sinh
(
1
λ1
sin θ sinφ
)
h0(cos θ)dθ Ω
⊥
0 .
So, we obtain from (65):
2C1
∫ pi
θ=0
(
ρ1
τ1
+
αρ0ρ1
2τ1
(1 + c0 cos θ)
)
sin θe
1
λ1
cos θ cos φ
sinh
(
1
λ1
sin θ sin φ
)
h0(cos θ)dθ
−
αc1
2τ0
β0ρ0ρ1 sinφ = 0.
Since (I2)0(θ) = h0(cos θ) sin θ is non positive on (0, pi) (application of the maximum
principle for the elliptic equations (46)), the two terms of the last equations have the
same sign (the sign of sin φ) and thus the two equal zero. Therefore, the angle φ equals
0 or pi, which implies Ω0 = Ω1 or Ω0 = −Ω1.
C Appendix: Proof of proposition 7 (The linearised
exchange operator)
Proof. We here provide a detailed proof of the computation of the exchange term:
(Id−Ω0 ⊗Ω0)
[
(DS0)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1)
]
− (Ω0 · S0(ρ0,Ω0, ρ1,Ω1))Ω˜0
once the directions are at equilibria, i.e. Ω0 = Ω1 or Ω0 = −Ω1.
Let us begin by developing the expressions of the two components, X0 and Y 0, of the
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linearised exchange operator DS0 introduced in lemma 6:
X0 = α
ρ˜0
2
ρ1
[∫
ω∈S1
ωMλ1,Ω1h0dω
]
+
[∫
ω∈S1
(ω ⊗ ω)Mλ1,Ω1h0dω
]
(α
c0ρ˜0
2
ρ1Ω0 + α
c0ρ0
2
ρ1Ω˜0)
+
(
1 + α
ρ0
2
)
ρ˜1
[∫
ω∈S1
ωMλ1,Ω1h0dω
]
+
[∫
ω∈S1
(ω ⊗ ω)Mλ1,Ω1h0dω
] (
α
c0ρ0
2
ρ˜1Ω0 + (1 + α
ρ0
2
)λ−11 ρ1Ω˜1
)
+
[∫
ω∈S1
(ω · Ω˜1)(ω ⊗ ω)Mλ1,Ω1h0dω
]
α
c0ρ0
2
λ−11 ρ1Ω0
+ (1 + α
ρ0
2
)ρ1
[∫
ω∈S1
(ω ⊗ ω)Mλ1,Ω1h
′
0dω
]
Ω˜0
+ α
c0ρ0
2
ρ1
[∫
ω∈S1
(ω · Ω˜0)(ω ⊗ ω)Mλ1,Ω1h
′
0dω
]
Ω0,
Y 0 = α
ρ˜1
2
ρ0
[∫
ω∈S1
ωMλ0,Ω0h0dω
]
+
[∫
ω∈S1
(ω ⊗ ω)Mλ0,Ω0h0dω
]
(α
c1ρ˜1
2
ρ0Ω1 + α
c1ρ1
2
ρ0Ω˜1)
+
(
1 + α
ρ1
2
)
ρ˜0
[∫
ω∈S1
ωMλ0,Ω0h0dω
]
+
[∫
ω∈S1
(ω ⊗ ω)Mλ0,Ω0h0dω
] (
α
c1ρ1
2
ρ˜0Ω1 + (1 + α
ρ1
2
)λ−10 ρ0Ω˜0
)
+
[∫
ω∈S1
(ω · Ω˜0)(ω ⊗ ω)Mλ0,Ω0h0dω
]
α
c1ρ1
2
λ−10 ρ0Ω1
+ (1 + α
ρ1
2
)ρ0
[∫
ω∈S1
(ω ⊗ ω)Mλ0,Ω0h
′
0dω
]
Ω˜0
+ α
c1ρ1
2
ρ0
[∫
ω∈S1
(ω · Ω˜0)(ω ⊗ ω)Mλ0,Ω0h
′
0dω
]
Ω1,
where h0, h
′
0 (resp. h1, h
′
1) implicitly depend on (ω·Ω0) (resp. (ω·Ω1)). These expressions
can be simplified when computed at equilibria. Indeed, the following lemma gives some
useful identities.
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Lemma 9. We have the following identities:
•
∫
ω∈S1
ωMλ,Ωhdω = 〈cos θh〉MλΩ,
∫
ω∈S1
ωMλ,−Ωhdω = −〈cos θh
−〉MλΩ,
•
∫
ω∈S1
(ω ⊗ ω)Mλ,Ωhdω = 〈cos
2 θh〉MλΩ⊗Ω+ 〈sin
2 θh〉MλΩ
⊥ ⊗Ω⊥,∫
ω∈S1
(ω ⊗ ω)Mλ,−Ωhdω = 〈cos
2 θh−〉MλΩ⊗Ω+ 〈sin
2 θh−〉MλΩ
⊥ ⊗Ω⊥,
•
∫
ω∈S1
(ω · Ω˜)(ω ⊗ ω)Mλ,Ωhdω = (Ω˜ ·Ω
⊥)〈sin2 θ cos θh〉Mλ
(
Ω⊗Ω⊥ +Ω⊥ ⊗Ω
)
,∫
ω∈S1
(ω · Ω˜)(ω ⊗ ω)Mλ,−Ωhdω = −(Ω˜ ·Ω
⊥)〈sin2 θ cos θh−〉Mλ
(
Ω⊗Ω⊥ +Ω⊥ ⊗Ω
)
.
where h is a function depending on ω ·Ω and h− : ω ·Ω → h(−ω ·Ω) is the symmetric
function of h.
Therefore, at equilibria Ω0 = Ω1, the two components of the linearised exchange operator,
X0 and Y 0, simplified into:
X0 = ρ˜0
(α
2
ρ1〈cos θh0〉Mλ1 +
αc0
2
ρ1〈cos
2 θh0〉Mλ1
)
Ω0
+ ρ˜1
(
(1 + α
ρ0
2
)〈cos θh0〉Mλ1 + α
c0ρ0
2
〈cos2 θh0〉Mλ1
)
Ω0
+
(
α
c0ρ0
2
ρ1〈sin
2 θh0〉Mλ1 + (1 + α
ρ0
2
)ρ1〈sin
2 θh′0〉Mλ1
+α
ρ0c0
2
ρ1〈sin
2 θ cos θh′0〉Mλ1
)
Ω˜0
+
(
(1 + α
ρ0
2
)λ−11 ρ1〈sin
2 θh0〉Mλ1 + α
c0ρ0
2
ρ1λ
−1
1 〈sin
2 θ cos θh0〉Mλ1
)
Ω˜1,
Y 0 =ρ˜0
(
(1 + α
ρ1
2
)〈cos θh0〉Mλ0 + α
c1ρ1
2
〈cos2 θh0〉Mλ0
)
Ω0
+ ρ˜1
(α
2
ρ0〈cos θh0〉Mλ0 +
αc1
2
ρ0〈cos
2 θh0〉Mλ0
)
Ω0
+
(
(1 + α
ρ1
2
)λ−10 ρ0〈sin
2 θh0〉Mλ0 + α
c1ρ1
2
ρ0λ
−1
0 〈sin
2 θ cos θh0〉Mλ0
+(1 + α
ρ1
2
)ρ0〈sin
2 θh′0〉Mλ0 + α
c1ρ1
2
ρ0〈sin
2 θ cos θh′0〉Mλ0
)
Ω˜0
+
(
α
c1ρ1
2
ρ0〈sin
2 θh0〉Mλ0
)
Ω˜1.
Similarly, at equilibria Ω0 = Ω1, the momentum exchange operator S0 can be expressed
as follows:
S0(ρ0,Ω0, ρ1,Ω1) = τ1
(
(1 + α
ρ0
2
)ρ1〈cos θh0〉Mλ1 + α
c0ρ0
2
ρ1〈cos
2 θh0〉Mλ1
)
Ω0
− τ0
(
(1 + α
ρ1
2
)ρ0〈cos θh0〉Mλ0 + α
c1ρ1
2
ρ0〈cos
2 θh0〉Mλ0
)
Ω0.
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Assuming Ω0 = Ω1, we thus obtain:
(Id−Ω0 ⊗Ω0)
[
(DS0)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1)
]
− (Ω0 · S0(ρ0,Ω0, ρ1,Ω1))Ω˜0
= τ1(1 + α
ρ0
2
)ρ1
[
λ−11 〈sin
2 θh0〉Mλ1Ω˜1 + 〈sin
2 θh′0〉Mλ1Ω˜0 − 〈cos θh0〉Mλ1Ω˜0
]
+ τ1α
c0ρ0
2
ρ1
[
〈sin2 θh0〉Mλ1Ω˜0 + 〈sin
2 θ cos θh′0〉Mλ1Ω˜0
+λ−11 〈sin
2 θ cos θh0〉Mλ1 Ω˜1 − 〈cos
2 θh0〉Mλ1Ω˜0
]
− τ0(1 + α
ρ1
2
)ρ0
[
λ−10 〈sin
2 θh0〉Mλ0Ω˜0 + 〈sin
2 θh′0〉Mλ0Ω˜0 − 〈cos θh0〉Mλ0 Ω˜0
]
− τ0α
c1ρ1
2
ρ0
[
〈sin2 θh0〉Mλ0Ω˜1 + 〈sin
2 θ cos θh′0〉Mλ0Ω˜0
+λ−10 〈sin
2 θ cos θh0〉Mλ0 Ω˜0 − 〈cos
2 θh0〉Mλ0Ω˜0
]
,
= A0(ρ0, ρ1)(Ω˜1 − Ω˜0),
with
A0(ρ0, ρ1) = τ1(1 + α
ρ0
2
)ρ1λ
−1
1 〈sin
2 θh0〉Mλ1
+ τ1α
c0ρ0
2
ρ1λ
−1
1 〈sin
2 θ cos θh0〉Mλ1 − τ0α
c1ρ1
2
ρ0〈sin
2 θh0〉Mλ0 ,
where we used the identities:
λ−10 〈sin
2 θh0〉Mλ0 = 〈cos θh0〉Mλ0 − 〈sin
2 θh′0〉Mλ0 ,
λ−10 〈sin
2 θ cos θh0〉Mλ0 = 〈cos
2 θh0〉Mλ0 − 〈sin
2 θh0〉Mλ0 − 〈sin
2 θ cos θh′0〉Mλ0 .
Similar computations shows that at equilibria Ω0 = −Ω1,
(Id−Ω0 ⊗Ω0)
[
(DS0)(ρ0,Ω0,ρ1,Ω1)(ρ˜0, Ω˜0, ρ˜1, Ω˜1)
]
− (Ω0 · S0(ρ0,Ω0, ρ1,Ω1))Ω˜0
= B0(ρ0, ρ1)(Ω˜1 + Ω˜0),
with
B0(ρ0, ρ1) = τ1(1 + α
ρ0
2
)ρ1λ
−1
1 〈sin
2 θh−0 〉Mλ1
− τ1α
c0ρ0
2
ρ1λ
−1
1 〈sin
2 θ cos θh−0 〉Mλ1 − τ0α
c1ρ1
2
ρ0〈sin
2 θh0〉Mλ0 .
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