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We study the collapse of a self-gravitating Bose-Einstein condensate with attractive self-
interaction. Equilibrium states in which the gravitational attraction and the attraction due to
the self-interaction are counterbalanced by the quantum pressure (Heisenberg uncertainty principle)
exist only below a maximum mass Mmax = 1.012~/
√
Gm|as| where as < 0 is the scattering length
of the bosons and m is their mass [Chavanis, Phys. Rev. D 84, 043531 (2011)]. For M > Mmax the
system is expected to collapse and form a black hole. We study the collapse dynamics by making
a Gaussian ansatz for the wave function and reducing the problem to the study of the motion of
a particle in an effective potential. We find that the collapse time scales as (M/Mmax − 1)−1/4
for M → M+max and as M−1/2 for M  Mmax. Other analytical results are given above and
below the critical point corresponding to a saddle node bifurcation. We apply our results to stan-
dard axions with mass m = 10−4 eV/c2 and scattering length as = −5.8 × 10−53 m for which
Mmax = 6.5 × 10−14M and R = 3.3 × 10−4R. We confirm our previous claim that bosons with
attractive self-interaction, such as standard axions, may form low mass stars (axion stars or dark
matter stars) but cannot form dark matter halos of relevant mass and size. These mini axions
stars could be the constituents of dark matter. They can collapse into mini black holes of mass
∼ 10−14M in a few hours. In that case, dark matter halos would be made of mini black holes. We
also apply our results to ultralight axions with mass m = 1.93× 10−20 eV/c2 and scattering length
as = −8.29 × 10−60 fm for which Mmax = 0.39 × 106M and R = 33 pc. These ultralight axions
could cluster into dark matter halos. Axionic dark matter halos with attractive self-interaction can
collapse into supermassive black holes of mass ∼ 106M (similar to those reported at the center of
galaxies) in about one million years.
PACS numbers: 95.30.Sf, 95.35.+d, 98.80.-k
I. INTRODUCTION
The nature of dark matter is still unknown. It has
been proposed that dark matter may be made of bosons
in the form of Bose-Einstein condensates (BECs) at ab-
solute zero temperature [1–65] (see [66–68] for reviews
and the Introduction of [27] for a short historical account
of the development of the BEC dark matter scenario).
For dark matter halos, Newtonian gravity can be used so
the evolution of the wave function of the self-gravitating
BEC is governed by the Gross-Pitaevskii-Poisson (GPP)
equations (see, e.g., [27–29]). By using the Madelung
transformation [69], these equations can be written in the
form of hydrodynamic equations, the so-called quantum
Euler-Poisson (EP) equations. These equations are sim-
ilar to the hydrodynamic equations of cold dark matter
(CDM) except that they include a quantum force arising
from the Heisenberg uncertainty principle and a pressure
force due to the self-interaction of the bosons measured
by their scattering length as. Quantum mechanics may
be a way to solve the small scale problems of the CDM
model such as the cusp problem, the missing satellite
problem, and the “too big to fail” problem. In the BEC
model, dark matter halos are stable equilibrium solutions
of the GPP, or quantum EP, equations. They satisfy a
condition of hydrostatic equilibrium corresponding to the
balance between the quantum force (Heisenberg uncer-
tainty principle), the pressure due to the self-interaction
(scattering), and the gravitational attraction. The mass-
radius relation of self-gravitating BECs at T = 0 has been
obtained numerically (exactly) and analytically (approx-
imately) in [27, 28] for any value of the scattering length
as of the bosons. This study makes the link between the
noninteracting case as = 0 and the Thomas-Fermi (TF)
limit GM2mas/~2  1 in which the quantum potential
can be neglected. It also treats the case of bosons with
negative scattering lengths (as < 0).
When as ≥ 0, the short-range interaction between
the bosons is repulsive (or absent). In that case, there
is a stable equilibrium state for any value of the mass
M .1 It corresponds to the balance between the repul-
1 This is true in the Newtonian regime appropriate to dark matter
halos. In the general relativistic regime, corresponding to boson
stars (possibly mimicking massive black holes at the center of
galaxies), equilibrium states exist only below a maximum mass.
For noninteracting boson stars, the maximum mass is given by
Mmax = 0.633M2P /m, where MP = (~c/G)
1/2 = 2.18× 10−8 kg
is the Planck mass. It is obtained from the Klein-Gordon-
Einstein (KGE) equations [70, 71]. For self-interacting boson
stars with a λφ4 potential, the maximum mass is given by
Mmax = 0.0612
√
λM3P /m
2, where λ = 8piasmc/~ is the di-
mensionless self-interaction constant (see Appendix A). It can
be obtained from the KGE equations [72] or from their hydro-
dynamic representation [73]. In [73] it is argued that, because
of their superfluid core, neutron stars could actually be BEC
stars. Indeed, the neutrons could form Cooper pairs and behave
as bosons of mass 2mn (where mn = 0.940 GeV/c2 is the mass of
the neutron). By adjusting the value of the self-interaction con-
stant, the maximum mass of these BEC stars could account for
the abnormal mass (in the range 2− 2.4M) of certain neutron
stars [74–79] that is much larger than the Oppenheimer-Volkoff
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2sive quantum force, the repulsive self-interaction (if any),
and the attractive gravitational force. When as < 0,
the short-range interaction between the bosons is attrac-
tive. In that case, there is an equilibrium state only for
M ≤Mmax with [27, 28]:
M exactmax = 1.012
~√
Gm|as|
. (1)
The stable configurations have a radius R99 ≥ R∗99 with
[27, 28]:
(R∗99)
exact = 5.5
( |as|~2
Gm3
)1/2
, (2)
where the subscript 99 means that R99 is the radius con-
taining 99% of the mass (the density profile has not a
compact support but extends to infinity so the radius
of the system is formally infinite). This equilibrium
state corresponds to the balance between the repulsive
quantum force, the attractive force coming from the self-
interaction of the bosons, and the attractive gravitational
force. For M > Mmax, there is no equilibrium state
anymore because the quantum force cannot balance the
attractive self-interaction and the gravitational attrac-
tion. In that case, nothing can prevent the collapse of
the BEC, not even quantum mechanics (Heisenberg un-
certainty principle). Therefore, the system is expected to
collapse and form a black hole.
In the case of an attractive self-interaction, the maxi-
mum mass obtained in [27, 28] is usually extremely small.
This is because it can be rewritten as [27]:2
M exactmax = 5.073
MP√|λ| . (3)
Similarly, the maximum radius can be written as [27]:
(R∗99)
exact = 1.1
√
|λ|MP
m
λc, (4)
where λc = ~/mc is the Compton wavelength of the
bosons. Unless the self-interaction constant λ is extraor-
dinarily small, the maximum mass and the correspond-
ing radius of self-gravitating BECs with attractive self-
interaction are much smaller than the masses and radii
of dark matter halos [27].
limit MOV = 0.376M
3
P /m
2 = 0.7M based on the assumption
that neutron stars are ideal fermion stars [80].
2 This scaling can be compared to the scaling Mmax =
0.376M3P /m
2 of the maximum mass of fermion stars [80], to
the scaling Mmax = 0.633M2P /m of the maximum mass of non-
interacting boson stars [70, 71] and to the scaling Mmax =
0.062
√
λM3P /m
2 of the maximum mass of self-interacting bo-
son stars [72, 73]. We emphasize, however, that the maximum
mass given by Eq. (3) is a Newtonian result contrary to the
other limits that come from general relativity. The usually very
small value of the maximum mass (or mass-radius ratio) of self-
gravitating BECs with attractive self-interaction justifies a pos-
teriori why a Newtonian treatment is sufficient to describe them
(see Appendix E for more details).
This remark has important consequences. It has often
been proposed, in connection to the BEC dark matter
model, that one possible dark matter candidate could be
the axion [81, 82]. One reason is that, unlike the Higgs
boson, axions are sufficiently long-lived to coalesce into
dark matter halos which constitute the seeds of galaxy
formation. Axions are hypothetical pseudo-Nambu-
Goldstone bosons of the Peccei-Quinn phase transition
associated with a U(1) symmetry that solves the strong
charge parity (CP) problem of quantum chromodynam-
ics (QCD) [83]. Axions also appear in string theory lead-
ing to the notion of string axiverse [84]. The axion is a
spin-0 particle with a very small mass and an extremely
weak self-interaction arising from nonperturbative effects
in QCD. Axions are extremely nonrelativistic and have
huge occupation numbers, so they can be described by
a classical field. Recently, it has been proposed that ax-
ionic dark matter can form a BEC during the radiation-
dominated era [85, 86]. Axions can thus be described
by a relativistic quantum field theory with a real scalar
field φ whose evolution is governed by the Klein-Gordon-
Einstein (KGE) equations. In the nonrelativistic limit,
they can be described by an effective field theory with
a complex scalar field ψ whose evolution is governed by
the GPP equations. Therefore, axions seem to be good
candidates for the BEC dark matter scenario. However,
the axion has a negative scattering length corresponding
to an attractive self-interaction. Therefore, according to
the results of [27], it is not obvious that axions can form
dark matter halos of relevant mass and size. This can be
checked by a simple numerical application. Eqs. (1) and
(2) can be rewritten as
M exactmax
M
= 1.56× 10−34
(
eV/c2
m
)1/2(
fm
|as|
)1/2
, (5)
(R∗99)
exact
R
= 1.36× 109
( |as|
fm
)1/2(
eV/c2
m
)3/2
. (6)
Considering standard axions with m = 10−4 eV/c2
and as = −5.8 × 10−53 m [81], corresponding to λ =
−7.4 × 10−49, we obtain M exactmax = 6.5 × 10−14M and
(R∗99)
exact = 3.3 × 10−4R (the average density is ρ =
2.55 × 103 g/m3). These values are “ridiculously small”
[27] as compared to the typical values of dark matter
halos (they rather correspond to the typical size of as-
teroids). Obviously, standard axions cannot form dark
matter halos of relevant mass and size.3 However, they
could form mini boson stars (axion stars or dark matter
stars) of very low mass which are stable gravitationally
3 The same conclusion can also be obtained by considering the
gravitational instability of an infinite homogeneous distribution
of BECs. This quantum Jeans problem has been studied in detail
in [27, 34, 52] in the general case.
3bound BECs. They might play a role as dark matter com-
ponents (i.e. dark matter halos could be made of mini
axion stars) if they exist in the universe in abundance.
These mini axions stars could collapse into mini black
holes of mass ∼ 10−14M. In that case, dark matter ha-
los would be made of mini black holes (their evaporation
time te = 5120piG
2M3/~c4 ∼ 6.6× 1032 s is much larger
than the age of the universe) and behave as CDM.
This conclusion only applies to the type of axions with
attractive self-interaction that we have considered previ-
ously (“standard” axions). Axions with a repulsive self-
interaction (if they exist) or axions with an attractive
self-interaction, or no self-interaction, and an extraor-
dinarily small mass could form bigger objects, possibly
dark matter halos. To be specific, let us consider that
the smallest dark matter halo that we know, Willman 1
(R = 33 pc, M = 0.39×106M, ρ = 1.75×10−16 g/m3),
is a pure BEC without atmosphere.4 Assuming that
the bosons have a repulsive self-interaction and using
the constraint (|as|/fm)2(eV/mc2) ≤ 1.77 × 10−8 set by
the Bullet Cluster, we obtain m = 1.69 × 10−2 eV/c2,
as = 1.73 × 10−5 fm and λ = 3.72 × 10−14 (see Ap-
pendix D of [87]). Assuming that the bosons have no self-
interaction, we obtain m = 2.57 × 10−20 eV/c2 (see Ap-
pendix D of [87]). Finally, assuming that the bosons have
an attractive self-interaction and using Eqs. (5) and (6),
we obtain m = 1.93×10−20 eV/c2, as = −8.29×10−60 fm
and λ = −2.04 × 10−86. This is a new prediction (es-
pecially the scattering length). These values reproduce
the mass and size of dwarf dark matter halos. On the
other hand, the Bullet Cluster constraint is clearly sat-
isfied. The values of m and as that we have obtained
above may be revised by considering possibly more rele-
vant dark matter halos than Willman 1 but their orders
of magnitude should be correct. Therefore, it is not im-
possible that axions cluster into dark matter halos but,
for that, their mass m and scattering length as need to
have very different values from their “standard” values
given previously. We shall call them “ultralight” axions.
Axionic dark matter halos made of ultralight axions could
collapse into supermassive black holes of mass ∼ 106M
similar to those reported at the center of galaxies.
In this paper, we study the collapse of a self-gravitating
BEC with attractive self-interaction (e.g. an axion star
or an axionic dark matter halo) when its mass is larger
than the maximum mass obtained in [27]. To study this
complex dynamics, we use in this paper a simple analyt-
ical model in which the collapse of the BEC is reduced
4 We assume that dwarf dark matter halos such as Willman 1
represent the ground state of a self-gravitating BEC (see Appen-
dices D-F of [87]). Larger halos are more complex to study. They
may be formed by hierarchical clustering. They have a core-halo
structure in which the core is a pure BEC and the halo has a
Navarro-Frenk-White (NFW) profile [88]. This core-halo struc-
ture may also result from a process of gravitational cooling [89].
In that case, the core is surrounded by a halo of scalar radiation.
to the study of the motion of a particle in an effective
potential V (R), where R represents the size of the BEC.
For M > Mmax, the effective potential has no minimum
so the particle descends the potential until the singular
point of collapse at R = 0. This mechanical model, based
on a Gaussian ansatz for the wave function, was intro-
duced in the context of self-gravitating BECs in [27] (see
[90] for generalizations). This type of approximation is
standard in the study of BECs without self-gravity. It is
known to give a good qualitative description of the evo-
lution of the system but it is not always quantitatively
accurate. Therefore, it would be important to carry in
parallel a numerical study based on the KGE or GPP
equations to compare our approximate analytical results
to the exact numerical ones.
The paper is organized as follows. In Sec. II, we
recall the GPP equations and their hydrodynamic rep-
resentation. In Sec. III, we make a Gaussian ansatz
for the wave function and recall the dynamical equation,
obtained in [27, 90], satisfied by the radius R(t) of the
condensate. The stationary states of this equation pro-
vide an analytical expression of the mass-radius relation
of self-gravitating BECs. We consider in this paper the
case of a negative scattering length (as < 0) for which
there is a maximum mass [27]. For M < Mmax, two
equilibrium states exist but only the configuration cor-
responding to the minimum of the effective potential is
stable (this is the state with the largest radius). We
calculate the radius, the energy and the complex pul-
sation as a function of the mass of the BEC and pro-
vide their asymptotic expressions in the nongravitational
limit, the noninteracting limit, and close to the critical
point. For M → M−max, the period of the oscillations
scales as (1 −M/Mmax)−1/4. In Sec. IV, we study the
collapse of the BEC for M > Mmax and determine the
general expression of the collapse time as a function of
the mass of the BEC in the form of an integral. In Sec.
V, we show that the collapse time scales as M−1/2 in the
TF limit M  Mmax. In Sec. VI, we study the collapse
of the BEC close to the critical point M →M+max corre-
sponding to a saddle node bifurcation. We find that the
collapse time scales as (M/Mmax−1)−1/4 forM →M+max.
In Secs. VII and VIII, we consider the possible collapse,
explosion, or oscillations of the BEC when M < Mmax.
In Sec. IX, we conclude our study by applying our re-
sults to the case of axion stars and axionic dark matter
halos. In Appendix A, we derive the GP equation from
the KG equation in the nonrelativistic limit c → +∞
and connect the nonlinearity in the GP equation to the
potential in the KG equation. In Appendix B, we discuss
the Lagrangian structure of the GP equation in the scalar
field and hydrodynamic representations and provide an
alternative derivation of the effective mechanical model.
In Appendix C, we show that the collapse of the BEC
close to the critical point has a self-similar structure. In
Appendix D, we highlight particular regimes of interest.
In Appendix E, we study the validity of the Newtonian
approximation used in our paper.
4II. THE GROSS-PITAEVSKII-POISSON
EQUATIONS
We consider a self-gravitating BEC at T = 0 with
short-range interactions. The evolution of the conden-
sate wave function is governed by the GPP equations
(see, e.g., [27–29]):
i~
∂ψ
∂t
= − ~
2
2m
∆ψ +mΦψ +
4pias~2
m2
|ψ|2ψ, (7)
∆Φ = 4piG|ψ|2. (8)
The mass density of the bosons is ρ = |ψ|2. The GP
equation (7) can be seen as a nonlinear Schro¨dinger equa-
tion with a cubic nonlinearity. The self-interaction of the
bosons is measured by their s-scattering length as which
can be positive (repulsion) or negative (attraction).5
If we consider a wave function of the form ψ =√
ρ(r)e−iEt/~, we obtain the time-independent GP equa-
tion
− ~
2
2m
∆ψ +mΦψ +
4pias~2
m2
|ψ|2ψ = Eψ. (9)
Equations (8) and (9) form an eigenvalue problem for the
wavefunction ψ, where E is the eigenvalue. We call it the
eigenenergy.
By making the Madelung [69] transformation
ψ(r, t) =
√
ρ(r, t)eiS(r,t)/~, (10)
where
S = −i~
2
ln
(
ψ
ψ∗
)
(11)
is the action and
u(r, t) =
∇S(r, t)
m
(12)
is the (irrotational) velocity field, one finds that the GPP
equations are equivalent to the hydrodynamic equations
(see, e.g., [27–29]):
∂ρ
∂t
+∇ · (ρu) = 0, (13)
5 The GP equation (7) describes the evolution of the condensate
wave function ψ(r, t) of a gas of bosons in interaction at T = 0.
It is usually derived from the mean field Schro¨dinger equation
[91, 92] when the short-range interaction between the bosons
corresponds to binary collisions that can be modeled by a pair
contact potential (see, e.g., Sec. II.A. of [27]). The GP equation
can also be derived from the KG equation in the nonrelativistic
limit c→ +∞ (see Appendix A). In that case, the cubic nonlin-
earity in Eq. (7) corresponds to a quartic potential of the form
V (|φ|) = (λ/4~c)|φ|4 in the KG equation. The self-interaction
constant λ in the scalar field theory is related to the s-scatering
length of the bosons by λ = 8piasmc/~ [27].
∂S
∂t
+
1
2m
(∇S)2 +mΦ + 4pias~
2
m2
ρ+Q = 0, (14)
∂u
∂t
+ (u · ∇)u = −1
ρ
∇P −∇Φ− 1
m
∇Q, (15)
∆Φ = 4piGρ, (16)
called the quantum EP equations. Equation (13) is the
continuity equation, Eq. (14) is the quantum Hamilton-
Jacobi (or Bernoulli) equation, and Eq. (15) is the quan-
tum Euler equation. It involves the quantum potential
Q = − ~
2
2m
∆
√
ρ√
ρ
= − ~
2
4m
[
∆ρ
ρ
− 1
2
(∇ρ)2
ρ2
]
(17)
taking into account the Heisenberg uncertainty principle,
and a pressure
P =
2pias~2
m3
ρ2 (18)
taking into account the self-interaction of the bosons
[93, 94]. The equation of state (18) is that of a poly-
trope of index n = 1 [95]. The stationary solution of
the quantum Bernoulli equation (14), corresponding to
S = −Et, writes
E = mΦ +
4pias~2
m2
ρ+Q. (19)
This equation is equivalent to Eq. (9). The stationary
solution of the quantum Euler equation (15) satisfies the
condition of hydrostatic equilibrium
∇P + ρ∇Φ + ρ
m
∇Q = 0. (20)
This is the gradient of Eq. (19). Combining Eq. (20)
with the Poisson equation (8), we obtain the differential
equation
− 4pias~
2
m3
∆ρ+
~2
2m2
∆
(
∆
√
ρ√
ρ
)
= 4piGρ. (21)
This equation has been studied analytically and numeri-
cally in the general case (i.e. accounting for the quantum
pressure and the self-interaction) in [27, 28]. The Jeans
problem associated with the quantum EP equations (13)-
(16) has been studied in [27] in a static background and
in [34, 52] in an expanding background.
III. ANALYTICAL MODEL
A. The Gaussian ansatz
In general, the GPP equations (7) and (8) must be
solved numerically. However, we can obtain approximate
5analytical results by using a Gaussian ansatz for the wave
function [27, 90]:
ψ(r, t) =
[
M
pi3/2R(t)3
]1/2
e
− r2
2R(t)2 eimH(t)r
2/2~, (22)
where R(t) measures the spatial extension of the system
(wave packet). We shall call it the radius of the BEC. In
the hydrodynamic representation, the density is given by
ρ(r, t) =
M
[piR(t)2]3/2
e
− r2
R(t)2 , (23)
the action by
S(r, t) =
1
2
mH(t)r2, (24)
and the velocity field by
u(r, t) = H(t)r. (25)
One can easily check [27, 90] that the continuity equation
(13) is exactly satisfied by the ansatz (22) provided that
H(t) =
R˙
R
. (26)
This function is similar to the Hubble function in cos-
mology although the analogy is purely formal (see Sec.
III C for a development of this analogy).
B. The gross dynamics
With the Gaussian ansatz, one can show (see [27, 90]
and Appendix B) that the total energy of the BEC writes
Etot =
1
2
αM
(
dR
dt
)2
+ V (R) (27)
with
V (R) = σ
~2M
m2R2
+ ζ
2pias~2M2
m3R3
− νGM
2
R
, (28)
where α = 3/2, σ = 3/4, ζ = 1/(2pi)3/2 and ν = 1/
√
2pi.
The first term in Eq. (27) is the classical kinetic energy
Θc and the second term in Eq. (27) is the potential
energy. The potential energy contains the contribution of
the quantum kinetic energy ΘQ (or quantum potential),
the internal energy U due to the self-interaction, and the
gravitational energy W . It can be shown that the GPP
and EP equations conserve the total energy Etot and the
mass M [27, 90]. Of course, these quantities must also
be conserved by the gross dynamics resulting from the
Gaussian ansatz. Writing E˙tot = 0, we find that the
dynamical equation satisfied by the radius of the BEC is
αM
d2R
dt2
= −V ′(R). (29)
This equation is similar to the equation of motion of
a particle of mass αM moving in an effective potential
V (R). This equation can also be obtained from the virial
theorem satisfied by the GPP and EP equations [27, 90],
or from the Euler-Lagrange equations (see Appendix B),
when a trial wave function parametrized by a function of
R, such as the one in Eq. (22), is introduced.
It can be shown from general arguments [96] that a
stable equilibrium state of the GPP and EP equations is
a minimum of the total energy Etot at fixed mass M [27].
This is also true for the gross dynamics: a stable equilib-
rium state of Eq. (29) is a minimum of the total energy
Etot(R, R˙) at fixed mass M . A necessary condition for
equilibrium is that R˙ = 0 meaning that the radius of the
BEC is stationary. Then, the equilibrium radius R of the
BEC, when an equilibrium state exists, is a minimum of
the effective potential V (R). The condition V ′(R) = 0
leads to the general analytical mass-radius relation of a
self-gravitating BEC with short-range interactions [27]:
M =
2σ
ν
~2
Gm2R
1− 6piζas~2νGm3R2
. (30)
For M → 0 and R→ +∞, we recover the relation
R ∼ 2σ
ν
~2
GMm2
(31)
corresponding to a noninteracting self-gravitating BEC
(as = 0) [27]. The radius R99 containing 99% of the
mass is R99 = 8.955~2/GMm2. It is in good agreement
with the exact result R99 = 9.9~2/GMm2 [3, 28, 71].
C. Analogy with cosmology
The first integral of motion given by Eqs. (27) and
(28) can be rewritten as(
R˙
R
)2
=
2Etot
αMR2
+
2νGM
αR3
− 2σ~
2
αm2R4
− 4piζas~
2M
αm3R5
.
(32)
In the case where the quantum potential and the self-
interaction can be neglected, it reduces to(
R˙
R
)2
=
2Etot
αMR2
+
2νGM
αR3
. (33)
This is similar to the Friedmann equation in cosmology
H2 =
(
R˙
R
)2
= −kc
2
R2
+
8piG
3c2
 (34)
for a pressureless (P = 0) universe whose energy den-
sity decreases as  ∝ R−3 [97] (see the Introduction of
6[98] for a short historic of the early development of cos-
mology). In this analogy R plays the role of the scale
factor, H = R˙/R plays the role of the Hubble parame-
ter, −2Etot/αM plays the role of the curvature constant
kc2, and 2νM/αR3 plays the role of the mass density
8pi/3c2 with /c2 ∝ R−3. We can therefore draw certain
analogies between the evolution of a self-gravitating BEC
and the evolution of a Friedmann-Lemaˆıtre-Robertson-
Walker (FLRW) universe.
Remark: In a universe filled with a fluid with an equa-
tion of state P = α, the energy density is related to the
scale factor by  ∝ R−3(1+α). If we take into account all
the terms in Eq. (32), we find that the quantum poten-
tial term is analogous to an energy density  ∝ −1/R4 in
cosmology. This corresponds to α = 1/3 like for the stan-
dard radiation. However, the energy density is negative.
On the other hand, the self-interaction term is analogous
to an energy density  ∝ ∓/R5 in cosmology. This corre-
sponds to α = 2/3 (to our knowledge, this coefficient has
not been considered in cosmology). The energy density
is negative when as > 0 and a positive when as < 0.
D. BECs with negative scattering length
In this paper, we focus on the case of an attractive self-
interaction corresponding to a negative scattering length
(as < 0). In that case, there exists a maximum mass [27]:
Mmax =
(
σ2
6piζν
)1/2 ~√
Gm|as|
(35)
corresponding to a radius [27]:
R∗ =
(
6piζ|as|~2
νGm3
)1/2
. (36)
Stable equilibrium states exist only for M < Mmax.
They have a radius R > R∗. We note that the
approximate values of Mmax = 1.085~/
√
Gm|as| and
R∗99 = 4.125(|as|~2/Gm3)1/2 obtained within the Gaus-
sian ansatz [27] are relatively close to the exact val-
ues M exactmax = 1.012~/
√
Gm|as| and (R∗99)exact =
5.5(|as|~2/Gm3)1/2 obtained numerically by solving the
GPP equations [28]. We note that the maximum mass
Mmax and the minimum stable radius R∗ are related to
each other by
Mmax =
σ
ν
~2
Gm2R∗
. (37)
It is convenient to introduce the energy scale
V0 =
σ2ν1/2
(6piζ)3/2
~m1/2G1/2
|as|3/2 . (38)
Using Eqs. (35) and (36), we can check that V0 is of the
order of magnitude of ~2Mmax/m2R∗, |as|~2M2max/m3R3∗
and GM2max/R∗. We also introduce the dynamical time
tD =
(
αMmaxR
2
∗
V0
)1/2
=
6piζ
ν
(α
σ
)1/2 |as|~
Gm2
. (39)
Using Eqs. (35) and (36), we can check that tD is of
the order of magnitude of (R3∗/GMmax)
1/2 ∼ 1/√Gρmax
where ρmax = 3Mmax/4piR
3
∗ is a characteristic den-
sity equal to the maximum averaged density of the
BEC. For standard axions with m = 10−4 eV/c2 and
as = −5.8 10−53 m, we obtain Mmax = 6.9 × 10−14M,
R∗ = 1.0 × 10−4R, V0 = 7.1 × 1021 g m2/s2, ρmax =
9.73 × 104 g/m3, and tD = 1.2 × 104 s = 3.4 hrs. For
ultralight axions with m = 1.93 × 10−20 eV/c2 and
as = −8.29×10−60 fm, we obtain Mmax = 4.18×105M,
R∗ = 10.4 pc, V0 = 5.74 × 1046 g m2/s2, ρmax = 6.00 ×
10−15 g/m3, and tD = 4.70× 1013 s = 1.49 Myrs.
E. The dynamical equation
We introduce the dimensionless variables
Mˆ =
M
Mmax
, Rˆ =
R
R∗
, Vˆ =
V
V0
, (40)
tˆ =
t
tD
, ωˆ = ωtD. (41)
We shall work with these dimensionless variables but,
from now on, we forget the “hats” in order to simplify
the notations. The equation of motion (29) becomes
M
d2R
dt2
= −V ′(R) (42)
with the effective potential
V (R) =
M
R2
− M
2
3R3
− M
2
R
. (43)
The effective potential is plotted in Fig. 1. Equation (42)
has the first integral
Etot =
1
2
M
(
dR
dt
)2
+ V (R), (44)
where Etot is a constant representing the total energy of
the system. Equation (44) can be rewritten as
dR
dt
= ±
√
2
M
[Etot − V (R)], (45)
where the sign + corresponds to an expansion of the BEC
(R˙ > 0) and the sign − to a contraction (R˙ < 0). In-
tegrating Eq. (45) between 0 and t, we find that the
evolution of the radius R(t) of the BEC is determined by
the equation∫ R(t)
R0
dR√
Etot − V (R)
= ±
(
2
M
)1/2
t. (46)
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FIG. 1: Effective potential V (R) as a function of the radius
R for different values of the mass M . For illustration, we
have taken M = 0.9 < Mmax and M = 1.1 > Mmax where
Mmax = 1.
F. The mass-radius relation
A stable equilibrium state corresponds to a minimum
of the effective potential V (R). The condition V ′(Re) =
0 leads to the mass-radius relation
M =
2Re
1 +R2e
, (47)
or
Re =
1±√1−M2
M
. (48)
The mass-radius relation is plotted in Fig. 2. Equilib-
rium states exist only below a maximum mass which
is obtained from the condition M ′(Re) = 0 yielding
R∗ = 1 and Mmax = 1. For M < Mmax, there are
two branches determining two possible radii RU (M) < 1
and RS(M) > 1 for the same mass M . However, a stable
equilibrium state must be a minimum of V (R) so it must
satisfy V ′′(Re) > 0. Computing the second derivative of
V (R) from Eq. (43) and using the mass-radius relation
(47), we get
V ′′(Re) =
4(R2e − 1)
R3e(1 +R
2
e)
2
. (49)
From this expression, we see that the branch (S) corre-
sponding to Re > R∗ is stable while the branch (U) cor-
responding to Re < R∗ is unstable. Therefore, R∗ = 1
represents the minimum possible radius of stable equi-
librium states. The change of stability in the series of
equilibria corresponds to the maximum mass Mmax in
agreement with the Poincare´ theorem and with the the-
ory of catastrophes (see Sec. III I).
For M → 0 and Re → 0, we get M ∼ 2Re and
V ′′(Re) ∼ −4/R3e. In this limit, self-gravity is negli-
gible so the equilibrium is due to the balance between
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FIG. 2: Mass-radius relation of a self-gravitating BEC with
attractive self-interaction. The mass Mc is defined in Sec.
VII.
the repulsive quantum pressure and the attractive self-
interaction (nongravitational limit). However, this equi-
librium is unstable.
For M → 0 and Re → +∞, we get M ∼ 2/Re and
V ′′(Re) ∼ 4/R5e. In this limit, the self-interaction is neg-
ligible so the equilibrium is due to the balance between
the repulsive quantum pressure and the attractive self-
gravity (noninteracting limit). This equilibrium is stable.
It corresponds to Newtonian noninteracting BEC stars.
For M →Mmax and R→ R∗, we get
M ' 1− 1
2
(Re − 1)2, Re ' 1±
√
2(1−M), (50)
V ′′(Re) ∼ 2(Re − 1). (51)
These equations describe a saddle-node bifurcation where
two equilibria (one stable and one unstable) merge and
suddenly disappear at the critical point. For future pur-
poses, it will be necessary to go to next order in the
expansion of the mass-radius relation close to the critical
point. We find
M ' 1− 1
2
(Re − 1)2 + 1
2
(Re − 1)3, (52)
Re − 1 = ±
√
2(1−M)
[
1± 1
2
√
2(1−M)
]
. (53)
G. The total energy
At equilibrium, the total energy of a BEC with a mass
M is given by Etot = V (Re). Therefore
Etot =
M
R2e
− M
2
3R3e
− M
2
Re
. (54)
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FIG. 4: Total energy as a function of the mass. The mass Mc
is defined in Sec. VII.
We can obtain Etot(Re) by using Eq. (47) to express M
as a function of Re. This gives
Etot =
2(1− 3R2e)
3Re(1 +R2e)
2
. (55)
This function is plotted in Fig. 3. We note that the min-
imum energy Emintot = −1/3 is reached for Re = R∗ = 1.
Therefore, the change of stability in the series of equilib-
ria corresponds to the minimum energy Emintot . We can
obtain Etot(M) by using Eq. (48) to express Re in terms
of M . Alternatively, the function Etot(M) is given in
parametric form by Eqs. (47) and (55) where the param-
eter is Re. This function is plotted in Fig. 4. We can
check that the stable branch (S) has a lower energy that
the unstable branch as it should. We also recall that a
necessary (but not sufficient) condition of nonlinear dy-
namical stability is that Etot < 0. We can chek that the
stable branch satisfies this condition.
For M → 0 and Re → 0 (nongravitational limit), we
get Etot(Re) ∼ 2/3Re and Etot(M) ∼ 4/3M .
For M → 0 and Re → +∞ (noninteracting limit), we
get Etot(Re) ∼ −2/R3e and Etot(M) ∼ −M3/4.
For M →Mmax and R→ R∗ (critical point), we get
Etot(Re) ' −1
3
+
5
6
(Re − 1)2 − 3
2
(Re − 1)3, (56)
Etot(M) ' −1
3
+
5
3
(1−M)∓ 4
3
√
2(1−M)3/2, (57)
where we used Eq. (53).
Since the functions M(Re) and Etot(Re) achieve their
extrema at the same point Re = R∗ = 1,6 the function
Etot(M) presents a spike at the critical point M = Mmax
(see Fig. 4).
H. The pulsation
We can analyze the stability of an equilibrium state
by considering a small perturbation about equilibrium.
We assume M < Mmax and write R(t) = Re + (t) with
(t)  1. Substituting this decomposition into Eq. (42)
and keeping only terms that are linear in , we obtain
d2
dt2
+ ω2 = 0, (58)
where
ω2 =
V ′′(Re)
M
(59)
is the square of the complex pulsation. Clearly ω2 > 0
corresponds to a stable state which, when displaced from
equilibrium, oscillates about equilibrium with a pulsation
ω. By contrast, ω2 < 0 corresponds to an unstable state
which, when displaced from equilibrium, evolves away
from equilibrium with a growth rate γ =
√−ω2. From
these expressions, we confirm that a minimum of V (R) is
stable and a maximum of V (R) is unstable. Furthermore,
using Eqs. (47) and (49), we can express ω2 as a function
of the radius according to
ω2 =
2(R2e − 1)
R4e(R
2
e + 1)
. (60)
This function is plotted in Fig. 5. The pulsation van-
ishes (ω2 = 0) at the critical point M = Mmax = 1
and Re = R∗ = 1. The states with Re > 1 are sta-
ble (ω2 > 0) and the states with Re < 1 are unsta-
ble (ω2 < 0) in agreement with our previous discus-
sion. We note that the maximum pulsation (ω2)max =
6 The intrinsic reason is the following. A stable steady state of
the GPP and EP equations is a minimum of Etot at fixed mass
M [27]. Introducing a Lagrange multiplier µ/m to take into
account the mass constraint, the cancellation of the first order
variations writes δEtot − (µ/m)δM = 0. This is valid for any
equilibrium state in the series of equilibria. From that relation,
δM = 0 implies δEtot = 0. Therefore, the mass and the total
energy achieve their extrema at the same point in the series of
equilibria.
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FIG. 5: Complex pulsation as a function of the radius.
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FIG. 6: Complex pulsation as a function of the mass.
8(
√
5 − 1)/[(√5 + 3)(1 + √5)2] = 0.1803... is reached
for Re = [(1 +
√
5)/2]1/2 = 1.272... and M = [8(1 +√
5)]1/2/(3 +
√
5) = 0.9717.... The function ω2(M) is ob-
tained in parametric form from Eqs. (47) and (60) where
the parameter is Re. This function is plotted in Fig. 6.
For M → 0 and Re → 0 (nongravitational limit), we
get ω2 ∼ −2/R4e and ω2 ∼ −32/M4.
For M → 0 and Re → +∞ (noninteracting limit), we
get ω2 ∼ 2/R4e and ω2 ∼M4/8.
For M →Mmax and Re → R∗ (critical point), we get
ω2 ∼ 2(Re − 1) ∼ ±2
√
2(1−M). (61)
I. The Poincare´ theorem
According to Eqs. (47), (49) and (60), we have the
relation
dM
dRe
= −1
2
R3eV
′′(Re) = −1
2
MR3eω
2. (62)
Close to the critical point, Eq. (62) reduces to
dM
dRe
= −1
2
V ′′(Re) = −ω
2
2
(63)
which can be directly obtained from Eqs. (50), (51) and
(61). These relations first show that the change of sta-
bility (ω2 = 0) corresponds to the turning point of mass
(M ′(Re) = 0). Furthermore, they relate the stability
of the system to the slope of the mass-radius relation
M(Re). The branch where the mass increases with the
radius (M ′(Re) > 0) is unstable (ω2 < 0) and the branch
where the mass decreases with the radius (M ′(Re) < 0)
is stable (ω2 > 0). These results are particular cases of
the Poincare´ theorem on the series of equilibria [99] (see
[100, 101] for some applications of the Poincare´ theorem
to self-gravitating systems). They have been formalized
in the theory of catastrophes.
IV. COLLAPSE OF THE BEC WHEN M ≥Mmax
We consider a BEC with a mass M ≥ Mmax = 1 so
that no equilibrium state exists. In that case, the BEC
is expected to collapse and form a black hole. Here, we
study the collapse analytically by using the gross dynam-
ics defined by Eqs. (42) and (43).
A. The collapse time
To be specific, we consider an initial condition such
that R˙0 = 0 (no initial velocity) although more general
initial conditions could be considered as well. For this
initial condition the total energy is Etot = V (R0), where
R0 is the initial radius of the BEC. In that case, according
to Eq. (46), the evolution of the radius R(t) of the BEC
is given by∫ R0
R(t)
dR√
V (R0)− V (R)
=
(
2
M
)1/2
t, (64)
where the sign has been chosen so that R(t) decreases
with time since we are considering a collapse solution.
The collapse time, corresponding to R(tcoll) = 0, is given
by
tcoll =
(
M
2
)1/2 ∫ R0
0
dR√
V (R0)− V (R)
. (65)
Using Eq. (65), we can rewrite Eq. (64) in the form∫ R(t)
0
dR√
V (R0)− V (R)
=
(
2
M
)1/2
(tcoll − t). (66)
For the potential of Eq. (43) the collapse time is given
by
tcoll =
√
M
2
∫ R0
0
dR√
M
R20
− M2
3R30
− M2R0 − MR2 + M
2
3R3 +
M2
R
.
(67)
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This is a function tcoll(M,R0) of the mass M of the BEC
and of its initial radius R0.
The function R0 7→ tcoll(M,R0) is plotted in Figs. 7,
8, 9 and 10 for different values of the mass M . The
asymptotic behaviors of R0 7→ tcoll(M,R0) for R0 → 0
and R0 → +∞ are given by Eqs. (77) and (81). When
M = 1, the collapse time tcoll(M = 1, R0) diverges
when R0 → 1 according to Eqs. (106) and (109). For
M → 1+ and R0 → 1, the function R0 7→ tcoll(M,R0) has
a self-similar structure discussed in Appendix C 3 and
illustrated in Figs. 31 and 32. For 1 ≤ M ≤ M∗ '
1.0116, the function R0 7→ tcoll(R0,M) presents a local
maximum at ((R0)M , (tcoll)M ) and a local minimum at
((R0)m, (tcoll)m) as illustrated in Fig. 10. These charac-
teristic values are plotted as a function of M in Figs.
11 and 12. For M = 1, we find ((R0)M , (tcoll)M ) =
(1,+∞) and ((R0)m, (tcoll)m) = (1.67..., 7.0857...). For
M = M∗, we find ((R0)M , (tcoll)M ) = ((R0)m, (tcoll)m) =
(1.31..., 6.257...).
The function M 7→ tcoll(M,R0) is plotted in Figs. 13
and 14 for different values of the initial radius R0. The
asymptotic behavior of M 7→ tcoll(M,R0) for M → +∞
is given by Eq. (89). The value of tcoll(M,R0) at M = 1
is plotted as a function of R0 in Figs. 8, 9 and 10 (as we
have already mentioned, the function R0 7→ tcoll(R0,M =
1) is non monotonic). When R0 = 1, the collapse time
tcoll(M,R0 = 1) diverges when M → 1+ according to
Eqs. (112). For M → 1+ and R0 → 1, the function
M 7→ tcoll(M,R0) has a self-similar structure as shown in
Appendixes C 1 and C 2 and illustrated in Fig. 28.
The evolution of the radius R(t) of the BEC is repre-
sented in Fig. 15 for M = 2 and R0 = 1 and in Fig. 16
for different values of M . The asymptotic behaviors of
R(t) for t → 0 and t → tcoll are given by Eqs. (70) and
(73). The universal self-similar evolution of the scaled
radius close to the critical point (M,R) = (1, 1) is given
by Eqs. (C2), (C12) and (C23) and illustrated in Figs.
29, 30, and 33.
B. Behavior of R(t) for t→ 0
For t→ 0, corresponding to R→ R0, we can make the
approximation V (R) ' V (R0) + V ′(R0)(R − R0) with
V ′(R0) > 0. Equation (64) becomes∫ R0
R(t)
dR√
V ′(R0)(R0 −R)
=
(
2
M
)1/2
t, (68)
leading to
R(t) ' R0 − 1
2M
V ′(R0)t2. (69)
For the potential of Eq. (43), Eq. (69) takes the form
R(t) ' R0 − 1
2
[
− 2
R30
+
M
R40
+
M
R20
]
t2. (70)
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FIG. 7: Collapse time of the self-gravitating BEC as a
function of its initial radius R0 for different masses M =
1, 1.01, 1.1, 1.2, 1.5, 2 (top to bottom). For M = 1, the col-
lapse time diverges when R0 → 1 (dotted lines) as detailed
in Figs. 8 and 9. We note that the asymptotic behaviors
of
√
Mtcoll(M,R0) for R0 → 0 and R0 → +∞ are indepen-
dent of M (dashed lines). Furthermore, for M → +∞, the
function R0 7→M1/2tcoll(M,R0) tends to the function A(R0)
defined by Eq. (90) and plotted in Fig. 17.
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FIG. 8: Collapse time of the self-gravitating BEC as a func-
tion of its initial radius R0 ≥ 1 for M = 1.
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FIG. 9: Collapse time of the self-gravitating BEC as a func-
tion of its initial radius R0 ≤ 1 for M = 1.
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FIG. 10: Collapse time of the self-gravitating BEC as a
function of its initial radius R0 for different masses M =
1, 1.001, 1.002, 1.003, 1.005, 1.01, 1.0116, 1.02, 1.05 (top to bot-
tom). For 1 ≤ M ≤ M∗ = 1.0116, the collapse time presents
a local maximum at ((R0)M , (tcoll)M ) and a local minimum
at ((R0)m, (tcoll)m).
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FIG. 11: Evolution of (R0)M and (R0)m as a function of M .
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FIG. 12: Evolution of (tcoll)M and (tcoll)m as a function of
M .
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FIG. 13: Collapse time of the self-gravitating BEC as a func-
tion of its mass M for different values of the initial radius
R0 = 1, 1.0001, 1.001, 1.01, 1.1, 1.5, 2.5 (for clarity, we have
restricted ourselves to R0 > 1). For R0 = 1, the collapse
time diverges when M → 1+ as detailed in Fig. 14. We note
that the evolution of tcoll(M = 1, R0) is non monotonic for
R0 ≥ 1 in agreement with the results of Fig. 8. The plateau
corresponding to M → 1 first decreases as R0 increases from
R0 = 1 to (R0)m = 1.67..., then increases as R0 passes above
(R0)m = 1.67....
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FIG. 14: Collapse time of the self-gravitating BEC as a func-
tion of its mass when started from R0 = 1.
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FIG. 15: Collapse of the self-gravitating BEC starting from
R0 = 1 for M = 2. The collapse time is tcoll = 0.676301....
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FIG. 16: Collapse of the self-gravitating BEC start-
ing from R0 = 1 for different values of the mass
M = 100, 5, 1.5, 1.1, 1.01, 1.001, 1.00001, 1.000001, 1.0000001
(left to right). The dashed lines correspond to the invari-
ant profile of Appendix C 3 [see Eq. (C25)] valid close to the
critical point M = 1.
In particular, for R0 = 1, we get
R(t) ' 1− (M − 1)t2. (71)
C. Behavior of R(t) for t→ tcoll
For t → tcoll, corresponding to R → 0, using the ex-
pression (43) of the potential, we can make the approxi-
mation
V (R0)− V (R) ' M
2
3R3
(72)
in Eq. (66). In this limit, the self-gravity and the quan-
tum force are negligible with respect to the attractive
self-interaction. Performing the integral in Eq. (66) with
the approximation of Eq. (72), we obtain
R(t) ∼
(
25
6
)1/5
M1/5(tcoll − t)2/5. (73)
We note that this scaling is different from the scaling
R(t) ∝ (tcoll − t)1/2 obtained by exactly solving the
nongravitational GP equation with an attractive self-
interaction [102]. This shows that the Gaussian ansatz is
not always accurate.
D. Behavior of tcoll(M,R0) for R0 → 0
For fixed M and R0 → 0, we can neglect the quantum
potential (∝ 1/R2) and the self-gravity (∝ 1/R) in front
of the self-interaction (∝ 1/R3). In that case, Eq. (67)
reduces to
tcoll ∼
√
M
2
∫ R0
0
dR√
−M2
3R30
+ M
2
3R3
. (74)
This can be rewritten as
tcoll ∼
√
3
2M
R
5/2
0
∫ 1
0
dx√
1
x3 − 1
. (75)
Using ∫ 1
0
dx√
1
x3 − 1
=
√
pi Γ(5/6)
Γ(1/3)
= 0.746834..., (76)
we obtain
tcoll ∼
√
3pi
2
Γ(5/6)
Γ(1/3)
R
5/2
0√
M
∼ 0.914681...R
5/2
0√
M
. (77)
E. Behavior of tcoll(M,R0) for R0 → +∞
For fixed M and R0 → +∞, we can neglect the quan-
tum potential (∝ 1/R2) and the self-interaction (∝ 1/R3)
in front of the self-gravity (∝ 1/R). In that case, Eq. (67)
reduces to
tcoll ∼
√
M
2
∫ R0
0
dR√
−M2R0 + M
2
R
. (78)
This can be rewritten as
tcoll ∼ 1√
2M
R
3/2
0
∫ 1
0
dx√
1
x − 1
. (79)
Using ∫ 1
0
dx√
1
x − 1
=
pi
2
, (80)
we obtain
tcoll ∼ pi
2
√
2
R
3/2
0√
M
∼ 1.11072...R
3/2
0√
M
. (81)
V. THE THOMAS-FERMI LIMIT M → +∞
The limit M → +∞ corresponds to the TF approx-
imation in which the quantum potential (∝ M) can be
neglected in front of the self-gravity (∝M2) and the self-
interaction (∝M2).
A. The evolution of the radius of the BEC
In the TF limit, the evolution of the radius of the BEC
is given by∫ R0
R(t)
dR√
− 1
3R30
− 1R0 + 13R3 + 1R
=
√
2Mt. (82)
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This equation describes the collapse of the BEC under
the action of the self-interaction and the self-gravity when
Etot < 0. If R0  1, we can neglect the self-gravity in
front of the self-interaction and we obtain∫ 1
R(t)
R0
dx√
−1 + 1x3
=
√
2M
3R50
t. (83)
This equation describes the collapse of the BEC under
the action of the self-interaction alone when Etot < 0
(this asymptotic limit R0  1 is actually valid for all
M). The integral has the analytical expression∫ 1
a
dx√
−1 + 1x3
=
√
piΓ(5/6)
Γ(1/3)
−2
5
a5/2 2F1
(
1
2
,
5
6
,
11
6
, a3
)
.
(84)
Combining Eqs. (83) and (84), we obtain the evolution
of the radius of the BEC under the form t = t(R). If
R0  1, we can neglect the self-interaction in front of
the self-gravity for sufficiently short times and we obtain∫ 1
R(t)
R0
dx√
−1 + 1x
=
√
2M
R30
t. (85)
This equation describes the collapse of the BEC under
the action of the self-gravity alone when Etot < 0 (this
asymptotic limit R0  1 is actually valid for all M). The
integral has the analytical expression∫ 1
a
dx√
−1 + 1x
=
√
a(1− a) + cos−1(√a). (86)
Combining Eqs. (85) and (86), we obtain the evolution
of the radius of the BEC under the form t = t(R). This
solution, which describes the gravitational collapse of a
homogeneous sphere with a negative energy Etot < 0
was first found by Mestel [103]. It is usually written in
parametric form as
R = R0 cos
2 θ,
√
2M
R30
t = θ +
1
2
sin(2θ), (87)
where θ is a parameter going from θ = 0 to θ = pi/2
(collapse). This solution also occurs in cosmology. It de-
scribes the expansion, then the collapse, of a pressureless
FLRW universe with curvature k = +1 [97]. It is usually
written in parametric form as
R =
1
2
R0(1− cos Θ),
√
2M
R30
t =
1
2
(Θ− sin Θ− pi),
(88)
where Θ is a parameter going from Θ = 0 (Big Bang)
to Θ = 2pi (Big Crunch) passing by Θ = pi (maximum
expansion). This is the equation of a cycloid. The solu-
tions of Eqs. (87) and (88) are related to each other by
the change of variables Θ = 2θ + pi.
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FIG. 17: The function A(R0).
B. Behavior of tcoll(M,R0) for M → +∞
In the TF limit, the expression of the collapse time
given by Eq. (67) reduces to
tcoll ∼ A(R0)
M1/2
(89)
with
A(R0) =
1√
2
∫ R0
0
dR√
− 1
3R30
− 1R0 + 13R3 + 1R
. (90)
This function is plotted in Fig. 17. For R0 = 1, we find
A(1) = 0.688033.... For R0 → 0, we can neglect the self-
gravity with respect to the self-interaction and obtain
A(R0) ∼
√
3pi
2
Γ(5/6)
Γ(1/3)
R
5/2
0 ∼ 0.914681...R5/20 , (91)
where we have used Eq. (76). For R0 → +∞, we can
neglect the self-interaction with respect to the self-gravity
and obtain
A(R0) ∼ pi
2
√
2
R
3/2
0 ∼ 1.11072...R3/20 , (92)
where we have used Eq. (80). This result can also be
directly obtained from Eq. (87) with θ = pi/2. The
asymptotic limits R0 → 0 and R0 → +∞ are actually
valid for all M as shown in Secs. IV D and IV E.
VI. COLLAPSE OF THE BEC WHEN STARTED
CLOSE TO THE CRITICAL POINT M →M+max
A. The normal form of the potential
We consider the collapse of the BEC when R0 → R∗ =
1 and M →M+max = 1+. Since we are close to the critical
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FIG. 18: Normal form of the effective potential close to the
critical point corresponding to a saddle-node bifurcation.
point, corresponding to a saddle-node bifurcation, we can
approximate the potential V (R) by its normal form7
V (x) = −1
3
− 5
3
(M − 1)− 2(1−M)x+ 1
3
x3, (93)
where we have written x = R − 1. This approximation
is valid when M → 1 and x  1. The effective poten-
tial of Eq. (93) is plotted in Fig. 18 for illustration. In
this approximation, for M < Mmax = 1, the equilibrium
states, corresponding to V ′(xe) = 0, are given by xe =
±√2(1−M). This returns the expression (50) of the
mass-radius relation close to the critical point. We also
recover the correct expression (57) of the total energy. On
the other hand, V ′′(xe) = ±2
√
2(1−M). This immedi-
ately shows that the solution xe = +
√
2(1−M) is a min-
imum (stable) and the solution xe = −
√
2(1−M) is a
maximum (unstable). Finally, the square of the complex
pulsation is given by ω2(xe) = V
′′(xe) = ±2
√
2(1−M)
which returns the result of Eq. (61).
The equation of motion corresponding to the normal
form (93) of the potential is
d2x
dt2
= −V ′(x) = 2(1−M)− x2. (94)
Its first integral is
Etot =
1
2
(
dx
dt
)2
+ V (x). (95)
We consider M ≥ 1. Assuming x˙ = 0 and x = x0 at
t = 0, we obtain Etot = V (x0) so that Eq. (95) yields
dx
dt
= −
√
2[V (x0)− V (x)], (96)
7 The terms −(4/3)(M −1)2, 2(M −1)2x and −3(M −1)x2 in the
potential turn out to be always subdominant in our applications
so, for simplicity, we do not consider them.
where the sign has been chosen so that x(t) decreases
with time since we are considering a collapse solution.
Integrating this relation between 0 and t, we obtain∫ x0
x(t)
dx√
2[V (x0)− V (x)]
= t. (97)
Substituting the expression of V (x) from Eq. (93) into
Eq. (97), we get∫ x0
x(t)
dx√
4(M − 1)(x0 − x) + 23 (x30 − x3)
= t. (98)
The effective particle released from x0 without initial ve-
locity (x˙ = 0) runs down the potential in the direction
of increasingly negative values of x. The collapse time,
corresponding to x→ −∞, is given by
tcoll =
∫ x0
−∞
dx√
4(M − 1)(x0 − x) + 23 (x30 − x3)
. (99)
Using Eq. (99), we can rewrite Eq. (98) in the form∫ x(t)
−∞
dx√
4(M − 1)(x0 − x) + 23 (x30 − x3)
= tcoll − t.
(100)
For t → 0, corresponding to x → x0, we can make the
approximation V (x) ' V (x0) + V ′(x0)(x − x0) so that
Eq. (97) can be integrated into
x ' x0 − 1
2
V ′(x0)t2. (101)
For the potential of Eq. (93), we get
x ' x0 − 1
2
[2(M − 1) + x20]t2. (102)
This expression is consistent with the general result of
Eq. (70) valid for any M > 1 and any R0. For t→ tcoll,
corresponding to x → −∞, we can make the approxi-
mation V (x0) − V (x) ' −x3/3 so that Eq. (97) can be
integrated into
x ∼ − 6
(tcoll − t)2 . (103)
The evolution of the radius of the BEC x(t;M,x0) given
by Eq. (98) and the collapse time tcoll(M,x0) given by
Eq. (99) can be put in a self-similar form as shown in
Appendix C and illustrated in Figs. 29, 30, 33 and in
Figs. 28, 31, 32.
B. The case M = 1 and R0 → 1
For M = 1, the collapse time diverges when R0 → 1
because the effective potential given by Eq. (43) presents
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an inflexion point at R = 1 when M = 1. From Eq. (99),
we obtain
tcoll(M = 1, R0) ∼
√
3
2
∫ x0
−∞
dx√
x30 − x3
. (104)
Assuming x0 > 0 and making the change of variables
y = x/x0, we get
tcoll(M = 1, R0) ∼
√
3
2
1
x
1/2
0
∫ 1
−∞
dy√
1− y3 . (105)
Therefore, when R0 → 1+:
tcoll(M = 1, R0) ∼ K+(R0 − 1)−1/2 (106)
with
K+ =
√
3
2
∫ 1
−∞
dy√
1− y3 =
√
3pi
2
Γ(1/3)
Γ(5/6)
= 5.15195...
(107)
Assuming x0 < 0 and making the change of variables
y = x/|x0|, we get
tcoll(M = 1, R0) ∼
√
3
2
1
|x0|1/2
∫ −1
−∞
dy√
−1− y3 . (108)
Therefore, when R0 → 1−:
tcoll(M = 1, R0) ∼ K−(1−R0)−1/2 (109)
with
K− =
√
3
2
∫ −1
−∞
dy√
−1− y3 =
√
6pi
Γ(7/6)
Γ(2/3)
= 2.97448...
(110)
C. The case R0 = 1 and M → 1+
For R0 = 1, the collapse time diverges when M → 1+
because the effective potential given by Eq. (43) presents
an inflexion point at R = 1 when M = 1. From Eq. (99),
we obtain
tcoll(M,R0 = 1) =
∫ 0
−∞
dx√
−4(M − 1)x− 23x3
. (111)
Making the change of variables y = x/
√
6(M − 1), we
find that the collapse time is given, when M → 1+, by
tcoll(M,R0 = 1) ∼ B(M − 1)−1/4 (112)
with
B =
(
3
8
)1/4 ∫ 0
−∞
dy√
−y − y3
=
(
3
8
)1/4 ∫ 0
−∞
du√− sinh(u) = 2.90178... (113)
To get the second line, we have made the change of vari-
ables y = sinh(u). For M > Mmax, the collapse time
diverges at the critical point as tcoll ∼ 2.90178...(M −
1)−1/4. Interestingly, this is the same scaling as for
the divergence of the period of the oscillations 2pi/ω ∼
3.73600...(1−M)−1/4 close to the critical point for M <
Mmax [see Eq. (61)]. The prefactor is, however, different
being 2.90178... for tcoll (M > Mmax) and 3.73600... for
2pi/ω (M < Mmax).
D. The Painleve´ equation
If the mass M of the system increases with time as
M(t) = 1+at/2 (for example by accreting matter around
it or because of a continuous inflow of particles), the
equation of motion (94) can be rewritten as
d2x
dt2
= −at− x2, (114)
where the origin of times has been chosen such that M ≤
Mmax for t ≤ 0 and M ≥ Mmax for t ≥ 0. In this way,
an initially stable system loses its stability at t = 0 and
collapses. Equation (114) is the celebrated Painleve´ I
equation. It has been studied in detail in [104] in a model
of supernovae that presents a saddle-center bifurcation
similar to our system.
VII. POSSIBLE COLLAPSE, EXPLOSION AND
OSCILLATIONS OF THE BEC WHEN M < Mmax
A. The critical mass Mc
When M < Mmax, the effective potential is plotted in
Figs. 19 and 20. The (local) maximum of the potential
V (R) corresponds to the energy of the unstable equilib-
rium state: Vmax = V (RU ) = Etot(RU ). According to
Eq. (55), Vmax is positive when RU < Rc with
Rc =
1√
3
= 0.57735.... (115)
From Eq. (47), this corresponds to a mass M < Mc with
Mc =
√
3
2
= 0.866025.... (116)
This is a new critical mass that has not been in-
troduced before. Restoring the dimensional vari-
ables, we have Mc = 0.9396~/
√
Gm|as| and Rc99 =
2.382(|as|~2/Gm3)1/2. For standard axions with m =
10−4 eV/c2 and as = −5.8 10−53 m, we obtain Mc =
5.98 × 10−14M and Rc = 5.8 × 10−5R. For ultra-
light axions with m = 1.93 × 10−20 eV/c2 and as =
−8.29 × 10−60 fm, we obtain Mc = 3.62 × 105M and
Rc = 6 pc.
When Mc < M < Mmax, the local maximum of the
effective potential is negative: Vmax < 0 (see Fig. 19).
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FIG. 19: Effective potential V (R) as a function of the radius
R for Mc < M = 0.9 < Mmax. In that case Vmax < 0.
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FIG. 20: Effective potential V (R) as a function of the radius
R for M = 0.8 < Mc. In that case Vmax > 0.
If R0 < RU , the BEC collapses. If RU < R < RN
where RN (M) is such that V (RN ) = V (RU ) the BEC
oscillates about its stable equilibrium state corresponding
to R = RS . If R > RN , the BEC collapses. When
slightly perturbed, the unstable equilibrium state at RU
(unstable branch) with Emax < 0 can either collapse to
a black hole or oscillate about the stable equilibrium at
RS .
When M < Mc, the local maximum of the effective
potential is positive: Vmax > 0 (see Fig. 20). In that
case, we introduce the radii R1 and R2 > R1 at which
the effective potential vanishes: V (R1) = V (R2) = 0.
They are given by
R1 =
1−
√
1−
(
M
Mc
)2
2M
, (117)
R2 =
1 +
√
1−
(
M
Mc
)2
2M
. (118)
If R0 < RU , the BEC collapses. If RU < R ≤ R2, the
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FIG. 21: Collapse time of the BEC when R0 → R−U (we
have taken M = 0.8). The dashed line corresponds to the
asymptotic expression of Eq. (122).
BEC explodes. If R > R2, the BEC oscillates about its
stable equilibrium state corresponding to R = RS . When
slightly perturbed, the unstable equilibrium state at RU
(unstable branch) with Emax > 0 can either collapse to
a black hole or explode and disperse away.
B. Collapse of the BEC
1. Collapse time when R0 → R−U
When R0 < RU , the BEC collapses. The results of
Sec. IV still apply. The collapse time diverges when
R0 → R−U because the effective potential given by Eq.
(43) presents a maximum at RU . Writing R0 = RU − x0
and R = RU − x, expanding Eq. (65) for x0  1 and
x  1, and using V ′(RU ) = 0 and V ′′(RU ) < 0, we
obtain
tcoll ∼
√
M
−V ′′(RU )
∫ RU
x0
dx√
x2 − x20
. (119)
Making the change of variables y = x/x0, we get
tcoll ∼
√
M
−V ′′(RU )
∫ RU/x0
1
dy√
y2 − 1 . (120)
Using ∫ z
1
dy√
y2 − 1 = ln
(
z +
√
z2 − 1
)
, (121)
we obtain for R0 → R−U :
tcoll ∼ −
√
M
−V ′′(RU ) ln
(
RU −R0
2RU
)
. (122)
The divergence is logarithmic. The collapse time is plot-
ted as a function of ln(RU−R0) in Fig. 21, and compared
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with the asymptotic result of Eq. (122). This formula is
only valid at leading order which explains the offset with
the exact solution on this figure.
Remark: For M = Mc, we have RU = 1/
√
3 and
V ′′(RU ) = −9
√
3/2.
2. Collapse time when Mc < M < Mmax and R0 → R+N
We consider the case Mc < M < Mmax. When
R0 > RN , the BEC collapses. The results of Sec. IV
still apply. The collapse time diverges when R0 → R+N
because the effective potential given by Eq. (43) presents
a maximum at RU . Therefore, the effective particle takes
an infinitly long time to reach that maximum before col-
lapsing. Writing R0 = RN+ and R = RU+x, expanding
Eq. (65) for   1 and x  1, and using V ′(RU ) = 0,
V ′′(RU ) < 0 and V ′(RN ) > 0, we obtain
tcoll ∼
√
M
2
∫ RN−RU+
−RU
dx√
V ′(RN )− V ′′(RU )x22
.
(123)
Making the change of variables
y =
√
−V ′′(RU )
2V ′(RN )
x, (124)
we get
tcoll ∼
√
M
−V ′′(RU )
∫ (RN−RU )√−V ′′(RU )2V ′(RN )
−RU
√
−V ′′(RU )
2V ′(RN )
dy√
1 + y2
.
(125)
Using ∫
dy√
1 + y2
= sinh−1(y), (126)
the forgoing equation can be rewritten as
tcoll ∼
√
M
−V ′′(RU )
{
sinh−1
[
(RN −RU )
√
−V ′′(RU )
2V ′(RN )
]
+ sinh−1
(
RU
√
−V ′′(RU )
2V ′(RN )
)}
. (127)
Using the equivalent sinh−1(y) ∼ ln(2y) valid for y →
+∞, we finally obtain
tcoll ∼
√
M
−V ′′(RU ) ln
[
−4(RN −RU )RUV
′′(RU )
2V ′(RN )(R0 −RN )
]
.
(128)
The divergence is logarithmic. This formula is only valid
at leading order.
Remark: For M → Mc, we have RU → 1/
√
3,
V ′′(RU ) → −9
√
3/2, RN ∼ M2c /[3(M − Mc)] and
V ′(RN ) ∼ 9(M − Mc)2/M2c . To obtain these asymp-
totic results, we have used RU ' 1/
√
3+(4/3)(M −Mc),
V (RU ) ∼ −3(M − Mc) for M → Mc and V (R) ∼
−M2/R for R→ +∞.
C. Explosion of the BEC
We consider the case M < Mc. We assume RU <
R0 ≤ R2 and R˙0 = 0 (implying Etot = V (R0)) leading
to the explosion of the BEC. In that case, according to
Eq. (46), the evolution of the radius R(t) of the BEC is
given by∫ R(t)
R0
dR√
V (R0)− V (R)
=
(
2
M
)1/2
t, (129)
where the sign has been chosen so that R(t) increases
with time since we are considering an explosive solution.
1. Behavior of R(t) for t→ 0
For t→ 0, corresponding to R→ R0, we can make the
approximation V (R) ' V (R0) + V ′(R0)(R − R0) with
V ′(R0) < 0 so that Eq. (129) becomes∫ R(t)
R0
dR√−V ′(R0)(R−R0) =
(
2
M
)1/2
t (130)
leading to
R(t) ' R0 − 1
2M
V ′(R0)t2. (131)
For the potential of Eq. (43), Eq. (131) takes the form
R(t) ' R0 − 1
2
[
− 2
R30
+
M
R40
+
M
R20
]
t2. (132)
2. Behavior of R(t) for t→ +∞ when RU < R0 < R2
We assume RU < R0 < R2. For t→ +∞, correspond-
ing to R → +∞, the potential V (R) → 0. In this limit,
the effective particle has a free motion so that, at leading
order, Eq. (129) leads to
R(t) ∼
√
2V (R0)
M
t. (133)
It possible to take into account the other terms in the
potential V (R) perturbatively. For late times, the effec-
tive potential is dominated by the gravity term: V (R) ∼
−M2/R. Therefore, we can rewrite Eq. (129) as∫ R(t)
R0
dR√
V (R0) +
M2
R
'
(
2
M
)1/2
t (134)
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and treat the gravitational term as a small correction.
We get
R(t)− M
2
2V (R0)
lnR(t) '
√
2V (R0)
M
t, (135)
leading to
R(t) '
√
2V (R0)
M
t+
M2
2V (R0)
ln
[√
2V (R0)
M
t
]
. (136)
This result can also be obtained by evaluating the inte-
gral in Eq. (134) with the identity∫
dx√
1 + ax
=
√
x(a+ x)− a ln(√x+√a+ x) (137)
and taking the limit R → +∞. The temporal evolution
of the radius of the BEC is shown in Fig. 22. Equa-
tion (134) describes the explosion of a homogeneous self-
gravitating sphere with positive energy Etot > 0. Com-
bining Eqs. (134) and (137), we obtain the evolution of
the radius of the system under the form t = t(R). This
solution also occurs in cosmology. It describes the ex-
pansion of a pressureless FLRW universe with curvature
k = −1 [97]. It is usually written in parametric form as
V (R0)
M2
R(t) =
1
2
(cosh Ψ− 1), (138)
V (R0)
M2
√
2V (R0)
M
t =
1
2
(sinh Ψ−Ψ− sinh Ψ0 + Ψ0),
(139)
where Ψ is a parameter going from Ψ0 to +∞.
Remark: One can check that the correction due to the
quantum potential is not divergent when t→ +∞ so the
asymptotic result of Eq. (136) cannot be improved.
3. Behavior of R(t) for t→ +∞ when R0 = R2
We assume that R0 = R2. In that case Etot =
V (R0) = 0 so the equation of motion reduces to∫ R(t)
R2
dR√
−MR2 + M
2
3R3 +
M2
R
=
(
2
M
)1/2
t. (140)
For t→ +∞, corresponding to R→ +∞, the effective
potential is dominated by the gravity term. We obtain
at leading order
R(t) ∼
(
9
2
M
)1/3
t2/3. (141)
This solution describes the explosion of a homogeneous
self-gravitating sphere with vanishing energy Etot = 0.
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FIG. 22: Explosion of the BEC for M = 0.8 < Mc and RU <
R0 = 0.7 < R2 (for this initial radius V (R0) = 0.0964025).
The dotted line corresponds to the asymptotic expression
given by Eq. (133) and the dashed line corresponds to the
asymptotic expression given by Eq. (136).
This solution also occurs in cosmology. It describes the
expansion of a pressureless FLRW universe without cur-
vature (k = 0) [97]. This is the famous Einstein-de Sitter
(EdS) solution. The t2/3 behavior of R(t) in Eq. (141)
when Etot = 0 can be contrasted from its linear behavior
in Eq. (133) when Etot > 0.
We can take into account the correction coming from
the quantum potential perturbatively. We start from the
equation ∫ R(t)
R2
dR√
−MR2 + M
2
R
'
(
2
M
)1/2
t (142)
and treat the quantum potential as a small correction.
We obtain
R(t) '
(
9
2
M
)1/3
t2/3
[
1−
(
2
9
)1/3
1
M4/3
1
t2/3
]
.(143)
This result can also be obtained by evaluating the inte-
gral in Eq. (142) with the identity∫
dx√
− 1x2 + ax
=
2
3a2
(2 + ax)
√
ax− 1 (144)
and taking the limit R → +∞. The temporal evolution
of the radius of the BEC is shown in Fig. 23. We note
that Eq. (142) describes the explosion of the BEC under
the action of the quantum potential and the self-gravity
when Etot = 0. Combining Eqs. (142) and (144), we
obtain the evolution of the radius of the BEC in that
case under the form t = t(R).
Remark: One can check that the correction due to the
self-interaction is not divergent when t → +∞ so the
asymptotic result of Eq. (143) cannot be improved.
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FIG. 23: Explosion of the BEC for M = 0.8 < Mc and R0 =
R2 = 0.86436... (for this initial radius V (R0) = 0). The
dotted line corresponds to the asymptotic expression given by
Eq. (141) and the dashed line corresponds to the asymptotic
expression given by Eq. (143).
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FIG. 24: Oscillations of the BEC for M = 0.8 < Mc and
R0 = 1.333 (for this initial radius V (R0) = −0.12).
D. Oscillations of the BEC
In certain cases, the BEC oscillates. When Mc < M <
Mmax, this happens when RU < R0 < RN . When M <
Mc, this happens when R0 > R2. The period of the
oscillations is given by
T = ±
√
2M
∫ R′0
R0
dR√
V (R0)− V (R)
, (145)
whereR′0 is determined by the condition V (R
′
0) = V (R0).
The sign + corresponds to R0 < R
′
0 and the sign − cor-
responds to R0 > R
′
0. The BEC oscillates about the
equilibrium radius RS , between the extremal radii R0
and R′0. The pulsation is ω = 2pi/T . The oscillations of
the BEC are illustrated in Fig. 24.
1. The oscillations close to equilibrium
Close to the minimum RS , the effective potential can
be approximated by the quadratic form V (R) = V (RS)+
(1/2)V ′′(RS)(R − RS)2. In that case R′0 = 2Rs − R0.
Making the change of variables x = (R−RS)/(RS−R0),
we find that the period of the oscillations is given by
T =
√
4M
V ′′(RS)
∫ +1
−1
dx√
1− x2 . (146)
Using ∫ +1
−1
dx√
1− x2 = pi, (147)
we obtain
T = 2pi
√
M
V ′′(RS)
. (148)
This returns the result of Eq. (59).
2. The case Mc < M < Mmax and R0 → R+U
We consider the case Mc < M < Mmax. The period
of the oscillations diverges when R0 → R+U because the
effective potential given by Eq. (43) presents a maximum
at RU . Writing R0 = RU+x0 and R = RU+x, expanding
Eq. (145) for x0  1 and x 1, and using V ′(RU ) = 0
and V ′′(RU ) < 0, we obtain
T '
√
4M
−V ′′(RU )
∫ RN−RU
x0
dx√
x2 − x20
. (149)
Making the change of variables y = x/x0, we get
T '
√
4M
−V ′′(RU )
∫ (RN−RU )/x0
1
dy√
y2 − 1 . (150)
Using Eq. (121), we obtain for R0 → R+U :
T ∼
√
4M
−V ′′(RU ) ln
(
2
RN −RU
R0 −RU
)
. (151)
The divergence is logarithmic. This expression can be
compared with the expression (122) of the collapse time
of the BEC when R0 → R−U .
When R0 → R+U , R′0 can be deduced from the relation
R0 −RU =
√
2V ′(RN )(R′0 −RN )
V ′′(RU )
(152)
obtained by equating V (R0) ' V (RU ) +
(1/2)V ′′(RU )(R0 − RU )2 and V (R′0) ' V (RN ) +
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FIG. 25: Period of the oscillations of the BEC as a function
of R0 ∈ [RU , RN ] when Mc < M < Mmax (we have taken
M = 0.95). The period of the oscillations diverges according
to Eq. (151) for R0 → R+U and according to Eq. (153) for
R0 → R−N . Its minimum is given by Eq. (148). We have also
represented the collapse time for R0 < RU and R0 > RN . It
diverges according to Eq. (122) for R0 → R−U and according
to Eq. (128) for R0 → R+N . It tends to 0 for R0 → 0 according
to Eq. (77) and to +∞ for R0 → +∞ according to Eq. (81).
V ′(RN )(R′0 − RN ), and using V (RU ) = V (RN ). If we
start from R0 → R−N , the period of the oscillations is
given by Eq. (151) with the substitution of Eq. (152)
and the final replacement of R′0 by R0. This gives
T ∼
√
M
−V ′′(RU ) ln
[
2V ′′(RU )(RN −RU )2
V ′(RN )(R0 −RN )
]
. (153)
The formulae (151) and (153) are only valid at leading
order. These results are illustrated in Fig. 25.
Remark: the expressions of the different quantities ap-
pearing in Eqs. (151) and (153) when M → Mc have
been given at the end of Sec. VII B 2.
3. The case M < Mc and R0 → R+2
We consider the case M < Mc. When R0 → R+2 , R′0 is
rejected to infinity. For large values of R, the effective po-
tential can be approximated by V (R) ∼ −M2/R. Writ-
ing V (R0) ' V ′(R2)(R0 − R2) and V (R′0) ' −M2/R′0,
the condition V (R′0) = V (R0) gives
R′0 ∼
M2
|V ′(R2)|(R0 −R2) . (154)
When R0 → R+2 , Eq. (145) can be approximated by
T '
√
2M
∫ R′0
R0
dR√
V (R0) +
M2
R
. (155)
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FIG. 26: Period of the oscillations of the BEC as a function
of R0 ≥ R2 when M < Mc (we have taken M = 0.8). The
period of the oscillations diverges according to Eq. (158) for
R0 → R+2 and according to Eq. (159) for R0 → +∞. Its
minimum is given by Eq. (148). We have also represented
the collapse time of the BEC as a function of R0 ≤ RU . It
diverges according to Eq. (122) for R0 → R−U . It tends to 0
for R0 → 0 according to Eq. (77).
Writing V (R0) ' V ′(R2)(R0 −R2), we obtain
T '
√
2M
|V ′(R2)|(R0 −R2)
×
∫ R′0
R0
dR√
−1 + M2R|V ′(R2)|(R0−R2)
. (156)
Making the change of variables x = R|V ′(R2)|(R0 −
R2)/M
2, we get
T ∼
√
2M5/2
|V ′(R2)|3/2(R0 −R2)3/2
∫ 1
0
dx√
1
x − 1
. (157)
Using the identity (80), we find that, when R0 → R+2 ,
the period of the oscillations is given by
T ∼ piM
5/2
√
2|V ′(R2)|3/2(R0 −R2)3/2
. (158)
If we start from R0 → +∞, the period of the oscilla-
tions is given by Eq. (158) with the substitution of Eq.
(154) and the final replacement of R′0 by R0. This gives
T ∼ pi√
2M
R
3/2
0 . (159)
These results are illustrated in Fig. 26.
Remark: For M → Mc, we have R2 ' 1/
√
3 +
(2/33/4)
√
Mc −M , and V ′(R2) ∼ −37/4
√
Mc −M .
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VIII. THE LIMIT M → 0
In this section, we investigate the limit M → 0. In this
limit,
RU ∼ M
2
, RS ∼ 2
M
, (160)
V (RU ) ∼ 4
3M
, V (RS) ∼ −M
3
4
, (161)
R1 ∼ M
3
, R2 ∼ 1
M
. (162)
The expressions of RU , V (RU ) and R1 for M → 0 can
be obtained by neglecting the gravitational term in the
effective potential (43). This corresponds to the nongrav-
itational limit. The expressions of RS , V (RS) and R2 for
M → 0 can be obtained by neglecting the self-interaction
term in the effective potential (43). This corresponds to
the noninteracting limit.
A. The nongravitational limit M → 0 and
R ∼M  1
For M → 0 and R ∼M  1, we can neglect the grav-
itational term in the effective potential (43). According
to Eq. (46), the evolution of the radius of the BEC is
given by∫ R0
R(t)
dR√
M
R20
− M2
3R30
− MR2 + M
2
3R3
= ±
(
2
M
)1/2
t, (163)
where the sign + corresponds to a contraction of the BEC
and the sign − corresponds to an expansion of the BEC.
Since we assume R ∼M , we define R0 = qM . With the
change of variables x = R/M , the foregoing equation can
be rewritten as∫ q
R(t)
M
dx√
1
q2 − 13q3 − 1x2 + 13x3
= ±
√
2
M2
t. (164)
This equation describes the evolution of the BEC under
the action of the self-interaction and the quantum poten-
tial for any Etot.
We consider the collapse of the BEC starting from
R0 ≤ RU . This corresponds to q ≤ 1/2. The collapse
time, obtained from the condition R(tcoll) = 0, is given
by
tcoll(M,R0) = f
(
R0
M
)
M2 (165)
with
f(q) =
1√
2
∫ q
0
dx√
1
q2 − 13q3 − 1x2 + 13x3
. (166)
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FIG. 27: The function f(q). The dashed lines correspond to
the asymptotic behaviors given by Eqs. (167) and (168).
This function is plotted in Fig. 27. For q → 0, using Eq.
(76), we get
f(q) ∼
√
3pi
2
Γ(5/6)
Γ(1/3)
q5/2. (167)
Substituting this asymptotic result in Eq. (165), we re-
cover Eq. (77). For q → 1/2, using Eq. (121), we get
f(q) ∼ − 1
4
√
2
ln
(
1
2
− q
)
. (168)
Substituting this asymptotic result in Eq. (165), we
recover Eq. (122) with RU ∼ M/2 and V ′′(RU ) ∼
−32/M3. For R0 = R1, corresponding to q = 1/3, we
have Etot = V (R0) = 0. Using the identity∫ 1/3
s
dx√
− 1x2 + 13x3
=
1
12
[
(1 + 2s)
√
3s(1− 3s) + cos−1(
√
3s)
]
, (169)
we find that Eq. (164) with the sign + (collapse) becomes
1
12
[(
1 +
2R
M
)√
3R
M
(
1− 3R
M
)
+ cos−1
(√
3R
M
)]
=
√
2
M2
t. (170)
This equation describes the collapse of the BEC un-
der the action of the self-interaction and the quantum
potential when Etot = 0. On the other hand, using
f(1/3) = pi/24
√
2, the collapse time is exactly given by
tcoll(M,R0 = R1) =
pi
24
√
2
M2. (171)
This expression is valid for sufficiently small values of M
so that the self-gravity of the BEC can be neglected.
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Remark: if we assume Etot = 0 and neglect the quan-
tum potential in Eq. (163), we obtain
R(t) = R0
(
1− 5√
6
M1/2
R
5/2
0
t
)2/5
, (172)
leading to
tcoll =
√
6
5
R
5/2
0
M1/2
. (173)
Equation (172) describes the collapse of the BEC with
Etot = 0 under the action of the self-interaction alone
(the explosive solution is obtained from Eq. (172) by
changing the sign − into +). Taking R0 = M/3, we get
tcoll =
√
2M2/45 which is different by a factor ∼ 3 from
Eq. (171) obtained by taking the quantum potential into
account.
B. The noninteracting limit M → 0 and
R ∼ 1/M  1
For M → 0 and R ∼ 1/M  1, we can neglect the
self-interaction in the effective potential (43). According
to Eq. (46), the evolution of the radius of the BEC is
given by∫ R(t)
R0
dR√
M
R20
− M2R0 − MR2 + M
2
R
= ±
(
2
M
)1/2
t, (174)
where the sign + corresponds to an expansion of the BEC
and the sign − corresponds to a contraction of the BEC.
Since we assume R ∼ 1/M , we define R0 = q/M . With
the change of variables x = RM , the foregoing equation
can be rewritten as∫ MR(t)
q
dx√
1
q2 − 1q − 1x2 + 1x
= ±
√
2M2t. (175)
This equation describes the evolution of the BEC under
the action of the self-gravity and the quantum potential
for any Etot. The integral can be calculated analytically
using the identity∫
dx√
a− 1x2 + 1x
=
1
a
√
ax2 + x− 1
− 1
2a3/2
ln
[
1 + 2ax+ 2
√
a
√
ax2 + x− 1
]
. (176)
Combining Eqs. (175) and (176), we can obtain an an-
alytical expression of the evolution of the radius of the
BEC under the form t = t(R). For R0 = R2, correspond-
ing to q = 1, we have Etot = V (R0) = 0. In that case,
using the identity∫
dx√
− 1x2 + 1x
=
2
3
(2 + x)
√
x− 1, (177)
we find that Eq. (174) with the sign + becomes
2
3
(2 +MR)
√
MR− 1 =
√
2M2t. (178)
This equation describes the explosion of the BEC under
the action of the self-gravity and the quantum potential
when Etot = 0.
Equation (174) describe the evolution of the BEC un-
der the action of the quantum potential and the self-
gravity. For sufficiently small values ofR0 and sufficiently
short times, self-gravity can be neglected and Eq. (174)
reduces to ∫ R(t)
R0
dR√
M
R20
− MR2
=
(
2
M
)1/2
t. (179)
This equation describes the explosion of the BEC under
the action of the quantum potential alone. It can be
integrated into
R = R0
√
1 +
2t2
R40
. (180)
IX. CONCLUSION
In this paper, we have completed our previous investi-
gations [27, 28] concerning self-gravitating BECs with at-
tractive self-interaction (as < 0). Axions generally have
an attractive self-interaction so they enter in the frame-
work of our study. Standard axions can coalesce into
axion stars. Axion stars are stable only if their mass
does not exceed a certain maximum mass [see Eq. (1)]
obtained in [27, 28]. In general, this mass is extremely
small. The question then arises to what happens to an
axion star with a mass larger than Mmax? In this pa-
per, we have considered the possibility that the star col-
lapses and forms a black hole. We have used a Newtonian
model based on the GPP equations and, using a Gaussian
ansatz, we have determined an approximate expression of
the collapse time at which the star collapses to a point.
We have obtained the analytical asymptotic behaviors
tcoll
tD
∼ 0.688033...
(M/Mmax)1/2
, (M Mmax), (181)
tcoll
tD
∼ 2.90178...
(M/Mmax − 1)1/4 , (M →M
+
max), (182)
where Mmax is the maximum mass of a stable axion star
and tD is the dynamical time. For a standard axion par-
ticle with m = 10−4 eV/c2 and as = −5.8 10−53 m, we
have Mmax = 6.9 × 10−14M, R∗ = 1.0 × 10−4R and
tD = 3.4 hrs. From our general expression of the col-
lapse time [see Eq. (67)], an axion star with a mass
M = 2Mmax = 1.4 × 10−13M and an initial radius
R0 = R∗ = 1.0× 10−4R will form a mini black hole of
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mass M = 1.4×10−13M in a time tcoll = 0.676301tD =
2.3 hrs. This time is very short. Therefore, if dark matter
is made of standard axions, they could be in the form of
mini black holes instead of mini axion stars. Of course,
our Newtonian treatment is only valid as long as the ra-
dius of the star is much larger than its Schwarzschild
radius. When the radius of the star approaches its
Schwarzschild radius, general relativity must be taken
into account in order to describe the formation of a black
hole. However, we have shown in Appendix E that gen-
eral relativistic effects become important only extraor-
dinarily close to the collapse time (∆t = 1.09 × 10−32 s
for standard axions) so our Newtonian treatment is jus-
tified. We have also considered the case of ultralight
axions which may cluster into dark matter halos. For
ultralight axions with m = 1.93 × 10−20 eV/c2 and
as = −8.29×10−60 fm, we obtain Mmax = 4.18×105M,
R∗ = 10.4 pc, and tD = 1.49 Myrs. An axionic dark mat-
ter halo with a mass M = 2Mmax = 8.36 × 105M and
an initial radius R0 = R∗ = 10.4 pc will form a super-
massive black hole of mass M = 8.36 × 105M (similar
to those reported at the center of galaxies) in a time
tcoll = 0.676301tD = 1.01 Myrs. General relativistic ef-
fects become important only ∆t = 8.47 × 10−8 s before
the collapse time.
In addition to the black hole scenario, other possibili-
ties can be considered as recently discussed by Braaten
et al. [62] in the case of axion stars. The first possi-
bility is that the collapse of the axion star can be ac-
companied by a burst of relativistic axions produced by
inelastic reactions when the density reaches high val-
ues. This would lead to a bosenova. A similar phe-
nomenon has been observed in the collapse of a (non-
gravitational) BEC of ultracold atoms with an attractive
self-interaction [105]. The emission of relativistic axions
could decrease the mass of the axion star so that it always
remains larger than its Schwarzschild radius. Another
possibility is that an axion star with M > Mmax loses
mass by emitting scalar field radiation through the pro-
cess of gravitational cooling [89]. In this manner, its core
mass Mcore always remains smaller than Mmax, avoid-
ing its catastrophic collapse into a black hole. An axion
star with M > Mmax may also fragmentate into several
pieces of mass M ′ < Mmax. There is also the possibility
of forming dense axion stars. The stable axions stars that
we have considered in [27, 28] are dilute axion stars in
which the self-gravity and the attractive self-interaction
are balanced by the quantum force (kinetic energy). As
proposed by Braaten et al. [62], there may exist dense
axion stars in which gravity is balanced by the pressure of
the axion condensate coming from higher order terms in
the scalar field potential V (φ) beyond the λφ4 term. This
leads to a sequence of new branches of axion stars. The
first branch of these dense axion stars has mass ranging
from about 10−11M to about M.
On a technical point of view, our study provides a lot of
analytical results concerning the collapse, the explosion,
and the oscillations of self-gravitating BECs with nega-
tive scattering length. As already mentioned, our ana-
lytical results are based on a Gaussian ansatz that may
not always be quantitatively reliable. It would be there-
fore interesting to compare our analytical results with an
exact numerical solution of the GPP equations. On the
other hand, we have used a fully Newtonian model al-
though the system becomes relativistic at the end of the
collapse, when it approaches the Schwarzschild radius.
Therefore, one should solve the KGE equations to have
a more exact description of the dynamics. These are in-
teresting problems for the future. However, the richness
of the problem already revealed by our simple analyti-
cal study shows that the full numerical simulation of the
GPP and KGE equations, and their study, will require a
considerable amount of work.
Appendix A: Derivation of the GP equation from
the KG equation
In this Appendix, we show that the GP equation can
be derived from the KG equation in the nonrelativistic
limit c → +∞ and we relate the scattering length as
appearing in the GP equation to the self-interaction con-
stant λ appearing in the KG equation. We follow the
procedure of [52, 53]. The KG equation for a complex
scalar field φ writes
1
c2
∂2φ
∂t2
−∆φ+ m
2c2
~2
(
1 +
2Φ
c2
)
φ+ 2
dV
d|φ|2φ = 0, (A1)
where V = V (|φ|2) is the self-interaction potential of the
SF and Φ is an external potential that, in a simplified
model, can be identified with the gravitational potential
(see [52, 53] for a fully general relativistic treatment).
The KG equation without self-interaction can be viewed
as the relativistic generalization of the Schro¨dinger equa-
tion. Similarly, the KG equation with a self-interaction
can be viewed as the relativistic generalization of the GP
equation. In order to recover the Schro¨dinger and GP
equations in the nonrelativistic limit c → +∞, we make
the Klein transformation8
φ(r, t) =
~
m
e−imc
2t/~ψ(r, t), (A2)
where ψ is the wave function. The rest-mass density is
given by ρ = |ψ|2 = (m/~)2|φ|2. Substituting Eq. (A2)
into the KG equation (A1), we get
~2
2mc2
∂2ψ
∂t2
−i~∂ψ
∂t
− ~
2
2m
∆ψ+mΦψ+m
dV
d|ψ|2ψ = 0. (A3)
Taking the nonrelativistic limit c→ +∞ of Eq. (A3), we
obtain the nonlinear Schro¨dinger equation
i~
∂ψ
∂t
= − ~
2
2m
∆ψ +mΦψ +m
dV
d|ψ|2ψ. (A4)
8 The prefactor is derived in [52, 53].
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It can be written as a GP equation of the form
i~
∂ψ
∂t
= − ~
2
2m
∆ψ +mΦψ +mh(|ψ|2)ψ (A5)
with a nonlinearity
h(|ψ|2) = dV
d|ψ|2 i.e. h(ρ) = V
′(ρ). (A6)
As we have recalled in footnote 4, the GP equation with
a cubic nonlinearity (corresponding to h(ρ) ∝ ρ) can be
derived from the mean field Schro¨dinger equation with
a pair contact potential. The present approach shows
that the GP equation with an arbitrary nonlinearity h(ρ)
can be derived from the KG equation with an arbitrary
self-interaction potential V (ρ): the potential h(ρ) deter-
mining the nonlinearity in the GP equation is equal to
the derivative of the potential V (ρ) in the KG equation;
reciprocally, V (ρ) is a primitive of h(ρ).
The potential h(ρ) determining the nonlinearity in the
standard GP equation (7) is
h =
4pias~2
m3
ρ. (A7)
According to Eq. (A6), it corresponds to a potential of
the form
V =
2pias~2
m3
ρ2 =
2piasm
~2
|φ|4. (A8)
With this potential, the KG equation (A1) explicitly
writes
1
c2
∂2φ
∂t2
−∆φ+ m
2c2
~2
(
1 +
2Φ
c2
)
φ+
8piasm
~2
|φ|2φ = 0.
(A9)
Therefore, a cubic nonlinearity in the GP equation cor-
responds to a quartic potential in the KG equation. In
general, the quartic potential is written in the form
V (|φ|2) = λ
4~c
|φ|4, (A10)
where λ is a dimensionless self-interaction constant.
Comparison between (A8) and (A10) yields
λ
8pi
=
asmc
~
. (A11)
This justifies Eq. (B9) of [27].
The pressure appearing in the quantum Euler equa-
tion associated with the GP equation is due to the self-
interaction of the bosons. It is given in terms of the
potential V by [27]:
P (ρ) = ρV ′(ρ)− V (ρ). (A12)
For the quartic potential (A8), we get Eq. (18), i.e. a
polytropic equation of state of index n = 1. More gener-
ally, for a power-law potential of the form
V (|φ|2) = K
γ − 1
(m
~
)2γ
|φ|2γ , (A13)
we get the polytropic equation of state
P = Kργ , γ = 1 +
1
n
. (A14)
In particular, for a sextic potential V (|φ|2) =
(K/2)(m/~)6|φ|6 (which is the term coming after the
quartic potential), we obtain P = Kρ3, i.e. a polytropic
equation of state of index n = 1/2.
Appendix B: Lagrangian of a self-gravitating BEC
In this Appendix, we discuss the Lagrangian structure
of the GPP equations and of the corresponding hydrody-
namic equations. The Lagrangian of the GPP equation
is
L =
∫ {
i~
2m
(
ψ∗
∂ψ
∂t
− ψ∂ψ
∗
∂t
)
− ~
2
2m2
|∇ψ|2
−1
2
Φ|ψ|2 − 2pias~
2
m3
|ψ|4
}
dr. (B1)
We can view the Lagrangian (B1) as a functional of ψ,
ψ˙ and ∇ψ. The action is S = ∫ Ldt. The least action
principle δS = 0, which is equivalent to the Lagrange
equation
∂
∂t
(
δL
δψ˙
)
+∇ ·
(
δL
δ∇ψ
)
− δL
δψ
= 0, (B2)
returns the GP equation (7). The total energy is obtained
from the transformation
Etot =
∫
i~
2m
(
ψ∗
∂ψ
∂t
− ψ∂ψ
∗
∂t
)
dr− L (B3)
leading to
Etot =
∫
~2
2m2
|∇ψ|2 dr+
∫
1
2
Φ|ψ|2 dr
+
∫
2pias~2
m3
|ψ|4 dr. (B4)
The first term is the kinetic energy, the second term is
the gravitational energy and the third term is the self-
interaction energy. Using the Lagrange equations, one
can show that the total energy is conserved. On the
other hand, the GP equation (7) can be written as
i~
∂ψ
∂t
= m
δEtot
δψ∗
. (B5)
This expression directly implies the conservation of the
total energy Etot. From general arguments [96], a min-
imum of energy Etot under the normalization condition∫ |ψ|2 dr = M is a stationary solution of the GP equation
that is formally nonlinearly dynamically stable. Writing
the variational principle as
δEtot − µ
m
δ
∫
|ψ|2 dr = 0, (B6)
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where µ is a Lagrange multiplier (chemical potential),
we recover the time-independent GP equation (9) with
E = µ. This shows that the chemical potential µ can be
identified with the eigenenergy E, or reciprocally.
Using the Madelung transformation, we can rewrite
the Lagrangian in terms of hydrodynamic variables. Ac-
cording to Eqs. (10) and (11) we have
∂S
∂t
= −i~
2
1
|ψ|2
(
ψ∗
∂ψ
∂t
− ψ∂ψ
∗
∂t
)
(B7)
and
|∇ψ|2 = 1
4ρ
(∇ρ)2 + ρ
~2
(∇S)2. (B8)
Substituting these identities in Eq. (B1) we get
L = −
∫ {
ρ
m
∂S
∂t
+
ρ
2m2
(∇S)2 + ~
2
8m2
(∇ρ)2
ρ
+
1
2
ρΦ +
2pias~2
m3
ρ2
}
dr. (B9)
We can view the Lagrangian (B9) as a functional of S, S˙,
∇S, ρ, ρ˙, and ∇ρ. The Lagrange equation for the action
∂
∂t
(
δL
δS˙
)
+∇ ·
(
δL
δ∇S
)
− δL
δS
= 0 (B10)
returns the equation of continuity (13). The Lagrange
equation for the density
∂
∂t
(
δL
δρ˙
)
+∇ ·
(
δL
δ∇ρ
)
− δL
δρ
= 0 (B11)
returns the quantum Hamilton-Jacobi (or Bernoulli)
equation (14) leading to the quantum Euler equation
(15). The total energy is obtained from the transfor-
mation
Etot = −
∫
ρ
m
∂S
∂t
dr− L (B12)
leading to
Etot =
∫
1
2
ρu2 dr+
∫
~2
8m2
(∇ρ)2
ρ
dr+
1
2
∫
ρΦ dr
+
∫
2pias~2
m3
ρ2 dr. (B13)
The first term is the classical kinetic energy, the second
term is the quantum kinetic energy (or quantum poten-
tial energy), the third term is the gravitational energy,
and the fourth term is the self-interaction energy. Using
the Lagrange equations, one can show that the total en-
ergy is conserved. Therefore, a stable stationary solution
of the EP equations is a minimum of energy Etot under
the mass constraint M =
∫
ρ dr. Writing the variational
principle as
δEtot − µ
m
δM = 0, (B14)
where µ is a Lagrange multiplier (chemical potential),
we recover Eq. (19). Taking its gradient, we recover the
condition of hydrostatic equilibrium (20) [27].
With the Gaussian ansatz of Eq. (22), one has∫
i~
2m
(
ψ∗
∂ψ
∂t
− ψ∂ψ
∗
∂t
)
dr
= −
∫
ρ
m
∂S
∂t
dr = −1
2
αMR2H˙ (B15)
and
Etot =
1
2
αMR2H2 + σ
~2M
m2R2
+ζ
2pias~2M2
m3R3
− νGM
2
R
. (B16)
Substituting these expressions in Eq. (B3) or in Eq.
(B12), we obtain the effective Lagrangian
L(H, H˙,R) = −1
2
αMR2(H˙ +H2)− σ ~
2M
m2R2
−ζ 2pias~
2M2
m3R3
+ ν
GM2
R
. (B17)
We can view the Lagrangian (B17) as a function of H,
H˙ and R. The Lagrange equation for H
∂
∂t
(
δL
δH˙
)
− δL
δH
= 0 (B18)
returns Eq. (26). The Lagrange equation for R
δL
δR
= 0 (B19)
returns the equation of motion (29). We also note that,
using Eq. (26), the total energy can be written as
Etot =
1
2
αM
(
dR
dt
)2
+ σ
~2M
m2R2
+ζ
2pias~2M2
m3R3
− νGM
2
R
, (B20)
leading to Eqs. (27) and (28).
Appendix C: Self-similar solutions close to the
critical point M →M+max and R0 → R∗
For M → M+max and R0 → R∗, the temporal evolu-
tion of the radius R(t;M,R0) of the BEC and the col-
lapse time tcoll(M,R0) have a self-similar structure. This
self-similar structure can be directly obtained from the
normal form of the effective potential close to the critical
point given by Eq. (93). This corresponds to a saddle
node bifurcation.
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1. Self-similar solution with a normalization by
R0 > R∗
The temporal evolution of the radius of the BEC is de-
termined by Eq. (98). We first consider the case x0 > 0.
Making the change of variables y = x/x0 and introducing
the scaled variables
T =
√
2
3
x
1/2
0 t, X(T ) =
x(t)
x0
, µ =
6(M − 1)
x20
,
(C1)
where t, x(t) and M are normalized in terms of x0, we
can rewrite Eq. (98) as∫ 1
X(T )
dy√
µ(1− y) + 1− y3 = T. (C2)
The collapse time, corresponding to X → −∞, is given
by
Tcoll(µ) =
∫ 1
−∞
dy√
µ(1− y) + 1− y3 . (C3)
With the scaled variables, the collapse dynamics of the
BEC close to the critical point depends on a single pa-
rameter µ instead of the two parameters M and x0. For
µ = 0, we get ∫ 1
X(T )
dy√
1− y3 = T (C4)
and
Tcoll(µ = 0) =
∫ 1
−∞
dy√
1− y3
=
√
pi
Γ(1/3)
Γ(5/6)
= 4.20655.... (C5)
In the general case, returning to the original variables,
we obtain for R0 > 1:
tcoll(M,R0)
tcoll(M = 1, R0)
= f+
[
6(M − 1)
(R0 − 1)2
]
(C6)
with
f+(µ) =
∫ 1
−∞
dy√
µ(1−y)+1−y3∫ 1
−∞
dy√
1−y3
(C7)
and
tcoll(M = 1, R0) = K+(R0 − 1)−1/2, (C8)
where K+ is given by Eq. (107). The invariant profile
defined by Eq. (C7) behaves as
f+(µ) ∼ 6
1/4B
K+
µ−1/4 ∼ 0.881517...µ−1/4 (C9)
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FIG. 28: Evolution of the collapse time M 7→ tcoll(M,R0) in
scaled variables. We have taken R0 = 1.1, 1.01, 1.001, 1.0001
(bottom to top). The rescaled profile converges towards the
invariant profile f+(µ) when R0 → 1+ and M → 1. It has
an asymptotic logarithmic slope −1/4. For M  1, the self-
similar solution is not valid anymore and the collapse time
behaves according to Eq. (89) with a logarithmic slope −1/2.
The two slopes are clearly visible on the figure. For com-
parison, we have also represented the invariant profile f−(µ)
corresponding to R0 < 1 (see Sec. C 2).
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FIG. 29: Universal evolution of the scaled radius of the BEC
X(T ;µ) close to the critical point corresponding to a saddle-
node bifurcation. The thick curve corresponds to µ = 0.
According to the results of Secs. IV B and IV C, we have
X ∼ 1− 3T 2/4 for T → 0 and X ∼ −4/(Tcoll − T )2 for T →
Tcoll = 4.20655.... The thin curve corresponds to µ = 0.1.
for µ→ +∞.
The exact collapse time given by Eq. (67) is plotted
in scaled variables in Fig. 28 in order to illustrate its
convergence towards the invariant profile given by Eq.
(C7) as R0 → 1+ and M → 1+. The universal evolution
of the radius of the BEC in scaled variables given by Eq.
(C2), valid close to the critical point, is plotted in Fig.
29.
Remark: The integral of Eq. (C4) has the analytical
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expression∫ 1
X
dy√
1− y3 =
√
pi Γ(4/3)
Γ(5/6)
−X 2F1
(
1
3
,
1
2
,
4
3
, X3
)
.
(C10)
2. Self-similar solution with a normalization by
R0 < R∗
We now consider the case x0 < 0. Making the change
of variables y = x/|x0|, and introducing the scaled vari-
ables
T =
√
2
3
|x0|1/2t, X(T ) = x(t)|x0| , µ =
6(M − 1)
x20
,
(C11)
where t, x(t) and M are normalized in terms of x0, we
can rewrite Eq. (98) as∫ −1
X(T )
dy√
µ(−y − 1)− y3 − 1 = T. (C12)
The collapse time, corresponding to X → −∞, is given
by
Tcoll(µ) =
∫ −1
−∞
dy√
µ(−y − 1)− y3 − 1 . (C13)
With the scaled variables, the collapse dynamics of the
BEC close to the critical point depends on a single pa-
rameter µ instead of the two parameters M and R0. For
µ = 0, we get ∫ −1
X(T )
dy√
−y3 − 1 = T (C14)
and
Tcoll(µ = 0) =
∫ −1
−∞
dy√
−y3 − 1
= 2
√
pi
Γ(7/6)
Γ(2/3)
= 2.42865... (C15)
In the general case, returning to the original variables,
we obtain for R0 < 1:
tcoll(M,R0)
tcoll(M = 1, R0)
= f−
[
6(M − 1)
(1−R0)2
]
(C16)
with
f−(µ) =
∫ −1
−∞
dy√
µ(−y−1)−y3−1∫ −1
−∞
dy√
−y3−1
(C17)
and
tcoll(M = 1, R0) = K−(1−R0)−1/2, (C18)
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FIG. 30: Universal evolution of the scaled radius of the BEC
X(T ;µ) close to the critical point corresponding to a saddle-
node bifurcation. The thick curve corresponds to µ = 0.
According to the results of Secs. IV B and IV C, we have
X ∼ −1−3T 2/4 for T → 0 and X ∼ −4/(Tcoll−T )2 for T →
Tcoll = 2.42865.... The thin curve corresponds to µ = 0.1.
where K− is given by Eq. (110). The invariant profile
defined by Eq. (C17) behaves as
f−(µ) ∼ 6
1/4B
K−
µ−1/4 ∼ 1.52683...µ−1/4 (C19)
for µ→ +∞. It is plotted in Fig. 28.
The universal evolution of the radius of the BEC in
scaled variables given by Eq. (C12), valid close to the
critical point, is plotted in Fig. 30.
Remark: The integral of Eq. (C14) has the analytical
expression ∫ −1
X
dy√
−y3 − 1 =
2
√
pi Γ(7/6)
Γ(2/3)
− 2√−X 2F1
(
1
6
,
1
2
,
7
6
,− 1
X3
)
. (C20)
3. Self-similar solution with a normalization by
M > 1
Making the change of variables y = x/
√
6(M − 1) and
introducing the scaled variables
T =
(
8
3
)1/4
(M − 1)1/4t, (C21)
X(T ) =
x(t)√
6(M − 1) , X0 =
x0√
6(M − 1) , (C22)
where t, x(t) and x0 are normalized in terms of M , we
can rewrite Eq. (98) as∫ X0
X(T )
dy√
X0 − y +X30 − y3
= T. (C23)
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FIG. 31: Evolution of the collapse time R0 7→ tcoll(M,R0)
with R0 > 1 in scaled variables. We have taken M =
1.1, 1.01, 1.001, 1.0001 (top to bottom). The rescaled profile
converges towards the invariant profile g(X0) when M → 1+
and R0 → 1+. It has an asymptotic logarithmic slope −1/2.
For R0  1, the self-similar solution is not valid anymore
and the collapse time behaves according to Eq. (81) with a
logaritmic slope +3/2. The two slopes, of different sign, are
clearly visible on the figure.
The collapse time, corresponding to X → −∞, is given
by
Tcoll(X0) =
∫ X0
−∞
dy√
X0 − y +X30 − y3
. (C24)
With the scaled variables, the collapse dynamics of the
BEC close to the critical point depends on a single pa-
rameter X0 instead of the two parameters M and R0.
For X0 = 0, we get∫ 0
X(T )
dy√
−y − y3 = T (C25)
and
Tcoll(X0 = 0) =
∫ 0
−∞
dy√
−y − y3
=
8√
pi
Γ(5/4)2 = 3.70815.... (C26)
In the general case, returning to the original variables,
we obtain
tcoll(M,R0)
tcoll(M,R0 = 1)
= g
[
R0 − 1√
6(M − 1)
]
(C27)
where
g(X0) =
∫X0
−∞
dy√
X0−y+X30−y3∫ 0
−∞
dy√
−y−y3
(C28)
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FIG. 32: Evolution of the collapse time R0 7→ tcoll(M,R0)
with R0 < 1 in scaled variables. We have taken
M = 1.1, 1.01, 1.001, 1.0001, 1.00001, 1.000001, 1.0000001 (left
to right). The rescaled profile converges towards the invariant
profile g(X0) when M → 1+ and R0 → 1−. It has an asymp-
totic logarithmic slope −1/2. For R0 → 0, the self-similar
solution is not valid anymore and the collapse time behaves
according to Eq. (77) leading to a divergence in log-log plot.
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FIG. 33: Universal evolution of the scaled radius of the BEC
X(T ;X0) close to the critical point corresponding to a saddle-
node bifurcation. The thick curve corresponds to X0 = 0.
According to the results of Secs. IV B and IV C, we have
X ∼ −T 2/4 for T → 0 and X ∼ −4/(Tcoll − T )2 for T →
Tcoll = 3.70815.... The thin curves correspond to X0 = 0.1
and X0 = −0.1.
and
tcoll(M,R0 = 1) = B(M − 1)−1/4, (C29)
where B is given by Eq. (113). The invariant profile
defined by Eq. (C28) behaves as
g(X0) ∼ K±
61/4B|X0|1/2 (C30)
for X0 → ±∞. The coefficients are 1.134408... (+) and
0.6549509... (-).
The exact collapse time given by Eq. (67) is plotted in
scaled variables in Figs. 31 and 32 in order to illustrate
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its convergence towards the invariant profile given by Eq.
(C28) as M → 1+ and R0 → 1. The universal evolution
of the radius of the BEC in scaled variables given by Eq.
(C23), valid close to the critical point, is plotted in Fig.
33.
Remark: making the change of variables y = sinh(u)
we also have
∫ 0
sinh−1(X(T ))
du√− sinh(u) = T (C31)
and
∫ 0
−∞
du√− sinh(u) = Tcoll(X0 = 0). (C32)
Appendix D: Particular regimes of interest
In this Appendix, we highlight particular regimes of
interest considered in our paper and provide the sections
where they are discussed in detail.
(i) Self-gravity alone: The case Etot < 0, correspond-
ing to the collapse of the BEC, is treated at the end of
Secs. V A and V B. This solution is similar to the Mestel
solution describing the gravitational collapse of a homo-
geneous sphere. It is also similar to a FLRW cosmologi-
cal model of pressureless universe with curvature k = +1
exhibiting a phase of contraction (Big Crunch) after an
initial phase of expansion (Big Bang). The case Etot > 0,
corresponding to the explosion of the BEC, is treated in
Secs. VII C 2. This solution is similar to a FLRW cos-
mological model of pressureless universe with curvature
k = −1 that is expanding. The case Etot = 0, corre-
sponding to a marginal case of explosion, is treated in
Sec. VII C 3. This solution is similar to a FLRW cosmo-
logical model of pressureless universe without curvature
(k = 0) known as the EdS model.
(ii) Quantum potential alone: The case Etot > 0 (the
only possible one), corresponding to the explosion of the
BEC, is treated at the end of Sec. VIII B.
(iii) Self-interaction alone: The case Etot < 0, corre-
sponding to the collapse of the BEC, is treated at the
begining of Secs. V A and V B. The case Etot = 0, cor-
responding to the marginal collapse or explosion of the
BEC, is treated at the end of Sec. VIII A.
(iv) Self-gravity and quantum potential: The general
case is treated in Sec. VIII B (the specific case of an
energy Etot = 0 is treated in Sec. VII C 3).
(v) Self-interaction and quantum potential: The gen-
eral case is treated in Sec. VIII A.
(vi) Self-gravity and self-interaction: The case Etot < 0
is treated in Sec. V.
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FIG. 34: Mass-radius ratio along the series of equilibria of a
self-gravitating BEC with attractive self-interaction (we have
used the dimensionless variables of Sec. III E).
Appendix E: Validity of the Newtonian
approximation
In this Appendix, we study the validity of the New-
tonian approximation used in this paper. General rela-
tivistic effects become important when the radius R of
the system is of the order of the Schwarzschild radius
RS = 2GM/c
2. It is convenient to introduce the mass-
radius ratio
χ =
RS
R
=
2GM
Rc2
. (E1)
The Newtonian approximation is valid when χ  1 and
general relativistic effects come into play when χ ∼ 1.
Considering the mass-radius relation of Eq. (30), it is
easy to see that the mass-radius ratio is maximum on the
stable branch (S) at the point (R∗,Mmax). Therefore, we
define
χmax =
2GMmax
R∗c2
. (E2)
The mass-radius ratio can then be written as
χ
χmax
=
M
Mmax
R∗
R
. (E3)
From the mass-radius relation of Eq. (47), we get
χe
χmax
=
2
1 + (Re/R∗)2
. (E4)
This function decreases monotonically with Re (see Fig.
34). It starts from 2 at Re = 0, reaches the value 1 at
Re = R∗ and tends to 0 as 2/(Re/R∗)2 when Re → +∞.
Using Eqs. (35) and (36), we can write the maximum
mass-radius ratio as
χmax =
σ
6piζ
2Gm
|as|c2 =
σ
6piζ
rS
|as| . (E5)
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In the last term, we have introduced the Schwarzschild
radius rS = 2Gm/c
2 of the bosons. Therefore, χmax is of
the order of the ratio between the Schwarzschild radius
of the bosons and their scattering length. In general, this
ratio is very small (rS  |as|) so that χmax  1, ensuring
the validity of the Newtonian approximation.
To be specific, let us make a numerical application.
For a standard axion particle with m = 10−4 eV/c2 and
as = −5.8 10−53 m, we have Mmax = 6.9×10−14M and
R∗ = 1.0 × 10−4R, implying RS = 2.93 × 10−19R,
rS = 2.65 × 10−67 m and χmax = 2.9 × 10−15. For
ultralight axions with m = 1.93 × 10−20 eV/c2 and
as = −8.29 × 10−60 fm, we have Mmax = 4.18 × 105M
and R∗ = 10.4 pc, implying RS = 4.00 × 10−8 pc, rS =
5.11× 10−83 m and χmax = 3.85× 10−9. These two sys-
tems, which correspond respectively to axion stars and
axionic dark matter halos, can be treated by Newtonian
gravity since χmax  1.
When M > Mmax, the system collapses and ultimately
forms a black hole. Since R(t) → 0 as t → tcoll, there
exists a time tGR at which general relativity has to be
taken into account. We define it such that R(tGR) =
RS or, equivalently, χ(tGR) = 1. Using Eq. (E3), it
corresponds to [R(tGR)/R∗]/[M/Mmax] = χmax. When
tGR is close to tcoll, we can use the asymptotic formula
of Eq. (73). This gives
∆t = tcoll − tGR =
(
6
25
)1/2
χ5/2max
(
M
Mmax
)2
tD. (E6)
For standard axions with m = 10−4 eV/c2 and as =
−5.8 10−53 m, assuming M = 2Mmax = 1.4 × 10−13M
and R0 = R∗ = 1.0 × 10−4R, we find tD = 3.4 hrs,
tcoll = 2.3 hrs, and ∆t = 1.09 × 10−32 s. For ultra-
light axions with m = 1.93 × 10−20 eV/c2 and as =
−8.29×10−60 fm, assuming M = 2Mmax = 8.36×105M
and R0 = R∗ = 10.4 pc, we find tD = 1.49 Myrs,
tcoll = 1.01 Myrs and ∆t = 8.47 × 10−8 s. In each
case, general relativistic effects become important only
extraordinarily close to the collapse time.
Remark: For consistency, we have used the result of
Eq. (73) based on the Gaussian ansatz. However, we
have mentioned at the end of Sec IV C that this result
may not be accurate. Using the exact result of [102]
does not change our conclusion that general relativistic
effects become important only extraordinarily close to
the collapse time. This is intrinsically due to the fact
that R→ 0 as t→ tcoll with an infinite slope.
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