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Abstract
We identify the type of C[[~]]-linear structure inherent in the∞-categories which arise in the
theory of Deformation Quantization modules. Using this structure, we show that the∞-category
of quasicoherent cohomologically complete DQ-modules is a deformation of the ∞-category of
quasicoherent sheaves. We also obtain integral representation results for DQ-modules similar
to the ones of Toe¨n and Ben-Zvi-Nadler-Francis, stating that suitably linear functors between
∞-categories of DQ-modules are integral transforms.
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1 Introduction
One of the major developments in algebraic geometry towards the end of the last century was the
study of Fourier-Mukai transforms, also known as integral transforms. More precisely, the Fourier-
Mukai transform is a sheaf-theoretic analogue of the notion of integral transform. If X and Y are
smooth manifolds and K(x, y) is a function on X × Y , then (under reasonable hypotheses) the
integral transform of a function f(x) on X is the function T (f) on Y given by the formula
T (f)(y) :=
∫
f(x)K(x, y)dx.
Writing p : X × Y → X and q : X × Y → Y for the projections, this formula can be rewritten
T (f)(y) =
∫
(f ◦ p)(x, y)K(x, y)dx =
∫
p∗(f)K(x, y)dx,
and the integral along the x variable amounts to the pushforward along q; that is,
T (f)(y) = q∗(p
∗(f)K(x, y)).
This is the idea of integral transforms in the setting of sheaf theory.
Historically, one of the first notable examples of an integral transform was the Fourier-Sato
transform, introduced in [SKK73], and further studied by several authors, notably Kashiwara-
Schapira [KS90] in the context of the microlocal theory of sheaves. In algebraic geometry, inspired
by the formalism of integral transforms, Mukai constructed an equivalence between the bounded
derived categories of coherent sheaves on an abelian variety and the dual abelian variety [Muk81].
This work established the importance of the Fourier-Mukai transform in algebraic geometry.
In the 2000s, the conceptual approach to integral representation theorems changed, especially
under the influence of the article [Toe¨07]. In this paper, B. Toe¨n develops the derived Morita theory
of dg-categories and relying on the compact generation result for quasi-coherent sheaves of A. Bondal
and M. Van den Bergh [BvdB03], set integral representation theorems for quasi-coherent sheaves
in this context. These ideas where further developed in [BZFN10, BZNP17] in the framework of
linear ∞-categories and allowed to obtain far reaching generalizations of Orlov’s theorem [Orl97],
one of the central result in the study of the structure of the derived category of coherent sheaves
on a smooth algebraic variety. This theorem and its refinement state that any exact fully faithful
functor between derived categories of coherent sheaves on smooth projective varieties is given by
an integral transform such that the kernel is an object of the derived category of coherent sheaves
of the product variety.
This project is rooted in the line of thought, promoted since the 1990s by the Moscow school,
that the derived category of coherent sheaves of an algebraic variety should be considered as an
invariant of the latter. More precisely, we’d like to know the extent to which derived categories of
DQ-modules can be regarded as invariants of Poisson varieties, as DQ-algebroids quantize Poisson
varieties. A fundamental step in such a program is to describe functors between such categories.
The study of Fourier-Mukai transforms for DQ-modules was initiated in [PBB07]. This study
was further pursued by several authors [KS12, ABP13, Pet14]. In particular in [KS12], the authors
establish several fundamental finiteness and duality results for DQ-modules and lay the foundations
for integral transforms in this context. To that end, they introduce the notion of cohomological
completeness, a notion closely related to derived adic-completion (see [Lur18] and [PSY12] for a
comparison of the two notions), and defined in term of semi-orthogonal decomposition of the trian-
gulated categories of DQ-modules. This notion of cohomological completion was vastly generalised
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by many authors, culminating in the treatment of J. Lurie in [Lur11b, Lur18], and plays a key role
in our work.
Using the theory of linear ∞-categories, we establish an integral representation theorem for
colimit preserving functors between ∞-categories of DQ-modules. We also prove that the ∞-
category of qcc DQ-modules is a deformation of the category of quasi-coherent sheaves. Our integral
representation theorem is a non-commutative analogue of Toe¨n’s representation theorem.
To obtain our integral representation theorem for DQ-modules, we first elucidate the linear
structure of categories of DQ-modules. In particular, we show that the categories of qcc DQ-
modules, introduced in [Pet12], and which is the analogue of the derived category of quasi-coherent
sheaves in the theory of DQ-modules, is enriched in the ∞-categories of cohomologically complete
C~-modules, where C~ := C[[~]] denotes the ring of formal power series in ~ with coefficients in C.
This permit to describe precisely the action of D(C~) on the category of qcc modules. This allows
us to establish that the category of qcc modules is a deformation of the category of quasicoherent
sheaves in the sense of [Lur11a] (see Theorem 3.30 and Corollary 3.31) establishing a direct relations
between the theory of DQ-modules and derived deformation theory (see also [Pri18]). This result
may also be relevant to better understand the relation between DQ-modules and the approach of
deformation quantization introduced and developed in [CPT+17].
Following the approach of [Toe¨07, BZFN10], we obtain an equivalence between linear∞-functors
between categories of qcc DQ-modules on algebraic varieties and qcc modules over the product of
these varieties (see Theorem 4.19 and Formula (4.10)). Moreover, we show that this equivalence
associates to a DQ-module on the product of the varieties the corresponding Fourier-Mukai trans-
forms. These results allow us to prove that an equivalence between ∞-categories of qcc modules
induces an equivalence between ∞-categories of quasi-coherent sheaves (Corollary 4.21). We also
study the functors preserving compact objects. In the category of qcc modules, compact and du-
alizable objects do not coincide. The compact objects are the coherent DQ-modules which are of
torsion with respects to the deformation parameters while the coherent DQ-modules are the du-
alizable one. We prove that the categories of functors preserving compact qcc modules on proper
algebraic varieties is equivalent to the category of coherent DQ-modules on the product of the two
algebraic varieties (see Theorem 4.22). Hence, in our setting, we could summarize the situation by
dualizable DQ-modules preserves the compact one. At first sight, the study of integral transforms
for DQ-modules may appear similar to the one for quasi-coherent sheaves. They are several key
differences which are for instance the nature of the linear structure encountered on the categories
of the qcc sheaves, the fact that dualizable and compact objects are different in the categories of
qcc modules (even though the underlying variety is smooth) contrary to the situation studied in
[BZFN10]. Indeed, in our setting, the perfect objects are dualizable but not compact, the compact
being the dualizable objects of torsion with respect to the deformation parameters.
In the non smooth setting, the study of integral transforms between categories of coherent objects
(not necessarily perfect) is pursued in [BZNP17]. For this purpose, they introduce a categorial notion
of coherent object; however, it seems that this notion does not encompass the notion of coherent
DQ-module. In both situations, coherent objects are objects satisfying a weaker finiteness condition
than that of compact objects, but otherwise the conditions are very different in nature.
It is known that DQ-modules encode certain aspects of Poisson geometry. For instance, if X is
a complex variety endowed with a DQ-algebroid AX , a coherent AX-module without torsion with
respect to the deformation parameter has a coisotropic support for the Poisson structure associated
to the DQ-algebroid AX . Here, the condition regarding the absence of torsion with respect to the
deformation parameter — usually called ~-torsion — is of central importance. Indeed, the theory
of DQ-modules takes place over C~, which suggests one of two possible approaches: Either work
over the central fiber and pass to the semi-classical limit (set the deformation parameter equal
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to zero); if this is done appropriately problems often reduce to questions of complex geometry.
Alternatively, work away from the central fiber, over C((~)). In this situation, one study objects
over AlocX = C((~)) ⊗C~ AX which encodes information related to the Poisson structure induced by
the DQ-algebroid. In this setting, it is not anymore possible to take the semi-classical limit has
the deformation parameter has been inverted. Hence, the standard approach is to study modules
over AlocX -module generated by AX-module satisfying some finiteness conditions (e.g. coherency).
This approach is very similar to the one encountered in the study of DX -modules (in particular in
the analytic setting where one often requires the DX -modules to be good). This is why, as a first
step, we study the case where ~ is not inverted. It is likely that the study of AlocX -modules will also
require developing the theory of ind-coherent DQ-modules (see for instance [BDMN17]).
The present paper is organized as follows. We start by briefly reviewing, in Section 2, the notions
of algebroid stacks and their derived∞-categories. We then move on to consider ~-completion, also
called cohomological completion, and review the main properties of the gr~ functor. In Section 3, we
recall aspects of the theory of DQ-modules and define the∞-category of “qcc” (quasicoherent coho-
mologically complete) DQ-modules as well as the subcategory of coherent DQ-modules — note that,
though the∞-category of qcc-modules is not monoidal, the coherent objects neverthless correspond
to dualizable objects in an appropriate sense. Finally, we prove that the category Dqcc(AX) of qcc-
modules over a DQ-algebroid stack AX is a deformation of the category of quasi-coherent sheaves
Dqcoh(OX). In Section 4, relying on the techniques of ~-completions of ∞-categories of Section 2,
we define operations for qcc-modules and in particular Fourier-Mukai transforms for ∞-categories
of qcc-modules and establish our integral representations theorems for DQ-modules. Finally, in
an appendix, we collect some results concerning nilpotent, local, and complete ∞-categories, first
construct various ∞-functors used in the theory of DQ-modules relying on techniques of model
categories. In a second appendix, we construct all the operations needed for a robust theory of
DQ-modules over an algebroid stack in the ∞-categorical context.
Acknowledgments: Franc¸ois Petit would like to thank Benjamin Hennion, Mauro Porta and
Marco Robalo for generously sharing their knowledge and for several useful scientific conversations.
He is also grateful to Pierre Schapira, Bertrand Toe¨n and Damien Calaque for insightful conversa-
tions. He acknowledge the support of the Idex “Universite´ de Paris 2019”.
2 ~-complete ∞-categories
2.1 Modules over algebroid stacks
We very briefly review the theory of algebroid stacks and their modules. For a detailed study of
k-algebroid stacks and their operations, we refer to [DP15, DP04, KS12]. We fix a topological space
X, which in practice will be the underlying space of a smooth complex variety (X,OX ).
We let k denote a commutative ring, and recall that a k-enriched category is a category enriched
in the symmetric monoidal category of (ordinary) k-modules. We write Catk for the category of
k-enriched categories.
A k-enriched stackS is a (pseudo)functor Open(X)op → Catk which satisfies the stack condition.
We write ShvCatk(X) ⊂ Fun(Open(X)
op,Catk) of the category of k-enriched stacks on X.
More generally, we could consider instead a sheaf of commutative rings R on X. An R-enriched
stack is a Z-enriched stack S such that the sheaf End(idS) of endomorphisms of the identity functor
idS : S→ S is a sheaf of commutative R-algebras.
Definition 2.1. Let X be a topological space.
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(1) A k-enriched stack A on X is locally nonempty if there exists a covering of X by open subsets
{Ui}i∈I such that for every i ∈ I, the category A(Ui) is non-empty.
(2) A k-enriched stack A on X is locally connected if, for any open subset U of X and any pair
of objects α, β ∈ A(U), there exists an open subset j : V ⊂ U such that j∗α ∼= j∗β in A(V ).
(3) A k-algebroid stack A on X is a k-enriched stack on X which is locally nonempty and locally
connected.
Definition 2.2. Let X be a topological space and let R be a sheaf of commutative rings on X.
(1) An R-algebroid stack A on X is a Z-algebroid stack endowed with a morphism of sheaves of
rings R→ End(idA) (the sheaf of endomorphisms of the identity functor).
(2) An R-algebroid A is said to be invertible if R|U → EndA(σ) is an isomorphism for any open
subset U of X and any σ ∈ A(U).
Example 2.3. If A is a k-algebra, we denote by A+ the k-enriched category with one object having
A as the endomorphism ring of this object. Let A be a sheaf of algebras on X and consider the
prestack which associates to an open set U the k-enriched category A(U)+. The stack associated
to this prestack, denoted A†, is an algebroid stack.
We write kX for the sheaf associated to the constant presheaf with value k and ModkX for the
k-enriched stack of sheaves of k-modules on X. If S1 and S2 are two k-enriched stacks, we denote
by Funk(S1,S2) the category of k-enriched morphisms of stacks from S1 to S2. We set
ModA := Funk(A,ModkX ).
Finally, we write ModA for the (ordinary) category of left A-modules. It is a Grothendieck abelian
category (see [KS12] for details).
2.2 Derived categories
Let k be a commutative ring and let A be a sheaf of algebras, or an algebroid stack. Recall that
ModA is a Grothendieck abelian category which is tensored over Modk, the abelian category of k-
modules. It follows that the category of chain complexes Ch(A) of objects of ModA can be endowed
with a proper combinatorial model structure (see for instance [Lur17, Proposition 1.3.53]) where
the weak equivalences are the quasi-isomorphisms and a map of chain complexes f : M• → N•
is a cofibration if for every k ∈ Z, the induced map fk : Mk → Nk is a monomorphism. This
model structure on Ch(A) is called the injective model structure. The ∞-category presented by
Ch(A) endowed with this model structure is denoted D(A) and is called the derived category of
ModA. It is the category obtained by localizing the ∞-category Ndg(Ch(A)) with respects to the
quasi-isomorphisms [Lur17, Proposition 1.3.5.13 & 1.3.5.14]. Its homotopy category is the “usual”
derived category of ModA and we denote it D(A). We will also use the semi-free model structure,
subordinated to a covering U of X, on Ch(A) (see Appendix B). The ∞-category underlying this
model category is equivalent to D(A) by [Lur17, Lemma 1.3.4.21] and [Lur17, Proposition 1.3.4.15]
It follows from [Lur17, Proposition 1.3.5.9 & Proposition 1.3.5.21] that D(A) is a presentable
stable ∞-category and from [Lur18, Example D.1.3.9] that D(A) is a k-linear ∞-category. This
implies that D(A) has a D(k)-enriched mapping space functor
Map
D(A)
(− ,−) : D(A)op ×D(A)→ D(k).
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Let f : X → Y be a map of topological spaces and let A be an algebroid stack on Y . Then there
is an algebroid stack functorially associated with A and f on X, denoted f−1A (see [KS12, §2.1]
for details), and we have the pair of adjoint functors
f−1 : ModA ⇄ Modf−1A : f∗.
They induce a Quillen adjunction
f−1 : Ch(A)⇄ Ch(f−1A) : f∗
with f−1 exact and k-linear. Using [Lur17, Proposition 1.3.4.26], one obtains a k-linear functor
f−1 : D(A)→ D(f−1A).
Its right adjoint is obtained as the right derived functor of f∗ by using the injective model structure
on Ch(f−1A). Hence, we obtain a functor in PrRst
f∗ : D(f
−1A)→ D(A).
Proposition 2.4. Assume that X and Y are Noetherian topological spaces of finite Krull dimen-
sions. The functor f∗ : D(f−1A)→ D(A) commutes with colimits and is k-linear.
Proof. Since the ∞-category D(f−1A) is stable we just need to check that f∗ commutes with
coproducts. Let (Mi)i∈I be a family of objects of D(f−1A). To check that the morphism
α :
⊕
i∈I
f∗Mi → f∗(
⊕
i∈I
Mi)
is an equivalence, we observe that the question is local on X and thus reduces to question in ordinary
sheaf theory. Since X is a Noetherian topological space of finite Krull dimension, this follows from
[LH09, 3.9.3.2].1 Finally, k-linearity follows from the fact that f∗ commutes with colimits and
[Lur18, Example D.1.3.9].
Similarly, the functor Hom(−,−) : Modop
A
×ModA → ModC~
X
is left exact. Using the injective
model structure on ModA, we obtain a right derived functor
MapAX (−,−) : D(A)
op ×D(A)→ D(C~X).
Note that Γ(X,MapA(−,−)) ≃ MapA(−,−).
2.3 ~-completion
The introduction of the notion of derived completion in the framework of DQ-modules was inspired
by the following homological formulation of completeness with respect to the ~-adic topology. It
was originally formulated by Kashiwara and Schapira in order to deduce the Grauert direct image
theorem for DQ-modules from the usual version for OX -modules.
Lemma 2.5 ([KS12, Lemma 1.5.4]). Let R be a sheaf of Z[~]-algebras without ~-torsion and set
Rloc = Z[~,~−1]⊗Z[~] R. Let M be an R-module and assume that M has no ~-torsion.
(1) M̂ ≃ Ext1R(R
loc/R,M), where M̂ is the completion of M with respect to the ~-adic topology.
1Although the result in [LH09] is stated for OX-modules, the spaces considered here are Noetherian topological
spaces of finite Krull dimensions and thus its proof adapts word for word to our setting.
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(2) The module M is ~-adically complete if and only if Extj
R
(Rloc,M) = 0 for j = 0, 1.
Since one of our main motivations is the study of DQ-modules, we will mostly be interested in
the case where the base ring is C~, the ring of formal power series with coefficients in C. However,
most everything remains true in the slightly more general case where A is a discrete Z[~]-algebra
without ~-torsion.
Recall that if C ∈ ModD(A) is a D(A)-linear ∞-category, we say that:
(1) An object N ∈ C is ~-nilpotent if the localization A[~−1]⊗A N vanishes.
(2) An object L ∈ C is ~-local if the canonical map L→ A[~−1]⊗A L is an equivalence.
(3) An object M ∈ C is ~-cohomologically complete if MA[~
−1] ≃ 0.
We denote by Cnil, Cloc, Ccc the full subcategories of C respectively spanned by the nilpotent,
local and complete objects. We write
i∨ : C
nil ⊂ C j∗ : C
loc ⊂ C i∧ : C
cc ⊂ C
for the respective fully faithful inclusion, i∨ for the right adjoint of i∨, and j∗ and i∧ for the
left adjoints of j∗ and i∧, respectively. We refer the reader to Appendix A and in particular to
Proposition A.6 for more details.
We write D := D(A), Dcc := Dcc(A) and Dloc := Dloc(A) for the full subcategories of ~-
complete and ~-local objects, respectively. It is standard (see for instance [Lur17, Theorem 7.1.2.1]
and [Lur17, Remark 7.1.2.3] for a proof) that Dloc is equivalent to D(A[~−1]). The semiorthogonal
decomposition (Dloc,Dcc) of D implies that
Dloc
j∗
→ D
i∧
→ Dcc
is a Verdier sequence in PrLst. Moreover, the fact that the ideal I = (~) ⊂ A is finitely generated
(even principal) implies that j∗ admits a left adjoint j∗ : D→ Dloc.
Since Dcc is a commutative D-algebra via the ~-completion functor i∧ : D → Dcc, we obtain a
“restriction along i∧” functor
i∗ : ModDcc → ModD
which admits a left adjoint “base change along i∧” functor
i∗ : ModD → ModDcc .
The fact that Dcc is an idempotent (hence commutative) D-algebra implies, using [Lur17, Propo-
sitions 4.8.2.9 & 4.8.2.10], that the forgetful functor i∗ : ModDcc → ModD is fully faithful with
essential image those D-linear ∞-categories M of the form M ≃ Dcc ⊗D N for some D-linear ∞-
category N. In fact we can just take N = M, since M → i∗i∗M is an equivalence if M is in the
image of i∗ : ModDcc → ModD.
Proposition 2.6. The ∞-category Dcc admits the structure of a presentably symmetric monoidal
∞-category under D(A). That is, there exists a presentably symmetric monoidal structure on Dcc
such that the functor i∧ : D → Dcc is symmetric monoidal and the tensor product functor Dcc ×
Dcc → Dcc is given on objects by the formula (M,N) 7→ i∧ (i∧(M)⊗A i∧(N)).
Proposition 2.7. Any D-linear ∞-category M admits a semiorthogonal decomposition of the form
(Mloc,Mcc).
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Proof. Cotensoring with the exact triangle i∨i∨A → A → j∗j∗A yields an exact triangle of endo-
functors (−)j∗j
∗A → id→ (−)i∨i
∨A : M→M.
Proposition 2.8. The canonical map Dloc⊗DM→M factors through the full subcategory M
loc ⊂M
of local objects.
Proof. The functor may be identified with the map
FunRD(M
op,Dloc)→ Fun
R
D(M
op,D) ≃M
which composes a right adjoint D-linear functor F : Doploc → M with the right adjoint D-linear
functor Dloc → D. Note that the equivalence M → Fun
R
D(M
op,D) is adjoint to the D-enriched
mapping object functor Map
M
(−,−) : Mop ×M → D, and sends the object M to the D-linear
right adjoint functor Map
M
(−,M) : Mop → D (this functor evidently preserves limits and κ-filtered
colimits for some κ, hence admits a left adjoint); the fact that this is an equivalence is the assertion
that any such D-linear functor is representable. It therefore suffices to show that the object M
representing the D-linear right adjoint functor Map
M
(−,M) : Mop → D is ~-local whenever this
functor factors through the full subcategory Dloc ⊂ D of ~-local objects.
To see this, it suffices to check that the canonical map M j∗j
∗A →M is an equivalence, which is
to say that M i∨i
∨A ≃ 0. Indeed, for any object L of M,
Map
M
(L,M i∨i
∨A) ≃ Map
M
(i∨i
∨A⊗A L,M) ≃ MapM(L,M)
i∨i
∨A ≃ 0
since Map
M
(L,M) is ~-local by hypothesis.
Proposition 2.9. For any D-linear ∞-category M, there is a commutative diagram of Verdier
sequences
Dloc ⊗D M //

D⊗D M //

Dcc ⊗D M

Mloc //M //Mcc
in which the vertical maps are equivalences.
Proof. The vertical map in the middle is the canonical equivalence D⊗D M→M, and the vertical
map on the left is the factorization Dloc ⊗D M → M through the full subcategory Mloc ⊂ M of
~-local objects. The vertical map on the right is the functor induced by taking horizontal cofibers;
equivalently, the commutative square on the right (or on the left) may be rewritten in its right
adjoint form as the commutative square
FunRD(M
op,D) FunRD(M
op,Dcc)oo
M
OO
Mcc
OO
oo
in which the vertical maps send the object M of M to the functor Map
M
(−,M) : Mop → D
represented by M (observe that if M is cohomologically complete then the representable functor
Map
M
(−,M) : Mop → Dcc ⊂ D factors through the full subcategory of cohomologically complete
objects). In particular, all the functors in this square are fully faithful and the left vertical functor is
the canonical equivalence M ≃ FunRD(M
op,D). In fact, this square is a pullback: if F : Mop → Dcc
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is a D-linear right adjoint functor such that F ≃ Map
M
(−,M) as a functor Mop → D, then M is
cohomologically complete. Indeed, just as above, for any object L of M,
Map
M
(L,M j∗j
∗A) ≃ Map
M
(j∗j
∗A⊗A L,M) ≃ MapM(L,M)
j∗j∗A ≃ 0
since Map
M
(L,M) is ~-complete. We therefore conclude that the map Dcc⊗DM→Mcc is an equiv-
alence, and by an analogous argument (or by general facts about semiorthogonal decompositions)
we conclude that the map Dloc ⊗D M→Mloc is an equivalence.
Let ModccD ⊂ ModD denote the full subcategory of ModD spanned by the D-linear ∞-categories
which are cohomologically complete. The previous discussion can be summarized as follows.
Corollary 2.10. The forgetful functor ModDcc → ModD induces an equivalence ModDcc ≃ Mod
cc
D .
Corollary 2.11. Let f∗ : M→ N be a morphism in ModD. The diagram
Dcc ⊗D M
idDcc⊗f
∗
//

Dcc ⊗D N

Mcc
i∧◦f∗◦ i∧ // Ncc,
where the vertical maps are the equivalences of Proposition 2.9, commutes up to natural equivalence.
Moreover, the composite i∧ ◦ f∗ ◦ i∧ : Mcc → Ncc is Dcc-linear.
Proof. Supposing the square commutes, it follows that i∧ ◦ f∗ ◦ i∧ is the basechange along the
commutative algebra map i∧ : D→ Dcc of the D-linear functor f∗, and therefore is Dcc-linear. To
see that the square commutes, writing the tensor products as∞-categories of D-linear right adjoint
functorsDcc⊗DM ≃ Fun
R
D(M
op,Dcc) and Dcc⊗DN ≃ Fun
R
D(N
op,Dcc), we check that the associated
diagram of right adjoints commutes. The counit of the adjunction induces a natural transformation
of functors
Map
N
(−, f∗(−))→ MapM(f
∗(−),−) : Mop ×Ncc → Dcc
in which the source and target functors represent the two ways of traversing the associated diagram
of right adjoints. The square commutes because the composite transformation is an equivalence.
Lemma 2.12. We set T := (A[~−1]/A)[−1]. Then i∧i∧ ≃ (−)T .
Proof. Since A has no ~-torsion, the canonical map A → A[~−1] is injective. Thus, we get the
following exact sequence
0→ A→ A[~−1]→ A[~−1]/A→ 0.
Now using Proposition A.6 (2), we obtain an equivalence i∨i∨A ≃ T . Finally, it follows from
Proposition A.9 that i∧i∧ ≃ (−)T .
Definition 2.13. Let C ∈ ModD(A) and let M ∈ C. The object M is of uniform ~-torsion if there
exist a positive integer n such that the map ~n : M →M is null.
Lemma 2.14. Let C ∈ModD(A). An object of C of uniform ~-torsion is ~-complete.
Proof. Let M ∈ C and assume it is of uniform ~-torsion. Then there exists positive integer n such
that the map
M
~n
→M (2.1)
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is a zero map. Cotensoring the morphism (2.1) by A[~−1], we obtain the morphism
MA[~
−1] ~
n
→MA[~
−1], (2.2)
which is a zero map. This morphism (2.2) can also be obtained from the isomorphism A[~−1]
~n
→
A[~−1] by the bifunctoriality of the cotensorization. Indeed, applying the functor M (−), we obtain
an isomorphism MA[~
−1] ~
n
→MA[~
−1]. This implies that MA[~
−1] ≃ 0.
Lemma 2.15. Let C ∈ModD(A) and M ∈ C an object of uniform ~-torsion. Then T ⊗M ≃M .
Proof. Tensor the exact triangle T → A → A[~−1] by M and use that A[~−1]⊗M ≃ 0 since M is
of uniform ~-torsion.
Proposition 2.16. Let C ∈ModD(A). Let M be a compact object of C of uniform ~-torsion. Then
i∧(M) is a compact object of Ccc.
Proof. . Let colimj Nj be a filtered colimit in Ccc. Then
MapCcc(i
∧(M), colimj Nj) ≃ MapC(M, i∧i
∧(colim
j
i∧(Nj)))
≃ MapC(T ⊗M, colim
j
i∧(Nj))
≃ MapC(M, colim
j
i∧(Nj)) (Lemma 2.15)
≃ colim
j
MapC(M, i∧(Nj)) (compacity of M)
≃ colim
j
MapCcc(i
∧(M), Nj).
Proposition 2.17. Let C be an A-linear ∞-category which is compactly generated by a compact
generator of uniform ~-torsion. Then the ~-completion functor i∧ : C→ Ccc is an equivalence.
Proof. Let G be a compact generator of C of uniform ~-torsion. Since the ~-completion functor is
a left adjoint, i∧ (G) is a generator of Ccc, which is compact by Proposition 2.16. Moreover, the
canonical map
Map
C
(G,G)
i∧
−→ Map
Ccc
(i∧(G), i∧(G))
is an isomorphism by Lemma 2.14. Since i∧ commutes with colimits, it follows that it is an essentially
surjective and fully faithful A-linear functor.
2.4 The gr~ functor
Let R be a sheaf of Z[~]-algebras which is flat over Z[~] and such that R0 := R/~R is a commutative
Z-algebra, and we view R0 as an R0 ⊗Z[~] R
op-module. We write p : R → R0 for the projection,
which is a map of sheaves of Z[~]-algebras. The basechange functor is a right exact functor ModR →
ModR0 , which we can derive to an exact functor on the level of derived ∞-categories. Alternatively,
the basechange functor is left adjoint to the forgetful functor ι : D(R) → D(R0) which is exact on
the level of abelian categories.
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Definition 2.18. We define a sequence of adjoint functors
D(R0)
ι // D(R)
gr~
}}
cogr~
aa
(2.3)
as follows: let ι : D(R0)→ D(R) denote the restriction functor. Then ι is monadic and comonadic
with left and right adjoints gr~ : D(R)→ D(R0) and cogr~ : D(R)→ D(R0), respectively.
Remark 2.19. The functor gr~ : D(R) → D(R0) is the functor M 7→ R0 ⊗R M induced by
tensoring with the R0 ⊗Z[~] R
op-module R0, and the functor cogr~ : D(R) → D(R0) is the functor
M 7→MapR(R0,M) induced by cotensoring with the R⊗Z[~] R
op
0 -module R0.
Remark 2.20. If R is a C~-algebra, then we induce the same functor D(R) → D(R0) if we view
R0 as an R0 ⊗Z[~] R
op-module or as an R0 ⊗C~ R
op-module.
We have the following basic relation between gr~ and cogr~.
Proposition 2.21. Let M ∈ D(R). Then ι ◦ gr~M ≃ ι ◦ cogr~ ◦M[1].
Proof. When R0 is endowed with its natural structure of R0⊗Z[~] R
op-module we denote it by R0R,
when endowed with its natural structure of R ⊗Z[~] R
op
0 -module we denote it by RR0, and when
endowed with its structure of R⊗Z[~] R
op-module we denote it by RR0R. Then,
ι ◦ gr~M ≃ RR0 ⊗R0 R0R ⊗R M
≃R R0R ⊗R M ≃ (R
~
→ R)⊗R M
≃MapR(R
~
→ R,M[1]) ≃MapR(RR0R,M[1])
≃ ι ◦ cogr~ ◦M[1].
Here, R
~
→ R is the complex with R in degree −1 and 0, zero otherwise and the multiplication by
~ as differential in degree zero.
Corollary 2.22. Let M ∈ D(R). Then, for every i ∈ Z, Hi(gr~M) ≃ H
i+1(cogr~M).
Remark 2.23. There is a more precise relation between gr~ and cogr~ in the specific case of
DQ-algebroid stacks (see [KS12, Proposition 2.3.6]).
Recall the following result from [KS12, Corollary 1.5.9].
Proposition 2.24. The restriction of the functor gr~ to Dcc(R) is conservative.
Proposition 2.25. We have the following formal properties of the gr~ functor:
(1) Let M ∈ D(Rop) and N ∈ D(R). Then gr~(M)⊗R0 gr~(N) ≃ gr~(M⊗R N).
(2) Let M ∈ D(R) and N ∈ D(R). Then gr~(MapR(M,N)) ≃MapR0(gr~(M), gr~(N)).
Example 2.26. We consider C~ the algebra of formal power series with coefficient in C and C ≃
C~/~C~. The categories D(C~) and D(C) are presentably symmetric monoidal categories and the
functor gr~ : D(C~)→ D(C) given by M 7→ C⊗C~ M refines to a symmetric monoidal functor.
Proposition 2.27 ([Pet12, Prop. 3.8]). The natural transformation gr~ ◦id→ gr~ ◦ i∧ ◦ i∧ induced
by the unit transformation id→ i∧i∧ is an equivalence in D(R0).
Remark 2.28. These results are readily extended to the case of a Z[~]-algebroid stacks.
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3 DQ-algebras and DQ-modules
3.1 DQ-modules
In this subsection, we review some standard notions concerning DQ-algebras and refer the reader
to [KS12] for a more detailed study. In what follows, (X,OX ) denotes a smooth complex algebraic
variety. Just as C~ = lim
←−n∈N
C~/~nC~, we define the sheaf of C~-algebras analogously, as the limit
O~X := lim←−
n∈N
OX ⊗
C
(C~/~nC~).
Definition 3.1. A star-product denoted ⋆ on O~X is a C
~-bilinear associative law satisfying
f ⋆ g =
∑
i≥0
Pi(f, g)~
i for every f, g ∈ OX ,
where the Pi are bi-differential operators such that for every f, g ∈ OX , P0(f, g) = fg and Pi(1, f) =
Pi(f, 1) = 0 for i > 0. The pair (O~X , ⋆) is called a star-algebra.
Example 3.2. Let U be an open subset of T ∗An endowed with a symplectic coordinate system
(x;u) with x = (x1, . . . , xn) and u = (u1, . . . , un). There is a star-algebra (O~U , ⋆) on U given by
f ⋆ g =
∑
α∈Nn
~|α|
α!
(∂αu f)(∂
α
x g).
Definition 3.3. A DQ-algebra AX onX is a C~-algebra which is locally isomorphic, as a C~-algebra,
to a star-algebra.
Remark 3.4. It follows immediately from the above definition that
(1) ~ is central in AX ,
(2) AX has no ~-torsion,
(3) AX is ~-complete,
(4) AX/~AX ≃ OX .
Definition 3.5. A DQ-algebroid stack on X is a C~-algebroid stack such that, for each open subset
U of X and each σ ∈ AX(U), the C~-algebra End(σ) is a DQ-algebra on U .
We typically refer to DQ-algebroid stacks as DQ-algebroids.
Definition 3.6. Let AX be a DQ-algebroid. A DQ-module on (X,AX ) is a left module over AX .
We write ModAX for the abelian category of left AX -modules.
Lemma 3.7 ([KS12, Lemma 2.2.8]). If AX is a DQ-algebroid then the opposite algebroid, denoted
AXa , is a DQ-algebroid. In particular, if AX is a DQ-algebra then so is AXa .
Recall that if X and Y are two smooth complex algebraic varieties endowed with DQ-algebroid
AX and AY then X × Y is canonically endowed with a DQ-algebroid (see [KS12, §2.3] for the
definition of the operation ⊠ for DQ-algebroids)
AX×Y := AX ⊠AY .
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Moreover, if AX , AY are DQ-algebras and p : X×Y → X denotes the projection onto X then there
is a canonical morphism of algebras
p−1AX → AX×Y
and this morphism is flat. By symmetry, a similar result holds for the projection q : X × Y → Y .
We refer the reader to [KS12, §2.3] for details concerning the algebroid gr~AX . Here, we
rapidly summarize a few key points. Given a DQ-algebroid AX , there is a C-algebroid denoted
gr~AX . It is an invertible OX -algebroid and is equipped with a canonical map of C-algebroids
AX → gr~AX . This algebroid induces a gr~AX ⊗C~
X
AXa-module that we still denote gr~AX . As
an AX ⊗ AXa-module, gr~AX is isomorphic to C ⊗C~ AX . This bi-module gives rise to a functor
gr~ : ModAX → Modgr~ AX given informally by the rule
M 7→ gr~AX ⊗AX M. (3.1)
Moreover, the functor gr~ is left adjoint to the exact functor ι : Modgr~ AX → ModAX induced by
the canonical morphism AX → gr~AX . On an algebraic variety, the algebroid stack gr~AX is
equivalent to the stackification of the structure sheaf OX (see [KS12, Remark 2.1.17]). This induces
an equivalence between ModOX and Modgr~ AX .
Let δ : X →֒ X ×X be the diagonal embedding. Recall that the canonical AX ⊗AXa-bimodule
AX is a bi-invertible AX⊗AXa-module (see [KS12] Definition 2.1.10 for the notion of bi-invertibility).
It follows from [KS12, Corollary 2.4.4] that δ∗AX is a coherent AX×Xa-module simple along the
diagonal. We denote it A∆.
We write ωX the dualizing complex for AX . It is a bi-invertible AX-module. We refer to [KS12,
§3.3] for a detailed treatment of duality for DQ-modules.
Remark 3.8. In [KS12], duality theory for DQ-modules is established in the analytic setting.
Though, we are working in the algebraic setting this is not a problem for us since we can either
use the GAGA theorem for DQ-modules [Che10] as we only use duality theory when the variety is
proper. Note that in the algebraic setting, it is also possible to reproduce the results of [KS12, §3.3]
relying directly on Grothendieck duality for algebraic varieties and qcc modules.
3.2 The ∞-category of qcc-modules
From now on, (X,OX ) is a smooth complex algebraic variety, equipped with the Zariski topology,
and endowed with a DQ-algebroid AX . We define the category Dqcc(AX) and collect some of its
properties.
The category D(AX ) is an object of ModD(C~). The categories D(gr~AX) is a C-linear category
and Dqcoh(gr~AX) is a full C-linear subcategory of D(gr~AX). Thus they are C~-linear categories
through restriction of scalars via the presentably symmetric monoidal functor gr~ : D(C~)→ D(C).
Moreover, the functor gr~ : D(AX) → D(gr~AX) given by M 7→ gr~AX ⊗AX M is a morphism in
ModD(C~) (see sub-section B.2 for more details). The ∞-category Dgqcoh(AX) of graded quasico-
herent AX -modules is defined as the pullback
Dgqcoh(AX) //

D(AX )
gr~

Dqcoh(gr~AX)
  // D(gr~AX)
(3.2)
in ModD(C~). In particular, we view Dgqcoh(AX) as an object of ModD(C~).
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Remark 3.9. Recall that PrLst has all small limit and colimits and that the inclusion of Pr
L
st into
Cat∞ commutes with limits. Similarly, limits in ModD(C~) are computed in Pr
L
st, and hence in Cat∞.
The∞-category Dgqcoh(AX) is the full C~-linear sub-category of D(AX ) spanned by the objects
M such that gr~M ∈ Dqcoh(gr~AX).
Remark 3.10. One also obtains an ∞-category equivalent to Dgqcoh(AX) working with cogr~
instead of gr~. However, it is technically easier to work with the gr~ functor instead of the cogr~
functor, as the former behaves well with respect to tensor products.
Remark 3.11. An object M is cohomologically complete in Dgqcoh(AX) if and only if it is cohomo-
logically complete in D(AX). This follows from the fact that the C~-linear structure on Dgqcoh(AX)
is obtain by restricting to it the C~-linear structure of D(AX).
Definition 3.12. The ∞-category Dqcc(AX) of graded quasicoherent cohomologically complete
AX-modules is the cohomological completion of Dgqcoh(AX), viewed as an object of ModDcc(C~).
We refer to graded quasicoherent cohomologically complete AX-modules simply as qcc-modules.
Remark 3.13. It follows from the definition of Dqcc(AX) that it is a full Dcc(C~)-linear full sub-
category of Dcc(AX).
First, we remark that the category D(gr~AX) is ~-nilpotent. Indeed, let F ∈ D(gr~AX). Then,
C((~))⊗C~ F ≃ gr~(C((~))) ⊗C F ≃ 0.
Hence, it follows from Proposition A.14 that D(gr~AX) is cohomologically complete. We make
similar observations for Dqcoh(gr~AX). We now consider the completion of the functor
gr~ : D(AX )→ D(gr~AX).
Using that D(gr~AX) is cohomologically complete, we obtain a Dcc(C~)-linear functor
ĝr~ : Dcc(AX)→ D(gr~ AX)
by restricting gr~ to Dcc(AX) (hence we write gr~ instead of ĝr~). Finally, we complete the cartesian
square (3.2) in ModD(C~) in order to obtain a commutative diagram of the form
Dqcc(AX) //

Dcc(AX)
gr~

Dqcoh(gr~AX)
  // D(gr~AX)
(3.3)
in ModDcc(C~).
Proposition 3.14. The diagram (3.3) is a pullback in ModDcc(C~).
Proof. This follows from the definition and Remark 3.9.
We finally collect a few facts concerning qcc-modules.
Lemma 3.15 ([Pet12, Corollary 3.14]). If N ∈ Dqcoh(gr~AX) then ι(N) ∈ Dqcc(AX).
Proposition 3.16 ([Pet12, Prop 2.17]). The functors
Dqcc(AX)
gr~ // Dqcoh(gr~AX)
ι
oo
preserve compact generators
Corollary 3.17 ([Pet12, Corollary 3.19]). The category Dqcc(AX) is compactly generated by a single
compact generator.
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3.3 The ∞-category of coherent DQ-modules
Let (X,OX ) be a smooth complex algebraic variety endowed with an algebroid stack AX .
We denote by Dbcoh(AX) the full subcategory of D(AX) spanned by the objects M such that
for |n| >> 0, Hn(M) = 0 and for every n ∈ Z, Hn(M) ∈ Modcoh(AX) is the abelian category of
coherent AX-module.
Proposition 3.18. The category Dbcoh(AX) is a full stable subcategory of Dqcc(AX).
Proof. The fact Dbcoh(AX) is a full subcategory of Dqcc(AX) is a direct consequence of [KS12,
Theorem 1.6.1]. Since Dqcc(AX) is stable, it follows from [Lur17, Lemma 1.1.3.3] that we only need
to check that Dbcoh(AX) is stable by translation (which is obvious) and by cofibers. Let f : M→ N
a morphism of Dbcoh(AX). Then, we have the following cofiber sequence in Dqcc(AX)
M
f
→ N→ F
where F is the cofiber of f . This induces a long exact sequence
· · · → Hi(M)
Hi(f)
−→ Hi(N)→ Hi(F)→ Hi+1(M)→ · · ·
Hence, for every i ∈ Z, we get the exact sequence
0→ coker(Hi(f))→ Hi(F)→ ker(Hi+1(f)→ 0.
Since coker(Hi(f)) and ker(Hi+1(f) are coherent so is Hi(F).
Proposition 3.19. The ∞-category Dbcoh(AX) is an idempotent complete stable ∞-category.
Proof. Since Dbcoh(AX) is stable it is sufficient, by [Lur17, Lemma 1.2.4.6], to check that its ho-
motopy category Dbcoh(AX) is idempotent complete to prove that the ∞-category is idempotent
complete. The triangulated category D(AX) has countable coproduct hence by [Nee01, Proposi-
tion 1.6.8], it is idempotent complete. It follows that idempotent in Dbcoh(AX) splits in D(AX).
Let e : M → M be an idempotent of Dbcoh(AX) and f : M → N and g : N → M a splitting of e
in D(AX). Let us check that N ∈ Dbcoh(AX). Since f : M → N is a strict epimorphism (in the
sense that it admits a section) it follows that for every n ∈ Z, Hn(f) : Hn(M) → Hn(N) is a strict
epimorphism. Hence, Hn(N) is a locally finitely generated AX -module and in particular for |n|
sufficiently large Hn(N) is zero. Moreover, since g : N → M is a strict monomorphism, for every
n ∈ Z, Hn(N) is a locally finitely generated submodule of Hn(M). Thus, it is coherent. This proves
that N ∈ Dbcoh(AX).
It follows from the above proposition that Dbcoh(AX) is an object of Cat
ex
∞,idem. Moreover,
Dqcc(AX) is a D(C~)-module and the subcategory Dbcoh(AX) of Dqcc(AX) is stable by tensorization
by object of Perf(C~). Hence, we get the following lemma.
Lemma 3.20. The D(C~)-module structure on Dqcc(AX) induces a Perf(C~)-module structure on
Dbcoh(AX); i.e., D
b
coh(AX) ∈ ModPerf(C~)(Cat
ex
∞,idem).
Definition 3.21. Let M ∈ Dqcc(AX). The module M is dualizable if the canonical morphism
ψ : MapAX (M,AX) ⊗
AX
(−)→MapAX (M,−)
is an equivalence of functors D(AX )→ D(C~X).
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Lemma 3.22. Let M ∈ Dqcc(AX). If M is dualizable in Dqcc(AX) then gr~M is dualizable in
Dqcoh(OX).
Proof. Let M ∈ Dqcc(AX) be dualizable, so the canonical morphism MapAX (M,AX) ⊗AX M →
MapAX (M,M) is an equivalence. Applying the gr~ functor and using Proposition 2.25, we obtain
the equivalence ψgr~ M : MapOX (gr~M,OX )⊗OX gr~M
∼
→MapOX (gr~M, gr~M). As Dqcoh(OX) is a
closed symmetric monoidal ∞-category, this implies that gr~M is dualizable.
Lemma 3.23. Let M ∈ Dqcc(AX). If gr~M is dualizable in Dqcoh(OX) then M ∈ Dbcoh(AX).
Proof. Since X is a smooth algebraic variety and gr~M is dualizable, gr~M ∈ Dbcoh(OX). Indeed,
by [BZFN10, Proposition 3.6], on an algebraic variety perfect and dualizable objects of Dqcoh(OX)
are the same. Moreover, the smootheness assumption implies that locally any coherent sheaf has a
free resolution of finite length which in turns implies that the objects of Dbcoh(OX) are perfect. Since
M ∈ Dqcc(AX), it is cohomollogically complete. Hence, it follows from [Pet14, Proposition 3.11]
that M ∈ Dbqcc(AX). Now applying [KS12, Theorem 1.6.4], we obtain that M ∈ D
b
coh(AX).
Proposition 3.24. Let M ∈ Dqcc(AX). The module M is dualizable if and only if M ∈ Dbcoh(AX).
Proof. (i) Assume M ∈ Dbcoh(AX). The result follows from [KS12, Theorem 1.4.8].
(ii) Assume that M is dualizable in Dqcc(AX). Hence, by Lemma 3.22, gr~M is dualizable in
Dqcoh(OX). Now, applying Lemma 3.23 it follows that M ∈ Dbcoh(AX).
Theorem 3.25 ([Pet12, Theorem 3.20]). The compact objects of Dqcc(AX) are the M such that
M ∈ Dbcoh(AX) and A
loc
X ⊗
AX
M = 0 (with M considered as an object of D(AX )) .
Remark 3.26. The preceding results show that, while every compact object of Dqcc(AX) is dual-
izable, not every dualizable object of Dqcc(AX) is compact. For instance, even over the point, C~,
viewed as complex concentrated in degree zero, is dualizable is not compact, since C((~)) 6= 0.
Lemma 3.27. Let M ∈ Dbcoh(AX) ⊂ D(AX ). Then A
loc
X ⊗AX M ≃ 0 if and only if there exists
n > 0 such that ~nM ≃ 0.
Proof. Since M ∈ Dbcoh(AX), H
i(M) = 0 but for finitely many i. Hence, we can assume that
M ∈ Modcoh(AX). As M is coherent, it is locally finitely generated. As X is an algebraic variety,
we can find a finite open cover by affine opens (Ui)1≤i≤n such that M|Ui is finitely generated. Thus,
we can assume that X is affine and that M is finitely generated on X by finitely many sections
s1, . . . , sp. As X is a Noetherian topological space, we have an isomorphism C~,loc ⊗ Γ(X;M) ≃
Γ(X;AlocX ⊗AX M). Moreover, Γ(X;A
loc
X ⊗AX M) = 0. It follows that there is an n > 0 such that
~nsj = 0. The converse is clear: if ~nM = 0 for some n > 0 then AlocX ⊗AX M ≃ 0.
3.4 Dqcc as a deformation of Dqcoh
We establish that Dqcc(AX) is a deformation of the presentable stable ∞-category Dqcoh(gr~AX).
Definition 3.28. A formal deformation of a C-linear ∞-category C is a pair (C~, µ) where C~ is an
object of ModD(C~) and µ is a D(C)-linear equivalence
µ : D(C)⊗D(C~) C
~ → C.
See [Lur11a, Section 5.3] for details. We will require the following Lemma.
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Lemma 3.29. Let A be a commutative ring and suppose given stable A-linear ∞-categories M and
N which are generated by compact objects GM and GN.
(1) M⊗D(A) N is generated by the compact object GM ⊗A GN.
(2) For M, M ′ ∈ Cω and N, N ′ ∈ Dω, there is a canonical isomorphism
Map
M⊗D(A)N
(M ⊗A N,M
′ ⊗A N
′) ≃ Map
M
(M,M ′)⊗A MapN(N,N
′).
Proof. The proof is similar to the one of [AGH19, Lemma 3.2]
The morphism of commutative algebra objects gr~ : D(C~)→ D(C) induces a basechange func-
tor ModD(C~) → ModD(C) which is left adjoint to the forgetful functor ModD(C) → ModD(C~).
By construction of Dqcc(AX), we have a C~-linear functor gr~ : Dqcc(AX) → Dqcoh(gr~AX). By
adjunction, this induces a morphism in ModD(C)
Ψ: D(C)⊗D(C~) Dqcc(AX)→ Dqcoh(gr~AX). (3.4)
Theorem 3.30. The morphism (3.4) is an equivalence in ModD(C).
Proof. Let G be a compact generator of Dqcoh(gr~AX) which exists by [BvdB03, Theorem 3.1.1].
It follows from Proposition 3.16 that ι(G) is a compact generator of Dqcc(AX). Hence by Lemma
3.29, D(C) ⊗D(C~) Dqcc(AX) is compactly generated by the object C ⊗D(C~) ι(G). For brevity, we
set GrDqcc(AX) := D(C)⊗D(C~) Dqcc(AX)
Unraveling the construction of the morphism (3.4), we obtain
D(C)⊗D(C~) Dqcc(AX)
id⊗gr~// D(C)⊗D(C~) U(Dqcoh(gr~AX)) // Dqcoh(gr~AX).
This implies that
Ψ(C⊗D(C~) ι(G)) ≃ C⊗ gr~ ι(G) ≃ gr~ ι(G).
It follows from Proposition 3.16 that gr~ ι(G) is a compact generator of Dqcoh(gr~AX). To check
that Ψ is an equivalence, it is sufficient to show that
MapGrDqcc(AX )(C ⊗
D(C~)
ι(G),C ⊗
D(C~)
ι(G))→ MapDqcoh(gr~ AX)(Ψ(C ⊗
D(C~)
ι(G)),Ψ(C ⊗
D(C~)
ι(G)))
is an isomorphism in D(C). .
This a consequence of the following commutative diagram
Map
GrDqcc(AX)
(C ⊗
D(C~)
ι(G),C ⊗
D(C~)
ι(G)) //Map
Dqcoh(gr~ AX)
(Ψ(C ⊗
D(C~)
ι(G)),Ψ(C ⊗
D(C~)
ι(G)))
Map
D(C)
(C,C) ⊗
C~
Map
Dqcc(AX)
(ι(G), ι(G)) //
≀
OO
Map
Dqcoh(gr~ AX)
(gr~ ι(G)), gr~ ι(G))
≀
OO
C ⊗
C~
Map
Dqcc(AX)
(ι(G), ι(G))
≀
OO
∼ //Map
Dqcoh(gr~ AX)
(gr~ ι(G), gr~ ι(G))
where the upper left vertical map is an isomorphism by Lemma 3.29. The lowest horizontal map of
the diagram is an isomorphism by Proposition 2.25.
Corollary 3.31. The pair (Dqcc(AX),Ψ) is a deformation of Dqcoh(gr~AX).
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4 Fourier-Mukai transforms for DQ-modules
In this section we develop the theory of integral transforms for DQ-modules at the ∞-categorical
level. This allows us to take into account the linear structures naturally present on ∞-categories
of DQ-modules. Taking into consideration these linear structures and relying on techniques of ~-
completions allow us to set up the study of integral representation theorems for DQ-modules in the
framework of the Morita theory of linear categories between categories of DQ-modules. Afterwards,
we are able to obtain several integral representation theorems.
4.1 Operations on qcc-modules
Let f : X1 → X2 be a morphism of smooth complex algebraic varieties and assume X2 is endowed
with a DQ-algebroid stack A2. By Subsection 2.2 we have adjoint functors f−1 ⊣ f∗
D(f−1A2)
f∗ //
D(A2).
f−1
oo
such that f∗ preserves cohomological completeness by Proposition 1.5.12 of [KS12]. Thus f∗ induces
a functor
f∗ : Dcc(f
−1A2)→ Dcc(A2).
The left adjoint of f∗ is the cohomological completion
fˆ−1 : Dcc(f
−1A2)→ Dcc(A2)
of f−1, which we will typically denote f−1 instead of fˆ−1.
The relative tensor prodcuts of DQ-modules is the C~-linear functor
− ⊗
A2
− : D(A12a)×D(A23a)→ D(p
−1
13 A13a), (K1,K2) 7→ p
−1
12 K1 ⊗
p−112 A12a
A123 ⊗
p−1
23a
A23
p−123 K2
(see Appendix B.3 for details). Its cohomological completion induces the functor
− ⊗̂
A2
− : Dcc(A12a)×Dcc(A23a)→ Dcc(p
−1
13 A13a).
Proposition 4.1. Let K1 ∈ Dcc(A12a) and K2 ∈ Dcc(A23a). There are canonical isomorphisms
pˆ−112 K1 ⊗̂
p−112 A12a
(A123 ⊗̂
p−1
23a
A23
pˆ−123 K2)
∼
←− K1 ⊗̂
A2
K2
∼
−→ (pˆ−112 K1 ⊗̂
p−112 A12a
A123) ⊗̂
p−1
23a
A23
pˆ−123 K2.
Proof. The unit of the adjunction between the completion and inclusion functors provide a map
K1 ⊗
A2
K2 −→ (pˆ
−1
12 K1 ⊗̂
p−112 A12a
A123) ⊗̂
p−1
23a
A23
pˆ−123 K2.
Applying the completion functor to the above morphism, we get a map
K1 ⊗̂
A2
K2
∼
−→ (pˆ−112 K1 ⊗̂
p−112 A12a
A123) ⊗̂
p−1
23a
A23
pˆ−123 K2. (4.1)
Applying the gr~ functor, using Proposition 2.27 and the conservativity of the gr~ functor, we get
that the morphism (4.1) is an isomorphism. The other isomorphism is proved similarly.
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The composition of cohomologically complete algebraic DQ-kernels is defined as follows.
Definition 4.2. We write − ◦
2
− : Dcc(A12a) ×Dcc(A23a) → Dcc(A13a) for the pushforward of the
relative tensor product functor (K1,K2) 7→ p13∗(K1 ⊗̂
A2
K2).
Lemma 4.3. Let Ki ∈ Dqcc(Ai(i+1)a) (i = 1, 2). Then gr~(K1 ◦
2
K2) ≃ gr~K1 ◦
2
gr~K2.
Proof. By [KS12, Proposition 1.4.4], the functor gr~ commutes with pushforward. Hence,
gr~(K1 ◦
2
K2) ≃ p13∗(gr~(K1 ⊗̂
A2
K2))
≃ p13∗(gr~(K1 ⊗
A2
K2)) (Prop. 2.27)
≃ p13∗(p
∗
12 gr~K1 ⊗
O123
p∗23 gr~K2),
where the final equivalence follows from Proposition 2.27 and [KS12, Proposition 1.4.4].
Lemma 4.4. Let Ki ∈ Dqcc(Ai(i+1)a) (i = 1, 2). The kernel K1 ◦
2
K2 is an object of Dqcc(A13a).
Proof. By definition of the composition of kernels, we know that K1 ◦
2
K2 ∈ Dcc(A13a). It remains
to check that gr~(K1 ◦
2
K2) ∈ Dqcoh(O13). By Lemma 4.3,
gr~(K1 ◦
2
K2) ≃ gr~K1 ◦
2
gr~K2.
and the composition of quasi-coherent kernels is again quasi-coherent.
The above lemma implies that − ◦
2
− induces a functor − ◦
2
− : Dqcc(A12a) × Dqcc(A23a) →
Dqcc(A13a). If K ∈ Dqcc(A12a), this implies that the following functor (4.2) is well-defined:
ΦK : Dqcc(A2)→ Dqcc(A1), M 7→ K ◦
2
M = p1∗(K ⊗̂
p−12 A2
pˆ−12 M). (4.2)
Proposition 4.5. Let Xi (i = 1, 2, 3, 4) be smooth algebraic varieties endowed with DQ-algebroid
stacks Ai (i = 1, 2, 3, 4) and let Ki ∈ Dqcc(Ai(i+1)a) (i = 1, 2, 3). There is a canonical isomorphism
in Dqcc(A14a)
(K1 ◦
2
K2) ◦
3
K3 ≃ K1 ◦
2
(K2 ◦
3
K3).
Proof. The proof is similar to the one of [KS12, Propostion 3.2.4].
4.2 Finiteness results for integral tranforms
In this short subsection, we recall some finiteness results that we will use subsequently. We begin
with the following result, which is a special case of Theorem 3.2.1 of [KS12].
Theorem 4.6. Let Xi (i = 1, 2, 3) be a smooth complex variety. For i = 1, 2 consider the product
Xi ×Xi+1 and let Ki ∈ D
b
coh(Ai(i+1)a). Assume that X2 is proper. Then the object K1 ◦2
K2 belongs
to Dbcoh(A13a).
We also have the following result.
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Theorem 4.7 ([Pet14, Theorem 3.12]). Let X1 (resp. X2) be a smooth complex projective algebraic
variety endowed with a DQ-algebroid A1 (resp. A2). Let K ∈ Dqcc(A12a). Assume that the functor
ΦK : Dqcc(A2)→ Dqcc(A1) preserves compact objects. Then, K belongs to Dbcoh(A12a).
The situation where the kernel of the integral transform is coherent is particularly interessting
because of the following result which is a DQ-module analogues of well-known results of algebraic
geometry.
Let X1 and X2 be smooth complex projective algebraic varieties and let K ∈ Dbcoh(A12a), we set
KR = MapA12a (K,A12a) ◦2
ω2a KL = ω1a ◦
1a
MapA12a (K,A12a)
Proposition 4.8 ([Pet14, Proposition 3.15]). Let ΦK : Dbcoh(A2)→ D
b
coh(A1) be the integral trans-
form associated with K and ΦKR : D
b
coh(A1) → D
b
coh(A2) (resp. ΦKL) the Fourier-Mukai functor
associated with KR (resp. KL). Then ΦKR (resp. ΦKL) is right (resp. left) adjoint to ΦK.
Lemma 4.9. Let p : Y → X be a morphism of smooth complex algebraic varieties and suppose
given a DQ-algebroid A on X. Let M ∈ D(p−1A). Then
C
~,loc
X ⊗C~
X
p∗M ≃ p∗(C
~,loc
Y ⊗C~
Y
M).
Proof. Using that C~,loc is a filtered colimit the result follows immediatly from Proposition 2.4.
Proposition 4.10. Let X1 (resp. X2) be a smooth complex proper algebraic variety endowed with
a DQ-algebroid A1 (resp. A2). Let K ∈ D
b
coh(A12a). Then the functor ΦK : Dqcc(A2) → Dqcc(A1)
preserves compact objects.
Proof. This follows directly from Theorem 4.6, Lemma 4.9 and the description of compact objects
of the qcc given in Theorem 3.25.
4.3 Symmetric monoidality of Dqcc
Recall that if X and Y are smooth complex algebraic varieties endowed with DQ-algebroid stacks
AX and AY then the variety X × Y is canonically endowed with a DQ-algebroid stack AX×Y .
Following [KS12, p.68], we define a functor ⊠ : D(AX )×D(AY )→ D(AX×Y ) by the rule
(M,N) 7→ AX×Y ⊗
AX ⊠AY
(M ⊠
C~
N).
This induces a functor
⊠ : Dgqcoh(AX)×Dgqcoh(AY )→ Dgqcoh(AX×Y ). (4.3)
Indeed, let M and N be objects of Dgqcoh(AX) and Dgqcoh(AY ), respectively. Then M⊠N belongs
to D(AX×Y ) and
gr~(M⊠N) ≃ gr~(AX×Y ) ⊗
AX×Y
AX×Y ⊗
AX ⊠AY
(M ⊠
C~
N)
≃ gr~AX ⊠ gr~AY ⊗
AX ⊠AY
(M ⊠
C~
N)
≃ gr~M⊠ gr~N.
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(Here we have used the fact that gr~(AX×Y ) ∼= gr~AX ⊠ gr~AY ). It follows that M⊠N belongs to
Dgqcoh(AX×Y ). We have the following commutative diagram
D(AX)×D(AY )
⊠ // D(AX×Y )
Dgqcoh(AX)×Dgqcoh(AY )
?
OO
⊠ // Dgqcoh(AX×Y ).
?
OO
Applying the cohomological completion functor to this diagram we obtain a commutative diagram
Dcc(AX)×Dcc(AY ))
⊠̂ // Dcc(AX×Y )
Dqcc(AX)×Dqcc(AY )
?
OO
⊠̂ // Dqcc(AX×Y ),
?
OO
which by Dcc-linearity induces a commutative diagram
Dcc(AX) ⊗
Dcc(C~)
Dcc(AY )
⊠̂ // Dcc(AX×Y )
Dqcc(AX) ⊗
Dcc(C~)
Dqcc(AY )
OO
⊠̂ // Dqcc(AX×Y ).
?
OO
Lemma 4.11. The functor ⊠̂ : Dqcc(AX)×Dqcc(AY ))→ Dqcc(AX×Y ) preserves compact objects.
Proof. Let M (resp. N) be a compact object of Dqcc(AX) (resp. Dqcc(AY )). Notice that M⊠N ∈
Dbcoh(AX×Y ) and is cohomologically complete by Lemma 2.14. Consequently M ⊠̂N ≃M⊠N and
AlocX×Y ⊗
AX×Y
M ⊠̂N ≃ 0. Theorem 3.25 implies that M ⊠̂N is a compact object of Dqcc(AX×Y ).
Proposition 4.12. Let GX and GY be a compact generator of Dqcoh(gr~AX) and Dqcoh(gr~AY ).
Then the object ι(GX) ⊠̂ ι(GY ) is a compact generator of Dqcc(AX×Y ).
Proof. The compactness of ι(GX) ⊠̂ ι(GY ) follows from Lemma 4.11. It remains to verify that
ι(GX) ⊠̂ ι(GY ) is a generator of Dqcc(AX×Y ). We have an equivalence
gr~(ι(GX) ⊠̂ ι(GY )) ≃ gr~ ιGX ⊠ gr~ ιGY .
It follows from Proposition 3.16 that gr~ ιGX (resp. gr~ ιGY ) is a compact generator ofDqcoh(gr~AX)
(resp. of Dqcoh(gr~AY )). Thus by [BvdB03, Lemma 3.4.1], gr~ ιGX⊠gr~ ιGY is a compact generator
of Dqcoh(gr~(AX×Y )).
Let M ∈ Dqcc(AX×Y ) such that MapAX×Y (ι(GX) ⊠̂ ι(GY ),M) = 0. Applying the functor gr~ to
the enriched mapping space, we find that
gr~MapAX×Y (ι(GX) ⊠̂ ι(GY ),M) ≃ Mapgr~ AX×Y (gr~(ι(GX) ⊠̂ ι(GY )), gr~M)
≃ Map
gr~ AX×Y
(gr~ ι(GX) ⊠̂ gr~ ι(GY )), gr~M).
It follows that gr~M ≃ 0. Since M is cohomologically complete it follows that M ≃ 0.
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Lemma 4.13. The functor i∧ : Dqcc(AX) ⊗D(C~) Dqcc(AY ) → Dqcc(AX) ⊗Dcc(C~) Dqcc(AY ) is an
equivalence of ∞-categories.
Proof. This follows immediately from Lemma 2.17.
Proposition 4.14. Let X1 and X2 be two smooth complex algebraic varieties endowed with DQ-
algebroids A1 and A2. Let Mi,Ni ∈ D
ω
qcc(Ai) (i = 1, 2). Then,
Map
A1
(M1,N1)⊗MapA2(M2,N2) ≃MapA12(M1⊠M2,N1⊠N2).
Proof.
Map
A1
(M1,N1)⊗MapA2(M2,N2) ≃ a1∗MapA1(M1,N1)⊗ a2∗MapA2(M2,N2)
→ a1∗
(
MapA1(M1,N1)⊗ a
−1
1 a2∗MapA2(M2,N2)
)
→ a1∗
(
MapA1(M1,N1)⊗ p1∗p
−1
2 MapA2(M2,N2)
)
→ a1∗p1∗
(
p−12 MapA1(M1,N1)⊗ p
−1
2 MapA2(M2,N2)
)
≃ a12∗
((
MapA1(M1,A1) ⊗
A1
N1
)
⊠
(
MapA2(M2,A2) ⊗
A2
N2
))
≃ a12∗
((
MapA1(M1,A1)⊠MapA2(M2,A2)
)
⊗
A1 ⊠A2
(
N1⊠N2
))
→ a12∗
((
MapA1(M1,A1)⊠MapA2(M2,A2)
)
⊗
A12
(
N1⊠N2
))
≃ a12∗
(
MapA12(M1⊠M2,A12) ⊗
A12
(
N1⊠N2
))
≃ a12∗MapA12(M1⊠M2,N1⊠N2)
≃ Map
A12
(M1⊠M2,N1⊠N2).
The source and target of the total composite are cohomologically complete. Indeed, the source
is of uniform ~-torsion, while the cohomological completeness of the target follows by observing
that N1⊠N2 is cohomologically complete by [KS12, Theorem 1.6.1] and then applying [KS12,
Proposition 1.5.10] and [KS12, Proposition 1.5.12]
Applying the gr~ functor to the above morphism and using [KS12, Proposition 1.4.4] and Propo-
sition 2.25, we obtain a map
Map
gr~ A1
(gr~M1, gr~N1)⊗Mapgr~ A2(gr~M2, gr~N2) ≃ Mapgr~ A12(gr~M1⊠ gr~M2, gr~N1⊠ gr~N2)
which is an equivalence by [BZFN10, Proposition 4.6]. As the functor gr~ is conservative on the
category of cohomologically complete modules, the morphism is an isomorphism.
Theorem 4.15. The functor ⊠̂ : Dqcc(AX)⊗Dcc(C~) Dqcc(AY )→ Dqcc(AX×Y ) is an equivalence.
Proof. Let GX and GY be compact generators of Dqcoh(gr~AX) and Dqcoh(gr~AY ). Hence, ι(GX)
is a compact generator of Dqcc(AX) and ι(GY ) is a compact generator of Dqcc(AY ). It follows from
Proposition 3.29 that the object ι(GX)⊗ ι(GY ) is a compact generator of Dqcc(AX)⊗D(C~)Dqcc(AY )
and from Lemma 4.13 that ι(GX) ⊗̂ ι(GY ) is a compact generator of Dqcc(AX) ⊗Dcc(C~) Dqcc(AY ).
Moreover, the image of ι(GX) ⊗̂ ι(GY ) under ⊠̂ is ι(GX) ⊠̂ ι(GY ), which is a compact generator of
Dqcc(AX×Y ) by Proposition 4.12.
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By Lemma 3.29, there is a canonical equivalence
Map(ι(GX ) ⊗̂ ι(GY ), ι(GX ) ⊗̂ ι(GY )) ≃ MapAX
(ι(GX), ι(GX )) ⊗̂MapAY
(ι(GY ), ι(GY )).
As ι(GX) and ι(GY ) are of uniform ~-torsion so are MapAX(ι(GX), ι(GX)) and MapAY(ι(GY ), ι(GY )).
Hence, it follows from Lemma 2.14 that
Map(ι(GX) ⊗̂ ι(GY ), ι(GX ) ⊗̂ ι(GY )) ≃ MapAX
(ι(GX), ι(GX ))⊗C~ MapAY
(ι(GY ), ι(GY )).
Hence it suffices to show that the canonical map
Map
AX
(ι(GX), ι(GX ))⊗C~ MapAY
(ι(GY ), ι(GY ))→ MapAX×Y
(ι(GX) ⊠̂ ι(GY ), ι(GX ) ⊠̂ ι(GY ))
is an isomorphism in Dcc(C~), which is a consequence of Proposition 4.14.
Proposition 4.16. The Dcc(C~)-module Dqcc(AX) is dualizable and its dual is Dqcc(AXa).
Proof. We exhibit evaluation and coevaluation maps. Consider the functor
ε : Dqcc(AXa)×Dqcc(AX)→ Dcc(C
~), (M,N) 7→ Γ(X; M̂ ⊗
AX
N).
By Proposition 2.4, this functor commutes with colimits, inducing the evaluation
ε : Dqcc(AXa) ⊗
Dcc(C~)
Dqcc(AX)→ Dcc(C
~)
which we again denote ε. We also have the evaluation map
ev : Dqcc(AXa×X)→ Dcc(C
~), M 7→ A∆ ◦
Xa×X
M.
This leads to the following commutative diagram
Dqcc(AXa) ⊗
Dcc(C~)
Dqcc(AX)
ε //
≀

Dcc(C~)
Dqcc(AXa×X).
ev
55❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧❧
For the coevaluation, since Dqcc(AX×Xa) is tensored over Dcc(C~), we have a functor
coev : Dcc(C
~)→ Dqcc(AX×Xa), M 7→M ⊗̂A∆. (4.4)
By Theorem 4.15, we have the identification
Dqcc(AX) ⊗
Dcc(C~)
Dqcc(AXa) ≃ Dqcc(AX×Xa).
Composing the map (4.4) with the above identification we obtain the coevalution
η : Dcc(C
~)→ Dqcc(AX) ⊗
Dcc(C~)
Dqcc(AXa).
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We now check that ε and η satisfy the triangle identities. All the tensor products will be over
Dcc(C~) but we will omit it for brevity. We check that
Dcc(C
~)⊗Dqcc(AX)
η⊗id
→ Dqcc(AX)⊗Dqcc(AXa)⊗Dqcc(AX)
id⊗ε
→ Dqcc(AX)⊗Dcc(C
~)
is the identity.
For readability, we set X1 = X2 = X3. We denote by ∆12 the diagonal of X1 ×X2 and by ∆23
the diagonal of X2 ×X3. We define the following functors
g : Dqcc(AX1×X2a×X3)→ Dqcc(AX1), M 7→M ◦
X2×X3a
A∆23 .
f : Dqcc(AX3)→ Dqcc(AX1×X2a×X3), A∆12 ⊠̂M.
For the sake of compactness we write CX forDqcc(AX), CXa forDqcc(AXa), CX×Xa forDqcc(AX×Xa)
and 1X for Dcc(C~X). Then, we have the following commutative diagram
1× CX3

coev×id ((PP
PP
PP
PP
PP
PP
P
//❴❴❴ CX1 × CXa2 × CX3
⊠̂×id

id×ε //
id×⊠̂
))❘❘
❘❘❘
❘❘❘
❘❘❘
❘❘
CX1 × 1

CX1×Xa2 × CX3
id×⊠̂

CX1 × CXa2×X3
id×ev
77♦♦♦♦♦♦♦♦♦♦♦♦
⊠̂×id
uu❧❧❧
❧❧❧
❧❧❧
❧❧❧
❧
CX3 f
// CX1×Xa2×X3 g
// CX1
and we have
g ◦ f(M) = (A∆12 ⊠̂M) ◦
X2×Xa3
A∆23 ≃ (A∆12 ◦
X2
A∆23 ◦
X3
M) ≃ A∆13 ◦
X3
M ≃M.
It follows that g ◦ f is equivalent to the identity. The second triangular identity is similar.
Proposition 4.17. The functor ε induces a functor Dqcc(AXa)→ FunDcc(C~)(Dqcc(AX),Dcc(C
~))
given by M 7→ (F 7→ Γ(X,M ⊗̂
AX
F)), which is an equivalence of Dcc(C~)-modules.
Proof. This follows from the definition of a dual.
Proposition 4.18. The canonical functor
FunDcc(C~)(Dqcc(AX),Dcc(C
~))⊗Dcc(C~) Dqcc(AY )→ FunDcc(C~)(Dqcc(AX),Dqcc(AY ))
is an equivalence.
Proof. This follows from the fact that Dqcc(AX) is a dualizable Dcc(C~)-module.
4.4 Integral representations
We now establish some integral representation theorems for DQ-modules.
Theorem 4.19. Let X and Y be two smooth algebraic varieties endowed with DQ-algebroid stacks
AX and AY . There is an equivalence of ∞-categories
Φ(−) : Dqcc(AY×Xa)
∼
−→ FunDcc(C~)(Dqcc(AX),Dqcc(AY )). (4.5)
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Proof. We have the following sequence of equivalences in ModDcc(C~):
FunDcc(C~)(Dqcc(AX),Dqcc(AY )) ≃ Dqcc(AY ) ⊗
Dcc(C~)
FunDcc(C~)(Dqcc(AX),Dcc(C
~))
≃ Dqcc(AY ) ⊗
Dcc(C~)
Dqcc(AXa)
≃ Dqcc(AY×Xa).
The functor Φ(−) is the composite of the top horizontal rows of diagrams (4.6) and (4.7):
Dqcc(AY×Xa)
⊠̂
−1
// Dqcc(AY ) ⊗
Dcc(C~)
Dqcc(AXa)
id⊗γ // Dqcc(AY ) ⊗
Dcc(C~)
FunDcc(C~)(Dqcc(AX),Dcc(C
~))
Dqcc(AY×Xa) Dqcc(AY )×Dqcc(AXa)
id×γ //⊠̂oo
OO
Dqcc(AY )× FunDcc(C~)(Dqcc(AX),Dcc(C
~))
OO
(4.6)
Dqcc(AY ) ⊗
Dcc(C~)
FunDcc(C~)(Dqcc(AX),Dcc(C
~)) // FunDcc(C~)(Dqcc(AX),Dqcc(AY ))
Dqcc(AY )× FunDcc(C~)(Dqcc(AX),Dcc(C
~)) ν //
OO
FunDcc(C~)(Dqcc(AX),Dqcc(AY ))
(4.7)
Lemma 4.20. Let M ∈ Dqcc(AXa),F ∈ Dqcc(AX),N ∈ Dqcc(AY ). There is a natural isomorphism
in Dqcc(AY )
a−1Y aX∗(M ⊗̂
AX
F) ⊗̂N
∼
−→ pY ∗(p
−1
X (M ⊗̂
AX
F) ⊗̂ p−1Y N). (4.8)
Proof. We have the following pull-back diagram
X × Y
pY //
pX

Y
aY

X
aX // pt
and the following morphism
MapC~
X
(a−1X aX∗(M ⊗̂
AX
F),M ⊗̂
AX
F)
→Map
Dqcc(p
−1
Y
AY )
(p−1X a
−1
X aX∗(M ⊗̂
AX
F) ⊗̂ p−1Y N, (p
−1
X (M ⊗̂
AX
F) ⊗̂ p−1Y N))
≃MapDqcc(AY )(a
−1
Y aX∗(M ⊗̂
AX
F) ⊗̂N, pY ∗(p
−1
X (M ⊗̂
AX
F) ⊗̂ p−1Y N)).
The image of the co-unit of the adjunction (a−1X , aX∗) provides the map (4.8). Applying the gr~
functor to the morphism (4.8), we get the map
a−1Y aX∗(gr~M ⊗̂
OX
gr~ F)⊗ gr~N
∼
−→ pY ∗(p
−1
X (gr~M ⊗
OX
gr~ F)⊗ p
−1
Y gr~N). (4.9)
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This map fits into the following commutative diagram
a−1Y aX∗(gr~M ⊗̂
OX
gr~ F)⊗ gr~N //
≀

pY ∗(p
−1
X (gr~M ⊗
OX
gr~ F)⊗ p
−1
Y gr~N)
≀

a∗Y aX∗(gr~M ⊗̂
OX
gr~ F) ⊗
OY
gr~N
∼ // pY ∗(p∗X(gr~M ⊗
OX
gr~ F) ⊗
OX×Y
p∗Y gr~N).
where the bottom arrow is an isomorphism by the flat base change formula (see [The18, Section 08ET]).
This implies that the map (4.9) is an isomorphism. Since gr~ is conservative, we deduce that the
morphism (4.8) is an isomorphism.
Diagrams (4.6), (4.7) and Lemma 4.20 imply that
Φ
(M ⊠̂N)
≃ ν ◦ (γ × id)(M,N)
≃ ν(Γ(X,M ⊗̂
AX
(−)),N)
≃ a−1Y (Γ(X,M ⊗̂
AX
(−))) ⊗̂N
≃ pY ∗(p
−1
X (M ⊗̂
AX
(−)) ⊗̂ p−1Y N)
≃ pY ∗((M ⊠̂N) ⊗̂
p−1
X
AX
p−1X (−)).
It follows from Theorem 4.15 that the category Dqcc(AXa×Y ) is generated under colimits by objects
of the form M ⊠̂N and Φ(−) is a functor in Pr
L
st. Thus, it commutes with colimits. As
Φ
(M ⊠̂N)
≃ pY ∗((M ⊠̂N) ⊗̂
p−1
X
AX
p−1X (−)),
it follows that for, every K ∈ Dqcc(AXa×Y ),
ΦK ≃ pY ∗(K ⊗̂
p−1
X
AX
p−1X (−)). (4.10)
Corollary 4.21. Let X and Y be two smooth algebraic varieties endowed with DQ-algebroid stacks
AX and AY . If Dqcc(AX) ≃ Dqcc(AY ) in ModD(C~) then Dqcoh(OX) ≃ Dqcoh(OY ) in ModD(C).
Proof. Let F : Dqcc(AX)→ Dqcc(AX) be an equivalence ofD(C~)-modules. It follows from Theorem
4.19 and formula (4.10) that F is an integral transform with kernel K. It follows from [Pet14,
Theorem 3.16] that the integral transform Φgr~ K : Dqcoh(OX) → Dqcoh(OY ) is an equivalence of
categories.
Theorem 4.22. Let X and Y be two smooth and proper algebraic varieties endowed with DQ-
algebroid stacks AX and AY . The functor
Φ(−) : Dqcc(AY×Xa)
∼
−→ FunL
D(C~)(Dqcc(AX),Dqcc(AY ))
in (4.5) induces an equivalence
Φ˜(−) : D
b
coh(AY×Xa)
∼
−→ FunL
D(C~),ω(Dqcc(AX),Dqcc(AY )).
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Proof. We consider the restriction of the equivalence
Φ(−) : Dqcc(AY×Xa)→ FunD(C~)(Dqcc(AX),Dqcc(AY ))
to the full subcategory Dbcoh(AY×Xa) of Dqcc(AY×Xa). It follows from Proposition 4.10 that the
restriction of Φ(−) to D
b
coh(AY×Xa) factors through FunD(C~),ω(Dqcc(AX),Dqcc(AY )). Hence, we
obtain a functor
Φ˜(−) : Dbcoh(AY×Xa)→ FunDcc(C~),ω(Dqcc(AX),Dqcc(AY )).
The functor Φ is a morphism in ModD(C~)(Pr
L
st) as it is obtained as a composition of morphisms
of ModD(C~)(Pr
L
st). Moreover, the∞-categories D
b
coh(AY×Xa) and FunD(C~),ω(Dqcc(AX),Dqcc(AY ))
are objects of ModDω(C~)(Cat
ex
∞,idem) respectively by Lemma 3.20 and Corollary A.2. Hence, Φ˜ is a
morphism in ModDω(C~)(Cat
ex
∞,idem).
Since Dbcoh(AY×Xa) is a full subcategory of Dqcc(AY×Xa), Φ˜ is fully faithful. Let us show that
it is essentially surjective. Let F ∈ FunD(C~),ω(Dqcc(AX),Dqcc(AY )). It follows from Theorem 4.19
that there exists K ∈ Dqcc(AX×Y a) such that F ≃ ΦK. As F preserves compact objects, ΦK does
as well. It follows from Theorem 4.7 that K ∈ Dbcoh(AY×Xa), completing the proof.
Corollary 4.23. Let X and Y be two smooth and proper algebraic varieties endowed with DQ-
algebroid stacks AX and AY . Then
Dbcoh(AY×Xa) ≃ FunDω(C~),(D
ω
qcc(AX),D
ω
qcc(AY ))
Proof. It follows from Theorem 4.22 that we have the equivalence
Φ˜(−) : Dbcoh(AY×Xa)
∼
−→ FunD(C~),ω(Dqcc(AX),Dqcc(AY )).
Moreover, Lemma A.1 implies that we also have the equivalence
FunD(C~),ω(Dqcc(AX),Dqcc(AY )) ≃ FunDω(C~)(D
ω
qcc(AX),D
ω
qcc(AY )).
Hence,
Dbcoh(AY×Xa) ≃ FunDω(C~),(D
ω
qcc(AX),D
ω
qcc(AY )).
Theorem 4.24. Let X and Y be two smooth and proper algebraic varieties endowed with DQ-
algebroid stacks AX and AY . There is an equivalence
Dbcoh(AY×Xa) ≃ Fun
L
Dω(C~)(D
b
coh(AX),D
b
coh(AY )).
Proof. Recall that Dqcc(AX) ≃ Ind(Dωqcc(AX)). We denote by j : D
b
coh(AX) ⊂ Dqcc(AX) the
fully faithful inclusion of the ∞-category of coherent DQ-modules into the ∞-category of qcc DQ-
modules. Passing to Ind-objects induces an equivalence of ∞-categories
FunDω(C~)(D
ω
qcc(AX),D
ω
qcc(AY ))
∼
−→ FunL
D(C~),ω(Dqcc(AX),Dqcc(AY )),
and j induces a functor
FunL
D(C~),ω(Dqcc(AX),Dqcc(AY ))
j∗
−→ FunDω(C~)(D
b
coh(AX),Dqcc(AY )).
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We know by Theorem 4.22, that the objects of the ∞-category FunL
D(C~),ω(Dqcc(AX),Dqcc(AY ))
correspond to Fourier-Mukai transforms with coherent kernels. Hence, the restriction of such a
functor to Dbcoh(AX) induces a D
ω(C~)-linear functor from Dbcoh(AX) to D
b
coh(AY ). Furthermore,
such a Fourier-Mukai transform ΦK : Dbcoh(AX) → D
b
coh(AY ) has a right adjoint, as shown in the
proof of [Pet14, Proposition 3.15]. Thus j∗ factors through the full subcategory
FunL
Dω(C~)(D
b
coh(AX),D
b
coh(AY )) ⊂ FunDω(C~)(D
b
coh(AX),D
b
coh(AY ))
and we get a functor
α : FunDω(C~)(D
ω
qcc(AX),D
ω
qcc(AY ))
Ind
−→ FunL
D(C~),ω(Dqcc(AX),Dqcc(AY ))
j∗
−→ FunL
Dω(C~)(D
b
coh(AX),D
b
coh(AY )).
Hence, α := j∗ ◦ Ind. The fully faithful inclusion i : Dωqcc(AX) ⊂ D
b
coh(AX) induces a functor
FunL
Dω(C~)(D
b
coh(AX),D
b
coh(AY ))
i∗
→ FunDω(C~)(D
ω
qcc(AX),D
b
coh(AY )) (4.11)
If F ∈ FunL
Dω(C~)(D
b
coh(AX),D
b
coh(AY )) and M ∈ D
b
coh(AX) is of ~-torsion, then the D
ω(C~)-
linearity of F implies that F (M) is again of ~-torsion. It follows from Theorem 3.25 that the
functor (4.11) factors through FunDω(C~)(D
ω
qcc(AX),D
ω
qcc(AY )) and we get a functor
β : FunL
Dω(C~)(D
b
coh(AX),D
b
coh(AY ))
i∗
→ FunDω(C~)(D
ω
qcc(AX),D
ω
qcc(AY )). (4.12)
It is straightforward to check that β◦α(F ) = Ind(F )◦j◦i ≃ F and α◦β(G)◦i ≃ Ind(G◦i)◦j◦i ≃
G ◦ i. Moreover, any object M of Dbcoh(AX) can be written as a filtered colimit of objects of
Dωqcc(AX) and these colimits are also colimits in Dqcc(AX). The functor G commutes with colimits
by hypothesis and α ◦ β(G) commutes with colimits of the above type. Hence α ◦ β(G) ≃ G.
A Local and complete ∞-categories
A.1 General results
In this section, we briefly review some of the material of [Lur18, Chapter 7] and establish a few
related results. The results A.1 and A.2 are extracted from [Lur09], [BZFN10] and [BGT13].
Lemma A.1. The functor (−)ω : PrLst,ω → Cat
ex
∞,idem is an equivalence of symmetric monoidal
∞-categories. In particular, if R is a commutative ring (or commutative ring spectrum), then
(−)ω : ModD(R)(Pr
L
st,ω)→ ModD(R)(Cat
ex
∞,idem) is an equivalence of ∞-categories.
Lemma A.2. Let C and D be two objects of ModD(R)(Pr
L
st,ω) where R is an En-algebra. We
write FunD(R), ω(C,D) for the full subcategory of FunD(R)(C,D) spanned by the functors preserving
compact objects. Then FunD(R), ω(C,D) ∈ ModD(R)(Cat
ex
∞,idem).
Throughout this section, A denotes a commutative ring with unit (or more generally, a connective
commutative differential graded algebra, or even an E∞-ring) and I ⊂ π0A a finitely generated ideal.
Let x ∈ π0A. We denote by
A[x−1] ≃ colim{A
x
−→ A
x
−→ A
x
−→ · · · }
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the E∞-ring obtained by inverting x. It comes equipped with an E∞-ring map A → A[x−1] and
corepresents the subfunctor of MapE∞(A,−) consisting of the E∞-ring maps which send x to a unit.
We refer the reader to [Lur17, Proposition 7.2.3.27] for details on E∞-rings and their localizations.
We denote by D(A) the presentably symmetric monoidal∞-category of A-module spectra (usu-
ally denoted ModA in the algebraic topology literature) and consider the∞-category ModD(A)(Pr
L
st)
of (left) A-module objects in PrLst.
Definition A.3. An A-linear ∞-category is an object of ModD(A)(Pr
L
st). An A-linear functor
between A-linear ∞-categories is a morphism of (left) A-module objects of PrLst.
We typically write ModD(A) in place of ModD(A)(Pr
L
st). Any A-linear ∞-category C is naturally
enriched in D(A). The enrichment can be described informally as follows: by virtue of the action
of D(A) on C, there is a left adjoint functor D(A) ⊗ C→ C. Using the equivalence
D(A)⊗ C ≃ FunR(Cop,D(A)),
the right adjoint may be regarded as a functor
C→ FunR(Cop,D(A)) ⊂ Fun(Cop,D(A)).
The enriched mapping space functor is the induced functor
Map
C
: Cop × C→ D(A).
We refer the reader to [Lur18, Appendix D.7.1] for more details.
Definition A.4. Let C be a stable A-linear ∞-category.
(1) An object N ∈ C is said to be I-nilpotent if for each x ∈ I, A[x−1]⊗A N ≃ 0.
(2) An object L ∈ C is I-local if, for every I-nilpotent object N ∈ C, MapC(N,L) ≃ 0.
(3) An object M ∈ C is I-complete if, for every I-local object L ∈ C, MapC(L,M) ≃ 0
We write Cnil(I), Cloc(I), and Ccpl(I), respectively, for the full subcategory of C spanned by I-nilpotent,
I-local, and I-complete objects of C.
Notation A.5. We typically write Dcpl(I)(A) in place of D
cpl(I)(A) for the full subcategory of
D(A) spanned by the I-complete objects of D(A). If there no risk of confusion regarding I we write
Dcpl(A) instead of Dcpl(I)(A). When A is a Z[~]-algebra without ~-torsion and I = (~), we write cc
instead of cpl(~).
Proposition A.6. Let C be a stable A-linear ∞-category and I ⊂ π0A a finitely generated ideal.
(1) Cnil(I) is a full stable A-linear subcategory of C. The inclusion i∨ : Cnil(I) ⊂ C is an exact
colimit preserving functor with right adjoint i∨ : C→ Cnil(I). If C is compactly generated, then
Cnil(I) is also compactly generated and the inclusion i∨ : Cnil(I) ⊂ C preserves compact objects.
(2) Cloc(I) is a full stable A-linear subcategory of C. The inclusion functor j∗ : Cloc(I) ⊂ C admits
a left adjoint j∗ : C → Cloc(I) which fits into a functorial exact triangle i∨i∨ → idC → j∗j∗ so
that (Cnil(I),Cloc(I)) is a semi-orthogonal decomposition of C. Moreover, the inclusion functor
j∗ : Cloc(I) ⊂ C also admits a right adjoint which we will denote j× : C→ Cloc(I).
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(3) Ccpl(I) is a full stable subcategory of C. The inclusion functor i∧ : Ccpl(I) ⊂ C admits a left
adjoint i∧ : C → Ccpl(I) which fits into a functorial exact triangle j∗j× → idC → i∧i∧. The
pair (Cloc(I),Ccpl(I)) is a semi-orthogonal decomposition of C.
Proof. The first statement is [Lur18, Proposition 7.1.1.12]. The second statement is [Lur18, Propo-
sition 7.2.4.9] and [Lur18, Proposition 7.2.4.4]. The third statement is [Lur18, Proposition 7.3.1.4]
and [Lur18, Proposition 7.3.1.5].
Proposition A.7. Let C be a (stable) A-linear ∞-category, let N be an I-nilpotent object of D(A),
and let L be an I-local object of D(A). Then for any object M of C, the tensor N ⊗A M is an
I-nilpotent object of C, and the tensor L⊗A M is an I-local object of C.
Proof. Given an element x ∈ I, the localization A[x−1]⊗A ⊗N ⊗A M ≃ 0 since A[x−1] ⊗A N ≃ 0.
This proves the first claim. For the second claim, observe that the functor L 7→ L ⊗A M is an
A-linear functor D(A)→ C. Hence by [Lur18, Proposition 7.2.4.9] it follows that L⊗AM is I-local
whenever L is I-local.
Proposition A.8. An object M ∈ C is I-complete if and only if for each x ∈ I, MA[x
−1] ≃ 0.
Proof. It follows from [Lur18, Corollary 7.3.3.3] that M ∈ C is I-complete if and only if it is (x)-
complete for every x ∈ I. Hence, it sufficient to prove that an object M is (x)-complete if and only
if MA[x
−1] vanishes. Notice that MA[x
−1] ∈ Cloc(x) as for every N ∈ Cnil(x),
MapC(N,M
A[x−1]) ≃ MapC(A[x
−1]⊗A N,M)
is contractible since A[x−1]⊗A N ≃ 0.
Let L be an (x)-local object. We have the following sequence of equivalences
MapC(L,M) ≃ MapC(A[x
−1]⊗A L,M) ≃ MapC(L,M
A[x−1]).
If M is (x)-complete, setting L = MA[x
−1] in the above formula implies that the mapping space
MapC(M
A[x−1],MA[x
−1]) is contractible. Consequently the identity of MA[x
−1] is homotopic to the
zero map, so that MA[x
−1] ≃ 0. Conversely, if MA[x
−1] vanishes, then
MapC(L,M) ≃ MapC(A[x
−1]⊗A L,M) ≃ MapC(L,M
A[x−1]) ≃ 0
for every (x)-local object L. It follows that M is (x)-complete.
Proposition A.9. Let i∧ : Ccpl(I) ⊂ C denote the inclusion functor. Then i∧i∧ ≃ (−)i∨i
∨A.
Proof. Cotensoring with the exact triangle i∨i∨A → A → j∗j∗A induces an exact triangle of
endofunctors (−)j∗j
∗A → id → (−)i∨i
∨A. Applying the completion endofunctor i∧i∧, we obtain
an exact triangle of endofunctors
i∧i
∧((−)j∗j
∗A)→ i∧i
∧ → i∧i
∧((−)i∨i
∨A).
We claim that the endofunctor i∧i∧((−)j∗j
∗A) is null and that the endofunctor (−)i∨i
∨A factors
through the full subcategory of I-complete objects, so that
i∧i
∧((−)i∨i
∨A) ≃ (−)i∨i
∨A,
from which it follows immediately that i∧i∧ ≃ (−)i∨i
∨A. To see this, let L, M and N be objects of
C such that L is I-local and N is I-nilpotent. Then
Map(N,M j∗j
∗A) ≃ Map(j∗j
∗A⊗A N,M) ≃ 0
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since j∗j∗A ⊗A N ≃ j∗j∗N ≃ 0. It follows that M j∗j
∗A is I-local, so that i∧i∧(M j∗j
∗A) ≃ 0.
Similarly,
Map(L,M i∨i
∨A) ≃ Map(i∨i
∨A⊗A L,M) ≃ 0
since i∨i∨A ⊗A L ≃ 0 as i∨i∨A is I-nilpotent. It follows that M i∨i
∨
is I-complete, so that
i∧i
∧(M i∨i
∨A) ≃M i∨i
∨A, completing the proof.
The following proposition is a special case of [Lur18, Proposition 7.3.1.7].
Proposition A.10. Let C be a A-linear ∞-category. The functors i∧i∨ and i
∨i∧ induce inverse
equivalences Cnil(I) ⇄ Ccpl(I).
Lemma A.11. Let C and D be (stable) A-linear ∞-categories. Let C be an I-nilpotent object of
C and D an arbitrary object of D. Then the object C ⊗A D of C ⊗D(A) D (the image of (C,D) ∈
C×D→ C⊗D(A) D) is I-nilpotent.
A.2 Completions of linear ∞-categories
Definition A.12. Let A be a connective commutative ring spectrum.
(1) A stable A-linear ∞-category C is I-nilpotent if every object of C is I-nilpotent.
(2) A stable A-linear ∞-category C is I-local if every object of C is I-local.
(3) A stable A-linear ∞-category C is I-complete if every object of C is I-complete.
Lemma A.13. Let C ∈ ModD(A). If M,N ∈ C
cpl then Map(M,N) ∈ ModcplA . Moreover, if N ∈ C
has the property that Map(M,N) ∈ Dcpl(I)(A) for all M ∈ C, then N ∈ C
cpl.
Proof. Let L ∈ D(A)loc(I), M,N ∈ C. Then
MapA(L,MapC(M,N)) ≃ MapC(L⊗M,N) ≃ MapC(M,N
L).
Remark that L⊗M is an I-local object of C. If N ∈ Ccpl(I), then MapC(L⊗M,N) is contractible
as well as MapA(L,Map(M,N)). This implies that Map(M,N) is I-complete. If Map(M,N) is
I-complete for every M ∈ C, then for every x ∈ I MapA(A[x
−1],Map(M,N)) is contractible then
MapC(M,N
A[x−1]) is contractible for everyM ∈ C. Hence, NA[x
−1] ≃ 0 for every x ∈ I which proves
the claim.
Proposition A.14. Let C be a stable A-linear∞-category. The following statements are equivalent:
(1) C is cohomologically complete.
(2) For every M and N in C, Map(M,N) ∈ Dcpl(A).
(3) C is I-nilpotent.
(4) The action D(A)⊗ C→ C factors through the map i∧ ⊗ id : D(A)⊗ C→ Dcpl(A)⊗C.
(5) C ∈ ModDcpl(A).
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Proof. (1) ⇔ (2) is Lemma A.13. To see that (1) ⇔ (3), observe that the ∞-category C is I-
cohomologically complete if and only if C = Ccpl(I). As the pair (Cloc(I),Ccpl(I)) is a semi-othogonal
decomposition of C, this is equivalent to Cloc = 0. Since (Cnil(I),Cloc(I)) is also a semi-orthogonal
decomposition of C, this is equivalent to C = Cnil(I). The implications (4)⇔ (5) are clear.
To see that (3) ⇒ (4), observe that an A-linear functor between A-linear ∞-categories carries
I-local object to I-local objects ([Lur18, Proposition 7.2.4.9 (iv)]). If V is an I-local object of D(A),
it follows that for every M in C, V ⊗M is an I-local objects of C. If C is nilpotent this implies
that V ⊗M ≃ 0. Hence, the action D(A) ⊗ C→ C vanishes on D(A)loc(I) ⊗ C. Moreover, Dcpl(A)
is canonically equivalent to the Verdier quotient D(A)/D(A)loc(I). It follows from the universal
property of the Verdier quotient that the action map D(A)⊗C→ C factors through the completion
map D(A)⊗ C→Dcpl(I)(A)⊗ C.
Lastly we show that (4) ⇒ (1). Let M and N be object of C and x ∈ I. We have
MapC(N,M
A[x−1]) ≃ MapC(A[x
−1]⊗N,M)
and the factorization of the action D(A)⊗ C→ C implies that it vanishes on D(A)loc(I). As A[x−1]
is I-local, A[x−1] ⊗ N ≃ 0. Hence, for every x ∈ I, MA[x
−1] ≃ 0. By Proposition A.8, M is
I-complete.
Proposition A.15. Let D be a presentable symmetric monoidal stable ∞-category and
A
j∗
→ B
k∗→ C
a Verdier sequence of presentable D-module ∞-categories such that j∗ admits a left adjoint j
∗ : B→
A. Then, for any D-module M,
A⊗D M
j∗⊗DM→ B⊗D M
k∗⊗DM→ C⊗D M
is a Verdier sequence of presentable D-module ∞-categories.
Proof. Since j∗ is also a right adjoint, the functor j∗ ⊗D M is calculated as postcomposition
FunRD(M
op,A)→ FunRD(M
op,B)
with j∗ : A→ B, which is fully faithful since A→ B is fully faithful. Here
FunRD(M
op,A) ≃ lim
{
FunR(Mop,A) →→Fun
R(Mop,FunR(Dop,A)) →→
→ · · ·
}
denotes the totalization of the action of D on FunR(Mop,A); that is, the cosimplicial diagram
obtained from the simplicial diagram realizing the relative tensor product
A⊗D M ≃ colim
{
A⊗M ←←A⊗D⊗M←←
← · · ·
}
in PrLst. Since C is the cofiber of the inclusion j∗ : A → B, and tensoring with any D-module
preserves colimits and zero objects, we obtain a cofiber sequence
A⊗D M→ B⊗D M→ C⊗D M
in PrLst, as desired.
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Corollary A.16. Suppose that A
j∗
→ B
k∗→ C is a Verdier sequence of presentable D-module ∞-
categories such that j∗ admits a left adjoint and A⊗D C ≃ 0. Then the canonical map
B⊗D C→ C⊗D C
is an equivalence of presentable D-module ∞-categories. If additionally B ≃ D, we obtain an
equivalence
C ≃ D⊗D C
k∗⊗DC→ C⊗D C.
In particular, C inherits the structure of an idempotent commutative D-algebra.
B Model structures
B.1 The semi-free model structure
We use the notion of (G,H)-descent structure introduced by D.-C. Cisinsky an F. De´glise in [CD09]
to endow ModA, the category of modules over an algebroid stack, with a model structure which we
call the semi-free model structure. The technology of descent structure allows to specify the model
structure “locally” and allows to bypass the fact that we are working over an algebroid. Then, the
verification required to apply the technique of descent structures reduces to questions of classical
sheaf theory already addressed in [CD09]. We use the semi-free model structure to derive various
tensor products on categories of DQ-modules.
Let X be a topological space endowed with a k-algebroid stack A. We freely use the notion of
gluing datum for algebroids in what follows and refer to [KS12, §2.1] for details. By definition of
an algebroid stack, we can find a covering U = {Ui}i∈I of X such that for every i ∈ I, there are{
σi ∈ A(Ui),
isomorphisms φij : σj|Uij
∼
−→ σj |Uij .
We associate to this data the following:
• for every i ∈ I, the sheaf of k-algebras Ai = End(σi) on Ui,
• the k-algebra isomorphisms fij : Aj |Uij
∼
−→ Ai|Uij induced by the φij .
We call such a covering U a trivializing covering for A.
Let ModA be the stack of modules over the algebroid A that is for every open set U ⊂ X,
ModA(U) := ModA|U and let ModAi be the stack of modules over the sheaf of algebras Ai. Then
there is an equivalence of stacks
φi : ModAi
∼
−→ModA|Ui .
For every V ⊂ Ui ∈ U, we consider the sheaf Ai,V defined by
Ai,V := j
−1
V→Ui
jV→Ui ∗Ai
where jV→Ui : Ui → V is the morphism of sites defined by V
′ ⊂ V 7→ V ′ ⊂ Ui. The set
GU(A) = {φi(Ai,V )| i ∈ I, V ⊂ Ui and Ui ∈ U}
is a set of generators of ModA. This follows from the definition of ModA which is defined as the
category of k-enriched functors Funk(A,ModkX ). If there is no risk of confusion, we simply write
G instead of GU(A).
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Remark B.1. If their is no risk of confusion, we will omit to write the equivalences φi. For instance,
we will often write Ai,V instead of φi(Ai,V ).
Let M ∈ ModA, we write DnM for the acyclic complex such that (DnM)n = (DnM)n+1 = M
and zero otherwise and whose only non-zero differential is the identity of M. We denote by SnM,
the complexe in degree n such that (SnM)n = M. Adapting [CD09, Example 2.3], we define the
class of G-cofibrations to be the smallest class of maps in Ch(A) stable by pushouts, transfinite
compositions, retracts and generated by the inclusions in,G : Sn+1G → DnG for every n ∈ Z and
G ∈ G.
Consider an open set V of X such that there exists Ui ∈ U with V ⊂ Ui and let V be an
hypercover of V . Since V ⊂ Ui, we work in ModAi . Note that the choice of the Ui containing V (and
hence of the Ai) is irrelevant because the different possible choices lead to equivalent construction
as it can be shown using the isomorphisms of algebras φij provided by the gluing datum.
The simplicial Ai-module S(Ai)V , freely generated by the hypercover V , correponds to a complex
(the Moore complex of S(Ai)V ) of Ai-modules denoted Ai,V such that (Ai,V )−n := S(Ai)V , n and
the differential are given by the alternated sum of the face operators (see [AGV73, Expose´ V] for
details). This complex comes with a canonical map Ai,V → Ai,V which is a quasi-isomorphism. We
consider the mapping cone of this map and obtain an object of Ch(A) that we denote A˜i,V . We
define HU(A) as the family of all complexes of the form A˜i,V for any hypercover of an open subset
V of X such that there exists Ui ∈ U such that V ⊂ Ui.
Proposition B.2. The pair (GU(A),HU(A)) is a descent structure.
Proof. The proof is similar to the one for the descent structure of [CD09, Example 2.3].
Proposition B.3. The descent structure (GU(A),HU(A)) induces a proper cellular model structure
on Ch(A) in which the weak equivalences are the quasi-isomorphisms and the cofibrations are the
GU(A)-cofibrations. We call this model structure the semi-free model structure subordinated to U
and denote by Ch(A)sf(U) the category Ch(A) endowed with this model structure.
Proof. This follows from [CD09, Theorem 2.5].
Remark B.4. Assuming the algebroid A is flat over k, it is straightforward to check that Ch(A)sf(U)
is a Ch(k)-enriched model structure when Ch(k) is endowed with the projective model structure.
B.2 Deriving the gr~ functor
Let AX be a DQ-algebroid stack. We consider the totalization of the functor (3.1) and get
gr~ : Ch(AX)→ Ch(gr~AX), M 7→ gr~AX ⊗
AX
M.
We choose a trivializing covering U for AX , hence also for gr~AX . We endow Ch(AX) and
Ch(gr~AX) with their respective semi-free model structures subordinated to U.
It follows from the definition of gr~ that it preserves colimits. It clearly takes elements of
GU(AX) to elements of GU(gr~AX). Let us check that the gr~ functor takes elements of HU(AX)
to elements of HU(gr~AX). The elements of HU(AX) are mapping cones of morphisms of the form
Ai,V → Ai,V (B.1)
where V is an open subset of some Ui ∈ U, Ai is the restriction of AX to Ui (an we identify Ai to a
sheaf of C~-algebras), V is an hypercovering of V and Ai,V is the Moore complex associated to the
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simplicial Ai-module freely generated by the hypercover V . By construction Ai,V is a complex such
for n ≤ 0, (Ai,V )n is a direct sum of element of GU(AX) and zero if n > 0. This implies that Ai,V
is a flat complex over Ai as well as Ai,V . Hence, applying the functor gr~ to the morphism (B.1),
we get a map
gr~(Ai)V → gr~(Ai)V
and the mapping cone of this map belongs to HU(gr~AX). Applying [CD09, Theorem 2.14], we
obtain the following result.
Proposition B.5. The functors gr~ : Ch(AX)⇄ Ch(gr~AX) : ι form a Quillen adjunction.
The category Ch(gr~AX) is a Ch(C)-module; that is, it is tensored over Ch(C). Hence, it
is a Ch(C~)-module via the symmetric monoidal functor gr~ : Ch(C~) → Ch(C) which sends the
complexM to the complex C⊗C~M . This induces a Ch(C
~)-module structure on Ch(gr~AX) given
by
⊙ : Ch(C~)×Ch(gr~AX)→ Ch(gr~AX), (M,F) 7→M ⊙ F := gr~(M)⊗F.
Proposition B.6. The functor ⊙ is a Quillen bifunctor when Ch(C~) is endowed with the projective
model structure and Ch(gr~AX) is endowed with the semi-free model structure subordinated to U.
Proof. This follows by applying [Hov99, Lemma 4.2.4] to the generating cofibrations of Ch(C~) and
Ch(gr~AX).
Hence, we obtain a morphism gr~ : D(AX )→ D(gr~ AX) in ModD(C~).
B.3 Tensor products
As it is the case for abelian sheaves, deriving right exact functor is more delicate than deriving left
exact functor. Hence, to derive the various tensor products of DQ-modules, we rely on the theory
of (G,H)-descent structures of [CD09]. Using their methods we have defined a model structure
that allow us to derive the tensor products of DQ-modules. In what follow, we use the following
notational convention.
Notation B.7. (1) If X is a smooth complex variety endowed with a DQ-algebroid AX , we
denote by Xa the same variety endowed with the opposite DQ-algebroid AopX and we write
AXa for this algebroid.
(2) Consider a product of smooth complex varieties X1 ×X2 ×X3, we write it X123. We denote
by pi the i-th projection and by pij the (i, j)-th projection (e.g., p13 is the projection from
X1 ×X
a
1 ×X2 to X1 ×X2).
(3) We write Ai and Aija instead of AXi and AXi×Xaj and similarly with other products.
Let Xi (i = 1, 2, 3) be smooth complex varieties endowed with DQ-algebroid stacks Ai.
Definition B.8. We define a functor −⊗A2 − : ModA12a ×ModA23a → ModA1 ⊠C~2 ⊠A3
by the rule
(K1,K2) 7→ p
−1
12 K1 ⊗
p−12 A2
p−123 K2.
The tensor product of Definition B.8 is not always adapted to the study of DQ-modules. Hence,
the following variant has been introduced in [KS12].
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Definition B.9. [KS12, Definition 3.1.3] We write (−) ⊗
A2
(−) : ModA12a ×ModA23a → Modp−113 A13a
for the functor (K1,K2) 7→ p
−1
12 K1 ⊗
p−112 A12a
A123 ⊗
p−1
23a
A23a
p−123 K2.
The functors of Definitions B.8 and B.9 are extended to categories of complexes via totalization.
In what follows, we derive both functors and show that the derived functor of ⊗
A2
can be expressed in
term of the derived functor of ⊗
A2
. Both functors commutes with colimits in each variables separately.
Proposition B.10. The functors ⊗
A2
and ⊗
A2
are adjunctions of two variables.
Lemma B.11. Let M ∈ Ch(A12a) be flat. Then M ⊗
A2
p−123 (−) : Ch(A23a)→ Ch(p
−1
13 A13a) preserves
acyclic complexes.
Proof. The question is local. Thus, we can assume that A1, A2 and A3 are DQ-algebras. Since A123
is flat over p−123 A23a , it follows that for every acyclic complex N ∈ Ch(A23a), A123 ⊗p−123 A23a
p−123 N is
acyclic. Since M is flat over A12a , p
−1
12 M⊗p−112 A12a
A123 ⊗p−123 A23a
p−123 N is again acyclic.
For i = 1, 2 , 3, we let Ui be a covering of Xi such that for every U ∈ Ui, Ai|U is trivial. We
write Uij for the covering of Xi × Xj whose opens are the Uα × Uβ with Uα ∈ Ui and Uβ ∈ Uj.
As in [CD09], we follow the notation of [Hov99]. Recall that the cylinder Cyl(M) of a complex
M is defined by Cyl(M)j = Mj ⊕Mj+1 ⊕Mj with differential d(x, y, z) = (dx − y,−dy, y + dz).
Moreover, the map a : Cyl(M)→M which sends (x, y, z) to x+ z is a quasi-isomorphism and there
is a canonical inclusion (i0, i1) : M⊕M→ Cyl(M) where i0(x) = (x, 0, 0) and i1(z) = (0, 0, z).
We know by [CD09, §1.9] that
• a set of generating cofibrations denoted IUi(i+1) (i = 1, 2) is the set of inclusions of the form
Sn+1G → DnG for any n ∈ Z and G in GUi(i+1)(A(i(i+1)). We write Ii(i+1)-cof for the set of
GUi(i+1)(Ai(i+1))-cofibrations.
• a set of generating trivial cofibrations is JUi(i+1) = J
′
Ui(i+1)
∪ J ′′Ui(i+1) where J
′
Ui(i+1)
is the
set of maps 0 → DnG for n ∈ Z and G ∈ GUi(i+1)(A(i(i+1)) and J
′′
Ui(i+1)
the set of maps
H ⊕H[n]→ Cyl(H)[n] for any n ∈ Z and any H ∈ HUi(i+1)(Ai(i+1)).
Lemma B.12. All the G ∈ GUi(i+1)(A(i(i+1)) (i = 1, 2) are flat for − ⊗
A2
− and − ⊗
A2
−.
Proof. It follows from [KS12] that A12a is flat over p
−1
2 A2. Since the elements of GU12(A12a) are of
the form A12a,V with V an open subset of some U ∈ U12, they are flat over p
−1
2 A2.
Remark B.13. All the H ∈HUi(i+1)(Ai(i+1)) are acyclic as they are cones of quasi-isomorphisms.
In what follows we endow Ch(Ai(i+1)a) with the semi-free model structure subordinated to
Ui × Ui+1 (i = 1, 2), and Ch(A1⊠C~2⊠A3) with the injective, model structures.
Proposition B.14. The functor − ⊗
A2
− : Ch(A12a) × Ch(A23a) → Ch(A1⊠C~2⊠A3) given by
(K1,K2) 7→ p
−1
12 K1 ⊗
p−12 A2
p−123 K2 is a left Quillen bifunctor.
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Proof. The proof of this proposition is similar that of Proposition B.15 below. The essential differ-
ence is that one only need Lemma B.12 and not Lemma B.11 and Lemma B.12.
Proposition B.15. The functor − ⊗
A2
− : Ch(A12a)×Ch(A23a)→ Ch(p
−1
13 A13a) given by (K1,K2) 7→
p−112 K1 ⊗
p−112 A12a
A123 ⊗
p−1
23a
A23
p−123 K2 is a left Quillen bifunctor.
Proof. By [Hov99, Definition 4.2.1], it suffices to show that if f : M → N is a cofibration in
Ch(A12a)sf(U12) and g : S→ T is a cofibration in Ch(A23a)sf(U23), the induced map f  g : P→ N ⊗
A2
T
(where P is the pushout defined in the diagram below) is a cofibration in Ch(p−113 A13a)inj, which is
trivial if either f or g is trivial.
M ⊗
A2
S
id⊗ g
//
f ⊗ id

M ⊗
A2
T

f ⊗ id

N ⊗
A2
S //
id⊗ g ++
P
✤❴
f  g
""❉
❉❉
❉❉
❉❉
❉❉
❉❉
❉
N ⊗
A2
T.
Since − ⊗
A2
− is an adjunction of two variables and the categories Ch(Ai(i+1))sf(Ui(i+1)) (i = 1, 2) are
cofibrantly generated, it is enough by [Hov99, Corollary 4.2.5] to check that
(1) fg is a cofibration (i.e. a monomorphism) when f ∈ IU12 and g ∈ IU23 .
(2) fg is a trivial cofibration (i.e. a monomorphism and a quasi-isomorphism) when f ∈ JU12
and g ∈ IU23 or when f ∈ IU12 and g ∈ JU23 .
For (1), let EV in GU12(A12a) and FW in GU23(A23a). We consider the map
in,EV : S
n+1EV → D
nEV and ip,FW : S
p+1FW → D
pFW .
Then a direct computation shows that the pushout of the diagram
DnEV ⊗
A2
Sp+1FW ← S
n+1EV ⊗
A2
Sp+1FW → S
n+1EV ⊗
A2
DpFW
is the complex P of Ch(p−113 A13a) concentrated in (cohomological) degree n+ p+ 1 and n+ p+ 2
EV ⊗
A2
FW ⊕ EV ⊗
A2
FW
+
−→ EV ⊗
A2
FW
where + denotes the fold map. Moreover, the map of complexes
in,EV  ip,FW : P→ D
nEV ⊗
A2
DpFW .
is zero everywhere but in degree n + p + 1 and n + p + 2 where it is the identity. Hence, it is a
monomorphism.
To verify (2), we have to treat two cases. Let EV ∈ GU12(A12a) and H ∈ HU23a (A23a).
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(i) We consider the case where the morphisms are
jn : 0→ D
nEV and (i0, i1)[p] : H ⊕H[p]→ Cyl(H)[p].
Then,
jn (i0, i1)[p] : D
nEV ⊗
A2
H⊕H[p] −→ DnEV ⊗
A2
Cyl(H)[p]
is equal to idDnEV ⊗
A2
(i0, i1)[p]. Hence, it is a monomorphism. We need to check that the map
jn(i0, i1)[p] is a quasi-isomorphism. Since H is acyclic Cyl(H) is also acyclic. Moreover, EV
is flat over A12a . Thus, it follows from Lemma B.11 and B.12 that DnEV ⊗
A2
H ⊕ H[p] and
DnEV ⊗
A2
Cyl(H)[p] are acyclic. Hence, jn(i0, i1)[p] is a quasi-isomorphism.
(ii) We now consider the case where the morphisms are
in,EV : S
n+1EV → D
nEV and (i0, i1)[p] : H ⊕H[p]→ Cyl(H)[p].
We need to check that the map in,EV  (i0, i1)[p] is a monomorphism. We proceed as follow.
We consider the morphism
π : Sn+1EV ⊗
A2
H ⊕H[p] // DnEV ⊗
A2
H⊕H[p]
⊕
Sn+1EV ⊗
A2
Cyl(H)[p]
where
π = (in,EV ⊗
A2
idH⊕H,−idSn+1EV ⊗
A2
(i0, i1)[p]).
A direct computation shows that π is a monomorphism. Moreover, the cokernel P of π is the
pushout of the diagram
DnEV ⊗
A2
H ⊕H[p]← Sn+1EV ⊗
A2
H ⊕H[p]→ Sn+1EV ⊗
A2
Cyl(H)[p]
and π is a kernel of the map
α : DnEV ⊗
A2
H ⊕H[p]
⊕
Sn+1EV ⊗
A2
Cyl(H)[p]→ DnEV ⊗
A2
Cyl(H)[p]
where
α = idDnEV ⊗
A2
(i0, i1)[p] + in,EV ⊗
A2
idCyl(H)[p].
Hence, the map in,EV  (i0, i1)[p] is a monomorphism. We still need to check that it is a quasi-
isomorphism. For that purpose, we show that both P and DnEV ⊗
A2
Cyl(H)[p] are acyclic. The
acyclicity of DnEV ⊗
A2
Cyl(H)[p] has already been justified. Thus, we focus on the case of P.
By definition of P, we have the following exact sequence
0→ Sn+1EV ⊗
A2
H⊕H[p]
pi
→ DnEV ⊗
A2
H ⊕H[p]
⊕
Sn+1EV ⊗
A2
Cyl(H)[p]→ P→ 0
where the first two terms are acyclic by Lemma B.11. This implies that P is acyclic.
38
The remaining cases are analogous to those already addressed and are left to the reader.
Remark B.16. It is straightforward to check that ⊗
A2
and ⊗
A2
are Ch(C~)-linear Quillen bifunctors.
It follows from the above propositions that we obtain the following pair of derived functors
−
L
⊗
A2
− : D(A12a)×D(A23a)→ D(A1⊠C
~
2⊠A3)
−
L
⊗
A2
− : D(A12a)×D(A23a)→ D(p
−1
13 A13a).
If there is no risk of confusion we will write ⊗
A2
and ⊗
A2
instead of
L
⊗
A2
and
L
⊗
A2
. By [Lur17, Corollary
1.3.4.26],
L
⊗
A2
and
L
⊗
A2
are C~-linear and commute with small colimits in each variables separately.
Proposition B.17. Let M be a GU12(A12a)-cofibrant complex in Ch(A12a)sf(U12). Then M ⊗
A2
(−)
and M ⊗
A2
(−) preserve quasi-isomorphisms.
Proof. The proof is similar to the proof of [CD09, Proposition 3.7], which relies on [CD09, Lemma
3.6], the proof of which carries over to our setting.
Corollary B.18. Let K1 ∈ D(A12a) and K2 ∈ D(A23a). Then
K1
L
⊗
A2
K2 ≃ p
−1
12 K1
L
⊗
p−112 A12a
A123
L
⊗
p−1
23a
A23
p−123 K2.
Proof. Let Q1 be a GU12(A12a)-cofibrant replacement of K1. It follows from Proposition B.17 that
K1
L
⊗
A2
K2 ≃ Q1 ⊗
A2
K2 ≃ p
−1
12 Q1 ⊗
p−112 A12a
A123 ⊗
p−1
23a
A23
p−123 K2 ≃ p
−1
12 K1
L
⊗
p−112 A12a
A123
L
⊗
p−1
23a
A23
p−123 K2.
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