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Abstract
Reinforcement Learning and the Evolu-
tionary Strategy are two major approaches
in addressing complicated control prob-
lems. Both are strong contenders and
have their own devotee communities. Both
groups have been very active in developing
new advances in their own domain and de-
vising, in recent years, leading-edge tech-
niques to address complex continuous con-
trol tasks. Here, in the context of Deep
Reinforcement Learning, we formulate a
parallelized version of the Proximal Policy
Optimization method and a Deep Deter-
ministic Policy Gradient method. More-
over, we conduct a thorough comparison
between the state-of-the-art techniques in
both camps fro continuous control; evolu-
tionary methods and Deep Reinforcement
Learning methods. The results show there
is no consistent winner.
1 Introduction
The biological basis of reinforcement learning (RL)
is the behavioral learning process of animals, where
an individual learns knowledge by trial-and-error.
However, the evolutionary strategy (ES) comes from
the evolution of the species, where randomness hap-
pens at every time and only individuals with positive
mutations can survive. Both mechanisms widely
exist in nature and both are crucial to the develop-
ment of the species. Similarly, both RL and ES have
gained huge success in solving difficult tasks. How-
ever, different from nature, where individual learning
and specie evolution are combined in a reasonable
way, we have not had a unified framework to com-
bine RL and ES until now. As a result, we need
to understand the advantages and the weaknesses
of both methods in order to select the proper ap-
proach when faced with different tasks. Our main
contribution is a systematic comparison between the
state-of-the-art techniques in both domains in contin-
uous control problems. Deep learning has recently
achieved great success in various domains, so in our
comparison, we always use neural networks as func-
tion approximators, i.e. deep RL. Moreover, all the
algorithms are implemented in a parallelized manner
across multiple processes to exploit the advance of
modern computation resources. Our other contri-
bution is that we formulate the parallelized version
of the Proximal Policy Optimization [Schulman et
al., 2017] and Deep Deterministic Policy Gradient
[Lillicrap et al., 2015] and showcase their power in
continuous control tasks.
We conducted our comparison in terms of both
wall time and environment time steps, i.e. the
amount of interactions with the environment, to gain
a better empirical understanding of the running speed
and data efficiency of all the algorithms.
2 Compared Algorithms
Considering a Markov Decision Process with a state
set S , an action setA, a reward function r : S×A →
R and a transition function p : S × A → (S →
[0, 1]), the goal of the agent is to learn an optimal
policy to maximize the expected discounted return
Gt =
∑T−1
k=0 γ
kRt+k+1 at every time step, where
T denotes the terminal time and γ is the discount
factor. In the continuous control domain, an action
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a is usually a vector, i.e. a ∈ Rd, where d is the
dimension of the action. We use pi and µ to represent
a stochastic and a deterministic policy respectively,
and we assume the policy is parameterized by θ in
the following sections, which is a neural network.
2.1 Evolutionary Methods
Evolutionary methods solve the control problem by
evolving the control policy. Different evolutionary
methods adopt different mechanisms to generate in-
dividuals in a generation, where individuals with
better performance are selected to produce the next
generation.
Covariance Matrix Adaptation Evolution
Strategy (CMAES)
In CMAES [Hansen and Ostermeier, 1996], the struc-
ture of the neural network is predefined, θ here only
represents the weights of the network. Each gen-
eration G consists of many candidate parameters,
i.e. G = {θ1, . . . , θn}. Each θi is sampled from a
multivariate Gaussian distribution in the following
fashion: θi ∼ µ + σN (0,Σ), where N (0,Σ) is a
multivariate Gaussian distribution with zero mean
and covariance matrix Σ, µ is the mean value of
the search distribution and σ is the overall standard
deviation (aka step size). All the candidates in G are
evaluated by the environment. According to the per-
formance, a certain selection mechanism will select
some candidates to update the sample distribution,
i.e. update µ, σ and Σ, and the next generation is
sampled from the updated distribution.
NeuroEvolution of Augmenting Topologies
(NEAT)
NEAT [Stanley and Miikkulainen, 2002] has shown
great success in many difficult control tasks. The ba-
sic idea of NEAT is to evolve both the structure and
the weights of the network. Thus θ now represents
both the weights and the structure of the network. At
every generation, NEAT selects several best individu-
als to crossover. And their descendants, with various
mutations, will form the next generation. NEAT in-
troduced a genetic encoding to represent the network
efficiently and used the historical markings to per-
form a crossover among networks in a reasonable
way, which helped avoid expensive topological anal-
ysis. Furthermore, NEAT incorporates an innovation
number to protect innovations, which allowed the
network to evolve from the simplest structure.
Natural Evolution Strategy (NES)
In NES [Wierstra et al., 2008], the structure of the
network is given, θ here only represents the weights.
NES assumes the population of θ is drawn from a
distribution pφ(θ), parameterized by φ, and aims to
maximize the expected fitness J(φ) = Eθ∼pφF (θ),
where F is the fitness function to evaluate an in-
dividual θ. Salimans et al. [2017] instantiated
the population distribution pφ as a multivariate
Gaussian distribution, with mean φ and a fixed co-
variance σ2I . Thus J can be rewritten in terms
of θ directly, i.e. J(θ) = E∼N (0,I)F (θ + σ).
In a fashion similar to policy gradient, we have
∇θJ(θ) = 1σE∼N (0,I)F (θ + σ). In practice,
at every generation, the population {1, . . . , n} is
drawn from N (0, I). The update rule for θ is, there-
fore, θ ← θ + α 1nσ
∑n
i=1 F (θ + σi)i, where α is
the step size and n is the population size.
2.2 Deep Reinforcement Learning
Methods
In deep RL methods, the structure of the network is
predefined, θ simply represents the numeric weights
of the neural network.
Continuous Asynchronous Advantage
Actor-Critic (CA3C)
The goal of the actor-critic method is to maxi-
mize the value of the initial state vpi(s0), where
vpi(s) is the value of the state s under policy pi,
i.e. vpi(s)
.
= Epi[
∑T−1
k=0 γ
kRt+k+1 | St = s]. Let
qpi(s,a)
.
= Epi[
∑T−1
k=0 γ
kRt+k+1 | St = s,At =
a] denote the value of the state action pair (s,a), we
have vpi(s) =
∑
a∈A pi(a|s)qpi(s,a). Our objective,
therefore, is to maximize J(θ) = vpi(s0). According
to the policy gradient theorem [Sutton et al., 2000],
we have ∇θJ(θ) = Epi[∇θlogpi(At|St, θ)(Rt+1 +
γvpi(St+1) − vpi(St))]. The value function vpi is
updated in a semi-gradient TD fashion [Sutton and
Barto, 1998]. In continuous action domain, the pol-
icy pi is often parameterized in the form of the prob-
ability density function of the multivariate Gaussian
distribution, i.e. pi(a|s, θ) .= N (µ(s, θ),Σ(s, θ)).
In practice, setting the covariance matrix Σ(s, θ) ≡
I is a good choice to increase stability and simplify
the parameterization. Beyond the standard advan-
tage actor-critic method, Mnih et al. [2016] intro-
duced asynchronous workers to gain uncorrelated
data, speed up learning and reduce variance, where
multiple workers were distributed across processes
and every worker interacted with the environment
separately to collect data. The computation of the
gradient was also in a non-centered manner.
Parallelized Proximal Policy Optimization
(P3O)
Schulman et al. [2015] introduced an iterative pro-
cedure to monotonically improve policies named
Trust Region Policy Optimization, which aims to
maximize an objective function L(θ) within a trust
region, i.e.
maximize
θ
L(θ) = E[
piθ(at|st)
piθold(at|st)
At]
subject to E[DKL(piθ(· |st), piθold(· |st))] ≤ δ
where At is the advantage function, DKL is
the KL-divergence and δ is some threshold. In
practice, solving the corresponding unconstrained
optimization problem with a penalty term is
more efficient, i.e. we maximize LKL(θ) =
L(θ) − βE[DKL(piθ(· |st), piθold(· |st))] for some
coefficient β. Furthermore, Schulman et al.
[2017] proposed the clipped objective function,
resulting in the Proximal Policy Optimization
(PPO) algorithm. With rt(θ)
.
= piθ(at|st)piθold (at|st)
,
the objective function of PPO is LCLIP (θ) =
E[min(rt(θ)At, clip(rt(θ), 1− , 1 + )At)] where
 is a hyperparameter, e.g.  = 0.2. In prac-
tice, Schulman et al. [2017] designed a trun-
cated generalized advantage function, i.e. At =
δt + (γλ)δt+1 + · · ·+ (γλ)T−t+1δT−1 where T is
the length of the trajectory, δt is the TD error, i.e.
δt = rt+vpi(st+1)−vpi(st), and λ is a hyperparam-
eter, e.g. λ = 0.97. The value function is updated in
a semi-gradient TD manner.
We parallelize the PPO mainly following the
training protocol of A3C and the Distributed PPO
(DPPO) method [Heess et al., 2017]. In P3O, we dis-
tribute multiple workers across processes like A3C.
Following DPPO, each worker in P3O also has its
own experience replay buffer to store its transitions.
The optimization that happens in the worker is solely
based on this replay buffer. Different from DPPO,
where the objective function was LKL(θ), we use
LCLIP (θ) in P3O, as it was reported to be able to
outperform LKL(θ) [Schulman et al., 2017]. Heess
et al. [2017] reported that synchronized gradient
update can actually outperform asynchronous update
in DPPO. So in P3O we also used the synchronized
gradient update. However our synchronization pro-
tocol is quite simple. We use A3C-style update with
an extra shared lock for synchronization and all the
gradients are never dropped, while DPPO adopted
a quite complex protocol and some gradients may
get dropped. Moreover, a worker in P3O only does
one batch update based on all the transitions in the
replay buffer as we find this can increase the stability.
In DPPO, however, each worker often did multiple
mini-batch updates.
Distributed Deep Deterministic Policy Gradient
(D3PG)
Similar to CA3C, the goal of DDPG is also
to maximize J(θ) = vµ(s0). According
to the deterministic policy gradient theorem
[Silver et al., 2014], we have ∇θJ(θ) =
Eµ′ [∇aqµ(s,a)|s=st,a=µ(st|θ)∇θµ(s|θ)|s=st ],
where µ′ is the behavior policy. The behavior
policy usually combines the target policy with some
noise, i.e. µ′(s) = µ(s) + N , where N is some
random noise. Following [Lillicrap et al., 2015],
we use an Ornstein-Uhlenbeck process [Uhlenbeck
and Ornstein, 1930] as the noise. To stabilize the
learning process, Lillicrap et al. [2015] introduced
experience replay and target network, resulting in
the DDPG algorithm.
We formulate the distributed version of DDPG in
analogy to P3O, except the experience replay buffer
is shared among different workers. Each worker
interacts with the environment, and acquired transi-
tions are added to a shared replay buffer. At every
time step, a worker will sample a batch of transitions
from the shared replay buffer and compute the gradi-
ents following the DDPG algorithm. The update is
synchronized and the target network is shared.
3 Experiments
3.1 Testbeds
We investigated three kinds of tasks for our evalua-
tion. The first kind of task is the classical toy task
to verify the implementation. The second kind of
tasks needs careful exploration and the third kind of
tasks involves rich dynamics. We used the Pendu-
lum task as a representative of the classical toy task.
Recently MuJoCo has become popular as a bench-
mark in the continuous control domain. However
there have been many empirical results on MuJoCo
in the community. In our comparison, we considered
the Box2D [Catto, 2011] environment, especially the
(a) Pendulum (b) Continuous Lunar
Lander
(c) Bipedal Walker
(d) Bipedal Waler Hard-
core
Figure 1: Four tasks. The background of the Continuous
Lunar Lander was edited for better display.
Continuous Lunar Lander task, the Bipedal Walker
task and the Bipedal Waler Hardcore task. Con-
tinuous Lunar Lander is a typical task that needs
careful exploration. Negative rewards are continu-
ously given during the landing so the algorithm can
easily get trapped in a local minima, where it avoids
negative rewards by doing nothing after certain steps
until timeout. Bipedal Walker is a typical task that
includes rich dynamics and Bipedal Walker Hard-
core increases the difficulty for the agent to learn
how to walk by putting some obstacles in the path.
The three Box2D tasks have comparable complexity
with MuJoCo tasks, and all the four tasks are free
and available in OpenAI Gym. All the tasks have
low-dimensional vector state space and continuous
action. Some screenshots of the tasks are shown in
Figure 1.
3.2 Performance Measurement
For evolutionary methods, we performed 10 test
episodes for the best individual in each generation
and averaged the test results to represent the perfor-
mance at those time steps (wall time). For CA3C
and P3O, an additional test process run determin-
istic test episodes continuously. We performed 10
independent runs for each algorithm and each task
without any fixed random seed. Our training was
based on episodes (generations), while the length
(environment steps and wall time) of episodes is
different. So the statistics are not aligned across dif-
ferent runs. We used linear interpolation to average
statistics across different runs.
3.3 Policy Representation
Following [Schulman et al., 2017], we used two
two-hidden-layer neural networks to parameterize
the policy function and the value function for all the
evaluated methods except NEAT. To investigate the
scalability of the algorithms in terms of the amount
of the parameters, we tested small networks (hidden
layers with 16 hidden units) and large networks (hid-
den layers with 64 hidden units) respectively. We
always used the hyperbolic tangent activation func-
tion and the two networks did not have shared layers.
The output units were linear to produce the mean
of the Gaussian distribution (for P3O and CA3C) or
the action (for D3PG, CMAES and NES). Moreover,
we used the identity covariance matrix for P3O and
CA3C, thus the entropy penalty was simply set to
zero. For NEAT, the initial architecture had only one
hidden unit, as NEAT allows the evolution to start
from the simplest architecture.
3.4 Wall Time
We implemented a multi-process version of CMAES
and NEAT based on Lib CMA 1 and NEAT-Python 2,
while all other algorithms were implemented from
scratch in PyTorch for a like-to-like comparison. For
deep RL algorithms, the most straightforward paral-
lelization method is to only parallelize data collec-
tion, while the computation of the gradients remains
centralized. However this approach needs careful
balance design between data collection and gradi-
ents computation. Moreover, it is unfriendly to data
efficiency. So we adopted algorithm dependent par-
allelization rather than this uniform solution. We run
all the algorithms in the same server 3. Although
P3O and D3PG can be accelerated by GPU, we did
not introduce GPU in our experiments as most of the
evaluated algorithms are not compatible with GPU.
Although the relative wall time is highly dependent
on the implementation, the comparison we did here
can still give us some basic intuition. We made all
1https://github.com/CMA-ES/pycma
2https://github.com/CodeReclaimers/
neat-python
3Intel® Xeon® CPU E5-2620 v4
the implementations publicly available 4 5.
3.5 Hyper-parameter Tuning
Due to the huge amount of the hyper-parameters
and the complexity of the tasks, we can not afford
a thorough grid search for all the tasks and hyper-
parameters. We only did the grid search for one
or two key hyper-parameters for each algorithms
in the Pendulum task and tuned all other hyper-
parameters empirically or used the default value
of the package. For other tasks, we used same pa-
rameters as Pendulum without further tuning. This
also gives us an intuition of the robusticity of the
algorithms in terms of the hyper-parameters. For
CA3C, D3PG and P3O, we used the Adam opti-
mizer for both the policy function and the value
function, and the initial learning rates for the policy
function and the value function were the same. We
searched the learning rate in {10−4, . . . , 10−1}. We
found 10−4 gave best performance for CA3C and
D3PG while 10−3 gave best performance for P3O.
For NES, we searched the variance σ and the learn-
ing rate α in {10−2, . . . , 100} × {10−3, . . . , 100}.
Setting both σ and α to 0.1 gave best performance.
For CMAES, we searched the overall standard de-
viation σ in {10−2, . . . , 101} and found 1 gave the
best performance.
3.6 Normalization
For all the evaluated methods, we normalized the
state with running estimation of the mean and the
variance. All the running statistics were shared and
updated across parallelized workers. For CA3C, P3O
and D3PG, we also normalized the reward in the
same manner as the state. For NES and CMAES, we
adopted the reward shaping as reported in [Salimans
et al., 2017].
3.7 Results
We reported the performance in terms of both the
environment steps and wall time in Figure 2 and Fig-
ure 3. All the curves were averaged over 10 indepen-
dent runs. For each run the maximum environment
step is set to 107. As deep RL methods had larger
variance than evolutionary methods, all the curves of
4https://github.com/ShangtongZhang/
DeepRL
5https://github.com/ShangtongZhang/
DistributedES
CA3C, P3O and D3PG were smoothed by a sliding
window of size 50.
4 Discussion
We can hardly say which algorithm is the best, as no
algorithm can consistently outperform others across
all the tasks in terms of all the measurements. How-
ever we can still learn some general properties of
methods in different domains.
4.1 Final Performance
The relative final performance was quite task de-
pendent. One interesting observation is that NEAT
achieved a good performance level in the three
Box2D tasks, but failed the simplest Pendulum task.
Moreover, all the evolutionary methods solved the
Continuous Lunar Lander task, but most deep RL
methods appeared to get trapped in some local min-
ima, which denotes that evolutionary methods are
better at exploration than the deep RL methods.
However when it comes to the two Walker tasks,
where rich dynamics are involved, most deep RL
methods worked better and many evolutionary meth-
ods appeared to get trapped in some local minima,
which denotes that the deep RL methods can handle
rich dynamics better than the evolutionary methods.
In general, NEAT, D3PG and P3O are good choices.
4.2 Learning Speed
In the Pendulum task the comparison is clear, deep
RL methods perform better in terms of both envi-
ronment steps (data efficiency) and wall time than
evolutionary methods. This conclusion still holds
in the Bipedal Walker task, although there is an ex-
ception that D3PG runs quite slowly in this task. As
many deep RL methods failed the Continuous Lunar
Lander task and many evolutionary methods failed
the Bipedal Walker Hardcore task, we did not take
those two tasks into consideration in the comparison
of the learning speed.
4.3 Stability
In all the experiments, deep RL methods appeared to
have larger variance than evolutionary methods. This
observation conforms with the fact that evolutionary
methods perform better in tasks which need careful
exploration. As evolutionary methods have better ex-
ploration, they are less sensitive to the initialization
and randomness, resulting in better stability.
Figure 2: Performance in terms of environment steps. Left to right: Pendulum, Continuous Lunar Lander, BipedalWalker,
BipedalWalkerHardcore. Solid line: large networks. Dashed line: small networks.
Figure 3: Performance in terms of wall time. Left to right: Pendulum, Continuous Lunar Lander, BipedalWalker,
BipedalWalkerHardcore. Solid line: large networks. Dashed line: small networks. X-axis is in log scale
4.4 Scalability
In most experiments, the performance of deep RL
methods improved with the increase of the network
size. However sometimes small networks gave better
performance for evolutionary methods than larger
networks, e.g. NES with a small network reached a
reasonable performance level in the Bipedal Walker
Hardcore task, however it almost did not learn any-
thing with a large network. In general our experi-
ments showed that deep RL methods can make bet-
ter use of complexity function parameterization and
scale better to large network than evolutionary meth-
ods.
5 Future Work
Although our testbeds include several representative
tasks, our comparison is still limited in tasks with low
dimensional vector state space. With the popularity
of the Atari games, image input has become a new
norm in the discrete action domain. Our future work
will involve continuous control tasks with image
input.
6 Related Work
Taylor et al. [2006] compared NEAT with SARSA,
but their work was limited on the football game Keep-
away, which is a simple discrete control task. This
comparison was extended later on by Whiteson et
al. [2010], where new criterion was involved but the
comparison was still limited to primitive RL methods
where deep neural networks were not included. Duan
et al. [2016] compared various deep RL methods
with some evolutionary methods. However they did
not include the NEAT paradigm and there has been
exciting progress in both RL and ES, e.g. [Schul-
man et al., 2017] and [Salimans et al., 2017] after
their work. Therefore these comparisons are not
representative enough of the current state of the art.
Moreover our comparison is conducted mainly on
different tasks and measurements and focused on
parallelized implementations.
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