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Dynamic models – often deterministic in nature – were used to estimate the basic reproductive number,
09 , of the 2014-5 Ebola virus disease (EVD) epidemic outbreak in West Africa. Estimates of 09 were then
used to project the likelihood for large outbreak sizes, e.g., exceeding hundreds of thousands of cases. Yet
ﬁtting deterministic models can lead to over-conﬁdence in the conﬁdence intervals of the ﬁtted 09 , and,
in turn, the type and scope of necessary interventions. In this manuscript we propose a hybrid stochastic-
deterministic method to estimate 09 and associated conﬁdence intervals (CIs). The core idea is that
stochastic realizations of an underlying deterministic model can be used to evaluate the compatibility of
candidate values of 09 with observed epidemic curves. The compatibility is based on comparing the
distribution of expected epidemic growth rates with the observed epidemic growth rate given “process
noise”, i.e., arising due to stochastic transmission, recovery and death events. By applying our method to
reported EVD case counts from Guinea, Liberia and Sierra Leone, we show that prior estimates of 09
based on deterministic ﬁts appear to be more conﬁdent than analysis of stochastic trajectories suggests
should be possible. Moving forward, we recommend including process noise among other sources of
noise when estimating 09 CIs of emerging epidemics. Our hybrid procedure represents an adaptable and
easy-to-implement approach for such estimation.
& 2016 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
The SEIRD model of Ebola virus disease (EVD) dynamics, in-
troduced by Legrand and colleagues (Legrand et al., 2007), con-
siders the transitions among susceptible, exposed, infectious, re-
covered and dead (but unburied) individuals. Variants of this core
model have been utilized to estimate the basic reproductive
number, 09 , of EVD from incidence and cumulative case data inr Ltd. This is an open access article
ciences, Georgia Institute of
. Taylor),the 2014-5 epidemic in West Africa (e.g., Althaus (2014), Gomes
et al. (2014), Fisman et al. (2014), WHO Ebola Response Team
(2014), Nishiura and Chowell (2014), Pandey et al. (2014), Lewnard
et al. (2014), Meltzer et al. (2014), Rivers et al. (2014)). In some
instances these estimates include 95% conﬁdence intervals (CIs).
For example, one of the ﬁrst mathematical epidemiology papers
published in response to the EVD epidemic in W. Africa estimated
the 09 to be: 1.51 (95% CI 1.50–1.52) in Guinea; 1.59 (1.57–1.60) in
Liberia; and 2.53 (2.41–2.67) in Sierra Leone (Althaus, 2014). The
conﬁdence limits appear over-conﬁdent, particularly for Guinea
and Liberia.
Subsequently, the World Health Organization (WHO) Ebola
Response Team analyzed a model with pre- and post-death
transmission and estimated 09 to be: 1.71 (1.44–2.01) for Guinea;under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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(WHO Ebola Response Team, 2014). Similarly, a follow-up model
for EVD in the Montserrado region of Liberia estimated 09 to be
2.49 (2.38–2.60) (Lewnard et al., 2014). Comparison of these case
studies shows that models can provide incompatible inferences
with non-overlapping CIs despite similar data. Obviously, differ-
ences will arise in model structure, data range and quality, and the
treatment of noise. Yet, are even these more recent studies over-
conﬁdent about the precision of 09 estimates for EVD?
King et al. (2015) posed a similar question and cautioned that
reported CIs of 09 for EVD are likely too narrow whenever they
neglect stochasticity in the disease transmission process. Such
over-conﬁdence is further heightened by ﬁtting deterministic
models to cumulative case curves (CCCs). A CCC is a monotonically
increasing function of time, representing the total number of in-
dividuals reported to have become infected during an outbreak.
Individual time points within CCCs are not independent, and so
“error” in ﬁtting deterministic models can appear artiﬁcially low.
Such low error in ﬁts – if not properly accounted for – can lead to a
misleading interpretation of overly narrow CIs for 09 . Instead
(King et al., 2015) recommend a stochastic-based ﬁtting procedure
to incidence case curves (ICCs), to account for observation noise
and process noise into estimates of 09 and its associated CIs.
Here, we propose a hybrid stochastic-deterministic approach to
address similar issues. Our method is based on determining the
compatibility of observed case data with ensembles of stochastic
trajectories. Compatibility is assessed using the summary statistic
of characteristic time, deﬁned as the inverse exponential growth
rate of cumulative cases. The key differentiating theoretical feature
of our approach from that proposed by (King et al., 2015), is that
we address uncertainty in generation-interval distributions and its
effect on 09 . The intrinsic generation-interval distribution, g(a), is
the distribution of times, a, for a subsequent infection following
the original infection of an individual (Wallinga and Lipsitch,
2007; Champredon and Dushoff, 2015). In the case of EVD, there
was – and is – uncertainty with respect to transmission event
times, including that of post-death transmission (Weitz and
Dushoff, 2015; Nielsen et al., 2015).
We apply our hybrid approach retrospectively to estimate the
CIs for 09 for EVD in the summer of 2014, coincident with the
release of the ﬁrst projections for the potential size of the out-
break. We conclude that many early estimates of the CIs for 09 for
EVD were over-conﬁdent. The over-conﬁdence arose, at least in
part, because estimates did not account for the effects of process
noise and for uncertainty in disease generation times. More gen-
erally, we explain how models of disease transmission can be
adapted to our approach – by using a principled ﬁltering method
to identify ensembles of simulated stochastic trajectories “com-
patible” with a single, measured epidemic outbreak. Overall, we
propose a ﬂexible framework that is easily adaptable to the spe-
ciﬁc dynamics of a particular emerging epidemic while remaining
simple to computationally implement.2. Methods
2.1. Measuring compatible epidemic trajectories given stochasticity
Dynamic models provide a means to estimate the overall in-
tensity of an outbreak from measurements of infectious case data.
The intensity is usually quantiﬁed in terms of the basic re-
production number, 09 , the total number of secondary cases
caused by a single infectious individual in an otherwise naive
population. An alternative metric of intensity is the exponential
growth rate of disease incidence, r0, in the population. A related
metric is the characteristic time, τc, deﬁned as the reciprocal of theexponential growth rate. The two metrics of disease outbreak in-
tensity, 09 and r0, are related but not equivalent; they are linked by
the generation-interval distribution, g(a). Consider two examples
of SIR models. When the infectious period is exponentially dis-
tributed then ( ) = −g a e
T
a T1 / where the average infectious period is
T. In contrast, if individuals are infectious only at time T then
δ( ) = ( − )g a a T , where δ ( )x is the delta function. In both cases, if
the generation-interval distribution is known, an estimate of r0
implies a unique corresponding estimate of 09 , e.g., = + r T10 09
and = er T0 09 , for exponentially distributed and delta distributed
generation intervals, respectively (Wallinga and Lipsitch, 2007).
Conversely, when the generation-interval distribution is uncertain,
then a range of values of 09 may be compatible with a given rate of
increase in disease incidence – in particular, an increase in the
estimated mean generation-interval T would lead to an increase in
estimated 09 . This identiﬁability problem linking the measured
value of r0 and the estimated value of 09 hampers efforts to es-
timate the potential scope of the disease outbreak over the long-
term (Weitz and Dushoff, 2015; Eisenberg et al., 2015).
Uncertainty in generation intervals is one of many challenges in
estimation of 09 . Other important sources of uncertainty include
the intrinsic stochasticity of the epidemic, the case-reporting
process and uncertainty in the structural mode of disease trans-
mission. Ignoring or under-estimating uncertainty can lead to
over-conﬁdent estimates of 09 . The premise of our approach is
that a measured time series of infectious case data represents a
single trajectory from an ensemble of stochastic trajectories given
a set of underlying and unknown parameters. The observed tra-
jectory of disease incidence need not grow exponentially at the-
oretically expected values. Rather there are many trajectories that
could appear statistically indistinguishable from the observed
epidemic outbreak. We term these trajectories: “Compatible Epi-
demic Trajectories given Stochasticity” or COMETS. The expected
variation in the growth rates of COMETS is quantiﬁable and can be
used to bound the conﬁdence of an 09 estimate from a single
stochastic trajectory.
The hybrid stochastic-deterministic approach to estimate the
CIs of 09 from synthetic data relies on an inverse problem ap-
proach to regression-based ﬁts. The approach involves the fol-
lowing steps:
 A range of deterministic models is considered that vary in dis-
ease-associated parameters, including 09 , but that retain the
same model structure.
 For each model and ﬁxed parameter set within the range, we
simulate an ensemble of stochastic trajectories and utilize a
metric to compare the simulated trajectories to the case data.
The metric is the regression-based estimate of the characteristic
time, τ^c, given either a CCC or an Incidence Case Curve (ICC).
 A value of 09 is deﬁned to be compatible with a data set if the
characteristic time inferred from the data, τ^c, lies in the middle
portion of the distribution of characteristic times, τ˜c, inferred
from the ensemble of simulations associated with that value of
09 . Throughout this paper, we focus on the middle 95% of the
distribution, and use the symbols ^ and ˜ to denote estimates
from empirical data and simulations, respectively.
 We estimate CIs associated with 09 by identifying the range of
deterministic models that can yield dynamics compatible with
the case data, i.e., by identifying COMETS.
This series of steps can be adopted in an epidemic context.
Moreover, the well-known problems with inferring CIs for 09
based on the quality of model ﬁts to a single CCC do not arise via
the COMETS approach. In the next section we illustrate why the
method is relevant to EVD by highlighting the extent to which
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chastic epidemic trajectories in a SEIRD framework.
2.2. Stochastic trajectories of epidemic outbreaks have substantial
variation in epidemic growth rates
Stochastic variation in the timing of discrete transmission
events can generate variation in estimates of the realized char-
acteristic time of an epidemic, τc. The amount of variation depends
on the particular disease model, disease parameters, and the time-
scale over which τc is estimated. As an example inspired by EVD,
we consider disease dynamics based on a SEIRD model:
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We assume that the average latent period is TE¼11 days, the
average infectious period is TI¼6 days, there is a f¼ .7 chance of an
infected individual ultimately dying and there is an average time
of TD¼4 days before burial. We use = + + +N S E I R, following
prior SEIRD models (Weitz and Dushoff, 2015). The total popula-
tion is initially set at =N 100 6. We set the disease transmission
rates to be β = 0.19D and β = 0.27I , meaning that a fraction
ρ = =( ) 0.25D
dead0
0
9
9 of transmission is attributable to post-death
transmission (see A.1). In a deterministic framework, epidemics
that obey such a model given those parameters should increase
with a characteristic time of τ = 21 daysc (Wallinga and Lipsitch,
2007; Weitz and Dushoff, 2015) (see A.1). Note, that our choice of
models here and throughout the paper inherently affects the es-
timates of the conﬁdence intervals. Thus we caution that identi-
fying an appropriate underlying model structure is a key but se-
parate issue to the analysis process.
We simulate an ensemble of 104 stochastic realizations of the
individual-based version of this SEIRD model beginning with a
single infectious individual (see A.3). We consider only realizations
that produce at least 50 total cases (approximately 58% of all
realizations, see A.2). This threshold acts as a trigger, from which
point we track the time series of incidence, accumulating cases at
exact daily intervals. We do not account for reporting error in this
example. We estimate the characteristic time by ﬁtting an in-
cidence curve (CCC or ICC) from the trigger time t0 until
τ= +t t 2f c0 . For example, in the case of theoretical τ = 21c then the
ﬁtting period is 42 days in duration. The measured characteristic
time, τ˜c, for a given trajectory is the reciprocal of the slope of the
best-ﬁt line to log-transformed censused time series assuming
errors are Poisson distributed. Phenomenologically these errors
are attributed to observation noise. Thus our presented model only
implicitly includes observation noise. That is we do not introduce
external noise to our data representing errors in reporting. Note
that the results depend on the choices for t0 and tf. Hence, themodeler should choose t0 such that the error in the ﬁtting line to
the case data is satisfactorally small. Meanwhile for an emerging
epidemic, tf should be dictated by the total time elapsed from the
onset.
The left panel of Fig. 1 shows ﬁve examples of stochastic epi-
demic trajectories. The time from the index case until the point at
which the epidemic “takes off” (i.e., reaches a threshold number of
cases), is highly variable. The upper right panel of Fig. 1 shows
that, even after take-off, there is substantial variation in growth
rate between different epidemic realizations. The trajectories have
been time shifted so that t¼0 is now deﬁned as the day where the
trigger population is reached or surpassed. There is approximately
40% variation above and below the number of infectious cases at
t¼42 days. The bottom right panel of Fig. 1 shows the variation in
characteristic times estimated from realized data, within an en-
semble of epidemic trajectories. The median characteristic time is
20.73 days with a CI of [ ]17.0, 30.1 days. In the appendix, we
perform a sensitivity analysis of our method by considering dif-
ferent trigger thresholds. There, the distribution of the character-
istic time widens as the cumulative trigger population decreases
(see Fig. A.1). This exploratory analysis reveals substantial varia-
bility in the growth rate of epidemic trajectories. Quantifying the
uncertainty in the characteristic time of epidemic outbreaks in an
ensemble is the basis for estimating the CI for 09 .
2.3. The expected uncertainty in 09 for an EVD-like outbreak as
estimated from a single stochastic trajectory
Here, we estimate the uncertainty in 09 for an EVD-like out-
break with SEIRD dynamics. As in the previous section, the fraction
of post-death transmission is assumed to be ρ = 0.25D . We relax
this assumption in the next section. Throughout our analysis of
EVD-like outbreaks, we utilize prior estimates and assume TE¼11
(WHO Ebola Response Team, 2014), TI¼6 (Meltzer et al., 2014;
WHO Ebola Response Team, 2014), and TD¼4 (Nielsen et al., 2015)
days and f¼0.7 (WHO Ebola Response Team, 2014). Here, we
predetermine expected characteristic times, τc, which in turn de-
termine βI and βD based on our other parameter values (see
analytic relationships in A.1). For each parameter set, we simulate
104 stochastic trajectories with the same censusing conditions as
in the previous section, conditioned on the fact that the epidemic
continues throughout the sampling period. Each stochastic tra-
jectory is ﬁt with an exponential curve assuming Poisson dis-
tributed errors, giving a measured τ˜c. As before, associated with
each model with an underlying τc is a distribution of τ˜c. Variation
in the measured τ˜c given a range of theoretically expected values of
τc is shown in the left panel of Fig. 2. This ﬁgure is the basis for
identifying COMETS and, in turn, for estimating the CIs for 09 at
the onset of the epidemic.
The conventional way to interpret Fig. 2 is as a “forward pro-
blem” – as introduced in the previous section. In the forward
problem approach, Fig. 2 depicts variation in the measured char-
acteristic time of stochastic epidemic trajectories, τ˜c, given varia-
tion in the theoretically expected τc. The variation is summarized
as a probability distribution τ τ( ˜ | )p c c . The central 95% of the dis-
tribution of τ τ( ˜ | )p c c covers a range whose relative magnitude in-
creases with τc.
The alternative way to interpret Fig. 2 is as an inverse problem.
In the inverse problem approach, a measurement of any given τ^c
from a single reference trajectory is compatible with a range of
theoretically expected τc values. For example, given measurement
of τ^ = 20 daysc , then the associated CI of compatible τc is obtained
by scanning horizontally (the red line) for intersections with the
forward problem distributions (the black lines). This intersection is
estimated by linear interpolation of the 2.5% and 97.5% CI for
τ τ( ˜ | )p c c across different values of τc. In this example, we estimate
Fig. 1. Stochastic realizations of a SEIRD epidemic include substantial variability in epidemic growth rate. (Left) Each panel denotes a randomly chosen trajectory for which the
cumulative case count exceeded 50 (gray period) followed by a 42 day measurement period (black period). The estimated τ˜c in the measurement period is denoted in the
upper left of each panel. (Top Right) Variation in cumulative case counts once a threshold is reached. The results are for 5817 epidemics where the measurement time
denotes the period after the ﬁrst day the trigger was crossed. The solid blue line denotes the median number of cases and the shaded region the central 95% of simulations.
(Bottom Right) Variation in the characteristic time estimated from simulation data, τ˜c . In all cases, simulations correspond to stochastic simulations of a SEIRD model in
which =N 106, β = 0.27I , β = 0.19D , TE¼11, TI¼6, TD¼4, f¼0.7 and ρ = 0.25D . The theoretically expected characteristic time is τ = 21 daysc . The median characteristic time is
τ˜ = 20.73 daysc . (For interpretation of the references to color in this ﬁgure legend, the reader is referred to the web version of this article.).
Fig. 2. Fundamental limits on inferring 09 from a single stochastic epidemic trajectory. Variation in the CIs of theoretical (left) τc and corresponding (right) 09 when using CCCs.
See text for details on methods and interpretation.
B.P. Taylor et al. / Journal of Theoretical Biology 408 (2016) 145–154148the CI of τc to be 15.9–26.3 days given a single measurement of
τ^ = 20 daysc .
The CIs for τc is directly translated to CIs for 09 by utilizing a
generating function approach (Wallinga and Lipsitch, 2007). This
method involves determining the moment generating function as-
sociated with the distribution of the age of secondary infections
resulting from a single infectious individual in an otherwise sus-
ceptible population. This distribution varies with τc and speciﬁes
the initial deterministic dynamics. Converting the τc CI to 09 CI isshown on the right panel of Fig. 2. For the mock case data with
τ^ = 20c we obtain = 2.1009 with a CI of −1.80 2.45. In summary,
these uncertainty ranges arise solely due to process noise and were
identiﬁed by quantifying COMETS in the SEIRD model framework.
2.4. Conﬁdence intervals for 09 for the EVD outbreak in W. Africa
We now apply the hybrid stochastic-deterministic approach to
estimate the conﬁdence limits in 09 for early outbreak dynamics
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differs from that of the previous section in one key way. Above, we
varied the theoretical characteristic time, τc, with varying rates of
transmission so as to ensure ρ = .25D . Here, we vary rates of
transmission as well as the proportion of post-death transmission,
ρD. Due to identiﬁability issues, theoretical values of τc can cor-
respond to different 09 depending on the underlying parameters
of the model (Weitz and Dushoff, 2015; Eisenberg et al., 2015).
Hence, we construct ensembles of trajectories for models that
systematically vary in expected values of 09 . These ensembles of
trajectories result from stochastically simulating from an ensemble
of models varying in parameters. We construct the ensemble of
models by repeatedly sampling from a uniform distribution of ρD
between −0.1 0.4 (see A.4). Each trajectory in the ensemble comes
from a model with different underlying rates of transmission as
determined by the previous sample of ρD while maintaining the
same predicted 09 . Thus, we incorporate uncertainty in the frac-
tion of infections transmitted by the deceased. In this way, we also
account for uncertainty in the distribution of times to secondary
transmissions in addition to uncertainty from process noise.Fig. 3. Estimated 09 CIs determined by the intersection of the measured case data τ^c with
Characteristic times estimated from case data are given by the height of the red line on
boundary of the CIs projected onto the x-axis. The blue line refers to the median of the di
quantitative results for the CIs. (Middle Column) Cumulative case data with projections b
The gray area delineates the middle 95% of the projection. The green diamonds are the
Leone. (Right Column) Incident case data with projections based on 09 CIs. The blue line
middle 95% of the projection. The green diamonds are the reported incident case data. (T
data point as an initial condition. (For interpretation of the references to color in this ﬁAdditionally, the total population for each country is set to match
census data ( = ×N 4.3 100 6 for Liberia, = ×N 6.1 100 6 for Sierra
Leone, and = ×N 11.8 100 6 for Guinea).
Case data was obtained from the WHO (2014). We use cumu-
lative counts and consider dynamics in each country given a start
date at which at least 50 cumulative infections have occurred and
a ﬁnal date of September 7, 2014. We choose this time period to
reﬂect the onset of the epidemic across all three countries. The
measured characteristic time, τ^c is obtained by ﬁtting an ex-
ponential assuming Poisson distributed errors to the CCC for each
country after the trigger population is reached. The lowest value of
cumulative case counts above 50 for each country is also con-
sidered the trigger population for the stochastic simulations. We
consider a SEIRD model with a gamma distributed exposed period
with n¼2 classes in accordance with previous analysis (WHO
Ebola Response Team, 2014). The ensemble of simulated stochastic
trajectories are conditioned on the epidemic remaining through-
out the census period, as was the case with the EVD case data. The
ﬁts to the stochastic trajectories are subject to the same conditions
as the case data.the measured τ˜c CIs across a range of theoretical 09 for each country. (Left column)
the y-axis and the intervals are determined by the intersection of the red line with
stributions. (Top) Guinea, (Middle) Liberia, (Bottom) Sierra Leone. Table 1 shows the
ased on 09 CIs. The blue line corresponds to the estimate based ﬁtting the case data.
reported cumulative case data. (Top) Guinea (Middle) Liberia and (Bottom) Sierra
corresponds to the estimate based ﬁtting the case data. The gray area delineates the
op) Guinea (Middle) Liberia and (Bottom) Sierra Leone. All projections use the ﬁnal
gure legend, the reader is referred to the web version of this article.).
Table 1
Conﬁdence intervals of the SEIRD model given EVD case data in Liberia, Sierra Leone,
and Guinea. The 09 values are obtained from ﬁtting a Poisson regression to the case
data. The CIs are calculated based on Poisson ﬁts to an ensembles of 104 stochastic
trajectories. The results are unchanged if we use ×5 104 instead.
Country 09 09 CI
Liberia 2.06 −1.93 2.27
Sierra Leone 1.71 −1.40 1.82
Guinea 1.24 −1.04 1.42
B.P. Taylor et al. / Journal of Theoretical Biology 408 (2016) 145–154150Resulting CIs of the characteristic time for Liberia, Sierra Leone,
and Guinea are shown in the left column of Fig. 3. The char-
acteristic time measured from the case data speciﬁes the location
of the red line along the y-axis. For each value of theoretical 09 we
obtain a distribution of measured τ˜c from 104 simulated stochastic
trajectories. The conﬁdence intervals for the reproductive number
are determined by where the red line intersects the lower and
upper limits of central 95% characteristic time distribution for each
theoretical 09 . Country-speciﬁc estimates of 09 and associated CIs
are shown in Table 1. Again, these CIs represent the combined
uncertainty of estimating 09 from a single stochastic trajectory
given uncertainty in the distribution of times to secondary infec-
tion. Hence, they represent a lower bound of uncertainty in 09
given additional uncertainty arising from observation noise. These
CIs are larger than many early estimates, e.g., (Althaus, 2014).
In the middle (right) column of Fig. 3 we project forward the
uncertainty in the cumulative (incident) case counts based on our
CIs. We project forward by 8 weeks to show the range of expected
case counts over time assuming no further control measures are
implemented. The case data lies within the projection for Guinea
and Sierra Leone, but are substantially lower for Liberia, likely
because transmission parameters had already changed sub-
stantially, due to any combination of behavior changes, control
measures, or structural differences in the epidemic process (Cho-
well et al., 2014). Overall, we expect large uncertainty in projected
case counts during the exponential phase of the epidemic, due to
process noise and the generation-interval uncertainty alone.
The models used to obtain the trajectories varied in uniformly
in ρD between [.1, 0.4].3. Discussion
A stochastic implementation of an epidemic leads to signiﬁcant
variation in the realized time series of infectious individuals, due
to “process noise” (Keeling and Rohani, 2007) – the stochastic se-
quence of discrete events in which individuals become infected,
infect others, and eventually recover or die. The difference be-
tween trajectories predicted in deterministic vs. stochastic models
has been observed and studied for decades in other disease con-
texts (Gibson and Renshaw, 1998; Ionides et al., 2006; Cauchemez
and Ferguson, 2008; Ma et al., 2014). Here, we explored the
practical consequences of such differences when trying to infer
epidemiological parameters, including 09 , at the early stages of an
epidemic, and showed that stochastic variation constrains the
extent to which conﬁdence limits in 09 can be narrowed.
In practice, time series that are used for ﬁtting dynamical epi-
demiological models are drawn from the early stages of an epi-
demic. At such early stages, a single trajectory may be well ﬁt by a
single exponential rate from which 09 can be estimated. Yet, the
trajectories within an ensemble generated given the same under-
lying parameters will be ﬁt by a distribution of exponential rates.
Hence, the 95% CIs for an estimate of 09 when using a determi-
nistic model are signiﬁcantly broadened due to process noise.This general limitation of ﬁtting deterministic models applies
to the study of EVD. Multiple groups have proposed model var-
iants of EVD dynamics, ﬁt deterministic models to case data, and
then used such ﬁts to estimate 09 , including associated CIs (e.g.,
Althaus (2014), Lewnard et al. (2014), Pandey et al. (2014), WHO
Ebola Response Team (2014)). The time range we used for ﬁtting
includes the period from onset as deﬁned by the time with greater
than 50 cumulative infections to early September 2014. This range
spans from the onset of the epidemic to reported cumulative case
counts of nearly 700 in Guinea and over 1500 in both Sierra Leone
and Liberia. Using a stochastic implementation of a SEIRD model,
we inferred 09 to be 1.24 for Guinea (1.04-1.42 95% CI), 2.06 for
Liberia (1.93-2.27 95% CI), and 1.71 for Sierra Leone (1.40-1.82 95%
CI). The estimates and ranges reﬂect three assumptions: (i) the
model structure; (ii) the prior assumptions about the exposed and
infectious periods, time to bury and probability of death; (iii) the
availability and quality of epidemic case data. In particular, the
second assumption involves varying the distribution of time to
secondary infection. Overall, the robustness of CI results hinge
upon informed decisions by the modeler that are limited by pro-
vided data. For example, we chose to use two exposed classes in
order to match the reported shape parameters of the gamma
distribution ﬁt to the incubation period (WHO Ebola Response
Team, 2014). In contrast, the shape parameters were not reported
for the period of onset-to-death. Increased precision in such dis-
tributions would help minimize model misspeciﬁcation errors. As
we do not directly consider these errors, our CIs denote limits to
inference in this class of model imposed by the nature of the data
available: a single stochastic epidemic outbreak. The original es-
timates of CIs from (Althaus, 2014) are evidently too narrow, yet
even later estimates should be revisited using the hybrid approach
proposed here.
The present method is complementary to alternative, proﬁle-
likelihood based approaches (King et al., 2015). We obtain dis-
tributions for 09 by ﬁtting to ensembles obtained by stochastically
simulating a range of deterministic models. We marginalized our
ensembles so that the trajectories in the ensembles were obtained
from underlying models with the same theoretical τc. Previous
work used particle ﬁltering techniques to obtain a distribution
based on ﬁtting to the data (King et al., 2015). This approach es-
timates uncertainty due to ﬁtting deterministic models to a single,
stochastic trajectory. In our case, we ﬁnd that differences between
ﬁtting to cumulative or incident data are negligible, so long as the
quality of individual ﬁts within an ensemble is not used as the
primary source of information on the CIs (see A.5). Whether par-
ticle ﬁltering approaches are optimal in cases of high process noise
is an open question. Particle ﬁltering was not incorporated in the
initial model analysis of the EVD outbreak (Meltzer et al., 2014).
Our goal is to provide an alternative ﬂexible and computationally
simple framework to estimate conﬁdence intervals for an emer-
ging epidemic. We note that our methodology of estimating CO-
METS is similar to the method of “plausible parameter sets” ad-
vocated for use in estimating disease-associated parameters dur-
ing outbreaks (Drake et al., 2015).
One desirable feature of our methodology is that we can esti-
mate CIs given uncertainty in the generation interval. Generation
intervals can be interpreted as an intrinsic property of an epidemic
(Champredon and Dushoff, 2015). Prior work used an in silico
approach estimated 09 given perfect information with the gen-
eration interval (Kenah, 2011). However, empirical estimates of the
intrinsic generation interval by contact-tracing measurements can
lead to biased results (Champredon and Dushoff, 2015) and added
noise due to discrete sampling times (Nishiura, 2010). In practice
at the onset of an epidemic, there will be uncertainty in the ob-
served generation interval which must be accounted for in esti-
mates of the CIs of 09 .
Table A.2
Discrete stochastic reactions that transition the state of an individual.
Process Reaction Rate
Pre-death infection + → +S I E I β=r SI
I
N1
Post-death infection + → +S D E D β=r DD
S
N2
Onset of infectiousness →E I =r E T/ E3
End of infectiousness (survival) →I R = ( − )r f I T1 / I4
End of infectiousness (death) →I D =r fI T/ I5
Burial →D B =r D T/ D6
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this method does not dictate the underlying model structure. Thus
the relevance of the results relies on how accurately the actual
dynamics of the epidemic are captured by the chosen underlying
model. Of course, this is an issue whenever modeling actual epi-
demics and should be addressed prior to implementing our meth-
od. The identiﬁability problem (Gutenkunst et al., 2007; Weitz and
Dushoff, 2015; Eisenberg et al., 2015) applies here (see A.6) , so that
the strength of ﬁt does not necessarily exclude a range of compa-
tible mechanisms. Here, we use the characteristic time of the ex-
ponentially growing epidemic as our single summary statistic of the
data. This is particularly relevant at the emergence of an epidemic
when most modeling approaches assume exponential growth.
When more detailed data are available, more than one summary
statistic may be appropriate, e.g., the change in exponential growth
rate or spatial patterns of spread (Chowell and Nishiura, 2015).
Implementing the current, hybrid approach should be straightfor-
ward to adapt to both well-mixed and spatially-explicit models of
disease transmission. For example, a recent analysis of spatial data
suggested that apparent exponential dynamics is a result of ag-
gregation of local epidemics (Chowell and Nishiura, 2014). Similarly,
community structure played a major role shaping the spread of EVD
(Faye et al., 2015). We expect that high-performance implementa-
tions of stochastic models will be required for spatially-explicit
projections of outbreak sizes and associated CIs for 09 at the early
stages of an epidemic (Merler et al., 2015). The importance of
household transmission and spatial dynamics for EVD 2014–2015
does not detract from our analysis using ODE models. The initial
models of EVD outbreaks included homogeneous mixing and yet
still could have included the effects of process noise on 09 esti-
mates, as described here.
In summary, we should have expected to have less conﬁdence
in estimates of CIs of 09 at the outset of a EVD epidemic given
process noise. We hope that the current method, similar in intent to
that of (King et al., 2015), provides an accessible route for estimating
realistic CIs for 09 in epidemics. In practice, the 95% conﬁdence
intervals in 09 estimated from stochastic model ﬁts will be broader
than that estimated from deterministic model ﬁts to cumulative
case data. Estimates of CIs using the current hybrid approach re-
present a lower bound of uncertainty due to stochastic sources of
noise. As an epidemic continues and the number of infected in-
dividuals increases, observation noise contributes a relatively larger
proportion of uncertainty as compared to process noise (Ma et al.,
2014). All possible sources of noise should be considered by public
health ofﬁcials in order to provide accurate limits to the certainty of
projected intervention strategies based purely on “optimal” ﬁts
(Meltzer et al., 2014). We encourage the academic, governmental,
and non-governmental public health communities to consider in-
corporating unavoidable uncertainty into their decision making
pipelines when responding to emergent disease outbreaks.
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Appendix A. Appendix
A.1. Generating function approach to link characteristic times and
transmission rates
The generalized SEIRD model includes ne number of exposed
classes each of duration T n/e e. Given a value of τ= −r c0 1 and ρD, thenthe generating function approach of Wallinga and Lipsitch (Wall-
inga and Lipsitch, 2007; Weitz and Dushoff, 2015) can be used to
derive the following relationships:
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A.2. Stochastic extinction of epidemics
The probability of extinction before reaching the trigger size is
estimated by a branching process (Bartlett, 1956). The probability
of extinction before n infections in an epidemic spread modeled by
branching process satisﬁes:
   ∑= ( − ) +
=
+1
k
n
k k
ext inf
0
inf ext
1
where ext is the probability of extinction and inf is the probability
of an infection occurring before an individual loses infectiousness.
In our SEIRD framework, we have:

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inf
where the left term is the probability of infecting before death or
recovery and the right term is the probability of infection from a
deceased individual that did not transmit while infected. We nu-
merically solve the relationship when the number of infections
matches the trigger size, n¼50, yielding  ≈ 0.40ext and equivalent
60% probability of persistence. This prediction is in close agree-
ment with our observations of 58% persistence within stochastic
simulations.
A.3. Stochastic simulations of epidemic outbreaks
Stochastic realizations of the SEIRD model are simulated using
the Gillespie framework (Gillespie, 1977), given the “reaction”
events in Table A.2 : processes transition individuals who are
susceptible (S), exposed (E), infected (I), deceased (D), recovered
(R), and buried (B). We set = + + +N S E I R. Epidemics are in-
itiated with one infectious individual in an otherwise susceptible
population. The initial state is, in the respective ordering,
= ( − )Ny 1, 0, 1, 0, 0, 00 at t¼0. The sum of all populations is
ﬁxed. The total rate of outbreak-associated events is = ∑ =r rtot i i1
6 .
The time until next event is determined randomly such that
δ ∼ χ−t
r
log
tot
where χ is a uniformly distributed number between
Fig. A.2. Variation in regression-based ﬁts of the characteristic time of case counts
between estimates using cumulative or incidence case count data. The theoretical
characteristic time of the underlying model is τ = 20c as shown by the black dashed
vertical line. The ICC distribution has a median of 20.3 days with 95% CIs of 16.6–
28.5. The CCC distribution has a median of 19.9 days with 95% CIs of 17.0–30.1.
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ponential distribution with rate rtot. Then, the probability of each
event is r r/i tot . After selecting an event and updating the discrete
number of individuals, the reaction rates are recalculated and the
process continues. The same framework can be extended to in-
clude multiple n subclasses within the exposed class, to capture
the peaked nature of the exposed period (centered around 11 days
for EVD). Trajectories are complete when the epidemic dies out
because there are no more infectious individuals. In the present
context, we are interested in those trajectories that do not die out
before the end of the simulation time.
A.4. Approach with uncertainty in ρD
The fraction of infections of EVD in west Africa due to trans-
missions from the deceased has been estimated to be between
0.1 and 0.3 (WHO Ebola Response Team, 2014). However an esti-
mate from a prior EVD outbreak in Congo is even higher (Legrand
et al., 2007). To address this treat ρD as uncertain with a uniform
prior distribution between 0.1 and 0.4. We are interested in
models that have the same value of 09 , as derived in A.1. We
construct ensembles of trajectories varying in underlying para-
meters but sharing a ﬁxed theoretical value of 09 . The underlying
parameters for a trajectory result from ﬁrst sampling ρD from the
prior distribution. Each value of 09 and sample of ρD determines
the growth rate τ= −r c0 1 which in turn determines the infection
parameters, βI and βD.
Each ensemble contains 104 trajectories. The resulting dis-
tribution of measured characteristic times τ^c can be interpreted as
a marginal distribution across ρD. Evenwith a ﬁxed 09 , as ρD varies
the secondary infection distribution changes. Hence, the marginal
distribution across ρD can also be interpreted as a marginal dis-
tribution across generation intervals that all correspond to the
same reproductive number of the disease in the population (Fig.
A.1).
A.2. Comparing results from CCC and ICC data
There are a number of potential pitfalls of using CCCs rather
than ICCs. Yet, King and colleagues in their critique of CCCs noted
that the summary statistics of the epidemic growth for SEIRFig. A.1. The distribution of the characteristic time, τc increases with decreasing trigger
population. Ensembles of SEIRD stochastic dynamics are simulated with parameters
as in Fig. 2. The ensemble includes 104 trajectories with an epidemic that persists
for 300 days. In each case, estimates of τc are based on ﬁts to the CCC for 42 days
after the trigger population is reached.models were functionally equivalent when ﬁtted to an ensemble of
CCCs and ICCs given the same underlying disease parameters (King
et al., 2015). The difference, as they pointed out, was how to in-
terpret the quality of the ﬁts in inferring CIs. Similarly, here we ﬁnd
that the resulting distributions, τ τ( ˜ | )p c c , measured using either the
CCC or ICC are similar but not equivalent (Fig. A.2). Differences in
the resulting CIs are minor, but the median of the ICC distribution
is skewed larger than the theoretical value. These differences scale
up to the overall analysis, but with minor effect on the τc and 09
CIs. The resulting τc CIs from our synthetic data are 17.0–30.1 given
ﬁts to cumulative data and 16.6–28.5 given ﬁts to incident data.
The resulting CIs are approximately the same size. This contrasts
with prior results from proﬁle likelihoods in which the CIs as in-
ferred from CCCs are contained within the CIs as inferred from
ICCs (King et al., 2015).
We emphasize that our method does not utilize the quality of
any individual ﬁt to generate the CIs for 09 , for precisely the
reasons cautioned by King et al. (2015). Estimating the character-
istic time, τ^c or τ˜c, from linear regression is uncertain due to the
ﬁtting procedure itself. Associated with each estimate of τc are
conﬁdence intervals. We compare the distributions of errors due
to ﬁtting associated with the CCCs and ICCs of our simulated data
in Fig. A.3. The errors associated with ICCs are larger than those
associated with CCCs. It remains an open question as to whether/
when CCCs rather than ICCs are preferable when leveraging re-
gression ﬁtting to estimate τc given process noise alone, rather
than observation noise.
A.3. Identiﬁability problem persists when inferring relative fraction
of post-death transmission from stochastic trajectories
The measured growth rate of an epidemic, τ^ = ^−r c0
1 can be used
to infer the basic reproductive number, 09 . Using a generating
function approach, it can be shown that = ( − )M r1/0 09 where
∫( ) = ( )∞M z e g a adza
0
(Wallinga and Lipsitch, 2007) where g(a) is
the distribution of times, a, for a subsequent infection following
the original infection of an individual. A range of values of 09 may
be compatible with a single estimate of r^0 (Weitz and Dushoff,
2015). This uncertainty is a consequence of an identiﬁability pro-
blem given uncertainty in the relative fraction of transmission
Fig. A.3. Distributions of standard error of estimated growth rates, τ˜ = ˜−r c0 1 for CCCs
and ICCs arising from linearly ﬁtting simulated data assuming deviations are Poisson
distributed. The underlying deterministic model for simulated data has a theoretical
characteristic time of τ = 20 daysc .
Fig. A.4. Identiﬁability problem persists when ﬁtting SEIRD models to stochastic data.
The three scenarios correspond to cases where the characteristic time, =r1/ 140 , 21
and 28 days. The realized epidemic growth rates of stochastic trajectories are
measured given variation in ρD from 0 to 1 in increments of 0.1. Circles denote the
median characteristic time while triangles denote the 95% conﬁdence intervals
from an ensemble of 103 simulations per condition.
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we ask: what is the variation in the growth rate, r0, and char-
acteristic time, r1/ 0, compatible with varying fraction of post-death
transmission, ρ< <0 1D . Fig. A.4 shows the measured variation in
the characteristic time, 〈 ^ 〉r1/ 0 , for 5000 ensembles for three dif-
ferent expected growth rates =r 1/140 , 1/21 and 1/28 days1. In
each case, we varied ρD from 0 to 1 in increments of 0.2. As in the
prior section, we ﬁnd that the characteristic time of an epidemic
can vary substantially for a ﬁxed value of r0. Here, we also expect
that a range of mechanistic models can all yield the same expected
characteristic time. As is evident, the identiﬁability problem
highlighted in prior analyses of deterministic models (Weitz and
Dushoff, 2015; Eisenberg et al., 2015) also applies in the case of
stochastic models. For SEIRD models, the expected value of the
basic reproductive number increases with ρD. Therefore, efforts to
constrain estimates of 09 from EVD case data will be subject to
inherent variability due, in part, to uncertainty in mechanism, e.g.,the relative fraction of post-death transmission, and process, i.e.,
stochastic outbreak dynamics.References
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