Projections of future warming in the Intergovernmental Panel on Climate Change (IPCC) Third Assessment Report (TAR) are substantially larger than those in the Second Assessment Report (SAR). The reasons for these differences are documented and quantified. Differences are divided into differences in the emissions scenarios and differences in the science (gas cycle, forcing, and climate models). The main source of emissions-related differences in warming is aerosol forcing, primarily due to large differences in SO 2 emissions between the SAR and TAR scenarios. For any given emissions scenario, concentration projections based on SAR and TAR science are similar, except for methane at high emissions levels where TAR science leads to substantially lower concentrations. The new (TAR) science leads to slightly lower total forcing and slightly larger warming. At the low end of the warming range the effects of the new science and the new emissions scenarios are roughly equal. At the high end, TAR science has a smaller effect and the main reason for larger TAR warming is the use of a different high-end emissions scenario, primarily changes in SO 2 emissions.
Introduction
In the Second Assessment Report (SAR) of the Intergovernmental Panel on Climate Change (IPCC), projections of global-mean temperature change over 1990-2100 under the IS92 ''no climate policy'' emissions scenarios (Leggett et al. 1992 ) ranged from 0.9Њ to 3.5ЊC (Kattenberg et al. 1996) . This range spans uncertainties in the climate sensitivity (equilibrium CO 2 -doubling temperature change, ⌬T 2ϫ , of 1.5Њ-4.5ЊC) and in emissions (six scenarios) and uses central estimates for atmospheric composition change and radiative forcing. In the IPCC Third Assessment Report (TAR), the corresponding warming range spanning uncertainties in both sensitivity (⌬T 2ϫ ϭ 1.7Њ-4.2ЊC) and emissions [35 no climate policy SRES scenarios based on four ''storylines''; Nakićenović and Swart (2000) ] was 1.4Њ-5.8ЊC (Cubasch and Meehl 2001) . Why are the more recent projections so much larger?
The same climate model was used in both reports, the upwelling-diffusion, energy balance model (UD EBM) of Wigley and Raper (1992) and Raper et al. (1996) . However, the underlying emissions scenarios were quite different, and significant improvements were made in the way atmospheric composition changes were calculated from these emission scenarios and the way in which the climate model was applied. It is these factors that lead to the different warming projections. The purpose of this paper is to describe, explain, and quantify the effects of these two types of change, changes in emissions and changes in the science, and assess their relative importance.
Based on global-mean temperature response to 2100, the lowest and highest emissions scenarios are IS92c and IS92e for the SAR case, and B1-IMA and A1C-MI for the TAR case. [''B1-IMA'' here indicates a scenario from the B1 storyline developed using the IMAGE integrated assessment model (Alcamo et al. 1998) ]. A1C-MI is a coal-intensive member from the A1 storyline and was developed using the MiniCAM integrated assessment model (Edmonds et al. 1996) . Since our primary goal is to explain the SAR to TAR differences in the range of temperature changes, we concentrate on results for these four scenarios. Note that A1C-MI is not one of the six ''illustrative'' scenarios selected by IPCC for more intensive analysis, although it comes from the same family as the A1FI scenario. Warming under the A1FI illustrative scenario is slightly less than for A1C-MI. (Kattenberg et al. 1996) . These are 2%-4% lower than values given elsewhere in the SAR (Prather et al. 1996, his (Kattenberg et al. 1996) . These are 3-4 ppb lower than values given elsewhere in the SAR (Prather et al. 1996, his ). The CH 4 forcing includes the effect of stratospheric water vapor changes from CH 4 oxidation, and halocarbon forcing includes the effect of associated stratospheric ozone changes. Projections using TAR science include the effects of climate feedbacks on the carbon cycle (see Table 1 We begin by considering the effects of differences in the emissions scenarios. We do this by comparing IS92c with B1-IMA and IS92e with A1C-MI using TAR science in both cases. Then, to assess the effects arising from SAR versus TAR science differences, we compare results for IS92c and IS92e based on SAR science with those based on TAR science. The SAR science results produced here are the same as those published in the SAR (Kattenberg et al. 1996) . The SRES/TAR cases are those published in the TAR (Cubasch and Meehl 2001) , except for a correction to tropospheric ozone abundances, explained below (see Table 4 .11 in Prather and Ehhalt 2001) . Finally, we summarize and discuss the results.
Emissions differences
To quantify the effects of emissions scenario differences between the SAR and the TAR, we use TAR science and compare concentration and forcing projections for the emissions scenarios with the lowest (IS92c versus B1-IMA) and highest (IS92e versus A1C-MI) warmings. At the low end, in terms of concentrations, B1-IMA has higher CO 2 and lower CH 4 concentrations than IS92c (Table 1 , rows 2 and 3 for 2050 and rows 5 and 6 for 2100). N 2 O concentrations are slightly lower in B1-IMA. At the high end, CO 2 concentrations for A1C-MI are remarkably similar to those in IS92e (Table  1 , rows 8 and 9 for 2050 and rows 11 and 12 for 2100). Note that, although A1C-MI has the highest 2100 total forcing in the SRES set (Table 2) , it does not have the highest CO 2 concentrations. For CH 4 , concentrations in the two high-end scenarios are very similar up to around 2050, after which A1C-MI concentrations become progressively less than IS92e (Table 1) .
The biggest forcing differences between the two low scenarios are for CO 2 (A1C-MI higher than IS92e), followed by sulfate aerosol forcing (cf. rows 2 and 3, and rows 5 and 6 in Table 2 ). For the two high scenarios the biggest differences are for sulfate aerosol forcing (row 8 versus 9 and 11 versus 12 in Table 2 ).
The large aerosol forcing differences arise because the SRES scenarios account for likely policy responses to sulfur pollution (i.e., to the adverse effects of such pollution on human health, food production, and ecosystems). This leads to substantially lower SO 2 emissions than for the IS92 scenarios. Essentially, increasing affluence leads to greater awareness of these problems CO 2 used ⌬Q ϭ ␣ ln (C/C 0 ) with ␣ ϭ 6.3. CH 4 , N 2 O, and other gases as in SAR (Shine et al. 1990 ).
Wigley (1993) and an increased ability to respond to them through the use of cleaner fuels and emissions control measures. Thus, in the SRES scenarios, the recent tightening of sulfur-control policies in Organization for Economic Cooperation and Development (OECD) countries is accounted for and it is assumed that sulfur emissions will also be increasingly controlled outside the OECD. Further details are given in Nakićenović and Swart (2000, 43, 44, and 149-153) and the issues are reviewed in Grubler (1998) and Smith et al. (2001) . Lower sulfur emissions means less negative sulfate aerosol forcing (i.e., an increase in total forcing). Specifically, in 2100, B1-IMA aerosol forcing is 0.4 W m Ϫ2 greater than IS92c and A1C-MI aerosol forcing is 2.2 W m Ϫ2 greater than IS92e (Table 2) .
There are also noticeable forcing differences for tropospheric ozone forcing in the high scenarios (A1C-MI higher than IS92e). By 2100, however, this difference is largely offset by differences in methane forcing (Table  2 , rows 11 and 12).
In terms of total radiative forcing over 1990-2100, if TAR gas cycle and forcing science is used in both cases to isolate the effect of emissions differences, the net effect of these differences is that B1-IMA forcing exceeds IS92c by around 0.5 W m Ϫ2 while A1C-MI exceeds IS92e by more than 2 W m Ϫ2 (Table 2) . Changes in aerosol forcing are the main reason for these differences in total forcing.
Science differences: Concentrations and forcing
In this section, we consider IS92c and IS92e and compare their concentration and radiative forcing projections using SAR science with those obtained using TAR science. The relevant differences in SAR and TAR science are summarized in Table 3 . Table 4 summarizes SAR versus TAR climate model differences, which will be considered in the next section.
From Table 3 it is clear that TAR gas cycle science is more sophisticated than that used in the SAR. However, the effects on concentration projections for any given emissions scenario are relatively small (see Table  1 , and cf. the SAR and TAR results for IS92c and IS92e). The largest relative differences in concentration are for methane projections under IS92e where the newer (TAR) gas cycle model, which incorporates the effects of reactive gas emissions on methane lifetime (Prather and Ehhalt 2001; Wigley et al. 2002) , leads to substantially lower concentrations. Table 2 summarizes the effects of SAR versus TAR gas cycle and forcing differences in terms of gas-bygas radiative forcing changes for IS92c and IS92e. By far the biggest SAR to TAR effect on forcing (for a given emissions scenario) is for CO 2 (cf. rows ''n'' and ''n ϩ 1'' for n ϭ 1, 4, 7, and 10 in Table 2 ). This is because, in the TAR, the scaling factor between forcing and CO 2 concentration change is 15%-17% less than that used in the SAR. However, as will be explained below, this reduction in CO 2 forcing actually leads to increased warming. The next most important change is for tropospheric ozone, where the use of TAR science leads to larger forcing, notably so for IS92e. Total aerosol forcing for any given emissions scenario is very similar in both the TAR and SAR cases. The overall effect of using TAR rather than SAR science for the VOLUME 15 See text Ϫ4% to Ϫ15%; see text ϩ3% to ϩ8%; see text * Ratio of sinking water temperature change to global-mean temperature change. **Factor to account for sea ice changes (see Raper et al. 2001 ). The 1.0 value indicates that this factor was not considered in the SAR.
FIG. 1. Radiative forcing for low and high estimates of global-mean warming given in the IPCC SAR and TAR. The emission scenarios leading to low and high warming projections are IS92c (labeled 92c) and IS92e (92e) for the SAR (thin and thick continuous lines), and A1C-MI (labeled A1C) and B1-IMA (labeled B1) for the TAR (curves with diamonds). The upper limit used in the TAR is shown here as A1C-OLD; A1C-TAR corrects an error in tropospheric ozone projections. Comparing the two 92c curves or the two 92e curves shows the effect of changes in the science. Comparing the continuous thick and diamond curves (92c-TAR and B1-TAR, or 92e-TAR and A1C-TAR) shows the effect of the different emission scenarios.
IS92c and IS92e scenarios is a slight reduction in total forcing, arising mainly through the reduction in CO 2 forcing.
These total forcing differences are illustrated in Fig.  1 . For the low scenarios, the effects of differences in science (cf. the two 92c curves at the bottom of the plot) are about one-third the magnitude of the effects of differences in emissions [cf. the bold (lower) 92c curve with the B1 curve]-the science and emissions influences are in opposite directions. For the high scenarios, science and emissions effects have the same relative importance as for the low scenarios, but their overall magnitude is much larger. Figure 1 also shows the effect of correcting a minor error in the TAR formula for tropospheric ozone abundance (Prather and Ehhalt 2001) . This was not discovered in time to be used in the TAR climate model calculations. It has a negligible effect at the low end (not shown), but results in slightly lower forcing at the high scenario end [cf. A1C-OLD (dashed curve, giving the forcing as used in the TAR climate calculations) with A1C-TAR (bold with diamonds, giving the corrected forcing used here)].
It should be noted that neither gas cycle nor forcing uncertainties were explicitly accounted for in the TAR temperature projections. The most important of these are uncertainties in modeling the carbon cycle (primarily in quantifying feedback effects), and uncertainties in aerosol forcing. For further information and an assessment of the effects of these uncertainties, see the probabilistic warming analysis of Wigley and Raper (2001) .
Climate model differences
The forcings in Fig. 1 are translated to global-mean temperature changes in Fig. 2 . The SAR low and high extremes are 92c-SAR and 92e-SAR, while the TAR extremes are B1-TAR and A1C-TAR. (A1C-OLD gives the published TAR upper limit, prior to correction of the tropospheric ozone abundance formula.) Both 92c-TAR and 92e-TAR give the transition results using SAR emissions extremes with TAR science.
Climate model parameter differences between the SAR and TAR are summarized in Table 4 . As indicated in the table, a number of parameter changes have only a negligible effect on the temperature projections. Only those with significant effects are considered below. Two factors lead to increased warming: the relationship between CO 2 concentration and forcing (this item is listed in Table 3 ); and changes in the way the assumed slow-
Low and high estimates of global-mean warming given in the IPCC SAR and TAR. The emissions scenarios leading to low and high warming projections are IS92c (labeled 92c) and IS92e (labeled 92e) for the SAR (thin and thick continuous lines), and A1C-MI (labeled A1C) and B1-IMA (labeled B1) for the TAR (curves with diamonds). The published TAR upper limit is shown here as A1C-OLD; A1C-TAR corrects an error in tropospheric ozone projections. Comparing the two 92c curves or the two 92e curves shows the effect of changes in the science. Comparing the continuous thick and diamond curves (92c-TAR and B1-TAR, or 92e-TAR and A1C-TAR) shows the effect of the different emission scenarios. down in the thermohaline circulation (THC) was modeled. Two other factors lead to decreased warming: the use of a larger value for the ocean's effective vertical diffusivity; and the introduction of a sea ice melt factor.
When the IS92 results in Figs. 1 and 2 are compared there is an apparently paradoxical result. For both IS92c and IS92e, TAR science forcing is less than SAR science forcing (Fig. 1 ); yet in both cases TAR science warming is greater than for SAR science (cf. either the two 92c curves or the two 92e curves in Fig. 2 ). At the low end, this is partly because TAR science uses a higher minimum sensitivity, namely, 1.7ЊC, from the Parallel Climate Model (PCM) AOGCM (Washington et al. 2000; Raper et al. 2002) , instead of 1.5ЊC. This, however, cannot be the reason for the high emissions scenario (IS92e) since the high sensitivity used in the TAR [4.2ЊC, from the Geophysical Fluid Dynamics Laboratory (GFDL) AOGCM; Stouffer and Manabe 1999; Raper et al. 2002] is actually less than the upper-bound value used in the SAR (4.5ЊC).
The reason for this switch (lower forcing giving higher warming) is partly because of changes in the relationship between CO 2 concentration and radiative forcing (lower forcing for given concentration in the TAR), as explained below and in Wigley and Smith (1998) , and partly because of the SAR versus TAR differences in the assumed rates of decline in the thermohaline circulation. We consider the CO 2 forcing effect first.
a. CO 2 forcing effect
The relationship between CO 2 concentration (C) and forcing is ⌬Q ϭ ␣ ln(C/C ), 0 where ⌬Q is the forcing due to a concentration change from C 0 to C. In the energy balance climate model used for the IPCC projections, the value of ␣ is specified by the user. The value used in the SAR was 6.3 (Shine et al. 1990 ). In the TAR, the lowest temperature projection used ␣ ϭ 5.35, while the highest projection used ␣ ϭ 5.20 (Cubasch and Meehl 2001 , see their appendix 9.1). As already demonstrated, this reduces radiative forcing substantially. The effect on temperature of a change in ␣, however, is quite different because of the structure of the climate model.
In the model, the climate sensitivity is defined by the equilibrium CO 2 -doubling temperature change (⌬T 2ϫ ). More generally, it should be defined by the equilibrium temperature change for a unit of radiative forcing change. We refer to this as the true sensitivity, S. Here S and ⌬T 2x are related by
where ⌬Q 2ϫ is the radiative forcing for 2 ϫ CO 2 [⌬Q 2ϫ ϭ ␣ ln (2)]. It is ⌬T 2ϫ that is specified by the user rather than S. The S is calculated internally in the model using ⌬T 2ϫ and ␣. If ␣ is reduced (as in SAR to TAR) but ⌬T 2ϫ is not, then the radiative forcing due to CO 2 is reduced, while the true climate sensitivity is increased. The net effect for CO 2 is no change in equilibrium warming. For all forcing components other than CO 2 , however, the increased true sensitivity means that the temperature response is increased by a reduction in ␣. Therefore, in the model used for the IPCC calculations, provided there is a significant non-CO 2 component to forcing, reduced CO 2 forcing can lead to greater warming.
To see this more clearly, suppose that a step change in forcing of magnitude ⌬Q is imposed. The eventual equilibrium temperature change will then be
If ␣ is reduced (the SAR to TAR reduction is 15%-17%) and ⌬T 2ϫ remains unchanged, then, for fixed ⌬Q (i.e., the case appropriate for the non-CO 2 component of forcing) the above relationship shows that the equilibrium temperature change will be increased. If the forcing were due solely to CO 2 , however, then ⌬Q and ␣ would change by the same amount so there would be no effect on the equilibrium temperature response. As noted by Wigley and Smith (1998) this effect is partly offset for transient temperature changes because a change in ␣ also changes the response time of the model VOLUME 15 (smaller ␣ leads to greater S and, hence, a slightly larger response time). The overall effect, however, is dominated by the equilibrium result.
b. THC changes
The CO 2 forcing influence is amplified by the SAR to TAR changes in the assumed rates of slowdown in the THC. In the SAR, it was assumed that the THC (characterized in the SAR by the oceanic vertical circulation or the upwelling rate term in the model) would decline linearly with global-mean temperature change to reach zero at a ''zero point'' of 7ЊC (based on AOGCM results available at the time; see Kattenberg et al. 1996) . In the TAR, the climate model's vertical circulation was divided into a climate-dependent THC component (30%) and a second component that parameterized all heat flux processes other than those captured by the model's vertical diffusivity term (Cubasch and Meehl 2001 , see their appendix 9.1). In the SAR, the model's vertical circulation term was assumed to be fully climate dependent.
A major methodological difference between the SAR and the TAR is that, in the TAR, the simple model was carefully calibrated to emulate results for seven different AOGCMs for a standard forcing experiment [a 1% yr Ϫ1 compound increase in CO 2 concentration from the Second Coupled Model Intercomparison Project (CMIP2; Raper et al. 2001) ]. Each of the seven models required using different UD EBM parameters, within their ranges of uncertainty (Cubasch and Meehl 2001 , see their appendix 9.1). The partitioning of the model's vertical circulation described above was found to be necessary in order to be able to match both oceanic thermal expansion and surface temperature changes in the AOGCMs. In the UD EBM calibration process, there was no ''tuning'' of the THC changes; that is, the actual changes observed in the AOGCMs were used directly in the UD EBM. Furthermore, the zero point temperature for the THC was specified directly from the results for each AOGCM; for the low projection model it was 14ЊC, while for the high projection model it was 8ЊC. The net result of partitioning the model's upwelling term and the higher zero point temperatures is that, in the TAR simulations, the rate at which the THC is assumed to slow down is much less than assumed in the SAR, consistent with recent AOGCM results.
A slowdown in the THC affects both the rate of formation of deep water in high latitudes, and the compensating rate of upwelling of cold water from the ocean depths. These changes in turn influence the net heat flux into the deep ocean, and act to shift the vertical temperature profile toward a new steady state. The overall effect of these processes is to change the rate of surface warming, with a reduced warming rate if there is an accompanying THC slowdown. Thus, a less rapid THC slowdown (as in the TAR cases) leads to more rapid warming. The magnitude of this effect is illustrated in Table 5 by giving warming results, not only for the slowdown rates used in the SAR and TAR, but also for the constant THC case. In the SAR, the assumed THC slowdown decreases the warming by 8%-22%. In the TAR, the corresponding decrease is only 3%-9%. Hence, all other things being equal, TAR temperature W I G L E Y A N D R A P E R changes would be greater than those based on SAR science.
c. Diffusivity and sea ice effects
The previous two sections explained how changes in the forcing for a CO 2 doubling and a reduced rate of THC slowdown, both led to greater warming in the TAR. Slightly modifying these increases are the SARto-TAR changes in the ocean model's vertical diffusivity (which parameterizes cross-and along-isopycnal mixing) and the incorporation of a sea ice melt factor in the TAR model (Raper and Cubasch 1996; Raper et al. 2001) . The magnitudes of these effects (cooling and warming, respectively) are determined here by simple sensitivity studies with the climate model (see Table 4 ). Their magnitudes depend on the climate sensitivity, being relatively more important at higher sensitivity, and the range of values in Table 4 largely reflects this dependence. The effects are only weakly dependent on emissions scenario and time.
The separation of the effects of SAR to TAR differences in THC changes and vertical diffusivity implied by this analysis is somewhat artificial because of the coupling of these factors in the process of calibrating the UD EBM against the different AOGCMs. In this calibration, UD EBM THC changes were defined directly from the results for each AOGCM using a single value (i.e., the same for each AOGCM) for the partitioning of the upwelling rate term into climate-related and other oceanic heat flux processes. Diffusivity was then determined in a way that effectively matched the UD EBM's total heat flux into the ocean to that for the AOGCM; heat flux into the ocean being determined in the UD EBM jointly by the upwelling rate and vertical diffusivity terms in the model. THC changes and vertical diffusivity are therefore not independent parameters. For example, if a different partitioning of the upwelling rate or a different rate of slowdown of the THC had been assumed, this would have been compensated for in the calibration process by a different value for the vertical diffusivity.
d. SO 2 emissions effects
When all (gas cycle, forcing, and climate) model differences between the SAR and the TAR are accounted for, TAR warming projections for the emissions scenarios considered here are slightly greater than those based on SAR science (cf. the two 92c curves or the two 92e curves in Fig. 2 ). For the low-emissions cases, the effect of changes in the science has the same sign and is of similar magnitude to the effect of the emissions changes (cf. the 92c-SAR to 92c-TAR ''science'' difference with the 92c-TAR to B1-TAR ''emissions'' difference in Fig. 2 ). For the high-emissions cases, however, the dominant effect on warming comes through the change in emissions (cf. the 92e-SAR to 92e-TAR science difference with the 92e-TAR to A1C-TAR emissions difference in Fig. 2) .
It was noted earlier that the main influence of emissions differences arises through SO 2 and the resultant sulfate aerosol forcing. To quantify the specific role of sulfate aerosol forcing changes we consider a set of intermediate cases, all based on TAR science, where all emissions except SO 2 are changed. For the low-end projections, we compare three sets of warming results: IS92c (Table 5 , row 2 for 2050 results and row 6 for 2100 results); B1-IMA with IS92c SO 2 emissions (rows 3 and 7); and the full B1-IMA scenario (rows 4 and 8).
The difference between B1-IMA with old (IS92c) and new (B1-IMA) SO 2 emissions isolates the effect of changing SO 2 emissions. As a percentage of the change from IS92c (TAR science) to B1-IMA, the SO 2 emissions component represents 46% of the emissions-related 1990-2050 warming differential and 79% of the corresponding 1990-2100 warming differential.
At the high end we compare IS92e (TAR science), A1C-MI with IS92e SO 2 emissions, and the full A1C-MI scenario (see Table 5 ). SO 2 emissions changes account for 81% of the emissions-related 1990-2050 warming differential, and 85% of the corresponding 1990-2100 warming differential.
Summary and conclusions
While the basic science underlying projections in global-mean temperature in the SAR and the TAR is the same, there are many differences in detail, spanning gas cycle models, radiative forcing formulas, and parameters in the climate model. Many of these changes in detail interact, in the sense that the influence of a particular change depends on the values assumed for other model characteristics or parameters. It is therefore difficult to categorically assign SAR-to-TAR differences quantitatively to specific factors.
We have divided the various factors into differences in the science and differences in the input emissions scenarios. Science differences lead to TAR radiative forcings for both the low and high scenarios being slightly less than those based on SAR science. When these forcings are used to drive the climate model, however, TAR warming results are slightly higher than SARbased results. This arises from compensating negative and positive influences that are, by themselves, appreciable in magnitude. At the low warming limit, TAR science inflates the 1990-2100 warming for the IS92c scenario by around 34%. At the high end, TAR science inflates the 1990-2100 warming for the IS92e scenario by around 4%.
When emissions scenario differences are accounted for, additional differences between the SAR and the TAR projections become evident, particularly at the high warming end. These arise mainly through differences in aerosol forcing, in turn, primarily due to differences in SO 2 emissions. At the low end (based on TAR science) the use of the B1-IMA emissions scenario (replacing IS92c) increases the lower bound 1990-2100 warming by approximately 20%. Using A1C-MI emissions in place of IS92e has a much more dramatic effect, increasing the upper bound warming by some 70%. (The increase is slightly greater in the original TAR results, since the projections here use revised, and slightly lower, projections for future tropospheric ozone abundance.) For the lower-bound SAR to TAR increase in 1990-2100 warming, 0.87Њ-1.39ЊC, 35% can be attributed to SO 2 emissions changes. (This is much less than the SO 2 fraction of the emissions-related component of change, because, at the low end, emissions-related changes account for less than half of the overall change.) For the upper-bound increase of 3.53Њ-5.58ЊC, where science changes play a very minor role, 79% of the increase arises from SO 2 emissions changes.
While emissions scenario changes are the primary reason for the higher projections of global-mean warming in the TAR, this should not be interpreted as an indication that aspects of uncertainty in the science are of lesser importance. The range of projected warming is as much dependent on uncertainties in the climate sensitivity as it is on emissions uncertainties; and other factors can have noticeable influences on the extremes of projections (Wigley and Raper 2001 ) and on the spatial details of future climate change. The higher warming in the TAR, since it is at least partly the result of differences between the IS92 and SRES emissions scenarios, clearly reflects the difficulties inherent in defining future emissions. It does, nevertheless, also reflect progress in our ability to model these emissions, particularly SO 2 emissions, more credibly.
