We address the issue of performing inference on the parameters that index a bimodal extension of the Birnbaum-Saunders distribution (BS). We show that maximum likelihood point estimation can be problematic since the standard nonlinear optimization algorithms may fail to converge. To deal with this problem, we penalize the log-likelihood function. The numerical evidence we present shows that maximum likelihood estimation based on such penalized function is made considerably more reliable. We also consider hypothesis testing inference based on the penalized log-likelihood function. In particular, we consider likelihood ratio, signed likelihood ratio, score and Wald tests. Bootstrap-based testing inference is also considered. We use a nonnested hypothesis test to distinguish between two bimodal BS laws. We derive analytical corrections to some tests. Monte Carlo simulation results and empirical applications are presented and discussed.
Introduction
The Birnbaum-Saunders distribution was proposed by [7] to model failure time due to fatigue under cyclic loading. In such a model, failure follows from the development and growth of a dominant crack. Based on that setup, the authors obtained the following distribution function:
where α > 0 and β > 0 are shape and scale parameters, respectively, and Φ(·) is the standard normal cumulative distribution function (CDF). We write X ∼ BS(α, β).
Maximum likelihood estimation of the parameters that index the BS dis-5 tribution was first investigated by [6] . Bias-corrected estimators were obtained by [32] and [34] . Improved maximum likelihood estimation of the BS parameters was developed by [15] . [38] compared the finite-sample performance of maximum likelihood estimators (MLEs) to that of estimators obtained using the modified method of moments. For details on the BS distribution, its main 10 properties and applications, readers are referred to [28] .
Several extensions of the BS distribution have been proposed in the literature aiming at making the model more flexible. For instance, [18] and [45] used non-Gaussian kernels to extend the BS model. The BS distribution was also extended through the inclusion of additional parameters; see, e.g., [17] , [40] and 15 [41] . More recently, extensions of the BS model were proposed by [8] , [11] , [10] and [53] . Alternative approaches are the use of scale-mixture of normals, as discussed by [3] and [42] , for example, and the use of mixtures of BS distributions, as in [2] . Again, details can be found in [28] .
A bimodal BS distribution, which we denote by BBS distribution, was pro-20 posed by [39] . The authors used the approach described in [27] to obtain a variation of the BS model that can assume bimodal shapes. Another variant of the BS distribution that exhibits bimodality was discussed by [17] and [41] , which the latter authors denoted by GBS 2 . In their model, bimodality takes place when two parameter values exceed certain thresholds. In what follows we 25 shall work with the BBS model instead of the GBS 2 distribution because in the former bimodality is controlled by a single parameter. Even though we shall focus on the BBS distribution, in some parts of the paper we shall consider the GBS 2 law as an alternative model; see Section 6 for further details.
A problem with the BBS distribution we detected is that log-likelihood max-
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imizations based on Newton or quasi-Newton methods oftentimes fail to converge. In this paper we analyze some possible solutions to such a problem, such as the use of resampling methods and the inclusion of a penalization term in the log-likelihood function.
As a motivation, consider the data provided by [25] that consist of 25 ob-
35
servations on runoff amounts at Jug Bridge, in Maryland. Figure 1a shows log-likelihood contour curves obtained by varying the values of α and γ while keeping the value of β fixed. Notice that there is a region apparently flat of the profile log-likelihood function, which cause the optimization process to fail to converge. In Figure 1b we present similar contour curves for a penalized 40 version of the log-likelihood function. It can be seen that plausible estimates are obtained. We shall return to this application in Section 7.
The chief goal of our paper is to provide a solution to the convergence fail-ure and implausible parameter estimates associated with log-likelihood maximization in the BBS model. We compare different estimation procedures and 45 propose to include a penalization term in the log-likelihood function. In particular, regions of the parameter space where the likelihood is flat or nearly flat are heavily penalized. That approach considerably improves maximum likelihood parameter estimation. We also focus on hypothesis testing inference based on the penalized log-likelihood function. For instance, a one-sided hypothesis 50 test is used to test whether the variate follows the BBS law with two modes.
Analytical and bootstrap corrections are proposed to improve the finite sample performances of such test. Moreover, we present nonnested hypothesis tests that can be used to distinguish between two bimodal extensions of the BS distribution, the BBS and GBS 2 models. The finite sample performances of all 55 tests are numerically evaluated using Monte Carlo simulations.
The paper unfolds as follows. Section 2 presents the BBS distribution and its main properties. Simulation results are presented in Section 3, where we outline some possible solutions to the numerical difficulties associated with BBS log-likelihood maximization. Two-sided hypothesis tests in the BBS model are 60 discussed in Section 4. In Section 5 we focus on one-sided tests where the main interest lies in detecting bimodality. Section 6 describes nonnested hypothesis testing inference. Empirical applications are presented and discussed in Section 7. Finally, some concluding remarks are offered in Section 8.
The bimodal Birnbaum-Saunders distribution
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The Birnbaum-Saunders distribution proposed by [39] can be used to model positive data and is more flexible than the original BS distribution since it can accommodate bimodality. A random variable X is BBS(α, β, γ) distributed if its probability density function (PDF) is given by
where α, β > 0, γ ∈ IR, t = α −1 ( x/β − β/x) and φ(·) is the standard normal PDF. Figure 2 shows plots of the density in (2) for some parameter values. We 
note that when γ < 0 the density is bimodal.
The CDF of X is
where
Some key properties of the BS distribution also hold for the BBS model, such as proportionality and reciprocity closure, i.e., aX ∼ BBS(α, aβ, γ) and X −1 ∼
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BBS α, β −1 , γ , respectively, where a is a positive scalar.
An expression for the rth ordinary moment of X is
where r ∈ IN and d a (r) is the rth standard normal incomplete moment:
A useful stochastic representation is Y = |T | + γ. Here, Y follows the truncated standard normal distribution with support in (γ, ∞), T = ( X/β − β/X)/α and X ∼ BBS(α, β, γ). This relationship can be used to compute moments of the BBS distribution. 
Log-likelihood functions
Consider a row vector x = (x 1 , . . . , x n ) of independent and identically distributed (IID) observations from the BBS(α, β, γ) distribution. Let θ θ θ = (α, β, γ)
be the vector of unknown parameters to be estimated. The log-likelihood function is
Differentiating the log-likelihood function with respect to each parameter we obtain the score function U θ θ θ = (U α , U β , U γ ), where
and sign(·) represents the sign function.
The parameters MLEs, namelyθ θ θ = (α,β,γ), can be obtained by solving U θ θ θ = 0. They cannot be expressed in closed-form and parameter estimates are obtained by numerically maximizing the log-likelihood function using a Newton 80 or quasi-Newton algorithm. To that end, one must specify an initial point for the iterative scheme. We propose using as starting values for α and β their modified method of moments estimates [38] , and also using γ = 0 as a starting value; the latter means that the algorithm starts at the BS law. We used such starting values in the numerical evaluations, and they proved to work well.
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Based on several numerical experiments we noted a serious shortcoming:
iterative numerical maximization of the BBS log-likelihood function may fail to converge and may yield implausible parameter estimates. Indeed, that is very likely to happen, especially when γ > 0. It is not uncommon for one to obtain very large (thus implausible) BBS parameter estimates, which is indicative that 90 the likelihood function may be monotone; see [43] . We shall address this problem in the subsections that follow.
Log-likelihood function penalized by the Jeffreys prior
An interesting estimation procedure was proposed by [24] , where the score function is modified in order to reduce the bias of the MLE. An advantage of this method is that maximum likelihood estimates need not be finite since the correction is applied in a preventive fashion. For models in the canonical exponential family, the correction can be applied directly to likelihood function:
where |K| is the determinant of the expected information matrix. Thus, penalization of the likelihood function entails multiplying the likelihood function by 95 the Jeffreys invariant prior.
Even though the BBS distribution is not a member of the canonical exponential family, we shall consider the above penalization scheme. In doing so, we follow [43] who used the same approach in speckled imagery analysis. We seek to prevent cases of monotone likelihood function that might lead to frequent optimization nonconvergences and implausible estimates. The BBS(α, β, γ) expected information matrix was obtained by [39] . Its determinant is
where ω = φ(γ)/Φ(−γ) and L ββ = IE (X + β) −2 . Thus, the log-likelihood function penalized by the Jeffreys prior can be written as
If the likelihood function is monotone, the function becomes very flat for large parameter values and the Jeffreys penalization described above essentially eliminates such parameter range from the estimation. The likelihood of nonconvergences taking place and implausible estimates being obtained should be 100 greatly reduced.
Log-likelihood function modified by the better bootstrap
An alternative approach uses the method proposed by [14] , where bootstrap samples are used to improve maximum likelihood estimation similarly to the approach introduced by [21] and known as 'the better bootstrap'. The former, however, does not require the estimators to have closed-form expressions. Based on the sample x = (x 1 , . . . , x n ) of n observations, we obtain pseudo-samples x * of the same size by sampling from x with replacement. Let P * i denote the proportion of times that observation x i is selected, i = 1, . . . , n. We obtain the row vector P * b = (P * b 1 , . . . , P * b n ) for the bth pseudo-sample, b = 1, . . . , B. Now compute a row vector P * (·) as
i.e., compute the vector of mean selection frequencies using the B bootstrap samples. The vector P * (·) is then used to modify the log-likelihood function in the following manner:
where log(x) = (log(x 1 ), . . . , log(x n )), log(x + β) = (log(x 1 +β),. . .,log(x n + β)) and
used to obtain a weighted average of the log-likelihood function terms that 105 involve the data. The motivation behind the method is to approximate the ideal bootstrap estimates (which corresponds to B = ∞) faster than with the usual nonparametric bootstrap approach. In this paper we shall investigate whether this method is able to attenuate the numerical difficulties associated with BBS log-likelihood function maximization. 
Log-likelihood function with a modified Jeffreys prior penalization
Monotone likelihood cases can arise with considerable frequency in models based on the asymmetric normal distribution, with some samples leading to situations where maximum likelihood estimates of the asymmetry parameter may not be finite, as noted by [36] . A solution to such a problem was proposed by [46] , who used the score function transformation proposed by [24] in the asymmetric normal and Student-t models. A more general solution was proposed by [1] , who penalized the log-likelihood function as follows:
where ℓ(θ θ θ) and ℓ * (θ θ θ) denote the log-likelihood function and its modified version, respectively. The authors imposed some restrictions on Q, namely: (i) Q ≥ 0;
(ii) Q = 0 when the asymmetry parameter equals zero (values close to zero can lead to monotone likelihood cases in the asymmetric normal model); (iii) Q → ∞ 115 when the asymmetry parameter in absolute value tends to infinity. Additionally, Q should not depend on the data or, at least, be O p (1). According to [1] , when these conditions are satisfied, the estimators obtained using ℓ * (θ θ θ) are finite and have the same asymptotic properties as standard MLEs, such as consistency and asymptotic normality.
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We shall now use a similar approach for the BBS model. In particular, we propose modifying the Jeffreys penalization term so that the new penalization satisfies the conditions listed by [1] . Since the numerical problems are mainly associated with α and γ, only terms involving these parameters were used. We then arrive at the following penalization term:
where, as before, ω = φ(γ)/Φ(−γ).
We note that Q α ≥ 0. Additionally, Q α → 0 when α → 0, and Q α → ∞ when α → ∞. It can be shown that Q γ → ∞ when γ → ∞ and that Q γ → 0 when γ → −∞, such that Q γ ≥ 0. Figure 3 shows the penalization terms as a function of the corresponding parameters. The quantities Q γ and Q α penalize when performing point estimation and we shall also consider the issue of carrying out testing inference on the parameters that index the BBS model.
Numerical evaluation
A numerical evaluation of the methods described in this section was performed. We considered different BBS estimation strategies. In what follows we 135 shall focus on the estimation of the bimodality parameter γ.
The Monte Carlo simulations were carried out using the Ox matrix programming language [20] . Numerical maximizations were performed using the BFGS quasi-Newton method. We considered alternative nonlinear optimization algorithms such as Newton-Raphson and Fisher's scoring, but they did not out- 
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In order to evaluate the impact of the sample size on nonconvergence rates, a numerical study similar to the previous one was performed, but now with the value of the bimodality parameter fixed at γ = 1. The samples sizes are n ∈ {30, 45, 60, 75, . . . , 300}. The number of Monte Carlo replications was 5,000
for each value of n. The results are displayed in Figure 5 . We note that the 160 sample size does not seem to influence the MLE and MLE bboot nonconvergence rates. The corresponding optimizations failed in approximately 40% of the samples regardless of the sample size. In contrast, the MLE jp and MLE p failure rates display a slight increase and then stabilize as n increases. Recall that one of the conditions imposed by [1] on the penalization term is that it should remain
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O p (1) as n → ∞, i.e., the penalization influence seems to decrease as larger sample sizes are used, which leads to slightly larger nonconvergence frequencies in larger samples.
A second set of Monte Carlo simulations was carried out, this time only considering the estimator that uses the better bootstrap resampling scheme and 170 also estimators based on the two penalized likelihood functions, i.e., we now only convergence failures when computing better bootstrap estimates. Overall, the estimator based on the log-likelihood function that uses the penalization term we proposed typically yields more accurate estimates than MLE jp and outperforms MLE bboot in terms of convergence rates.
Next, we shall evaluate how changes in the penalization term impact the frequency of nonconvergences when computing MLE p . In particular, we consider 
Two-sided hypothesis tests
In this section we consider two-sided hypothesis tests in the BBS model. 
where U * (θ θ θ) and K * (θ θ θ) denote the score function and the expected information, respectively, obtained using the penalized log-likelihood function and K * (θ θ θ) we test whether the data follows the BS law, i.e., the original version of the Birnbaum-Saunders distribution. The data were generated according to the model implied by the null hypothesis and samples for which convergence did not take place were discarded.
235 Tables 4 to 6 contain the null rejection rates of the tests of H 0 : α = 0.5, H 0 : β = 1 and H 0 : γ = 0, respectively, against two-sided alternative hypotheses.
We note that all tests are considerably liberal when the sample size is small (30 or 50). We also note that the score test outperforms the competition. The Wald test was the worst performer.
240
The tests null rejection rates converge to the corresponding nominal levels as n → ∞. Such convergence, however, is rather slow. More accurate testing inference can be achieved by using bootstrap resampling; see [16] . and Bartlett corrections based on the bootstrap, the reader is referred to [9] .
Since the Wald test proved to be considerably unreliable we shall not consider it.
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Next, we shall numerically evaluate the finite sample performances of the LR pb , LR bbc and S pb tests under the same scenarios considered for the results presented in Tables 4 to 6 . The number of Monte Carlo replications is as before.
Samples for which the optimization methods failed to reach convergence were It is noteworthy that the tests size distortions are now considerably smaller.
For instance, when making inference on α based on a sample of size n = 30 and ǫ = 0.05, the LR and score null rejection rates are 16.32% and 11.16% 265 (Table 4) , whereas the corresponding figures for their bootstrap versions LR bp , LR bbc and S bp are 5.42%, 3.88% and 5%, respectively, which are much closer to 5%. When testing restrictions on β with n = 30 and ǫ = 0.10, the LR and score null rejection rates are, respectively, 16.92% and 8.32% (Table 5) whereas their bootstrap versions, LR bp , LR bbc and S bp , display null rejection 270 rates of 10.88%, 10.88% and 11.04%, respectively. Finally, when the interest lies in making inferences on γ with n = 30 and ǫ = 0.01, the LR and score null rejection rates are 5.20% and 3.34% (Table 6) ; for the bootstrap-based tests LR bp , LR bbc and S bp we obtain 0.94%, 0.3% and 1.06%, respectively. Figure 8 shows the quantile-quantile (QQ) plots of the LR and LR bbc test statistics for 275 samples of size n = 50. It is noteworthy that the empirical quantiles of the LR bbc test statistic are much more closer of the corresponding asymptotic quantiles than those of W . Hence, we note that testing inference in small samples can be made considerably more accurate by using bootstrap resampling.
One-sided hypothesis tests 280
One-sided tests on a scalar parameter can be performed using the signed likelihood ratio (SLR) statistic, which is particularly useful in the BBS model since it allows practitioners to make inferences on γ in a way that makes it possible to detect bimodality. The signed penalized likelihood ratio test statistic
The statistic R is asymptotically distributed as standard normal under the null
hypothesis. An advantage of the SLR test over the tests described in Section 4
is that it can be used to perform two-sided and one-sided tests. In this section, we shall focus on one-sided hypothesis testing inference. Our interest lies in detecting bimodality. The null hypothesis is H 0 : γ ≥ 0 which is tested against to improve the test finite sample behavior.
An important contribution was made by [4, 5] . The author proposed a correction term U of the form
where R represents the SLR statistic and R * is its corrected version. Let ℓ(θ θ θ) be the log-likelihood function of the parameters. Its derivatives shall be denoted by ℓ θ θ θ (θ θ θ) = ∂ℓ(θ θ θ) ∂θ θ θ and ℓ θ θ θθ θ θ (θ θ θ) = ∂ 2 ℓ(θ θ θ) ∂θ θ θ∂θ θ θ ⊤ .
The observed information matrix is given by J θ θ θθ θ θ (θ θ θ) = −ℓ θ θ θθ θ θ (θ θ θ). To obtain the correction proposed by [4] , the sufficient statistic has to be of the form (θ θ θ, a), whereθ θ θ is the MLE of θ θ θ and a is an ancillary statistic. Additionally, it is necessary to compute sample space derivatives of the log-likelihood, such as
where derivatives are taken with respect to some functions of the sample while keeping other terms fixed, as explained in [48] . The quantity U is given by
, whereθ θ θ is the restricted MLE of θ θ θ and the indices indicate which components are being used in each vector or matrix.
The null distribution of R * is standard normal with error of order O(n −3/2 ).
Although the null distribution of R * is better approximated by the limiting 300 distribution than that of R, the computation of U is restricted to some specific classes of models, such as exponential family and transformation models [48] .
Some alternatives to R * were proposed in the literature. They approximate the sample space derivatives used in U. For instance, approximations were obtained by [19] , [26] and [47] . are [23] and [49] .
In this paper, we apply the approximations proposed by [47] and [26] for log-likelihood functions without penalization. Our interest is to evaluate the effectiveness of the corrections when applied to the statistic R, computed using 310 the penalized log-likelihood function. We also compare the performances of the corrected tests to those of the SLR test and its bootstrap version.
Using the same notation as [33] , the approximation proposed by [26] (denoted by SLR c1 ) for U can be written as
, where
where ℓ ;x (θ θ θ) = ∂l(θ θ θ)/∂x is a 1 × n vector, ℓ θ θ θ;x (θ θ θ) = ∂ 2 ℓ(θ θ θ)/∂θ θ θ ⊤ ∂x is a p × n matrix and
is an n × p matrix, z(x; θ θ θ) being a vector of pivotal quantities.
The corrected SLR statistic obtained using the approximation given by [26] is R c1 = R + log(U 1 /R)/R, which has asymptotic standard normal distribu-315 tion with error of order O(n −3/2 ) under the null hypothesis. We derived the quantities needed to obtain U 1 in the BBS model, which are presented below.
Consider the random variable Y = |T | + γ, where
and X ∼ BBS(α, β, γ). The distribution of Y is truncated standard normal with support (γ, ∞), its distribution function being given by
is uniformly distributed in the standard interval, (0, 1).
Hence, it is a pivotal quantity that can be used for obtaining the approximations to sample space derivatives proposed by [26] . Let x = (x 1 , . . . , x n ) be a random BBS(α, β, γ) sample. It follows that ∂z i /∂x j = 0 when i = j and ∂z i /∂x i = φ(y i ) sign(t i )(
The vectors v α , v β and v γ are used to form
⊤ is a n × 1 vector. Here,
. Furthermore, we have that
The method proposed by [47] (denoted by SLR c2 ) approximates the sample space derivatives by covariances of the log-likelihood function. The main idea is to use the sample to obtain the covariance values empirically. Using again the notation of [33], the approximation of U proposed by [47] is given by
where Q(θ θ θ; θ θ θ 0 ) =
⊤ is a p × p matrix, the index (i) indicating that the quantity corresponds to the ith sample observation. The corrected statistic proposed by
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[47] is R c2 = R + log(U 2 /R)/R. Its null distribution is standard normal with error of order O(n −1 ). The score function and the observed information matrix, which can be found in [39] , are used to obtain U 2 in the BBS model.
Alternatively, bootstrap resampling can be used to obtain critical values for the SLR test. Since we test H 0 : γ ≥ 0 against H 1 : γ < 0, the critical value 325 of level ǫ × 100% is obtained as the ǫ quantile of the B test statistics computed using the bootstrap samples.
A simulation study was performed to evaluate the sizes and powers of the SLR, SLR c1 , SLR c2 and SLR bp tests. We tested H 0 : γ ≥ 0 against H 1 : γ < 0.
The true parameter values are γ ∈ {−1, −0.5, 0, 0.5, 1}. The most reliable tests 330 are those with large power (i.e., higher probability of rejecting H 0 when γ < 0) and small size distortions. Again, 5,000 Monte Carlo replication were performed.
The SLR bp test is based on 1,000 bootstrap samples. The simulation results are presented in Table 10 . The most powerful tests are SLR, SLR c2 and SLR c1 , in that order, whereas the tests with the smallest size distortions are SLR bp , SLR c1 335 and SLR c2 . We recommend that testing inference be based on either SLR c1 or SLR c2 , since these tests display a good balance between size and power.
Nonnested hypothesis tests for the bimodal Birnbaum-Saunders model
In the previous section we presented a test that is useful for detecting whether 340 the data came from a bimodal BBS law. That was done by testing a restriction on γ. In this section we shall present tests that are useful for distinguishing between the BBS model and another extension of the BS distribution that can display bimodality.
As noted in the Introduction, another variant of the BS distribution that can exhibit bimodality is the model recently discussed by [41] , which the authors denoted by GBS 2 . Let X ∼ GBS 2 (α, β, ν). Its PDF is given by
where α > 0, β > 0 and ν > 0. According to [41] , the GBS 2 density is bimodal 345 when α > 2 and ν > 2 (simultaneously).
Therefore, when bimodality is detected the subsequent data analysis may be carried out with either the BBS distribution or the GBS 2 model. It would then be useful to have a hypothesis test that could be used to distinguish between the two models. Obviously, the tests discussed so far cannot be used to that end.
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BS model selection criteria were considered by [28] and [30] . Model selection is usually based on the Bayes factor and also on the Schwarz and Akaike information criteria. We shall use a different approach: we shall develop tests for nonnested hypotheses. Notice that the GBS 2 distribution cannot be obtained from the BBS distribution by imposing restrictions on the model parameters,
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and vice-versa. Hence, the two models are not nested.
The literature of nonnested models began with [12, 13] . The author introduced likelihood ratio tests for some nonnested models. His main results were ter. An alternative approach for testing nonnested models was considered by
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[51] and [35] . The authors only considered tests of the hypothesis H f and H g .
They proposed to consider H f and H g sequentially.
We shall consider the hypothesis involving the BBS and GBS 2 models as:
• H f -the data came from the BBS distribution,
• H g -the data came from the GBS 2 distribution.
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The test statistic we consider is the following likelihood ratio statistic:
wheref andĝ denote the likelihood functions of the BBS and GBS 2 models, respectively, evaluated at the respective maximum likelihood estimates, ℓ representing the log-likelihood function of the model indicated by its index. Then, for a given sample x, a large positive value of W ne yields evidence in favor H f and against H g ; on the other hand, a large negative value of W ne favors H g .
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The BBS parameters are estimated using the penalized log-likelihood function and those of GBS 2 are estimated using the standard log-likelihood function. . Hence, at the ǫ × 100% significance level, H f is rejected if p b < ǫ, i.e., we reject the hypothesis that the data originated from the BBS law and conclude that the by taking H g as the null hypothesis. The test is carried out as follows:
1. Compute W ne using sample x; 2. With the MLEs of the parameters from the GBS 2 model, generate a bootstrap sample x * , and then compute W * ne using that sample; 3. Execute step 2 B times and obtain the bootstrap p-value:
.
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It is noteworthy that step 3 is different from the corresponding step in the first procedure, since the rejection region changes when we consider H g as the null hypothesis. Again, at the ǫ × 100% significance level, the null hypothesis is rejected if p b < ǫ, but now that means that we reject the hypothesis H g according to which the data came from the GBS 2 distribution and conclude 405 that the BBS model is more adequate.
The problem with this approach is that four inference results can happen, as noted by [51] Under some regularity conditions, [50] has shown that, in nonnested models, an adjusted likelihood ratio test statistic tends to infinity under H f when n → ∞ and that under H g it tends to minus infinity when n → ∞. That way, the test statistic tends to indicate the correct model as the sample size increases.
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Therefore, when result R1 is reached, model selection can be based on W ne : the BBS distribution is selected if W ne > 0 and the GBS 2 distribution is selected if
A simulation study was performed to evaluate the performances of the nonnested hypothesis tests involving the BBS and GBS 2 distributions. The 425 models considered were BBS(0.2, 1, −1) and GBS 2 (5, 1, 5). Figure 9 shows the two densities. The number of Monte Carlo replications used was 5,000. First, we considered the case in which the true distribution is BBS(0.2, 1, −1); in each replication, B = 1, 000 bootstrap samples were generated under H f and other B = 1, 000 bootstrap samples were generated under H g , thus reaching one of the 430 previously indicated results (R1, R2, R3 or R4) in each replication. Table 11 contains the proportions of times that each inference was reached and also the proportions of times each distribution was chosen as the most suitable model, which is: the BBS model when we obtain result R 1 and W ne > 0 or when we obtain result R 2 ; the GBS 2 model when we obtain result R 1 and W ne < 0 or 435 when we obtain result R 3 ; none of the considered distributions under result R 4 . The same procedure was used when the true model was the GBS 2 (5, 1, 5) distribution, the corresponding results being presented in Table 12 .
Based on the figures in Table 11 , we note that the null rejection rates of the true hypothesis (H f ) are close to the nominal levels. For instance, when 440 n = 30 and ǫ = 0.10, by adding the cells corresponding to R3 and R4, we see that the rejection rate of H f is 9.46%, which is close to the test nominal level.
We also note that for small or moderate sample sizes the tests tend to indicate equivalence of both models, but as n increases, the tests tend to indicate the BBS model as the most suitable model with increasing frequency. For example,
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when ǫ = 0.05, in the column that corresponds to R2, that happens for 13.22%
of the samples when n = 30, whereas for n = 150, for 56.46% of the samples the BBS distribution is considered the most adequate model. This can also be observed in the fifth column, where we can see that as n increases, the BBS model is selected more frequently. distribution is correctly chosen are higher than the corresponding values in the fifth column of Table 11 .
Therefore, we conclude that the bootstrap-based nonnested hypothesis tests used for distinguishing between the BBS and GBS 2 models perform well. For 465 both distributions the null rejection rates are close to the nominal levels. We also note that, as n increases, the tests tend to single out the correct model with increasing frequency. We also note that the tests perform better when the true model is the GBS 2 distribution.
Empirical applications 470
Runoff amounts
We shall now return to the data briefly described in Section 1, which we used to illustrate the problem of nonconvergence of optimization processes during BBS parameter estimation. The data, provided by [25] , consist of 25 runoff amounts at Jug Bridge, in Maryland. Table 13 contains some descriptive statis-475 tics. We note that the data have large kurtosis, i.e., they come from a leptokurtic distribution, and have small variance, which might be indicative that the data are concentrated around the mean and median values. These characteristics may suggest that the data came from a unimodal population.
The models fitted to the data were BS(α, β) and BBS(α, β, γ). For the Figure 1a , the log-likelihood function has a region which is apparently flat for some values of the parameters α and γ, with the value that the BS fit is adequate.
Depressive condition data
The second empirical application uses data on the emotional condition of 134 children. In particular, the interest lies in modeling depression measures. The information criteria favor the GBS 2 model, followed by the BBS law. We performed a nonnested hypothesis test to distinguish between the two models.
For these data, W ne = −0.0167 with p-value of 0.0189 under H f (BBS is taken
515
to be the true model) and p-value of 0.6453 under H g (GBS 2 is assumed to be the true model). Hence, we select GBS 2 model. 
Adhesive strength
The third data set analyzed is provided by [22] and was also analyzed by [39] , who used the BBS distribution in the analysis. The data consist of 48 520 observations on the adhesive strength to concrete of bars reinforced with glass fiber. Some descriptive statistics are presented in Table 15 . Notice the large kurtosis coefficient (in excess of 5), the positive asymmetry and also the fact that the variance is considerably larger than both the mean and the median. Once again, the BS, BBS and GBS 2 models were fitted to the data. The For this data set, the best fit according to the information criteria is the BBS tively. Hence, all tests reject H 0 in favor of H 1 , which implies that there is strong evidence in favor of γ < 0, i.e., that the data came from a bimodal BBS law.
Concluding remarks
Optimization processes may often fail to reach convergence when used to 545 obtain maximum likelihood estimates of the parameters that index the BBS model, an interesting extension of the well known Birnbaum-Saunders model that may display bimodality. A penalization of the log-likelihood function that uses the Jeffreys prior was proposed. Alternative strategies to circumvent the problem were also explored. Overall, the best results were obtained using a 550 penalized log-likelihood function based on a modified version of the Jeffreys prior.
We also considered hypothesis testing inference. For that, we used the BBS log-likelihood function penalized using the modified Jeffreys prior. The likelihood ratio, score and Wald tests were shown to be liberal in small samples, the
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Wald test being the worst performer. We have also shown that their bootstrap variants are typically quite accurate. One-sided tests based on the signed likelihood ratio statistic were also considered. We derived analytical corrections to the test statistic and also used bootstrap resampling. Overall, the analytically corrected tests displayed superior performance. We also developed tests for dis-
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tinguishing between nonnested models. Our interested lied in distinguishing between the BBS model and an alternative version of the Birnbaum-Saunders distribution that also exhibits bimodality. Since in this case there are two distributions, the test was performed by considering two null hypotheses. It was shown that bootstrap-based nonnested testing inference can be quite accurate.
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Three empirical applications were presented and discussed. In the first application, it was not possible to obtain the BBS maximum likelihood point estimates since it was not possible to maximize the log-likelihood function. Parameter estimates were easily obtained when the penalized log-likelihood function proposed in this paper was used. Other two applications were presented. In one 570 of them, the BBS model was selected as the best model and it was shown that there was substantial evidence that the true data generating process is bimodal.
