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HOMOTOPY INVARIANTS METHODS IN THE GLOBAL
DYNAMICS OF STRONGLY DAMPED WAVE EQUATION
PIOTR KOKOCKI
Abstract. We are interested in the following differential equation u¨(t) =
−Au(t) − cAu˙(t) + λu(t) + F (u(t)) where c > 0 is a damping factor, A is a
sectorial operator and F is a continuous map. We consider the situation where
the equation is at resonance at infinity, which means that λ is an eigenvalue
of A and F is a bounded map. We provide geometrical conditions for the
nonlinearity F and determine the Conley index of the set K∞, that is the
union of the bounded orbits of this equation.
1. Introduction
We consider the following strongly damped wave equation{
utt = ∆u+ c∆ut + λu+ f(x, u), t ≥ 0, x ∈ Ω
u(t, x) = 0, t ≥ 0, x ∈ ∂Ω
(1.1)
where c > 0 is a damping factor, λ is a real number and f : Ω × R → R is a
continuous map defined on an open bounded set Ω ⊂ Rn. We are interested in
the dynamics of the equation (1.1) depending on the parameter λ ∈ R, with the
assumption that f is a bounded map. Let us denote by (λi)i≥1 the positive sequence
of eigenvalues of the operator A2 given by
A2u := −∆u for u ∈ D(A2) := H
2(Ω) ∩H10 (Ω).
If λ < λ1 then the results from [7], [8] say that the equation (1.1), considered on the
space H10 (Ω)×L
2(Ω), possess a global attractor i.e. maximal compact invariant set
K with the property that after sufficiently large time the trajectory of any bounded
set is arbitrary close to K. For more details and properties on global attractors
see e.g. [8], [15], [16]. If we assume that λ ≥ λ1, then the situation is different.
In particular the case when λ ∈ (λk, λk+1) for some k ≥ 1, was considered in
[32]. It was proved that the set K∞ defined as the union of all bounded orbits
of the equation (1.1), is nonempty, compact and its Conley index is equal to Σdk
– the homotopy type of the suspension of pointed dk-dimensional sphere, where
dk :=
∑k
i=1 dimKer (λiI − A). For more details on Conley index we refer the
reader to [9], [29], [31], [35]. In this case K∞ is a maximal compact invariant set,
but it is no longer a global attractor. To be more precise, up to some admissible
homotopy, the dynamics of the equation (1.1) in a neighborhood of K∞ is similar
to the dynamics of an isolated invariant set with dk-dimensional unstable manifold.
If we assume that the equation (1.1) is at resonance at infinity, that is,
Ker (λI −A2) 6= {0} and f is a bounded map,
then the problem of existence of a nonempty maximal compact invariant set seems
to be not considered so far. In this case the situation becomes more complicated
because there are examples of the nonlinearity f such that the maximal compact
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invariant set does not exist and, what is worse, the equation (1.1) does not admit any
bounded orbit. This fact will be explained in detail in Remark 4.1. Therefore, the
goal of this paper is to study topological properties of the set K∞ by means of the
homotopy invariants methods. In particular we introduce geometrical conditions
for the nonlinearity f that, in a consequence, will guarantee that the set K∞ is
compact and nonempty.
To this end we will consider the following more general abstract equation
u¨(t) = −Au(t)− cAu˙(t) + λu(t) + F (u(t)), t > 0 (1.2)
where c > 0 is still a damping factor, λ is a real number, A : X ⊃ D(A) → X is a
sectorial operator on a Banach spaceX with compact resolvents and F : Xα → X is
a continuous bounded map, where Xα := D(Aα) for α ∈ (0, 1), is a fractional space
endowed with the graph norm. For more details on construction and properties
of fractional spaces we refer the reader to [14], [17], [19], [28]. After passing into
the abstract framework, we will say that the equation (1.2) is at the resonance at
infinity, provided
Ker (λI −A) 6= {0} and F is a bounded map.
The resonance phenomenon for the equation (1.2) is of importance from the point
of view of mathematics, physics and engineering. See for example [23], [24] for an
extensive discussion on the meaning of resonance in the oscillations of suspension
bridges. To explain the methods that we will use in this paper more precisely,
observe that the equation (1.2) can be written in the following form
w˙(t) = −Aw(t) + F(w(t)), t > 0, (1.3)
where A : E ⊃ D(A)→ E is a linear operator on the space E := Xα ×X given by
D(A) := {(x, y) ∈ E | x+ cy ∈ D(A)}
A(x, y) := (−y,A(x+ cy)− λx) for (x, y) ∈ D(A),
and F : E → E is the map defined by F(x, y) := (0, F (x)) for (x, y) ∈ E. Assume
that, for every initial data (x, y) ∈ E, the equation (1.3) admits a unique mild
solution w( · ; (x, y)) : [0,+∞) → E starting at (x, y). Then, we can define the
associated semiflow Φ : [0,+∞)×E→ E by
Φ(t, (x, y)) := w(t; (x, y)) for t ∈ [0,+∞), (x, y) ∈ E.
Using the fact that A has compact resolvent, it was proved in [32] that any bounded
set N ⊂ E is admissible with respect to the semiflow Φ, that is, if sequences (tn)
in [0,+∞) and (zn) in E are such that tn → +∞ as n→ +∞ and
w([0, tn]× {zn}) ⊂ N for n ≥ 1,
then the set {w(tn; zn) | n ≥ 1} is relatively compact in E. Therefore, the natural
way to study invariant sets for the equation (1.3) is to exploit the Conley index
theory developed for arbitrary metric spaces in [29], [31]. More precisely, we in-
troduce resonant conditions for the nonlinearity F and apply them to construct an
isolating neighborhood N with the property that every bounded orbit of (1.3) lies
in the interior of N . Then we compute the Conley index of Inv (N) with respect
to Φ in the terms of the resonant conditions imposed earlier on the nonlinearity.
The non-triviality of Conley index will guarantee that the set K∞ is compact and
non-empty.
Roughly speaking, the resonant conditions read as follows. Let λ ∈ R be given
eigenvalue of the operator A such that its the geometric and algebraic multiplicities
are equal. Since A has compact resolvents, the eigenvalue λ is isolated and there
is a subspace V ⊂ X with the property that X = Ker (λI − A)⊕ V and σ(AV ) =
σ(A) \ {λ}, where AV is the part of the operator A in V . Assume that the space
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X is continuously embedded in a Hilbert space H , equipped with a norm ‖ · ‖H
and a scalar product 〈 · , · 〉H , such that the operator A has self-adjoint extension
Â : H ⊃ D(Â)→ H . We say that condition (G1) is satisfied provided
for any balls B1 ⊂ V ∩X
α, B2 ⊂ Ker (λI −A) there are R, ρ > 0 such that
〈F (x+ y), x〉H > −〈F (x+ y), z〉H + ρ
for (y, z) ∈ B1 ×B2 and x ∈ Ker (λI −A) with ‖x‖H ≥ R.
In the similar way, we say that condition (G2) is satisfied provided
for any balls B1 ⊂ V ∩X
α, B2 ⊂ Ker (λI −A) there are R, ρ > 0 such that
〈F (x+ y), x〉H < −〈F (x+ y), z〉H − ρ
for (y, z) ∈ B1 ×B2 and x ∈ Ker (λI −A) with ‖x‖H ≥ R.
An important property of these conditions is the fact that if F is a Nemitskii
operator associated with f : Ω × R → R, then (G1) and (G2) are implicated by
well-known Landesman-Lazer conditions introduced in [22] as well as by strong
resonance conditions considered in [5].
It is also worth to note that the Landesman-Lazer and strong resonance con-
ditions have been widely used in the last years to obtain stationary points and
periodic solutions, especially for the heat and wave equations (see for example [2],
[6], [10], [18], [34], [37]). In this paper we will show that these conditions can be
also successfully used to prove the existence of maximal compact invariant sets and
connecting orbits for the equation (1.1). For the other results in this direction see
[4], where the authors analyze a resonant problem for the heat equation with the
nonlinearity located at the boundary and study the behavior of the set K∞ as a pa-
rameter crosses the first Steklov eigenvalue. We also refer the reader to [30] where
the topological properties of the set K∞ are studied for parabolic equation with
resonance at zero and with non-resonance assumption at infinity. For the results
concerning the existence of bounded solutions for the ordinary differential equations
in the resonant situation see [1], [26], [27].
The paper is organized as follows. In Section 2, we will deal with the spectral
properties of the operator A. In Proposition 2.4 we provide a relationship between
spectral decomposition of the operators A and A that will be fundamental in this
paper.
Section 3 is devoted to the mild solutions for the equation (1.2) where the non-
linearity depends additionally from a parameter. We provide the standard facts
concerning the existence and uniqueness of mild solutions and we focus on conti-
nuity and compactness properties for the associated semiflow.
In Section 4 we provide geometrical assumptions for the nonlinearity F and prove
the Conley index formula for invariant sets, Theorem 4.2, that is the main result
of this paper. Finally, in Section 5 we provide applications of the obtained abstract
results to partial differential equations. First of all we formulate Theorems 5.2 and
5.4 claiming that if F is the Nemitskii operator associated with the map f , then
the well known Landesman-Lazer (see [22]) and strong resonance conditions (see
[5]) are actually particular case of (G1) and (G2). Then, we provide the criteria
on the existence of nonempty maximal compact invariant sets and the criteria on
existence of orbits connecting stationary points for the equation (1.1) in terms of
Landesman-Lazer and strong resonance conditions.
Notation and terminology. Let A : X ⊃ D(A) → X be a linear operator on a
real Banach space X equipped with the norm ‖ · ‖. We say that the operator A is
sectorial provided there are φ ∈ (0, π/2), M ≥ 1 and a ∈ R, such that the sector
Sa,φ := {λ ∈ C | φ ≤ |arg (λ− a) ≤ π, λ 6= a}
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is contained in the resolvent set of A and furthermore
‖(λI −A)−1‖ ≤M/|λ− a| for λ ∈ Sa,φ.
It is well-known that if A is sectorial, then −A is an infinitesimal generator of
analytic semigroup which, throughout this paper, will be denoted by {SA(t)}t≥0.
The operator A is called positive if ℜµ > 0 for any µ ∈ σ(A). It can be proved
that, if A is positive and sectorial, then given α ≥ 0 the integral
A−α :=
1
Γ(α)
∫ ∞
0
tα−1SA(t) dt.
is convergent in the uniform operator topology of the space L(X). Consequently we
can define the fractional space associated with A as the domain of the inverse oper-
ator Xα := D(Aα). The space Xα endowed with the graph norm ‖x‖α := ‖A
αx‖
is a Banach space, continuously embedded in X . For more details on sectorial
operators and fractional spaces, we refer the reader to [17], [19], [28].
2. Spectral decomposition
In this section we will assume that A : X ⊃ D(A) → X is a sectorial operator
on a real Banach space X , equipped with the norm ‖ · ‖, such that the following
conditions are satisfied:
(A1) the operator A is positive and has compact resolvents,
(A2) there is a Hilbert space H endowed with a scalar product 〈 · , · 〉H and a norm
‖ · ‖H such thatX is embedded inH by a continuous injective map i : X →֒ H ,
(A3) there is a self-adjoint operator Â : H ⊃ D(Â)→ H such that Gr (A) ⊂ Gr (Â),
where the inclusion is understood in the sense of the product map i× i.
Remark 2.1. Under the assumptions (A1)− (A3), the spectrum σ(A) consists of
a sequence (possibly finite) of real positive eigenvalues
0 < λ1 < λ2 < . . . < λi < λi+1 < . . .
such that dim(λiI −A) < +∞ for i ≥ 1.
Indeed, the operator A has compact resolvents which implies that there is a complex
sequence (λi)i≥1 such that
σ(A) = σp(A) = {λi}i≥1 and dimCKer (λiI −AC) < +∞ for i ≥ 1, (2.1)
where AC is the complexification of the operator A (see [3], [13] for more details).
Furthermore the sequence is finite or |λi| → +∞ as n → +∞. Since λi ∈ σp(A)
we have also that λi ∈ σp(Â), for i ≥ 1, as a consequence of (A3). But Â is a
symmetric operator, which implies that λi are real numbers. Since the operator A
is positive, the sequence (λi)i≥1 is also positive and λi → +∞ as i→ +∞. Hence,
in view of the right part of (2.1), we obtain dim(λiI −A) < +∞ for i ≥ 1. 
Let us introduce the space E := Xα ×X equipped with the norm
‖(x, y)‖E := ‖x‖α + ‖y‖ for (x, y) ∈ E.
We proceed to study the spectral properties of the operator A : E ⊃ D(A) → E
given by the formula
D(A) := {(x, y) ∈ E = Xα ×X | x+ cy ∈ D(A)},
A(x, y) := (−y,A(x+ cy)− λx) for (x, y) ∈ D(A),
(2.2)
where λ is a real number and c > 0. Let us now proceed to study the spectral
decomposition of the operator A. We will need the following proposition.
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Proposition 2.2. ([20, Theorem 2.3]) Let us denote by λ := λk the k-th eigenvalue
of A and let X0 := Ker (λI − A). Then there are closed subspaces X+, X− of X
such that X = X+ ⊕X− ⊕X0 and the following assertions hold.
(i) We have the following inclusions
X− ⊂ D(A), A(X−) ⊂ X− and A(X+ ∩D(A)) ⊂ X+.
Furthermore X− is a finite dimensional and X− = {0} if k = 1 and
X− = Ker (λ1I −A)⊕ . . .⊕Ker (λk−1I −A) if k ≥ 2.
(ii) If A+ : X+ ⊃ D(A+)→ X+ and A− : X− ⊃ D(A−)→ X− are parts of the
operator A in the spaces X+ and X−, respectively, then
σ(A+) = {λi | i ≥ k+1} and σ(A−) = {λi | 1 ≤ i ≤ k− 1} for k ≥ 1.
(iii) The spaces X0, X−, X+ are mutually orthogonal in H, which means that
〈i(ul), i(um)〉H = 0 for ul ∈ Xl, um ∈ Xm where l,m ∈ {0,−,+}, l 6= m.
Remark 2.3. Consider the decomposition X = X+⊕X−⊕X0 obtained in Propo-
sition 2.2. Let us denote by P,Q± : X → X projections given by
Px = x0 and Q±x = x± for x ∈ X, (2.3)
where x = x+ + x0 + x− for xi ∈ Xi and i ∈ {0,−,+}. Since the components are
closed in X , the projections are continuous maps. Let us denote Q := Q− + Q+.
Since the inclusion Xα ⊂ X is continuous, one can decompose Xα on a direct sum
of closed spaces
Xα = X0 ⊕X
α
− ⊕X
α
+, where X
α
− := X
α ∩X−, X
α
+ := X
α ∩X+.
Therefore the projections P and Q± can be also considered as continuous maps
P,Q± : X
α → Xα given for any x ∈ Xα by the formula (2.3).
In the following proposition we proceed to the spectral decomposition of the
operator A.
Proposition 2.4. ([21, Theorem 2.6]) Let us denote by λ := λk the k-th eigenvalue
of A and let E0 := Ker (λI − A) × Ker (λI − A). Then there are closed subspaces
E+,E− of E such that E := E− ⊕E0 ⊕E+ and the following assertions hold.
(i) We have the following inclusions
E− ⊂ D(A), A(E−) ⊂ E− and A(E+ ∩D(A)) ⊂ E+.
Furthermore dimE− = 0 for k = 1 and
dimE− =
k−1∑
i=1
dimKer (λiI − A) for k ≥ 2.
(ii) If A+ : E+ ⊃ D(A+)→ E+ and A− : E− ⊃ D(A−)→ E− are parts of A
in the spaces E− and E+, respectively, then
σ(A+) ⊂ {z ∈ C | ℜ z > 0} and σ(A−) ⊂ {z ∈ C | ℜ z < 0}.
(iii) If P,Q−,Q+ : E → E are projections on the components of the decompo-
sition E := E− ⊕E0 ⊕E+ and Q := Q− +Q−, then
P(x, y) = (Px, Py) and Q(x, y) = (Qx,Qy) for (x, y) ∈ E. (2.4)
It is well-known that A is a sectorial operator (see for example [12], [25]) and
hence −A generates a C0 semigroup {SA(t)}t≥0 of bounded operators on E. In
the following proposition we collect properties of the semigroup that we will use in
this paper (see e.g. [21, Corollary 2.9]).
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Proposition 2.5. Let us denote by λ := λk the k-th eigenvalue of the operator A
and let E = E− ⊕ E0 ⊕E+ be the decomposition from Proposition 2.4.
(i) We have the following inclusions SA(t)Ei ⊂ Ei for t ≥ 0 and i ∈ {0,−,+}.
In particular, for any t ≥ 0 and z ∈ E
SA(t)Pz = PSA(t)z and SA(t)Q±z = Q±SA(t)z. (2.5)
(ii) The C0 semigroup {SA(t)|E−}t≥0 can be uniquely extended to a C0 group
on E− and there are constants M, δ > 0 such that
‖SA(t)z‖E ≤Me
−δt‖z‖E for z ∈ E+, t ≥ 0, (2.6)
‖SA(t)z‖E ≤Me
δt‖z‖E for z ∈ E−, t ≤ 0. (2.7)
(iii) If A0 : E0 → E0 is a part of A in E0, then
A0(x, y) = (−y, cλy) and SA0(t)(x, y) = SA(t)(x, y) (2.8)
for (x, y) ∈ E0 and t ≥ 0.
3. Continuity and compactness properties of semiflows
Assume that A : X ⊃ D(A) → X is a positively defined sectorial operator with
compact resolvents on a separable Banach space X , equipped with a norm ‖ · ‖.
Consider the following family of differential equations
u¨(t) = −Au(t)− cAu˙(t) + λu(t) + F (s, u(t)), t ≥ 0 (3.1)
where λ is a real number, c > 0 is a damping factor, s ∈ [0, 1] is a parameter and
F : [0, 1]×Xα → X is a continuous map satisfying the following conditions:
(F1) for every x ∈ Xα there is an open neighborhood V ⊂ Xα of x and constant
L > 0 such that for any s ∈ [0, 1], x1, x2 ∈ V
‖F (s, x1)− F (s, x2)‖ ≤ L‖x1 − x2‖α;
(F2) there is a constant c0 > 0 such that
‖F (s, x)‖ ≤ c0(1 + ‖x‖α) for s ∈ [0, 1], x ∈ X
α.
(F3) for any bounded V ⊂ Xα, the set F ([0, 1]× V ) is relatively compact in X .
Let us note that the equation (3.1) can be written in the following form
w˙(t) = −Aw(t) + F(s, w(t)), t > 0, (3.2)
where A : E ⊃ D(A)→ E is given by (2.2) and F : [0, 1]×E→ E is defined by
F(s, (x, y)) := (0, F (s, x)) for s ∈ [0, 1], (x, y) ∈ E.
Let J ⊂ R be an interval and s ∈ [0, 1]. We say that a continuous map w : J → E
is a mild solution of equation (3.2), provided
w(t) = SA(t− t
′)w(t′) +
∫ t
t′
SA(t− τ)F(s, w(τ)) dτ
for every t, t′ ∈ J , t′ < t. In the following proposition we collect useful facts
concerning existence, continuity and compactness of solutions for the equation (3.2).
Proposition 3.1. Under the above assumptions the following assertions hold.
(a) For every s ∈ [0, 1] and (x, y) ∈ E, the equation (3.2) admits a unique mild
solution w( · ; s, (x, y)) : [0,+∞)→ E starting at (x, y).
(b) If sequences (xn, yn) in E and (sn) in [0, 1] are such that (xn, yn)→ (x0, y0)
in E and sn → s0 as n→ +∞, then
w(t; sn, (xn, yn))→ w(t; s0, (x0, y0)) as n→ +∞,
for t ≥ 0, and this convergence in uniform on bounded subsets of [0,+∞).
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(c) Let N ⊂ E be a bounded subset and let sequences (sn) in [0, 1], (tn) in
[0,+∞) and (zn) in E are such that tn → +∞ as n→ +∞ and
w([0, tn]× {sn} × {zn}) ⊂ N for n ≥ 1.
Then the set {w(tn; sn, zn) | n ≥ 1} is relatively compact in E.
Proof. The proof of point (a) is a consequence of [17, Theorem 3.3.3] and [17,
Corollary 3.3.5]. Points (b) and (c) are consequences of [11, Proposition 4.1]. Proof
of point (c) can be also found in [31, Theorem 5.1]. 
4. Conley index formula for invariant sets
In this section we prove the Conley index formula for invariant sets, which is the
main result of this paper. We consider the following differential equation
u¨(t) = −Au(t)− cAu˙(t) + λu(t) + F (u(t)), t ≥ 0 (4.1)
where c > 0 is a damping constant, λ is a real number, A : X ⊃ D(A) → X is an
operator defined on a separable Banach space X with norm ‖ · ‖ and F : Xα → X
is a continuous map. We are interested in the situation when the equation (4.1) is
at resonance at infinity, that is,
Ker (λI −A) 6= {0} and F is a bounded map.
Throughout this section we assume that conditions (A1) − (A3), (F1), (F3) are
satisfied and furthermore:
(F4) there is m > 0 such that ‖F (x)‖ ≤ m for x ∈ Xα.
Let us note that the equation (4.1) can be written in the following form
w˙(t) = −Aw(t) + F(w(t)), t > 0 (4.2)
where A : E ⊃ D(A)→ E is given by (2.2) and F : E→ E is defined by
F(x, y) := (0, F (x)) for (x, y) ∈ E = Xα ×X.
From Proposition 3.1 (a) it follows that, for any (x, y) ∈ E, there is a unique mild
solution w( · ; (x, y)) : [0,+∞) → E for the equation (4.2), starting at (x, y). Let
Φ : [0,+∞)×E→ E be the semiflow given by
Φ(t, (x, y)) := w(t; (x, y)) for t ∈ [0,+∞), (x, y) ∈ E
and let N ⊂ E be a closed bounded set. Observe that Proposition 3.1 (b) and (c)
imply that the semiflow is continuous and the set N is admissible with respect to
Φ, that is, for any sequences (tn) in [0,+∞) and (zn) in E such that tn → +∞ and
w([0, tn]× {zn}) ⊂ N for n ≥ 1,
the set {w(tn; zn) | n ≥ 1} is relatively compact in E. We recall that the maximal
invariant set Inv (N,Φ) is the set of points x ∈ N , for which there is a map
σ : R→ N such that σ(0) = x and
Φ(t, σ(s)) = σ(t+ s) for t ≥ 0, s ∈ R.
If the set Inv (N,Φ) is contained in the interior of N , then we call N isolating
neighborhood. Furthermore a set K ⊂ E is called isolated invariant set, provided
there is a closed set N ⊂ X , admissible with respect to Φ, such that K = Inv (N) ⊂
intN (cf. [29], [31]).
Remark 4.1. If the equation (4.1) is at resonance at infinity, then there is a
nonlinearity F such that the equation does not admit bounded orbits.
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To see this, let us take F (x) := y0 for x ∈ Xα, where y0 ∈ Ker (λI − A) \ {0}. If
w : R→ E is a bounded orbit for (4.2), then
w(t) = SA(t)w(0) +
∫ t
0
SA(t− τ)(0, y0) dτ for t ∈ [0,+∞). (4.3)
Consider the direct sum decomposition E := E− ⊕ E0 ⊕ E+ from Proposition 2.4
together with the corresponding continuous projections P, Q+, Q−. Let us equip
the space E0 = Ker (λI −A)×Ker (λI −A) with the following norm
‖(x, y)‖E0 :=
(
‖x‖2H + ‖y‖
2
H
)1/2
for (x, y) ∈ E0.
Since E0 is finite dimensional, there are constants c1, c2 > 0 such that
c1‖(x, y)‖E ≤ ‖(x, y)‖E0 ≤ c2‖(x, y)‖E for (x, y) ∈ E0. (4.4)
Acting on the equation (4.3) by P and using (2.5), (2.8) and (2.4), we infer that
Pw(t) = SA0(t)Pw(0) +
∫ t
0
SA0(t− τ)(0, y0) dτ for t ∈ [0,+∞).
Since A0 is a bounded operator on a finite dimensional space E0, it follows that
the map (u0, v0) := Pw is of class C
1 and
u˙0(t) = v0(t), v˙0(t) = −cλv0(t) + y0, for t ≥ 0.
From the above equation it follows that
d
dt
(〈u0(t), cλy0〉H + 〈v0(t), y0〉H) = 〈v0(t), cλy0〉H + 〈−cλv0(t) + y0, y0〉H = ‖y0‖
2
H
for t ≥ 0 and hence
〈u0(t), cλy0〉H + 〈v0(t), y0〉H − 〈u0(0), cλy0〉H + 〈v0(0), y0〉H = t‖y0‖
2
H . (4.5)
Using (4.4) together with Schwartz inequality, we infer that
〈u0(t), cλy0〉H + 〈v0(t), y0〉H ≤ ‖(u0(t), v0(t))‖E0‖(cλy0, y0)‖E0
≤ c2‖w(t)‖E‖(cλy0, y0)‖E0 .
Since the orbit w is bounded, it follows that the left side of (4.5) is bounded for
t ≥ 0. This is a contradiction with ‖y0‖H > 0 and the proof is completed. 
To overcome difficulties presented in Remark 4.1 we impose additional condi-
tions on the nonlinearity F . Recalling that Xα+, X
α
− and X0 are subspaces from
Remark 2.3, we equip the spaces Xα+ ⊕X
α
− and X0 in the norms ‖ · ‖α and ‖ · ‖H ,
respectively. Then we introduce the following geometric conditions:
(G1)

for any balls B1 ⊂ X
α
+ ⊕X
α
− and B2 ⊂ X0 there are R, ρ > 0 such that
〈F (x + y), x〉H > −〈F (x+ y), z〉H + ρ
for (y, z) ∈ B1 ×B2 and x ∈ X0 with ‖x‖H ≥ R.
(G2)

for any balls B1 ⊂ X
α
+ ⊕X
α
− and B2 ⊂ X0 there are R, ρ > 0 such that
〈F (x + y), x〉H < −〈F (x+ y), z〉H − ρ
for (y, z) ∈ B1 ×B2 and x ∈ X0 with ‖x‖H ≥ R.
We proceed to the Conley index formula for invariant sets that is the main result
of this paper.
Theorem 4.2. Assume that λ = λk is the k-th eigenvalue of the operator A and
let K∞ be the union of all bounded orbits of the semiflow Φ. Then, there is a
closed isolating neighborhood N ⊂ E, admissible with respect to Φ such that K∞ =
Inv (N,Φ) and the following assertions hold:
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(i) if (G1) holds, then h(Φ,K∞) = Σ
dk ,
(ii) if (G2) holds, then h(Φ,K∞) = Σ
dk−1 .
Here dl :=
∑l
i=1 dimKer (λiI − A) for l ≥ 1 with the exceptional case d0 := 0 and
h denotes the Conley index.
Remark 4.3. Observe that dl is a finite number because by Remark 2.1, we have
σ(A) = (λi)i≥1 and dimKer (λiI −A) < +∞ for i ≥ 1. 
4.1. Preparation to the proof of Theorem 4.2. In the proof we will use the
following family of differential equations
w˙(t) = −Aw(t) +G(s, w(t)), t > 0 (4.6)
where G : [0, 1]×E→ E is a map defined by
G(s, (x, y)) := (0, G(s, x)) = (0, PF (sQx+ Px) + sQF (sQx+ Px))
for s ∈ [0, 1] and (x, y) ∈ E.
Remark 4.4. It is not difficult to see that G satisfies assumption (F1) − (F3).
Furthermore there is a constant m0 > 0 such that
‖G(s, z)‖E ≤ m0 for s ∈ [0, 1], z ∈ E, (4.7)
which is a consequence of assumption (F4). 
By Remark 4.4 and Proposition 3.1 (a), for any s ∈ [0, 1], we can define the
semiflow Ψs : [0,+∞)×Xα → Xα given by
Ψs(t, (x, y)) := w(t; s, (x, y)) for t ∈ [0,+∞), (x, y) ∈ E,
where w( · ; s, (x, y)) : [0,+∞) → E is a unique mild solution of (4.6) starting at
(x, y). Furthermore, Proposition 3.1 (b) and (c) imply that the family of semiflows
{Ψs}s∈[0,1] is continuous and any bounded subset of E is admissible with respect to
this family. In the following lemma we prove a priori estimates for the full solutions
of the equation (4.6).
Lemma 4.5. There is a constant R > 0 such that if w : R → E is a full bounded
mild solution of (4.6), for some s ∈ [0, 1], then
‖Qw(t)‖E ≤ R for t ∈ R, (4.8)
where Q = Q+ +Q− and Q+, Q− are projections from Proposition 2.4.
Proof. Since w is a solution of the semiflow Ψs for some s ∈ [0, 1], one has
Ψs(t− t′, w(t′)) = w(t) for t, t′ ∈ R, t ≥ t′,
which in turn implies that
w(t) = SA(t− t
′)w(t′) +
∫ t
t′
SA(t− τ)G(s, w(τ)) dτ for t ≥ t
′. (4.9)
Acting on this equation by Q+ and using (2.5), we infer that
Q+w(t) = SA(t− t
′)Q+w(t
′) +
∫ t
t′
SA(t− τ)Q+G(s, w(τ)) dτ for t ≥ t
′. (4.10)
Therefore, by (2.6), one has
‖SA(t− t
′)Q+w(t
′)‖E ≤Me
−δ(t−t′) ‖Q+w(t
′)‖E
≤Me−δ(t−t
′)‖Q+‖L(E)‖w(t
′)‖E for t ≥ t
′.
Hence the boundedness of w implies that
‖SA(t− t
′)Q+w(t
′)‖E → 0 as t
′ → −∞. (4.11)
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Furthermore, by (4.10), (2.6) and (4.7), we obtain
‖Q+w(t)‖E ≤ ‖SA(t− t
′)Q+w(t
′)‖E +
∫ t
t′
‖SA(t− τ)Q+G(s, w(τ))‖E dτ
≤ ‖SA(t− t
′)Q+w(t
′)‖E +M
∫ t
t′
e−δ(t−τ) ‖Q+G(s, w(τ))‖E dτ
≤ ‖SA(t− t
′)Q+w(t
′)‖E +m0M‖Q+‖L(E)
∫ t
t′
e−δ(t−τ) dτ
= ‖SA(t− t
′)Q+w(t
′)‖E +m0M‖Q+‖L(E)(1− e
−δ(t−t′))/δ,
and consequently
‖Q+w(t)‖E ≤ ‖SA(t− t
′)Q+w(t
′)‖E +m0M‖Q+‖L(E)(1 − e
−δ(t−t′))/δ.
Letting t′ → −∞ and using (4.11), yields
‖Q+w(t)‖E ≤ m0M‖Q+‖L(E)/δ for t ∈ R. (4.12)
On the other hand, acting on (4.9) by the operator Q− and using (2.5), we obtain
Q−w(t) = SA(t− t
′)Q−w(t
′) +
∫ t
t′
SA(t− τ)Q−G(s, w(τ)) dτ, (4.13)
which implies that
SA(t
′ − t)Q−w(t) = Q−w(t
′) +
∫ t
t′
SA(t
′ − τ)Q−G(s, w(τ)) dτ for t ≥ t
′ (4.14)
because, by Proposition 2.5 (ii), the semigroup {SA(t)}t≥0 can be extended on the
space E− to a C0 group of bounded operators. Let us note that, by (2.7), one has
‖SA(t
′ − t)Q−w(t)‖E ≤M e
δ(t′−t)‖Q−w(t)‖E
≤M eδ(t
′−t)‖Q−‖L(E)‖w(t)‖E for t ≥ t
′,
and therefore the boundedness of w implies that
‖SA(t
′ − t)Q−w(t)‖E → 0 as t→ +∞. (4.15)
Furthermore, using (4.13), (2.7) and (4.7) we derive that
‖Q−w(t
′)‖E ≤ ‖SA(t
′ − t)Q−w(t)‖E +
∫ t
t′
‖SA(t
′ − τ)Q−G(s, w(τ))‖E dτ
≤ ‖SA(t
′ − t)Q−w(t)‖E +
∫ t
t′
Meδ(t
′−τ)‖Q−G(s, w(τ))‖E dτ
≤ ‖SA(t
′ − t)Q−w(t)‖E +
∫ t
t′
m0M‖Q−‖L(E) e
δ(t′−τ) dτ
= ‖SA(t
′ − t)Q−w(t)‖E +m0M‖Q−‖L(E)
(
1− eδ(t
′−t)
)
/δ
and consequently, for t > t′, one has
‖Q−w(t
′)‖E ≤ ‖SA(t
′ − t)Q−w(t)‖E +m0M‖Q−‖L(E)
(
1− eδ(t
′−t)
)
/δ.
Letting t→ +∞ and using (4.15), yields
‖Q−w(t
′)‖E ≤ m0M‖Q−‖L(E)/δ for t
′ ∈ R, (4.16)
which together with (4.12) gives (4.8) and the proof is completed. 
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4.2. Proof of Theorem 4.2. Let {e1, e2, . . . , en}, where n = dimKer (λI−A), be
an orthonormal basis of the space Ker (λI −A) equipped with the norm ‖ · ‖H and
the scalar product 〈 · , · 〉H . We recall the space E0 = Ker (λI −A)×Ker (λI −A)
is equipped with the scalar product and norm, given by
〈(x1, y1), (x2, y2)〉E0 = 〈x1, x2〉H + 〈y1, y2〉H for (x1, y1), (x2, y2) ∈ E0,
‖(x, y)‖E0 =
(
‖x‖2H + ‖y‖
2
H
)1/2
for (x, y) ∈ E0.
Let the set {f1, f2, . . . , f2n} be the following basis of the space E0
fi :=
((cλ)
2 + 1)−1/2(cλei, ei) for 1 ≤ i ≤ n,
(0, ei−n) for n+ 1 ≤ i ≤ 2n
and let us define the linear map W : E0 → Rn × Rn as W (x, y) = (w1, w2) where
w1 := a(cλx1 + y1, cλx2 + y2, . . . , cλxn + yn) and
w2 := (y1, y2, . . . , yn)
(4.17)
with a := ((λc)2 + 1)−1/2 and xi := 〈x, ei〉H , yi := 〈y, ei〉H for i = 1, 2, . . . , n. In
view of the fact that the basis {e1, e2, . . . , en} is orthonormal, one has
|w1| = a‖cλx+ y‖H and |w2| = ‖y‖H , (4.18)
where | · | is the Euclidean norm in Rn.
Step 1. We proceed to define an isolating neighborhood for the family {Ψs}s∈[0,1].
To this end, from Lemma 4.5, we obtain a constant R1 > 0 with the property that,
if w = (u, v) : R→ E is a bounded full solution of Ψs : E→ E for s ∈ [0, 1], then
‖Qw(t)‖E ≤ R1 for t ∈ R. (4.19)
In view of the fact that X0 = Ker (λI −A) is a finite dimensional space the norms
‖ · ‖ and ‖ · ‖H are equivalent on this space. Hence, by assumption (F4), there is a
constant m1 > 0 such that
‖PF (x)‖H ≤ m1 for x ∈ X
α. (4.20)
Choose R2 > 0 such that
− cλR2 +m1R < −cλR
2
2 +m1R2 < 0 for R ≥ R2, (4.21)
and define the following sets
B1 := {y ∈ X
α
+ ⊕X
α
− | ‖y‖α ≤ R1 + 1},
B2 := {z ∈ Ker (λI −A) | ‖z‖H ≤ R2/(cλ)}.
Using geometrical conditions (G1), (G2) and orthogonality from Proposition 2.2
(iii), one can find R3, ρ > 0 such that
〈PF (x+ y), x〉H > −〈PF (x+ y), z〉H + ρ (4.22)
for any (y, z, x) ∈ B1 ×B2 ×X0 with ‖x‖H ≥ R3, if condition (G1) is satisfied and
〈PF (x+ y), x〉H < −〈PF (x+ y), z〉H − ρ
for any (y, z, x) ∈ B1×B2×X0 with ‖x‖H ≥ R3, if the condition (G2) is satisfied.
Let us denote
R4 := acλR3 + aR2 (4.23)
and define the set N ⊂ E as N := N1 ⊕N2, where
N1 := {(x, y) ∈ E− ⊕E+ | ‖(x, y)‖E ≤ R1 + 1},
N2 :=W
−1M where M := {(w1, w2) ∈ R
2n | |w1| ≤ R4, |w2| ≤ R2}.
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Step 2. We show thatN is an isolating neighborhood for the family {Ψs}s∈[0,1]. To
this end we prove that every bounded orbit w : R→ E of the semiflowΨs : E→ E,
where s ∈ [0, 1], is contained in the interior of the set N . The choice of R1 and
the boundedness of w in the space E gives Qw(t) ∈ intN1 for t ∈ R. Hence,
it is enough to show that Pw(t) ∈ intN2 for t ∈ R. First observe that from
(2.4) we have Qw(t) = (Qu(t), Qv(t)) for t ∈ R, and hence (4.19) implies that
‖Qu(t)‖α + ‖Qv(t)‖ ≤ R1. This in turn gives
‖Qu(t)‖α ≤ R1 for t ∈ R. (4.24)
Let us define the map (w1, w2) : R→ R2n by the formula
(w1(t), w2(t)) :=WP(w(t)) =W (Pu(t), Pv(t)) for t ∈ R.
From (4.17) we obtain
w1(t) := a(cλu1(t) + v1(t), cλu2(t) + v2(t), . . . , cλun(t) + vn(t)),
w2(t) := (v1(t), v2(t), . . . , vn(t)) for t ∈ R,
(4.25)
where a := ((λc)2 + 1)−1/2 and
ui(t) := 〈Pu(t), ei〉H , vi(t) := 〈Pv(t), ei〉H for i = 1, 2, . . . , n.
Acting by the operator P on the equation
(u(t), v(t)) = SA(t− t
′)(u(t′), v(t′)) +
∫ t
t′
SA(t− τ)G(s, (u(τ), v(τ))) dτ for t ≥ t
′
and using (2.5), we infer that
P(u(t), v(t)) = SA(t− t
′)P(u(t′), v(t′)) +
∫ t
t′
SA(t− τ)PG(s, (u(τ), v(τ))) dτ
for t ≥ t′ and consequently, by (2.4) and (2.8), we have
(Pu(t), Pv(t)) = SA0(t−t
′)(Pu(t′), Pv(t′))+
∫ t
t′
SA0(t−τ)(0, PF (sQu(τ)+Pu(τ))) dτ.
Since A0 is bounded and defined on finite dimensional space E0, the maps t 7→
Pu(t), Pv(t) are continuously differentiable on R and
d
dt
Pu(t) = Pv(t), t ∈ R
d
dt
Pv(t) = −cλPv(t) + PF (sQu(t) + Pu(t)), t ∈ R.
Hence, one has
cλu˙i(t) + v˙i(t) = cλ
〈
d
dt
Pu(t), ei
〉
H
+
〈
d
dt
Pv(t), ei
〉
H
= cλvi(t)− cλvi(t) + 〈PF (sQu(t) + Pu(t)), ei〉H
= 〈PF (sQu(t) + Pu(t)), ei〉H for t ∈ R, 1 ≤ i ≤ n
(4.26)
and
v˙i(t) =
〈
d
dt
Pv(t), ei
〉
H
= −cλvi(t) + 〈PF (sQu(t) + Pu(t)), ei〉H (4.27)
for t ∈ R, 1 ≤ i ≤ n. We show that
|w2(t)| < R2 for t ∈ R. (4.28)
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Suppose contrary that there is t0 ∈ R such that |w2(t0)| ≥ R2. By (4.25) and
(4.27), we infer that
d
dt
1
2
|w2(t)|
2 = w˙2(t) · w2(t) =
n∑
i=1
v˙i(t) · vi(t)
=
n∑
i=1
−cλv2i (t) + vi(t)〈PF (sQu(t) + Pu(t)), ei〉H
= −cλ|w2(t)|
2 + 〈PF (sQu(t) + Pu(t)), Pv(t)〉H for t ∈ R.
(4.29)
Furthermore, from (4.18) and (4.20) it follows that
〈PF (sQu(t) + Pu(t)), Pv(t)〉H ≤ m1‖Pv(t)‖H = m1|w2(t)|,
and hence, by (4.21) and (4.29), we deduce that
d
dt
1
2
|w2(t)|
2 = −cλ|w2(t)|
2 + 〈PF (sQu(t) + Pu(t)), Pv(t)〉H
≤ −cλ|w2(t)|
2 +m1|w2(t)| for t ∈ R.
(4.30)
Let t1 := inf{t ≤ t0 | |w2(s)| ≥ R2 for s ∈ [t, t0]}. If t1 > −∞ then by the
continuity |w2(t1)| ≥ R2 and, by (4.30) and (4.21), we find that
d
dt
1
2
|w2(t)|
2
|t=t1
≤ −cλ|w2(t1)|
2 +m1|w2(t1)| ≤ −cλR
2
2 +m1R2 < 0.
Hence, there is δ > 0 such that |w2(t)| > R2 for t ∈ (−δ + t1, t1) which contradicts
the fact that t1 > −∞ and gives t1 = −∞. It follows that |w2(t)| ≥ R2 for t ≤ t0
and, using (4.30) again, we obtain
d
dt
1
2
|w2(t)|
2 ≤ −cλ|w2(t)|
2+m1|w2(t)| ≤ −cλR
2
2+m1R2 := K < 0 for t ≤ t0.
Integrating this equation we have
|w2(t0)|
2 + 2(−K)(−t+ t0) ≤ |w2(t)|
2 for t ≤ t0,
which is a contradiction because we assumed that w is bounded and hence |w2(t)|
is bounded for t ∈ (−∞, 0] as well. Therefore (4.28) follows as desired. It remains
to prove that
|w1(t)| < R4 for t ∈ R. (4.31)
To this end suppose contrary that |w1(t0)| ≥ R4 for some t0 ∈ R. Assume also
that condition (G1) is satisfied. Let t1 := sup{t ≥ t0 | |w1(s)| ≥ R4 for s ∈ [t0, t]}.
If t1 < +∞ then, by the continuity, |w1(t1)| ≥ R4 and, by (4.25) and (4.26), we
deduce that
d
dt
1
2
|w1(t)|
2 = w˙1(t) · w1(t) = a
2
n∑
i=1
(cλu˙i(t) + v˙i(t))(cλui(t) + vi(t))
= a2
n∑
i=1
(cλui(t) + vi(t))〈PF (sQu(t) + Pu(t)), ei〉H
= a2〈PF (sQu(t) + Pu(t)), cλPu(t) + Pv(t)〉H for t ∈ R.
From (4.18) and (4.28), it follows that ‖Pv(t1)‖H = |w2(t1)| ≤ R2 and, by (4.23),
acλR3 + aR2 = R4 ≤ |w1(t1)| = a‖cλPu(t1) + Pv(t1)‖H
≤ acλ‖Pu(t1)‖H + a‖Pv(t1)‖H ≤ acλ‖Pu(t1)‖H + aR2,
which in turn implies that
‖Pu(t1)‖H ≥ R3 and ‖Pv(t1)‖H ≤ R2. (4.32)
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Therefore, if (G1) is satisfied, then by (4.24) and (4.32), the inequality (4.22) gives
d
dt
1
2
|w1(t)|
2
|t=t1
= a2〈PF (sQu(t1) + Pu(t1)), cλPu(t1) + Pv(t1)〉H
= a2cλ〈PF (sQu(t1) + Pu(t1)), Pu(t1)〉H
+ a2cλ〈PF (sQu(t1) + Pu(t1)), Pv(t1)/cλ〉H
> a2cλρ > 0.
(4.33)
Consequently, there is δ > 0 such that |w1(t)| > R4 for t ∈ (t1, t1 + δ), which
contradicts the fact that t1 < +∞ and gives t1 = +∞. This implies that |w1(t)| ≥
R4 for t ≥ t0 and similarly as in (4.33) we obtain
d
dt
1
2
|w1(t)|
2 = a2cλ〈PF (sQu(t) + Pu(t)), Pu(t)〉H
+ a2cλ〈PF (sQu(t) + Pu(t)), Pv(t)/cλ〉H
> a2cλρ for t ≥ t0.
Integrating this equation gives
|w1(t)|
2 ≥ 2a2cλρ(t− t0) + |w1(t0)|
2 for t ≥ t0.
It is a contradiction because we assumed w is bounded and hence |w1(t)| is bounded
for t ∈ [0,+∞) as well. Therefore (4.31) follows as claimed. Combining (4.28) and
(4.31) yields Pw(t) ∈ intN2 for t ∈ R and the set N is isolating neighborhood for
Ψs for any s ∈ [0, 1], provided condition (G1) is satisfied. In particular we proved
that the set K∞ ⊂ intN . Similarly, if (G2) holds then the same conclusion can be
obtain in the exactly the same way. For brevity of the proof we omit details.
Step 3. Let us denote by ϕ2 : [0,+∞)×E0 → E0 the semiflow for the equation
(u˙(t), v˙(t)) = −A0(u(t), v(t)) + (0, PF (u(t))), t > 0 (4.34)
and let us define
M i := {(w1, w2) ∈ R
2n | |w1| < R4, |w2| = R2},
M e := {(w1, w2) ∈ R
2n | |w1| = R4, |w2| < R2},
M b := {(w1, w2) ∈ R
2n | |w1| = R4, |w2| = R2}.
Let us denote B := N2 and let B
e, Bi and Bb be the sets of strict egress, ingress
and bounce off points, respectively (cf. [31, Definition 3.2]). We prove that, if
condition (G1) is satisfied, then the set B is an isolating block for ϕ2 such that
Be =W−1M e, Bi =W−1M i and Bb =W−1M b, respectively.
Assume that condition (G1) is satisfied and let (u, v) : [−δ2, δ1) → E0 be a
solution of the semiflow ϕ2 such that (u(0), v(0)) ∈ W−1M i. Let (w1, w2) : R →
R2n be a map given by the formula
(w1(t), w2(t)) =W (u(t), v(t)) for t ∈ [−δ2, δ1). (4.35)
From (4.17) it follows that
w1(t) := a(cλu1(t) + v1(t), cλu2(t) + v2(t), . . . , cλun(t) + vn(t)),
w2(t) := (v1(t), v2(t), . . . , vn(t)) for t ∈ [−δ2, δ1),
(4.36)
where a := ((λc)2 + 1)−1/2 and ui(t) := 〈u(t), ei〉H , vi(t) := 〈v(t), ei〉H for i =
1, 2, . . . , n. Since (u, v) is of class C1 it satisfies the equations{
u˙(t) = v(t), t ∈ [−δ2, δ1),
v˙(t) = −cλv(t) + PF (u(t)), t ∈ [−δ2, δ1),
(4.37)
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which in turn, implies that
cλu˙i(t) + v˙i(t) = cλ 〈u˙(t), ei〉H + 〈v˙(t), ei〉H
= cλvi(t)− cλvi(t) + 〈PF (u(t)), ei〉H
= 〈PF (u(t)), ei〉H
(4.38)
for t ∈ [−δ2, δ1), 1 ≤ i ≤ n and
v˙i(t) = 〈v˙(t), ei〉H = −cλvi(t) + 〈PF (u(t)), ei〉H
for t ∈ [−δ2, δ1) and 1 ≤ i ≤ n. Then (w1(0), w2(0)) =W (u(0), v(0)) ∈M i and
d
dt
1
2
|w2(t)|
2 = w˙2(t) · w2(t) =
n∑
i=1
v˙i(t) · vi(t)
=
n∑
i=1
−cλvi(t)
2 + vi(t)〈PF (u(t)), ei〉H
= −cλ‖v(t)‖2H + 〈PF (u(t)), v(t)〉H for t ∈ [−δ2, δ1).
(4.39)
Further, by (4.18) and (4.20), we have
〈PF (u(t)), v(t)〉H ≤ m1‖v(t)‖H = m1|w2(t)| for t ∈ [−δ2, δ1),
and hence, by (4.39) and (4.21), we deduce that
d
dt
1
2
|w2(t)|
2
|t=0 = −cλ|w2(0)|
2 + 〈PF (u(0)), v(0)〉H
≤ −cλ|w2(0)|
2 +m1|w2(0)| = −cλR
2
2 +m1R2 < 0.
(4.40)
This implies that there are ε1 ∈ (0, δ1) and ε2 ∈ (0, δ2) (when δ2 > 0) such that
|w2(t)| < R2 for t ∈ (0, ε1] and |w2(t)| > R2 for t ∈ [−ε2, 0). Taking ε1 > 0 smaller
if necessary we also have w1(t) ∈ BRn(0, R4), where we define
BRn(0, r) := {x ∈ R
n | |x| < r}.
Hence (u(t), v(t)) ∈ intB for t ∈ (0, ε1] and (u(t), v(t)) 6∈ B for t ∈ [−ε2, 0), which
proves that W−1M i is contained in Bi.
Suppose that (u, v) : [−δ2, δ1) → E0 is a solution for the semiflow ϕ2 such that
(u(0), v(0)) ∈ W−1M e. Similarly as before, we define a map (w1, w2) : [−δ2, δ1)→
R2n by the formula (4.35). Then (w1(0), w2(0)) = W (u(0), v(0)) ∈ M e, which
together with (4.36) and (4.38) gives
d
dt
1
2
|w1(t)|
2 = w˙1(t) · w1(t) = a
2
n∑
i=1
(cλu˙i(t) + v˙i(t))(cλui(t) + vi(t))
= a2
n∑
i=1
(cλui(t) + vi(t))(PF (u(t)), ei)
= a2(PF (u(t)), cλu(t) + v(t)) for t ∈ [−δ2, δ1).
From (4.18) it follows that ‖v(0)‖H = |w2(0)| ≤ R2 and
acλR3 + aR2 = R4 = |w1(0)| = a‖cλu(0) + v(0)‖H
≤ acλ‖u(0)‖H + a‖v(0)‖H ≤ acλ‖u(0)‖H + aR2,
which in turn implies that
‖u(0)‖H ≥ R3 and ‖v(0)‖H ≤ R2. (4.41)
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Since condition (G1) is satisfied, by (4.41), the inequality (4.22) yields
d
dt
1
2
|w1(t)|
2
|t=0 = a
2(PF (u(0)), cλu(0) + v(0))
= a2cλ(PF (u(0)), u(0)) + a2cλ(PF (u(0)), v(0)/cλ) > 0.
(4.42)
From this there are ε1 ∈ (0, δ1) and ε2 ∈ (0, δ2) (when δ2 > 0) such that |w1(t)| > R4
for t ∈ (0, ε1) and |w1(t)| < R4 for t ∈ (0,−ε2]. Taking again ε2 > 0 smaller if
necessary, we have also w2(t) ∈ BRn(0, R2) for t ∈ [−ε2, 0). Therefore (u(t), v(t)) ∈
intB for t ∈ [−ε2, 0) and (u(t), v(t)) 6∈ B for t ∈ (0, ε1) which implies that the set
W−1M e is contained in Be.
Let (u, v) : [−δ2, δ1)→ E0 be a solution of the semiflow ϕ2 such that (u(0), v(0)) ∈
W−1M b. Let us again define the map (w1, w2) : [−δ2, δ1) → R2n by (4.35).
Then (w1(0), w2(0)) = W (u(0), v(0)) ∈ M b and the both inequalities (4.40) and
(4.42) hold. Hence there are ε1 ∈ (0, δ1) and ε2 ∈ (0, δ2) such that |w1(t)| > R4
for t ∈ (0, ε1) and |w2(t)| > R2 for t ∈ [−ε2, 0) (when δ2 > 0). Therefore
(u(t), v(t)) 6∈ B for t ∈ [−ε2, 0) ∪ (0, ε1) and therefore the set W−1W b is contained
in Bb.
Since the sets Bi, Be and Bb are mutually disjoint and ∂B =W−1M e∪W−1M i∪
W−1M b we find that W−1M i = Bi, W−1M e = Be and W−1M b = Bb. Conse-
quently B = N2 is an isolating block for the semiflow ϕ2 with B
− := Be ∪ Bb =
W−1(M e ∪M b).
Similarly, we can verify that condition (G2) implies that the set B is an isolating
block for the semiflow ϕ2 with the boundary ∂B consisting of the strict ingress
points. The proof of this fact will be identical with the only difference that in the
case of condition (G2) the inequality (4.42) will be opposite.
Step 4. For any s ∈ [0, 1] write Ks := Inv (Ψs, N). By Step 2 and the homotopy
invariance of the Conley index (cf. [31, Theorem 12.2]) we have
h(Φ,K∞) = h(Ψ
1,K1) = h(Ψ
0,K0). (4.43)
Let us observe that, the family {Ψs}s∈[0,1] is a homotopy between Ψ
1 = Φ and
Ψ0. Furthermore, every solution (u, v) : [0,+∞)→ E of the semiflow Ψ0 satisfies
the following formula
(u(t), v(t)) = SA(t)(u(0), v(0)) +
∫ t
0
SA(t− τ)(0, PF (Pu(τ))) dτ for t ≥ 0.
Let us denote by ϕ1 : [0,+∞)×E+ ⊕E− → E+ ⊕E− the semiflow given by
ϕ1(t, (x, y)) := SA(t)(x, y) for t ∈ [0,+∞), (x, y) ∈ E+ ⊕E−.
Then we can easily check that, for any t ∈ [0,+∞) and (x, y) ∈ E, one has
Ψ0(t, (x, y)) = ϕ1(t,Q(x, y)) + ϕ2(t,P(x, y)),
which implies that Ψ0 is topologically equivalent with the cartesian product of ϕ1
and ϕ2. This means that, for any t ≥ 0 and (z1, z2) ∈ (E− ⊕E+)×E0
Ψ0(t, U(z1, z2)) = U(ϕ1(t, z1), ϕ2(t, z2)), (4.44)
where the linear homeomorphism U : (E− ⊕E+)×E0 → E is given by
U(z1, z2) = z1 + z2 for (z1, z2) ∈ (E− ⊕E+)×E0.
Let us denote K ′1 := Inv (ϕ1, N1) and K
′
2 := Inv (ϕ2, N2). In view of (2.6), (2.7)
and [31, Theorem 11.1] it follows that K ′1 = {0} is an isolated invariant set and
h(ϕ1,K
′
1) = Σ
dimE− = Σdk−1 , (4.45)
where the last equality is a consequence of Proposition 2.4 (i). Furthermore, by
Step 3, we infer that K ′2 is an isolated invariant set. Hence the multiplication
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property of the homotopy index implies that K ′1 × K
′
2 ⊂ (E− ⊕ E+) × E0 is an
isolated invariant set and
h(ϕ1 × ϕ2,K
′
1 ×K
′
2) = h(ϕ1,K
′
1) ∧ h(ϕ2,K
′
2). (4.46)
Let us denote K ′ := Inv (ϕ1 × ϕ2, N1 × N2). Then K ′ = K ′1 × K
′
2 and (4.44)
implies that U(K ′) = Inv (Ψ0, N) = K0. Therefore, by the topological invariance
of Conley index we find that
h(Ψ0,K0) = h(ϕ1 × ϕ2,K
′
1 ×K
′
2). (4.47)
Step 5. Combining (4.43), (4.47), (4.46) and (4.45) yields
h(Ψ,K∞) = h(ϕ1,K
′
1) ∧ h(ϕ2,K
′
2) = Σ
dk−1 ∧ h(ϕ2,K
′
2). (4.48)
If (G1) holds, then the pair (B,B−) is homeomorphic with (M,M−), where
M := {(w1, w2) ∈ R
2n | |w1| ≤ R4, |w2| ≤ R2},
M− := {(w1, w2) ∈ R
2n | |w1| = R4, |w2| ≤ R2}
and therefore
h(ϕ2,K
′
2) = Σ
n = ΣdimKer (λkI−A),
which together with (4.48) gives
h(Ψ,K∞) = Σ
dk−1 ∧ ΣdimKer (λkI−A) = Σdk , (4.49)
and the proof of (i) is completed. If condition (G2) is satisfied, then B := N2 is
an isolating block for the semiflow ϕ2 with that boundary ∂B consisting of strict
ingress points. In this case the pair (B,B−) is homeomorphic with (M, ∅), which
implies that
h(ϕ2,K
′
2) = Σ
0.
Combining this with (4.48) we find that
h(Ψ,K∞) = Σ
dk−1 ∧ Σ0 = Σdk−1 (4.50)
and the point (ii) follows as desired. 
5. Applications
In this section we provide applications of the obtained abstract results to partial
differential equations. We will assume that Ω ⊂ Rn, n ≥ 1, is an open bounded set
with the boundary ∂Ω of class C1. Consider the strongly damped wave equation{
utt = −cAut −Au+ λu + f(x, u), t > 0, x ∈ Ω,
u(t, x) = 0 t ≥ 0, x ∈ ∂Ω,
(5.1)
where c > 0 is a damping factor, λ is a real number and A is a differential operator
of the following form
Au¯(x) = −
n∑
i,j=1
Dj(aij(x)Diu¯(x)) for u¯ ∈ C
2(Ω),
which is symmetric aij = aji ∈ C1(Ω) and uniformly elliptic i.e.∑
1≤i,j≤n
aij(x)ξ
iξj ≥ c0|ξ|
2 for x ∈ Ω, ξ ∈ Rn, where c0 > 0.
Furthermore we assume that f : Ω× R→ R is a continuous map such that:
(E1) there is L > 0 such that if x ∈ Ω and s1, s2 ∈ R, then
|f(x, s1)− f(x, s2)| ≤ L|s1 − s2|;
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(E2) there is m > 0 such that |f(x, s)| ≤ m for x ∈ Ω, s ∈ R.
Let us introduce the abstract framework for the equation (5.1). For this purpose
denote X := Lp(Ω), for p ≥ 2, and define the operator Ap : X ⊃ D(Ap)→ X by
D(Ap) :=W
2,p(Ω) ∩W 1,p0 (Ω), Apu¯ := Au¯ for u¯ ∈ D(Ap).
It is known (see e.g. [8], [28], [36]) that Ap is a positive sectorial operator. Let us
denote by Xα := D(Aαp ), for α ∈ (0, 1), the associated fractional space and define
the map F : Xα → X , given for any u¯ ∈ Xα, by
F (u¯)(x) := f(x, u¯(x)) for x ∈ Ω. (5.2)
We call F the Nemitskii operator associated with f . We are ready to write the
equation (5.1) in the following abstract form
u¨(t) = −Apu(t)−Apu˙(t) + λu(t) + F (u(t)), t > 0, (5.3)
Remark 5.1. (a) We claim that assumptions (A1)− (A3) are satisfied.
Indeed, (A1) holds because Ap has compact resolvent as it was proved for example
in [8], [28], [36]. To see that (A2) holds it is enough to take H := L2(Ω) equipped
with the standard inner product and norm. Since p ≥ 2 and Ω is bounded set, the
embedding i : Lp(Ω) →֒ L2(Ω) is well-defined and continuous. Furthermore, if we
define Â := A2, then
i(D(Ap)) ⊂ D(Â) and i(Apu¯) = Âi(u¯) for u¯ ∈ D(Ap),
which shows that Ap ⊂ Â in the sense of the inclusion i × i. Since the operator Â
is self-adjoint (see e.g. [8]) we see that the assumption (A3) is also satisfied.
(b) Let us observe that F is satisfies assumptions (F1), (F3) and (F4).
Indeed, since f satisfies assumptions (E1) and (E2), the fact that conditions (F1),
(F4) hold is straightforward. We only show (F3). To this end, take a bounded
sequence (u¯n) in X
α. Since Ap has compact resolvents, by [17, Theorem 1.4.8], the
inclusion Xα →֒ X is compact, and hence, passing if necessary to a subsequence,
we can assume that u¯n → u¯0 in X as n → +∞. Therefore, using (E2) and the
dominated convergence theorem, it is not difficult to verify that F (u¯n)→ F (u¯0) in
X as n→ +∞, which proves that (F3) holds. 
5.1. Properties of the Nemitskii operator. We proceed to examine when the
the Nemitskii operator F satisfies geometrical conditions (G1) and (G2). Let us
first note that, by Remark 2.1, the spectrum σ(Ap) consists of sequence of positive
eigenvalues
0 < λ1 < λ2 < . . . < λi < λi+1 < . . .
which is finite or λi → +∞ as i → +∞. We recall also that Xα+, X
α
− and X0 are
subspaces obtained in Remark 2.3, but this time for the operator Ap. In particular
X0 = Ker (λI − Ap). Let us start with the following theorem which says that
the conditions (G1) and (G2) are implicated by the well-known Landesman-Lazer
conditions introduced in [22].
Theorem 5.2. Let f+, f− : Ω→ R be continuous functions such that
f+(x) = lim
s→+∞
f(x, s) and f−(x) = lim
s→−∞
f(x, s) for x ∈ Ω.
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(i) Assume that
(LL1)
∫
{u>0}
f+(x)u¯(x) dx +
∫
{u<0}
f−(x)u¯(x) dx > 0 for u¯ ∈ X0 \ {0}.
If the sets B1 ⊂ X
α
+ ⊕X
α
− and B2 ⊂ X0 are bounded in the norms ‖ · ‖α and
‖ · ‖L2 , respectively, then there are constants R, ρ > 0 such that
〈F (w¯ + u¯), u¯〉L2 > −〈F (w¯ + u¯), v¯〉L2 + ρ
for any (w¯, v¯, u¯) ∈ B1 ×B2 ×X0, with ‖u¯‖L2 ≥ R.
(ii) Assume that
(LL2)
∫
{u>0}
f+(x)u¯(x) dx +
∫
{u<0}
f−(x)u¯(x) dx < 0 for u¯ ∈ X0 \ {0}.
If the sets B1 ⊂ Xα+ ⊕X
α
− and B2 ⊂ X0 are bounded in the norms ‖ · ‖α and
‖ · ‖L2 , respectively, then there are constants R, ρ > 0 such that
〈F (w¯ + u¯), u¯〉L2 < −〈F (w¯ + u¯), v¯〉L2 − ρ
for any (w¯, v¯, u¯) ∈ B1 ×B2 ×X0, with ‖u¯‖L2 ≥ R.
Proof. Except for technical modifications, the argument goes in the lines of the
proof of [20, Theorem 6.7]. We encourage the reader to reconstruct details. 
Example 5.3. We describe an example of the situation where the Landesman-
Lazer conditions (LL1) and (LL2) are satisfied.
To this end suppose by the moment that
Au¯ = −u¯xx for u¯ ∈ C
2([0, 1]) and f(s) := arctan(s) for s ∈ R.
Then Apu = −uxx is defined on W 2,p(0, 1) ∩W
1,p
0 (0, 1). Furthermore
Ker (λ1I −Ap) = {r sin(π(·)) | r ∈ R} and f±(x) = ±π/2 for x ∈ (0, 1).
Hence it is not difficult to verify that condition (LL1) is holds for u¯ ∈ X0 \ {0},
where X0 = Ker (λ1I − Ap). On the other hand, writing f(s) := − arctan(s) for
s ∈ R, one can easily check that condition (LL2) is also satisfied for u¯ ∈ X0 \ {0},
where X0 = Ker (λ1I −Ap). 
The following theorem shows that the conditions (G1) and (G2) are also impli-
cated by the strong resonance conditions, studied for example in [5], [37].
Theorem 5.4. Assume that there is a continuous function f∞ : Ω→ R such that
f∞(x) = lim
|s|→+∞
f(x, s) · s for x ∈ Ω. (5.4)
(i) Assume that
(SR1)

there is a function h ∈ L1(Ω) such that
f(x, s) · s ≥ h(x) for (x, s) ∈ Ω× R and
∫
Ω
f∞(x) dx > 0.
If the sets B1 ⊂ X
α
+⊕X
α
− and B2 ⊂ X0 are bounded in the norms ‖ · ‖α and
‖ · ‖L2 , respectively, then there are constants R, ρ > 0 such that
〈F (w¯ + u¯), u¯〉L2 > −〈F (w¯ + u¯), v¯〉L2 + ρ
for any (v¯, w¯, u¯) ∈ B1 ×B2 ×X0, with ‖u¯‖L2 ≥ R.
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(ii) Assume that
(SR2)

there is a function h ∈ L1(Ω) such that
f(x, s) · s ≤ h(x) for (x, s) ∈ Ω× R and
∫
Ω
f∞(x) dx < 0.
If the sets B1 ⊂ Xα+⊕X
α
− and B2 ⊂ X0 are bounded in the norms ‖ · ‖α and
‖ · ‖L2 , respectively, then there are constants R, ρ > 0 such that
〈F (w¯ + u¯), u¯〉L2 < −〈F (w¯ + u¯), v¯〉L2 − ρ
for any (v¯, w¯, u¯) ∈ B1 ×B2 ×X0, with ‖u¯‖L2 ≥ R.
Remark 5.5. Let us observe that under the hypotheses of Theorem 5.4, one has
f±(x) = lim
s→±∞
f(x, s) = 0 for x ∈ Ω,
which implies that the Landesman-Lazer conditions (LL1) and (LL2) used in The-
orem 5.2 are not valid in this case. 
Proof of Theorem 5.4. Similarly as before, with some technical modifications,
the argument goes in the lines of the proof of [20, Theorem 6.9]. We encourage the
reader one more time to reconstruct details. 
Example 5.6. We describe an example of the situation where the strong resonance
conditions (SR1) and (SR2) are satisfied.
Let us note that, if f : R → R is a map given by f(s) := s/(1 + s2) for s ∈ R then
f(s) · s → 1 as |s| → +∞. Hence, one can easily check that condition (SR1) is
satisfied with f∞ ≡ 1. On the other hand, writing f(s) := −s/(1 + s2) for s ∈ R,
one has f(s) · s→ −1 as |s| → +∞, and consequently condition (SR2) is satisfied
with f∞ ≡ −1. 
5.2. Criteria on existence of maximal compact invariant sets. Let us ob-
serve that the equation (5.3) can by written as
w˙(t) = −Apw(t) + F(w(t)), t > 0. (5.5)
where Ap : E ⊃ D(Ap)→ E is a linear operator on E := Xα ×X given by
D(Ap) := {(u¯, v¯) ∈ X
α ×X | u¯+ cv¯ ∈ D(Ap)}
Ap(u¯, v¯) := (−v¯, Ap(u¯+ cv¯)− λu¯)
and F : E → E is a map defined by F(u¯, v¯) := (0, F (u¯)) for (u¯, v¯) ∈ E. Then
Remark 5.1 (b) and Proposition 3.1 (a) assert that the semiflowΦ : [0,+∞)×E→ E
associated with the equation (5.5) is well-defined, continuous and any bounded
subset of E is admissible with respect toΦ. Let us first prove the following criterion
with Landesman-Lazer type conditions.
Theorem 5.7. Let f+, f− : Ω→ R be continuous functions such that
f+(x) = lim
s→+∞
f(x, s) and f−(x) = lim
s→−∞
f(x, s) for x ∈ Ω.
Assume that λ = λk is the k-th eigenvalue of the operator Ap and let K∞ be the
union of all bounded orbits of the semiflow Φ. Then, there is a closed isolating
neighborhood N ⊂ E, admissible with respect to Φ, such that K∞ = Inv (N,Φ) and
the following assertions hold:
(i) if condition (LL1) is satisfied, then h(Φ,K∞) = Σ
dk ,
(ii) if condition (LL2) is satisfied, then h(Φ,K∞) = Σ
dk−1 .
Here dl :=
∑l
i=1 dimKer (λiI −Ap) for l ≥ 1 with the exceptional case d0 := 0.
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Proof. For the proof it is enough to combine Theorem 5.2 and Theorem 4.2. 
Now we proceed to the following criterion with strong resonance conditions.
Theorem 5.8. Let f∞ : Ω→ R be a continuous function such that
f∞(x) = lim
|s|→+∞
f(x, s) · s for x ∈ Ω.
Assume that λ = λk is the k-th eigenvalue of the operator Ap and let K∞ be the
union of all bounded orbits of the semiflow Φ. Then, there is a closed isolating
neighborhood N ⊂ E, admissible with respect to Φ, such that K∞ = Inv (N,Φ) and
the following assertions hold:
(i) if condition (SR1) is satisfied, then h(Φ,K∞) = Σ
dk ,
(ii) if condition (SR2) is satisfied, then h(Φ,K∞) = Σ
dk−1 .
Here dl :=
∑l
i=1 dimKer (λiI −Ap) for l ≥ 1 with the exceptional case d0 := 0.
Proof. For the proof it is enough to combine Theorem 5.4 and Theorem 4.2. 
Remark 5.9. By Theorems 5.7 and 5.8 and existence property of Conley index,
it follows that the set K∞ for the semiflow Φ is compact and nonempty provided
either Landesman-Lazer or strong resonance conditions are satisfied.
5.3. Criteria on existence of connecting orbits. We continue our studies on
the equation (5.1). Here we assume that the map f : Ω×R→ R is of class C1 and,
in addition do the conditions (E1) and (E2), we require that
(E3) f(x, 0) = 0 for x ∈ Ω and there is ν ∈ R such that ν = Dsf(x, 0) for x ∈ Ω.
From assumption (E3) it follows that Φ(t, 0) = 0 for t ≥ 0. The following cri-
terion with Landesman-Lazer conditions determines when the maximal compact
invariant set K∞ obtained in Theorem 5.7 contains an orbit which is either homo-
clinic at zero or connects zero with another invariant set.
Theorem 5.10. Assume that there are continuous maps f+, f− : Ω→ R such that
f+(x) = lim
s→+∞
f(x, s) and f−(x) = lim
s→−∞
f(x, s) for x ∈ Ω.
If λ = λk is the k-th eigenvalue of the operator Ap, then there is a non-zero solution
w : R→ E of the semiflow Φ such that
w(R) ⊂ K∞ and either lim
t→−∞
w(t) = 0 or lim
t→+∞
w(t) = 0,
provided one of the following statements is satisfied:
(i) condition (LL1) holds and λl < λ+ ν < λl+1 where λl 6= λ,
(ii) condition (LL1) holds and λ+ ν < λ1,
(iii) condition (LL2) holds, λl−1 < λ+ ν < λl and λ 6= λl, where l ≥ 2,
(iv) condition (LL2) holds, λ+ ν < λ1 and λ 6= λ1.
Proof. From assumption (E3) one can easily prove that F is differentiable at 0
and its derivative DF(0) ∈ L(E,E) has the following form
DF(0)[u¯, v¯] = ν(0, u¯) for (u¯, v¯) ∈ E.
Therefore, if λ + ν /∈ σ(Ap), then [31, Theorem 3.5] implies that {0} is isolated
invariant set and h(Φ, {0}) = Σbl , where bl := 0 if λ+ ν < λ1 and
bl :=
l∑
i=1
dimKer (λiI −A) if λl < λ+ ν < λl+1.
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Combining this with Theorems 4.2, 5.2 and [31, Theorem 11.5] gives desired asser-
tion. 
The following criterion is similar to the previous one, with the difference that
strong resonance conditions are used to determine the existence of connecting orbit
contained in the set K∞.
Theorem 5.11. Assume that there is a continuous function f∞ : Ω→ R such that
f∞(x) = lim
|s|→+∞
f(x, s) · s for x ∈ Ω.
If λ = λk is the k-th eigenvalue of the operator Ap, then there is a non-zero solution
w : R→ E of the semiflow Φ such that
w(R) ⊂ K∞ and either lim
t→−∞
w(t) = 0 or lim
t→+∞
w(t) = 0,
provided one of the following statements is satisfied:
(i) condition (SR1) holds and λl < λ+ ν < λl+1 where λl 6= λ;
(ii) condition (SR1) holds and λ+ ν < λ1;
(iii) condition (SR2) holds and λl−1 < λ+ ν < λl where λ 6= λl, l ≥ 2;
(iv) condition (SR2) holds and λ+ ν < λ1.
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