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Abstract
We introduce parallel interval Newton–Schwarz-like methods for nonlinear systems of equations arising from discretizations of
almost linear parabolic problems. By applying interval techniques, we get global convergence properties and veriﬁed enclosures.
Parallelism is introduced by domain decomposition. Numerical results from a SGI Altix 3700 are included.
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1. Introduction
Interval methods can be very helpful in the solution of some classes of nonlinear systems of equations due to global
convergence properties and the ability to control convergence by enclosure.Wedevelop fast and reliable parallelmethods
for the numerical solution of large nonlinear systems resulting from the application of difference methods to a class of
almost linear parabolic PDE. We combine the above advantages with the idea of (algebraic) domain decomposition,
thus introducing parallelism. We derive Newton-like methods which are based on Schwarz type methods introduced in
[2]. In this paper we give an overview on the main results. A more detailed presentation will be the subject of [9].
2. Basics
We consider the basic parabolic problem
ut − Lu + (u) = 0, × [0, T ],  ⊂ Rm, m = 2, 3,
u(., t) = g(., t), t ∈ [0, T ],
u(., 0) = u0, on . (1)
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The discretization with difference methods, e.g., yields the following type of a nonlinear system which has to be
solved in each of a ﬁnite number of time steps t and whose solution is unique under appropriate conditions [4]:
f (x) ≡ Ax + (x) = 0, A ∈ RN×N,  diagonal: (x) = (i (xi))Ni=1. (2)
In the sequel small (capital) bold face letters denote vectors (matrices) with interval components.All intervals are real
and compact.We apply interval techniques based on the following principle: let be given a nonlinear system of equations
f (x∗)= 0 in RN with a unique solution x∗ and where f is Fréchet differentiable. We assume that an initial enclosure x0
of x∗ can be computed: x0  x∗ with f (x∗) = 0. We compute a sequence of interval vectors xk, k = 0, 1, 2, . . . , with
xk ⊇ xk+1  x∗ ∀k ∈ N0, i.e. which is monotone with respect to enclosure and whose elements all enclose the solution.
The sequence converges monotonically to the (point) solution under appropriate conditions: xk → x∗(k → ∞). We
introduce methods based on general Newton-like interval methods:
xk+1 := {mk − LES(Mk,Nk(mk − xk) + f k)} ∩ xk , (3)
where Mk := M(xk),Nk := N(xk) are interval arithmetic evaluations for an interval vector xk of a suitable splitting
F ′(.) = M(.) − N(.) of the Jacobian of f, where mk ∈ xk is a point vector (the vector of midpoints m(xk), e.g.) and
f k := f (m(xk)). LES denotes a suitable interval method for the enclosure of the solution sets {zk ∈ RN |∃Mk ∈
Mk, rk ∈ Nk(mk − xk)+ f k : Mkzk = rk} [1]. Instead of (3) we could also use Krawczyk-like methods [3,7] which are
based on splittings F ′(.)=M − (M −F ′(.)) and which yield similar results.We introduce parallelism by decomposing
the domain and the corresponding index set I for the grid points of the discretized system into subdomainsj (index
subsets Ij ), which are allowed to overlap:
=
p⋃
j=1
j ⇒ I = {1, . . . , N} =
p⋃
j=1
Ij . (4)
In practical computations the number p of domains is usually chosen to be equal to the number of processors. By
deﬁnition overlaps and corresponding grid points resulting from discretizations belong to more than one subdomain. In
the discretized systems we introduce new variables for the points on overlaps with respect to each subdomain involved
in that overlap. In order to manage this situation formally, we use multiple splittings, one for each subdomain. For
reasons of efﬁciency, we will work with two-stage iterative methods, thus we will use multiple two-stage splittings:
F ′(.) = Mj(.) − Nj(.), Mj (.) = Pj (.) − Qj(.), j = 1, . . . , p. (5)
We note the general form of two-stage Newton–Schwarz methods based on (3):
for j := 1 to p do parallel (6)
x0,j := x0
for k := 0 step 1 until convergence do
data exchange and convergence test
xk,0,j := {m(xk,j ) − (Dj (xk,j ))−1(Bj (xk,j )(m(xk,j ) − xk,j ) + f (m(xk,j ))} ∩ xk,j
for i := 0 to l − 1 do
xk,i+1,j := {m(xk,j ) − LES(Pj (xk,j ),Nj (xk,j )(m(xk,j ) − xk,j )
+ Qj (xk,j )(m(xk,j ) − xk,i,j ) + f (m(xk,j ))} ∩ xk,i,j
xk+1,j := xk,l,j
x∗ :=
p⋂
j=1
xlast,j .
In each step k, an auxiliary step of an intervalNewton–Jacobimethod based on a splittingF ′(.)−D(.)−B(.), whereD(.)
denotes the diagonal of the Jacobian, is carried out. This step is necessary to ensure the convergence to x∗ theoretically
(see [1,8]). Then an arbitrary, but ﬁxed number l of inner iterations follows. Data exchange and convergence test take
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place only once in every outer iteration. For each process pj , 1jp, an individual sequence of iterates xk,j , k ∈ N0,
is computed which is expected to converge to the solution x∗ of the global problem. As we only get enclosures in
practice, we can take the intersection x∗ of all ﬁnal iterates xlast,j as resulting enclosure.
3. Method
We now return to (1) and (2). A fully implicit discretization of (1) yields in each time step t ∈ {1, . . . , T /t} a
system (2) of the form
A(t)x + (t)(x) = 0, A(t) = 1
r
I + L(t), (t)(x) = h2(t)(x) − 1
r
ut−1 − bt (7)
with the solution ut and where we use with the abbreviations t : time step, h: space step and r := t/h2. In the vector
bt we collect the initial values and the boundary values of the tth time step while ut−1 denotes the exact solution of the
preceding time step t − 1. For all t ∈ {1, . . . , T /t} and for all j ∈ {1, . . . , p}, the two-stage splittings (5) take the
form
L(t) = M(t)j − N(t)j , M(t)j (.) = M(t)j + ((t)j )′(.), M(t)j = P (t)j − Q(t)j , P (t)j (.) = P (t)j + ((t)j )′(.) (8)
with diagonal matrices ((t)j )
′(.). We deﬁne two-stage Newton–Schwarz methods (6) for (7). In every time step t the
enclosure ut of the preceding time step appears on the right-hand side of the systems of linear form. This aspect strongly
inﬂuences the discussion of the method.
for t := 0 until T/t − 1 do (9)
compute an initial enclosure x0 from ut
for j := 1 to p do parallel
x0,j := x0
for k := 0 step 1 until convergence do
exchange of artiﬁcial boundaries and convergence test
xk,0,j :=
{
m(xk,j ) −
(
1
r
I + D(t+1)j + h2((t+1)j )′(xk,j )
)−1
(
D
(t+1)
j m(x
k,j ) − B(t+1)j xk,j + h2(t+1)j (m(xk,j )) −
1
r
ut − bt+1,j
)}
∩ xk,j
for i := 0 to l − 1 do
xk,i+1,j :=
{
m(xk,j ) − LES
(
1
r
I + P (t+1)j + h2((t+1)j )′(xk,j )
)
,
P
(t+1)
j m(x
k,j ) − N(t+1)j xk,j − Q(t+1)j xk,i,j
+ h2(t+1)j (m(xk,j )) −
1
r
ut − bt+1,j
)}
∩ xk,i,j
xk+1,j := xk,l,j
ut+1 :=
p⋂
j=1
xlast,j .
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In each process pj , 1jp, of (9) one still formally treats a problem whose size is equal to the original problem.
As our intention is to develop an efﬁcient method, in which each process corresponds to one subdomain including its
overlaps with other subdomains, we modify the splittings (8) used in (9): We redeﬁne
Mj (.) :=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
. . .
F ′l,l(.) 0
. . .
Mˆj (.)
. . .
0 F ′l,l(.)
. . .
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, j = 1, . . . , p, l /∈ Ij , (10)
as an N ×N block diagonal matrix. The |Ij |× |Ij | diagonal block Mˆj (.), j = 1, . . . , p, corresponds to the index set of
the jth domain. We extend Mˆj (.) to Mj (.) by ﬁlling its diagonal with the respective diagonal elements F ′l,l(.), l /∈ Ij , of
the Jacobian F ′(.).We complete the partial splitting (F ′i,l(.))i∈Ij ,l=1,...,N =Mˆj (.)− Nˆj (.) by an appropriate rectangular
|Ij | × N matrix Nˆj (.) which is extended to an N × N matrix Nj(.). Similarly we deﬁne Pj (.), Pˆj ,Qj (.), Qˆj (.). We
then rewrite the respective new iterates xk+1,j , k = 0, 1, . . . in each step (9) as
xk+1,j :=
p∑
m=1
Ej,mx
k,m, j = 1, . . . , p, (11)
with (diagonal) weightingmatricesEj,m, 1j,mp, deﬁned by
∑p
m=1 Ej,m=I, (Ej,j )l,l=0, if l /∈ Ij , (Ej,m)l,l ∈{0, 1} for j = m; Ej,j “projection” on Ij .
We get a Newton-like interval method which is based on the Schwarz alternative procedure (SAP) [5,6]. The data
exchange in (9) takes place again only once in every outer step and is restricted to (artiﬁcial) boundary values of
overlaps and the necessary data for a convergence test. The weighting matrices are deﬁned such that each processor
pj only modiﬁes the components corresponding to its subdomain j , i.e. the index set Ij , including possible overlaps
with neighbouring domains. In (9) and (11) each processor pj involved in an overlap keeps its own iterates xk,j on
that overlap until the end of the iteration process after which the intersection of the ﬁnal iterates can be carried out
to get a ﬁnal enclosure. With different weighting matrices, multisplitting methods with very similar properties can be
derived [2,9].
4. Convergence and enclosure
We have developed a sufﬁcient basis for the formulation of practical algorithms, but we still need a more compact
formulation as a formally multiple iteration in RpN in order to be able to derive convergence and enclosure properties:
(for t := 1 step 1 until T/t − 1 do (12)
x0 ≡ x0(ut )
for k := 0 step 1 until convergence do
xk+1 := ht+1,k+1(xk)
ut+1 ≡ (ut+1, . . . ,ut+1); ut+1 :=
p⋂
j=1
xlast,j .
We use the notation ut ≡ (ut , . . . ,ut ), ut ≡ (ut , . . . , ut ), xk =(xk,1, . . . , xk,p) ∈ IVpN(R), ht,k =(ht,k,1, . . . , ht,k,p) :
IVpN(R) → IVpN(R), IVpN(R) denotes the set of vectors with pN real compact intervals as components. For intervals
X, Y we deﬁne the distance q(X, Y ) = max{|X − Y |, |X − Y |} and the width d(X) = |X − X|, for interval vectors
x = (Xi)mi=1, y = (Yi)mi=1 ∈ IVm(R),m ∈ N, we write d(x) = (d(Xi))mi=1, q(x, y) = (q(Xi, Yi))mi=1 ∈ IVm(R).
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Theorem. The following assertions hold for ∀ t ∈ {1, . . . , T /t} and ∀j ∈ {1, . . . , p}. If (1) ut ∈ x0 ≡ x0,t , (2) 
is Fréchet differentiable on x0, (3) L(t),M(t)j , P (t)j are M matrices, (4) ((t))′(x0), N(t)j ,Q(t)j 0, (5) LES is applica-
ble to Pj (x0) := (1/r)I + P (t)j + h2((t)j )′(x0), (6) ∃ r ∈ N ∃{T1, . . . ,Tr} ∀ x ∈ IVN(R) : LES(Pj (x0), x) =
(Tr (Tr−1(. . . (T2(T1x) . . .) and
∏r
i=1 |Ti |(Pj (x0))−1, then (1) (monotone enclosure) ∀ k ∈ N0 : ut ∈ ut ⊆
xk+1,j ⊆ xk,j ;
If ut ≡ ut then (2a) (convergence to the unique solution) limk→∞ xk,j =ut+1, (2b) (asymptotic convergence speed)
R1(ut+1)(H(t)l (ut+1))< 1, where
H(t)l (u
t ) =
⎛
⎝E1,1T
(t)
1 (u
t ) · · · E1,LT (t)p (ut )
...
...
Ep,1T
(t)
1 (u
t ) · · · Ep,pT (t)p (ut )
⎞
⎠ ,
T
(t)
j (u
t ) = ((Pˆ (t)j )−1Q(t)j )l +
l−1∑
i=0
((Pˆ
(t)
j )
−1Q(t)j )
i(Pˆ
(t)
j )
−1N(t)j ,
Pˆ
(t)
j =
1
r
I + P (t)j + h2(tj )′(ut ),
(2c) (number of inner iterations) (H(t)m (ut ))(Hl (ut )) for lm.
If d(ut ) = 0 then (3a) (convergence to an enclosure) ∃ x∗j ∈ IVN(R) : limk→∞ xk,j = x∗j and ut+1 :=
⋂p
j=1 x∗j ;
(3b) (width). Deﬁne
t :=
p
min
j=1 ((I + rL
(t+1) + t(t+1j )′(x∗j ))−1).
If L(t+1) is also positive deﬁnite then ∀ ∈ (0, 1 − t ) ∃ monotone ‖.‖:
‖d(ut+1)‖t‖d(ut )‖< ‖d(ut )‖.
If, in addition, L(t+1) is symmetric then:
‖d(ut+1)‖2t‖d(ut )‖2 < ‖d(ut )‖2.
Proof (Schwandt [9]). The above discussion is restricted to systems (7) resulting from a fully implicit discretization
of (1), e.g. theoretically, other discretizations like Crank–Nicolson could be used. In this case the term (1/r)ut on the
right-hand side of (7) has to be replaced by ((1/r)I + L(t+1))ut , thus (1/r)ut in (9) by ((1/r)I + L(t+1))ut . The
above theorem can be adapted to this case only for rather uninteresting values of r [9]. A representation of the form
LES(A, x) = (Tr (Tr−1(. . . (T2(T1x) . . .) required in condition (6) exists for all standard methods LES (see [8] for
examples).
The theorem relies on the availability of an initial enclosure x0 of the solution. For systems (2) Ax + (x) = 0, an
initial enclosure can be computed from x0 ⊇ A−1|(0)|[−1, 1]  x∗ [1,4]. In the present context, we get
x0 ⊇ LES
(
1
r
I + L(t+1),
∣∣∣∣h2(t+1)(0) − 1r ut + bt+1
∣∣∣∣ [−1, 1]
)
. (13)
If L(t+1) is symmetric then (13) can be simpliﬁed to
x0 ⊇ 
((
1
r
I + L(t+1)
)−1) ∣∣∣∣
∣∣∣∣
∣∣∣∣h2(t+1)(0) − 1r ut + bt+1
∣∣∣∣
∣∣∣∣
∣∣∣∣
2
[−1, 1].  (14)
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5. Numerical examples
We consider the following problem:
ut + (a(x, y, t)ux)x + ((b(x, y, t)uy)y + (u) = 0 on ×= [0, 1] × [0, s] × [0, 1],
u(x, y, t) = g(x, y, t) on ,
u(x, y, 0) = u0(x, y) on . (15)
We subdivide the rectangle horizontally into p overlapping strips (Fig. 1).We apply a standard ﬁve point discretiza-
tion with central differences in space and fully implicit discretization in time with a mesh size of t =h= 1/(n+ 1) in
space and time, respectively. Let be s = (q + 1)h, then we get a problem size of N ×N,N = n ∗ q with p subdomains
of size (q/p + 2ov) × N. For simplicity, we assume an overlap of ov grid lines between adjacent subdomains. The
coefﬁcient matrices are block tridiagonal with q ×q blocks of size n×n. We apply (9) where we choose Block–Jacobi
as inner iteration (the outer iteration is by deﬁnition a Block–Jacobi method in additive Schwarz-like methods). For
interval vectors x = (Xi,j )n qi=1j=1, y = (Yi,j )n qi=1j=1 ∈ Rn,q , we compute the relative distance qrel(x, y) and the relative
width drel(x) deﬁned here by
qrel(x, y) := max
1 in,1 jq
{
q(Yi,j , Xi,j )
max{|Xi,j |, |Yi,j |, 10−308}
}
,
dabs(x) := max
1 in,1 jq
{d(Xi,j )},
drel(x) := max
1 in,1 jq
{
d(Xi,j )
max{|Xi,j |, 10−308}
}
, (16)
Wechoose the convergence criterionqrel(xk+1, xk)< , 1jp. In the subsequent tests,we are dealingwith symmetric
matrices and can, therefore, proﬁt from (14) to compute initial enclosures. In all tests we choose ov=1 and it in=4 inner
iterations in every outer step. Each test consists of T/t − 1=n time steps. In the sequel tp, Sp := t1/tp, Ep := p/Sp
denote the real time in seconds, the speed up and the efﬁciency, respectively, on p processors.
In Table 1, we illustrate the parallelism of the method for the example
q = 512, n = 100, N = 5120, = 10−12,
a(x, y, t) = 1.33, b(x, y, t) = 1.21, t (u) = eu/10 + u,
u(x, y, t) = x + 2y
2
q + 1 on ,
u(x, y, 0) = 20 sin({20(x + (y − h)}n) on .
Ω3
Ω1
Γ12
Γ21
Γ32
Γ23
Ω2
Fig. 1. Overlapping domain decomposition for p = 3.
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Table 1
Parallelism
p itout tp Sp Ep
1 25–28–24–23 . . . 23 334.0 1.00 1.00
2 26–28–25 . . . 25 165.7 2.02 1.01
4 25–26–25 . . . 25 80.0 4.18 1.05
8 26–29–25 . . . 25 39.5 8.46 1.06
16 29–30–25 . . . 25 21.0 15.90 0.99
32 29–26 . . . 25 12.7 26.30 0.82
Table 2
Time dependent coefﬁcients
q n N itout t32 drel(uT/t )
512 128 65536 165–245 142.1 0.803 ∗ 10−11
512 256 131072 179–260 592.4 0.820 ∗ 10−11
512 512 262144 197–270 2508.0 0.831 ∗ 10−11
The number itout of outer iterations varies from time step to time step due to the inﬂuence of the boundary values.
As the latter are not time dependent, itout tends to a limit after some time steps. The number of outer iterations also
varies with respect to the number p of subdomains (processors) because the total system size increases due to an
increasing number of additional grid lines (2ov per subdomain), thus the original N ×N system increases to a system
of size (N + (p − 1) ∗ ov) × N . This explains, in particular, efﬁciencies Ep of more than 1. In view of this fact, the
speed ups Sp and the efﬁciencies are very satisfactory. For all results in Table 1, we noted a maximal relative width
drel(uT/t ) = 0.122 ∗ 10−12 after the last time step.
In Table 2, we illustrate the effect of time dependent coefﬁcients for the example
p = 32, q = 512, = 10−12,
a(x, y, t) = 1.33 + t/10, b(x, y, t) = 1.21 + t/5, t (u) = etu/10 + u/10,
u(x, y, t) = x + 2y
2
q + 1 on , u(x, y, 0) = 20 sin({20(x + (y − h)}n) on ,
u(x, y, t) =
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
2y
q + 1 + (−1)
t for x = 0,
p + 1 + 2y
q + 1 + (−1)
2.1t for x = 1,
x
q + 1 + 2 + (−1)
4.2t for y = s,
x
q + 1 + 1.1t for y = 0,
(= t/t).
Because of the noncontinuous and oscillating nature in time of the boundary values, the number of outer iterations
heavily oscillates in time. Nevertheless, the relative width drel(uT/t ) remains almost independent of the problem size
and the computing time is almost proportional to the problem size (note that with increasing n both the number of time
steps and vertical grid lines also increase).
Table 3 illustrates for the same examplewithp=32, q=512, n=128, the dependence of the relativewidth drel(uT/t )
and the absolute width dabs(uT/t ) on the convergence criterion which is based on a relative distance qrel(uk+1,uk).
Theoretically, the exact (point) solution ut could be computed in each time step. Then one could expect a width
decreasing to zero. As we stop the iteration in each time step at a given precision, we only get an enclosure d(ut ) = 0.
This interval vector appears on the right-hand side in the next time step. Thus, one cannot expect the convergence to a
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Table 3
Convergence criterion and width
qrel(uk+1,uk)<  dabs(uT/t ) drel(uT/t ) itout tp
10−2 0.25 ∗ 10−5 0.15 ∗ 10+1 66–128 77.6
10−4 0.30 ∗ 10−7 0.16 ∗ 10−1 85–152 91.9
10−6 0.33 ∗ 10−9 0.17 ∗ 10−3 105–180 108.7
10−8 0.33 ∗ 10−11 0.14 ∗ 10−5 124–201 122.7
10−10 0.46 ∗ 10−12 0.13 ∗ 10−7 143–227 137.9
10−12 0.46 ∗ 10−12 0.89 ∗ 10−9 162–245 154.3
10−14 0.46 ∗ 10−12 0.76 ∗ 10−9 182–258 171.7
Table 4
Auxiliary Newton–Jacobi step
With auxiliary step Without auxiliary step
p itout t32 Sp Ep itout t32 Sp Ep
1 153–222 4417 1.00 1.00 225–310 3974 1.00 1.00
2 158–228 2208 2.00 1.00 229–331 2023 1.96 0.98
4 158–230 1143 3.86 0.97 229–339 1020 3.90 0.97
8 158–227 576.5 7.66 0.96 229–331 501.0 7.93 0.99
16 159–237 287.7 15.25 0.95 231–337 248.9 15.97 1.00
32 162–245 153.7 28.74 0.90 234–337 143.3 27.73 0.87
point vector. Therefore, the convergence criterion is based on the relative distance of consecutive iterates. Obviously,
the relative width decreases with decreasing distance until a minimum is reached which is due to the usually nonzero
width of ut .
Table 4, illustrates the inﬂuence of the auxiliary Newton–Jacobi step on the computation time for the same example
and q = 512, n = 128, = 10−12. Both the absolute and relative width remain below 10−12 for = 10−12 and do not
signiﬁcantly differ for both versions. The results suggest that in practice convergence occurs without this step which
is necessary for the convergence proof. While the number of outer iterations decreases roughly by one third when the
auxiliary step is carried out, the computation time increases by approximately 10% in this example, because a few inner
iterations are cheap, thus the time for an auxiliary step cannot be neglected. This effect can be smoothened by a larger
number l of inner steps.
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