Abstract To gain insight in relationships among capillary pressure, interfacial area, saturation, and relative permeability in two-phase flow in porous media, we have developed two types of pore-network models. The first one, called tube model, has only one element type, namely pore throats. The second one is a sphere-and-tube model with both pore bodies and pore throats. We have shown that the two models produce distinctly different curves for capillary pressure and relative permeability. In particular, we find that the tube model cannot reproduce hysteresis. We have investigated some basic issues such as effect of network size, network dimension, and different trapping assumptions in the two networks. We have also obtained curves of fluid-fluid interfacial area versus saturation. We show that the trend of relationship between interfacial area and saturation is largely influenced by trapping assumptions. Through simulating primary and scanning drainage and imbibition cycles, we have generated two surfaces fitted to capillary pressure, saturation, and interfacial area (P c -S w -a nw ) points as well as to relative permeability, saturation, and interfacial area (k r -S w -a nw ) points. The two fitted three-dimensional surfaces show very good correlation with the data points. We have fitted two different surfaces to P c -S w -a nw points for drainage and imbibition separately. The two surfaces do not completely coincide. But, their mean absolute difference decreases with increasing overlap in the statistical distributions of pore bodies and pore throats. We have shown that interfacial area can be considered as an essential variable for diminishing or eliminating the hysteresis observed in capillary pressure-saturation (P c -S w ) and the relative permeability-saturation (k r -S w ) curves.
Introduction
In two-phase systems in porous media, the constitutive equation that relates fluid pressures to saturation plays an important role. Equation (1) states that the difference in fluid pressures, called capillary pressure, is a function of saturation (Bear et al. 1968) .
in which, P n (ML −1 T −2 ) is the pressure of the nonwetting phase, P w (ML −1 T −2 ) is the pressure of the wetting phase, P c (ML −1 T −2 ) is the capillary pressure, and S w is the saturation of the wetting phase. This relationship is known to be hysteretic. For a given soil, many P c -S w curves pertaining to different drainage/imbibition stages and histories are possible. Using a thermodynamically constrained averaging approach, Hassanizadeh and Gray (1990) derived an extended theory of capillarity. According to their results, capillary pressure is not only a function of saturation but also of specific areas of the three interfaces that are present in a two-phase flow system:
where a αβ (L −1 ) denotes the specific area of αβ-interface; that is, the area of αβ-interface per unit volume of the porous medium. Here, subscripts w, n, and s denote wetting phase, nonwetting phase, and solid phase, respectively. Later, they suggested (Hassanizadeh and Gray 1993a ) that the role of ws-and ns-interfaces are not significant and proposed a simpler relationship:
where a nw denotes the specific area of wn-interface, which we refer to it simply as "specific interfacial area" in the remainder of this paper. Equation (3) prescribes a surface relating capillary pressure, saturation and interfacial area. Hassanizadeh and Gray (1993b) conjectured that the resulting surface might be the same for drainage and imbibition, i.e., it might be devoid of hysteresis. This conjecture has been investigated in few studies using computational and experimental approaches (see, e.g., Reeves and Celia 1996; Held and Celia 2001; Chen and Kibbey 2006) .
In experimental studies, many researchers have tried to measure the interfacial area under static conditions. These techniques are mostly categorized under two main groups; tracers or imaging techniques. Aqueous tracers have been used by Karkare and Fort (1996) , Brusseau et al. (1997) , Kim et al. (1997) , Saripalli et al. (1998) , Anwar (2000) , Schaefer et al. (2000) , and Chen and Kibbey (2006) , and gas tracers have been used in some other studies such as Kim et al. (1999) , Costanza-Robinson and Brusseau (2002) , and Brusseau et al. (2006) . Imaging techniques have been used by Montemagno and Gray (1995) , Wildenschild et al. (2002) , Cheng et al. (2004) , Culligan et al. (2004) , Al-Raoush and Willson (2005a,b) , and Brusseau (2005, 2006) .
Computational approaches have been mainly based on pore-network modeling or latticeBoltzmann models. A valuable tool for the theoretical study of two-phase flow in porous media is pore-network modeling (traditionally called pore-scale network modeling, which is unnecessarily long), introduced for the first time by Fatt (1956) . This tool has been used extensively by many researchers for studying various processes in porous media (e.g., Dias and Payatakes 1986; Burganos and Payatakes 1992; Reeves and Celia 1996; Blunt et al. 2002; Gielen 2007) . In addition to using pore-network models for theoretical studies, some researchers have tried to develop predictive models for various purposes. Vogel (1997 Vogel ( , 2000 , and Vogel and Roth (1998) used the serial sectioning technique to produce a representative pore-network, and modeled soil relative permeability. Hui and Blunt (2000) have also modeled the relative permeability for a three-phase system using a bundle of tubes of different sizes with constant triangular cross sections. Blunt et al. (2002) have concluded that by combining an appropriate pore-scale physics with a geologically representative description of the pore space, one can produce capillary pressure and relative permeability curves for a given rock without actual measurements. They produced primary drainage and water-flood relative permeabilities for Berea sandstone using pore-network modeling. Piri and Blunt (2005) developed a pore-scale model, which included all important features of immiscible fluid flow at the pore-scale, such as wetting layers, spreading layers of the intermediate-wetting phase, hysteresis, and wettability alteration. The model computes relative permeabilities, saturation paths, and capillary pressure for any displacement sequence. They have reported a good agreement between experiment and simulation results for the relative permeability in a two-phase (water-wet) system.
Despite the wide interest in measuring and/or calculating specific interfacial area and capillary pressure, there are surprisingly very few works on the validity of Eq. 3. There are some experimental studies where a nw -S w curves are produced (see, e.g., Cheng et al. 2004; Chen and Kibbey 2006) . These curves are all found to be hysteretic. In the recent experiments by Cheng et al. (2004) , a nw -P c -S w surfaces are obtained. They find that the drainage and imbibition surfaces have a difference of only 2.77%.
The first theoretical studies of Eq. 3 were done by Reeves and Celia (1996) and later by Held and Celia (2001) using pore-network models. They developed a static pore-scale cubic lattice network model that included spheres and bi-conical elements representing pore bodies and pore throats, respectively. They did not consider trapping during drainage in their simulations. They could produce smooth and well-behaved three-dimensional surfaces relating saturation, interfacial area, and capillary pressure, based on successive drainage and imbibition cycles. The drainage and imbibition surfaces obtained by Reeves and Celia (1996) , however, were distinctly different. So, they concluded that P c -S w -a nw surface was still hysteretic. Moreover, they noticed that the surface was not monotonic; for a given a nw and S w , two different values of P c were possible. This led to the proposition to replace Eq. 3 with a relationship for fluid-fluid interfacial area:
Later, Held and Celia (2001) showed that the hysteresis in the a nw -S w -P c surface could be almost eliminated if a certain choice of fluid displacement parameters is used. For some specific values for snap-off and local coefficients related to the fluid configuration, they found a separation of less than 1.5% between imbibition and drainage surfaces. Because, the required displacement rules were in agreement with commonly observed experimental condition, they argued that the modeling of hysteresis in capillary pressure-saturation curves through inclusion of fluid-fluid interfacial area in the formulation of two-phase flow theories is a real possibility. In a recent work, Helland and Skjaeveland (2007) have also studied a nw -S w -P c relationship using mixed-wet triangular bundle of tubes. They have concluded that very different trends in the specific interfacial area vs. saturation curves can occur during imbibition, depending on the reversal point after primary drainage and the advancing contact angle. In addition, they found that hysteresis can be present between imbibition and secondary drainage if contact angle hysteresis is assumed. They also concluded that a more complex model is required if one is to consider effect of phase entrapment and snap-off events.
It is evident that the effect of interfacial area on S w -P c relationship has been studied in very few works. Also, so far no one has studied the role of interfacial area in k r -S w relationship. In this study, we focus on understanding the relationships among interfacial area, capillary pressure, saturation, and relative permeability, using pore-network models. We will show that the inclusion of interfacial area in S w -P c and k r -S w relationships may lead to a very significant decrease in the hysteresis observed in these curves. Two different static pore-networks have been developed, and the aforementioned relationships have been studied. One is based on Fatt's model and has only one element type, namely pore throat. The second one is a sphere-and-tube model with both pore bodies and pore throats. We have studied representative elementary volume (REV) size, side boundaries effect, effect of trapping assumptions, and the role of pore size distribution in our models. We investigate the role of interfacial area in qualifying hysteresis observed in P c -S w and S w -k r relationships. To this end, we have produced surfaces linking capillary pressure and saturation to interfacial area (P c -S w -a nw surface) as well as saturation and relative permeability to interfacial area (S w -a nw -k r surface).
Model Description

Model Structure
We have developed two types of pore-networks. Both of them have a fixed coordination number of six. The first network is based on Fatt's model (Fatt 1956 ). It consists of tubes only and is hereafter called the tube network. No volume is assigned to the nodes, where tubes are connected to each other. The second network consists of tubes and spheres, which represent pore throats and pore bodies, respectively. We refer to it as the sphere-and-tube network.
The cross section of network elements is considered to be circular. Radius distribution of pore bodies in the sphere-and-tube network, and radius distribution of pore throats (tubes) in the tube network have been generated using a truncated random log-normal number generator.
In the tube network, after generating the radii of the pore throats, their lengths are determined. We use a relationship between the radius and the length of a pore for sandy soil suggested by Fatt (1956) :
in which, l is the pore length (L), C is an empirical constant (L 2 ), and r is the radius of pore (L). It is clear that using this relationship, the ends of the tubes do not necessarily fall on lattice points. In fact, we do not specify how the tubes are geometrically connected to each other.
In the sphere-and-tube network, the length of a pore throat is equal to the spacing of the lattice points minus the sum of radii of the two neighboring pore bodies. The radius of a pore throat is also determined from the radii of neighboring pore bodies. In real porous media, it has been observed that the pore throat radius is correlated with the radii of neighboring pore bodies (see, e.g., Al-Raoush and Willson 2005a,b) . Thus, we have formulated a procedure, explained in the Appendix, to determine the radius of a pore throat based on radii of neighboring pore bodies.
The porosity of the network is calculated from the sum of volumes of all pore bodies and pore throats divided by the total volume of the lattice. For fluid displacement simulations, the pore network is considered to be connected at the top to a nonwetting phase reservoir, and at the bottom to a wetting phase reservoir. Side faces are assumed to be no-flow boundaries.
Trapping Assumptions
For drainage, we have employed two different algorithms regarding the trapping of the wetting phase. In one case, it is assumed that the wetting phase in a pore can be displaced by the nonwetting phase, only if the former is connected to its boundary reservoir. This means when the neighboring pore bodies of a pore throats are filled with the nonwetting phase, that pore throat is considered to be trapped. We refer to this as tight trapping. For example in Fig. 1 , if we assume tight trapping, the tube ij will be trapped due to the occupation of the neighboring pore bodies by invading phase. However, in real porous media, it is possible for the wetting phase in a trapped pore throat to escape if at least one of the neighboring pore throats is still connected to the wetting phase reservoir. We refer to this as loose trapping. So, for example, tube ij in Fig. 1 may be still drained into tubes il and jk. If, however, tubes il and jk are also filled with nonwetting phase, the tubes ij remains trapped. The trapping assumptions can be seen as a consequence of the real geometrical and topological characteristics of voids. With loose trapping assumption, possibility of occurrence of an individual trapped pore element is less than that of the tight trapping cases. Figure 2 schematically shows individual and cluster trapped configurations for loose trapping assumptions.
For imbibition, we have applied the tight trapping assumptions, since the wetting phase intends to fill the corners. When the neighboring pore bodies of a pore throats are filled completely with the wetting phase, that pore throat is considered to be trapped.
In our simulations of imbibition, no snap-off has been considered. Mahmud and Nguyen (2006) have shown in a recent study that the occurrence frequency of piston-like movement of the wetting phase for contact angles larger than 30 degrees in a spatially uncorrelated network is about twice that of snap-off movements. According to their conclusion, if there is no spatial correlation between the pores (similar to our pore-network model), the role of snap-off movements in fluid configuration is not important. Thus, we have not considered the snap-off mechanism in our simulations.
Numerical Experiments
Conventional drainage and imbibition experiments have been simulated with the two pore networks. Primary and/or main drainage and imbibition curves as well as scanning curves are obtained following the procedure described farther below. For an imposed capillary pressure, the occupancy of pore throats and pore bodies, under imbibition or drainage and assuming equilibrium, has to be determined. To do so, we need to have the entry capillary pressure for a pore throat, which is calculated using Young-Laplace equation:
where σ is the interfacial tension (MT −2 ), r is the radius of pore (L), and θ is the contact angle between solid surface and fluid-fluid interface. The entry pressure of a pore throat in our network is always larger than that of its neighboring pore bodies, because it has a smaller radius than the connected pore bodies. At any imposed capillary pressure, saturation of each phase can be easily calculated as we know the occupancy of the network. We can also calculate the interfacial areas as we know the location of fluid-fluid interfaces for any given configuration of fluids. During drainage, interface area is calculated based on the radius of the pore throats where the interface is located. However, during imbibition, we may also interface in the pore bodies. The interface area in pore bodies is calculated based on the curvature of interface, which can be obtained from Eq. 6, for an imposed capillary pressure. As shown in Fig. 3 , we have not considered existence of multiple interfaces in a pore body even if the wetting phase enters a pore body through two or more pore throat. Area of the interface is calculated based on the curvature assigned by the imposed capillary pressure. Thus, at each capillary pressure, corresponding wetting (or nonwetting) saturation and interfacial area will be known. So, our simulations result in a large 'R' is radius of pore body, 'r ' is radius of interface dictated by the imposed capillary pressure, and 'θ ' is the contact angle. The pore body will be filled up gradually controlled by 'r '. As soon as 'r ' is equal to 'R', the pore body will be filled up instantaneously number of P c -S w -a nw data points. Using these data, and producing P c -S w -a nw surfaces for drainage and imbibition, we can investigate the role of interfacial area in eliminating the hysteresis observed in P c -S w curve.
Drainage Steps
Initially, the network is assumed to be saturated with the wetting phase. The pressure of the wetting phase reservoir is assumed to be zero and not changing. Therefore, the pressure of wetting phase in all pores connected to the wetting phase reservoir is also zero until a pore becomes trapped. Initially, the pressure of nonwetting phase reservoir is zero, and thus the imposed capillary pressure is also zero. Primary drainage simulations start by increasing the pressure of nonwetting phase reservoir until it exceeds the entry pressure of the largest pore throat connected to the reservoir. As the radius of a pore body is larger than that of a pore throat, the controlling element is the pore throat. Thus, as soon as the pressure is high enough to enter a pore throat, nonwetting phase will occupy that pore and the connected pore body. When no other pores can be occupied in that pressure step, the nonwetting phase pressure will be increased and more pores will be occupied by the nonwetting phase. Drainage continues, with incrementally increasing nonwetting phase pressure, until the last row of pore throats is filled by the nonwetting phase. Scanning drainage curves are obtained following imbibition simulations by reversing the imbibition process (described below) at various saturations.
Imbibition Steps
Imbibition is simulated by decreasing the pressure of nonwetting phase reservoir (or increasing the pressure of wetting phase reservoir), causing the nonwetting phase to recede. The replacement of the nonwetting phase by the wetting phase starts from those pore throats that have the highest entry pressure (smallest size). Then, as shown in Fig. 3 , the wetting phase enters the neighboring pore body and stops at a position with a curvature corresponding to the imposed capillary pressure. In each pore body, one interface is permitted, regardless the occupancy of the connected pore throats. As the capillary pressure is decreased, the wetting phase gradually fills the pore body. As soon as the interface radius is equal to the pore body radius, the rest of the pore body and the connected pore throats will be filled up instantaneously by the wetting phase. Hence, the governing element during imbibition is the pore body.
Relative Permeability
Relative permeability for each phase is commonly determined as a function of average saturation. The relationship is known to be hysteretic. We would like to establish whether wettingnonwetting interfacial area plays a role in this relationship. In this section, we describe how relative permeability is determined for a succession of different fluids configurations in a network, corresponding to the full range of saturation.
As described above, in simulations of drainage and imbibition at any imposed P c , we obtain a static fluids configuration in the network. For each configuration, we calculate the relative permeabilities for the two phases. This will be done by assigning a pressure difference within each phase across the network, and calculating flow rate and consequently relative permeability for each phase.
The flow rate in each pore throat is calculated using the Poiseuille's formula:
in which q i j is the discharge through the tube from pore body i to j, µ is the viscosity, P i and P j are the pressures in pore bodies i and j, respectively, and l i j is the length of the pore throat. The volume balance for each pore body i would require:
Writing this equation for each pore body results in a set of linear equations, Ax = b, which can be solved for the pressure in each fluid phase. In matrix A, for a given phase, only those pore bodies are involved that are connected to both upstream and downstream reservoirs, as there is no flow in dead-end or isolated pores. Having determined the pressure field in the network, the total flow rate through the network for each phase can be calculated.
Results and Discussion
REV in Pore-Network Model
One of the first questions we investigated was the minimum network size for which the results become insensitive to the network size. This representative network size may be considered to correspond to the REV for the porous medium being modeled. The REV size of the network has been determined based on the value of irreducible saturation as well as S w -a nw relationship. Determination of REV is also essential for testing the validity of results for a given statistical distribution and for saving computer time and memory, as we do not want to work with a too large network. Figure 4a shows values of irreducible wetting phase saturation for different sizes of network. It confirms that irreducible saturation does not change significantly for cubic networks larger than 40 nodes in each coordinate direction. Similarly, Fig. 4b shows that for a specific statistical distribution of pore elements, the slope of S w -a nw curve is not significantly influenced by the cubic network size larger than 40 nodes.
We are also interested to see what the effect of no-flow side boundaries on the results is. This is done by varying the size of the network cross section perpendicular to the flow, and comparing resulting P c -S w and S w -a nw curves of sphere-and-tube network and tube network, given in Fig. 5a and b, respectively. As it is illustrated, results of networks with cross sections of 10 × 40 nodes and 40 × 40 nodes are almost identical. Thus, we conclude that there is no effect from assuming no-flow side boundaries of the network.
However, as expected, there is a significant difference between the results of twodimensional (e.g., 1 × 40 × 40) networks and three-dimensional networks (e.g., 2 × 40 × 40 or larger). This is mainly due to the differences in the coordination number. Coordination number for internal nodes of the 1 × 40 × 40 network is 4, for 2 × 40 × 40 network is 5, and for larger networks is 6. A smaller coordination number means less possibility for escape of the receding phase, and this influences the results significantly.
Effect of Trapping Assumptions
As shown in Fig. 6a , variation of interfacial area with saturation can be influenced by different trapping assumptions we make in the simulations. Figure 6a area with saturation under three different assumptions; no trapping, loose trapping and tight trapping. Drainage simulations with these three assumptions are done up to the irreducible saturation. Under the tight trapping assumption, interfacial area increases monotonically with decreasing saturation during drainage, while in no-trapping or loose trapping conditions it reaches a maximum value. In the saturation range of 100% to 55-60%, all curves are almost the same. As the invasion of nonwetting fluid into the porous medium occurs, more and more interfacial area is created until the clusters of invading fluid reconnect. At that stage, in some parts of the network, not only no new interfacial area is created, but also interfacial area disappears due to the re-connection of invading clusters. The tight trapping and no-trapping curves show the extremes of a nw -S curves for various trapping assumptions. Figure 6a illustrates that the trapping conditions can control the irreducible saturation to be 0%, 15%, or 30% for no-trapping, loose-trapping, or tight-trapping conditions, respectively. Qualitative comparison between our results and experiments on real porous media (Fig. 6b ) suggests that loose trapping assumption in modeling seems more in agreement with some real porous media. In addition, the order of magnitude of specific interfacial area in simulations is in agreement with measurements done using imaging techniques in real porous media (e.g., Brusseau et al. 2006; Culligan et al. 2004 Culligan et al. , 2006 .
P c -S w and S w -a nw relationships
Figures 7 and 8 show P c -S w and S w -a nw curves, respectively, from a series of networks with different pore size distributions. These curves have been obtained from tube and sphereand-tube networks with loose trapping assumption. Log-normal distributions of pore body radii with mean and standard deviation of 0.065 mm and 0.02 mm 2 , respectively, have been employed. In each case, curves for 20 realizations for uncorrelated networks as well as the average curve with cubic size of either 20 or 40 nodes are shown. With increasing network size, band width of variation of P c -S w and S w -a nw curves decreases. This implies that to obtain the average P c -S w and S w -a nw curves of a specific pore-network model, with increase of network size, fewer realizations will be required. Furthermore, our simulations showed (not presented here) that for larger variances more realizations are required to achieve the average behavior.
As seen in Fig. 7 , the two types of networks produce different P c -S w curves. This is partly due to the fact that we assign the same size distribution to pore bodies in the sphere-and-tube network and to pore throats in the tube network. Thus, the minimum size of the pore throats in the tube network is the same as the minimum pore body size in the sphere-and-tube network. The latter is always larger than the minimum pore throat size in that network. That procedure sometimes results in very small pore throats. As a result, the range of capillary pressure and interfacial area in the two networks are quite different. Figure 9a shows that, as there is only one network element (namely pore throats) in the tube model, it cannot reproduce hysteresis in a P c -S w curve. Furthermore, as shown in Fig. 9b , there is a jump in interfacial area at the beginning of imbibition experiment in the tube network. Since there is no pore body, there is no gradual change of interfacial area during imbibition, contrary to the sphere-and-tube network results. As seen in Fig. 9a , when the controlling elements during drainage and imbibition are different (as in the sphere-and-tube network), hysteresis in P c -S w curves can be produced.
In recent experiments for determining the S w -a nw relationship (e.g., Culligan et al. 2004 Culligan et al. , 2006 , it was found that the maximum interfacial area occurs at saturations around 30%. Figures 8 and 9 show that this maximum value occurs at saturation of 25-30% in the sphereand-tube and at saturation of 45-55% in the tube network. It is evident that the behavior of the sphere-and-tube model is more realistic in representing the soil characteristics than the tube model. Although this result may have been expected, it is important to have it established with the aid of model simulation.
4.4 Capillary Pressure, Saturation, and Interfacial Area (P c -S w -a nw ) Surface Using data points from primary and scanning curves of drainage and imbibition simulations in sphere-and-tube network, we can produce a surface relating capillary pressure, saturation and interfacial area. The full set of drainage and imbibition curves are shown in Fig. 10a and b, respectively. The corresponding interfacial area points are plotted in Fig. 10c . We were able to fit a second-order polynomial surface to the data points. As shown in Table 1 , there is a very good correlation coefficient (0.956) for the fitted surface. We have also fitted two separate surfaces to P c -S w -a nw drainage and imbibition data points as shown in Fig. 11 . The mean absolute difference between these two surfaces is 8.5%. We also produced such surfaces for a pore network with disconnected statistical distributions for pore bodies and pore throats. As usual, the pore throats are smaller than pore bodies and their distributions have no overlap. In this case (results are not presented here), the mean absolute difference between the two surfaces was much larger (about 18%). These results show that if the size distributions of pore bodies and pore throat are correlated and show overlap, one may expect less difference between imbibition and drainage surfaces. As Al-Raoush and Willson (2005a,b) have shown in their experimental measurements, the size distributions of pore bodies and pore throats do have a large overlap and it is hard to distinguish pore bodies from pore throats in real porous media. Thus we expect less difference between imbibition and drainage surfaces in correlated pore-network models mimicking the reality, as compared to uncorrelated porenetwork models.
4.5 Relative Permeability, Saturation, and Interfacial Area (k r w -S w -a nw ) Surface
After calculating relative permeability at various average saturations in the sphere-and-tube network, we can construct k r w -S w -a nw surface similar to the work done by Reeves (1997) . Figure 12a shows relative permeability-saturation curves for the two phases during drainage and imbibition. It shows that the hysteresis observed in the k r w -S w relationship is not as strong as the hysteresis observed in P c -S w relationship. Figure 12b shows a typical k r -a nw relationship for the two phases. It can be observed that at a given interfacial area, two different values for the relative permeability are possible, and hysteresis observed in k r -a nw relationship is more significant than that of k r -S w relationship. Finally, a three-dimensional representation of the k r w -S w -a nw surface for the wetting phase is shown in Fig. 12c . We have fitted a second-order polynomial surface to P c -S w -a nw and k r w -S w -a nw simulation data of the sphere-and-tube network with loose trapping assumption. Statistical prop- Table 1 . We see that the correlation coefficients are very high. We also found that the maximum deviation happens during the primary drainage at high saturations. The equations of fitted surfaces are as follows (in SI unit):
Summary and Conclusions
We have studied relationships among capillary pressure, saturation, and interfacial area (P c -S w -a nw ) as well as relative permeability, saturation, and interfacial area (k r w -S w -a nw ). To understand how network modeling algorithms influence the results, two different porenetwork models have been developed; a tube network (similar to Fatt's model) which has no pore bodies, and a sphere-and-tube network with both pore throats and pore bodies.
Our results show that the oversimplification of the network influences the results significantly. In general, the sphere-and-tube network produces more realistic results than the tube network. The tube network is unable to produce hysteresis. Considering hysteresis in P c -S w relationship as a basis for resemblance of pore networks to the real porous media, we can conclude that the two network elements, namely pore throats and pore bodies, are required to produce hysteresis.
Based on the irreducible saturation for an uncorrelated pore size distribution with sphereand-tube lattice geometry, we need about 40 nodes in each direction in order to have a representative network (REV). With an ensemble of 20 realizations, we could produce representative P c -S w -a nw curves. The required size of ensemble decreases with increasing the network size.
Two different trapping algorithms have been employed: loose trapping (which mimics the escaping of wetting phase via corners of pores) and tight trapping (which assumes that the wetting phase trapped in a pore cannot escape). Trapping assumptions can influence significantly the form of S w -a nw curves as well as irreducible saturation. However, the trapping assumption is not important in wetting saturations larger than 55%. For the case of tight trapping, interfacial area increases monotonically with decreasing saturation. But, for the case of loose trapping, the variation is not monotonic and a maximum interfacial area can be observed at saturations around 25-35%, similar to the experiments on the real porous media. It implies that loose trapping assumption is more in agreement with real conditions. Using data from the full range of scanning drainage and imbibition simulations, we have constructed P c -S w -a nw and k r w -S w -a nw surfaces. We have fitted a second-order polynomial to these surfaces, with correlation coefficients of 0.991 and 0.956, respectively. Furthermore, we have fitted a surface to the P c -S w -a nw data points for drainage and imbibition, separately. These surfaces have been produced for two networks with different values of statistical distributions of pore bodies and pore throats. Results show that with increasing the overlapping part of the pore body and pore throat size distributions, the absolute difference between the two surfaces decreases. This implies that in a real porous medium, where there is no clear distinction between pore bodies and pore throats, we can expect a smaller difference between the surfaces. Results of relative permeability-interfacial area show that there is a stronger hysteresis in k r w -a nw curves than in k r w -S w curves.
Results of this work suggest that in multiphase systems, interfacial area can be an essential variable in P c -S w and k r w -S w relationships. It can help in diminishing or eliminating the hysteresis that is commonly observed in P c -S w and k r w -S w curves.
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Appendix: Computation of Pore Throat Radii
For our sphere-and-tube network, we specify a size distribution for the pore bodies. Then, the radius of a pore throat is determined from the radii of the two neighboring pore bodies. We do this following a scheme adopted from Acharya et al. (2004) and explained below.
Consider two pore bodies i and j, with a center-to-center distance "d" (see Fig. A .a), and pore sizes R i and R j , respectively. Along the line connecting the centers of the two nodes, we can define the dimensionless coordinate ξ :
We consider two arbitrary curves with order of n > 0, tangent to the pore bodies (see Fig. A ) with the following equations:
where parameters ρ i and ρ j (see Fig. A .b) need to be determined following the procedure explained below. The points of contact of these curves with the pore bodies i and j are denoted by a and c, respectively. The points a and c are determined so that the angle between the radii passing through these points and the horizontal axis is π/4. The two curves intersect each other at point b. The projections of these points on the dimensionless coordinate axis ξ are denoted byã,b andc (see Fig. A.1 In a similar fashion, ρ j is calculated:
Combining Eqs. A.8, A.3, and A.4 , the radius at the intersection point (b), which is taken to be the pore throat size, will be given by:
, n > 0, (A.9) 
