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Abstract
We apply a (Moyal) deformation quantization to a bicomplex associated with the
classical nonlinear Schro¨dinger equation. This induces a deformation of the latter
equation to noncommutative space-time while preserving the existence of an infinite
set of conserved quantities.
1 Introduction
Partly motivated by recent results on the appearance of field theories on noncommutative
space-times in certain limits of string, D-brane and M theory [1], there has been a revival of
(Moyal) deformation quantization [2] and increasing interest in models on noncommutative
spaces (see [3], for example).
In this work we apply deformation quantization to a classical integrable model1, the non-
linear Schro¨dinger equation. More precisely, we apply it to the two space-time coordinates
(see also [6]) and generalize a bicomplex associated with the classical nonlinear partial differ-
ential equation to the resulting “quantized space-time”. The deformed bicomplex equations
are then equivalent to a deformed nonlinear Schro¨dinger equation which still possesses an
infinite set of conservation laws. It is this latter characteristic property of soliton equations
which distinguishes the resulting “quantized equation” and turns it into an interesting model.
Section 2 recalls some bicomplex formalism which has been developed in [7]. In section
3 we treat the nonlinear Schro¨dinger equation in this framework. Section 4 deals with the
1Deformation quantization in the context of integrable models has been considered in [4, 5, 6], for example.
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corresponding noncommutative extension and in section 5 we show that the single soliton
solution of the classical equation is also a solution of the noncommutative version. Section 6
deals with perturbative properties of this equation and section 7 contains some conclusions.
2 Bicomplexes and associated linear equation
A bicomplex is an N0-graded linear space (over R or C) M =
⊕
r≥0M
r together with two
linear maps d, δ : M r →M r+1 satisfying
d2 = 0 , δ2 = 0 , d δ + δ d = 0 . (2.1)
Let us assume that there is a (nonvanishing) χ(0) ∈M0 with dJ (0) = 0 where J (0) = δχ(0).
Let us define J (1) = dχ(0). Then δJ (1) = −dδχ(0) = 0. Hence J (1) is δ-closed. If J (1)
is δ-exact, then J (1) = δχ(1) with some χ(1) ∈ M0. Next we define J (2) = dχ(1). Then
δJ (2) = −dδχ(1) = −dJ (1) = −d2χ(0) = 0. If the δ-closed element J (2) is δ-exact, then
J (2) = δχ(2) with some χ(2) ∈ M0. This can be iterated further and leads to a (possibly
infinite) chain of elements J (m) of M1 and χ(m) ∈M0 satisfying
J (m+1) = dχ(m) = δχ(m+1) . (2.2)
More precisely, the above iteration continues from the mth to the (m + 1)th level as long
as δJ (m) = 0 implies J (m) = δχ(m) with an element χ(m) ∈ M0. Of course, there is no
obstruction to the iteration if H1δ (M) is trivial, i.e., when all δ-closed elements of M
1 are
δ-exact. In general, the latter condition is too strong, however. Introducing
χ =
∑
m≥0
λm χ(m) (2.3)
as a (formal) power series in a parameter λ, the essential steps of the above iteration proce-
dure are summarized in
δ(χ− χ(0)) = λ dχ (2.4)
which we call the linear equation associated with the bicomplex.
Given a bicomplex, we may start directly with the linear equation (2.4). Let us assume
that it admits a (non-trivial) solution χ as a (formal) power series (2.3) in λ. The linear
equation then leads to
δχ(m) = dχ(m−1) , m = 1, . . . ,∞ . (2.5)
As a consequence, the J (m+1) = dχ(m) (m = 0, . . . ,∞) are δ-exact. Even if the cohomol-
ogy H1δ (M) is not trivial, solvability of the linear equation ensures that the δ-closed J
(m)
appearing in the iteration are δ-exact.
For some integrable models the “generalized conserved currents” J (m) of an associated
bicomplex are directly related to conserved densities [7]. In other cases, like the nonlinear
Schro¨dinger equation treated in the following section, the relation is less direct.
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3 Bicomplex formulation of the classical nonlinear
Schro¨dinger equation
We choose the bicomplex space as M = M0 ⊗ Λ where M0 = C∞(R2,C2) denotes the set
of smooth maps φ : R2 → C2 and Λ =
⊕2
r=0Λ
r is the exterior algebra of a 2-dimensional
complex vector space with basis τ, ξ of Λ1 (so that τ 2 = ξ2 = τ ξ + ξ τ = 0). It is then
sufficient to define bicomplex maps d and δ on M0 since by linearity and d(φ1 τ + φ2 ξ) =
(dφ1) τ + (dφ2) ξ (and correspondingly for δ) they extend to the whole of M . Let
dφ = (φt − V φ) τ + (φx − U φ) ξ (3.1)
δφ = φx τ +
1
2i
(I − σ3)φ ξ (3.2)
where I is the 2× 2 unit matrix, σ3 = diag(1,−1), and
U =
(
0 −ψ¯
ψ 0
)
, V = i
(
−|ψ|2 ψ¯x
ψx |ψ|
2
)
(3.3)
with a complex function ψ with complex conjugate ψ¯. Then δ2 = 0 and dδ + δd = 0 are
identically satisfied. Furthermore, d2 = 0 holds iff Ut − Vx + [U, V ] = 0 which is equivalent
to the nonlinear Schro¨dinger equation
i ψt = −ψxx − 2 |ψ|
2 ψ . (3.4)
The equation δJ = 0 for an element J = φ1 τ+φ2 ξ ∈M
1 means φ2,x = −(i/2)(I−σ3)φ1.
Let Φ ∈M0 such that Φx = φ1. Then φ2 = −(i/2)(I−σ3)Φ+C with an element C(t) ∈M
0
and we find J = Φx τ − [(i/2)(I−σ3)Φ−C] ξ = δΦ+C ξ. The cohomology of δ is not trivial
since an element (c(t), 0)T ξ is δ-closed, but obviously not δ-exact.2
Choosing χ(0) such that3 δχ(0) = 0, the linear equation associated with the bicomplex
becomes
χx = λ (χt − V χ) , (I − σ3)χ = 2 i λ (χx − Uχ) . (3.5)
In terms of χ = (α, β)T this system of equations takes the form
αx = λ {αt + i |ψ|
2α− i ψ¯xβ} (3.6)
βx = λ {βt − i ψx α− i |ψ|
2β} (3.7)
αx = −ψ¯ β (3.8)
β = i λ (βx − ψ α) . (3.9)
The third equation can be used to eliminate β in the other equations (assuming ψ 6= 0). We
obtain
αx = λ {αt + i |ψ|
2α + i (ψ¯x/ψ¯)αx} (3.10)
αx = i λ (αxx − (ψ¯x/ψ¯)αx + |ψ|
2α) . (3.11)
2φT denotes the transpose of φ.
3The general solution of δχ(0) = 0 is (c(t), 0)T .
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Conversely, if these two equations hold and if ψ satisfies the nonlinear Schro¨dinger equation,
then the linear equation is satisfied (where β is defined via (3.8)). Moreover, the above
two equations for α are compatible, i.e., the equation obtained by differentiating the second
equation with respect to t is identically satisfied as a consequence of these equations together
with the nonlinear Schro¨dinger equation.
Now we choose χ(0) = (1, 0)T . In terms of γ determined by
α = eiλγ , γ =
∑
m≥0
λm γ(m) (3.12)
the last two equations read
γx = |ψ|
2 + i λ [γxx − (ψ¯x/ψ¯)γx]− λ
2(γx)
2 (3.13)
γt = i [γxx − 2 (ψ¯x/ψ¯) γx]− λ (γx)
2 . (3.14)
Differentiation of the second equation with respect to x leads to the conservation law
γxt = [i γxx − 2 i (ψ¯x/ψ¯) γx − λ (γx)
2]x (3.15)
for γx. Inserting the power series expansion for γ in (3.13), we obtain
γ(0)x = |ψ|
2 , γ(1)x = i ψ¯ ψx (3.16)
and the recursion formula
γ(m)x = i [γ
(m−1)
xx − (ψ¯x/ψ¯) γ
(m−1)
x ]−
m−2∑
k=0
γ(k)x γ
(m−2−k)
x (3.17)
for m > 1. In particular, γ
(2)
x = −|ψ|4 − ψ¯ ψxx. These are the well-known conserved
quantities of the nonlinear Schro¨dinger equation (cf [8], p.38, for example). (3.16) and (3.17)
solve (3.13). (3.14) becomes γ
(0)
t = i [γ
(0)
xx − 2 (ψ¯x/ψ¯) γ
(0)
x ] and
γ
(m)
t = i [γ
(m)
xx − 2 (ψ¯x/ψ¯) γ
(m)
x ]−
m−1∑
k=0
γ(k)x γ
(m−1−k)
x (3.18)
for m > 0. Inserting our solution γ(m) =
∫ x
γ
(m)
x′ dx
′ with the γ
(m)
x as given above, these
equations are satisfied as a consequence of the nonlinear Schro¨dinger equation (which in turn
is a consequence of the compatibility of (3.13) and (3.14), respectively (3.10) and (3.11)).
4 Nonlinear Schro¨dinger equation in noncommutative
space-time
The passage from commutative to noncommutative space-time is (in the present context)
achieved by replacing the ordinary commutative product in the space of smooth functions
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on R2 with coordinates t, x by the noncommutative associative (Moyal) ∗-product [2] which
is defined by
f ∗ h = m ◦ eϑP/2(f ⊗ h) (4.1)
where ϑ is a real or imaginary constant and
m(f ⊗ h) = f h , P = ∂t ⊗ ∂x − ∂x ⊗ ∂t . (4.2)
As a consequence, one finds4
f ∗ h− h ∗ f = 2m ◦ sinh(ϑP/2)(f ⊗ h) = ϑm ◦
sinh(ϑP/2)
ϑP/2
◦ P (f ⊗ h) . (4.3)
In the following, the product5 defined by
f ⋄ h = m ◦
sinh(ϑP/2)
ϑP/2
(f ⊗ h) (4.4)
will be of some help for us.
In noncommutative space-time, the two bicomplex maps associated with the nonlinear
Schro¨dinger equation should be replaced by
dφ = (φt − V ∗ φ) τ + (φx − U ∗ φ) ξ (4.5)
δφ = φx τ +
1
2i
(I − σ3)φ ξ (4.6)
with 2×2 matrices U and V . The bicomplex space M is the same as in the previous section,
however. For the following calculations it is important to note that partial derivatives are
also derivations with respect to the ∗-product. The bicomplex conditions imply
Ut − Vx + U ∗ V − V ∗ U = 0 (4.7)
and
Ux =
i
2
(σ3 V − V σ3) . (4.8)
Substituting the decomposition
V = i (V + + V −) σ3, with σ3 V
± = ±V ± σ3 (4.9)
in (4.8), we obtain
V − = Ux . (4.10)
4This is easily verified using τ(f ⊗ h) = h⊗ f which has the properties P ◦ τ = −τ ◦ P and m ◦ τ = m.
5This product has been previously used in [5].
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This suggests to impose the condition
σ3 U = −U σ3 (4.11)
on U . Inserting this in (4.7), we obtain V +x = (U ∗ U)x and thus
V + = U ∗ U (4.12)
up to addition of an arbitrary term which does not depend on x and which we disregard in
the following. Hence
V = i (Ux + U ∗ U) σ3 . (4.13)
Furthermore, (4.7) together with (4.12) leads to
i Ut σ3 + Uxx − 2U ∗ U ∗ U = 0 . (4.14)
If we impose the further condition U † = −U , then
U =
(
0 −ψ¯
ψ 0
)
V = i
(
−ψ¯ ∗ ψ ψ¯x
ψx ψ ∗ ψ¯
)
(4.15)
with a complex function ψ and (4.14) takes the form
i ψt + ψxx + 2ψ ∗ ψ¯ ∗ ψ = 0 , i ψ¯t − ψ¯xx − 2 ψ¯ ∗ ψ ∗ ψ¯ = 0 (4.16)
which are the noncommutative nonlinear Schro¨dinger equation (NNS) and its complex con-
jugate.6
The linear system δχ = λ dχ (where δχ(0) = 0) associated with the NNS reads
χx = λ (χt − V ∗ χ) , (I − σ3)χ = 2 i λ (χx − U ∗ χ) . (4.17)
Writing χ = (α, β)T , this becomes
αx = λ (αt + i ψ¯ ∗ ψ ∗ α− i ψ¯x ∗ β) (4.18)
βx = λ (βt − i ψx ∗ α− i ψ ∗ ψ¯ ∗ β) (4.19)
0 = λ (αx + ψ¯ ∗ β) (4.20)
β = i λ (βx − ψ ∗ α) . (4.21)
Assuming that ψ is ∗-invertible with inverse ψ−1∗ , we can use the third equation to eliminate
β from the first and the last equation,
αx = λ (αt + i ψ¯ ∗ ψ ∗ α + i ψ¯x ∗ ψ¯
−1
∗ ∗ αx) (4.22)
αx = i λ (αxx − ψ¯x ∗ ψ¯
−1
∗ ∗ αx + ψ¯ ∗ ψ ∗ α) . (4.23)
6The two equations are complex conjugate irrespective of whether ϑ is real or imaginary. Clearly f ∗ h =
f¯ ∗ h¯ if ϑ is real. If ϑ is imaginary, we have f ∗ h = h¯ ∗ f¯ instead.
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It is not possible now to proceed in perfect analogy with (3.12) of the classical case. Instead,
we introduce functions p and q such that
αt = i λ p ∗ α , αx = i λ q ∗ α (4.24)
assuming that α is ∗-invertible. In terms of these functions the above equations take the
form
q = ψ¯ ∗ ψ + i λ (qx − ψ¯x ∗ ψ¯
−1
∗ ∗ q)− λ
2 q ∗ q (4.25)
p = i qx − 2 i ψ¯x ∗ ψ¯
−1
∗ ∗ q − λ q ∗ q . (4.26)
From αtx = αxt and (4.24) we find
qt − px + i λ (q ∗ p− p ∗ q) = 0 . (4.27)
Using (4.3) and (4.4), we find
q ∗ p− p ∗ q = ϑ (qt ⋄ px − qx ⋄ pt) = ϑ (q ⋄ px)t − ϑ (q ⋄ pt)x (4.28)
where, in the last step, we used the fact that partial derivatives are also derivations with
respect to the ⋄-product.7 Now we insert this in (4.27) and deduce
wt = (p+ i λ ϑ q ⋄ pt)x (4.29)
where
w = q + i λ ϑ q ⋄ px . (4.30)
By expansion into a power series in λ, this yields an infinite set of local conservation laws of
the NNS (each of which, in turn, can be expanded into a power series in ϑ). Let us expand
p and q into power series in λ,
p =
∞∑
m=0
λm p(m) , q =
∞∑
m=0
λm q(m) . (4.31)
Then (4.25) leads to
q(0) = ψ¯ ∗ ψ , q(1) = i ψ¯ ∗ ψx (4.32)
and
q(m) = i (q(m−1)x − ψ¯x ∗ ψ¯
−1
∗ ∗ q
(m−1))−
m−2∑
k=0
q(k) ∗ q(m−2−k) (4.33)
7Note that, for a partial derivative ∂, we have ∂ ◦m = m ◦ ∂⊗ with ∂⊗ = ∂ ⊗ 1 + 1⊗ ∂ which commutes
with P .
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for m > 1. From (4.26) we get
p(0) = i (ψ¯ ∗ ψx − ψ¯x ∗ ψ) (4.34)
and
p(m) = i (q(m)x − 2 ψ¯x ∗ ψ¯
−1
∗ ∗ q
(m))−
m−1∑
k=0
q(k) ∗ q(m−1−k) (4.35)
for m > 0. These formulas allow the recursive calculation of the functions p(m) and q(m) in
terms of ψ. From (4.30) with w =
∑
m≥0 w
(m) we now obtain the following expressions for
the conserved densities,
w(0) = ψ¯ ∗ ψ (4.36)
w(1) = i ψ¯ ∗ ψx − ϑ (ψ¯ ∗ ψ) ⋄ (ψ¯ ∗ ψxx − ψ¯xx ∗ ψ) (4.37)
w(m) = q(m) + i ϑ
m−1∑
k=0
q(k) ⋄ p(m−1−k)x (m > 1) . (4.38)
5 Single soliton solution of the NNS
The one-soliton solution of the classical nonlinear Schro¨dinger equation is given by
ψ = a exp
(
i
2
b x− i (
1
4
b2 − a2) t
)
sech[a (x− b t)] (5.1)
with real constants a, b. This expression can be rewritten as follows,
ψ = aF (x) ∗G(x, t) ∗ F (x) (5.2)
where
F (x) = exp
(
i
2
(
b
4
+
a2
b
) x
)
, G(x, t) = exp
(
i (
b
4
−
a2
b
)(x− b t)
)
sech[a (x− b t)] . (5.3)
Clearly, this reduces to the classical solution if ϑ = 0. It is therefore sufficient to show that
(5.2) does not depend on ϑ. We make use of the identity
∂
∂ϑ
(f ∗ h) =
∂f
∂ϑ
∗ h+ f ∗
∂h
∂ϑ
+
1
2
(ft ∗ hx − fx ∗ ht) (5.4)
for functions f and h. Applying this to functions f(x), g(x, t), h(x) which do not depend on
ϑ, we find
∂
∂ϑ
(f ∗ g ∗ h) =
1
2
(f ∗ gt ∗ hx − fx ∗ gt ∗ h) (5.5)
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which vanishes if fx = c f , hx = c h with a constant c (for arbitrary g). Since (5.2) has this
special form, it is indeed independent of ϑ.
Our next observation is that a ∗-product of two functions is classical if the functions
depend both on the same argument linear in x and t and if they do not depend on ϑ. Hence
f(x− b t) ∗ h(x− b t) = f(x− b t) h(x− b t). Indeed, by application of (5.4) we have
∂
∂ϑ
[f(x− b t) ∗ h(x− b t)] =
1
2
(−b f ′ ∗ h′ + b f ′ ∗ h′) = 0 (5.6)
where f ′ denotes the derivative of f . As a consequence,
ψ ∗ ψ¯ ∗ ψ = a3 F (x) ∗G(x, t) ∗G(x, t) ∗G(x, t) ∗ F (x)
= a3 F (x) ∗
[
exp
(
i (
b
4
−
a2
b
)(x− b t)
)
sech3[a (x− b t)]
]
∗ F (x)
= |ψ|2 ψ (5.7)
using again our previous argument in the last step. Therefore the NNS reduces to the
classical equation in case of the single soliton solution. We have thus shown that the single
soliton solution of the classical nonlinear Schro¨dinger equation remains a solution of the
NNS. A similar result should not be expected for multi-soliton solutions.
6 Some perturbative properties of the NNS
Expansion of (4.1) leads to
f ∗ h = f h+
ϑ
2
(ft hx − fx ht) +
ϑ2
8
(ftt hxx − 2 ftx htx + fxx htt) +O(ϑ
3) . (6.1)
Since f and h in general depend on ϑ, corresponding power series expansions have to be
inserted in the last expression and terms rearranged in ascending powers of ϑ. Using this
formula, we obtain the following expression for the nonlinear term in the NNS,
ψ ∗ ψ¯ ∗ ψ = |ψ|2 ψ + (ϑ2/4)
(
[ψttψxx − (ψtx)
2] ψ¯ + 2 [ψtψxx − ψxψtx] ψ¯t
+2 [ψttψx − ψtxψt] ψ¯x + [ψψxx − (ψx)
2] ψ¯tt + [ψψtt − (ψt)
2] ψ¯xx
+2 [ψtψx − ψψtx] ψ¯tx
)
+O(ϑ3) . (6.2)
In particular, the contribution of first order in ϑ from the expansion of the ∗-product vanishes
identically. By expansion of ψ, i.e.,
ψ = ψ0 + ϑψ1 +
1
2
ϑ2 ψ2 +O(ϑ
3) , (6.3)
terms linear in ϑ arise, however. Now the first correction to the nonlinear Schro¨dinger
equation obtained from the NNS is given by
i ψ1,t + ψ1,xx + 4 |ψ0|
2 ψ1 ± 2ψ
2
0 ψ¯1 = 0 (6.4)
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where the choice of sign depends on whether ϑ is chosen real or imaginary. This equation
is linear and homogeneous in ψ1 and thus admits the solution ψ1 = 0. As a consequence,
every solution of the classical nonlinear Schro¨dinger equation is a solution of the NNS to first
order in ϑ. The second correction (quadratic in ϑ) to the nonlinear Schro¨dinger equation is
an inhomogenous linear equation for ψ2,
i ψ2,t + ψ2,xx + 2 |ψ0|
2 ψ2 + ψ
2
0 ψ¯2 = −2ψ
2
1 ψ¯0 ∓ 4ψ0 |ψ1|
2 − Γ/2 (6.5)
with
Γ = −4ψ40 ψ¯0 ψ¯
2
0,x + 3ψ
2
0,xx ψ¯0,xx − 2ψ0,x ψ¯0,xx ψ0,xxx + ψ¯0 ψ
2
0,xxx
−4ψ20 [ψ¯
3
0 ψ
2
0,x + 3ψ0,x ψ¯0,x ψ¯0,xx + ψ¯0 (2ψ0,xx ψ¯0,xx + ψ0,x ψ¯0,xxx)]
−4ψ30 ψ¯0,x (2 ψ¯
2
0 ψ0,x + ψ¯0,xxx) + ψ0,xx (2 ψ¯0,x ψ0,xxx + 2ψ0,x ψ¯0,xxx − ψ¯0 ψ0,xxxx)
−2ψ0,x ψ¯0,x ψ0,xxxx + ψ
2
0,x ψ¯0,xxxx − ψ0 [16 ψ¯0 ψ0,x ψ¯0,x ψ0,xx + 4 ψ¯
2
0 ψ
2
0,xx
+4ψ20,x (3 ψ¯
2
0,x + ψ¯0 ψ¯0,xx) + 2ψ0,xxx ψ¯0,xxx + ψ¯0,xx ψ0,xxxx + ψ0,xx ψ¯0,xxxx] (6.6)
where we used that ψ0 satisfies the classical nonlinear Schro¨dinger equation.
Expanding the expressions for the conserved densities w(0) and w(1) (see (4.36) and (4.37))
in powers of ϑ, we obtain
w(0) = ψ¯0 ψ0 + ϑ [ψ¯0ψ1 + ψ¯1ψ0 +
1
2
(ψ¯0,t ψ0,x − ψ¯0,x ψ0,t)] +O(ϑ
2)
= ψ¯0 ψ0 + ϑ [ψ¯0ψ1 + ψ¯1ψ0 −
i
2
(ψ¯0,x ψ0,x + |ψ0|
4)x] +O(ϑ
2) (6.7)
w(1) = i ψ¯0 ψ0,x + ϑ [i (ψ¯0 ψ1,x + ψ¯1 ψ0,x)
+
i
2
(ψ¯0,t ψ0,xx − ψ¯0,x ψ0,xt)− |ψ0|
2 (ψ¯0 ψ0,xx − ψ¯0,xx ψ0)] +O(ϑ
2)
= i ψ¯0 ψ0,x + ϑ [i (ψ¯0 ψ1,x + ψ¯1 ψ0,x) +
i
2
(ψ¯0,x ψ0,xx + ψ¯0 ψ¯0,x ψ
2
0)x] +O(ϑ
2) . (6.8)
In the last step we used again that ψ0 solves the classical nonlinear Schro¨dinger equation.
Hence, those parts of the first order corrections to the conserved densities which do not
depend on ψ1 are total x-derivatives and thus do not contribute to the conserved charges.
A corresponding evaluation of the second order corrections is much more complicated since
one has to solve the inhomogeneous equation (6.5).
7 Conclusions
By deformation quantization applied to a bicomplex associated with the nonlinear Schro¨dinger
equation, we obtained a deformed equation (NNS) which lives on a noncommutative space-
time and which shares with its classical version the property of having an infinite set of
conserved quantities, a characteristic feature of soliton equations and (infinite-dimensional)
integrable models. Surprisingly, the one-soliton solution of the classical equation remains a
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solution of the NNS. The fate of the classical multi-soliton structure under the deformation
has still to be explored.
We expect that in a similar way interesting noncommutative versions of many other
integrable models can be constructed (see also [9]).
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