Accurate real-time tracking of influenza outbreaks helps public health officials make timely and meaningful decisions that could save lives. We propose a new influenza tracking model, ARGO (AutoRegression with GOogle search data), that uses publicly available online search data. In addition to having a rigorous statistical foundation, ARGO outperforms all previously available tracking models, including the latest version of Google Flu Trends (GFT), even though it uses only low-quality search data as input from publicly available Google Trends and Google Correlate websites. ARGO not only incorporates the seasonality in influenza epidemics, but also captures changes in people's online search behavior over time. ARGO is also flexible, self-correcting, robust and scalable, making it a potentially powerful tool that can be used for real-time tracking of other social events at multiple temporal and spatial resolutions.
Results
Retrospective estimates of influenza activity (ILI activity level, as reported by the CDC) were produced using our model, ARGO, for the time period of March 29, 2009 to April 25, 2015, assuming we had access only to the historical CDC's ILI activity reports up to the previous week of estimation. We compared ARGO's estimates with the ground truth: the CDC-reported weighted ILI activity level, published typically with one or two weeks delay, by calculating a collection of accuracy metrics described in the materials section. These metrics include the Root Mean Squared Error (RMSE), the Mean Absolute Error (MAE), Correlation with estimation target, and Correlation of increment with estimation target (Corr. of increment). For comparison, we calculated these accuracy metrics for (a) GFT estimates (accessed on April 25, 2015) , (b) estimates produced using the methodologies of Santillana et al. 2014 [6, 17] , (c) estimates produced with an AR(3) autoregressive model ( [4, 16] ), and (d) a naive method that simply uses the value of the prior week's CDC's ILI activity level as the estimate for the current one. Table 1 summarizes these accuracy metrics for all estimation methods for multiple time periods. The first column shows that ARGO's estimates outperform all other alternatives, in every accuracy metric, for the whole time period. The other columns of Table 1 Table 1 : Comparison of different models for the estimation of influenza epidemics. Boldface highlights the best value for each performance metric in each study period. RMSE and MAE are relative to the error of naive method, that is, the number reported is the ratio of error of a given method to that of the naive method. The absolute error of the naive method, which simply uses the prior week's ILI activity level as the estimate for the following one, is reported in the parentheses.
The panels of Figure 1 graphically present the estimates against the observed CDC-reported ILI activity level. Close inspection shows that, in the post-2009 regular flu seasons, ARGO uniformly outperformed all other alternative estimation methods in terms of both root mean squared error and Figure 2 : Dynamic coefficients for ARGO. Red color represents positive coefficients, blue color represents negative coefficients, and white color represents zero. Black horizontal dashed line separates Google search queries from autoregressive lags, and yellow vertical dashed line separates coefficients trained on Google Correlate data from those trained on Google Trends data. mean absolute error. In terms of correlation, ARGO had higher correlation almost uniformly for all seasons compared to all other alternatives, except for the last season (2014-15 partial season) where ARGO (r=98.1%) had competitive performance to GFT (r=98.4%). ARGO avoids the notorious over-shooting problem of GFT, as seen in Figure 1 .
During the 2009 off-season H1N1 flu outbreak, ARGO had the smallest root mean squared error and mean absolute error. In terms of correlation, ARGO (r=98.4%) had similar performance to (the potentially in-sample data of) GFT (r=98.9%) [15] , while outperforming all the other alternatives.
It is well-known that CDC reports undergo revisions weeks after their initial publication. These revisions respond to internal consistency checks and in principle lead to more accurate estimates of patients with ILI symptoms seeking medical attention. As a consequence, the available historical CDC information, in a given week, is not necessarily as accurate as it will be. In order to test the effect of using (potentially inaccurate) unrevised information close to the week of estimation, we obtained the historical unrevised and revised reports, as well as the dates when the reports were revised, from the CDC website for the time period of our study. We then used only the information that would have been available to us, at the time of estimation, and produced a time series of estimates for the whole time period described before. We compared our estimates to all other methods and found that ARGO still outperformed all previous methodologies. Moreover, the values of all four accuracy metrics for ARGO essentially did not change, suggesting a desirable robustness to CDC's ILI activity report revision. The results are shown in Table 3 in the appendices.
We faced an additional challenge when producing real-time estimates during the 2014-2015 flu season. The only independent variables available to us at the time of writing this article came from the Google Trends website. The information from Google Trends has even lower quality than its counterpart from Google Correlate, and changes every week as a consequence of constant renormalizations and algorithm updates. These undesired changes affected the quality of our estimates. In order to assess the stability (and thus the quality) of ARGO in the presence of these variations in the data, we obtained the search frequencies of the same query terms (see Figure 2 ) from Google Trends website on 25 different days during the month of April 2015, and produced a set of 25 historical estimates using ARGO. The results of the accuracy metrics associated to these estimates are shown in Table 4 on the appendices. This table shows that, despite the observed variation due to changes in the Google Trends input variables, ARGO is threefold more stable than the method of Santillana et al. [17] and still outperforms on average any other method.
Discussion
The results presented here demonstrate the superiority of our approach both in terms of accuracy and robustness, when compared to all existing flu tracking models based on Google searches. The value of these results is even higher given the fact that they were produced with low quality input variables. It is highly likely that our methodology would lead to even more accurate results if we were given access to the input variables that Google uses to calculate their estimates.
The incorporation of seasonal flu information appears to be a key factor in the enhanced accuracy of ARGO. The level of ILI activity last week typically has a significant effect on the current level of ILI activity, and ILI activity half a year ago and/or one year ago could provide further information, as shown in Figure 2 , which reflects a strong temporal auto-correlation. The integration of time series information leads to a smooth and continuous estimation curve and prevents undesired spikes. Interestingly, once the time series information is included in the model, fewer Google search query terms remain significant, resulting in increased sparsity. For example, among 100 Google Correlate query terms, ARGO selected 14 terms on average each week, whereas the method of Santillana et al.
[17] selected 38 terms on average each week. The combination of ARGO's smoothness and sparsity lead to a substantial reduction on the estimation errors.
Our methodology allows us to transparently understand how Google search information and historical flu information complement one another in different time periods. Time series models tend to be slow in response to sudden observed changes in CDC's ILI activity level. The naive method, which uses the prior week's CDC's ILI activity level as the estimate for the current one, is an extreme case. The AR(3) model shows this "delaying" effect as well, despite its seemingly good correlation and error rate for ILI activity level. Google searches, on the other hand, are better at detecting sudden ILI activity changes, but are also very sensitive to public's over-reaction to crises.
To investigate further the responsiveness (co-movement) of ARGO towards the change in ILI activity, we calculated the correlation of increment between each estimation model and CDC's ILI activity level. The correlation of increment between two time series a t and b t is defined as Corr(a t − a t−1 , b t − b t−1 ), which naturally measures how responsive a t is to the change in b t . It is apparent from Table 1 that ARGO has similar responsiveness with GFT and the method of Santillana et al. [17] , while outperforming the smoother time series model AR(3) uniformly. The reason behind ARGO's competitive responsiveness with GFT is evident from Figure 2 , where we can see that ARGO globally selects many more Google components than autoregressive components.
A closer look at Figure 2 allows us to see the tendency of time series information (seasonality) to pull ARGO's estimation towards the historical level. This was evident at the onset of wave 1 of the off-season H1N1 flu outbreak (week ending at 05/02/2009), which resulted in ARGO's underestimation. ARGO self-corrected its performance the following week by shifting a portion of model weights from the time series domain to the Google searches domain. Inversely, at the height of 2012-13 season, ARGO, GFT, and method of Santillana et al. [17] , all missed the peak due to an apparent unprecedented increase in search activity around this time. ARGO achieved the fastest self-correction by redistributing the weights not only across Google terms but also across time series terms, and thus missed the peak only by 1 week (as opposed to 2 weeks for method of Santillana et al. [17] and about 4 weeks for GFT).
It is important to note that ARGO is robust to potential inaccuracies in the input data, such as CDC's ILI reports late revisions and variations in the Google Trends data due to renormalizations and algorithm updates. This is observed quantitatively in Tables 3 and 4 of the appendices. Moreover, while we have used CDC's ILI as our gold standard for influenza activity in the US population, our methodology can be immediately adapted to make use of any other measurement of influenza activity that may prove to be more appropriate or accurate in the future.
Limitations
While ARGO displays a clear superiority over previous methods, it is not fail-proof. Since it relies on the public's search behavior, any abrupt changes to the inner works of Google's search engine or any changes in the way health-related search information is displayed to users will affect the accuracy of our methodology [33, 34] . We expect that ARGO will be fast at correcting itself if any changes take place in the future.
Next steps
ARGO can be easily generalized to any temporal and spatial scales for a variety of diseases or social events amenable to be tracked by Google searches [3, 8, 9, 29, 30, 35, 36] . Moreover, our methodological framework provides a clear strategy to identify optimally performing methods to track social events using information from other internet-based services such as Twitter [4] .
Data sources
We used the normalized search volume of Google search queries that are most highly correlated with CDC's Weighted ILI as our independent variables. Google normalizes raw search volume of each query by dividing through the total search volume, so that normalized search volumes from different years are comparable. These data are available at the Google Correlate website (https://www.google.com/trends/correlate. Date of access: April 25, 2015) . Google Correlate standardized normalized search volume of each query to have zero mean and one standard deviation across time. We note that the dataset from Google Correlate contains data only from 2004 to Feb 2014; thus, in order to obtain the real-time search frequencies after Feb 2014, we manually entered the search query terms in Google Trends, (http://www.google.com/trends. Date of access: April 25, 2015) . Google Trends provides even lower quality data (than Google Correlate): search volume of each query is given in an integer scale from 0 to 100. To make Google Correlate data compatible with Google Trends data, we linearly transformed the Google Correlate data to the same scale of 0 to 100 in our analysis. We used Google Correlate data up to its last available date, and then switched to Google Trends data afterwards. This is indicated in Figure 1 
Formulation of the model
Our model, ARGO, is motivated by a hidden Markov model. The logit-transformed CDC-reported ILI activity level {y t } is the intrinsic time series of interest. We impose a simple autoregressive (AR) model with lag N on it, which implies that the collection of vectors {y (t−N +1):t } t≥N is a Markov chain. The vector of log-transformed normalized volume of Google search queries at time t, X t , depends only on the ILI activity at the same time, y t (this follows the intuition that people's online searches are in response of real flu occurrences). The Markovian property on block y (t−N +1):t leads to the (vector) hidden Markov model structure.
We assume normality on y t and X t . Therefore our formal mathematical assumptions are:
3. Conditional on y t , X t is independent of {y l , X l : l = t} where β = (β 1 , β 2 , . . . , β K ) , µ x = (µ x 1 , µ x 2 , . . . , µ x K ) , and Q is the covariance matrix. To make the data more normal, we transform the original ILI activity level from [0, 1] to R using the logit function, obtaining the y t , and transform the Google search volumes from [0, 100] to R using the log function, obtaining the X t . The log function is appropriate because Google search frequencies usually have exponential growth rate near peaks and are artificially scaled to [0, 100] by dividing the running maximum. Since Google Trends is in integer scale from 0 to 100, we add a small number δ = 0.5 before the transformation to avoid taking the log of 0.
The predictive distribution p y t y 1:(t−1) , X 1:t is a normal distribution, whose mean is a linear combination of y (t−N ):(t−1) and X t , and whose variance is a constant. This observation leads to equation (2) below, which defines the ARGO model. Detailed formulas for the predictive distribution are given in the appendices.
The ARGO model
Let y t be the logit-transformed CDC's (weighted) ILI activity level at time t, and X i,t the logtransfomred Google search frequency of term i at time t. Our ARGO model is given by
where X t can be thought as the exogenous variables to time series {y t }.
Parameter estimation of ARGO model
We chose N = 52 (weeks) to capture the within-year seasonality in ILI activity, and K = 100 (Google search terms) following the data availability from Google Correlate. Since we have more independent variables than the number of observations, the usual maximum likelihood estimate (ordinary least squares) method will fail. Therefore we have to impose regularities for parameter estimation and invoke penalized likelihood. In general we have three kinds of penalties, L 1 penalty [37] , L 2 penalty [38] , and elastic net penalty, which is a linear combination of of L 1 and L 2 penalties [39] . All parameters are dynamically trained every week with a 2-year (104 weeks) rolling window. In a given week t, the goal is to find parameters µ y , α = (α 1 , ..., α 52 ), and β = (β 1 , ..., β 100 ), that minimize
where λ α , λ β , η α , η β are hyper-parameters. Values of hyper-parameters have considerable influence on the estimation of α, β. Should we have infinite amount of data, we could use cross-validation to select all 4 hyper-parameters. However, since we used a two-year moving window to dynamically train our models, we have only 104 training data points at a given week, and as a consequence, the cross-validation result is highly variable. Therefore, we need to pre-specify some of the hyper-parameters to reduce cross-validation noise. For model simplicity and sparsity, combining with the evidence seen from cross-validation, we set η α = η β = 0. This lead to an L 1 penalization on both autoregressive terms and Google search queries. With L 1 penalty, ARGO tends to zero out unnecessary α i , β i , thus archives variance reduction and variables section [37] . Still, with the remaining two hyper-parameters λ α and λ β , the cross-validation results remain to have considerable variance. By the same sparsity and simplicity argument, we further constrained λ α = λ β . Therefore, the ARGO model we finally propose is equation (3) but with constraint η α = η β = 0 and λ α = λ β . A detailed discussion of our specification of the hyper-parameters is provided in the appendices.
Accuracy metrics
The Root Mean Squared Error (RMSE) of estimatorŷ to target y is defined as
The Mean Absolute Error (MAE) of estimatorŷ to target y is defined as
The correlation of estimatorŷ to target y is their sample correlation coefficient. The correlation of increment between two time seriesŷ t , y t measures the co-movement of estimator and the target. It is defined as Corr. of increment(ŷ t , y t ) = Corr(ŷ t −ŷ t−1 , y t − y t−1 )
Appendices
Details of our methodology are presented as follows. First, the predictive distribution in the formulation of the ARGO model and the corresponding assumptions are discussed; second, the statistical strategy to determine the hyper-parameters of the ARGO model is explained; third, the results of two sensitivity analysis aimed at testing the robustness of the ARGO methodology, (a) with respect to subsequent revisions of CDC's ILI activity reports, and (b) with respect to observed variation of the input variables coming from Google Trends data, are presented.
A Predictive distribution in the formulation of ARGO model
To improve normality in the distribution of data for both the input variables and the dependent variables, the CDC-reported ILI activity level was logit-transformed, and the normalized volume of Google search queries were log-transformed. These transformations led to two sets of variables, the intrinsic (influenza epidemics activity) time series of interest {y t }, and the (Google search) variable vector X t at time t (that depends only on y t ), respectively. Our formal mathematical assumptions are:
3. Conditional on y t , X t is independent of {y l , X l : l = t}
, Q is the covariance matrix. We can calculate the predictive distribution p y t+1 y 1:t , X 1:(t+1) as
which is a normal distribution, whose mean is a linear combination of y (t−N ):(t−1) and X t , and whose variance is a constant.
B Determination of the hyper-parameters for ARGO
The optimized parameters of the ARGO model, µ y , α = (α 1 , ..., α N ), β = (β 1 , ..., β K ) are given by arg min
The training period consists of a two-year (104 weeks or data points) rolling window that immediately precedes the desired date of estimation. The hyper-parameters are λ α , λ β , η α , η β . We tested the performance of ARGO with the following specifications of hyper-parameters:
1. Restrict η α = η β = 0 and λ α = λ β , cross validate on λ α . This is our proposed ARGO with the same L 1 penalty for Google search terms and autoregressive lags.
2. Restrict η α = η β = 0, cross validate on (λ α , λ β ). This is ARGO with separate L 1 penalties for Google search terms and autoregressive lags.
3. Restrict η α = η β and λ α = λ β = 0, cross validate on η α . This is ARGO with the same L 2 penalty for Google search terms and autoregressive lags.
4. Restrict λ α = λ β = 0, cross validate on (η α , η β ). This is ARGO with separate L 2 penalties for Google search terms and autoregressive lags.
5. Restrict λ α = λ β , η α = η β , cross validate on (λ α , η α ). This is ARGO with the same elastic net (both L 1 and L 2 ) penalty for Google search terms and autoregressive lags. Table 2 summarizes the in-sample estimation performance for our proposed ARGO, together with other specifications of hyper-parameters. It is apparent from the table that the L 1 penalty generally performs better than L 2 penalty. The L 1 penalty tends to shrink the coefficients of unnecessary independent variables to be exactly zero, and thus eliminates redundant information; on the other hand, the L 2 penalty can only shrink the coefficients to be close to zero. As a result, L 2 penalized coefficients are not as sparse as their L 1 counterparts. Besides, from 4), in terms of both root mean squared error and mean absolute error. Similarly, ARGO with the same L 1 penalty (Specification 1) outperforms ARGO with the same L 2 penalty (Specification 3), in terms of both root mean squared error and mean absolute error. The elastic net model, which combines L 1 penalty and L 2 penalty, does not provide any error reduction. In the cross-validation process of setting (λ α , η α ) for elastic net model, 70 weeks out of 116 in-sample weeks showed that the smallest cross-validation mean error when restricting η α = 0 (i.e. zero L 2 penalty) is within one standard deviation of the global smallest cross-validation mean error, suggesting that restricting L 2 penalty term to be zero (i.e. η α = 0) will introduce little bias. Therefore, for the simplicity and sparsity of the model, we drop the L 2 penalty terms and use only L 1 penalty.
Next we want to decide between the remaining two specifications, ARGO with separate L 1 penalties (Specification 2), or ARGO with the same L 1 penalty (Specification 1). One may argue that Google search terms and autoregressive lags are different sources of information and thus should have different L 1 penalties. However, empirical evidence in Table 2 shows that, again, giving extra flexibility to (λ α , λ β ) does not generate improvement compared to fixing λ α = λ β . In the cross-validation process of setting (λ α , λ β ) for separate L 1 penalties, 99 weeks out of 116 in-sample weeks showed that the smallest cross-validation mean error when restricting λ α = λ β (i.e. same L 1 penalty) is within one standard deviation of the global smallest cross-validation mean error. This may well be due to the gain from variance reduction when imposing the restriction λ α = λ β . Based on the same simplicity and sparsity consideration, we finally decided to restrict η α = η β = 0 and λ α = λ β in the setting of hyper-parameters for ARGO.
C Revision of CDC's ILI activity reports
Within a flu season, CDC reports are constantly revised to improve their accuracy as new information is incorporated. Thus, CDC's weighted ILI figures displayed in previously published reports may change in subsequent weeks. As a consequence, in a given week the available CDC ILI information from recent weeks may be inaccurate. To test the robustness of ARGO in the presence of these revisions and mimic the real-time tracking in our retrospective predictions, we trained ARGO and all other alternative models based on the following schedule.
Suppose z i,j is the CDC-reported ILI activity level of week i accessed at week j. Since CDC's ILI activity report is typically delayed for one week, on week j the historical ILI activity level data we have is {z i,j : i ≤ j − 1}. Due to revisions, ILI activity level of week i accessed at different weeks z i,i+1 , z i,i+2 , . . . may be different but will converge to a finalized value z i,∞ eventually. Hence, to avoid using forward-looking information, in week j, we train all models with the ILI activity level accessed at that week {z i,j : i ≤ j − 1}. In this sense, any future revision beyond week j will not be incorporated in the training at week j. Yet for the accuracy metrics, the estimation target remains the finalized the ILI activity level (z i,∞ , i = 1, 2, . . .). Table 3 shows the estimation results when using the aforementioned schedule. Note that ARGO still outperforms all other alternative models. Moreover, the absolute values of all four accuracy metrics for ARGO trained this way essentially do not change compared to ARGO trained with finalized ILI activity level in the main text, indicating the robustness of ARGO.
The weekly revisions of CDC's ILI activity reports are available at CDC website from week 40 of the year to week 20 of the subsequent year for all seasons studied in this article. Table 3 : Comparison of different models for the estimation of influenza epidemics, with weekly CDC's ILI activity level that excludes forward-looking information from ILI activity report revision. The estimation target is the finalized CDC's ILI activity level. RMSE and MAE are relative to the error of naive method. The absolute error of the naive method is reported in the parentheses.
In this retrospective case study, when the revisions of ILI activity level were not available for a particular week during off-season period, the finalized ILI activity level was used instead.
D Variations of Google Trends data
Google Trends historical data constantly changes as a consequence of re-normalizations and algorithm updates. To study the robustness of ARGO to Google Trends data revisions, we obtained the search frequencies of the same search query terms (see Figure 2 in main text) from the Google Trends website (http://www.google.com/trends) on 25 different days in April 2015. We studied the variability of ARGO's performance when using these 25 different versions of Google Trends data as input variables for the common time period Sep 28, 2014 to Mar 29, 2015 . We can study 2014-15 partial season only up to March because this is the longest study period covered by all versions of Google Trends data. Despite the inevitable variation to the revision of the low-quality data from Google Trends, ARGO still achieves considerable stability compared to the method of Santillana et al. [17] during this time period. Table 4 suggest that ARGO is threefold more robust than the method of Santillana et al. [17] . The incorporation of time series information helps ARGO achieve the stability. As an extreme example, AR(3) model focuses entirely on the time series information and is thus independent of Google Trends data revisions. GFT, formulated with the original search variables as inputs, is by construction insensitive to the changes in Google Trends data and displays good stability. For this portion of the study, we included the signal from GFT for context only and we treat it as exogenous in our analysis. Based on the results from previous time periods, it is highly likely that if we had access to Google's internal raw data (i.e., historical search volume for diseaserelated phrases) we would have achieved the same stability as well. Yet even with this low-quality data, ARGO outperforms GFT uniformly on all versions of data in terms of both root mean squared error and mean absolute error. 
