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Abstract
For any projection system, one goal will surely be to maximize the quality of projected
imagery at a minimized hardware cost, which is considered a challenging engineering prob-
lem. Experience in applying different image filters and enhancements to projected video
suggests quite clearly that the quality of a projected enhanced video is very much a func-
tion of the content of the video itself. That is, to first order, whether the video contains
content which is moving as opposed to still plays an important role in the video quality,
since the human visual system tolerates much more blur in moving imagery but at the same
time is significantly sensitive to the flickering and aliasing caused by moving sharp tex-
tures. Furthermore, the spatial and statistical characteristics of text and non-text images
are quite distinct. We would, therefore, assert that the text-like, moving and background
pixels of a given video stream should be enhanced differently using class-dependent video
enhancement filters to achieve maximum visual quality.
In this thesis, we present a novel text-dependent content enhancement scheme, a novel
motion-dependent content enhancement scheme and a novel content-adaptive resolution
enhancement scheme based on a text-like / non-text-like classification and a pixel-wise
moving / non-moving classification, with the actual enhancement obtained via class–
dependent Wiener deconvolution filtering. Given an input image, the text and motion
detection methods are used to generate binary masks to indicate the location of the text
and moving regions in the video stream. Then enhanced images are obtained by applying
a plurality of class-dependent enhancement filters, with text-like regions sharpened more
than the background and moving regions sharpened less than the background. Later, one
or more resulting enhanced images are combined into a composite output image based on
the corresponding mask of different features. Finally, a higher resolution projected video
stream is conducted by controlling one or more projectors to project the plurality of output
frame streams in a rapid overlapping way.
Experimental results on the test images and videos show that the proposed schemes all
offer improved visual quality over projection without enhancement as well as compared to
a recent state-of-the-art enhancement method. Particularly, the proposed content-adaptive
resolution enhancement scheme increases the PSNR value by at least 18.2% and decreases
MSE value by at least 25%.
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This thesis is aiming to improve the quality of projected imagery with a minimized hard-
ware cost. This chapter reviews the research literature on projector resolution enhancement
and discusses the weakness of currently available resolution enhancement methods. The
study is carried out due to the concern that the features of text-like regions, moving regions,
and background regions are significantly different. The edges of static text-like regions usu-
ally need to be distinct enough for better readability. However, moving regions are easy
to be over-sharpened leading to highly distracting motion artifacts. That is, enhancing
all kinds of regions equally will lead to some visual problems, and a content-adaptive
enhancement method is desired in a real-world situation.
1.1 Motivation and Overview
High-resolution content projection systems are enjoying increasing popularity in consumer
markets [3], with ultra-high resolution projectors having been available in theaters and
amusement parks [4]. For example, the current projector display technology already has
the capability to project 4k cinema content, producing brilliant, high-resolution visuals.
Although these high-resolution projectors have been available for some time, they are
still costly. In 2017, the number of installed 4k projectors only comprised 17% of total
screens worldwide. Also, at the same time, more and more films and videos are being
captured using cameras capable of 4k, ultra-high-definition, or 8k resolution, and require
high-resolution projection. However, the prevalent projectors cannot generally project
such high-resolution videos. Therefore the use of one or more low-resolution projectors to
display high-resolution content remains a highly attractive option.
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The concept of using low-resolution projectors to project high-resolution images has
been explored in the literature, and many approaches have been proposed [5, 6, 7, 8,
9]. We are motivated by the Wobulation method proposed by Allen and Ulichney [6].
Wobulation is a cost-effective method of increasing the resolution of digital projection
systems. Wobulation method first generates multiple low-resolution sub-frames based on
each frame of higher resolution image data, and then the sub-frames are overlaid subject
to shifting by a fraction of a pixel. The sub-frames are displayed in rapid succession,
thereby appearing as if they were projected simultaneously and superimposed, producing
perceptible high-resolution content than images produced by unwobulated systems.
Later, a Shifted Superposition (SSPOS) method was proposed by Barshan [10] based on
the Wobulation scheme [6]. In order to further improve the Wobulation method, SSPOS
proposes an optimization method to generate two optimized low-resolution sub-images,
based on the high-resolution target image.
Though Barshan [10] solved an optimization problem to find the sub-images, the use
of a local Wiener filter is much simpler, if not entirely offering the same performance
as image-dependent optimization. In particular, the Wiener filter can be used [11] as a
deconvolution to compensate for optical aberration from the projector-lens systems.
However, although both SSPOS [10] and the Wiener deconvolution based enhancement
[11] work well for still images, in videos both methods introduce temporal motion artifacts
due to their inherent sharpening operation. These artifacts (e.g., flickering and aliasing) are
associated with moving detailed texture, and time-nonstationarity / sequencing introduced
by the superimposed projection. The artifacts may be present, but not obvious, in still
images, however, they are highly distracting/intolerable in videos. A simple and effective
method to reduce these artifacts is to apply blurring on the whole image but which is,
of course, a frustrating solution in a method aiming to offer an increased resolution for
moving and non-moving regions. In addition, effective filtering for text-like regions tends
to create artifacts in other contents, and effective filtering for other image contents tends
to under-enhance text-like regions. Thus, effective enhancement of text-like, motion and
other imagery regions is of significant importance and represents significant added value
for projector display systems.
What is more, though the content-adaptive enhancement scheme has been proposed
[12], it does not provide the solution of how to classify a given video frame into different
content classes, and how to combine different enhanced contents into a final enhanced
frame.
2
1.2 Problem Statement and Objectives
Consequently, we have the following problems at hand:
1. The detection of text–like regions (Section 4.2)
2. The enhancement of text–like regions (Section 4.3)
3. The detection of moving regions (Section 5.2.2)
4. The enhancement of moving regions (Section 5.2.3)
5. The smoothing technique to avoid sharp transitions between different regions (Sec-
tion 3.3)
6. A novel content-adaptive projector resolution enhancement scheme (Chapter 6)
The problem formulation will be developed in further detail in Chapter 3. Therefore, the
objective of this thesis is to find a content-adaptive enhancement method that offers sharp-
ening the text-like regions higher than the background ones, while avoids over-sharpening
moving regions which may cause temporal motion artifacts. As such, text-like and moving
regions in the final enhanced image can be all enhanced in an appropriate way to offer better
visual quality for projected video frames than that of projection without enhancement.
1.3 Thesis Organization
The rest of this thesis is structured as follows.
Chapter 2 describes the relevant studies of projector enhancement, including an overview
of text detection methods, the state-of-the-art projector resolution enhancement methods,
as well as the hardware mechanism to accomplish higher resolution projection using low-
resolution projectors.
Chapter 3 provides a brief description of the problem that this thesis targets.
Chapter 4 introduces a text enhancement scheme which consists of several novel meth-
ods for text detection, text enhancement filters.
Chapter 5 introduces two motion enhancement schemes, one resolves the motion ar-
tifacts problem by directionally blurring the moving regions, and another one enhances
moving regions by applying a less sharpened filter.
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Chapter 6 introduces a comprehensive enhancement scheme which both resolves the
motion artifacts problem and makes text regions sharper. In this chapter, non-stationary
filtering is used to combine different enhanced regions smoothly.
Chapter 7 introduces the dataset and shows the qualitative and quantitative experimen-
tal results of text enhancement, motion enhancement, and content-adaptive enhancement.




This chapter introduces the relevant information required to understand the proposed
content in this work. First, Section 2.1 reviews a picture of a projector system which
produces higher resolution using a low-resolution projector. Next, Section 2.2 formalizes
a local spatial-based Wiener deconvolution filter for resolution enhancement. Finally, a
review of various text detection methods are in Section 2.3.
2.1 Shifted Superposition
The spatial resolution of a video can be increased by first generating two low-resolution
frames from the high-resolution frame shifted by a fraction of a pixel, and then overlay-
ing and displaying them within the retinal integration time to achieve higher perceived
resolution [13]. Such a resolution enhancement approach has been an active research area
[6, 14, 15, 16, 17, 18, 19, 20, 21]. For the case of single projector display, the shifted super-
imposed projection is achieved by wobulating the image [6], vibrating the entire display
[18, 19] or overlapping multiple pixels [17]. Alternatively, such a resolution enhancement
can also be achieved with a multi-projector setup by superimposing multiple projections
from one or more machines [20, 21]. In this thesis, the proposed resolution enhancement
scheme is based on the shifted superimposed projection shown in Figure 2.1 (b) to achieve
a higher resolution projection since the single-projector projection setup is simpler than
the multi-projector projection setup.
Figure 2.1 (b) is an overview of the improved shifted superposition scheme. The high-
resolution image I is projected using two low-resolution images, L1 and L2, shifted by
5









(a) Shifted Superimposed Projection












(b) Improved Shifted Superimposed Projection
Figure 2.1: An overview of shifted superposition. (a) is a general shifted superposition
scheme [6]. Given an input image I, two low-resolution sub-images, L1 and L2, are gen-
erated by first downsampling I and then shifting by half a pixel. Then L1 and L2 are
superimposed in rapid succession to reconstruct a higher resolution image. (b) is an im-
proved shifted superposition scheme [22]. In this scheme, the half-pixel shift component
is replaced by an one-pixel shift component followed by a downsampling operators since
implementing the one-pixel shift in a projector is much easier. In order to achieve the
half-pixel shifting between L1 and L2, the image shifted by one pixel is downsampled by a
downsampling operator with s2 = 2. Also, an enhancement component is added to enhance
the input image I.
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half a pixel. The half-pixel-shifted L1 and L2 are obtained by first shifting the upsampled
enhanced image Îu by one pixel and then downsampling by a factor of 2.
Let s and 1/s denote image upsampling and downsampling factors in both x and y
directions, where s > 1. Further, let P(I, s) be a resampling function for an input image I
by a resampling factor s in both x and y directions. Now, the two sub-images L1 and L2
are generated by first up-sampling I by a factor of s in both x and y directions to obtain
Iu as follows:
Iu = P(I, s) (2.1)
Then, the upsampled image Iu can be enhanced by applying an enhancement function,
let it be denoted as Q(Iu), to obtain Îu as
Îu = Q(Iu) (2.2)









where Z(Îu, 1) is a shifting operator for Îu by one pixels in both vertically and horizontally.
From (2.3) and (2.4), the two low resolution sub-images are obtained by down-sampling Îu
and its one-pixel shifted version by a factor of s2 where s2 = 2.
Then the two sub-images are superimposed on a given projection surface in rapid suc-
cession to reconstruct a higher resolution image that approximates the target image, where
this process is called shifted superimposed projection [6]. In order to implement this pro-
cess, the hardware configuration is designed to produce shifted superimposed projection
that approximates projecting the high-resolution image. The superposition projection is
implemented in hardware by optics and mechanics to diagonally shift the projected image
to provide half-pixel shift. In this case, the original 60Hz ultra-high-definition video is
reproduced by a 120Hz low-resolution video shown in two shifted pixel positions.
In the literature, several attempts have been carried out to design an enhancement
function, Q, that affects the superimposed projection quality, such as the methods in
[10, 22]. However, these methods [10, 22] introduce motion artifacts due to over-sharpening
moving regions and inadequate enhancement due to under-sharpening text regions. In this
thesis, several enhancement functions Q are proposed in Chapter 4, Chapter 5 and Chapter
6.
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2.2 Spatial-based Wiener Deconvolution Filtering
Wiener deconvolution filter is widely used for image deblurring and restoration [11, 23],
and the possibility of applying the Wiener deconvolution filter to reconstruct images from
projections has been pointed out by Klug [24]. The deconvolution filtering process is
defined in the transform domain and attempts to minimize the impact of blurring due
to the projector-lens system with a low signal-to-noise ratio (SNR) by reducing the least
square error in prediction.
Point spread function (PSF) is a record of how much the image projected by a projector
spreads/blurs an object of a single point [25]. Given the estimated projector’s PSF in the
2D-DFT domain denoted as H(u, v), where u and v represent the frequency indices, and a










where G and H are of size r×r and r is a constant factor that can be calculated empirically.
Here, 1/H(f) is the inverse of the original projector-lens system, and SNR(f) = S(f)/N(f)
is the SNR. When the noise is zero, the SNR becomes infinite, and the term inside the
square brackets becomes 1. This means the Wiener deconvolution filter G becomes simply
the inverse of the projector-lens system H. On the contrary, when the noise at certain
frequencies increases, the SNR decreases, then the term inside the square brackets also
drops from 1. That is, the Wiener deconvolution filter G attenuates frequencies dependent
on their signal-to-noise ratio.
However, since the filtering process is defined in the transform domain, the filtering
process results in high computational complexity. Recently, Ma et al. [22] introduced a
local spatial kernel derived from the Wiener deconvolution filter to do the band-limited 2D
convolution in the spatial domain.
It is shown in [22] that obtaining the spatial kernel g(n,m) by directly applying the
inverse 2D-DFT on (2.5) causes over-sharpening artifacts for filtered images. To avoid this
problem, a low-pass filter B(u, v) of cutoff frequency fc was used in [22] to suppress the
high frequency components in G(u, v) as follows:
Ĝ(u, v) = G(u, v)B(u, v) (2.6)
Since Ĝ(u, v) satisfies the symmetric property conditions of 2D-DFT, then, the spatial





In order to fit the memory of a given hardware, the final normalized spatial enhancement
kernel is obtained by cropping ĝ(n,m) with a desired size of r̃ × r̃:
















The estimated deblurred image is obtained by filtering the blurred image with the local
spatial-based Wiener deconvolution filter g̃.
2.3 Text-like Region Detection
During the exploration of resolution enhancement filters, on the one hand, the sharpening
strength that is appropriate for text-like regions is too sharp for other regions (e.g., moving
regions), resulting in additional artifacts. On the other hand, proper sharpening strength
for other regions tends to under-enhance the text-like regions. Therefore, the text-like
regions and non-text-like regions should be enhanced differently, and an efficient and ef-
fective text-like region detector that can classify each pixel into text or non-text classes is
required.
An efficient and effective text-like detection is a challenging visual recognition problem
[26, 27]. Furthermore, a good text-like detection method for projector projection is even
more challenging since it should also consider the bandwidth and memory requirements
of the projector hardware. Current available image text detection methods can be clas-
sified into three categories: optical-character-recognition-based text detection methods,
connected component-based text detection methods, and image-thresholding-based text
detection methods.
First, among the traditional text detection methods, Optical character recognition
(OCR) is widely used by many research works [28, 29, 30, 31, 32, 33, 34]. OCR has
the capability to do text detection and text extraction, and has been steadily evolving
during its history. OCR produces a ranked list of candidate characters by comparing to
glyph prototypes. Some OCR methods compare the image with the stored glyph pixel by
pixel while some first decompose the image to features and then compare the extracted
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features with the stored glyph features to find the closest match. However, OCR assumes
that the characters are typically monotone on fixed backgrounds, which cannot adapt to
more complicated scenarios such as variations in font, background, color, and light [27].
Moreover, in this thesis, we only need a classifier to classify each pixel into a text-like or
a non-text-like class, while OCR-based methods provide not only text detection but also
text recognition, and firmly relies on the pre-processing, post-processing and optimiza-
tion steps such as character segmentation and de-skew to make text horizontal or vertical,
grammar checking [35]. Since character recognition is unnecessary in our task (only the
text-like regions classification is required), we are looking for a more efficient text detection
method.
Connected component-based text detection methods have gained high attention in
many studies [36, 37, 38, 39]. For instance, Matas et al. [36] introduced the Maximally
Stable Extremal Regions (MSER) method which, as a feature extractor, partitions an input
image into a number of co-variant indivisible components, and followed by classifying each
component as text or background. The extremal regions are obtained by applying a series of
thresholds and thresholding the image at each level. The extremal regions are closed under
a continuous transformation of image coordinates or a monotonic transformation of image
intensities. Thus, the extremal regions are stable and invariant to affine transformations
of image intensities and co-variant to adjacency preserving transformations on the image
domain. However, it is known that MSER is sensitive to noise and image blurring since
it depends on successful edge detection, and it needs to save the candidate regions under
different thresholding levels, which increases the burden of the projector hardware [40].
The image-thresholding-based text detection methods can create a binary map classi-
fying each pixel into text-like or non-text-like class. Many image-thresholding-based text
detection methods have been introduced [41, 42, 43, 44]. For instance, in [42], a local
horizontal differential filter and a thresholding scheme were performed in order to find
vertical edges in an image. This method, however, lacks representing the 2D structures
within the text regions. Later in [43], a simple binarization algorithm for extracting text
regions was introduced. However, this method assumes that text regions are brighter than
the background, which is not always true.
2.4 Conclusion
This chapter introduces the background knowledge that will be used in the proposed
content-adaptive resolution enhancement scheme. First, Section 2.1 introduces shifted
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superposition, a method to project higher resolution image using a low-resolution projec-
tor. The shifted superposition superimposes two sub-images on a given projection surface
with half-a-pixel shift in rapid succession to reconstruct a higher resolution image that
approximates the target image. Then, Section 2.2 describes a local spatial-based Wiener
deconvolution filter for resolution enhancement, where the sharpening strength can be
adjusted by changing the cutoff frequency of its low-pass filter. Finally, various text de-
tection methods are reviewed in Section 2.3, suggesting the necessity of finding a new text




Chapter 1 has discussed the problem that current projector resolution enhancement meth-
ods do not consider different sharpening requirements of contents with distinct features.
For instance, using the same sharpening strength for text-like regions are likely to create
motion artifacts in moving contents while using a less sharpening strength suitable for
moving contents will under-enhance the text-like regions. Hence, a content-adaptive en-
hancement method that can sharpen different features of a given image in different levels
is desired.
The shifted superimposed projection [6] introduced in Section 2.1 can be used to project
higher-resolution images using low-resolution sub-images. The Wiener deconvolution en-
hancement method in [22] introduced in Section 2.2 enhances the projector resolution by
a local spatial Wiener deconvolution filter. The Wiener deconvolution filter can be used
to enhance the image with different strength. Hence the content-adaptive enhancement
method can adopt the shifted superimposed projection method to provide higher resolution
projection and a set of Wiener deconvolution filters to enhance different regions. The focus
of this thesis will be on content detection and content-dependent enhancement filters.
The rest of the chapter is structured as follows. Section 3.1 formulates the text en-
hancement problem where text readability should be improved. Section 3.2 formulates
the motion enhancement problem to avoid motion artifacts while still enhancing moving
regions. Section 3.3 formulates the comprehensive content-adaptive resolution enhance-
ment which will consider both text readability and motion artifacts. Section 3.3 provides




(b) Projected Image Without Enhancement
Figure 3.1: An sample image containing text-like regions (a) is compared with the projector
projection of the sample image (b), which shows the necessity of text enhancement. Note
that (b) is captured from the screen using a camera. The blurry text in the text-like regions
in the projected image without enhancement is illegible while the background regions are
more acceptable since background regions do not contain any important information.
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Figure 3.2: An overview block diagram of the proposed text enhancement scheme. The up-
sampling, downsampling and shifting components are used to produce the two sub-frames
for pixel-shifted superimposed projection. The text enhancement includes two components,
text-like detection and Wiener deconvolution. A text mask MT is calculated in the text-
like detection component to indicate the location of text-like regions. The enhanced image
Îu is obtained via the Wiener deconvolution component where text-like Wiener deconvolu-
tion kernel gT and background kernel gΩ are applied to text-like and background regions,
respectively. After the enhanced image is obtained, shifted superimposition method will
be used for projection, where s is an upsampling factor in both x and y directions, and
L1 and L2 are two downsampled sub-images generated with and without one pixel shift,
respectively.
3.1 Text Enhancement Formulation
Since the text is so frequently embedded in displayed content, and furthermore since text
readability is essential in effectively conveying relevant information, the effective enhance-
ment of text is of significant importance and represents significant added value for projector
display systems. As shown in Figure 3.1, given a sample image I (a), the text regions in
the projected image (b) without enhancement are blurred by the projector-lens system.
The small white paragraph in (b) is much darker and blurrier than that in the original im-
age. For example, the two letters “e” and “a” both have similar structure, and the strokes
are both dense, making them undistinguished in projected image (b). Furthermore, the
boundaries of the camera icon and green vertical bar on the right are ambiguous. The
camera icon, after projection, even looks like a handbag, which is misleading.
Nevertheless, as introduced in Chapter 1, although recent projector resolution enhance-
ment methods are able to increase the perceived image resolution and also perform res-
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olution enhancement [6, 10, 22], they do not consider different sharpening requirements
of text-like regions and non-text-like regions. For instance, in exploring possible Wiener
deconvolution filters [22], it was clear that effective filters for text tended to create artifacts
in other content, and effective filters for imagery tended to under-enhance text. Hence,
considering the importance of the sharpness of text regions and the failure of state-of-
the-art enhancement methods, a content-adaptive enhancement method that can sharpen
different features of a given image in different levels is desired. As a result, we have two
basic problems at hand:
1. The detection of text–like regions (Section 4.2)
2. The enhancement of text–like regions (Section 4.3)
Figure 3.2 is an overview of the proposed text enhancement scheme. In order to do
the text enhancement, the location of text-like regions should first be known and an en-
hancement filter suitable for text-like regions should be obtained. Therefore, the objective
of text enhancement is to find an effective text-like region detection method to obtain a
text-like mask indicating the locations of text-like regions and effective enhancement filters
to enhance the image, respectively, where the text regions can be enhanced more than the
background.
The detection of text–like regions: The text-like region detection methods are based
on two natures of text-like regions. The first one is that they are always of higher contrast
than the other regions. Thus, the local dynamic range of the pixel values can be used as a
measurement of image contrast. The second one is that the distribution of pixel values in
text-like regions are always bi-modal. Therefore, a clustering method can help to determine
the bimodality of a given region. In Section 4.2, three text detection methods are proposed
based on these two characteristics of text regions, respectively.
The enhancement of text–like regions: After text-like regions being detected, a
sharper enhancement filter should be applied to the text-like regions and a less sharp
filter on other regions. As introduced in Section 2.2, Ma et al. [22] proposed a Wiener de-
convolution filtering-based resolution enhancement method where the sharpening strength
of the Wiener deconvolution filter can be adjusted by changing the cutoff frequencies.
15
Original Image Sharpened Image
Figure 3.3: Enhancement of high contrast imagery (left) can produce Moire artifacts
(right), which can become dizzying / spinning distractions when moving. The Moire pat-
tern in the right image is one of the motion artifacts caused by sharpening the original
image.
3.2 Motion Enhancement Formulation
Even though most current state-of-the-art resolution enhancement methods work well for
still images, in video these methods introduce temporal motion artifacts due to their in-
herent sharpening operation [19].
In Figure 3.3, the right image shows the sorts of Moire artifacts associated with over–
sharpening by using the Wiener deconvolution-based method in [22]. Tests on super-
imposed projection display have made very clear that effective filters for static contents,
particularly high-contrast contents (such as text), tended to create badly-aliased artifacts
in moving regions; similarly filters effective for motion tended to under-enhance / blur
other high-contrast contents. Since the human visual system is relatively insensitive to
the blur of moving objects [45], and the super-imposed projection creates the challenge of
potential aliasing primarily for moving content, clearly the appropriate response is some
sort of motion-dependent enhancement, which is the focus of this thesis. As a result, we
have two basic problems at hand:
1. The detection of moving regions (Section 5.2.2)
2. The enhancement of moving regions (Section 5.2.3)
In order to achieve this goal, in this thesis, first, the motion regions should be detected
to indicate the location of moving regions that need to be enhanced with less strength. And













𝑍$"Downsampling operatorUpsampling operator Shift	operator	by	one	pixel			𝑠			𝑠
Figure 3.4: Proposed moving content enhancement scheme, which is a direct counterpart
of Figure 3.2. Rather than sharpening text-like regions with a strength more than that
of non-text-like regions, the motion enhancement scheme will sharpen moving regions less
than that of non-moving regions.
regions should be obtained so that the moving and non-moving regions can be enhanced
differently. Therefore, similar the the text enhancement scheme shown in Figure 3.2, a
novel motion-dependent visual enhancement scheme in projector-based systems is proposed
shown in Figure 3.4. The input video frame will go into the motion enhancement part to
be enhanced based on moving and non-moving regions. Then, the enhanced image will be
split into two low-resolution images by using shifted superimposed projection introduced
in Section 2.1 to achieve higher resolution enhancement.
The detection of moving regions: In the motion enhancement part of this scheme, a
robust motion detection, shown in Figure 3.5, is proposed to segment the moving regions
from the background ones. This figure in this section is to give an overview of the proposed
motion detection method, and the details inside the figure will be explained later in Section
5.2.2. The motion detection method takes β consecutive video frames as input and output
a binary motion mask where white means moving regions. In order to distinguish moving
pixels from non-moving ones, a motion threshold is obtained based on the statistics of frame
differences. The idea behind it is that, given a pixel, if the pixel value varies significantly
among the pixels in the same location in other frames, then say this pixel is moving.
The threshold calculated in this figure is to determine whether the pixel values vary large
enough to classified as moving. Otherwise, it will be classified as non-moving.
The enhancement of moving regions: Since moving regions tends to create artifacts
when the enhancement strength is strong, the moving regions prefer an enhancement with
17
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Figure 3.5: Block diagram illustration of the proposed motion detection scheme. This
hypothesis-testing-based motion detection method takes multiple consecutive frames and
considers the regions having relatively significant change among the input frames (the
change of the brightness of pixels in these regions is greater than that of the majority of
all the pixels) to be moving regions. The output is the motion mask where white means
moving pixels and black otherwise. The concepts in this figure will be developed in further
detail in Section 5.2.2.
a less sharpening strength. After motion regions are detected, a less sharpened and a more
sharpened enhancement filter are applied to moving and non-moving regions, respectively,
resulting in better visual quality. The first solution can be enhancing the regions based
on the moving velocities. When the movement of a region is large enough, the region will
be sharpened with less strength. In Section 5.1, an optical flow-based parameter selection
technique is proposed in order to find the best sharpening levels to enhance the image
while avoiding severe motion artifacts. A second solution can be enhancing the moving
regions based on a motion mask indicating whether there is a motion or not. In Section
5.2, an hypothesis testing-based motion enhancement is proposed.
3.3 Content-adaptive Enhancement Formulation
The Wiener deconvolution filtering has been widely used to enhance the spatial resolution
of images [46, 22]. However, these methods only have one enhancement kernel. The

































































































































































































































































































































































































































































































































































































textures worse. In the previous two sections, 3.1 and 3.2, the problems of text under-
sharpening and motion over-sharpening have been formulated. Enhancing text and motion
respectively is the possible solution. That is, when projecting videos contain text-like
regions, a sharper enhancement filter will be used to sharpen the text regions and a less
sharp filter will be used to sharpen the background. Similar to moving regions, a less sharp
filter will be applied to moving contents and a stronger one for the background.
However, in real videos, much of the video content consists of both text-like regions and
moving regions. Hence, a more comprehensive projector resolution enhancement is to en-
hance the text-like regions, moving regions and background simultaneously with different
sharpening strengths. Nevertheless, tests on projection indicate that there will be an obvi-
ous boundary between more-sharply-enhanced text-like regions and less-sharply-enhanced
moving regions. The combination of enhanced text-like regions and moving regions is
expected to be more smoothly. As a result, we have a basic problem at hand:
1. A smooth combination of differently enhanced text-like and moving regions. (Sec-
tion 6)
Figure 3.6 is the proposed projector-based content-adaptive resolution enhancement
scheme. This figure provides a visual illustration of the concept of content-adaptive resolu-
tion enhancement which contains a series of components, and each component in this figure
will explained in further detail in Section 6. The system includes text enhancement com-
ponent (shown as grey boxes), motion enhancement component (shown as yellow boxes)
and background enhancement component (shown as green boxes) using different Wiener
deconvolution enhancement filters. Each component can contribute to the improvement of
the perceptual quality of images. Then all the outputs from the text, motion and back-
ground enhancement components will be fused to generate the final enhanced composite
image and fed to the projector for projection. As such, text-like and moving regions in the
final enhanced image are all enhanced in an appropriate way.
3.4 Conclusion
In this Chapter, the problems of projector resolution enhancement have been formulated.
Section 3.1 formulates the text enhancement problem. Since effective filters for text tended
to create artifacts in other content, and effective filters for imagery tended to under-enhance
text, text regions should be enhanced more than other regions. Therefore, effective and
efficient text-like regions detector and text enhancement filter are required. Section 3.2
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formulates the motion enhancement problem. Since effective filters for sparse static text-
like contents tended to create aliasing artifacts in fine-detailed moving regions, the moving
regions are expected to be enhanced with less strength than other regions. Hence, a moving
regions detector and a moving regions enhancement filter is desired. Section 3.3 formu-
lates the problem for comprehensive content-adaptive resolution enhancement, where text
readability needs to be increased and motion artifacts should be avoided. It can be accom-
plished by sharpening different features of a given image at different levels. Particularly,
text-like, moving and other regions should be first detected, then differently enhanced and




Since the text is so frequently embedded in displayed content, and furthermore since text
readability is essential in effectively conveying relevant information, the effective enhance-
ment of text is of significant importance and represents significant added value for projector
display systems.
However, as introduced in Chapter 1, although recent projector resolution enhancement
methods are able to increase the perceived image resolution and also perform resolution
enhancement [6, 10, 22], they do not consider different sharpening requirements of text-like
regions and non-text-like regions. For instance, in exploring possible Wiener deconvolution
filters [22], it was clear that effective filters for text tended to create artifacts in other
content, and effective filters for imagery tended to under-enhance text. Hence, a content-
adaptive enhancement method that can sharpen different features of a given image in
different levels is desired. As a result, we have two basic problems at hand:
1. The detection of text–like regions (Section 4.2)
2. The enhancement of text–like regions (Section 4.3)
In this chapter, a novel text-like region enhancement scheme for projector-based systems
is introduced. We first propose a text-like detection method using local dynamic range
statistical thresholding to generate a binary mask to segment text-like regions from the
background [1]. Then, two separate Wiener deconvolution filters are used to sharpen text-
like regions and other regions, respectively. Applying more sharpening to text-like regions
than on other content parts results in better visual quality for the projected content. It is
shown from the sample results in Figure 3.1 that unlike the method in [22], the proposed
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scheme is able to enhance the text-like regions as well as the background. Additional
experimental results conducted on four challenging images show that the proposed method
consistently provides better quality than that offered by projection without enhancement
as well as the recent state-of-the-art enhancement method [22].
4.1 System Model
As shown in Figure 4.1, the proposed scheme consists of three main parts: text detection,
filtering using Wiener deconvolution, and two-branch high-resolution superimposed pro-
jection. In order to achieve a two-position high-resolution projection for an input image I
of size N1 ×N2 using a low-resolution projector, we first up-sample the input image by a
factor of s in both x and y directions to obtain the up-sampled image Iu of size N̂1 × N̂2,
where N̂1 = bsN1c, N̂2 = bsN2c and s =
√
2 has been used. Next, the proposed text-like
detection scheme, described in Section 4.2, is employed on Iu in order to obtain the text
mask, MT , and thus, distinguish text-like regions from the background. Then, the en-
hanced image Îu is obtained by highly and moderately sharpening the up-sampled image
Iu using two different Wiener deconvolution kernels g̃T and g̃Ω for the text and background
components, respectively, as shown previously in Section 2.2. The combined enhanced
up-sampled image Îu of size N̂1 × N̂2 is then obtained by adding the weighted images IT
and IΩ using the corresponding weighted masks.
As in [22], two sub-images L1 and L2 each of size Ñ1 × Ñ2, which are needed for a
low-resolution projector [10], are generated by first, shifting Îu one pixel in both x and
y directions, and then down-sampling Îu and its shifted version by a factor of s
2, where
Ñ1 = bN̂1/s2c, Ñ2 = bN̂2/s2c. Finally, similar to [10] the two sub-images are superimposed
to project perceived high-resolution contents.
4.2 Text Detection Methods
The first step to approach text enhancement is to develop a robust and efficient text de-
tection technique to localize a wide variety of text-like regions of different shapes, colors,
fonts, styles, sizes, and orientations. In this section, three proposed text-like region detec-
tion methods are introduced.
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Figure 4.1: An overview block diagram of the proposed text enhancement scheme. The
upsampling, downsampling and shifting components are used to produce the two sub-
frames for pixel-shifted superimposed projection. The text enhancement includes two
components, text-like detection and Wiener deconvolution. The text mask MT is calculated
in the text-like detection component. The resulted enhanced image Îu is obtained in Wiener
Deconvolution component where text-like Wiener deconvolution kernel gT and background
kernel gΩ applied to text-like and background regions, respectively.
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4.2.1 Local Dynamic Range Statistical Thresholding
In this section, a local dynamic range method is introduced to represent the contrast
between the pixels of text and non-text regions, and use the statistics of the local dynamic
range to classify pixels into either text or non-text classes.
Since the color of text-like regions and their background should be distinct enough
to ensure the text-like regions to be recognized, we assume that text-regions are of high-
contrast. Based on this assumption, a region that is of high-contrast is considered as a text-
like region. We propose to use the difference D(i) between local maximum and minimum
pixel values of the ith local sliding window ℵi of size k×k to represent the level of contrast
of a given input image I, where i is the center of ℵi, i =
[
(1, 1), (1, 2), ..., (N̂1, N̂2)
]
, N̂1 and
N̂2 are the number of rows and columns of input image I. The local dynamic range D(i)






Thus, text-like regions which is of high-contrast is having a higher dynamic range D(i).
The reason to use a sliding window is that a local window with an appropriate size can
extract local features such as edges. Moreover, the contrast of a region is relatively a local
comparison of pixel values within the region. Then, in order to determine whether a region
is of high-contrast, a threshold needs to be applied to the local dynamic range D(i) so that
when D(i) is greater than the threshold, the ith pixel is considered to belong to text-like
class.
However, D(i) contains some background noise due to image compression. Let hd be
the histogram of the dynamic range D at every d ∈ D. In order to filter the background
noise of low contrast, we compute the threshold τ1 as follows:
τ1 = {d∗ ∈ D : hd∗ < hd, d∗ 6= d, d ∈ D} (4.2)
where hd∗ is the first strict local minimum of hd. In the meantime, a 2D Gaussian filter of
size k̂× k̂ is used for reducing the effect of the outliers that may exist in the dynamic range
matrix D and the filtered dynamic range is denoted as D̂. We now apply a thresholding
operation to the smoothed dynamic range D̂ as
D̃(i) =
{




Then, a final threshold for D̃ can be computed. We proposed that in a given sliding
window ℵi, when the dynamic range D̃ at the center is higher than most of the dynamic
range values within the sliding window (average plus deviation), pixel i is considered as
high-contrast, and thus text-like. The local statistics of the ith element of the thresholded




















where µ and σ are the mean and the standard deviation of D̃. The final threshold τ2 for
D̃ is obtained as
τ2(i) = µ(i) + σ(i) (4.6)
The mask of text-like regions, MT , is obtained by applying threshold τ2 on D̃ as
MT (i) =
{
1, D̃(i) > τ2
0, Otherwise
(4.7)
where 1 represents text-like regions and 0 otherwise. This method performs well on our
test images, however, the histogram operation in Equation (4.4) is not hardware friendly,
and thus, we are looking for a simpler but also effective text-like region detection method.
4.2.2 Local Statistical Bimodality
Based on our observation of the feature difference between text-like regions and back-
ground, the pixel grey values in the text-like regions or background are similar and while
the pixel grey values between text-like regions and background are quite different. Hence,
we assume that the text-like regions behave in a bimodal manner. In order to test the
bimodality of a region centered at the ith pixel in a given image or color channel, I of size
N1 × N2, we first obtain the average, µ, and the standard deviation, σ, of the N̂1 × N̂2

















where i = [(1, 1), (1, 2), ..., (N1, N2)], N1 and N2 are the number of rows and columns of
image I, N̂1 and N̂2 are the number of rows and columns of the local neighborhood ℵi,
and |ℵi| is the cardinality of the set ℵi. Then, the value of the average µ(i) corresponding
to the ith location is compared to the values of the neighborhood pixels at this location to









j|j ∈ ℵi, I(j) ≤ µ(i)
}
(4.11)
Next, the pixel values of the high and low groups are used to compute the average and



























For a pixel to be classified as high-contrast, its variance σ(i) given by the expression in
(4.9) should be much larger than the average of the corresponding σhigh(i) and σlow(i) and
given by the expressions in (4.13) and (4.15), respectively. Otherwise, the pixel would be
considered as belonging to the non high-contast class. We call this test as a bimodal test.
To perform this bimodal test, a local threshold can be obtained for every pixel as







where λ is a constant obtained empirically for a given type of input color channel or
other type of features such as image mask. The mask of the high-contrast regions, MT , is
obtained based on the threshold Γ as
MT (i) =
{
1, Γ(i) > 0
0, Otherwise
(4.17)
This text-like region detection method is based on the local statistical bimodality of a
given region, which is quicker than the method proposed in previous section with similar
results. However, this method is based upon the λ which is a constant obtained empirically.
λ varies when the test images change greatly (e.g., different noise level and image quality).
Therefore, a more robust thresholding method based on the same assumption of bimodality
is desired.
4.2.3 Bimodal Text Detection via Gray Pixel Counting
As discussed in Section 4.2.2, the text-like regions are assumed to follow bimodal distri-
bution. That is, the pixel grey values belong to text-like class should be close while pixel
grey values of background class should also be close, but the grey value difference between
text-like pixels and background pixels should be large. For a pixel i to be classified as
text-like, the distribution of its neighbour pixel values should be bimodal. That is, after
categorizing its neighbour pixel values into the high group, ℵ+i , and the low group, ℵ−i
(see Equation (4.10) and (4.11)), most of its neighbour pixel values are distributed around
the average of high group, µhigh(i), and the average of low group, µlow(i) (see Equation
(4.13) and (4.15)), and few of their pixel values are in between. The reason is that if the
pixel belongs to text-like regions, then most of its neighbour pixels are either foreground or
background, and due to the characteristic that text-like regions usually have sharp edges,
there are few pixels located in the transition regions between foreground and background.
Otherwise, the pixel would be considered as belonging to the non-text-like class.
Define transition group Si as the collection of the neighborhood pixels at location i
where their pixel values are between µhigh(i) and µlow(i):
Sti =
{
j|j ∈ ℵi, µlow(i) ≤ I(j) ≤ µhigh(i)
}
(4.18)
Define non-transition group Si as the collection of the neighborhood pixels at location
i where their pixel values are larger than µhigh(i) or less than µlow(i):
Sni =
{




Then |Sti | is the cardinality of the set Sti and |Sni | is the cardinality of the set Sni , which
represents the number of pixels between the high group and low group, and the number of
pixels in high or low group, respectively.
To perform this bimodal test, a local threshold can be obtained for every pixel as
Γ(i) = |Sni | − |Sti | (4.20)
The mask of the high-contrast regions, MT , is obtained based on the threshold Γ as
MT (i) =
{
1, Γ(i) > 0
0, Otherwise
(4.21)
The text-like region detection method proposed in this section not only can effectively
detect text-like regions in the test image but also is hyper-parameter free, which is more
robust than the text-like region detection methods in Section 4.2.1 and 4.2.2.
4.3 Text Enhancement
In the Section 2.2, a band-limited local Wiener deconvolution filter [22] is introduced.
The filter uses a low-pass filter B of cutoff frequency fc to suppress the high frequency
components. However, an appropriate cutoff frequency fcT for text-like regions will over-
sharpen the moving detailed patterns, and a good cutoff frequency fcM for moving regions
will under-sharpen text-like regions. In the proposed scheme, unlike the work in [22],
we use two Wiener deconvolution kernels to enhance the input image instead of using
only one kernel. Let g̃T and g̃Ω computed in Equation (2.7) denote Wiener deconvolution
kernels corresponding to the text-like regions and background, respectively. We design the
two kernels using two different cutoff frequencies fcT and fcΩ , where fcT > fcΩ , in order
to enhance the input image Iu with different strength. Given an original image I, two
enhanced images IT and IΩ are computed in Equation (6.1).
Then, as discussed in Section 3.3, in order to reduce the obvious boundary between
more sharpened text-regions and less sharpened moving regions, a non-stationary filtering
method is required to smooth the boundary. The text mask MT obtained in Section
4.2 acting as weights of enhanced images is smoothed by the matrix wT resulting in the
weighted text mask αT as computed in Equation (6.5), and accordingly, the weighted
background mask αΩ can be obtained in Equation (6.4) such that αT +αΩ = 1. Then, the
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enhanced images IT and IΩ are combined according to the weighted text and background
mask αT and αΩ.
Both qualitative and quantitative evaluation of proposed text enhancement method
including generated text mask will be shown in Section 7.2. Evaluation metrics (SSIM,





In Chapter 3 the motion enhancement problem has been formulated. Current state-of-
the-art resolution enhancement methods work well for static regions in a video, however,
introduce temporal motion artifacts in moving regions. Therefore, moving regions should
be enhanced differently from other regions with less sharpened enhancement strength based
on provided motion information to avoid the artifacts. This chapter provides two solutions
to enhance moving and non-moving regions with different sharpening strengths.
Section 5.1 introduces the Optical Flow-based motion enhancement scheme [2]. The
pixel-wise motion velocities between two consecutive frames are obtained by proposing an
improved optical flow method in which three assumptions [47] deal with larger displacement
and the Kalman Filter is introduced afterwards which contributes to a better performance
of motion estimation. Then a scene cut detection method is introduced to deal with the
unstable motion estimation caused by shot transitions in videos. Directional blurring filters
are used to blur the pixels based on their motion directions.
Section 5.2 provides a more effective and efficient video enhancement scheme which
introduces a hypothesis testing-based motion detection method and, instead of blurring,
enhances the moving regions with a less sharp Wiener deconvolution kernel.
31
5.1 Optical Flow-Based Motion Enhancement
Our goal is the development of a space-time motion estimator for the purpose of anti-
aliasing (blurring) of Wiener filtering when applied to wobulated (shifted superposition)
video 2.1.
Directionally localized anti-aliasing (DLAA) was developed in [48, 49] to produce anti-
aliased vertical and horizontal edges by applying vertical and horizontal blurring on the
image separately. Inspired by the satisfactory result of DLAA, our goal is to design a multi-
directional blurring filter to blur moving regions on the basis of their motion direction.
There are many Optical Flow-based motion estimation works achieve state-of-the-art
performance [47, 50, 51, 52, 53]. However, they fail to give accurage results for challeng-
ing videos with aliasing artifacts. To reduce the uncertainty of estimates a classic state
estimation technique — the Kalman filter [54, 55] — can be used. Broida first proposed
a recursive 3-D motion estimation algorithm [56] to estimate both the structure and kine-
matics of a moving object. Nikolaos and Khosla [57] proposed a real-time visual Kalman
filter tracking method to track a moving object in a 2-D space. Additionally Stergios and
George [58] presented an approach to simultaneously localize a group of mobile robots.
These applications work well in tracking an object or a pixel in a video frame, successfully
smoothing the estimated motion and reducing the error, however in our work we need a
dense motion estimate for the entire image.
The Kalman filter provides a robust mechanism for image flow estimation. Kuo et
al. [59, 60] improved the conventional block-matching algorithm using the Kalman filter
to obtain higher precision. Singh [61] recovered image-flow from image sequences using a
correlation-based approach. Cooper [62] presented an optical flow operator combined with
a Kalman filter that integrates flow information across the scene to obtain two constraints
on optical flow. Nonetheless, they do not consider video scene cuts, which lead to a
significant error at the scene transition. In this section, we propose to use the Kalman
filter to fuse motion estimates over time based on covariance information over time and
scene cuts.
5.1.1 Motion Estimation using Optical Flow
An enormous amount of research literature has been dedicated to the inference and quan-
tification of motion in video [63, 64, 65], whether for video coding, compression, tracking,
or analysis. Optical flow [66] in particular is the projection of the physical movement of
points to the pixel displacement on the image plane. The Combined Local-global (CLG)
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Method [52] forms the basis for our work. In particular, there are three widely-asserted
assumptions:
1. Grey value constancy: That the brightness of a pixel remains consistent [67]:
I(x, y, t) = I(x+ u, y + v, t+ 1) (5.1)
implying the invariant
Ixu+ Iyv + It = 0 (5.2)
which leads to the following energy or constraint function:
Edata =
∫
(Ixu+ Iyv + It)
2dx dy (5.3)
The energy function of (5.3) can be minimized [51] as a linear system.
2. Gradient constancy: The gradient of the image brightness is assumed not to change
because of the displacement [47], thus
∇I(x, y, t) = ∇I(x+ u, y + v, t+ 1) (5.4)
where ∇ = (∂x, ∂y) is the spatial gradient, leading to the corresponding energy
function
EG =
∫ ∣∣∇I(x+ u, y + v, t+ 1)−∇I(x, y, t)∣∣2dx dy (5.5)
3. Smoothness: Horn & Schunck [68] assumes the motion field to vary smoothly, and










The total energy [50] is the weighted sum of these assumptions:
E(u, v) = EData + αEG + γESmooth (5.7)
with regularization parameters α, γ > 0. By minimizing the energy term, u and v can be
determined.
The problem is addressed as a global minimization leading to densely estimated motion
fields [53]. However with each frame estimated independently, there is significant scope to
improve the motion estimates by constraining over time, so temporal filtering, such as a
Kalman filter, is desired to improve accuracy.
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5.1.2 Kalman Filter
The Kalman filter is a recursive linear estimator finding optimal least-squares estimates
from noisy data [69, 70, 71]. With x̂ representing the estimate of state x, and P the
estimation error covariance, the filter consists of two steps:
1. Predicting over time, based on a dynamic model F :
x̂(t− 1|t− 1)
P (t− 1|t− 1)
F−→ x̂(t|t− 1)
P (t|t− 1) (5.8)





5.1.3 Advanced Motion Estimation using Optical Flow and Kalman
Filter
In our motion estimation method, the state is the motion vectors of all the pixels in each
frame in the vertical direction and horizontal direction:
x = [u v]T (5.10)
where u and v are the horizontal and vertical motions between two consecutive image
frames separately.
In the prediction step at time t, the estimated current state x̂(t|t− 1) are obtained by
passing the estimates of the last state x̂(t− 1|t− 1) through a transition matrix F :
x̂(t|t− 1) = Fx̂(t− 1|t− 1) + w(t) (5.11)
where F transits each pixel from previous location to the current location based on the
motion information given by the previous state x̂(t − 1|t − 1) and w(t) is the zero mean
multivariate Gaussian noise. Each pixel is predicted to move to the new location with the
same velocity according to its original location and the motion estimates of the previous
state.
In the update step at time t, new information is added to the current state estimates
x̂(t|t):






This updates the state using the newly measured motion z(t) of the current frame, where





By using the Kalman Filter, some inaccurate motion velocities obtained from Section
5.1.1 are corrected. However, in practical projection, the source video always contain more
than one scene and includes many scene cuts (shot transition). The estimated motion
velocities for the two frames before and after a scene cut have no meaning since they are
not real motion; moreover, the estimated motion velocities always indicate large motion
due to the abrupt scene cut, which will cause artifacts if blurring the frame before a scene
cut based on the estimated motion velocities.
5.1.4 Scene Cut Detection
In order to avoid the problem due to applying the scene-cut motion velocities as discussed
in the previous section 5.1.2, a scene cut detection method is introduced in this section.
Edge change ratio (ECR) [72] is a method of scoring in shot transition detection (scene
cut detection). It compares the actual content between two frames in three steps:
1. Detect edges in two contiguous frames;
2. Count the number of edge pixels for each frame;
3. Determine the entering edge pixels ρin and exiting edge pixels ρout.










in which si is the number of edge pixels in frame i.
In the decision for scene cut, we constrain the peak features to be local maxima and
require the ECR to drop by 30% before considering another cut.
Fig. 5.1 shows the result of scene cut detection for the test video. The test video content
is a model showing her dress.
Tests on sample videos suggest the effectiveness of ECR for scene cut detection. Then,
when a frame is detected to be followed by a scene cut, the estimation of motion vectors
for the current state will abandon information from the previous state; otherwise, the state










Figure 5.1: Result of scene cut detection for the test video. The higher the ECR, the more
likely that a scene cut has taken place. For this test video, actual scene cuts occur at
frames 7, 174, 234, 276, 321, 356, 437, 500, 570.
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5.1.5 Directional Blurring Filter
Gaussian directional blurring filters are used to eliminate the artifacts either caused by
SSPOS or by natural motion. Gaussian blur is a low pass filter which has the effect of
reducing the image’s high-frequency components. When we apply Gaussian blur on the
moving regions, the high-frequency patterns in the regions can be removed, which smooths
jagged edges, interference patterns and other false details aliasing in videos. Since aliasing
only appear in moving areas and the simplest way to reduce aliasing in post-production
is to decrease resolution by blurring the image, only blurring the moving regions while
retaining the resolution of the still regions is a good tradeoff between artifacts reduction
and high-resolution enhancement. We used the proposed motion estimation method in
Section 5.1.3 to detect the moving regions and apply 12-directional Gaussian filters to the
moving regions according to the corresponding moving directions to reduce the artifacts
appearing during movement. Experimental results shown in Section 7.3.1 show that the
Kalman filter can improve the motion estimation accuracy and the directional blurring
filter can reduce the artifacts pattern in the test video.
5.2 Hypothesis Testing-Based Motion Enhancement
Section 5.1 introduced an Optical Flow-based motion enhancement method, which first
obtain motion velocities and then blur the moving regions based on the moving direction.
Though the experimental results show its effectiveness in reducing the artifacts, the Optical
Flow-based motion enhancement method needs to solve the energy minimization problem,
which has high computational cost [51]. In this section, we introduce a novel hypothesis-
testing-based motion enhancement method. First, a motion detection method is proposed
to classify each pixel into a moving or non-moving class by using statistics of the local mean-
squared temporal difference. Second, a motion enhancement is proposed by sharpening
moving and non-moving regions differently.
5.2.1 System Model
The overview of the proposed motion enhancement scheme is shown in the block diagram
in Figure 5.2. Similar to the text enhancement scheme proposed in Figure 4.1, the text-like
detection and the Wiener deconvolution for text are replaced with motion detection and
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Figure 5.2: Proposed moving content enhancement scheme, where s is an upsampling factor
in both x and y directions, and L1 and L2 are two downsampled sub-images generated with
and without one pixel shift, respectively. This scheme is building on the text-like content
enhancement scheme proposed in Figure 5.2.
As discussed in Section 3.2, the moving regions should be enhanced with a less sharper
strength. First, an effective motion detector indicates the location of moving regions.
Then, the Wiener deconvolution filter, introduced in Section 2.2, can adjust its sharpening
strength by changing the cutoff frequency fc of a low-pass filter as in Equation 2.6. Thus,
a Wiener deconvolution filter with less strength is used to enhance moving regions based
on the motion detector, and with sharper strength for background.
Finally, the two enhanced images are combined together and go into shifted superim-
position 2.1 to generate two sub-images for projector display.
5.2.2 Motion Detection
This section states the proposed motion detection method in detail. In Section 3.2, Figure
3.5 is used to illustrate in high-level how the motion detection component in the proposed
motion enhancement scheme works. In this section, Figure 5.3, as a more detailed version,
describes each step of the proposed motion detection method with notations. In order to





































































































































































































































































































into a statistical hypothesis testing one. In the proposed scheme, a given pixel is assumed
to be stationary unless an enough evidence is obtained to argue that this pixel is moving,
therefore we define the null and alternative hypotheses as
• H0: A pixel is stationary ;
• H1: A pixel is moving.
Let It denote the input image at a given time t. The local mean-squared temporal differ-







It (j)− It−1 (j)
)2
(5.14)
for a spatial neighbourhood ℵi around the ith pixel. Since even still video is not perfectly
constant (due to camera vibration, sampling error and pixel Edge change ratio (ECR)
noise) we essentially having a χ2 problem [73]. Thus, in order to decide whether a pixel is
stationary or not we need to have a threshold on E, where the threshold will need to be
dynamic, as this threshold may be content–dependent.
Let the histogram of the (k, l)th patch local mean-squared temporal difference be de-
noted by hkt−l,
where k = 1, 2, ..., K (5.15)
















and K and β are the number of spatial and temporal sampled patches, respectively. Then,






τ̂ kt−l, k = 1, 2, ..., K (5.17)
where τ̂ kt−l = argmin
e
{
e|CDF(hkt−l) ≥ p, e ∈ Et
}
(5.18)
and CDF(hkt−l) is the cumulative distribution function of h
k
t−l, p is chosen to be 0.95, and
the total number of thresholds, τ̂ kt−l, is K×β. To minimize the effect of moving regions on
computing the motion threshold, the lowest K̃ ≤ K motion thresholds, τ̃ k, are selected.













As discussed in Section 3.2, the enhancement filter 2.2 can not work for both moving and
non-moving regions. Therefore, one possible solution is to find a new enhancement filter
for both contents. However, how the filter treat each content remains uncertain. Another
possible solution is to use a combination of two different Wiener filters, one for enhancing
moving regions and one for enhancing non-moving regions, which provides more flexibility
in designing each enhancement filter for corresponding content.
Therefore, in the proposed motion enhancement scheme, we use two Wiener deconvolu-
tion kernels to allow for content-dependent input image enhancement, instead of using only
one kernel as in [22]. Let g̃M and g̃Ω denote the Wiener deconvolution kernels correspond-
ing to the moving and non-moving regions, respectively. We design the two kernels using
two different cutoff frequencies fM and fΩ, where fM ≤ fΩ. Then, in order to enhance the
input image I based on moving and non-moving contents, the two Wiener deconvolution
kernels are applied to I respectively, and then two enhanced images are summed together
according to the motion mask obtained in (5.19).
Both qualitative and quantitative evaluation of proposed motion enhancement method
including generated motion mask will be shown in Section 7.3.2. Performance metrics
(SSIM [74], PSNR and MSE) show that the proposed text enhancement method works





Section 3.3 formulates the content-adaptive enhancement problem. Since the regions with
different contents are enhanced differently in Chapter 4 and Chapter 5, if directly combining
enhanced text-like regions, moving regions and background together, there will be a sharp
boundary between these three contents especially when moving and text-like regions are
adjacent. Most existing projector-camera systems do not enhance the resolution in a
content-adaptive way, and none of them have considered the problem of combining contents
with different features. This Chapter provides the solution of generating a final composite
image by smoothly combining moving regions, text-like regions and background, which is
implied by the summation symbol in Figure 6.1.
6.1 Introduction
In order to solve the gap between enhanced text-like regions, moving regions and back-
ground, the simplest idea is to smooth the gap regions based on a text-like mask MT
obtained in Equation 4.21, a motion mask MM obtained in Equation 5.19 and a back-
ground mask MΩ. However, smoothing the gap regions will also degrade the image quality.
Therefore, we propose to apply non-stationary filtering to the three enhanced images IT ,
IM , and IΩ with different sharpening levels. The idea is to assign a weight factor to each


































































































































































































































































































































































































































































































First, given an original image I, three enhanced images IT , IM , and IΩ with different
sharpening levels are generated. Define a set G = {T,M,Ω}, where T , M and Ω stand for
text, motion and background, respectively. IT , IM , and IΩ are obtained by applying three
Wiener filters FT , FM and FΩ with different sharpening parameters to I respectively:
Ik(i, t) = I ∗ Fk ∀k ∈ G (6.1)
After obtaining the three enhanced images IT , IM , and IΩ, in order to generate a
composite image with a smooth transition between different contents, IT , IM , and IΩ
should be summed based on three corresponding weight factors. For instance, the weight
factor for IT should has higher value in text-like regions, zero value in non-text-like regions,
and the value in between in gap regions. So the goal now is to find a set of local weights
ᾱT , ᾱM , and ᾱΩ that compute the composite image such that we have more sharpened
text in IT , less-sharpened motion in IM , and enhanced background in IΩ all contribute to




ᾱk(i, t) ◦ Ik(i, t) (6.2)
Let MT , MM , and MΩ denote a text-like mask obtained in Equation 4.21, a motion
mask obtained in Equation 5.19 and a background mask. Since all of the masks MT , MM ,
and MΩ have a value equals to one on related-content regions and zero on other regions,
these masks can be used to calculate the weight factor ᾱk. First, each mask needs to be
smoothed in order to make the pixel value of the smoothed mask in transition regions





j∈ℵi w̄k(i, j, t, l)Mk(i, j, t, l) if k = T∑
l∈ℵt
∑
j∈ℵi w̄k(i, j, t, l)Mk(i, j, t, l) if k = M
(6.3)




Second, to keep the pixel values of composite image in the same range of the that of








ᾱk(i, t) = 1
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The weight factor ᾱT (i, t) uses a text map MT of the original image as well as a nor-
malized penalty weight w̄T to determine the impact of each pixel i of image IT at time
t within spatial neighbourhood ℵi, to the final composite image Î. Moreover, ᾱM(i, t) is
the normalized weight that corresponds to the less-sharpened motion image IM . ᾱM(i, t)
uses a motion map MM of the original image as well as a penalty weight w̄M to determine
how each pixel i of image IM at time t within both spatial neighbourhood ℵi and temporal
neighbourhood ℵt contributes to the final composite image Î. In a similar fashion, ᾱΩ for
background is computed in (6.4).
In order to make the normalized penalty weights w̄k(i, j, t, l) to be a smoothing filter
spatially and temporally, w̄k(i, j, t, l) are calculated based on the Euclidean distance dE(·)
between pixels i and j (j ∈ ℵi) and temporal distance dtmp(·) between frames at times t
and l (l ∈ ℵt):













if k = M
(6.6)
where



















with σsp and σtmp being spatial and temporal control parameters that determine how much
farther pixels/frames contribute, such that:∑
j∈ℵi
w̄k(i, j, t, l) = 1 k ∈ G \ {Ω} (6.9)
After obtaining the composite image Î, shifted superimposition introduced in Section
2.1 will be used to obtain two sub-images, L1 and L2, by shifting Î by half a pixel.
6.3 Conclusion
This chapter introduces a content-adaptive projector resolution enhancement scheme that
smoothly combines differently enhanced text-like and moving regions. A non-stationary
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filtering is introduced to assign a weight factor to each enhanced image based on its mask.
Then, an enhanced composite image is obtained by adding the weighted enhanced im-
ages, where more sharpened text, less-sharpened motion, and enhanced background all
contribute to the enhanced composite image. The quantitative and qualitative results
in the following Section 7.4 show that the non-stationary filtering successfully combining





A Visual Projection Assessment Dataset (VPAD) has been created which consists of a set
of videos collected from various movies, documentary, sports and TV news channels. The
video sequences were obtained from a wide range of websites such as [75] and [76]. The
dataset includes a total of 233 video sequences and is publicly released1 to encourage further
research into projector resolution enhancement assessment in practical environments.
The dataset includes the following ten categories: Action Movies, Comedy/Romance
Movies, Documentary, Fantasy Movies, Graphics or Animation, Horror Movies, News,
Sports, TV Shows, TV Episodes. The videos from the same category may share some
common features, such as similar background, similar content, etc. A detailed summary
of this dataset is shown in Figure 7.2.
Having discussed in Chapter 3, it is known that the text-like regions, moving regions
and background have distinct features. Thus, when given an input video containing a
combination of these features, the projector projection quality is very likely to be affected.
However, there is no public video dataset can be accessed containing text-like regions,
moving regions and background simultaneously, and targeting on projector projection as-
sessment, which makes it hard to evaluate the projector projection. Considering this, the




Action	Movie Comedy	&	Romance	Movies Documentary Fantasy	Movies Graphics	&	Animation
Horror	Movies News Sports TV	Episodes TV	Shows
Figure 7.1: Sample Videos of the Visual Projection Assessment Dataset (VPAD). VPAD
is a projection assessment video dataset aiming to provide a large variety of test videos to
evaluate the quality of projector projection. VPAD includes a total of 233 sequences in 10
categories. Each video includes both text-like regions and moving regions.
Figure 7.2: Overview of the Visual Projection Assessment Dataset (VPAD).
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Table 7.1: Quantitative results of the proposed text enhancement method, Ma et al. [22]
with different settings and projection without enhancement on the VPAD dataset, where
SSIM, MSE and PSNR are used.
Method SSIM×10−2 MSE×10−3 PSNR
Proposed Method (fT :30, fB:28) 99.98 9.30 20.35
Ma et al. (fc = 28) [22] 99.98 9.98 20.07
Without Enhancement 99.98 12.9 18.95
Note: The best and the second best results on each sequence are shown in boldface and
underscore, respectively.
7.2 Text Enhancement Results
The proposed text-like region enhancement method where the detected text-like regions are
obtained in Equation 4.17 is evaluated on the VPAD dataset. Table 7.1 shows the quanti-
tative comparison between the proposed text enhancement method and Ma et al. [22].
The proposed text-like region enhancement method has been tested on a 120Hz Christie
projector2 with a piezo-electric actuator introducing a half-pixel shift in both the horizontal
and vertical directions. A software-triggered RGB camera is positioned to capture the
superimposed projection results. The proposed scheme has been tested on four images,
namely, Eyechart, Video Card, Combined Style and Mixed Content and the original images
are shown in the first column of Figure 7.4. The test images include different types of
text-like and background regions. The Eyechart image has the text of different scales and
background of gradually varying intensity. For the Video Card image, it has text regions
of different fonts, and it also has different graphs and charts that are sharp like text, such
as sinusoidal waves, wheels and arrows. The Combined Style image contains the text of
different styles and rotation angles, as well as charts and tables, while the background
and text have different colors. Finally, the Mixed Content image includes several text-like
regions, such as text with multiple font sizes, lines and buildings.
The fourth column of Figure 7.4 shows the text masks of the proposed scheme on the
test images into consideration. It is clear that the proposed scheme has been able to
detect text-like regions of different fonts, styles and orientations. Figure 7.4 also provides
a qualitative comparison among the proposed method, projection without enhancement
2Christie Matrix StIM WQ simulation projector
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([6]) and Wiener Deconvolution method [22], where these methods have been tested on
each image and the actual projection outputs were photographed by a camera from the
projection screen. Our proposed method was able to sharpen text more while avoiding
over sharpening background for all test images.
7.3 Motion Enhancement Results
Considering that an effect filter for static regions will over-enhance the moving regions caus-
ing motion artifacts while a filter suitable for moving regions will lead to under-enhance
the other regions, in this thesis, two motion enhancement schemes are proposed in Chapter
5 to deal with this problem by enhancing moving and static regions with different sharp-
ening levels, respectively. The Optical Flow-Based motion enhancement scheme sharpens
the moving regions obtained in Equation 5.12 based on the velocities of moving regions.
Considering the efficiency of this method, a hypothesis testing-based motion enhancement
method is proposed where the moving regions are detected in Equation 5.19.
7.3.1 Optical Flow-Based Motion Enhancement Results
While there is always noise appearing in the estimated motion, we used the Kalman filter
to correct the estimated motion based on the motions of previous frames and current
measurement. In this section, our proposed motion estimation approach was performed
on various test videos with different scene characteristics: synthetic and real-world scenes.
The simulation results show that the performance of Optical Flow-based motion detection
is improved by using the Kalman Filter.
The flow visualization in Fig. 7.4 denotes the relationship between the motion map and
the motion vectors. The color of the motion map denotes the direction and magnitude of
the motion for each pixel.
Fig. 7.5 shows the results of our method tested on the “spinning” video and “moving-
lines” video. The motion maps generated by the proposed method are cleaner than Optical
Flow-based motion detection without the Kalman Filter and the other state-of-art methods.
For example, the motion magnitude of the dark red square inside the red motion map of
the proposed method is almost twice than the ground truth motion magnitude. After we
applied the proposed method, the estimated motion became much closer to the true motion.
The new flow maps of the proposed method give a qualitative impression of their motions:
they are very consistent with the observed motion. Not only is the discontinuity between
51
Flow Fields Visualized Color
Figure 7.4: Flow visualization. Mapping flow vectors to corresponding color with different
intensity according to the magnitude and direction of the velocity. We follow the code in
[77] to visualize the flow field.
the different types of motion preserved, but also the translational motion is estimated. By
comparing the mean square error listed in Table 7.3, we can see that the errors in the
result of the previous method have been greatly weakened in the result of the proposed
method. Nevertheless, the mean square error of the proposed method and previous method
in Table 7.2 is similar. The reason is that the motion of the previous method is already
consistent between frames while the Kalman filter works well in filtering sudden errors
between frames.
We tested our algorithm in four various videos shown in Fig. 7.6. We picked the frames
whose motion maps have abrupt errors using our previous method. By inspecting visually,
the estimated motion became better after we used the Kalman filter because the error
had been reduced. In general, our proposed result gives more accurate, dense and smooth
motion flow fields and performs better in motion estimation.
In the state transition function, we considered the situation of scene cuts. The state of
the current frame where a scene cut happened is not related to the state of the previous
frame. If we still use the previous motion information as a predictor for the current state,
the motion map will have more errors. Here the ECR algorithm we used can do a very
good job in detecting scene cuts. We compared two kinds of motion maps for the frames
where scene cuts happen: without or with the consideration of the the previous frame.
From Fig. 7.7 we can see that the irrelevant moving information of previous frame will
52











































































































































































































































































































































































































































































































































































































































































Table 7.2: Average mean square error for synthetic test case: ”spinning” video. The pro-
posed method applies the Kalman Filter to Optical Flow-based motion estimation method,
where motion velocities are obtained in Equation 5.12. The method without Kalman Filter
is the Optical Flow-based motion estimation method estimating motion in Equation 5.7.
Method MSE of horizontal Velocity MSE of Vertical Velocity
Proposed Method 0.09 0.09
Without Kalman Filter 0.09 0.09
Fast Classic NL 0.22 0.23
Classic C 0.75 1.04
Classic L 0.46 0.52
Table 7.3: Average mean square error for synthetic test case: “moving lines” video
Method MSE of horizontal Velocity MSE of Vertical Velocity
Proposed Method 0.34 0.15
Without Kalman Filter 0.72 0.35
Fast Classic NL 94.39 92.76
Classic C 1.64 1.39


















































































































































































































































































































































































































































disturb the estimation of the following frame.
Fig. 7.8 shows the final result after applying adaptive Gaussian blurring kernels to
moving regions based on the motion we estimated. The artifacts appearing by movement
in the video are weakened by our final results.
7.3.2 Hypothesis Testing-Based Motion Enhancement Results
The proposed motion enhancement method where motion regions are detected in Equation
5.19 has been tested on a 120Hz Christie Digital projector,3 which includes a piezo-electric
actuator introducing a diagonal half-pixel shift. A software–triggered RGB camera was
positioned to capture the superimposed projection results. The proposed scheme was
evaluated on four videos, namely, Spinning (360 frames at 276 × 276), RaceCar (120
frames at 1920 × 1080), Girl (642 frames at 1920 × 1080) and ToyTrain (348 frames at
1280×720). The sample images are shown in the first column of Figure 7.10. These videos
include multiple representations of moving and background regions.
Quantitative Evaluation: To evaluate the performance of the proposed scheme in en-
hancing projected imagery, we compare the results of our method with that of projection
without enhancement and the recent method presented in [22]. For this purpose, the Struc-
tural SIMilarity (SSIM) [74], Mean Square Error (MSE) and Peak Signal to Noise Ratio
(PSNR) are used.
Table 7.4 shows the values of these metrics for the proposed method, projection without
enhancement and the method in [22] on the Spinning videos. Although all the three
evaluation metrics indicate that the Wiener Deconvolution approach with cut-off frequency
f = 34 is the best method, on the contrary, it produces severe aliasing shown in the upper
right image in Figure 7.9. Besides, it is seen that the SSIM score of the proposed method
is very similar to the method in [22]. We conclude that SSIM, MSE and PSNR are doing
poorly in evaluating the video quality with motion artifacts. Thus, the comparisons using
SSIM, MSE and PSNR are all not very meaningful, and we suggest finding other metrics
for assessing aliasing.
Motion Artifacts Measurement Since all of the current metrics fail in detecting aliasing
introduced in high-frequency patterns and seem to prefer the methods that introduce less
blur instead, no matter how severe aliasing in the moving regions is introduced, we propose



















































































































































































































































































No Wiener (a) Wiener Deconvolution (b) Gaussian Blurring (c)
Figure 7.8: Qualitative results using directional blurring. (a) is the original image. We
can see the artifacts inside the fringe pattern surround center. (b) is the enhanced high
resolution images generated using Wiener deconvolution. The artifacts pattern on the top,
bottom, left and right of the image can be more clearly observed. (c) is the image blurred
by our Gaussian filters according to the motion we estimated. The blurring filter is of 12
directions. From the image we can see that the image is blurred smoothly and the artifacts
have been greatly weakened in the blurred image. In the meanwhile, video resolution is
nicely enhanced.
Table 7.4: Quantitative results of the proposed motion enhancement method, Ma et al. [22]
with different settings and projection without enhancement on the Spinning sequence,
where SSIM, MSE and PSNR are used.
Method SSIM×10−2 MSE×10−3 PSNR
Proposed Method (fM :28, fB:32) 99.79 26.17 15.82
Proposed Method (fM :32, fB:34) 99.84 19.84 17.02
Ma et al. (fc = 32) [22] 99.82 19.84 17.03
Ma et al. (fc = 34) [22] 99.86 17.98 17.45
Without Enhancement 99.76 31.66 15.00
Note: The best and the second best results on each sequence are shown in boldface and
underscore, respectively.
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Ma et al. [22] (fc = 32) Ma et al. [22] (fc = 34)
Ṽ of proposed method (fM = 28, fΩ = 36) Ṽ of Ma et al. [22] (fc = 36)
Figure 7.9: Comparing the motion artifacts in projected images enhanced by different levels
and comparing the magnitude of optical flow, |Ṽ |, as an assessment of temporal aliasing
for two-parameter settings.
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For this purpose, optical flow [68] has been used to show how close the enhanced video
is after projection to the original one. Since optical flow calculates the apparent content
velocities within two successive frames, we believe that the aliasing artifacts will result in
additional velocities, which can be measured numerically. To develop the new metrics, let
the optical flow error Ṽ qt between the true velocity V
q
t (i) and estimated velocity V̂
q
t (i) at
time t, direction q and location i be defined as
























Ṽ qt (i), t = 1, 2, ..., T
})
(7.3)
where var(.) computes the statistical variance, N1 and N2 denote the numbers of pixels in
the x and y directions, respectively, Q is the number of motion directions, i.e., two direc-
tions, and T is the number of frames. The second row of Figure 7.9 shows the magnitude
of the velocities calculated using the optical flow calculation between the 9th and the 10th
frames of the Spinning video. It is noticed from this figure that the average |Ṽ | of pixels
in moving regions increases by increasing the sharpening level of the Wiener deconvolu-
tion kernel corresponding to these regions. Table 7.5 shows the motion artifacts quantified
using the spatial and temporal variances, σspa and σtmp, calculated for the moving regions
of the Spinning video. This table confirms that the proposed quantitative measures in
(7.2) and (7.3) are capable to indicate the severity of the visual motion artifacts caused by
applying Wiener deconvolution kernels at different sharpening levels.
Qualitative Results: Figure 7.10 shows sample qualitative results for projection with-
out enhancement, the method in [22], and the motion mask and the enhanced image for
the proposed technique on the four test videos. Evidently, the proposed scheme allows
sharpening the background regions without affecting moving, resulting in superior visual
quality.
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Table 7.5: Motion artifacts measurements comparison for the proposed method when tested
on the Spinning video.
Method σspa×10−3 σtmp×10−3
Proposed Method (fM :28, fB:32) 10.18 3.75
Proposed Method (fM :32, fB:34) 10.69 3.78
Ma et al. (fc = 32) [22] 10.69 3.78
Ma et al. (fc = 34) [22] 11.53 3.99
7.4 Content-Adaptive Non-stationary Projector Res-
olution Enhancement Results
In this section, the content-adaptive non-stationary filtering method introduced in Chapter
6 is tested on the VPAD dataset. Both the quantitative results and qualitative results show
the effectiveness of the proposed method.
Figure 7.11 shows a comparison of the proposed content-adaptive method with the
state-of-the-art [22] on four VPAD test images. Figure 7.12 shows the PSNR and MSE
of the content-adaptive non-stationary enhancement method and Ma et al. [22] method
over the VPAD video clips, respectively. Over all the test videos, the PSNR and MSE
values of the proposed method is always better than that of Ma et al. [22]. This means
that the proposed method can enhance the projector resolution more while bringing in less
additional noise or bias.
7.5 Summary
In this Chapter, the text enhancement method, motion enhancement methods, and com-
prehensive content-adaptive resolution enhancement method are evaluated qualitatively
and quantitatively on our VPAD dataset. As a result, the proposed schemes all offer im-
proved visual quality over projection without enhancement as well as compared to a recent
state-of-the-art enhancement method.
























Proposed Ma et al. 2018
Figure 7.12: Qualitative results of content-adaptive non-stationary enhancement method
and Ma et al. [22]. the PSNR and MSE values of the proposed method is always better




This chapter summarizes the contributions of this thesis, discusses the impact of this work,
and lists potential areas for future research.
8.1 Summary of Thesis and Contributions
In this thesis, a robust projector-based text-like region enhancement scheme, a robust
projector-based motion enhancement scheme, and a robust projector-based content-adaptive
enhancement scheme are introduced in Chapter 4, 5 and 6. In the text enhancement scheme
proposed in Chapter 4, three effective and efficient text-like region detection methods are
proposed to classify every pixel into text-like or background class based on the local statis-
tics of high dynamic range regions [1] and the bi-modal characteristic of text-like regions.
Two class-dependent Wiener deconvolution kernels of different cutoff frequencies are used
in order to sharpen the text-like regions higher than the background ones. Experimental
results are conducted on four challenging images and shown that the proposed scheme
offers better visual quality than that obtained by projection without enhancement and a
recent state-of-the-art enhancement method.
Then, a robust projector-based moving-content enhancement scheme is introduced in
Chapter 5. In this scheme, the optical flow-based motion estimation method is proposed
[2], and the motion enhancement kernels are generated using directional motion vectors,
and then applied to regions with flickering artifacts. It is demonstrated that the proposed
motion estimation approach produced robust dense motion vectors and our final results
weakened the artifacts appearing by movement in the video. In order to reduce the com-
putational cost and make the computation run more efficiently in projector hardware, a
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hypothesis-testing based motion enhancement method is proposed. The moving regions
are obtained by computing local statistics to classify every pixel into moving or background
class. Two class-dependent Wiener deconvolution filters were used in order to differently
enhance motion and background, to avoid the temporal aliasing problem. Experimental
results conducted on four videos have shown that the proposed scheme offers better visual
quality than that obtained by projection without enhancement and a recent state-of-the-art
enhancement method, and efficient in hardware.
The final proposed content-adaptive enhancement scheme is proposed in Chapter 6 by
using a novel non-stationary scheme in which the element-wise multiplication between the
filtered frames and their corresponding smoothed masks is employed, and then the normal-
ized weighted average is used to obtain the enhanced frame that is ready for projection.
This content-adaptive enhancement offers sharpening the high-contrast regions higher than
the background ones, while avoids over-sharpening moving regions which may cause tem-
poral motion artifacts. As a result, the proposed scheme offers better visual quality for
projected video frames than that of projection without enhancement.
8.2 Impact and Future Work
There are many works in multiple projector projection [80, 81]. It will be interesting
if we can apply the content-adaptive resolution enhancement scheme to multi-projector
projection.
Besides, the proposed method uses Wiener deconvolution filter introduced in Section
2.2 to enhance the image. However, Wiener deconvolution filter relies on an accurate PSF
[25] to inverse the blurring due to the projector-lens system. In this thesis, we assume the
PSF is static and applies to all pixels while in practice, the true PSF is not that simple.
Hence, in the future, finding a different way to measure the PSF is worthy doing.
Moreover, there are no existing evaluation metrics [82] effective for artifacts measure-
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Computer Vision - ECCV 2004, pages 25–36, Berlin, Heidelberg, 2004. Springer
Berlin Heidelberg.
[48] M. Maule, J. L. D. Comba, R. Torchelsen, and R. Bastos. Transparency and anti-
aliasing techniques for real-time rendering. In 2012 25th SIBGRAPI Conference on
Graphics, Patterns and Images Tutorials, pages 50–59, 2012.
[49] F. Arif and M. Akbar. A new approach for anti-aliasing raster data in air borne im-
agery. In 2005 International Conference on Information and Communication Tech-
nologies, pages 90–93, 2005.
[50] J. Yang and H. Li. Dense, accurate optical flow estimation with piecewise parametric
model. In 2015 IEEE Conference on Computer Vision and Pattern Recognition
(CVPR), pages 1019–1027, 2015.
[51] D. Fortun, P. Bouthemy, and C. Kervrann. Optical flow modeling and computa-
tion: A survey. Computer Vision and Image Understanding, 134:1–21, 2015. Image
Understanding for Real-world Distributed Video Networks.
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