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Resumen
En este trabajo se calcula la integral de camino en un espacio de fase reducido,
para la teoŕıa de Dinámica de Formas en el toro en 2 + 1 dimensiones. Para lo cual,
primero se realiza una revisión del método de mejor apareamiento y del procedimiento
de intercambio de simetŕıas, para luego construir la teoŕıa de Dinámica de Formas a
partir de la formulación ADM de la Relatividad General. Se muestra que, la integral
de camino en el espacio de fase reducido para la teoŕıa de Dinámica de Formas,
concuerda con los resultados reportados para la formulación ADM. Adicionalmente
se encuentra que el Hamiltoniano de la Dinámica de Formas permite establecer una
relación directa entre los sistemas el los espacios de fase reducidos Γ(τ, V, p, 〈π〉) y
Γ(τ, p), a través de la condición gauge de York.
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Caṕıtulo 1
Introducción
La Dinámica de Formas [1,2] es una teoŕıa de gravedad que es invariante conforme,
cuya equivalencia con la teoŕıa de la Relatividad General en su versión ADM [3], ha
sido mostrada por Gomes y Koslowski mediante un procedimiento de intercambio de
simetŕıas [4], que permite pasar de la invariancia bajo refoliaciones de ADM a una
invariancia conforme en Dinámica de Formas.
La teoŕıa de Dinámica de Formas está motivada en el trabajo de York sobre el
problema de Cauchy [5, 6] y en dos principios que provienen del estudio de las ideas
de Mach [7] realizado por Barbour [8,9], los cuales son: 1. El movimiento y el tamaño
son relativos y 2. El tiempo es derivado del cambio. Lo interesante de esta nueva
teoŕıa, es que las restricciones que aparecen, son funciones lineales en la variables
dinámicas, lo cual es conveniente al momento de llevar a cabo un procedimiento de
cuantización. Adicionalmente, esta teoŕıa representa un escenario adecuado para el
estudio conforme de la gravedad, lo que es útil para la comprensión de la dualidad
entre teoŕıas gauge y gravedad [10,11].
En este trabajo se estudian los aspectos generales para la construcción de la teoŕıa
de Dinámica de Formas y se determina su integral de camino en un espacio de fase
reducido para el toro en 2 + 1 dimensiones.
En el caṕıtulo 2 se introduce el método de mejor apareamiento en su representación
Lagrangiana y Hamiltoniana. Luego se presenta el procedimiento de intercambio de
simetŕıas, el cual se aplica a la versión ADM de la Relatividad General, para obtener la
teoŕıa de Dinámica de Formas. En el caṕıtulo 3 se construye la Dinámica de Formas en
el caso de un toro en 2 + 1 dimensiones, a partir de la formulación ADM. Finalmente,
en el caṕıtulo 4 se obtiene la integral de camino en un espacio de fase reducido, para
la Dinámica de Formas en el toro en 2 + 1 dimensiones.
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Caṕıtulo 2
Dinámica de formas
En este caṕıtulo se presenta el método general para obtener la teoŕıa de Dinámica
de Formas, a partir de la teoŕıa de Relatividad General en su versión ADM en 3 +
1 dimensiones, mediante el procedimiento de intercambio de simetŕıas desarrollado
por Gomes y Koslowski [4]. Para lo cual primero se introduce el concepto de mejor
apareamiento, en su representación Lagrangiana y Hamiltoniana.
2.1. Mejor apareamiento
En esta sección se introduce el concepto de mejor apareamiento, con base en el
trabajo de J. Barbour [2].
Uno de los problemas actuales en f́ısica teórica es el problema del tiempo en gra-
vedad cuántica [12]. Éste ocurre debido a que el significado del tiempo en Relatividad
General es diferente al que se le da en Mecánica Cuántica. El problema del tiempo
ha motivado diversas estrategias de solución1, una de las cuales, desarrollada por J.
Barbour y colaboradores [8, 9], se basa en las ideas de Ernst Mach [7], resumidas en
lo que Barbour denomina principios de Mach [8]. Estos principios están basados en
la idea básica de que la dinámica de las cantidades f́ısicas no depende de estructuras
externas [7]. El primer principio establece que no hay espacio absoluto, solo las rela-
ciones espaciales entre objetos importan. Mientras que el segundo principio trata del
tiempo y establece que el flujo de éste es sólo una medida del cambio en las relaciones
espaciales.
La teoŕıa de Dinámica de Formas está fundamentada en estos dos principios, los
cuales se implementan por medio de un procedimiento denominado mejor aparea-
miento. Para ver en que consiste este procedimiento, consideremos como ejemplo un
sistema en un espacio Euclidiano de dimensión dos, compuesto únicamente de tres
part́ıculas, cuya configuración general siempre será un triángulo.
1Para una revisión de los principales trabajos ver [13].
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Figura 2.1: a) Configuración del sistema en dos instantes diferentes. b) Posición de
mejor apareamiento del segundo triángulo.
De acuerdo con el primer principio de Mach, la descripción del sistema en un
instante dado se puede hacer utilizando únicamente las posiciones relativas de las
part́ıculas, cuya medida se lleva a cabo empleando como unidad de medida una de
las distancias entre dos part́ıculas.
Para la introducción del segundo principio consideremos el sistema en un instan-
te posterior (linea punteada Figura 2.1-a). Para describir la evolución del sistema
necesitamos comparar las configuraciones en los dos instantes. Para ello seguimos el
procedimiento de mejor apareamiento, el cual consiste en fijar uno de los dos triángu-
los, luego aplicar sobre el segundo traslaciones, rotaciones y dilataciones de forma que
la “distancia” entre los vértices de ambos sea mı́nima2 (Figura 2.1-b). Para ver esto
de otra manera, tomemos un sistema de referencia para determinar las posiciones de
las part́ıculas
qiI(λ) i = 1, 2; I = 1, 2, 3 (2.1)
donde el ı́ndice I identifica la part́ıcula y el ı́ndice i su coordenada Euclidiana.
Tendŕıamos entonces que el sistema es invariante bajo traslaciones, rotaciones y dila-
taciones dadas por
qiI(λ)→ G(φα(λ))ijq
j
I(λ), α = 1, . . . , 4 (2.2)
siendo
G(φα(λ))ij = e
φα(λ)tiαj , (2.3)
donde los tiαj son los generadores del grupo de similaridad en dos dimensiones.
La condición de mı́nima distancia entre vértices se puede escribir como
mı́nφ{δIJηijδqiIδq
j
J} , (2.4)
donde δIJηij es una métrica plana en el espacio de configuraciones, y se ha definido
δqI = G(λ+ δλ)qI(λ+ δλ)−G(λ)qI(λ) . (2.5)
2Asumiendo una distancia Euclidiana entre vértices.
Dinámica de formas 4
En este caso, λ representa un parámetro que identifica las diferentes configuraciones
del sistema. El valor de φ(λ) debe ser tal que minimice (2.4) para todo λ.
2.1.1. Representación Lagrangiana del procedimiento de me-
jor apareamiento
Consideremos ahora un δλ infinitesimal, de forma que, al expandir la expresión
(2.5) y retener los primeros términos obtenemos
δqI = (G+ Ġδλ)(qI + q̇Iδλ)−GqI
= Gq̇Iδλ+ ĠqIδλ , (2.6)
donde el punto indica derivación con respecto a λ.
Definiendo el operador Dφ como
DφqI = G−1
δqI
δλ
= q̇I +G
−1ĠqI , (2.7)
podemos introducir la acción
S =
∫
dλ
√
δIJηijGikDφqkIG
j
lDφqlJ , (2.8)
con la cual, la condición (2.4) se expresa como δS
δφ
= 0. Por simplicidad en la notación
escribimos
δqI
δλ
= Gq̇I + ĠqI = ˙̄qI , (2.9)
con q̄I = GqI . Aśı, (2.8) toma la forma
S =
∫
dλ
√
δIJηij ˙̄qiI ˙̄q
j
J . (2.10)
De la variación de S con respecto a q̄, obtenemos las ecuaciones de movimiento
∂L
∂q̄iI
− d
dλ
∂L
∂ ˙̄qiI
= 0 , (2.11)
donde L =
√
δIJηij ˙̄qiI ˙̄q
j
J .
En la variación de S con respecto a φ, es necesario tener en cuenta que el valor de
éste en cualquier intervalo infinitesimal a lo largo del intervalo de variación permanece
arbitrario, debido a que los triángulos deben transformarse hasta ser llevados a su
posición de mejor apareamiento. En otras palabras, δφα no puede anularse en los
extremos del intervalo de variación. Esto conduce, a que además de las ecuaciones de
movimiento
∂L
∂φα
− d
dλ
∂L
∂φ̇α
= 0 , (2.12)
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se tenga la condición
∂L
∂φ̇α
∣∣∣∣λf
λi
= 0 . (2.13)
Como el procedimiento de mejor apareamiento debe ser independiente del intervalo
de variación, obtenemos la condición de mejor apareamiento
∂L
∂φ̇α
= 0 . (2.14)
Para generalizar a una teoŕıa con interacción, podemos por ejemplo multiplicar la
métrica plana en el espacio de configuración δIJηij por el factor conforme 2(E −
V (q̄)). Lo cual, como veremos más adelante es suficiente para reproducir la mecánica
Newtoniana. De esta manera la acción (2.10) se reescribe como
S = 2
∫
dλ
√
(E − V (q̄))T , (2.15)
donde T = 1
2
δIJηij ˙̄q
i
I
˙̄qjJ . La acción (2.15), es la acción de Jacobi [14] cuando V es
potencial usual del sistema.
La variación de la acción (2.15) con respecto a q̄, nos lleva a las ecuaciones de
movimiento √
E − V
T
d
dλ
(√
E − V
T
dq̄Ii
dλ
)
= −∂V
∂q̄iI
. (2.16)
Notemos que, identificando
dt
dλ
=
√
T
E − V
, (2.17)
la ecuación (2.16) se reduce a la segunda ley de Newton
d2q̄
dt2
= −∂V
∂q̄
. (2.18)
La elección (2.17), nos muestra que el procedimiento de mejor apareamiento permite
relacionar el tiempo con el cambio en las configuraciones
δt =
√
1
2
δIJηijδqiIδq
j
J
E − V
, (2.19)
en concordancia con el segundo principio de Mach.
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2.1.2. Representación Hamiltoniana del procedimiento de me-
jor apareamiento
Consideremos el caso de un sistema de dimensión finita. Implementamos el pro-
cedimiento de mejor apareamiento introduciendo la transformación q̄a = Gabq
b, donde
Gab = e
φαtaαb . De forma que, en términos de la derivada Dφq = q̇ + φ̇αtαq, escribimos
δqa/δλ = GabDφqb . La acción que describe el sistema es
S =
∫
dλ
√
ḡabDφqaDφqb , (2.20)
donde ḡab = G
c
agcd(q̄)G
d
b = gab asumiendo una métrica equivariante. Los momentos
conjugados a qa y φα, son respectivamente
pa =
∂L
∂q̇a
=
gabDφqb√
gcdDφqcDφqd
, (2.21)
y
πα =
∂L
∂φ̇α
=
gabDφqbtaαeqe√
gcdDφqcDφqd
= pat
a
αbq
b , (2.22)
donde se identifican las restricciones
H ≡ gabpapb − 1 = 0 , (2.23)
Hα ≡ πα − pataαbqb = 0 . (2.24)
La restricciónHα está asociada con las simetŕıas continuas y se relaciona con el primer
principio de Mach, mientras que la restricción H se relaciona con el segundo principio
de Mach, como se verá más adelante.
Notemos además, que el Hamiltoniano obtenido por la transformación de Legendre
es nulo
H = paq̇
a + παφ̇
α − L
= 0 , (2.25)
lo cual es caracteŕıstico de las teoŕıas invariantes bajo reparametrizaciones.
El Hamiltoniano total, de acuerdo con el método de Dirac (Apéndice A), está dado
entonces como una combinación lineal de las restricciones (2.24) y (2.23)
HT = NH +NαHα , (2.26)
donde N y Nα son multiplicadores de Lagrange.
En el espacio de fase Γ(q, φ; p, π), la acción toma la forma
S =
∫
dλ
(
paq̇
a + παφ̇
α −HT
)
. (2.27)
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Como se mencionó anteriormente, la variación de S con respecto a φ, manteniendo a
éste libre a lo largo del intervalo de variación, implica la condición
πα
∣∣λf
λi
= 0 , (2.28)
que, debido a la independencia del intervalo de variación, nos lleva a la condición de
mejor apareamiento
πα(λ) = 0 . (2.29)
Adicionalmente, de acuerdo con los paréntesis de Poisson {qa, pb} = δab y {φα, πβ} =
δαβ , tenemos las ecuaciones de movimiento
q̇a = {qa, HT} = 2Ngabpb −Nαtaαbqb , (2.30)
ṗa = {pa, HT} = −N(∂agbc)pbpc +Nαpbtbαa , (2.31)
φ̇α = {φα, HT} = Nα , (2.32)
π̇α = {πα, HT} = 0 . (2.33)
De las ecuaciones (2.30) y (2.32), obtenemos
2Npa = gabq̇
b + gabφ̇
αtbαcq
c , (2.34)
que, utilizando Gab = e
φαtaαb , se puede reescribir como
pa =
1
2N
gab(G
−1)bc
∂
∂λ
(Gcdq
d) . (2.35)
En términos de
q̄a = Gabq
b , (2.36)
p̄a = (G
−1)bapb , (2.37)
gab(q̄) = (G
−1)cagcd(G
−1)db , (2.38)
la ecuación (2.35) toma la forma
p̄a =
1
2N
gab(q̄) ˙̄q
b . (2.39)
Usando esta expresión y la ecuación (2.31), obtenemos
1
N
∂
∂λ
(
1
2N
gab(q̄) ˙̄q
b
)
= −p̄bp̄c∂̄agbc(q̄) . (2.40)
Utilizando una métrica conformemente plana3 gab(q̄) = 2(E − V )ηab y la restricción
H que ahora se escribe como ηabpapb = 2(E − V ), la ecuación (2.40) se reduce a
1
N2
∂
∂λ
(
(E − V ) ˙̄qa
)
= − 1
E − V
∂̄aV , (2.41)
3Donde ηab es una métrica plana con signatura Euclidiana.
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donde, si hacemos la identificación τ̇ = N
E−V , obtenemos la segunda ley de Newton
∂2q̄a
∂τ 2
= −∂̄aV . (2.42)
Por último, notemos que reemplazando (2.35) en la restricción H, encontramos que
N =
1
2
√
gab(q̄) ˙̄qa ˙̄qb
=
√
1
2
(E − V )ηab ˙̄qa ˙̄qb , (2.43)
con lo cual
δτ =
√
1
2
ηabδq̄aδq̄b
E − V
, (2.44)
verificando nuevamente la consistencia con el segundo principio de Mach.
2.2. Intercambio de simetŕıas
En esta sección se presenta de forma general el procedimiento de intercambio de
simetŕıas, conocido también como método de teoŕıa de enlace [4].
Supongamos que tenemos una teoŕıa con espacio de fase Γ(q, p) y restricciones de
primera clase
χµ(q, p) ≈ 0 . (2.45)
Extendemos el espacio de fase introduciendo el campo φα y su momento conjugado
πα, los cuales satisfacen {φα, πβ} = δβα. Para evitar introducir grados de libertad
adicionales, se agrega la restricción
Cα ≡ πα ≈ 0 . (2.46)
Luego consideramos la transformación canónica Tφ : {q, p;φ, π} → {Q,P ; Φ,Π}, cuya
función generatriz es
F (q, φ, P,Π) = P aGba(φ)qb + φαΠ
α . (2.47)
De acuerdo con
Qa =
∂F
∂P a
Φα =
∂F
∂Πα
, (2.48)
pa =
∂F
∂qa
πα =
∂F
∂φα
, (2.49)
Dinámica de formas 9
obtenemos las variables transformadas
qa → Qa = Gbaqb , (2.50)
pa → P a = (G−1)abpb , (2.51)
φα → Φα = φα , (2.52)
πα → Πα = πα −Mαba paqb , (2.53)
donde Mαba = (G
−1)ca
∂Gbc
∂φα
.
Las restricciones transforman como
Tφχµ(q, p) ≈ 0 , (2.54)
TφC
α = πα −Mαba paqb ≈ 0 , (2.55)
las cuales continúan siendo de primera clase.
Supongamos ahora que las restricciones Tφχµ(q, p), se pueden descomponer en dos
grupos, Tφχ
1
ρ(q, p) y Tφχ
2
σ(q, p), donde Tφχ
1
ρ puede expresarse como φα − φ0α ≈ 0 y el
paréntesis de Poisson entre Tφχ
2
σ y π
α se anula.
Podemos imponer dos condiciones gauge:
1. Imponiendo la condición gauge φα = 0, tenemos que {φα, TφCβ} = δβα, lo que
implica que el multiplicador de Lagrange de TφC
β se debe anular por condición de
propagación (Apéndice A). De esta manera, podemos realizar la reducción del espacio
de fase fijando (φα, π
α) = (0,Mαba p
aqb) y remover la restricción TφC
β. Por otro lado,
como πα no aparece en las restricciones Tφχ
1
ρ y Tφχ
2
σ, éstas no se ven afectadas, por
lo que después de la reducción del espacio de fase, se reducen al conjunto χµ. Con lo
cual se recupera la teoŕıa original.
2. Imponemos la condición gauge πα = 0, cuyo paréntesis de Poisson con las
restricciones Tφχ
2
σ y TφC
β se anula. En este caso, la restricción Tφχ
1
ρ se remueve y
se reduce el espacio de fase fijando (φα, π
α) = (φ0α, 0), después de lo cual, quedan las
restricciones de primera clase
Tφ0χ
2
σ(q, p) ≈ 0 , (2.56)
Dα ≡Mαba (φ0)paqb ≈ 0 . (2.57)
De esta manera, las restricciones Tφχ
1
ρ han sido reemplazadas por las restricciones
Dα.
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2.3. Dinámica de Formas a partir de ADM
En esta sección, se obtiene la teoŕıa de Dinámica de Formas aplicando el método
de intercambio de simetŕıas de la sección anterior, a la formulación ADM de la Re-
latividad General4 [3]. Con esto, lo que se busca es intercambiar la invariancia bajo
refoliaciones de la teoŕıa ADM, por una invariancia conforme cuyo generador es lineal
en los momentos y posee un álgebra sencilla, a diferencia de lo que ocurre con el
generador de las refoliaciones en ADM. Los argumentos principales de esta sección se
pueden encontrar en [1, 4].
2.3.1. Formulación ADM
Consideremos la descripción ADM sobre una variedad Σ compacta y sin frontera.
Las coordenadas del espacio de fase Γ son, la métrica gab y su densidad de momento
conjugada πab, con paréntesis de Poisson
{gab(x), πcd(y)} =
1
2
(δcaδ
d
b + δ
c
bδ
d
a)δ(x− y) . (2.58)
Denotando S(N) =
∫
d3xN(x)S(x) y H(ξ) =
∫
d3x ξa(x)Ha(x), el Hamiltoniano
total ADM está dado por
H = S(N) +H(ξ) , (2.59)
donde N (lapso) y ξa (corrimiento), son multiplicadores de Lagrange. Las restricciones
escalar y de difeomorfismos son respectivamente
S(x) =
Gabcd(x)π
ab(x)πcd(x)√
|g|(x)
−
√
|g|(x)R[g](x), (2.60)
Ha(x) = −2gab(x)Dcπbc(x) , (2.61)
donde Da es la derivada covariante compatible con gab, R[g] es la curvatura escalar
y Gabcd = gacgbd − 12gabgcd es la supermétrica de DeWitt con inversa G
abcd = gacgbd −
gabgcd.
El álgebra de las restricciones está dada por
{H(ξ), H(ζ)} = H(Lξζ) , (2.62)
{H(ξ), S(N)} = S(LξN) , (2.63)
{S(N), S(M)} = H(K(N,M)) , (2.64)
donde Lξ es la derivada de Lie a lo largo del campo ξ y Ka(N,M) = gab(N∂bM −
M∂bN). Cabe resaltar que ésta no es un álgebra de Lie, ya que K
a no es constante
puesto que depende de la métrica gab.
4ADM es una formulación canónica de la Relatividad General, en la que el espacio-tiempo se
separa en espacio y tiempo. Los que no esten familiarizados con esta formulación pueden encontrar
una discusión detallada en [15].
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2.3.2. Intercambio de simetŕıas
De acuerdo con el procedimiento de intercambio de simetŕıas de la sección 2.2, se
extiende el espacio de fase agregando el campo escalar φ y su densidad de momento
conjugada πφ, que satisfacen {φ(x), πφ(y)} = δ(x−y). Adicionalmente, para asegurar
que no se agreguen nuevos grados de libertad se incluye la restricción de primera clase
C(ρ) =
∫
d3x ρ(x)πφ(x) , (2.65)
donde ρ es un multiplicador de Lagrange.
Se quiere intercambiar la simetŕıa de refoliaciones por una simetŕıa conforme para-
metrizada por φ. Sin embargo, para que una combinación de las restricciones escalares
no sea fijada al imponer la condición de mejor apareamiento πφ ≈ 0 y con la cual po-
der generar la dinámica de la teoŕıa, es necesario que la simetŕıa conforme empleada
en el intercambio de simetŕıas, preserve el volumen total [1].
Para introducir la nueva simetŕıa, primero definimos el valor medio para una
función f : Γ→ R, de la forma
〈f〉g =
1
V
∫
d3x
√
|g|f , (2.66)
donde V =
∫
d3x
√
|g|. Notemos que la transformación conforme
gab(x) → e4φ̂(x)gab(x) , (2.67)
con φ̂ definido como
φ̂ = φ− 1
6
ln〈e6φ〉g , (2.68)
deja invariante el volumen. Esto se verifica fácilmente teniendo en cuenta la transfor-
mación √
|g| → e6φ̂
√
|g| = e
6φ
〈e6φ〉g
√
|g| , (2.69)
de donde se sigue que
V =
∫
d3x
√
|g| → 1
〈e6φ〉g
∫
d3x e6φ
√
|g| = V 〈e
6φ〉g
〈e6φ〉g
= V . (2.70)
Consideremos ahora la transformación canónica
Tφ̂ : {gab, π
ab;φ, πφ} → {Gab,Πab; Φ,ΠΦ} , (2.71)
generada por la función
F (g, φ; Π,Πφ) =
∫
d3x
(
gab(x)e
4φ̂(x)Πab(x) + φ(x)Πφ(x)
)
. (2.72)
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Aplicando esta transformación en el espacio de fase extendido, obtenemos
Gab(x) = e
4φ̂(x)gab(x) , (2.73)
Πab(x) = e−4φ̂(x)
[
πab(x)− 1
3
〈π〉
√
|g|(x)gab(x)
(
1− e6φ̂(x)
)]
, (2.74)
Φ(x) = φ(x) , (2.75)
ΠΦ(x) = πφ(x)− 4
(
π(x)− 〈π〉
√
|g|(x)
)
. (2.76)
La transformación de la restricción escalar y la restricción C(ρ) no conlleva mayor
inconveniente. En el caso de la restricción de difeomorfismos, los cálculos se simplifican
si primero la reescribimos de la forma
H(ξ) =
∫
d3x πab(Lξg)ab . (2.77)
Las restricciones transformadas se escriben entonces como
Tφ̂S(N) =
∫
d3xN
{
e−6φ̂√
|g|
[
Gabcdπ
abπcd − 1
6
(
π − 〈π〉
√
|g|(1− e6φ̂)
)2
+
1
6
π2
]
−e2φ̂
√
|g|
[
R[g]− 8
(
∇2φ̂+ (∇φ̂)2
)]}
, (2.78)
Tφ̂H(ξ) =
∫
d3x
(
πab(Lξg)ab + πφLξφ
)
, (2.79)
Tφ̂C(ρ) =
∫
d3x ρ
[
πφ − 4
(
π − 〈π〉
√
|g|
)]
, (2.80)
donde π = πabgab y 〈π〉 = 1V
∫
d3x π.
Regresar a la Relatividad General
Para regresar a la Relatividad General en su forma ADM, se impone la condición
gauge φ = 0. Después de esto, el único paréntesis de Poisson que no se anula es
{Tφ̂C(ρ), φ(x)} = ρ(x) , (2.81)
lo que determina que el multiplicador de Lagrange ρ se anula. La reducción del espacio
de fase se lleva a cabo fijando
φ ≡ 0 , (2.82)
πφ ≡ 4
(
π − 〈π〉
√
|g|
)
, (2.83)
lo cual remueve la restricción Tφ̂C y reduce las restricciones Tφ̂S y Tφ̂Ha a (2.60) y
(2.61) respectivamente. Obteniendo de nuevo el Hamiltoniano ADM
H = S(N) +H(ξ) . (2.84)
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Obtener la Dinámica de Formas
Para obtener la Dinámica de Formas, se impone la condición gauge πφ = 0. En
este caso, el único paréntesis de Poisson para πφ, que no se anula es
{Tφ̂S(N), πφ(x)} = FN(x)− e
6φ̂(x)
√
|g|(x)〈FN〉 , (2.85)
donde
FN = −8
√
|g|e2φ̂
[
R[g]− 8
(
∇2φ̂+ (∇φ̂)2
)]
N + 8
√
|g|gab∂b
(
e2φ̂∂aN
)
−2〈π〉
[
π − 〈π〉
√
|g|(1− e6φ̂)
]
N − 6Tφ̂SN . (2.86)
Esta expresion se puede reescribir como
FN = −8
√
|g|e2φ̂R̄[g]N − 2〈π〉2
√
|g|e6φ̂N
+8
√
|g|gab∂b
(
e2φ̂∂aN
)
−
[
6Tφ̂S + 2〈π〉Q
]
N , (2.87)
donde R̄ = R− 8(∇2φ̂− (∇φ̂)2), y
Q(x) ≡ π(x)− 〈π〉
√
|g|(x) ≈ 0 , (2.88)
es la restricción a la cual se reduce Tφ̂C después de fijar πφ = 0.
Aśı, la condición para determinar los multiplicadores de Lagrange
{Tφ̂S(N), πφ(x)} = 0 , (2.89)
nos lleva a la ecuación
e−4φ̂R̄N +
1
4
〈π〉2N + e−6φ̂gab∂b
(
e2φ̂∂aN
)
≈ 〈G〉 , (2.90)
donde G es igual al lado izquierdo de (2.90) multiplicado por
√
|g|e6φ̂.
La ecuación (2.90) ha sido ampliamente estudiada y se sabe que posee solución
única positiva5 [16–18], la cual denotaremos como N0.
De esta forma, la restricción Tφ̂S(N) se separa en la restricción de primera clase
Tφ̂S(N0) y las restricciones de segunda clase T̃φ̂S(x) definidas como
T̃φ̂S(x) = Tφ̂S(x)− Tφ̂S(N0)
√
|g|e6φ̂(x)
V
. (2.91)
5Para las condiciones iniciales y de frontera adecuadas, las cuales no consideraremos aqúı.
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La reducción del espacio de fase se lleva a cabo fijando πφ = 0 y encontrando un φ̂0
tal que T̃φ̂0S(x) ≈ 0. Escribiendo entonces Tφ̂S(x) en términos de φ̂0 y Q, obtenemos
Tφ̂0S =
e−6φ̂0√
|g|
[
Gabcdπ
abπcd − 1
6
(
π − 〈π〉
√
|g|(1− e6φ̂0)
)2
+
1
6
π2
]
− e2φ̂0
√
|g|R̄
=
e−6φ̂0√
|g|
[
σabσab −
1
2
Q2 − 1
3
Q〈π〉
√
|g|e6φ̂0 − 1
6
〈π〉2|g|e12φ̂0
]
− e2φ̂0
√
|g|R̄ ,
(2.92)
donde σab = πab − 1
3
〈π〉gab
√
|g| .
De esta manera, la condición T̃φ̂0S(x) ≈ 0 toma la forma
e−6φ̂0√
|g|
(
σabσab −
1
6
〈π〉2|g|e12φ̂0 − e8φ̂0|g|R̄
)
≈ 〈L〉 , (2.93)
donde L es igual al término entre paréntesis del lado izquierdo. La posibilidad de
determinar φ̂0 se garantiza, debido a que (2.93) es la ecuación de Lichnerowicz-York,
de la cual se conoce que tiene solución única [17, 19]. Aśı, la reducción del espacio
de fase se obtiene fijando πφ = 0 y φ̂ = φ̂0. Con esto, Tφ̂Ha se reduce a Ha, y Tφ̂C
se reduce a Q. Adicionalmente, identificando la restricción de primera clase restante,
con el Hamiltoniano HSD = Tφ̂0S(N0), llegamos finalmente al Hamiltoniano total de
Dinámica de Formas
H = ηHSD +H(ξ) +Q(ρ) , (2.94)
con η un multiplicador de Lagrange constante y
HSD =
∫
d3xN0Tφ̂0S(x) , (2.95)
H(ξ) =
∫
d3x πab(x)(Lξg)ab(x) , (2.96)
Q(ρ) =
∫
d3x ρ(x)
(
π(x)− 〈π〉
√
|g|(x)
)
, (2.97)
donde la restricción Q es la que genera la simetŕıa conforme. Los paréntesis de Poisson
no triviales de las restricciones son
{H(ξ), H(ζ)} = H(Lξζ) , (2.98)
{H(ξ), Q(ρ)} = Q(Lξρ) . (2.99)
De esta forma se ha obtenido una teoŕıa donde las restricciones Ha y Q son lineales
en los momentos y cuya álgebra es un álgebra de Lie.
Caṕıtulo 3
Dinámica de formas en 2+1
dimensiones
Debido a que la gravedad en 2+1 dimensiones es un modelo no trivial, con solución
exacta y cuantizable que se conoce ampliamente [20, 21], representa un terreno de
prueba ideal para el estudio de cualquier nueva teoŕıa de gravedad. Por esta razón, es
interesante el estudio de la Dinámica de Formas en 2+1 dimensiones. En este caṕıtulo
nos concentraremos en particular en el caso de un toro en 2 + 1 dimensiones, donde
el Hamiltoniano de la Dinámica de Formas se puede obtener en forma expĺıcita [22].
3.1. Intercambio de simetŕıas
En esta sección se obtiene la teoŕıa de Dinámica de formas, a partir de la descrip-
ción ADM de Relatividad General, definida en un espacio-tiempo de 2+1 dimensiones
con topoloǵıa [0, 1]× T 2, donde T 2 es el 2-toro. El Hamiltoniano ADM está dado por
H = S(N) +H(ξ) , (3.1)
S(N) =
∫
d2xN
(
Gabcdπ
abπcd√
|g|
−
√
|g|R[g]
)
, (3.2)
H(ξ) =
∫
d2x πab(Lξg)ab , (3.3)
donde S(N) y H(ξ), nuevamente representan las restricciones escalar y de difeomor-
fismos, respectivamente. Además, gab y π
ab son las variables del espacio de fase y
Gabcd = gacgbd − gabgcd es la supermétrica 2 dimensional.
Siguiendo un procedimiento análogo al de la sección 2.3, empleamos el método
de intercambio de simetŕıas. Para ello, extendemos el espacio de fase, introduciendo
el campo escalar φ y su densidad de momento conjugada πφ. Luego, agregamos la
15
Dinámica de formas en 2+1 dimensiones 16
restricción
C(ρ) =
∫
d2x ρ(x)πφ(x) , (3.4)
y utilizamos la transformación canónica Tφ̂ : {gab, πab;φ, πφ} → {Gab,Πab; Φ,ΠΦ}
generada por
F (g, φ; Π,Πφ) =
∫
d2x
(
gab(x)e
2φ̂(x)Πab(x) + φ(x)Πφ(x)
)
, (3.5)
donde φ̂ = φ − 1
2
ln〈e2φ〉g, el valor medio es definido por 〈f〉g = 1V
∫
d2x
√
|g|f y
V =
∫
d2x
√
|g|. Al aplicar la transformación obtenemos
Gab(x) = e
2φ̂(x)gab(x) , (3.6)
Πab(x) = e−2φ̂(x)
[
πab(x)− 1
2
〈π〉
√
|g|(x)gab(x)
(
1− e2φ̂(x)
)]
, (3.7)
Φ(x) = φ(x) , (3.8)
ΠΦ(x) = πφ(x)− 2
(
π(x)− 〈π〉
√
|g|(x)
)
, (3.9)
donde π = πabgab y 〈π〉 = 1V
∫
d2x π.
En el caso de las restricciones, encontramos que
Tφ̂S(N) =
∫
d2xN
{
e−2φ̂√
|g|
[
Gabcdπ
abπcd − 1
2
(
π − 〈π〉
√
|g|(1− e2φ̂)
)2
+
1
2
π2
]
−
√
|g|(R[g]− 2∇2φ̂)
}
, (3.10)
Tφ̂H(ξ) =
∫
d2x
(
πab(Lξg)ab + πφLξφ
)
, (3.11)
Tφ̂C(ρ) =
∫
d2x ρ
[
πφ − 2
(
π − 〈π〉
√
|g|
)]
, (3.12)
Se verifica facilmente que la formulación ADM se recupera fijando
φ ≡ 0 , (3.13)
πφ ≡ 2
(
π − 〈π〉
√
|g|
)
. (3.14)
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3.2. Dinámica de Formas
Para obtener la Dinámica de Formas se debe imponer la condición gauge πφ = 0
y fijar φ̂ = φ̂0, con lo cual, la restricción Tφ̂S se reduce a
Tφ̂0S(N) =
∫
d2xN
[
e−2φ̂0√
|g|
(
Gabcdπ
abπcd − 1
2
〈π〉2|g|e4φ̂0 + 1
2
π2
)
−
√
|g|(R[g]− 2∇2φ̂0)
]
, (3.15)
la restricción Tφ̂H(ξ) vuelve a ser H(ξ) y la restricción Tφ̂C(ρ) se reduce a
Q(ρ) =
∫
d2x ρ
(
π − 〈π〉
√
|g|
)
. (3.16)
Antes de continuar, aprovechamos el hecho de que cualquier métrica en una su-
perficie compacta es conforme a una métrica de curvatura (intŕınseca) constante [23],
para escribir (salvo difeomorfismos)
gab = e
2λḡab , (3.17)
donde λ es un factor conforme y ḡab para el toro es una métrica plana.
Utilizando (3.17), la restricción escalar (3.15) toma la forma
Tφ̂0S(N) =
∫
d2xN
[
e−2(φ̂0+λ)√
|ḡ|
(
e4λḠabcdπ
abπcd − 1
2
〈π〉2|ḡ|e4(φ̂0+λ)
+
1
2
e4λπ2
)
+ 2
√
|ḡ|∇̄2(φ̂0 + λ)
]
, (3.18)
donde π = πabḡab y ∇̄2 es el laplaciano con respecto a ḡab.
Como se vio en la sección 2.3, después de imponer la condición πφ = 0, una de las
restricciones TS(x) continúa siendo de primera clase, debido a que existe un N0 que
satisface {Tφ̂S(N0), πφ(x)} = 0. Las restricciones de segunda clase contenidas en Tφ̂S
se pueden extraer definiendo
T̃φ̂0S(x) = Tφ̂0S(x)− Tφ̂0S(N0)
√
|ḡ|(x)e2(φ̂0(x)+λ(x))
V
. (3.19)
Adicionalmente, la reducción del espacio de fase requiere fijar φ̂ = φ̂0, donde T̃φ̂0S(x) ≈
0. Imponiendo esta condición en (3.19) y definiendo el Hamiltoniano de la Dinámica
de Formas como HSD = Tφ̂0S(N0), obtenemos
Tφ̂0S(x)−HSD
√
|ḡ|(x)e2(φ̂0(x)+λ(x))
V
= 0 . (3.20)
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Siguiendo a [22], tomamos φ̂0 + λ constante en el espacio, con lo cual, la expresión
V =
∫
d2x
√
|ḡ|e2(φ̂0+λ) , (3.21)
nos permite determinar
φ̂0 = −λ+
1
2
lnV , (3.22)
de manera que HSD se obtiene a partir de (3.20), como
1
HSD =
∫
d2x
(
e4λGabcdπ
abπcd
V |g|
− V
2
〈π〉2 + 1
2
e4λπ2
V |g|
)
. (3.23)
Finalmente, el Hamiltoniano total para la Dinámica de Formas está dado por
H = ηHSD +H(ξ) +Q(ρ) , (3.24)
donde η es un multiplicador de Lagrange constante.
En este punto, la expresión para el Hamiltoniano (3.23) difiere de la obtenida
en [22], debido a que aún no se ha escogido de manera expĺıcita la métrica plana ḡab.
Esto se llevará a cabo en el siguiente caṕıtulo.
1En adelante se utiliza π = πabgab.
Caṕıtulo 4
Integral de Camino para la
Dinámica de Formas en 2 + 1
dimensiones
En este caṕıtulo, se calcula la integral de camino en un espacio de fase reducido
para la teoŕıa de Dinámica de Formas, empleando el método de Faddeev-Popov [24].
El análisis se realiza para el caso de un toro en 2 + 1 dimensiones. Este desarro-
llo sirve como complemento a la cuantización de la Dinámica de Formas en 2 + 1
dimensiones empleando el método de Dirac, llevada a cabo en [22]. Los resultados
obtenidos aqúı concuerdan con lo reportado en [25–28] para la formulación ADM de
la Relatividad General.
4.1. Reducción del espacio de fase
El punto de partida es la integral de camino para la teoŕıa de Dinámica de Formas
en 2 + 1 dimensiones en el espacio de fase Γ(gab, π
ab), dada por
Z = N
∫
[dgab][dπ
ab][dη][dξ][dρ]eiS , (4.1)
con la acción
S =
∫
dt d2x
(
πabġab − ηHSD − ξaHa − ρQ
)
, (4.2)
donde, de acuerdo con la sección 3.2
HSD(x) =
e4λGabcdπ
abπcd
V |g|
− V
2
〈π〉2 + 1
2
e4λπ2
V |g|
, (4.3)
Ha(x) = −2gabDcπbc , (4.4)
Q(x) = π − 〈π〉
√
|g| . (4.5)
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La acción (4.2) es invariante bajo difeomorfismos espaciales y transformaciones con-
formes, generadas por las restricciones χα = (Ha, Q). Esto significa que las superficies
equivalentes bajo estas simetŕıas, contribuyen en forma idéntica a la suma en (4.1) y
no deben ser contadas como configuraciones independientes, puesto que este sobre-
conteo produciŕıa un resultado divergente. Con el fin de restringir la integral (4.1)
a un espacio de dimensión finita, utilizamos el método de Faddeev-Popov [24], para
separar el espacio de todas las geometŕıas en clases de equivalencia, y de esta ma-
nera, extraer los volúmenes asociados a los difeomorfismos y a las transformaciones
conformes, para ser absorbidos en la constante de normalización N .
Lo primero que debemos hacer es imponer las condiciones gauge σα = 0 para las
restricciones χα. Esto se efectúa introduciendo en la integral de camino el factor
δ[σα] det |{χα, σβ}| . (4.6)
Necesitamos además definir el producto interno para escalares s, vectores va y tensores
simétricos sin traza wab
〈s1, s2〉 =
∫
d2x
√
|g| s1s2 ,
〈v1, v2〉 =
∫
d2x
√
|g| gabva1vb2 , (4.7)
〈w1, w2〉 =
∫
d2x
√
|g| gacgbdwab1 wcd2 .
También definimos las normalizaciones Gaussianas∫
[dδgab] exp
{
i
∫
d2x
√
|g|gacgbdδgabδgcd
}
= 1 , (4.8)∫
[dπab] exp
{
i
∫
d2x gacgbdπ
abπcd/
√
|g|
}
= 1 , (4.9)
donde los δgab son elementos del espacio tangente al espacio de las métricas gab.
La integración sobre ξ y ρ nos lleva a1
Z = N
∫
[dgab][dπ
ab][dη]δ[Ha/
√
|g|]δ[Q/
√
|g|]
δ[σα] det |{χα, σβ}| exp
{
i
∫
dt d2x
(
πabġab − ηHSD
)}
. (4.10)
Ahora consideremos una variación infinitesimal arbitraria de la métrica
δgab = δWgab + δDgab + δTgab , (4.11)
1Donde el factor 1/
√
|g| en δ[Ha/
√
|g|] y δ[Q/
√
|g|] viene de ladefinición de los productos (4.7)
y la regla
∫
[da]ei〈a,b〉 = δ[b].
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donde los dos primeros términos corresponden transformaciones gauge, siendo
δWgab = 2δλgab , (4.12)
la variación de la métrica bajo el reescalamiento infinitesimal de Weyl, y
δDgab = Daδvb +Dbδva , (4.13)
la variación debida a los difeomorfismos generados por δv.
El grupo de reescalamientos de Weyl en el toro, lo denotaremos como Weyl(T 2),
mientras que el grupo de difeomorfismos lo denotaremos como Diff(T 2). Notemos
además que, como estamos considerando difeomorfismos infinitesimales, la trans-
formación (4.13) pertenece al subgrupo de difeomorfismos conexos a la identidad
Diff0(T
2) y no al grupo completo Diff(T 2).
El tercer término en (4.11), representa la variación f́ısica, conocida como deforma-
ción de Teichmüller [29], que se escribe como
δTgab = δτ
i∂gab
∂τ i
, (4.14)
donde (τ1, τ2) parametrizan el espacio de Teichmüller
2.
Por conveniencia, las trazas de δDgab y δTgab se absorben en δWgab definiendo
δλ ≡ δλ+ 1
2
Dcδv
c +
1
2
δτ igcd
∂gcd
∂τ i
, (4.15)
con lo cual, (4.11) se reescribe como
δgab = 2δλgab + (Pδv)ab + δτ
iTiab , (4.16)
donde Tiab es la parte sin traza de la deformación de Teichmüller
Tiab =
∂gab
∂τ i
− 1
2
gabg
cd∂gcd
∂τ i
, (4.17)
y el operador P , que aplica vectores en tensores simétricos sin traza, es definido
como [30]
(Pδv)ab = Daδvb +Dbδva − gabDcδvc , (4.18)
cuyo adjunto, de acuerdo con la definición de los productos (4.7), está dado por
(P †w)a = −2Dbwab . (4.19)
2El espacio de Teichmüller se puede definir como el cocienteMg/(Weyl(Σg)×Diff0(Σg)), donde
Mg es el espacio de las métricas Riemannianas sobre una superficie compacta, sin frontera, de género
g (Σg). De acuerdo con el teorema de Riemann-Roch, la dimensión (real) del espacio de Teichmüller
para el toro es 2, igual que la dimensión del espacio moduli [29].
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Para simplificar los cálculos, es conveniente conseguir que la descomposición (4.16)
sea ortogonal3. Para ello, notemos que los elementos {ψr}r=1,2 que forman una base
para kerP † 4, son ortogonales a (Pδv)ab. Esto se ve fácilmente de
0 = 〈δv, P †ψ〉 = 〈Pδv, ψ〉 . (4.20)
Con esto en mente, realizamos la descomposición
T iab = N
i(Pδv)ab +M
−1
jk 〈ψ
j, T i〉ψkab , (4.21)
donde N i = 〈Pv,T
i〉
〈Pv,Pv〉 y Mjk = 〈ψj, ψk〉.
Obteniendo la descomposición ortogonal para la variación de la métrica
δgab = 2δλgab + (Pδv)ab + δτ
iM−1jk 〈ψ
j, Ti〉ψkab , (4.22)
donde se ha redefinido δv ≡ (1 + δτ iNi)δv
Para la densidad de momento, elegimos una descomposición de la forma
πab =
1
2
πgab +
√
|g|(PY )ab +
√
|g|piψiab , (4.23)
donde ψiab es transversal y sin traza respecto a una métrica plana ḡab que se especi-
ficará más adelante. La descomposición (4.23) se realiza siguiendo el procedimiento
general descrito en [18]5.
En este punto es importante tener en cuenta que, para el toro existe una inter-
sección no vacia entre los grupos Diff0(T
2) y Weyl(T 2), la cual se identifica con el
conjunto de los vectores de Killing conformes (CKV), cuya dimensión para el toro es
de 2 [30]. Este hecho es fácil de ver considerando el difeomorfismo generado por un
vector δu ∈ kerP . De acuerdo con
0 = (Pδu)ab = Daδub +Dbδua − gabDcδuc , (4.24)
la transformación seŕıa de la forma δDgab = (Dcδu
c)gab, la cual, es la misma trans-
formación que se obtiene de un reescalamiento de Weyl tomando δλ = Dcδu
c. De
esta manera, tenemos que la intersección entre Diff0(T
2) y Weyl(T 2) corresponde al
conjunto (CKV). Esto nos lleva a realizar la descomposición adicional
δva = δṽa + δαrϕar , (4.25)
Y a = Ỹ a + βrϕar , (4.26)
3Ortogonalidad definida con respecto a los productos (4.7).
4Recordando que, para el toro dimR kerP
† = dimR kerP = 2 [29].
5Adicionalmente se tuvo en cuenta en la descomposición, que los resultados reportados en la
literatura se reproduzcan de manera más directa.
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donde {ϕr}r=1,2 es una base de kerP .
El Jacobiano asociado a la descomposición (4.25) es J = det 1/2〈ϕ, ϕ〉 y se obtiene
en la forma usual [29,32] por medio de la integral Gaussiana6
1 =
∫
[dδv] exp {i〈δv, δv〉}
= J
∫
[dδṽ][dδα] exp {i〈δṽ, δṽ〉+ i〈δαrϕr, δαsϕs〉}
= J det −1/2〈ϕ, ϕ〉 . (4.27)
El mismo Jacobiano se obtiene para la descomposición (4.26).
Hasta aqúı, tenemos las descomposiciones ortogonales para la variación de la
métrica y la densidad de momento
δgab = 2δλgab + (Pδṽ)ab + δτ
iM−1jk 〈ψ
j, Ti〉ψkab , (4.28)
πab =
1
2
πgab +
√
|g|(PỸ )ab +
√
|g|piψiab . (4.29)
El siguiente paso es calcular el Jacobiano para el cambio de coordenadas (gab; π
ab)→
(λ, ṽa, αr, τi; π, Ỹ
a, βr, pi). Para ello, obtenemos el Jacobiano asociado a la descompo-
sición de la variación de la métrica, empleando la normalización Gaussiana (4.8)
1 =
∫
[dδgab] exp
{
i
∫
d2x
√
|g|gacgbdδgabδgcd
}
=
∫
Jg[dδλ][dδṽ][dδτ ] det
1/2〈ϕ, ϕ〉
exp
{
8i〈δλ, δλ〉+ i〈δṽ, P †Pδṽ〉+ iδτ iδτ lM−1jk M
−1
mn〈ψj, Ti〉〈ψm, Tl〉〈ψk, ψn〉
}
= Jg det
1/2〈ϕ, ϕ〉 det −1/2|P †P | det −1〈ψ, T 〉 det 1/2〈ψ, ψ〉 . (4.30)
De forma análoga, utilizamos la normalización Gaussiana (4.9) para obtener el Jaco-
biano asociado a la descomposición de la densidad de momento
1 =
∫
[dπab] exp
{
i
∫
d2x gacgbdπ
abπcd/
√
|g|
}
=
∫
Jπ[d
(
π/
√
|g|
)
][dỸ ][dp] det 1/2〈ϕ, ϕ〉
exp
{
i
2
〈π/
√
|g|, π/
√
|g|〉+ i〈Ỹ , P †PỸ 〉+ ipipj〈ψi, ψj〉
}
= Jπ det
1/2〈ϕ, ϕ〉 det −1/2|P †P | det −1/2〈ψ, ψ〉 . (4.31)
6Para obtener los Jacobianos, se utiliza el hecho de que el Jacobiano calculado en una variedad
coincide con el Jacobiano calculado en el espacio tangente a la variedad [30].
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Aśı, el Jacobiano total que se obtiene de (4.30) y (4.31) es
J =
det |P †P | det 〈ψ, T 〉
det 〈ϕ, ϕ〉
. (4.32)
La integral de camino toma entonces la forma
Z = N
∫
J [dλ][dτ ][d(π/
√
|g|)][dỸ ][dp][dṽ][dη]δ[σα] det |{χα, σβ}|δ[Ha/
√
|g|]
δ[Q/
√
|g|] exp
{
i
∫
dt d2x
[(
1
2
πgab +
√
|g|(PỸ )ab +
√
|g|piψiab
)
ġab − ηHSD
]}
,
(4.33)
donde los volúmenes
∫
[dα] y
∫
[dβ] se han absorbido en la constante N .
En términos de la descomposición (4.29), el Hamiltoniano HSD y la restricción Ha
se reescriben como
HSD =
ḡacḡbd[(PY )ab + piψ
i
ab][(PY )cd + pjψ
j
cd]
V
− V
2
〈π〉2 , (4.34)
Ha =
√
|g|(P †PỸ )a −Daπ . (4.35)
donde ḡab es la métrica plana en (3.17), y se ha tenido en cuenta que ḡ
abψiab = 0.
Para evaluar la integral con respecto a Ỹ , aprovechamos la función delta δ[Ha/
√
|g|] =
δ
[
(P †PỸ )a −Daπ/
√
|g|
]
, obteniendo7∫
[dỸ ]δ
[
(P †PỸ )a −Daπ/
√
|g|
]
det |P †P |F (Ỹ ) = F (Ỹ )
∣∣∣
Ỹ a=(P †P )−1Daπ/
√
|g|
. (4.36)
La integral con respecto a π, se evalúa usando la función δ[Q/
√
|g|]. Para ello escri-
bimos
Q(x) =
√
|g|P
(
π/
√
|g|
)
, (4.37)
donde P(f) = f − 〈f〉. Adicionalmente realizamos la descomposición
π/
√
|g| = π̂ + 〈π〉 , (4.38)
de esta forma∫
[d(π/
√
|g|)]δ
[
P
(
π/
√
|g|
)]
F (π/
√
|g|) =
∫
[dπ̂][d〈π〉]δ
[
P(π̂)
]
F (π̂, 〈π〉)
=
∫
[d〈π〉]F (π̂ = 0, 〈π〉) . (4.39)
7Donde se ha usado
∫
dnx δ[f(x)] =
∣∣∣det( ∂fi∂xj ) ∣∣∣−1
f=0
.
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Con los resultados (4.36) y (4.39), el término cinético∫
d2x
(
1
2
πgab +
√
|g|(PỸ )ab +
√
|g|piψiab
)
ġab , (4.40)
toma la forma∫
d2x
(
1
2
〈π〉gab +
√
|g|piψiab
)
ġab = 〈π〉V̇ +
∫
d2x
√
|g|piψiabTjabτ̇ j
= 〈π〉V̇ + pi〈ψi, Tj〉τ̇ j . (4.41)
En la integral de camino (4.33), el único término dependiente de ṽ es δ[σα] det |{χα, σβ}|,
de forma que la integral con respecto a ṽ está dada por8
∫
[dṽ] δ[σα] det |{χα, σβ}| = 1,
con esto y con lo obtenido en (4.36), (4.39) y (4.41), la integral de camino (4.33) se
reduce a
Z = N
∫
[dλ][dτ ][d〈π〉][dp][dη]det〈ψ, T 〉
det〈ϕ, ϕ〉
exp
{
i
∫
dt
(
pi〈ψi, Tj〉τ̇ j + 〈π〉V̇ − η
∫
d2xHSD
)}
, (4.42)
con
HSD =
ḡacḡbdpiψ
i
abpjψ
j
cd
V
− V
2
〈π〉2 . (4.43)
Elegimos ahora la métrica plana ḡab en términos de los parámetros de Teichmüller
(τ1, τ2), como [29]
ḡab =
1
τ2
(
1 τ1
τ1 τ
2
1 + τ
2
2
)
, (4.44)
con inversa
ḡab =
1
τ2
(
τ 21 + τ
2
2 −τ1
−τ1 1
)
. (4.45)
Con esta elección y de acuerdo con (4.17), las componentes T iab toman la forma expĺıci-
ta
T 1ab =
e2λ
τ2
(
0 1
1 2τ1
)
, T 2ab =
e2λ
τ 22
(
−1 −τ1
−τ1 τ 22 − τ 21
)
. (4.46)
Teniendo en cuenta que la métrica ḡab es plana y las componentes T
i
ab no dependen
de las coordenadas xa, entonces (P †T i)a = −2DbT iab = 0, de esta forma, los T iab en
8Este resultado se obtiene eligiendo de forma adecuada las condiciones gauge σα, la cual no se
realiza de manera explicita ya que de acuerdo con el teorema de Fradkin y Vilkovisky [31] la integral
de camino es independiente de la escogencia gauge.
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(4.46) nos sirven para escoger una base {ψr} de kerP †. Por conveniencia, la elegimos
de manera que satisfaga 〈ψi, Tj〉 = δij
ψ1ab =
1
2
(
0 τ2
τ2 2τ1τ2
)
, ψ2ab =
1
2
(
−1 −τ1
−τ1 τ 22 − τ 21
)
. (4.47)
Aśı, reemplazando (4.45) y (4.47) en (4.43), el Hamiltoniano de la Dinámica de Formas
pasa a ser
HSD =
τ 22
2V
(p21 + p
2
2)−
V
2
〈π〉2 . (4.48)
Esta expresión coincide con la obtenida en [22].
4.1.1. Sistema reducido del tipo (τ, V )
Tomando λ ≡ φ̂0 + λ = 12 lnV (ver (3.22)), la integral sobre λ se cambia por una
integral sobre V , con lo cual obtenemos la integral de camino en un espacio de fase
reducido cuyas variables dinámicas son (τ i, V, pi, 〈π〉)
Z = N
∫
[dV/V ] [d〈π〉][dτ ][dp][dη] det −1〈ϕ, ϕ〉
exp
{
i
∫
dt
(
piτ̇
i + 〈π〉V̇ − ηH̃SD
)}
, (4.49)
donde 〈π〉 es el momento conjugado a V . Este resultado es equivalente a la integral
de camino para el sistema reducido del tipo (τ, V ) obtenida en [25,26], donde
H̃SD =
τ 22
2
(p21 + p
2
2)−
V 2
2
〈π〉2 , (4.50)
coincide con el Hamiltoniano reducido.
4.1.2. Sistema reducido del tipo τ
Por otro lado, integrando sobre η e imponiendo la condición gauge σ = 〈π〉 − t
(Tiempo de York), a través de la introducción del factor δ[σ] det |{HSD, σ}|, obtene-
mos
Z = N
∫
[dV/V ] [d〈π〉][dτ ][dp]δ[HSD/
√
|g|] det −1〈ϕ, ϕ〉
δ[σ] det |{HSD, σ}| exp
{
i
∫
dt
(
piτ̇
i + 〈π〉V̇
)}
. (4.51)
De esta forma, podemos utilizar la función δ[σ] para realizar la integral sobre 〈π〉. La
integral sobre V se evalúa fácilmente escribiendo
δ[HSD/
√
|g|] = δ[V − V ∗]τ2
√
p21 + p
2
2
〈π〉3
, (4.52)
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donde V ∗ soluciona HSD = 0.
De manera que, si adicionalmente elegimos la base {ϕr} tal que det 〈ϕ, ϕ〉 = 1,
obtenemos la integral de camino en el espacio de fase reducido con variables dinámicas
(τ i, pi)
Z = N
∫
[dτ ][dp] exp
{
i
∫
dt
(
piτ̇
i −HYork
)}
, (4.53)
donde
HYork ≡ V ∗ =
τ2
√
p21 + p
2
2
t
, (4.54)
es el Hamiltoniano de York. Este resultado coincide con la integral de camino para el
sistema reducido del tipo τ , que se obtiene en [27,28].
El procedimiento seguido en este caṕıtulo se puede considerar estandar [20, 29],
sin embargo las diferencias entre la teoŕıa de Dinámica de Formas y la formulación
ADM llevan a diferencias en los calculos. Por ejemplo la restriccion 4.5 que aparece de
manera natural como generadora de la simetŕıa conforme en la Dinámica de Formas,
se introduce en [26] como condicón gauge. Adicionalmente el hamiltoniano reducido
(4.50) se obtiene de una manera más directa, gracias al Hamiltoniano de la Dinámica
de Formas HSD.
El análisis para superficies de género superior, seguiŕıa la misma ĺınea que se
presentó en este caṕıtulo. En principio, la dificultad vendŕıa del hecho de que, para
superficies de género superior, la ecuación de Lichnerowicz-York no tiene solución
expĺıcita. Sin embargo, el inconveniente se resuelve debido a que, para estas superficies
es posible construir la Dinámica de Formas de manera perturbativa, obteniendo el
Hamiltoniano a través de una expansión a volúmenes grandes [22].
Caṕıtulo 5
Conclusiones y perspectivas
Se presentó una revisión de los aspectos básicos del método de mejor apareamiento
y del método general para obtener la teoŕıa de Dinámica de Formas a partir de la for-
mulación ADM de la Relatividad General, a través del procedimiento de intercambio
de simetŕıas.
Se aplicó el procedimiento de intercambio de simetŕıas para obtener explicitamente
la Dinámica de Formas en el toro en 2 + 1 dimensiones.
Posteriormente la integral de camino para el toro en 2+1 dimensiones, se llevó del
espacio de fase Γ(gab, π
ab) al espacio de fase reducido Γ(τ i, V, pi, 〈π〉), encontrando un
resultado compatible con el denominado sistema del tipo (τ, V ) en [25,26]. Mostrando
además que el Hamiltoniano de la Dinámica de Formas coincide con el Hamiltoniano
reducido.
Después de obtener el sistema del tipo (τ, V ), se mostró que por medio del Ha-
miltoniano de la Dinámica de Formas y la condición gauge de York (σ = 〈π〉 − t), es
directa la reducción de la integral de camino al espacio de fase Γ(τ i, pi). El cual se
denota como sistema del tipo τ [27, 28].
Con este trabajo se muestra que, con la teoŕıa de Dinámica de Formas se repro-
ducen los resultados obtenidos en el caso de la integral de camino en el espacio de
fase reducido para gravedad 2 + 1 dimensional en el 2 toro en la formulación ADM, lo
cual pretende aportar a mejorar la comprensión que se tiene de la teoŕıa de Dinámica
de Formas.
Como posible continuación del trabajo, se podŕıa considerar la integral de camino
para superficies de género superior, aprovechando el hecho de que para estos casos, la
Dinámica de Formas se puede construir de manera perturbativa, como se ha mostrado
en [22].
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Apéndice A
Método de Dirac para sistemas
restringidos
En este apéndice se siguen los argumentos propuestos por Dirac en [33]. Adicional-
mente se sigue como referencia a [34].
Consideremos la acción
S =
∫
L dt . (A.1)
Los momentos canónicos están dados por
pa =
∂L
∂q̇a
, (A.2)
si esta relación es invertible, las velocidades pueden ser expresadas en términos de los
momentos. En caso contrario tenemos las restricciones
χa(q, p) = 0 . (A.3)
Estas condiciones son conocidas como restricciones primarias.
El Hamiltoniano de la teoŕıa lo obtenemos de la transformación de Legendre
H = paq̇a − L , (A.4)
debido a las restricciones (A.3), este Hamiltoniano no está determinado en forma
única. El formalismo permanece inalterado si agregamos al Hamiltoniano una com-
binación lineal de las restricciones. De forma que, el Hamiltoniano total está dado
por
HT = H +N
aχa , (A.5)
donde los coeficientes Na son multiplicadores de Lagrange que deben ser determina-
dos.
Resulta conveniente escribir las restricciones (A.3) en la forma
χa ≈ 0 , (A.6)
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para enfatizar que están numéricamente restringidas a ser cero, pero su paréntesis de
Poisson con las variables canónicas es diferente de cero. Dos variables dinámicas f y
g se dicen débilmente iguales, f ≈ g, si coinciden en la subvariedad definida por las
restricciones (A.3). La evolución de una variable dinámica f está dada por
ḟ ≈ {f,HT}. (A.7)
Al imponer que las restricciones de la teoŕıa sean invariantes en el tiempo, obtenemos
las condiciones
χ̇a ≈ {χa, H}+N b{χa, χb} ≈ 0 , (A.8)
estas condiciones permiten determinar los multiplicadores de Lagrange o conducen
a nuevas restricciones conocidas como restricciones secundarias. De igual forma, la
invariancia de las restricciones secundarias puede conducir a restricciones terciarias
y aśı sucesivamente. La distinción entre restricciones primarias y secundarias no es
importante, por lo cual, todas las restricciones se denotan como χk.
Estas restricciones se dividen en dos clases: las restricciones cuyo paréntesis de
Poisson con todas las restricciones (incluidas ellas mismas) se anula débilmente, son
conocidas como restricciones de primera clase. En caso contrario son restricciones de
segunda clase. La presencia de restricciones primarias de primera clase implica que
existen multiplicadores de Lagrange que no pueden ser determinados [34].
En [33] se demuestra además que las restricciones de primera clase estan relacio-
nadas con la invariancia gauge de la teoŕıa, la cual puede ser usada para convertir las
restricciones de primera clase en restricciones de segunda clase. Después de fijar las
condiciones gauge, las restricciones se denotan como χα.
Debido a que el paréntesis de Poisson entre las restricciones y las variables dinámi-
cas no es necesariamente cero, se introduce el paréntesis de Dirac definido como
{f, g}D = {f, g} − {f, χα}Cαβ{χβ, g}, (A.9)
donde
Cαβ = {χα, χβ}, (A.10)
siendo Cαβ la matriz inversa de Cαβ.
Con esta definición, el paréntesis de Dirac entre las restricciones y las variables
dinámicas es cero. Después de la sustitución de los paréntesis de Poisson por los de
Dirac, las restricciones pueden ser fijadas a cero. La cuantización de la teoŕıa se lleva
a cabo de la forma usual reemplazando los paréntesis de Dirac por conmutadores o
anticonmutadores, según sea el caso.
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