Support Vector Machines (SVM) and Independent Component Analysis (ICA) are two powerful and relatively recent techniques. SVMs are classifiers which have demonstrated high generalization capabilities. ICA is a feature extraction technique which can be considered a generalization of Principal Component Analysis (PCA). In this paper we combine these two techniques for the face recognition problem. Experiments were made on two different face databases, achieving very high recognition rates. As the results using the combination PCA/SVM were not very far from those obtained with ICA/SVM, our experiments suggest that SVMs are relatively insensitive to the representation space.
Introduction
The face recognition problem has attracted much research effort in the last years. Although it has proven to be a very difficult task even for frontal faces, certain algorithms can perform well under constrained conditions. The most prominent work was [1] , which introduced the eigenfaces method, widely used as a reference. Recent advances in statistical learning theory, and in particular the introduction of Support Vector Machines [2] have made it possible to obtain very high accuracies for the object recognition problem. Independent Component Analysis [3] is also a relatively recent technique which has been mainly applied to blind signal separation, though it has been successfully applied to the face recognition problem too. This paper is organized as follows. In the next two sections we give a brief introduction to ICA and SVM. In section 4 we describe the experiments carried out. Section 5 concludes by presenting future directions of research.
Independent Component Analysis
Independent Component Analysis is a technique for extracting statistically independent variables from a mixture of them [3] . ICA has been successfully applied to many different problems such as MEG and EEG data analysis, finding hidden factors in financial data and face recognition (see [4] for an introduction and applications).
The ICA technique aims to find a linear transform for the input data using a basis as statistically independent as possible. Thus, ICA can be considered a generalization of Principal Component Analysis (PCA). PCA tries to obtain a representation of the inputs based on uncorrelated variables, whereas ICA provides a representation based on statistically independent variables. Figure 1 shows the difference between PCA and ICA basis images. In the context of face recognition, ICA has been showed to produce better results than those obtained with PCA, see [5] for a comparison. As opposed to PCA, ICA does not provide an intrinsic order for the representation coefficients of the face images. In [6] the best results were obtained with a order based on the ratio of between-class to within-class variance for each coefficient r = σ between /σ within , where σ between = j (x j −x) 2 is the variance of the j class means and σ within = j i (x ij −x) 2 is the sum of the variances within each class.
Support Vector Machines
We only give here a brief presentation of the basic concepts needed. The reader is referred to [7] for a more detailed introduction and to [8] for a list of applications of SVMs. SVMs are based on structural risk minimization, which is the expectation of the test error for the trained machine. This risk is represented as R(α), α being the parameters of the trained machine. Let l be the number of training patterns and 0 ≤ η ≤ 1. Then, with probability 1 − η the following bound on the expected risk holds [2] :
R emp (α) being the empirical risk, which is the mean error on the training set, and h is the VC dimension. SVMs try to minimize the second term of (1), for a fixed empirical risk.
For the linearly separable case, SVM provides the optimal hyperplane that separates the training patterns. The optimal hyperplane maximizes the sum of the distances to the closest positive and negative training patterns. This sum is called margin. In order to weight the cost of missclassification an additional parameter is introduced. For the non-linear case, the training patterns are mapped onto a high-dimensional space using a kernel function. In this space the decision boundary is linear. The most commonly used kernel functions are polynomials, exponential and sigmoidal functions.
Experiments
In order to establish the performance of ICA/SVM, in comparison with other schemes, we carried out experiments on two independent face databases, the Yale Face Database [9] , and a randomly chosen subset of the AR Face Database [10] . The Yale Face Database contains 165 images (11 per individual), with changes in facial expression, occlusion, and illumination conditions. From the AR Face Database we used 300 face images (12 per individual), with changes in facial expression and illumination conditions, and images taken in two sessions two weeks apart. All the results were obtained using 2-fold (AR) and 5-fold (Yale) cross-validation and varying the number of coefficients used in the range 1-N, N being the number of training images.
ICA coefficients were ordered according to the ratio r explained in section 2. All the images were previously converted to 256 gray levels and histogram equalization was applied. The background in the Yale images was manually removed with a rectangle. For the images of the AR database a more plausible normalization was accomplished. Besides histogram equalization, we also performed geometric normalization. The images were firstly cropped with an ellipse, thus removing hair and shoulders. The eyes and mouth were located manually and then the images were shifted both in x and y and warped in order to have the eyes and mouth in the same place for all the images.
The ICA algorithm we used in our experiments was FastICA [11] . The SVM classifier, as introduced in section 3, is a 2-class classifier. Therefore, we had to adapt it to our multiclass problem. There are two options: using N SVMs (N being the number of classes), separating one class from the rest, or using N (N − 1)/2 SVMs, one for each pair of classes. As the accuracies between these two approaches are almost the same [12] , we chose the first option, which is less complex. The SVM algorithm used in the experiments presented problems of convergence when the input coefficients had a relatively high magnitude. This may be alleviated by dividing the input coefficients by a constant value (Thorsten Joachims, personal communication). The results obtained appear in table 1. SVM was used only with polynomial (up to degree 3) and gaussian kernels (varying the kernel parameter σ). For the Yale Database, there is no clear difference between ICA/SVM and PCA/SVM. We postulate that this is due to the fact that the classification error is too close to zero, which does not allow for differences to be seen clearly. As for the AR images, although the best absolute results are obtained with ICA and SVM, the performance is not far from that obtained with PCA and SVM. This is consistent with the results reported in [13] , which suggested that SVM is relatively insensitive to the representation space. The results depicted in Figure 2 show that there is no significative difference between the combination ICA/SVM and PCA/SVM, albeit with the Nearest Mean Classifier ICA clearly improves the performance. Figure 2 : Cumulative rank error (error when we consider whether the correct identity is among the best n classifier results) and classification error as a function of the number of coefficients for the AR face set (SVM with the best absolute results obtained).
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Conclusions and Future Work
We obtained experimental results showing that very high recognition rates can be achieved using ICA/SVM, although PCA/SVM also gave good results. Thus, evidence was given for the fact that SVMs are relatively insensitive to the representation space, which is in accordance with the results reported in [13] , giving more importance to the trade-off between complexity and performance. In future work we plan to use techniques such as SVM in the dynamic face recognition problem, the objective being the recognition of face sequences.
