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Abstract
The truncated Euler-Maruyama (EM) method is proposed to approximate a
class of non-autonomous stochastic differential equations (SDEs) with the Ho¨lder
continuity in the temporal variable and the super-linear growth in the state vari-
able. The strong convergence with the convergence rate is proved. Moreover, the
strong convergence of the truncated EM method for a class of highly non-linear
time-changed SDEs is studied.
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1. Introduction
Stochastic differential equations (SDEs) have broad applications in many
areas such as finance, physics, chemistry and biology [1, 29]. However, most
SDEs do not have the explicit expressions of the true solutions. Therefore,
the numerical methods and the rigorous numerical analyses of those methods
become extremely important [16, 27].
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In this paper, we investigate the numerical approximation to the solutions
of a class of non-autonomous stochastic differential equations of the Itoˆ type


dx(t) = µ(t, x(t)) dt +
∑m
r=1 σ
r
(
t, x(t)
)
dW r(t), t ∈ [t0, T ],
x(t0) = x0,
where the coefficients obey the Ho¨lder continuity in the temporal variable and
the super-linear growth condition in the state variable. The detailed mathemat-
ical descriptions can be found in Section 2.
For non-autonomous SDEs with the Ho¨lder continuous temporal variable in
the coefficients, the randomized techniques are used to construct the Euler type
method [30] and the Milstein type method [18]. However, most papers that in-
vestigate non-autonomous SDEs only consider the global Lipschitz condition for
the state variable. Thus, one aim of this paper is to study the non-autonomous
SDEs whose coefficients may grow super-linearly in the state variable, known
as highly non-linear SDEs.
The classic Euler-Maruyama (EM) method has been proved divergent for
highly non-linear SDEs [10]. While bearing in mind the idea that explicit meth-
ods have their advantages in simple algorithm structure and relatively lower
computational cost in the simulations of a large number of sample paths [8], the
tamed Euler method [11] and the truncated Euler-Maruyama method [24] are
developed to approximate the solutions of highly non-linear SDEs. Some other
interesting works on explicit methods for highly non-linear SDEs are, for exam-
ple, [3, 7, 9, 12, 19, 31, 33, 35, 36, 38] and the references therein. However, those
explicit methods proposed to tackle the super-linearity in the state variable do
not take the non-autonomous SDEs into consideration.
When both the Ho¨lder continuity in the temporal variable and the super-
linearity in the state variable appear together in one SDE, few works have been
done on the numerical approximation to its solution. To fill up this gap, we
investigate the truncated Euler-Maruyama method for this type of SDEs in this
paper.
The time-changed SDEs, where the time variable t is replaced by some
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stochastic process E(t) (see Section 4 for the details), have attracted lots of
attentions in recent years [5, 22, 25, 28, 32, 34, 37]. Due to the change of the
time, the solution to the time-changed SDE is understood as a subdiffusion
process, which could be used to describe diffusion phenomena that move slower
than the Brownian motion [2, 26]. Numerical approximations to such type of
SDEs are also important, as the explicit forms of the true solutions are rarely
obtained. Only recently, authors in [15] studied the classical EM method for a
class of time-changed SDEs, both of whose drift and diffusion coefficients satisfy
the global Lipschitz condition. To our best knowledge, [15] is the first paper
to investigate the numerical approximation to time-changed SDEs by directly
discretising the equations. More recently, the semi-implicit EM method was
proposed in [4] to approximate some time-changed SDEs with the global Lips-
chitz condition on the drift coefficient being replaced by the one-sided Lipschitz
condition. Both of those two works used the duality principle proposed in [17],
which, briefly speaking, relates the time-changed SDEs to certain kind of SDEs
(see Section 4 for more details). In [13], the authors investigated the classical
EM for a larger class of time-changed SDEs without the application of the du-
ality principle, though the drift and diffusion coefficients still satisfy the global
Lipschitz condition. All the three works [4, 13, 15] investigated either the L1 or
L2 convergence.
In this paper, the truncated EM is used to approximate a class of time-
changed SDEs of the form
dy(t) = µ(E(t), y(t))dE(t) + σ(E(t), y(t))dW (E(t)).
To our best knowledge, this is the first work devoted to numerical approxima-
tions to time-changed SDEs, whose drift and diffusion coefficients are allowed
to grow super-linearly. Moreover, we consider the Lq convergence for any q ≥ 2.
The main contributions of our work are as follows.
• The truncated Euler-Maruyama method, which is an explicit method, is
proved to be convergent to SDEs with the Ho¨lder continuity in the tem-
poral variable and the super-linearity in the state variable.
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• The convergence rate of min{α, γ, 12 − ε} is given, where α and γ are the
Ho¨lder continuity indexes in the drift and diffusion coefficients, and ε > 0
could be arbitrarily small.
• The strong convergence of the truncated EM method for a class of time-
changed SDEs, whose coefficients can grow super-linearly, is proved.
The paper is constructed as follows. Section 2 briefly introduces the truncated
Euler-Maruyamamethod and some useful lemmas. The strong convergence with
the rate for classical SDEs is presented and proved in Section 3. The truncated
EM method for time-changed SDEs is discussed in 4. Numerical examples are
given in Section 5 to demonstrate the theoretical results.
2. Mathematical preliminaries
This section is divided into three parts. In Section 2.1, the notations and
assumptions are introduced. To keep the paper self-contained, the truncated
EM method is briefed in Section 2.2. Some useful lemmas are presented in
Section 2.3.
2.1. Notations and assumptions
Throughout this paper, unless otherwise specified, we let (ΩW ,F
W ,PW ) be
a complete probability space with a filtration {FWt }t∈[0,T ] satisfying the usual
conditions (that is, it is right continuous and increasing while FW0 contains all
PW -null sets), and let EW denote the probability expectation with respect to
P. If x ∈ Rd, then |x| is the Euclidean norm. Let xT denotes the transposition
of x. Moreover, for two real numbers a and b, we use a ∨ b = max(a, b) and
a ∧ b = min(a, b).
For d,m ∈ N, letW : [t0, T ]×ΩW → R
m be a standard {FWt }t∈[t0,T ]-Wiener
process. Moreover, let x : [t0, T ] × ΩW → R
d be an {FWt }t∈[t0,T ]-adapted
stochastic process that is a solution to Itoˆ type stochastic differential equation
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

dx(t) = µ(t, x(t)) dt +
∑m
r=1 σ
r
(
t, x(t)
)
dW r(t), t ∈ [t0, T ],
x(t0) = x0,
(1)
where EW |x0|
p < ∞ for any p > 0, the drift coefficient function µ : [t0, T ] ×
R
d → Rd and the diffusion coefficient function σr : [t0, T ] × R
d → Rd for
r ∈ {1, 2, · · · ,m}.
We impose the following assumptions on the drift and diffusion coefficients.
Assumption 2.1. Assume that there exist positive constants β and M such
that
|µ(t, x)− µ(t, y)| ∨ |σr(t, x)− σr(t, y)| 6M(1 + |x|β + |y|β)|x− y|,
for all t ∈ [t0, T ], any x, y ∈ R
d and any r ∈ {1, 2, · · · ,m}.
It can be observed from Assumption 2.1 that all t ∈ [t0, T ], r ∈ {1, 2, · · · ,m}
and x ∈ Rd
|µ(t, x)| ∨ |σr(t, x)| ≤ K|x|β+1, (2)
where
K = 2M + sup
t0≤t≤T
(|µ(t, 0)|+ max
1≤r≤m
|σr(t, 0)|).
Assumption 2.2. Assume that there exists a pair of constants q > 2 and
L1 > 0 such that
(x− y)T (µ(t, x) − µ(t, y)) +
q − 1
2
m∑
r=1
|σr(t, x)− σr(t, y)|2 ≤ L1|x− y|
2,
for all t ∈ [t0, T ] and any x, y ∈ R
d.
Assumption 2.3. Assume that there exists a pair of constants p > 2 and
L2 > 0 such that
xTµ(t, x) +
p− 1
2
m∑
r=1
|σr(t, x)|2 ≤ L2(1 + |x|
2), (3)
for all t ∈ [t0, T ] and any x ∈ R
d.
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Remark 2.4. It is clear that Assumption 2.3 may be derived from Assumption
2.2 but with more complicated coefficient in front of |σr(t, x)|2. To keep the
notation simple, we state Assumption 2.3 as a new assumption.
Assumption 2.5. Assume that there exist constants γ ∈ (0, 1], α ∈ (0, 1],
K1 > 0 and K2 > 0 such that
|µ(t1, x)− µ(t2, x)| ≤ K1(1 + |x|
β+1)|t1 − t2|
γ ,
|σr(t1, x)− σ
r(t2, x))| ≤ K2(1 + |x|
β+1)|t1 − t2|
α,
for all t ∈ [t0, T ], any x ∈ R
d and any r ∈ {1, 2, · · · ,m}, where the β is the
same as that in Assumption 2.1.
2.2. The truncated Euler-Maruyama method for non-autonomous SDEs
This part is to recall the truncated EM numerical scheme. To define the
truncated EM numerical solutions with time t, we choose a strictly increasing
continuous function f : R+ → R+ such that f(u)→∞ as u→∞ and
sup
t0≤t≤T
sup
|x|≤u
(|µ(t, x)| ∨ |σ(t, x)|) ≤ f(u), ∀u ≥ 1.
Denote by f−1 the inverse function of f . It is clear that f−1 is a strictly
increasing continuous function from [f(0),∞) to R+. We also choose a constant
hˆ ≥ 1 ∧ |f(1)| and a strictly decreasing function κ : (0, 1] → [|f(1)|,∞) such
that
lim
∆→0
κ(∆) =∞, ∆
1
4κ(∆) ≤ hˆ, ∀∆ ∈ (0, 1].
For a given step size ∆ ∈ (0, 1] let us define the truncated mapping π∆ :
R
d → {x ∈ Rd : |x| ≤ f−1(κ(∆))} by
π∆(x) =
(
|x| ∧ f−1(κ(∆))
)
x
|x|
,
where we set x/|x| = 0 when x = 0.
Define the truncated functions by
µ∆(t, x) = µ(t, π∆(x)), σ∆(t, x) = σ(t, π∆(x)), (4)
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for x ∈ Rd. It is easy to see that for any t ∈ [t0, T ] and all x ∈ R
d
|µ∆(t, x)| ∨ |σ∆(t, x)| ≤ f(f
−1(κ(∆))) = κ(∆).
The discrete-time truncated EM numerical solutions x∆(tk), to approximate
x(tk) for tk = k∆+ t0, are formed by setting x∆(t0) = x0 and computing
x∆(tk+1) = x∆(tk) + µ∆(tk, x∆(tk))∆ +
m∑
r=1
σr∆(tk, x∆(tk))∆W
r
k ,
for k = 0, 1, · · · , N∆, where N∆ is the integer part of T/∆ and we will set
tN∆+1 = T while ∆W
r
k =W
r(tk+1)−W
r(tk).
To form the continuous versions of truncated EM numerical schemes, we
define
τ(t) =
N∆∑
k=0
tkI[tk,tk+1)(t), t ∈ [t0, T ].
There are two versions of the continuous-time truncated EM solutions. The first
one is defined by
x∆(t) =
N∆∑
k=0
x∆(tk)I[tk,tk+1)(t),
which is a simple step process. The other one is defined by
x∆(t) = x0 +
∫ t
t0
µ∆(τ(s), x∆(s))ds+
m∑
r=1
∫ t
t0
σr∆(τ(s), x∆(s)) dW
r(s),
which is continuous in t ∈ [t0, T ].
2.3. Some useful lemmas
In this subsection, some lemmas that will be essential for the proof of the
main result in Section 3 are presented. The proofs of these lemmas are either
straightforward or can be found in references. Therefore, to focus our attention
on the proof of the main result, those lemmas are stated without proofs.
Lemma 2.6. Let Assumptions 2.1 and 2.3 hold. The SDE (1) has a unique
global solution x(t). Moreover,
sup
t0≤t≤T
EW |x(t)|
p <∞.
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The proof of the above lemma can be found in , for example, [23].
Lemma 2.7. For any ∆ ∈ (0, 1] and any p > 0, we have
EW |x∆(t)− x∆(t)|
p ≤ Cp∆
p
2 (κ(∆))p, ∀t ∈ [t0, T ],
where Cp is a positive constant dependent only on p. Consequently
lim
∆→0
EW |x∆(t)− x∆(t)|
p = 0, ∀t ∈ [t0, T ].
Lemma 2.8. Let Assumptions 2.1 and 2.3 hold. Then
sup
0<∆≤1
sup
t0≤t≤T
EW |x∆(t)|
p ≤ C,
where C is a positive constant independent of ∆.
From now on, the constants C, C1, C2, C3, C31 and C32 stand for generic
positive constants that are independent of ∆ and their values may change be-
tween occurrences.
The proofs of Lemmas 2.7 and 2.8 follow straightforwardly from the proofs
of Lemmas 3.1 and 3.2 in [24], by substituting µ∆(t, x∆(s)) and σ∆(t, x∆(s))
for µ∆(x∆(s)) and σ∆(x∆(s)), respectively.
Remark 2.9. From Lemma 2.8, it is easily obtained that
sup
0<∆<1
sup
t0≤t≤T
EW |x∆(t)|
p ≤ C.
3. Main results on classical SDEs
In this section, the strong convergence of the truncated EM method is proved
and the convergence rate is given. The main theorem of this paper is as follows.
Theorem 3.1. Let Assumptions 2.1, 2.2 and 2.5 hold. In addition, assume that
(3) in Assumption 2.3 is true for any p > 2. Then for any q ≥ 2, ∆ ∈ (0, 1]
and any ε ∈ (0, 1/4),
sup
t0≤t≤T
EW |x(t)− x∆(t)|
q ≤ C∆min (γ,α,
1
2−ε)q,
and
sup
t0≤t≤T
EW |x(t)− x∆(t)|
q ≤ C∆min (γ,α,
1
2−ε)q.
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Remark 3.2. To obtain the results hold for any q ≥ 2 and arbitrarily ε ∈
(0, 1/4), Assumption 2.3 is strengthened by requiring (3) to hold for any p > 2
instead of some p > 2 in Theorem 3.1. In this circumstance, the L2 in (3) is no
longer dependent on p.
To prove Theorem 3.1, we show Theorem 3.3 firstly, in which the format of
the convergence rate is a bit complicated. The proof of Theorem 3.1 is postponed
after the proof of the following theorem.
It should be noted that in Theorem 3.3 the Assumption 2.3 is not required
to be strengthened compared with Theorem 3.1.
Theorem 3.3. Let Assumptions 2.1, 2.2, 2.3 and 2.5 hold and assume that
p > (1 + β)q. Then, for any q ∈ [2, q) and ∆ ∈ (0, 1]
EW |x(t)− x∆(t)|
q ≤ C
((
f−1(κ(∆))
)[(1+β)q−p]/p
+∆q/2 (κ(∆))
q
+∆γq +∆αq
)
,
(5)
and
EW |x(t)− x∆(t)|
q ≤ C
((
f−1(κ(∆))
)[(1+β)q−p]/p
+∆q/2 (κ(∆))
q
+∆γq +∆αq
)
.
(6)
Proof. Fix q = [2, q) and ∆ ∈ (0, 1] arbitrarily. Let e∆(t) = x(t) − x∆(t) for
t ∈ [t0, T ]. By the Itoˆ formula, we have for any t0 ≤ t ≤ T ,
EW |e∆(t)|
q ≤ EW
∫ t
t0
q|e∆(s)|
q−2
(
eT∆(s)[µ(s, x(s)) − µ∆(τ(s), x∆(s))]
+
q − 1
2
m∑
r=1
|σr(s, x(s))− σr∆(τ(s), x∆(s))|
2
)
ds. (7)
By the Young inequality 2ab ≤ εa2 + b2/ε for any a, b ≥ 0 and ε arbitrary,
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choosing ε = (q − q)/(q − 1) leads to
q − 1
2
m∑
r=1
|σr(s, x(s))− σr∆(τ(s), x∆(s))|
2
≤
q − 1
2
m∑
r=1
(
(1 +
q − q
q − 1
)|σr(s, x(s)) − σr(s, x∆(s))|
2
+(1 +
q − 1
q − q
)|σr(s, x∆(s)) − σ
r
∆(τ(s), x∆(s))|
2
)
=
q − 1
2
m∑
r=1
|σr(s, x(s))− σr(s, x∆(s))|
2
+
(q − 1)(q − 1)
2(q − q)
m∑
r=1
|σr(s, x∆(s))− σ
r
∆(τ(s), x∆(s))|
2.
We can get from(7) that
EW |e∆(t)|
q
≤ EW
∫ t
t0
q|e∆(s)|
q−2
(
eT∆(s)[µ(s, x(s)) − µ(s, x∆(s))]
+
p− 1
2
m∑
r=1
[σr(s, x(s))− σr(s, x∆(s))]
2
)
ds
+EW
∫ t
t0
q|e∆(s)|
q−2eT∆(t)[µ(s, x∆(s))− µ(τ(s), x∆(s))] ds
+EW
∫ t
t0
q|e∆(s)|
q−2eT∆(t)[µ(τ(s), x∆(s))− µ∆(τ(s), x∆(s))] ds
+EW
∫ t
t0
q|e∆(s)|
q−2 (q − 1)(q − 1)
(q − q)
m∑
r=1
|σr(s, x∆(s))− σ
r(τ(s), x∆(s))|
2 ds
+EW
∫ t
t0
q|e∆(s)|
q−2 (q − 1)(q − 1)
(q − q)
m∑
r=1
|σr(τ(s), x∆(s))− σ
r
∆(τ(s), x∆(s))|
2 ds.
This implies
EW |e∆(t)|
q ≤ I1 + I2 + I3,
where
I1 = EW
∫ t
t0
q|e∆(s)|
q−2
(
eT∆(s)[µ(s, x(s)) − µ(s, x∆(s))]
+
p− 1
2
m∑
r=1
[σr(s, x(s)) − σr(s, x∆(s))]
2
)
ds,
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I2 = EW
∫ t
t0
q|e∆(s)|
q−2
(
eT∆(s)[µ(s, x∆(s))− µ(τ(s), x∆(s))]
+
(q − 1)(q − 1)
(q − q)
m∑
r=1
|σr(s, x∆(s))− σ
r(τ(s), x∆(s))|
2
)
ds,
and
I3 = EW
∫ t
t0
q|e∆(s)|
q−2
(
eT∆(s)[µ(τ(s), x∆(s))− µ∆(τ(s), x∆(s))]
+
(q − 1)(q − 1)
(q − q)
m∑
r=1
|σr(τ(s), x∆(s))− σ
r
∆(τ(s), x∆(s))|
2
)
ds.
By Assumption 2.2, we have
I1 ≤ C1EW
∫ t
t0
|e∆(s)|
q ds, (8)
where C1 = K2q. Using the Young inequality and Assumption 2.5, we can derive
I2 ≤ EW
∫ t
t0
q|e∆(s)|
q−2
(
1
2
|e∆(s)|
2 +
1
2
|µ(s, x∆(s))− µ(τ(s), x∆(s))|
2
+
(q − 1)(q − 1)
(q − q)
m∑
r=1
|σr(s, x∆(s))− σ
r(τ(s), x∆(s))|
2
)
ds
≤ C2
(
EW
∫ t
t0
|e∆(s)|
qds+ EW
∫ t
t0
|µ(s, x∆(s))− µ(τ(s), x∆(s))|
q ds
+
2(q − 1)(q − 1)
(q − q)
m∑
r=1
EW
∫ t
t0
|σr(s, x∆(s))− σ
r(τ(s), x∆(s))|
q ds
)
≤ C2
(
EW
∫ t
t0
|e∆(s)|
qds+ EW
∫ t
t0
Kq1(1 + |x∆(s)|
β1q)∆γq ds
+EW
∫ t
t0
Kq2(1 + |x∆(s)|
β2q)∆αq ds
)
.
Then by Lemma 2.6, we obtain
I2 ≤ C2
(
EW
∫ t
t0
|e∆(s)|
q ds+∆γq +∆αq
)
. (9)
11
Rearranging I3 gives
I3 ≤ EW
∫ t
t0
q|e∆(s)|
q−2
(
eT∆(t)[µ(τ(s), x∆(s))− µ(τ(s), x∆(s))]
+
2(q − 1)(q − 1)
(q − q)
m∑
r=1
|σr(τ(s), x∆(s)) − σ
r(τ(s), x∆(s))|
2
)
ds
+EW
∫ t
t0
q|e∆(s)|
q−2
(
eT∆(t)[µ(τ(s), x∆(s)) − µ∆(τ(s), x∆(s))]
+
2(q − 1)(q − 1)
(q − q)
m∑
r=1
|σr(τ(s), x∆(s)) − σ
r
∆(τ(s), x∆(s))|
2
)
ds
:= I31 + I32. (10)
By using the Young inequality and Assumption 2.1 we can show that
I31 ≤ EW
∫ t
t0
q|e∆(s)|
q−2
(
1
2
|eT∆(t)|
2 +
1
2
|µ(τ(s), x∆(s))− µ(τ(s), x∆(s))|
2
+
2(q − 1)(q − 1)
(q − q)
m∑
r=1
|σr(τ(s), x∆(s)) − σ
r(τ(s), x∆(s))|
2
)
ds
≤ C31
(
EW
∫ t
t0
|e∆(s)|
q ds+ EW
∫ t
t0
|µ(τ(s), x∆(s))− µ(τ(s), x∆(s))|
q
+
m∑
r=1
|σr(τ(s), x∆(s))− σ
r(τ(s), x∆(s))|
q ds
)
≤ C31
(
EW
∫ t
t0
|e∆(s)|
q ds
+MEW
∫ t
t0
(1 + |x∆(s)|
βq + |x∆(s)|
βq)|x∆(s)− x∆(s)|
q ds
)
.
Then, by the Ho¨lder inequality, Lemma 2.6 and Lemma 2.7, we arrive at
I31 ≤ C31
(
EW
∫ t
t0
|e∆(s)|
q ds+
∫ t
t0
(EW |x∆(s)− x∆(s)|
p)
q
p ds
)
≤ C31
(
EW
∫ t
t0
|e∆(s)|
q ds+∆
q
2 (κ(∆))q ds
)
. (11)
Similarly, we can show that
I32 ≤ C32
(
EW
∫ t
t0
|e∆(s)|
q ds+ EW
∫ t
t0
|µ(τ(s), x∆(s))− µ∆(τ(s), x∆(s))|
q
+
m∑
r=1
|σr(τ(s), x∆(s))− σ
r
∆(τ(s), x∆(s))|
q ds
)
.
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Recalling the definition of truncated EM method (4) and Assumption 2.1
gives
I32 ≤ C32
(
EW
∫ t
t0
|e∆(s)|
q ds+ EW
∫ t
t0
|µ(τ(s), x∆(s))− µ(τ(s), π∆(x∆(s)))|
q
+
m∑
r=1
|σr(τ(s), x∆(s))− σ
r
∆(τ(s), π∆(x∆(s))|
q) ds
)
≤ C32
(
EW
∫ t
t0
|e∆(s)|
q ds
+MEW
∫ t
t0
(1 + |x∆(s)|
βq + |π∆(x∆(s))|
βq)|x∆(s)− π∆(x∆(s))|
q ds
)
.
By the Ho¨lder inequality, we obtain
I32 ≤ C32
(
EW
∫ t
t0
|e∆(s)|
q ds+
∫ t
t0
[EW (1 + |x∆(s)|
p + |π∆(x∆(s))|
p)]
βq
p
×(EW |x∆(s)− π∆(x∆(s))|
pq
p−βq )
p−βq
p ds
)
≤ C32
(
EW
∫ t
t0
|e∆(s)|
q ds+
∫ t
t0
(EW [I{|x∆(s)|>f−1(κ(∆))}|x∆(s)|
pq
p−βq ])
p−βq
p ds
)
≤ C32
(
EW
∫ t
t0
|e∆(s)|
q ds
+
∫ t
t0
([P{|x∆(s)| > f
−1(κ(∆))}]
p−βq−q
p−βq [EW |x∆(s))|
p]
q
p−βq )
p−βq
p ds
)
≤ C32
(
EW
∫ t
t0
|e∆(s)|
q ds+
∫ T
t0
(
EW |x∆(s)|
p
(f−1(κ(∆)))p
) p−βq−q
p
ds
)
≤ C32
(
EW
∫ t
t0
|e∆(s)|
q ds+ (f−1(κ(∆)))(β+1)q−p
)
. (12)
Substituting (11) and (12) into (10), we arrive at
I3 ≤ C3
(
EW
∫ t
t0
|e∆(s)|
q ds+∆
q
2 (κ(∆))q + (f−1(κ(∆)))(β+1)q−p
)
. (13)
Then (8), (9) and (13) together imply that
EW |e∆(t)|
q ≤ C
(
EW
∫ t
t0
|e∆(s)|
q ds+ (f−1(κ(∆)))(β+1)q−p +∆
q
2 (κ(∆))q +∆γq +∆αq
)
.
An application of the Gronwall inequality yields that
EW |e∆(t)|
q ≤ C
(
(f−1(κ(∆)))(β+1)q−p +∆
q
2 (κ(∆))q +∆γq +∆αq
)
,
13
which is the required assertion (5). The other assertion (6) follows from (5) and
Lemma 2.7. Therefore, the proof is completed.
Now, we are ready to give the proof of Theorem 3.1.
Proof of Theorem 3.1
Recalling (2), we then define
f(u) = Kuβ+1, u ≥ 1,
which implies that
f−1(u) =
( u
K
) 1
β+1
.
Let
κ(∆) = ∆−ε for some ε ∈ (0,
1
4
) and hˆ ≥ 1.
Following Theorem 3.3, we obtain
EW |x(t) − x∆(t)|
q ≤ C
(
∆
ε(p−βq−q)
β+1 +∆
q(1−2ε)
2 +∆γq +∆αq
)
, (14)
and
EW |x(t) − x∆(t)|
q ≤ C
(
∆
ε(p−βq−q)
β+1 +∆
q(1−2ε)
2 +∆γq +∆αq
)
. (15)
Choosing p sufficiently large for
ε(p− βq − q)
β + 1
> min(γ, α,
1
2
− ε)q,
we can draw the assertions from (14) and (15) immediately. 
4. Main results on time-changed SDEs
This section is divided into two parts. In Section 4.1, mathematical pre-
liminaries about time-changed SDEs are presented together with some useful
lemmas. The result on the strong convergence of the truncated EM method is
presented in Section 4.2.
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4.1. Mathematical preliminaries for time-changed SDEs
Let D(t) be an RCLL increasing Le´vy process defined on a complete proba-
bility space (ΩD,F
D,PD) with a filtration
{
FDt
}
t≥0
satisfying the usual condi-
tions. Let ED denote the expectation under the probability measure PD. D(t)
is called subordinator starting from 0 if the Laplace transform is given by
EDe
−λD(t) = e−tφ(λ),
where the Laplace exponent is
φ(λ) =
∫ ∞
0
(
1− e−λx
)
ν(dx),
with
∫∞
0 (x ∧ 1)ν(dx) < ∞. We focus on the case when the Le´vy measure ν is
infinity, i.e. ν(0,∞) =∞., which implies that D(t) has strictly increasing paths
with infinitely many jumps and excludes the compound Poisson subordinator.
Let E(t) be the inverse of D(t), i.e.
E(t) := inf{u > 0;D(u) > t}, t ≥ 0.
We call E(t) an inverse subordinator.
Assume thatW (t) and D(t) are independent. Define the product probability
space by
(Ω,F ,P) := (ΩW × ΩD,F
W ⊗FD,PW ⊗ PD).
Let E denote the expectation under the probability measure P. It is clear that
E(·) = EDEW (·) = EWED(·).
In this section, we consider the following time-changed SDE
dy(t) = µ(E(t), y(t))dE(t) + σ(E(t), y(t))dW (E(t)), t ∈ [0, T ], (16)
with the initial value y(0) = y0. Here, for the simplicity of the notation, we
only consider the scale Wiener process W (i.e. m = 1 in Sections 2 and 3).
According to the duality principle in [17], the time-changed SDE (16) and
the classical SDE of Itoˆ type
dx(t) = µ(t, x(t))dt + σ(t, x(t))dW (t) (17)
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have a deep connection. The next theorem states such a relation more precisely,
which is borrowed from Theorem 4.2 in [17].
Theorem 4.1. Suppose Assumptions 2.1, 2.2, 2.3 and 2.5 hold. If x(t) is the
unique solution to the SDE (17), then the time-changed process x(E(t)), which
is an FWE(t)-semimartingale, is the unique solution to the time-changed SDE
(16). On the other hand, if y(t) is the unique solution to the time-changed SDE
(16), then the process y(D(t)), which is an FWt -semimartingale, is the unique
solution to the SDE (17).
The plan to numerically approximate the time-changed SDE (16) in this
section is as follows. Firstly, we discretize the inverse subordinator E(t) to get
E∆(t). Then the combination, x∆(E∆(t)), of the truncated EM solution to the
SDE (17), x∆(t), and the discretized inverse subordinator, E∆(t), is used to
approximate the solution to the time-changed SDE (16).
To approximate the E(t) in a given time interval [0, T ], we follow the idea
in [6]. Firstly, we simulate the path of D(t) by D∆(ti) = D∆(ti−1) + ξi with
D(t0) = 0, where ξi is independently identically sequence with ξi = D(t1) in
distribution. The process is stopped when
T ∈ [D∆(tn), D∆(tn+1)),
for some n. Then the approximate E∆(t) to E(t) is generated by
E∆(t) = (min{n;D∆(tn) > t} − 1)∆, (18)
for t ∈ [0, T ]. It is easy to see
E∆(t) = i∆, when t ∈ [D∆(ti), D∆(ti+1)).
The next lemma provides the approximation error of E∆(t) to E(t), whose
proof can be found in [15, 20].
Lemma 4.2. Let E(t) be the inverse of a subordinator D(t) with infinite Le´vy
measure. Then for any t ∈ [0, T ]
E(t)−∆ ≤ E∆(t) ≤ E(t) a.s.
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The following lemma states that any inverse subordinator E(t) with infinite
Le´vy measure is known to have the exponential moment [15, 21].
Lemma 4.3. Let E(t) be the inverse of a subordinator D(t) with Laplace expo-
nent φ and infinite Le´vy measure, then for any C ∈ R and t ≥ 0,
ED
(
eCE(t)
)
<∞.
We also need the continuity of the solution to (17) presented in the next
lemma. The proof is not hard to obtain by using the standard approach (see
for example [23]).
Lemma 4.4. Suppose that Assumptions 2.1 and 2.3 hold. Then for any q <
p/(β + 1) and |t− s| < 1, the solution to (17) satisfies
EW |x(t) − x(s)|
q ≤ C4|t− s|
q/2eC4t,
where C4 is a constant independent of t and s.
4.2. Strong convergence of the truncated EM method for time-changed SDEs
Before the main result is presented, we make some remarks on the constant,
C, in Theorem 3.1. Since the main purpose of Theorem 3.1 is to show the
convergence rate, we do not give the explicit form of the constant C. But it is
not hard by going through the proof to see that C(t) := C contains the time
variable t only in the form of exp(some constant × t). This means that if we
replace t by E(t), we have ED(C(E(t))) <∞ by Lemma 4.3.
Theorem 4.5. Let Assumptions 2.1, 2.2 and 2.5 hold. In addition, assume
that (3) in Assumption 2.3 is true for any p > 2. Then the combination of the
truncated Euler-Maruyama solution and the discretized inverse subordinator,
i.e. x∆(E∆(t)), converges strongly to the solution of (16)
E |y(t)− x∆(E∆(t))|
q
≤ Ctc∆
min(γ,α, 12−ε)q,
for any q ≥ 2, ∆ ∈ (0, 1], ε ∈ (0, 1/4) and t ∈ [0, T ], where Ctc is constant
independent from ∆.
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Proof. By Theorem 4.1 and the elementary inequality, we have
E |y(t)− x∆(E∆(t))|
q
= E |x(E(t)) − x∆(E∆(t))|
q
≤ 2q−1
(
E |x(E(t)) − x(E∆(t))|
q
+ E |x(E∆(t)− x∆(E∆(t))|
q
)
.
By Lemmas 4.2, 4.3 and 4.4, we can see
E |x(E(t)) − x(E∆(t))|
q
≤ C4∆
q/2
ED
(
eC4E(t)
)
≤ C5∆
q/2, (19)
where C5 is a constant independent from ∆. By Lemma 4.2 and Theorem 3.1,
we obtain
E |x(E∆(t)− x∆(E∆(t))|
q ≤ ED(C)∆
min (γ,α, 12−ε)q ≤ C6∆
min (γ,α, 12−ε)q, (20)
where C6 is a constant independent from ∆. Combining (19) and (20), we have
the required assertion.
5. Numerical Simulations
This section is divided into two parts. The numerical simulations on SDEs
are presented in Section 5.1 and time-changed SDEs are displayed in Section
5.2.
5.1. Simulations for SDEs
Two examples with the different theoretical convergence rates are presented
in this part. Computer simulations are conducted to verify the theoretical re-
sults.
Example 5.1. Consider a scalar stochastic differential equation


dx(t) =
(
[t(1− t)]
1
4x2(t)− 2x5(t)
)
dt+
(
[t(1− t)]
1
4x2(t)
)
dW (t),
x(t0) = 2,
(21)
with t0 = 0 and T = 1.
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For any q > 2, we can see
(x− y)T (µ(t, x)− µ(t, y)) +
q − 1
2
|σr(t, x) − σr(t, y)|2
≤ (x− y)2
(
[t(1− t)]
1
4 (x+ y)− 2(x4 + x3y + x2y2 + xy3 + y4)
+
q − 1
2
[t(1− t)]
1
2 (x+ y)2
)
.
But
−2(x3y + xy3) = −2xy(x2 + y2) ≤ (x2 + y2)2 = x4 + y4 + 2x2y2.
Therefore,
(x− y)T (µ(t, x) − µ(t, y)) +
q − 1
2
|σr(t, x)− σr(t, y)|2
≤ (x− y)2
(
[t(1− t)]
1
4 (x+ y)− x4 − y4 + (q − 1)[t(1− t)]
1
2 (x2 + y2)
)
≤ L1(x − y)
2,
where the last inequality is due to the fact that polynomials with the negative
coefficient for the highest order term can always be bounded from above. This
indicates that Assumption 2.2 holds.
In addition, for any p > 2, we have
xTµ(t, x) +
p− 1
2
|σ(t, x)|2 ≤ x3 − 2x6 +
p− 1
2
|x|4 ≤ K1(1 + |x|
2),
which means that Assumption 2.3 is satisfied.
Using the mean value theorem for the temporal variable, Assumptions 2.1 and
2.5 are satisfied with α = γ = 1/4 and β = 4. According to Theorem 3.3, we
know that
EW |x(t)− x∆(t)|
q ≤ C
(
(f−1(κ(∆)))(5q−p)/p +∆q/2(κ(∆))q +∆q/4
)
,
and
EW |x(t)− x∆(t)|
q ≤ C
(
(f−1(κ(∆)))(5q−p)/p +∆q/2(κ(∆))q +∆q/4
)
.
Due to that
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sup
t0≤t≤T
sup
|x|≤u
(|µ(t, x) ∨ |σ(t, x)|) ≤ 3u5, ∀u ≥ 1,
we choose f(u) = 3u5 and κ(∆) = ∆−ε, for any ε ∈ (0, 1/4). As a result,
f−1(u) = (u/3)1/5 and f−1(κ(∆)) = (∆−ε/3)1/5. Choosing p sufficiently large,
we can get from Theorem 3.1 that
sup
0≤t≤1
EW |x(t) − x∆(t)|
q ≤ C∆q/4,
and
sup
0≤t≤1
EW |x(t) − x∆(t)|
q ≤ C∆q/4,
which imply that the convergence rate of truncated EM method for the SDE
(21) is 1/4.
Let us compute the approximation of the mean square error. We run M =
1000 independent trajectories for every different step sizes, 10−1, 10−2, 10−3,
10−8. Because it is hard to find the true solution for the SDE, the numerical
solution with the step size 10−8 is regarded as the exact solution.
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Figure 1: The L1 errors between the exact solution and the numerical solutions for step sizes
∆ = 10−1, 10−2, 10−3.
By the linear regression, also shown in the Figure 1(a), the slope of the
errors against the step sizes is approximately 0.24629, which is quite close to
the theoretical result.
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Example 5.2. Consider the scalar stochastic differential equation


dx(t) =
(
[(t− 1)(2− t)]
1
5 x2(t)− 2x5(t)
)
dt+
(
[(t− 1)(2− t)]
2
5x2(t)
)
dW (t),
x(t0) = 2,
(22)
where t0 = 1 and T = 2. In the similar way as Example 5.1, we can verify that
Assumptions 2.2 and 2.3 hold.
Moreover, the mean value theorem is used to verify that Assumptions 2.1
and 2.5 are satisfied with α = 2/5, γ = 1/5 and β = 4.
We can get from Theorem 3.1 that
sup
1≤t≤2
EW |x(t) − x∆(t)|
q ≤ C∆q/5,
and
sup
1≤t≤2
EW |x(t) − x∆(t)|
q ≤ C∆q/5,
which implies that the convergence rate of truncated EM method for the SDE
(22) is 1/5. Simulation is conducted using the same strategy as that in Example
5.1. Using the linear regression, also seen in the figure 1(b), the slope of the
errors against the step sizes is approximately 0.20550, which coincides with the
theoretical result.
5.2. Simulations for time-changed SDEs
Example 5.3. A two-dimensional time-changed SDE


dy1(t) = −2y
4
1(t) dt+ y
2
2(t) dW (t),
dy2(t) = −2y
4
2(t) dt+ y
2
1(t) dW (t),
(23)
is considered with the initial data y1(0) = 1 and y2(0) = 2.
For a given step size h, one path of the numerical solution to (23) is simulated
in the following way.
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Step 1. The truncated EM method with the step size ∆ is used to simulate
the numerical solution, x∆(tk), for k = 1, 2, 3, ..., to the duel SDE


dx1(t) = −2x
4
1(t) dt+ x
2
2(t) dW (t),
dx2(t) = −2x
4
2(t) dt+ x
2
1(t) dW (t).
Step 2. One path of the subordinator D(t) is simulated with the same step
size ∆. (see for example [14]).
Step 3. The Eh(t) is found by using (18).
Step 4. The combination, x∆(Eh(t)), is used to approximate the solution to
(23).
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Figure 2: Numerical simulations of D(t), E(t), y1(t) and y2(t)
For t ∈ [0, 1] and ∆ = 10−4, Figure 2(a) shows one path of D(t) and Figure
22
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Figure 3: Blue line: Loglog plot of the strong L1 error against the step size. Red Line: The
reference line with the slope of 1/2.
2(b) displays one path of E(t). Paths of y1(t) and y2(t) are plotted in Figures
2(c) and 2(d), respectively.
Now we demonstrate the strong convergence rate. Since the explicit solution
ia hard to obtain, we treat the numerical solution with ∆ = 10−8 as the true
solution. One hundred samples are used to compute the strong convergence
with the step sizes 10−2, 10−3 and 10−4. We pick up ǫ = 0.01, by Theorem 4.5
a strong convergence rate that is closed to 0.5 is expected. Figure 3 illustrate
such a convergence rate.
6. Conclusion
In this paper, we apply the truncated EMmethod for a class of non-autonomous
classical SDEs with the Ho¨lder continuity in the temporal variable and the
super-linear growth in the state variable. The strong convergence with the rate
is proved.
In addition, the results on the classical SDEs are used to prove that the
truncated EM method can also work well for a class of highly non-linear time-
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changed SDEs. Such a result provides a trusted numerical method for a much
larger class of time-changed SDEs than those in existing works.
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