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Abstract
We extend to matroids Smith’s Conjecture that any two distinct longest cycles of a k-connected
graph meet in at least k vertices when k  2. We generalize several known results for graphs and
matroids by proving the matroid conjecture in the case that k = 2.
 2004 Elsevier Inc. All rights reserved.
1. Introduction
The following fundamental conjecture on graph structure was given by Smith in 1979.
It has been established by Grötschel and Nemhauser [2], Grötschel [3], and Bondy and
Häggkvist (see [3]) for k  10.
Conjecture 1.1. If C and D are longest cycles of a k-connected graph G for k  2, then
C and D meet in at least k vertices.
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The truth of the following conjecture would imply the truth of Smith’s Conjecture as a
special case. The notation used here follows Oxley [5].
Conjecture 1.2. If C and D are largest circuits of a k-connected matroid M with at least
2(k − 1) elements, then r(C ∪ D) r(C)+ r(D) − k + 1.
Let M be a matroid. The set of circuits of M is denoted by C(M). The circumference
of M is denoted by c(M). The cycle matroid of the graph consisting of four internally
disjoint paths of lengths a, b, c, and d that join two distinct fixed vertices is denoted
by M(a,b, c, d). Let U+2,4 and R7 denote the matroids with Euclidean representations as
pictured.
We next establish an extension of Conjecture 1.2 in the case that k = 2.
Theorem 1.3. If C1 and C2 are distinct circuits of a 2-connected matroid M with
|C1| + |C2|  2c(M) − 1, then r(C1 ∪ C2)  r(C1) + r(C2) − 1. Moreover, equality
holds if and only if M|(C1 ∪ C2) is isomorphic to U1,3, U1,4, U+2,4, R7, M(c2 , c2 , c2 , c2 ),
M(c−12 ,
c−1
2 ,
c−1
2 ,
c+1
2 ), or M(
c
2 ,
c
2 ,
c
2 ,
c−2
2 ), where c = c(M).
Several consequences of the above result are given next. The first two consequences
are due to Seymour (see [1]) and McGuinness [4, Proposition 5.1], respectively. The third
consequence is a useful fact involving largest circuits in matroids. The fourth consequence
is an attractive dual form of the longest cycle vertex-intersection property in terms of largest
minimal edge cuts (bonds).
Corollary 1.4. If C is a largest circuit of a connected matroid M , then all circuits of M/C
have at most |C| − 1 elements.
Corollary 1.5. If M is a connected binary matroid with distinct circuits C1 and C2 such
that r(C1 ∪C2) = r(C1)+ r(C2), then |C1| + |C2| 2(c(M)− 1).
Corollary 1.6. If C1 and C2 are largest circuits of a connected matroid M , then
M|(C1 ∪C2) is connected.
Corollary 1.7. If B1 and B2 are largest bonds of a 2-connected graph G, then there is a
bond B of G that is contained in B1 ∪ B2 and that meets both B1 and B2 in at least one
edge.
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We give two results are due to Tutte [6] and Seymour [5, Lemma 8.3.2], respectively,
before we give the proof of Theorem 1.3.
Lemma 2.1. If e is an element of a 2-connected matroid M , then M\e or M/e is 2-con-
nected.
Lemma 2.2. Let (X1,X2) be an exact 2-separation of a matroid M that is 2-connected but
not 3-connected. If D1 and D2 are circuits of M that meet both X1 and X2, then D1 ∩ X1
is not a proper subset of D2 ∩ X1.
Proof. We may assume that |C1| = c(M) and |C2| c(M)−1. Suppose that r(C1 ∪C2) =
r(C1) + r(C2) and that M has the fewest number of elements among all counterex-
amples to the theorem statement. As M|(C1 ∪ C2) is disconnected, C1 ∩ C2 = ∅. Let
e ∈ E(M)\cl(C1 ∪ C2). By Lemma 2.1, M\e or M/e is 2-connected. This contradicts
the minimality of M as (M\e)|(C1 ∪ C2) = (M/e)|(C1 ∪ C2) = M|(C1 ∪ C2). Hence
cl(C1 ∪ C2) = E(M). As M is 2-connected, E(M)\(cl(C1) ∪ cl(C2)) = cl(C1 ∪ C2)\
(cl(C1)∪ cl(C2)) = ∅. Let e ∈ cl(C1 ∪C2)\(cl(C1)∪ cl(C2)). The proof of the following
lemma is straightforward.
Lemma 2.3. Each circuit contained in C1 ∪ C2 ∪ e other than C1 and C2 contains e and
meets both C1 and C2.
Let C ∈ C(M) with e ∈ C ⊆ (C1 ∪C2 ∪e). Then C meets both C1 and C2 by Lemma 2.3.
Both C1 −C and C2 −C are nonempty as |C| c(M). The sets (C1 −C)∪ (C ∩C2) and
(C2 − C) ∪ (C ∩ C1) partition the 2c(M) or (2c(M) − 1)-element set C1 ∪ C2. We may
assume that |(C1 −C)∪ (C ∩ C2)| c(M) by symmetry.
Let f ∈ C ∩ C1. Apply the strong circuit elimination axiom to (C,C1) to obtain C3 ∈
C(M) with e ∈ C3 ⊆ (C ∪ C1) − f . Let C4 ∈ C(M) with C4 ⊆ (C ∪ C3) − e. Lemma 2.3
implies that C4 is either C1 or C2. As C4 does not meet C2 − C, the former occurs and
C1 −C ⊆ C3.
If C ∩ C2 ⊆ C3, then |C3|  |(C1 − C) ∪ (C ∩ C2) ∪ e| > c(M); a contradiction. Let
g ∈ (C ∩ C2) − C3. Apply the strong circuit elimination axiom to (C,C3) to obtain C5 ∈
C(M) with g ∈ C5 ⊆ (C ∪C3)− e ⊆ C1 ∪C2. Then C5 is neither C1 nor C2 as g ∈ C5 and
C5 ∩ (C2 −C) = ∅. This contradicts Lemma 2.3. Thus r(C1 ∪ C2) r(C1)+ r(C2)− 1.
If M|(C1 ∪ C2) is as listed in the theorem statement, then it is straightforward to find a
pair of distinct circuits satisfying the hypothesis of the theorem. To complete the proof we
suppose that r(C1 ∪C2) = r(C1)+ r(C2)−1 and show that M|(C1 ∪C2) is as given in the
theorem statement. Assume that |C1| = c(M) and |C2| ∈ {c(M)− 1, c(M)}. If c(M) 3,
then it is straightforward to show that M|(C1 ∪ C2) is isomorphic to U1,3, U1,4, U+2,3,
or U+2,4. Assume that c(M) 4.
Suppose C1 ∩ C2 = ∅. Then r(C1 ∩ C2)  r(C1) + r(C2) − r(C1 ∪ C2) = 1 so that
there exists a unique element e ∈ C1 ∩ C2. Then (C1 − e,C2) is an exact 2-separation of
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But |D| = |C1| + |C2| − 1 2c(M)− 2 > c(M); a contradiction. Hence C1 ∩ C2 = ∅.
Let N = (M|(C1 ∪ C2))∗. Let A1,A2, . . . ,Am and B1,B2, . . . ,Bn denote the parallel
classes of the lines C1 and C2, respectively, in the rank three matroid N . A line of N
contains at least |C1| + |C2| − c(M) = |C2| points as its complementary set is a circuit of
M|(C1 ∪C2). Let c = c(M).
Suppose that |C2| = c. All points of N lie on the disjoint lines A1 ∪ B1 and A2 ∪ B2.
Suppose that one of these four sets, say A1, has fewer than c2 points. Then |A1 ∪ Bi | c
so that |Bi | > c2 for i = 1,2. Thus |C2| > c; a contradiction. Hence each of these four sets
contains at least, and thus exactly, c2 points. Hence N consists of four parallel classes in
general positions in rank three. Then N∗ = M|(C1 ∪ C2) ∼= M(c2 , c2 , c2 , c2 ). Suppose that|C2| = c − 1. Each line of N contains at least |C2| = c(M)− 1 points. Hence at most one
point of N is not on the lines A1 ∪ B1 and A2 ∪ B2. Thus m 3 and n 3.
Suppose that m = 3. Then A3, and by symmetry A1 and A2, contains exactly one point.
Hence c(M) = |C1| = 3; a contradiction. Thus m = 2. Assume n = 3. Then, arguing as
before, |B1| = |B2| = |B3| = 1 and |C2| = 3. Each line Ai ∪ Bj contains at least three
points so that each Ai contains at least two points. Thus |A1| = |A2| = 2. Then M|(C1 ∪
C2) ∼= R7. If m = n = 2, then by a similar parity argument M|(C1 ∪ C2) is isomorphic to
either M(c−12 ,
c−1
2 ,
c−1
2 ,
c+1
2 ) or M(
c
2 ,
c
2 ,
c
2 ,
c−2
2 ). 
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