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ABSTRACT
We measure the stellar mass function (SMF) and stellar mass density of galaxies in the COSMOS field up to z ∼ 6. We select them in the near-IR
bands of the COSMOS2015 catalogue, which includes ultra-deep photometry from UltraVISTA-DR2, SPLASH, and Subaru/Hyper Suprime-
Cam. At z > 2.5 we use new precise photometric redshifts with error σz = 0.03(1 + z) and an outlier fraction of 12%, estimated by means of the
unique spectroscopic sample of COSMOS (∼100 000 spectroscopic measurements in total, more than one thousand having robust zspec > 2.5). The
increased exposure time in the DR2, along with our panchromatic detection strategy, allow us to improve the completeness at high z with respect
to previous UltraVISTA catalogues (e.g. our sample is >75% complete at 1010M and z = 5). We also identify passive galaxies through a robust
colour–colour selection, extending their SMF estimate up to z = 4. Our work provides a comprehensive view of galaxy-stellar-mass assembly
between z = 0.1 and 6, for the first time using consistent estimates across the entire redshift range. We fit these measurements with a Schechter
function, correcting for Eddington bias. We compare the SMF fit with the halo mass function predicted from ΛCDM simulations, finding that at
z > 3 both functions decline with a similar slope in the high-mass end. This feature could be explained assuming that mechanisms quenching star
formation in massive haloes become less effective at high redshifts; however further work needs to be done to confirm this scenario. Concerning
the SMF low-mass end, it shows a progressive steepening as it moves towards higher redshifts, with α decreasing from −1.47+0.02−0.02 at z ' 0.1 to
−2.11+0.30−0.13 at z ' 5. This slope depends on the characterisation of the observational uncertainties, which is crucial to properly remove the Eddington
bias. We show that there is currently no consensus on the method to quantify such errors: different error models result in different best-fit Schechter
parameters.
Key words. galaxies: evolution – galaxies: luminosity function, mass function – galaxies: statistics – galaxies: high-redshift
1. Introduction
In recent years, improvements in observational techniques and
new facilities have allowed us to capture images of the early
universe when it was only a few billion years old. The Hubble
Space Telescope (HST) has now provided samples of high-
z (z & 3) galaxies selected in stellar mass (Koekemoer et al.
2011; Grogin et al. 2011; Illingworth et al. 2013), which repre-
sent a breakthrough similar to the advent of spectroscopic sur-
veys at z ∼ 1 more than a decade ago (Cimatti et al. 2002;
Davis et al. 2003; Grazian et al. 2006). Indeed, they have a sta-
tistical power comparable to those pioneering studies, allowing
for the same fundamental analyses such as the estimate of the
observed galaxy stellar mass function (SMF). This statistical
tool, providing a description of stellar mass assembly at a given
epoch, plays a pivotal role in studying galaxy evolution.
We can distinguish between different modes of galaxy
growth, for example by comparing the SMF of galaxies divided
by morphological type or environment (e.g. Bolzonella et al.
2010; Vulcani et al. 2011; Mortlock et al. 2014; Moffett et al.
2016; Davidzon et al. 2016). Moreover, their rate of stellar mass
? Based on data products from observations made with ESO Tele-
scopes at the La Silla Paranal Observatory under ESO programme
ID 179.A-2005 and on data products produced by TERAPIX and the
Cambridge Astronomy Survey Unit on behalf of the UltraVISTA con-
sortium (http://ultravista.org/). Based on data produced by the
SPLASH team from observations made with the Spitzer Space Tele-
scope (http://splash.caltech.edu).
accretion changes as a function of z, being more vigorous at ear-
lier epochs (e.g. Tasca et al. 2015; Faisst et al. 2016a). Thus, the
SMF can give an overview of the whole galaxy population, at
least down to the limit of stellar mass completeness, over cos-
mic time. Although more difficult to compute than the luminos-
ity function (LF), the SMF is more closely related to the star
formation history of the universe, with the integral of the lat-
ter being equal to the stellar mass density after accounting for
mass loss (Arnouts et al. 2007; Wilkins et al. 2008; Ilbert et al.
2013; Madau & Dickinson 2014). Moreover, such a direct link to
star formation rate (SFR) makes the observed SMF a basic com-
parison point for galaxy formation models. Both semi-analytical
and hydrodynamical simulations are often (but not always, see
e.g. Dubois et al. 2014) calibrated against the local SMF (e.g.
Guo et al. 2011, 2013; Genel et al. 2014; Schaye et al. 2016);
measurements at z > 0 are then used to test theoretical predic-
tions (Torrey et al. 2014; Furlong et al. 2015, and many others).
Deep HST surveys probe relatively small areas, resulting
in sample variance significantly greater than ground-based ob-
servations conducted over larger fields (Trenti & Stiavelli 2008;
Moster et al. 2011). Therefore it is difficult for them to make
measurements at low-intermediate redshifts (z . 2) where the
corresponding volume is smaller. As a consequence, the lit-
erature lacks mass functions consistently measured from the
local to the early universe. Such a coherent set of estimates
would facilitate those studies probing a wide redshift range (e.g.
Moster et al. 2013; Henriques et al. 2015; Volonteri et al. 2015),
which at present have to combine miscellaneous datasets.
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To get a continuous view of galaxies’ history, one has
to combine low-z estimates (e.g. Fontana et al. 2004, 2006;
Pozzetti et al. 2010; Ilbert et al. 2010) with SMFs derived at
z > 3 (e.g. McLure et al. 2009; Caputi et al. 2011; Santini et al.
2012). Unfortunately, linking them is not an easy task. In par-
ticular, samples at different redshifts are built with heteroge-
neous photometry and selection effects. For instance, at high-z,
instead of using photometric redshifts, the widespread approach
is based on the “drop-out” technique that selects Lyman-break
galaxies (LBGs, Steidel et al. 1996). Even when photometric
redshifts are used across the whole redshift range, differences,
for example in the method to fit galaxies’ spectral energy dis-
tribution (SED), may cause systematics in their redshift distri-
bution, or in following steps of the analysis, such as the eval-
uation of stellar mass (for a comparison among various SED
fitting code, we refer to Conroy 2013; Mitchell et al. 2013;
Mobasher et al. 2015). Eventually, such inhomogeneity among
the joined samples can produce spurious trends in the evolution
of the SMF (Marchesini et al. 2009, for a critical assessment of
SMF systematics).
Tackling these limitations is one of the main goals of the Ul-
traVISTA survey (McCracken et al. 2012) and the Spitzer Large
Area Survey with Hyper Suprime-Cam (SPLASH, Capak et al.
2012). These surveys cover the 2 square degrees of the
COSMOS field (Scoville et al. 2007) in near and medium IR
(NIR and MIR), respectively. With them, our collaboration built
a catalogue of galaxies (COSMOS2015) from z = 0 to 6.
The COSMOS2015 catalogue has been presented in Laigle et al.
(2016), where we showed the gain in terms of large-number
statistics (due to the large volume probed) and improved depth
(reaching Ks = 24.7 and [3.6 µm] = 25.5, at 3σ in 3′′ diameter
aperture). The deeper exposure translates to a higher complete-
ness of the sample down to lower stellar masses with respect to
previous versions of the catalogue.
In this paper we exploit the COSMOS2015 catalogue (to-
gether with exquisite ancillary data available in COSMOS) to de-
rive a galaxy SMF up to z ∼ 6, that is, when the universe was ap-
proximately 1 Gyr old. Following galaxy mass assembly across
such a large time-span allows one to identify crucial stages of
galaxies’ lives, from the reionization era (see Robertson et al.
2015), through the “cosmic noon” at z ∼ 2 (Madau & Dickinson
2014), until more recent epochs when many galaxies have be-
come red and dead (e.g. Faber et al. 2007). We aim at juxtapos-
ing these key moments to get a global picture, also separating
populations of active (i.e. star forming) and passive (quiescent)
galaxies.
We organise our work as follows. First, we describe the COS-
MOS2015 catalogue and the other datasets that we use, with par-
ticular attention being paid to sample completeness (Sect. 2).
At z 6 2.5 we rely on the original SED fitting estimates from
Laigle et al. (2016), while at higher z we recompute photometric
redshifts (zphot, Sect. 3) and stellar masses (M, Sect. 4) with an
updated SED fitting setup optimised for the 3 . z . 6 range.
Since the novelty of this work is the analysis between z = 2.5
and 6 we present in Sect. 5 the SMFs at z > 2.5, while those at
lower redshifts (directly derived from L16) can be found in the
Appendix. The evolution of the SMF in the full redshift range,
from z ∼ 6 down to 0.2, is then discussed in Sect. 6. Eventually,
we summarise our work in Sect. 7.
Throughout this paper we assume a flat ΛCDM cosmology
with Ωm = 0.3, ΩΛ = 0.7, and h70 ≡ H0/(70 km s−1 Mpc−1) = 1.
Galaxy stellar masses, when derived from SED fitting, scale as
the square of the luminosity distance; therefore, there is a factor
h−270 kept implicit throughout this paper (we refer to Croton 2013,
for an overview on cosmology conversions and their conven-
tional notation). Magnitudes are in the AB system (Oke 1974).
2. Dataset
A description of our dataset is summarised in Sect. 2.1.
Section 2.2 offers a comprehensive discussion about its com-
pleteness as a function of flux in IRAC channel 1 (i.e., at
∼3.6 µm). The core of our analysis is the COSMOS2015 cat-
alogue, recently published in Laigle et al. (2016, L16 in the
following); other COSMOS datasets provide additional infor-
mation. A complete list of the surveys carried out by the
collaboration can be found on the official COSMOS website1.
2.1. Photometry
One cornerstone of the COSMOS2015 photometry comes from
the new Y , J, H, and Ks images from the second data release
(DR2) of the UltraVISTA survey (McCracken et al. 2012), along
with the z++ band from Suprime-Cam at Subaru (Miyazaki et al.
2012). These images were added together to build a stacked de-
tection image, as explained below.
The catalogue also includes the broadband optical filters
u∗, B,V, r, i+, and 14 intermediate and narrow bands. In NIR, Ul-
traVISTA is complemented by the y band images from the Hyper
Suprime-Cam (HSC), as well as H and Ks from WIRCam (at
the Canada-France-Hawaii Telescope). The point-spread func-
tion (PSF) in each band from u∗ to Ks is homogenised, so
that the fraction of flux in a 3′′ diameter aperture suffers from
band-to-band seeing variations by less than 5% (see Fig. 4 in
L16). Space-based facilities provided data in near-UV (from the
GALEX satellite, Zamojski et al. 2007) and MIR (from IRAC on
board the Spitzer Space Telescope), along with high-resolution
optical images (ACS camera on board HST, see Sect. 3.2).
Galaxies with an X-ray counterpart from XMM (Brusa et al.
2007) or Chandra (Marchesi et al. 2016) are excluded from the
following analysis as their photometric redshifts, or the stellar
mass estimates, would be likely corrupted by contamination of
their active galactic nuclei (AGN). They represent less than 1%
of the whole galaxy sample. The entire photometric baseline of
COSMOS2015 is summarised in Table 1 of L16.
Spitzer data represent another pillar of this catalogue, prob-
ing the whole COSMOS area at 3.6−8.0 µm, that is, the wave-
length range where the redshifted optical spectrum of z &
3 galaxies is observed. Such a crucial piece of information
mainly comes from SPLASH but other surveys are also included,
in particular the Spitzer-Cosmic Assembly Near-Infrared Deep
Extragalactic Legacy Survey (S-CANDELS, Ashby et al. 2015).
Further details about how Spitzer/IRAC photometry was ex-
tracted and harmonised with the other datasets can be found in
L16.
Compared with the previous version of the catalogue
(Ilbert et al. 2013) the number of sources doubled because of the
longer exposure time of the UltraVISTA DR2 in the so-called
“Ultra-Deep” stripes (hereafter indicated with AUD, see Fig. 1).
In that area of 0.62 deg2 we reach a 3σ limiting magnitude (in
a 3′′ diameter aperture) Klim,UD = 24.7, while in the remaining
“Deep” area (dubbedAD = 1.08 deg2) the limit is Klim,D = 24.0.
The larger number of detected sources in DR2 is also due to
the new χ2 stacked image produced in L16. Image stacking is a
panchromatic approach for identification of galaxy sources, pre-
sented for the first time in Szalay et al. (1999). With respect to
1 http://cosmos.astro.caltech.edu
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Fig. 1. Layout of the COSMOS field. The image in the background is
the χ2-stacked zYJHKs image. The COSMOS 2 deg2 field is enclosed
by a blue line, while the UltraVISTA survey is inside the purple con-
tour. UltraDeep stripes, where UltraVISTA exposure time is higher, are
delimited by magenta lines. A purple (magenta) shaded area shows the
Deep (UltraDeep) region used in this paper.
the previous UltraVISTA (DR1) stacking, in L16 we co-add not
only NIR images but also the deeper z++ band, using the code
SWarp (Bertin et al. 2002). Pixels in the resulting zYJHK image
are the weighted mean of the flux in each stacked filter. As a
result, the catalogue contains ∼6 × 105 objects within 1.5 deg2,
190 650 of them in AUD. In L16 we also show the good agree-
ment of colour distributions, number counts, and clustering with
other state-of-the-art surveys.
For each entry of the COSMOS2015 catalogue we search
for a counterpart in the four Spitzer-IRAC channels using the
code IRACLEAN (Hsieh et al. 2012)2. The procedure is detailed
in L16. In brief, positional and morphological information in
the zYJHKs detection image is used as a prior to identify
IRAC sources and recover their total flux. In this latest version,
IRACLEAN produces a weighing scheme from the surface bright-
ness of the prior, to correctly deblend objects that are located
at less than ∼1 FWHM of the IRAC PSF from one another. For
each source, a flux error is estimated by means of the residual
map, that is, the IRAC image obtained after subtracting the flux
associated to detections.
2.2. Flux limits and sample completeness at high redshift
We aim to work with a flux-limited sample to restrict the anal-
ysis to a sample sufficiently complete with photometric errors
sufficiently small. In L16 the completeness as a function of stel-
lar mass has been derived in bins of Ks magnitudes, but this
choice is not suitable for the present analysis, which extends to
z ∼ 6. Up to z ∼ 4, a Ks-band selection is commonly used to de-
rive a completeness limit in stellar mass (e.g. Ilbert et al. 2013;
Muzzin et al. 2013a; Tomczak et al. 2014), but at higher red-
shifts this filter probes a rest-frame range of the galaxy spectrum
2 The wavelength range of the four channels is centred respectively at
3.6, 4.5, 5.8, and 8.0 µm; in the following we refer to them as [3.6],
[4.5], [5.8], and [8.0].
particularly sensitive to recent star formation. Indeed, the Balmer
break moves to wavelengths larger than 2 µm and most of the
stellar light coming from K- and M-class stars is observed in the
IRAC channels. This makes a [3.6] selection suitable at z > 4.
In this paper we apply a selection in Ks or [3.6] depending on
the redshift, always choosing the most direct link between stel-
lar light and mass. Moreover, we show in Appendix B that even
between z ∼ 2 and 4, where in principle both bands can be
used, a cut in [3.6] is recommended. Thus, for our analysis at
2.5 < z < 6, we extract from the parent catalogue a sample of
galaxies with magnitude [3.6] < [3.6]lim.
Determining [3.6]lim is not as straightforward as for the Ks
band. The nominal 3σ depth (equal to 25.5 mag for a 3′′ di-
ameter aperture) has been calculated by means of the rms map
of the [3.6] mosaic, after removing detected objects. However
our sources were originally found in the co-added image, so
the completeness of the final sample depends not only on pos-
sible issues in the IRAC photometric extraction (due e.g. to con-
fusion noise) but also in zYJHKs. For instance, we expect to
miss red galaxies with [3.6]  25.5 but too faint to be detected
in NIR. Their impact should not be underestimated, given the
mounting evidence of strong dust extinction in high-z galaxies
(e.g. Casey et al. 2014a; Mancini et al. 2015). This is a limita-
tion in any analysis that uses optical/NIR images as a prior to
deblend IR sources (e.g. Ashby et al. 2013, 2015). Such an ap-
proach is somehow necessary, given the lower resolution of the
IRAC camera, but exceptions do exist (e.g. Caputi et al. 2011,
where IR photometry is extracted directly from 4.5 µm images
without any prior).
To estimate [3.6]lim we make use of the catalogue built
by Nayyeri et al. (2017, hereafter referred as N17) in the
216 arcmin2 of the CANDELS-COSMOS field (Grogin et al.
2011; Koekemoer et al. 2011). Since CANDELS falls entirely
in our Ultra-Deep area, N17 can be used to directly constrain
[3.6]lim,UD. The authors rely on F160W images (∼1.6 µm) from
the HST/WFC3 camera and extract IRAC sources using the soft-
ware TFIT (Papovich et al. 2001; Laidler et al. 2007). Their ap-
proach is similar to Galametz et al. (2013), who derive the UV-
to-IR photometry in another CANDELS field overlapping with
the Ultra-Deep Survey (UDS) of UKIDSS. The 5σ limiting mag-
nitude in the F160W band is 26.5, while the data from Spitzer
are the same as in L16. Then, we can test the effects of a different
extraction algorithm and sensitivity depth of the prior.
First, we match galaxies from COSMOS2015 and N17
(within a searching radius of 0.8′′) and compare their photomet-
ric redshift estimates and [3.6] magnitudes to check for possible
bias. We confirm the absence of significant offsets ([3.6]L16 −
[3.6]N17 < 0.03 mag) as previously verified by Steinhardt et al.
(2014). The [3.6] number counts of COSMOS2015 are in ex-
cellent agreement with CANDELS for magnitudes .24.5; after
restricting the comparison inside the AUD region, counts agree
with <20% difference until reaching [3.6] = 25, where the num-
ber of UltraDeep sources starts to decline compared to CAN-
DELS. Despite such a small fraction of missing sources, our
z & 3 statistical analysis would nonetheless suffer from severe
incompleteness if most of them turned out to be at high redshift.
For this reason, we inspect the zphot distribution of 11 761 galax-
ies (out of 38 671) in N17 not matching any COSMOS2015 en-
try. They are extremely faint objects with F160W & 26, most of
them without a counterpart even in our IRAC residual maps (see
below).
The CANDELS photometric redshifts (zphot,N17) have been
computed independently by several authors, by means of differ-
ent codes (see Dahlen et al. 2013). Here we use the median of
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Fig. 2. Upper panel: redshift distribution of the whole CANDELS sam-
ple in the COSMOS field, taken from Nayyeri et al. (2017, N17, gray
filled histogram). We also identify the N17 objects that do not have
a counterpart (within 0.8′′) in the COSMOS2015 catalogue, showing
their N(z) with a red histogram. Middle panel: ratio between the CAN-
DELS objects with a match in COSMOS2015 (Nmatched) and all the
CANDELS entries (Ntot) in bins of [3.6] mag (filled circles). These esti-
mates are divided into three redshift bins in the range 2.5 < zphot,N17 < 6
(see colour-code inset); a dashed line marks the 70% completeness.
Lower panel: similar to the middle panel, but the Nmatched/Ntot ratio is
estimated to reproduce the sensitivity depth of UltraVISTA-Deep.
those estimates, which is generally in good agreement with our
zphot for the objects in common. The upper panel of Fig. 2 shows
that galaxies excluded from the CANDELS-COSMOS matching
have a redshift distribution N(z) similar to the whole N17 sam-
ple. Restricting the analysis to 2.5 < zphot,N17 6 3.5 galaxies,
we clearly see that the fraction of N17 galaxies not detected in
COSMOS2015 increases towards fainter magnitudes. The same
trend, despite a larger shot noise due to the small-number statis-
tics, is visible at higher redshifts. Taking CANDELS as a ref-
erence “parent sample”, the fraction of sources we recover is a
proxy of the global completeness of COSMOS2015. As shown
in Fig. 2 (middle panel) we can assume [3.6]lim,UD = 25 as a re-
liable >70% completeness limit for ourAUD sample up to z = 6.
We can also evaluate such a limit inAD ([3.6]lim,D) although
that region does not overlap CANDELS. We repeat the proce-
dure described above after applying a cut in z+, Y , J, H, and Ks
bands of N17, corresponding to the 3σ limiting magnitudes in
the AD area. The resulting threshold is almost 1 mag brighter
than [3.6]lim,UD, with a large scatter at zphot,N17 > 3.5 (Fig. 2, bot-
tom panel). However, we warn that such a “mimicked” selection
is just an approximation, less efficient than the actual AD ex-
traction. In fact, we restrict the N17 sample to be “Deep-like” by
simply considering as detected those objects whose flux is above
the sensitivity limit in at least one of these five bands. Such an
approach differs from the actual AD also because doing this ap-
proximation we did not take into account the correction related
to PSF homogenisation. With this caveat in mind, we suggest
assuming [3.6]lim,D = 24 up to z ∼ 4. However, the analysis in
the present paper is restricted to theAUD sample and an accurate
evaluation of [3.6]lim,D is beyond its scope.
In addition, we run SExtractor (Bertin & Arnouts 1996)
on the [3.6] and [4.5] residual maps to check whether the re-
covered sources coincide with those in CANDELS. Most of the
latter ones are not found in the residual maps, because they are
fainter than the SPLASH background noise (&25.5 mag), with a
low signal-to-noise ratio (S/N < 2) that prevents us from effec-
tively identifying them with SExtractor. For the 20% CAN-
DELS unmatched objects that are brighter than [3.6]lim,UD, their
absence in the residual maps can be explained by blending ef-
fects; if a MIR source does not correspond to any COSMOS2015
detection, IRACLEAN may associate its flux to a nearby extended
object. This highlights the capability of HST/WFC3 to correct
for IRAC source confusion better than our ground-based images;
although the deeper sensitivity we shall reach with the oncom-
ing VISTA and HSC observations should dramatically reduce
the gap. As a consequence of this blending issue, the IRAC flux
of some of our bright galaxies (and stars) is expected to be over-
estimated, but less than 40% since the secondary blended source
is generally >1 mag fainter. Some of the CANDELS unmatched
objects may also be corrupted detections, since for this test we
did not apply any pre-selection using SExtractor quality flags.
Eventually, we visually inspect 22 sources at 24 < [3.6] <
25 recovered from the IRAC residual map but not found in the
N17 sample. These objects are not resolved in the F160W image,
nor in UltraVISTA. They appear also in the IRAC [4.5] residual
map suggesting that they should not be artefacts, but rather a pe-
culiar type of 3 < z < 5 galaxy with a prominent D4000 break
(or less probably, z ∼ 12 galaxies) that we shall investigate in a
future study.
3. Photometric redshift and galaxy classification
We estimate the zphot of COSMOS2015 sources by fitting syn-
thetic SEDs to their multi-wavelength photometry. The COS-
MOS2015 catalogue already provides photometric redshifts and
other physical quantities (e.g., galaxy stellar masses) derived
through a SED fitting procedure detailed in L16. Here we fol-
low the same approach, using the code LePhare (Arnouts et al.
2002; Ilbert et al. 2006) but with a configuration optimised for
high-z galaxies (Sect. 3.1).
The main reasons for a new SED fitting computation at z >
2.5 are the following:
– L16 explored the parameter space between z = 0 and 6, but to
build an accurate PDF(z) for galaxies close to that upper limit
one has to enlarge the redshift range. Therefore, we scan now
a grid z = [0, 8] to select galaxies between zphot = 2.5 and 6.
– We have improved the method for removing stellar interlop-
ers, which is now based on a combination of different star
versus galaxy classifications, with particular attention to low-
mass stars (see Sect. 3.2).
– With respect to L16, we included in the library additional
high-z templates, that is, SEDs of extremely active galaxies
with rising star formation history (SFH) and highly attenu-
ated galaxies with E(B − V) > 0.5.
Our results replace the original photometric redshifts of L16 only
at z > 2.5 (Sect. 3.3). Galaxies with a new zphot < 2.5 are not con-
sidered, so below z = 2.5 the sample is the same as in L16. In
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any case, the variation at low z is negligible, given the high per-
centage of galaxies that preserve their original redshift. A com-
parison between the original L16 SED fitting and our new results
can be found in Appendix A.
3.1. Photometric redshift of z > 2.5 galaxies
We fit the multi-band photometry of the entire catalogue and then
select galaxies with zphot > 2.5. We apply zero-point offsets in all
the bands as prescribed in L16. Also when S/N < 1, we consider
the flux measured in that filter (and its uncertainty) without re-
placing it with an upper limit. This choice allows us to take into
account non-detections without modifying the way in which the
likelihood function is computed (whereas a different implemen-
tation is required to use upper limits, see Sawicki 2012).
Our SED fitting library includes early- and late-type galaxy
templates from Polletta et al. (2007), together with 14 SEDs of
star-forming galaxies from GALAXEV (Bruzual & Charlot 2003,
see also Sect. 4.1). With this code we also produce templates
of passive galaxies at 22 different ages (from 0.5 to 13 Gyr).
These are the same templates used in L16. In addition, as men-
tioned above, we use two GALAXEV templates that represent star-
burst galaxies with an increasing SFH (Behroozi et al. 2013;
da Cunha et al. 2015; Sparre et al. 2015). The age of both tem-
plates is 100 Myr. Instead of using an exponentially increas-
ing SFH (Maraston et al. 2010) we opt for a multi-component
parametrisation (Stark et al. 2014): a constant SFH is super-
imposed to a delayed τ model with SFR ∝ τ−2te−t/τ (see
Simha et al. 2014) where the e-folding time τ is equal to 0.5 Gyr
and t = 10−40 Myr (Papovich et al. 2001, 2011; Smit et al.
2014).
We add to each synthetic SED the principal nebular emission
lines: Lyαλ1216, [OII] λ3727, Hβ λ4861, [OIII]λλ 4959, 5007,
Hαλ6563. We calibrate the lines starting from the UV-[OII] re-
lation of Kennicutt (1998), but we let the [OII] equivalent width
vary by ±50% with respect to what the equation prescribes. The
approach is fully empirical, with line strength ratios based on
Anders & Alvensleben (2003) and Moustakas et al. (2006). The
addition of nebular emission lines has been discussed in several
studies (see Sect. 5.2). In general, it is considered as an improve-
ment; for example Ilbert et al. (2009), by including templates
with emission lines, increase the zphot accuracy by a factor ∼2.5.
Such a gain is due to the fact that strong optical lines (such as
[OII] or Hβ-[OIII]) can boost the measured flux and alter galaxy
colours (e.g. Labbé et al. 2013).
We assume for nebular emission the same dust attenuation
as for stars (Reddy et al. 2010; Kashino et al. 2013) although the
issue is still debated (Förster Schreiber et al. 2009; Wuyts et al.
2013). Moreover, we do not implement any specific prior to con-
trol the level of emission line fluxes, although recent studies in-
dicate that their equivalent width (EW) and strength ratio evolve
with redshift (e.g. Khostovan et al. 2016; Faisst et al. 2016a).
Nevertheless, a stronger bias in the computation is produced
by neglecting these lines, rather than roughly modelling them
(González et al. 2011; Stark et al. 2013; Wilkins et al. 2013).
Attenuation by dust is implemented in the SED fitting choos-
ing among the following extinction laws: Prévot et al. (1984,
SMC-like), Calzetti et al. (2000), and two modified versions of
Calzetti’s law that include the characteristic absorbing feature
at 2175 Å (the so-called “graphite bump”, Fitzpatrick & Massa
1986) with different strength. The optical depth is free to vary
from E(B−V) = 0 to 0.8, to take into account massive and heav-
ily obscured galaxies at z > 3 (up to AV ' 3, e.g. Spitler et al.
2014).
Our initial sample at 2.5 < z 6 6 includes 92 559 galax-
ies. The photometric redshift assigned to each of them is the
median of the probability distribution function (PDF) obtained
after scanning the whole template library. Hereafter, for sake of
simplicity, for the reduced chi squared of a fit (often referred to
as χ2red) we use the short notation χ
2. The zphot error (σz) corre-
sponds to the redshift interval around the median that delimits
68% of the integrated PDF area. The same definition of 1σ er-
ror is adopted for stellar mass estimates as well as SFR, age,
and rest-frame colours (see Sect. 4). As an exception, we pre-
fer to use the best-fit redshift when the PDF(z) is excessively
broad or spiky (i.e. there are a few peaks with similar likeli-
hood) and the location of the median is thus highly uncertain;
we identify 2442 galaxies in this peculiar condition, such that
|zmedian − zbest| > 0.3(1 + zbest).
To secure our zphot > 2.5 sample, we apply additional selec-
tion criteria. In the redshift range of u-to-V drop-outs (zphot &
3.2) we require galaxies not to be detected in those optical bands
centred at <912(1 + zphot) Å. This condition is naturally satis-
fied by 97.3% of the sample. We also remove 249 sources with
χ2 > 10. We prefer not to implement criteria based on visual in-
spection of the high-z candidates to avoid subjective selections.
3.2. Stellar contamination
To remove stars from the zphot > 2.5 sample we adopt an ap-
proach similar to Moutard et al. (2016a), combining multiple
selection criteria. First, we fit the multi-wavelength baseline
with stellar spectra taken from different models and observa-
tions (Bixler et al. 1991; Pickles & J. 1998; Chabrier et al. 2000;
Baraffe et al. 2015). We emphasise that the library contains a
large number of low-mass stars of spectral classes from M to T,
mainly from Baraffe et al. (2015). Unlike dwarf star spectra used
in previous work (e.g. Ouchi et al. 2009; Bouwens et al. 2011;
Bowler et al. 2014) those derived from Baraffe et al. (2015) ex-
tend to λr.f. > 2.5 µm and therefore SPLASH photometry con-
tributes to disentangling their degeneracy with distant galaxies
(Wilkins et al. 2014).
We compare the χ2 of stellar and galaxy fits, and flag an
object as a star if χ2gal − χ2star > 1. When the χ2 difference is
smaller than this confidence threshold we use additional indica-
tors, namely (i) the stellar locus in colour–colour diagrams and
(ii) the maximum surface brightness (µmax) above the local back-
ground level. For objects with 0 < χ2gal − χ2star 6 1 we also set
zphot = 0 when the criteria (i) or (ii) indicate that the source is a
star.
The diagrams adopted for the diagnostic (i) are (z++ − [3.6])
versus (B−z++) and (H−Ks) versus (K−[3.6]); the former is anal-
ogous of the BzK by Daddi et al. (2004), the latter has been used,
for example, in Caputi et al. (2015). The two diagrams are de-
vised using the predicted colours of both stars and galaxy mod-
els, and tested by means of the zspec sample (Fig. 3). The latter
is used for galaxies not detected in the B band (mainly drop-outs
at z & 4) for which the (z++ − [3.6]) versus (B − z++) diagnos-
tic breaks down (see L16, Fig. 15). In each colour–colour space,
we trace a conservative boundary for the stellar locus, since pho-
tometric uncertainties increase the dispersion in the diagram and
stars can be scattered out from the original sequence. Method (ii)
is detailed in Leauthaud et al. (2007) and Moutard et al. (2016b).
The surface brightness measurements in the wide I-filter of HST
(F814W) come from the Advanced Camera for Surveys (ACS)
images analysed by Leauthaud et al. (2007). Stars are segregated
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Fig. 3. Colour-colour diagrams for removing stellar contaminants. Only
spectroscopic measurements with quality flags 3 or 4 (CL > 95%) are
shown in the figure. Upper panel: (B − z++) vs. (z++ − [3.6]). Galaxies
detected in the B band are shown with filled circles coloured from red to
yellow according to their zspec. Lower panel: (H−Ks) versus (Ks−[4.5]).
Circles with red-to-yellow colours are B drop-outs, while grey circles
are the remaining spectroscopic galaxies at z . 3. In both panels, solid
lines delimit the conservative boundaries we chose for the stellar locus.
These are described by the following equations: (z++ − [3.6]) < 0.5(B−
z++)−1 in the upper panel, and (Ks− [3.6]) < (H−Ks)∧ (H−Ks) < 0.03
in the lower panel. Stars spectroscopically confirmed are plotted with
cyan symbols. Typical photometric errors are .0.05 mag for object with
[3.6] < 24, and increase up to 0.08−0.12 mag for fainter ones.
in the µmax-I plane, which has been shown to be reliable at
I . 253.
3.3. Validation through spectroscopy and self-organising
map
We use a catalogue of almost 100 000 spectroscopic redshifts to
quantify the uncertainties of our zphot estimates. These data were
obtained during several campaigns, with different instruments
and observing strategies (for a summary, we refer to Table 4
of L16). They have been collected and harmonised in a single
3 Leauthaud et al. also discuss the limitations of the “stellarity index”,
another commonly used classification provided by SExtractor. This
indicator is less accurate than the one based on µmax, especially for faint
compact galaxies (see Leauthaud et al. 2007, Fig. 4). We then decided
not to add stellarity indexes to our set of criteria.
Fig. 4. Comparison between zspec and zphot, for spectroscopic galax-
ies (and stars) with [3.6] < 25 (empty circles). Only robust spectro-
scopic measurements (CL > 95%) are plotted, and coloured accord-
ing to their survey: zCOSMOS faint (Lilly et al., in prep.), VUDS
(Le Fèvre et al. 2015), FMOS-COSMOS (Silverman et al. 2015), a sur-
vey with the FORS2 spectrograph at VLT (Comparat et al. 2015), a sur-
vey with DEIMOS at Keck II (Capak et al., in prep.), and grism spec-
troscopy from HST/WFC3 (Krogager et al. 2014). In the background
we also show the comparison between zspec and the original photometric
redshifts of L16 (grey crosses). Upper panel: in addition to zphot versus
zspec, in the bottom-left corner we report the number of objects con-
sidered in this test (Ngal), the σz error defined as the NMAD, and the
fraction of catastrophic outliers (η). The dashed line is the zphot = zspec
reference. Lower panel: scatter of the zphot − zspec values, with the same
colour-code as in the upper panel. Horizontal lines mark differences
(weighed by 1+zspec) equal to ±0.05 (dotted lines) or null (dashed line).
catalogue by Salvato et al. (in prep.). Such a wealth of spectro-
scopic information represents an unequalled benefit of the COS-
MOS field.
The zspec measurements used as a reference are those with the
highest reliability, that is, a confidence level (CL) > 95% (equal
to a selection of quality flags 3 and 4 according to the scheme
introduced by Le Fèvre et al. 2005). We limit the comparison to
sources brighter than [3.6] = 25, ignoring secure low-z galax-
ies (those having both zspec and zphot below 2.5). Eventually, our
test sample contains 1456 objects. The size of this sample is
unique: with 350 galaxies at zspec > 3.5, it is more than twice
the number of robust spectroscopic redshifts available in CAN-
DELS, GOODS-South and UDS, used in Grazian et al. (2015).
Among the 301 spectroscopic stars considered, >90% of
them are correctly recovered by our method, with only three
stellar interlopers with zphot > 2.5. On the other hand, less than
1% of the spectroscopic galaxies are misclassified as stars. The
catastrophic error rate is η = 12%, considering any object with
|zphot − zspec| > 0.15(1 + zspec) as an outlier. The precision of
our photometric redshifts is σz = 0.03(1 + z), according to the
normalised median absolute deviation (NMAD, Hoaglin et al.
1983) defined as 1.48 × median{|zphot − zspec|/(1 + zspec)}. These
results (Fig. 4) summarise the improvement with respect to the
photometric redshifts of L16; we reduce the number of catas-
trophic errors by ∼20%, and we also observe a smaller bias at
2.5 < z < 3.5 (cf. Fig. 11 of L16).
The comparison between zspec and zphot is meaningful only
if the spectroscopic sample is an unbiased representation of
the “parent” photometric sample. Otherwise, we would test the
reliability of a subcategory of galaxies only. We introduce a
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Fig. 5. Bi-dimensional self-organising map of the COSMOS2015 catalogue (the two folded dimensions have generic labels D1 and D2). In the
left panel, only robust spectroscopic objects (CL > 95%) are shown. In the right panel, the SOM is filled with photometric objects (stars and
zphot > 2.5 galaxies). In both cases, each cell of the map is colour-coded according to the median redshift of the objects inside the cell (empty cells
are grey, cells filled by stars are black).
self-organising map (SOM, Kohonen 1982) to show that our
spectroscopic catalogue provides a representative sample of the
underlying colour and redshift distribution. The algorithm ver-
sion we use, specifically implemented for astronomical pur-
poses, is the one devised in Masters et al. (2015). The SOM al-
lows us to reduce a high-dimensional dataset in a bi-dimensional
grid, without losing essential topological information. In our
case, the starting manifold is the panchromatic space (fifteen
colours) resulting from the COSMOS2015 broad bands: (NUV−
u), (u − B), ..., ([4.5] − [5.8]), ([5.8] − [8.0]). As a side note, we
highlight that the SOM dimensions do not necessarily have to
be colours; in principle the parameter space can be enlarged by
including other properties like galaxy size or morphological pa-
rameters. Each coloured cell in the map (Fig. 5) corresponds to
a point in the 15-dimensional space that is non-negligibly occu-
pied by galaxies or stars from the survey. Since the topology is
preserved, objects with very similar SEDs – close to one another
in the high-dimensional space – will be linked to the same cell
(or to adjacent cells).
We inspect the distribution of spectroscopic objects in the
SOM, using them as a training sample to identify the region of
high-z galaxies (Fig. 5, left panel). The COSMOS spectroscopic
catalogue samples well the portion of parameter space we are
interested in, except for the top-left corner of the map where we
expect, according to models, the bulk of low-mass stars. The lack
of spectroscopic measurements in that region may affect the pre-
cise evaluation of the zphot contaminant fraction. Other cells that
are weakly constrained correspond to the SED of star-forming
galaxies with i & 23 mag and z < 2 (Masters et al. 2015), which
however are not pivotal for testing our estimates.
After the spectroscopic calibration, we insert zphot >
2.5 galaxies in the SOM along with photometric stars (Fig. 5,
right panel). Given the larger size of the photometric catalogue,
cell occupation is more continuous and extended (see e.g. the
stellar region in the bottom-right corner). By comparing the two
panels of Fig. 5, one can see that the zphot > 2.5 galaxies are con-
centrated in the SOM region that has been identified as high-z
by the spectroscopic training sample. Although the latter is more
sparse, about 60% of the area covered by zphot > 2.5 galaxies is
also sampled by spectroscopic measurements, which are quan-
titatively in good agreement; in 82% of those cells that contain
both photometric and spectroscopic redshifts, the median of the
former is within 1σz from the median of the zspec objects laying
in the same cell. Moreover, by plotting individual galaxies (not
shown in the figure) one can verify that catastrophic zphot errors
are randomly spread across the SOM, not biasing any specific
galaxy class.
4. Stellar mass estimate and completeness
After building a zphot > 2.5 galaxy sample, we run LePhare to
estimate their stellar mass, SFR, and other physical parameters
such as rest frame colours. This is described in Sect. 4.1, while
in Sect. 4.2 we compute stellar mass completeness limits and
argue in favour of a [3.6] selection to work with a mass-complete
sample up to z ∼ 6 (see also Appendix B). By means of their
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rest-frame colours we then identify reliable quiescent galaxies
(Sect. 4.3).
4.1. Galaxy stellar mass
We estimate stellar mass and other physical properties of the
COSMOS2015 galaxies always at fixed z ≡ zphot. We fit their
multi-wavelength photometry with a library of SEDs built us-
ing the stellar population synthesis model of Bruzual & Charlot
(2003, hereafter BC03). TheM estimates are the median of the
PDF marginalised over the other parameters. This kind of esti-
mate is in good agreement with the stellar mass derived from
the PDF peak (i.e. the best-fit template). The difference between
median and best-fit values is on average 0.02 dex, with a rms of
0.11 dex.
The galaxy templates given in input to LePhare are con-
structed by combining BC03 simple stellar populations (SSPs)
according to a given SFH. Each SSP has an initial mass function
(IMF) that follows Chabrier (2003), while the stellar metallic-
ity can be Z = 0.02, 0.008, or 0.0044. These stellar metallicities
have been chosen to encompass the range observed up to z ∼
4−5 (e.g. Maiolino et al. 2008; Sommariva et al. 2012); they are
also in agreement with hydrodynamical simulations (Ma et al.
2016). For each template we combine SSPs with the same metal-
licity (i.e. there is no chemical enrichment in the galaxy model,
nor interpolation between the three given Z values).
We assumed various SFHs, namely “exponentially declin-
ing” and “delayed declining”. The former ones have S FR(t) ∝
e−t/τ, while the shape of the latter is ∝te−t/τ. For the exponen-
tially declining profiles, the e-folding time ranges from τ = 0.1
to 30 Gyr, while for delayed SFHs the τ parameter, which also
marks the peak of SFR, is equal to 1 or 3 Gyr. We post-process
the BC03 templates obtained in this way by adding nebular emis-
sion lines as described in Sect. 3.1. Dust extinction is imple-
mented assuming 0 6 E(B − V) 6 0.8. We allow for only one
attenuation law, that is, Calzetti et al. (2000) with the addition of
the 2175 Å feature (see Scoville et al. 2015).
We have tried a few alternate configurations to quantify
the amplitude of possible systematics (see Sect. 5.2 for a de-
tailed discussion). We added, for example, a second attenuation
curve with slope proportional to λ−0.9 (Arnouts et al. 2013). Such
a choice increases the number of degenerate best-fit solutions
without introducing any significant bias; Calzetti’s law is still
preferred (in terms of χ2) by most of the objects at z & 3. Other
modifications, like the expansion of the metallicity grid, have a
larger impact, as also found in other studies (e.g. Mitchell et al.
2013). Simplifying assumptions are somehow unavoidable in the
SED fitting, not only for computational reasons but also because
the available information (i.e. the multi-wavelength baseline)
cannot constrain the parameter space beyond a certain number
of degrees of freedom. This translates to systematic offsets when
comparing different SED fitting recipes. The impact of these sys-
tematics on the SMF is clearly visible in Conselice et al. (2016,
Fig. 1), where the authors overplot a wide collection of measure-
ments from the literature: already at z < 1, where data are more
precise, the various SMF estimates can differ even by a factor ∼3.
We emphasise that one advantage of our work, whose goal is to
connect the SMFs at different epochs, is to be less affected by
SED fitting uncertainties than analyses that combine measure-
ments from different papers. In our case, SED fitting systematics
4 We avoid to use Z units since recent work suggests that solar metal-
licity is lower than the “canonical” value of 0.02 (e.g., Z = 0.0134 in
Asplund et al. 2009).
(unless they have a strong redshift or galaxy-type dependence)
will cancel out in the differential quantities we want to derive.
As mentioned above, the 68% of the integrated PDF(M) area
gives an error to each stellar mass estimate. However, the PDF is
obtained from χ2-fit templates at fixed redshift. To compute stel-
lar mass errors (σm) including the additional uncertainty inher-
ited from σz, we proceed in a way similar to Ilbert et al. (2013).
They generate a mock galaxy catalogue by perturbing the origi-
nal photometry and redshifts proportionally to their errors. After
recomputing the stellar mass of each galaxy, the authors define
its uncertainty as the difference between newM and the original
estimate, namely ∆Mi ≡ log(MMC,i/Mi) (for the ith galaxy).
We implement a few modifications with respect to
Ilbert et al. (2013). Instead of adding noise to photometry and
zphot, we exploit the PDFs. Moreover, we produce 100 mock cat-
alogues, instead of a single one. We perform a Monte Carlo sim-
ulation, re-extracting the zphot of each galaxy 100 times, accord-
ing to its PDF(z). Each time, we run again LePhare with the
redshift fixed at the new value (zMC) to compute the galaxy stel-
lar massMMC and the offset from the original value. We group
galaxies in bins of redshift and mass to obtain an estimate of σm
from the distribution of their ∆M. As in Ilbert et al. (2013), this
is well fit by a Gaussian multiplied by a Lorentzian distribution:
D(M0, z) = 1
σ
√
2pi
exp
−M202σ2
 × τ
2pi
[
( τ2 )
2 +M20
] , (1)
where M0 is the centre of the considered stellar mass bin. The
parameters σ and τ are in principle functions ofM0 and z, left
implicit in Eq. (1) for sake of clarity. We find σ ' 0.35 dex,
without a strong dependence onM, nor on z, at least for 9.5 <
log(M/M) < 11.5. Also, τ does not depend significantly on
stellar mass but increases as a function of redshift. The relation
assumed in Ilbert et al. (2013), namely τ(z) = 0.04(1 + z), is
still valid for our sample. We note that the value of σ is instead
smaller (it was 0.5 dex in Ilbert et al. 2013), reflecting the in-
creased quality of the new data. At face value, one can assume
σm(M) = 0.35 dex (neglecting the Lorentzian “wings” of D);
however a careful treatment of stellar mass uncertainties requires
taking into account the whole Eq. (1). This computation gives us
an idea of the impact of σz on the stellar mass estimate: The
errors resulting from the PDF(M), after fixing the redshift, are
usually much smaller (e.g. <0.3 dex for 90% of the galaxies at
3.5 < z 6 4.5). Further details about the impact of σm on the
SMF are provided in Sect. 5.5.
4.2. Stellar-mass-limited sample
To estimate the stellar-mass completeness (Mlim) as a function
of redshift, we apply the technique introduced by Pozzetti et al.
(2010). In each z-bin, a set of “boundary masses” (Mresc) is ob-
tained by taking the most-used best-fit templates (those with the
minimum χ2 for 90% of the galaxies in the z-bin) and rescaling
them to the magnitude limit: logMresc = logM + 0.4([3.6] −
[3.6]lim,UD). Then, Mlim is defined as the 90th percentile of the
Mresc distribution. Also taking into account the incompleteness
due to the [3.6] detection strategy (see Fig. 2), we expect that in
the lowest stellar mass bins of our SMF (at M > Mlim) there
could be a sample incompleteness of 30% at most, caused by
objects previously excluded from the IRAC-selection (i.e. with
[3.6] > [3.6]lim,UD). Eventually we interpolate the Mlim values
found in different z-bins to describe the evolution of the limiting
mass:Mlim(z) = 6.3 × 107(1 + z)2.7M.
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Fig. 6. Stellar mass completeness as a function of redshift. Blue circles,
green squares, and red triangles represent CANDELS galaxies at 2.5 <
zphot,N17 6 3.5, 3.5 < zphot,N17 6 4.5, and 4.5 < zphot,N17 6 6, respectively.
The cut in apparent magnitude of our sample ([3.6]lim) is marked with
a vertical dashed line. Slant dotted lines show a conservative estimate
of the stellar mass limit, corresponding to theM/L ratio of an old SSP
with AV = 2 mag. Three crosses in the bottom-right corner of the main
panel show the average x- and y-axis uncertainties in the corresponding
bin of redshift. The histograms on the right (same colours and z-bins
of the scattered points) show the ratio of N17 galaxies with [3.6] <
[3.6]lim over the total N17 sample. This fraction is named fobs since they
are the objects that would be observed within the magnitude limit of
COSMOS2015. Below each histogram, an arrow indicates the stellar
mass thresholdMlim (see Sect. 4.2).
To verify our calculation, we consider theM versus [3.6] dis-
tribution of CANDELS-COSMOS galaxies (N17, see Sect. 2.2)
after recomputing their stellar mass with LePhare to be consis-
tent with our catalogue. By using these deeper data, we verify
that theMlim values we found correspond to a completeness of
70−80% (Fig. 6). By means of the N17 sample, we can account
for stellar mass incompleteness below Mlim (cf. Fontana et al.
2004). The factor we need for such a correction in the low-mass
regime is fobs(z,M), that is, the fraction of objects at a given
redshift and stellar mass that are brighter than [3.6]lim,UD. This is
obtained by fitting the histograms shown in Fig. 6 (right-hand
panel). In doing so we assume that the CANDELS sub-field,
which is ∼10% of AUD, is large enough to represent the parent
COSMOS2015 volume and sufficiently deep enough to probe
the fullM/L range. The function fobs(z,M) can be used to cor-
rect the SMF of COSMOS2015 atM <Mlim, where the 1/Vmax
weights start to be biased (see Sect. 5).
We also include in Fig. 6 a comparison between our method
and a more conservative one, based on the maximumM/L phys-
ically allowed at a given flux limit and cosmic time (see e.g.
Pérez-González et al. 2008). The SED used for this purpose is
the one of a galaxy that formed stars in a single initial burst at
z = 20, and passively evolves until the desired redshift. Substan-
tial extinction (AV = 2 mag) is added to further enlarge M/L.
However, in our redshift range, the statistical relevance of such
an extreme galaxy type is small, as one infers from the few CAN-
DELS objects sparse in the upper-left corner of Fig. 6 (we refer
also to the discussion in Marchesini et al. 2009, Appendix C).
With the maximalM/L ratio we would overestimate the stellar
mass completeness threshold by at least a factor 5.
At redshifts between 2.5 and 4, we could, in principle, eval-
uateMlim also as a function of Ks, with the same empirical ap-
proach used above. The cut to be used in this case is Ks < 24.7
(see Fig. 16 of L16). However, theMlim resulting from the Ks-
band selection is 0.2−0.4 dex higher (depending on the redshift)
than the threshold derived using the [3.6] band. Such an offset
reflects a real difference in the stellar mass distribution of the Ks-
selected sample with respect to the [3.6]-selected one. The latter
is anchored to a χ2-stacked image that includes bands deeper
than Ks, so that the sample is unbiased down to lower masses
(more details are provided in Appendix B).
4.3. Quiescent galaxy classification
We also aim to derive the SMF of passive and active galaxies
separately. As shown in the following, the quality of our dataset
allows us to extend the classification up to z = 4. Galaxies
that stopped their star formation occupy a specific region in the
colour–colour diagrams (U−V) versus (V−J), (NUV−r) versus
(r − K), or (NUV − r) versus (r − J), as shown in previous work
(Williams et al. 2009; Arnouts et al. 2013; Ilbert et al. 2013, re-
spectively). We adopted the last one, dubbed hereafter NUVrJ.
Compared to (U − V) versus (V − J), which is often referred to
as UVJ, the use of (NUV − r) makes NUVrJ more sensitive
to recent star formation (on 106−108 yr scales Salim et al. 2005;
Arnouts et al. 2007). This property results in a better distinction
between fully quiescent galaxies (sSFR < 10−11 yr−1) and those
with residual star formation (typically with sSFR ' 10−10 yr−1).
With UVJ, these two kinds of galaxies occupy the same place
in the diagram, as we verified using BC03 models. On the con-
trary, galaxies with negligible “frostings” of star formation are
correctly classified as passive in the NUVrJ.
The NUVrJ indicator is similar to (NUV − r) versus (r−K),
with the advantage that at high redshifts the absolute magnitude
MJ is more robust than MK , since for the latter the k-correction is
generally more uncertain. LePhare calculates the absolute mag-
nitude at a given wavelength (λr.f.) by starting from the apparent
magnitude in the band closest to λr.f.(1+ z). For example at z = 3
the nearest observed filter to compute MJ is [4.5], whereas MK
falls beyond the MIR window of the four IRAC channels.
The NUVrJ diagram is shown in Fig. 7. The density map of
our zphot > 2.5 sample highlights the “blue cloud” of star forming
galaxies as well as an early “red sequence”. We also show in
the figure how the NUVrJ distribution changes when colours
are derived directly from the template SEDs, without using the
nearest observed filter as a proxy of the absolute magnitude. This
alternative method is commonly used in the literature, so it is
worth showing the different galaxy classification that it yields.
The distribution from pure template colours is much narrower
(cf. solid and dashed lines in Fig. 7) but potentially biased: the
SED library spans a limited range of slopes (colours), whereas
the nearest filter method – by taking into account the observed
flux – naturally includes a larger variety of SFHs.
The boundary of the passive locus is
(NUV − r) > 3(r − J) + 1 and (NUV − r) > 3.1, (2)
defined empirically according to the bimodality of the two-
dimensional galaxy distribution (Ilbert et al. 2013). This border
is also physically justified; the slant line resulting from Eq. (2)
runs perpendicular to the direction of increasing specific SFR
(sSFR ≡ SFR/M). On the other hand, dust absorption moves
galaxies parallel to the border, effectively breaking the degener-
acy between genuine quiescent and dusty star forming galaxies.
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Fig. 7. NUVrJ diagram of galaxies between z = 2.5 and 6 (with their
density distribution colour-coded in grey shades). The red solid line di-
vides active and passive regions (see Eq. (2)), while red dashed lines
are shifted by ±0.5 mag from that border, to give a rough estimate of
the width of the green valley, that is, the separation between active and
passive clumps. The red (blue) cross in the top-left (bottom-right) cor-
ner shows the typical uncertainties σNUV−r and σr− j of passive (active)
galaxies at 3 < z <6 4. We also compare our fiducial estimates (based
on the nearest observed filter) with colours directly derived from the
template SEDs: a solid contour encloses 90% of the former distribu-
tion, while a dashed line represents the 90% envelope for the latter.
The same properties are observed in (NUV − r) versus (r − K)
and (U − V) versus (V − J), as demonstrated in Arnouts et al.
(2013) and Forrest et al. (2016).
Rest-frame colour selections have been successfully used
up to z ∼ 3 (e.g. Ilbert et al. 2013; Moutard et al. 2016a;
Ownsworth et al. 2016). The reliability of this technique at z > 3
was recently called into question by Schreiber et al. (2017). They
warn that the IRAC photometry in the COSMOS field could be
too shallow to derive robust rest-frame optical colours for galax-
ies at those redshifts. In order to take into account such uncer-
tainties, our algorithm rejects a filter if its error is larger than
0.3 mag. Most importantly, we evaluate (NUV − r) and (r − J)
uncertainties, to quantify the accuracy of our NUVrJ selection.
For each galaxy, a given rest-frame colour error (σcolour) is de-
rived from the marginalised PDF, by considering 68% of the
area around the median (similarly to σz). In such a process,
the main contributions to σcolor are the photometric uncertain-
ties and the model k-correction. At 3 < z 6 4, the mean er-
rors are σNUV−r = 0.13 and σr−J = 0.10 for the active sample,
while σNUV−r = 0.34 and σr−J = 0.17 for objects in the pas-
sive locus (see Fig. 7). These values confirm that our classifica-
tion is reliable up to z = 4; even the relatively large (NUV − r)
uncertainty does not affect it, given the scale of the y axis in
Fig. 7. Despite the larger uncertainties, we also apply the NUVrJ
classification at z > 4, identifying 13 potential passive galax-
ies (4 of them at zphot > 4.5). In that redshift range, a strong
Hα line can contaminate the [3.6] band (which is used to esti-
mate Mr). Comparing their observed ([3.6] − [4.5]) colour with
BC03 models (as done in Faisst et al. 2016a) we find that six
passive candidates at z > 4 could have non-negligible Hα emis-
sion (EW = 100−500 Å) while for the others their ([3.6]− [4.5])
is compatible with EW < 50 Å. Nonetheless these z > 4 galaxies
need deeper data to be confirmed as passive.
Galaxies close to the border defined by Eq. (2) may be mis-
classified, but the fraction of objects in that intermediate corri-
dor (encompassed by dashed lines in Fig. 7) is small and the
bulk of the passive sample should not be significantly contami-
nated. We emphasise that by using (NUV − r) instead of (U −V)
the larger dynamical scale on the y axis drastically reduces the
contamination at the edge of the passive locus. Inside that in-
termediate region, galaxies are expected to be in transition from
the blue cloud to the red sequence (Moutard et al. 2016a). There-
fore, their classification within the active versus passive scheme
is not straightforward even from a physical point of view. We
come back to discussing green valley galaxies in Sect. 5.4.
5. Results
5.1. Galaxy stellar mass function at z > 2.5
We estimate the galaxy SMF by means of three different methods
(as implemented in the code ALF, Ilbert et al. 2005) and compare
the results in Fig. 8. The 1/Vmax (Schmidt 1968) and the stepwise
maximum-likelihood (SWML, Efstathiou et al. 1988) are two
techniques that do not impose any a priori model for the SMF,
while the maximum likelihood method devised by Sandage et al.
(1979, hereafter STY) is parametric and assumes that the SMF
is described by a Schechter (1976) function:
Φ(M)dM = Φ?
( M
M?
)α
exp
(
− MM?
)
dM
M? · (3)
A detailed description of the three methods, with their strengths
and weaknesses, can be found, for example, in Takeuchi et al.
(2000) and Weigel et al. (2016). Our principal estimator is the
1/Vmax, widely used in the literature (see Sect. 5.3) due to its
simplicity. In particular, the 1/Vmax technique assumes uniform
spatial distribution of the sources, which is expected to be more
robust in our high-redshift bins.
In addition to these methods, at z > 3 we experiment with an
empirical approach that corrects for source incompleteness by
means of the statistical weight fobs (see Sect. 4.2). This weight
plays the same role of the Vmax correction, as it accounts for the
fraction of missing objects below the [3.6] detection limit. The
difference is that fobs is recovered empirically from a deeper par-
ent sample (N17), instead of the accessible observable volume as
in the case of Vmax. Obviously, the empirical method works un-
der the hypothesis that the parent sample is complete. Not to rely
on fobs(z,M) in the range where it is too uncertain, we use it only
until the correction exceeds a factor two (i.e. 0.2−0.3 dex below
Mlim), whereas the previous methods stop at that threshold. For
sake of clarity, in Fig. 8 we add error bars only to the 1/Vmax
estimates, noticing that they are of the same order of magnitude
as the SWML uncertainties. A description of how these errors
have been calculated is provided in Sect. 5.2. The three classi-
cal estimators coincide in the whole stellar mass range. Such an
agreement validates the completeness limits we have chosen, be-
cause the estimators would diverge atM >Mlim if some galaxy
population were missing (see Ilbert et al. 2004). The fobs method
is also consistent with the others, in the stellar mass range where
they overlap, confirming the validity of our empirical approach.
We also fit a Schechter function to the 1/Vmax points, ac-
counting for the so-called Eddington bias (Eddington 1913).
This systematic bias is caused by stellar mass uncertainties,
which make galaxies scatter from one bin to another in the
observed SMF. We remove the Eddington bias as done in
Ilbert et al. (2013), by convolving Eq. (3) with a description of
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Fig. 8. SMF of COSMOS2015 galaxies, in four redshift bins between z = 2.5 and 5.5. In each panel, the 1/Vmax determination is shown by
green squares, while blue circles represent the SWML. Error bars of 1/Vmax points include Poisson noise, sample variance, and the scatter due to
SED fitting uncertainties (see definition of σΦ in the text). The yellow dot-dashed line represents the STY fitting function, which is a Schechter
function at z < 4.5 and a power law in the bottom right panel. Empty squares are obtained from an empirical method where, instead of the Vmax
correction, we apply to each galaxy the statistical weight fobs(z,M) obtained from a deeper reference sample (see Sect. 4.2). AtM > Mlim the
empty squares are not visible since the fobs method coincides with 1/Vmax. The 1/Vmax determinations are fit by a double Schechter function
(Eq. (4)) at 2.5 < z 6 3, and a single Schechter (Eq. (3)) in the other bins (in all the cases, the fit is shown by a red solid line, while the red shaded
area is its 1σ uncertainty). Another Schechter fit (red dashed line) to the 1/Vmax points is made by assuming that the parameter log(M?/M) is
equal to 10.6. By considering only the most secure zphot, we compute a lower limit for the SMF, below which we colour the plot area in grey. An
arrow in the bottom part of each panel marks the observational limit in stellar mass (see Sect. 4.2).
the observational uncertainties (Eq. (1)) and using the resulting
function to fit data points. At 2.5 < z 6 3.0, we find that a double
Schechter fit, that is,
Φ(M)dM =
[
Φ?1
( M
M?
)α1
+ Φ?2
( M
M?
)α2]
exp
(
− MM?
)
dM
M? , (4)
is preferred in the χ2 fitting. At 4.5 < z 6 5.5 the STY algorithm
does not converge unless assuming unreasonable values for the
turnover mass (M?  1011M). A simple power law fits well
through the points, so for the STY calculation in this z-bin we
replace the Schechter function with
Φ(M) = A
( M
1010M
)B
, (5)
where A = −3.42 ± 0.06 and B = −1.57 ± 0.13 (given the log-
arithmic scale, the latter coefficient corresponds to α = −2.57
for a Schechter function). This should be considered as an up-
per limit of the z ' 5 SMF. On the other hand, the fit to the
1/Vmax points, taking into account stellar mass errors, recovers a
Schechter profile.
We report in Table 1 the Schechter parameters fitting the
1/Vmax points at various redshifts. Those are the fiducial val-
ues obtained without imposing any constraint (i.e. the fit as-
sumes a flat prior on α, M?, and Φ?). To deal with the SMF
uncertainties, Song et al. (2016) impose in their fitting algorithm
a prior for each Schechter parameter, in particular a lognormal
PDF(logM?) centred at 10.75 with σ = 0.3 dex. Duncan et al.
(2014) perform a fit at z ∼ 5−7 with M? fixed to the value
they find at z ' 4. In the same vein, we fit again Eq. (3) to
the 1/Vmax points, but this time with log(M?/M) = 10.6, in
accordance with the Schechter parameter we find at z < 3 (see
Table 2). We adopt this solution consistent with phenomenolog-
ical models claiming thatM? is a redshift independent parame-
ter (e.g. Peng et al. 2010). Observations at z < 2 have confirmed
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Fig. 9. SMF uncertainties due to cosmic variance (expressed as a frac-
tional error: σcv/Φ) and SED fitting (σfit/Φ), as a function of redshift
and stellar mass. We show the impact of cosmic variance on the two ex-
treme bins 2.5 < z 6 3 and 5 < z 6 6 (blue and red line, respectively).
For σfit we take, as an example, three redshift bins: 2.5 < z 6 3.5 (blue
triangles), 3.5 < z 6 4.5 (green circles), and 4.5 < z 6 5.5 (red squares).
this turnover mass to be between 2 × 1010 and 1011M (e.g.
Kauffmann et al. 2003; Bundy et al. 2006; Haines et al. 2017).
This second fitting function shows how α andM? are coupled:
once the “knee” of the SMF is fixed, the low-mass slope is forced
to be shallower (α increases by ∼0.15). We discuss in detail a few
caveats related to the fitting procedure in Sect. 5.5.
In addition, we compute a lower limit for the SMF by con-
sidering only the most robust zphot (Fig. 8). The selection of such
a “pure sample” is done by removing (i) objects with bimodal
PDF(z), having a secondary (often low-z) solution with a non-
negligible Bayesian probability; (ii) objects for which the stellar
fit, albeit worse than the galaxy best fit, is still a reasonable in-
terpolation of their photometry (0 < χ2star − χ2gal < 1).
5.2. Sources of uncertainty
In the statistical error budget of the COSMOS2015 mass func-
tion, we take into account Poisson noise (σPoi), cosmic variance
(σcv), and the scatter due to SED fitting uncertainties (σfit, not to
be confused with the SED fitting systematics discussed below).
The total statistical error is σΦ = (σ2Poi + σ
2
cv + σ
2
fit)
1/2.
Cosmic variance is estimated by means of a modified ver-
sion of the “cosmic variance calculator” by Moster et al. (2011),
for the geometry of our survey and the cosmology we assumed.
The main contribution to σfit comes from photometric errors and
degeneracies between different SEDs. Starting from the Monte
Carlo mock samples described in Sect. 4.1, we obtain 100 reali-
sations of our SMF, whose dispersion in a given stellar mass bin
is taken as the σfit at that mass. A summary of these sources of
uncertainty at z > 3 is shown in Fig. 9.
In addition to random errors, the SED fitting may intro-
duce systematic offsets in the measured SMF, depending on
the adopted recipe. An example is the IMF: assuming Salpeter
(1955) the logarithmic stellar masses will be on average 0.24 dex
larger than the ones obtained with an IMF as in Chabrier (2003).
At z > 3, the largest biases are generally expected from the zphot
estimates, since an entire galaxy class may be systematically
put in a different z-bin if the code misinterprets that SED shape
(e.g. because of the degeneracy between Lyman and Balmer
breaks).
Figure 10 contains three flavours of the COSMOS2015 SMF
obtained by modifying the SED fitting recipe. One of these alter-
nate estimates is based on the photometric redshifts and masses
provided by L16 (zphot,L16 andML16). For the stellar mass com-
putation, the set-up to build BC03 templates includes not only
Calzetti et al. (2000, this time without the graphite bump) but
also the extinction law ∝λ−0.9 described in Arnouts et al. (2013).
The metallicity grid of L16 templates is narrower than in the
present work, not including Z = 0.004. The recipe to add nebu-
lar emission lines to the synthetic SEDs, although conceptually
identical to the one described in Sect. 3.1, assumed slightly dif-
ferent values for the line strength ratios. The most evident fea-
ture in this version, contrasting it with our fiducial SMF, is the
excess of massive galaxies at z > 4 due to higher stellar contam-
ination (we remove more interlopers with the additional criteria
described in Sect. 3.2). We also observe an enhanced number
density (but less than a factor of two) at 3 < z 6 3.5; the ori-
gin of this offset likely resides in the different zphot estimates, as
discussed in Appendix A.
Another source of systematic error is the addition of nebu-
lar emission lines to the BC03 templates. This issue is debated
in the literature, with various authors finding from marginal to
substantial variations, depending on the code and galaxy sam-
ple used. For instance Stark et al. (2013) find that with the ad-
dition of emission linesM decreases by a factor from 1.2 to 2,
from z ' 4 to 6. The offset found by de Barros et al. (2014) in
a similar redshift range is on average 0.4 dex, up to 0.9 for the
stronger LBG emitters5. On the other hand, a recent study on
Hα emission in galaxies at 3 < zspec < 6 suggests that previ-
ous SED-dependent analyses may overestimate Hα equivalent
width (Faisst et al. 2016a, their Fig. 5). Stefanon et al. (2015)
compared three different SED fitting methods: using their stan-
dard z < 3 calibration, they find no tension with theM estimates
obtained without emission lines. On the contrary, assuming EWs
evolving with redshift (Smit et al. 2014), their stellar masses
decrease on average by 0.2 dex; although for M . 1010M
galaxies at 4 < z < 5 they find an opposite trend. In general,
SED fitting stellar masses are less sensitive to this bias when
a large number of bands are used (Whitaker et al. 2014), espe-
cially when the estimates are derived through a Bayesian ap-
proach rather than best-fit templates (Salmon et al. 2015). Ne-
glecting lines in our SED fitting procedure,M estimates increase
on average by .0.05 dex or less, with noticeable exceptions for
some individual galaxies.
We also investigate how the SMF changes if we re-introduce
the X-ray sources that have been excluded from the sample
in Sect. 2.1. First we verify that their zphot are in sufficiently
good agreement with estimates derived from a more accurate fit-
ting done with AGN templates (Salvato et al., in prep.). Then,
we recompute the stellar mass of each X-ray emitter by means
of a three-component SED fitting code (sed3fit, Berta et al.
2013)6. This tool relies on the energy balance between dust-
absorbed UV stellar continuum and the reprocessed emission
in the IR (like MAGPHYS, da Cunha et al. 2008), and also ac-
counts for an additional AGN component from the torus li-
brary of Feltre et al. (2012; see also Fritz et al. 2006). X-ray
5 However de Barros et al. find such a large difference not only by
introducing nebular emission lines but also changing other SED fit-
ting parameters like the SFH. When considering only the impact of
emission lines, the stellar mass offset is much smaller, especially at
log(M/M) > 10 (de Barros et al. 2014, top-right panel of Fig. 13).
6 http://cosmos.astro.caltech.edu/page/other-tools
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Fig. 10. Alternate versions of the COSMSO2015 galaxy stellar mass
function: the SMF after the reintroduction of X-ray sources (green trian-
gles), a modified version without emission lines in the synthetic galaxy
templates (blue squares), and the SMF based on the original SED fitting
of L16 (red circles). The fiducial estimates, already shown in Fig. 8, are
reproduced here with solid lines and shaded areas.
luminous (Lx > 1044 erg s−1) AGN are usually hosted in massive
(M & 1011M) galaxies (e.g. Bundy et al. 2008; Brusa et al.
2009; Hickox et al. 2009). They increase the exponential tail of
our SMF at least at z 6 3, while at higher redshift the number
of sources detected by Chandra or XMM is too small (Fig. 10).
At z > 3, massive galaxies can also host an active black hole
and disregarding its contribution in the SED fitting may cause
a stellar mass overestimate of 0.1−0.3 dex (Hainline et al. 2012;
Marsan et al. 2017). The impact of different AGN populations on
the SMF shall be discussed in a future publication (Delvecchio
et al., in prep.). We do not add the various systematic errors to-
gether, as done for the statistical ones, because their combined
effect is different from the sum of the offsets measured by chang-
ing one parameter at a time.
5.3. Comparison with previous work
We compare the SMF of COSMOS2015 galaxies with the liter-
ature (Fig. 11) recomputing it in the same redshift bins used by
other authors (masses are rescaled to Chabrier’s IMF when re-
quired). We plot our 1/Vmax estimates only, as this is the same
estimator used by most of the other authors. Our error bars in-
clude σΦ errors defined in Sect. 5.2.
From the literature, we select papers published in the last
five years. Some of them, like the present work, collect a galaxy
sample where photometric redshifts and stellar mass are de-
rived via SED fitting (“M-selected” SMFs: Santini et al. 2012;
Ilbert et al. 2013; Muzzin et al. 2013a; Duncan et al. 2014;
Caputi et al. 2015; Stefanon et al. 2015; Grazian et al. 2015).
Others use rest-frame optical colours to select LBGs; after de-
termining their M versus LUV distribution, they convolve this
with a LF estimate in the UV to derive the SMF (“LUV-selected”
SMFs: González et al. 2011; Lee et al. 2012; Song et al. 2016;
Stefanon et al. 2017). Below we show that our estimates are
in excellent agreement with M-selected SMFs derived from
deep space-based surveys. On the other hand there are some
differences with the LUV-selected SMFs, as LBGs samples are
expected to miss quiescent and dust-obscured galaxies.
Among the M-selected SMFs, those with NIR data from
ground-based facilities (VISTA and UKIRT) are shown in the
top panels of Fig. 11. Our results are in overall agreement
with Caputi et al. (2015), which is an updated version of K-
selected galaxy SMFs in UDS and COSMOS (Caputi et al. 2011;
Ilbert et al. 2013; Muzzin et al. 2013a). These estimates are lim-
ited to Ks < 24, while Caputi et al. (2015) account for fainter
NIR sources (24 < Ks 6 24.7) bright enough in MIR to re-
sult inM & 1011M. Including them in their SMF, Caputi et al.
(2015) find a number density of massive galaxies comparable
to ours, except at 5 < z 6 6 where they have more galaxies
at 11 < log(M/M) < 11.5. This discrepancy could be due
to cosmic variance (at those redshifts, Caputi et al. rely mostly
on UDS data) but we cannot rule out other explanations; for
example, a difference in the zphot calculation (more uncertain
at such high redshifts, see their Fig. 10). We also note that the
SMF of Caputi et al. (2011), one of the original results revised
in Caputi et al. (2015), was computed with the 2007 model of
Charlot & Bruzual and converted to BC03 by applying a constant
1.24 factor. Moreover, Caputi et al. (2015) do not use SPLASH,
but shallower IRAC data (Sanders et al. 2007). Figure 11 also
shows the STY fit of Caputi et al. (2015) to demonstrate that the
extrapolation of the fit below their stellar mass limit is consistent
with our data points.
At 3 < z 6 4, we also compare with Ilbert et al. (2013)
and Muzzin et al. (2013a), two independent estimates both based
on UltraVISTA DR1 images. Surprisingly, the results found by
the two collaborations, despite the good agreement at lower red-
shifts, diverge in this bin; massive galaxies (>1011M) are rel-
atively abundant in Muzzin et al., whereas the exponential tail
in Ilbert et al. decreases more steeply. On the other hand, the
latter found more low-mass galaxies and their SMF is defined
down to a stellar mass limit that is 0.6 dex smaller than the
limit of Muzzin et al. (2013a). In the latter the magnitude cut is
Ks < 23.4, whereas in Ilbert et al. (2013) it is 0.6 mag brighter,
but this should account for a 0.24 dex difference only. In fact, the
two papers use a different definition ofMlim (the one adopted by
Ilbert et al. 2013, is the same as in our analysis). With respect to
both papers, we reach smaller masses thanks to the deeper AUD
images and the panchromatic selection discussed in Appendix B.
The differences between Ilbert et al. (2013) and Muzzin et al.
(2013a) cannot be explained by cosmic variance, since both
SMFs are derived in the same field (using the same raw data).
On the contrary, we find that the main reason for the discrepancy
between Ilbert et al. (2013) and our SMF at M > 1011M is
our smaller (Ultra-Deep) volume. If we derive the SMF over the
whole COSMOS area (AD + AUD, see Fig. 1) we find a better
agreement. Also the new MIR coverage from SPLASH plays a
role (see Appendix B).
To get an insight on the SED fitting uncertainties at z > 3, we
inspect Ilbert et al. (2013) and Muzzin et al. (2013b) catalogues;
both publicly available. In the latter sample, among 165 galax-
ies with 3 < zphot,M13 < 4 and log(M/M) > 10.94, only 25%
remain in the same z-bin if one replaces Muzzin et al. photo-
metric redshifts with Ilbert et al. estimates7. We compare with
the COSMOS spectroscopic redshifts introduced in Sect. 3.3,
which were not available when both catalogues were built.
Among the galaxies that are at 3 < zphot,M13 6 4 according
to Muzzin et al. (2013b), 94 have a match in our COSMOS
7 Here we consider only objects cross-matched between the two cata-
logues, with a 0.6′′ searching radius.
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Fig. 11. Comparison to galaxy SMFs from the literature. Our 1/Vmax measurements are shown as red circles. If needed, we converted estimates
from the literature to Chabrier (2003) IMF. Upper panels: we plot the SMF estimates from Caputi et al. (2015), with filled (empty) blue pentagons
above (below) their mass completeness limit (in addition, their STY fit is shown by a blue dotted line). For sake of clarity, we plot only the Schechter
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1/Vmax and upper limits from a conservative estimate by Stefanon et al. (2015). Lower panels:M-selected SMFs published in Santini et al. (2012,
light blue diamonds), Duncan et al. (2014, black crosses), and Grazian et al. (2015, green squares). Other SMFs of LBG samples are taken from
González et al. (2011, upward triangles), Lee et al. (2012, grey dashed lines), Song et al. (2016, orange solid line), Stefanon et al. (2017, empty
circles).
spectroscopic catalogue. We find that 69 of them are catastrophic
errors, defined as |zphot,M13−zspec| > 0.15(1+zspec). The number of
robust estimates in the same z-bin rises to 87 (out of 107 galax-
ies spectroscopically observed) when repeating this test using
Ilbert et al. (2013) photometric redshift.
To show the impact of this kind of uncertainty, in Fig. 11
we plot also the 1/Vmax estimates (and upper limits) derived by
Stefanon et al. (2015) from the subsample of their most robust
galaxies, that is, those objects (detected in UltraVISTA DR1) for
which the zphot satisfies a series of strict reliability criteria. The
drop in number density with respect to the other measurements
gives an idea of the uncertainties that still affect the high-z SMF.
A comparison with M-selected SMFs derived from
HST/WFC3 detections is shown in the bottom panels of Fig. 11.
An estimate using the Early Release Science in the GOODS-
South field (complementing WFC3 data with a deep Hawk-I sur-
vey) has been provided by Santini et al. (2012). Looking to the
error bars of their 1/Vmax points, one can appreciate the progress
made by the latest studies in terms of statistics. HST data avail-
able to Santini et al. (2012) covered about 33 arcmin2, with less
than 50 galaxies located between z = 3.5 and 4.5. Duncan et al.
(2014) provide another SMF estimate in the GOODS-South
field, but using more recent data from CANDELS. Their 1/Vmax
points are consistent with ours at z ' 4, while at z ' 5 their
results are systematically higher by 0.4−0.5 dex (although the
discrepancy is smaller than 2σ because of their large sample
variance).
We find a remarkably good agreement with the SMF mea-
sured by Grazian et al. (2015) over three CANDELS fields
(GOODS-South, UDS, HUDF). We underline that the authors
have not used the CANDELS-COSMOS field, so their esti-
mate is completely independent from ours. At very high masses
(>5 × 1011M) the 1/Vmax points of Grazian et al. seem to
be affected by a similar level of uncertainty of our SMF, con-
firming the excellent quality of our ground-based data. Given
the good agreement between CANDELS and COSMOS2015
1/Vmax mass functions, one would expect that the Schechter
functions derived from the data points are also similar. However,
the two fits differ from each other, as we discuss in Sect. 5.5.
Figure 11 also shows the comparison with the LUV-selected
SMFs (González et al. 2011; Lee et al. 2012; Song et al. 2016;
Stefanon et al. 2017). At 3.5 < z < 4.5 the LBG sample of
Stefanon et al. (2017) is complemented with UltraVISTA DR2
galaxies that they select according to their zphot estimates. Apart
from that distinction, these studies should be considered as an
estimate of the abundance of UV-bright active galaxies, rather
than a census of the entire high-z galaxy population (as clearly
stated e.g. in Lee et al. 2012). Moreover, LBGs are usually se-
lected by means of colour criteria that photometric errors can im-
pair more heavily than zphot estimates (see Duncan et al. 2014).
Le Fèvre et al. (2015) and Thomas et al. (2017) also show that
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Fig. 12. Active and passive SMFs (blue and red symbols, respectively) in the same redshift bins of Fig. 8. Filled circles are the 1/Vmax points,
while solid lines represent the Schechter functions fitting to them (shaded areas being the 1σ uncertainty of the fit). In the bottom panels we show
the fraction of passive galaxies ( fpas) as a function of stellar mass in the same z-bins.
dust and inter-galactic medium extinction move a significant
fraction of galaxies outside the standard LBG regions in colour–
colour diagrams. Discrepancies withM-selected SMFs are also
due to the different method used to recover stellar masses; galax-
ies that are outliers in theM versus LUV distribution can be bi-
ased when an averageM(LUV) relation is assumed.
Nonetheless, the agreement we find at 4.5 < z < 5.5 with
Lee et al. (2012) and Song et al. (2016) may suggest that most of
the galaxies at those redshifts are going through a star-forming
phase. At 3.5 < z < 4.5, their high-mass end is much lower than
ours, an indication that the bulk of dusty massive galaxies starts
to form already at z ∼ 4. In addition, we include also the SMF of
González et al. (2011), which has a normalisation lower by a fac-
tor ∼2, to show that these analyses also have to deal with severe
uncertainties. In general, the SMF of LBGs is derived from their
UV luminosity function by assuming a LUV-M relation, but such
a conversion can hide a number of systematic effects (Song et al.
2016; Harikane et al. 2016).
5.4. Build-up of the quiescent SMF at high redshift
After dividing our sample into active and passive galaxies
through the NUVrJ criterion (Sect. 4.3), we derive the SMF
of each galaxy type up to z = 4. The method of Pozzetti et al.
(2010) is applied to each sub-sample in order to compute the
corresponding limiting mass Mlim, which differs for active and
passive galaxies as the range ofM/L ratios is not the same (e.g.
Davidzon et al. 2013). The SMFs are shown in Fig. 12 (top pan-
els) and their Schechter parameters are reported in Table 1. For
the passive mass functions at z > 3 we kept α fixed to the value
found at 2.5 < z 6 3, and at 3.5 < z < 4 we also fixM? because
otherwise the small number of 1/Vmax points cannot constrain
the fit effectively. At z > 4 the uncertainties are still too large
to perform a robust NUVrJ classification. However, the small
number of passive candidates we found (which could potentially
include several interlopers) indicates that the SMF at z > 4 is
essentially composed of active galaxies only.
At 2.5 < z 6 3, similarly to the total sample, the active
SMF shows a mild double Schechter profile (Eq. (4)), with the
characteristic bump between 1010 and 1011M. Most of the
NUVrJ-passive galaxies have a stellar mass within that range,
while in the massive end of the SMF red galaxies are exclu-
sively dusty objects belonging to the star-forming population
(confirming the trend that Martis et al. 2016 find at z < 3). Thus,
our NUVrJ technique does not misclassify galaxies reddened
by dust as part of the passive sample. Using Spitzer/MIPS and
Herschel data to identify this kind of contaminant, we find only
five NUVrJ-passive objects with far-IR emission. For instance
at 2.5 < z 6 3, ∼70% of the active galaxies have E(B−V) > 0.25
(AV & 1) in the bin 10.5 < log(M/M) 6 11, and almost the
entire active sample is heavily attenuated at log(M/M) > 11.
To compare with Spitler et al. (2014, ZFOURGE survey), we
can merge the bins 3 < z 6 3.5 and 3.5 < z 6 4 to get the
galaxy number density in the same redshift range (3 < z 6 4).
By integrating the SMF at log(M/M) > 10 we find ρN =
6.6+1.6−0.4×10−6 Mpc−3, a factor 3−4 lower than the quiescent galax-
ies of ZFOURGE, for which ρN = (2.3±0.6)×10−5 Mpc−3. Also
at 2.5 < z < 3 ZFOURGE quiescent galaxies are more numerous
than ours, with their SMF being higher, especially in the low-
mass regime (cf. Tomczak et al. 2014). The difference is mainly
due to the classification method. Using UVJ, the ZFOURGE
passive sample includes galaxies with sSFR ' 10−10 yr−1 (es-
pecially atM <M?) that are excluded in our selection. Another
reason for such a discrepancy may be the AGN contamination.
For example, in Spitler et al. (2014), 9 out of their 26 quiescent
galaxies at 3 < z < 4 are potential AGN.
We also compute the passive galaxy fraction ( fpas) defined as
the ratio between passive and total SMFs (Fig. 12, bottom pan-
els). The peak of fpas is always located at 10.5 < log(M/M) <
10.9, with values decreasing from 12 to 5%. The evaluation at
3.5 < z 6 4 is more uncertain if we let Schechter parameters free
in the fit, nonetheless fpas remains below 10%.
5.5. Impact of the Eddington bias
Describing the low-mass end of the SMF (or better, its slope)
by means of the Schechter parameter α is crucial to obtain-
ing a comprehensive view of stellar mass assembly. The probe
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Table 1. Schechter parameters of the COSMOS2015 galaxy SMF (also dividing the sample into active and passive galaxies).
Redshift logM? α1 Φ?1 α2 Φ?2
[h−270 M] [10−3 h370 Mpc−3] [10−3 h370 Mpc−3]
Total sample
0.2 < z 6 0.5 10.78+0.13−0.14 −1.38+0.08−0.25 1.187+0.633−0.969 −0.43+0.62−0.60 1.92+0.73−0.78
0.5 < z 6 0.8 10.77+0.09−0.08 −1.36+0.05−0.06 1.070+0.287−0.315 0.03+0.43−0.43 1.68+0.33−0.33
0.8 < z 6 1.1 10.56+0.05−0.05 −1.31+0.05−0.06 1.428+0.306−0.308 0.51+0.35−0.34 2.19+0.40−0.41
1.1 < z 6 1.5 10.62+0.08−0.07 −1.28+0.05−0.05 1.069+0.222−0.240 0.29+0.40−0.42 1.21+0.23−0.22
1.5 < z 6 2.0 10.51+0.08−0.07 −1.28+0.06−0.06 0.969+0.202−0.208 0.82+0.48−0.52 0.64+0.18−0.17
2.0 < z 6 2.5 10.60+0.15−0.12 −1.57+0.12−0.21 0.295+0.173−0.177 0.07+0.70−0.74 0.45+0.12−0.12
2.5 < z 6 3.0 10.59+0.36−0.36 −1.67+0.26−0.26 0.228+0.300−0.300 −0.08+1.73−1.73 0.21+0.14−0.38
3.0 < z 6 3.5 10.83+0.15−0.15 −1.76+0.13−0.11 0.090+0.064−0.039
3.5 < z 6 4.5 11.10+0.21−0.21 −1.98+0.14−0.13 0.016+0.020−0.009
4.5 < z 6 5.5 11.30+1.22−1.22 −2.11+0.34−0.22 0.003+0.002−0.002
Active sample
0.2 < z 6 0.5 10.26+0.07−0.06 −1.29+0.03−0.03 2.410+0.341−0.337 1.01+0.34−0.36 1.30+0.25−0.25
0.5 < z 6 0.8 10.40+0.06−0.06 −1.32+0.02−0.02 1.661+0.188−0.176 0.84+0.25−0.26 0.86+0.13−0.12
0.8 < z 6 1.1 10.35+0.05−0.05 −1.29+0.02−0.02 1.739+0.166−0.164 0.81+0.22−0.24 0.95+0.12−0.11
1.1 < z 6 1.5 10.42+0.05−0.05 −1.21+0.02−0.02 1.542+0.127−0.122 1.11+0.20−0.21 0.49+0.07−0.07
1.5 < z 6 2.0 10.40+0.05−0.05 −1.24+0.02−0.02 1.156+0.107−0.105 0.90+0.23−0.24 0.46+0.07−0.06
2.0 < z 6 2.5 10.45+0.07−0.07 −1.50+0.05−0.05 0.441+0.093−0.088 0.59+0.34−0.35 0.38+0.06−0.06
2.5 < z 6 3.0 10.39+0.14−0.10 −1.52+0.07−0.08 0.441+0.149−0.137 1.05+0.54−0.61 0.13+0.04−0.04
3.0 < z 6 3.5 10.83+0.08−0.08 −1.78+0.05−0.05 0.086+0.027−0.021
3.5 < z 6 4.0 10.77+0.12−0.11 −1.84+0.10−0.09 0.052+0.028−0.020
4.0 < z 6 6.0 11.30+0.15−0.15 −2.12+0.05−0.05 0.003+0.001−0.000
Passive sample
0.2 < z 6 0.5 10.83+0.07−0.08 −1.30+0.26−0.43 0.098+0.177−0.177 −0.39+0.34−0.20 1.58+0.16−0.21
0.5 < z 6 0.8 10.83+0.04−0.04 −1.46+0.36−0.48 0.012+0.024−0.024 −0.21+0.14−0.09 1.44+0.08−0.08
0.8 < z 6 1.1 10.75+0.02−0.02 −0.07+0.04−0.04 1.724+0.059−0.060
1.1 < z 6 1.5 10.56+0.03−0.03 0.53
+0.08
−0.08 0.757
+0.023
−0.024
1.5 < z 6 2.0 10.54+0.03−0.03 0.93
+0.13
−0.12 0.251
+0.015
−0.017
2.0 < z 6 2.5 10.69+0.07−0.07 0.17
+0.19
−0.16 0.068
+0.006
−0.007
2.5 < z 6 3.0 10.24+0.11−0.11 1.15
+0.63
−0.50 0.028
+0.007
−0.010
3.0 < z 6 3.5 10.10+0.10−0.09 1.15 0.010
+0.002
−0.002
3.5 < z 6 4.0 10.10 1.15 0.004+0.001−0.001
Notes. A double Schechter function (Eq. (4)) is used up to 2.5 < z 6 3; a single Schechter function (Eq. (3)) beyond that bin.
of low-mass galaxies can be impeded by the survey depth, as
it can result in an overly high stellar mass limit (we refer to
Weigel et al. 2016; and Parsa et al. 2016, for an analogue discus-
sion on the LF). In our case, the extrapolation of the low-mass
end seems reliable, as the estimates below the limiting mass (de-
rived through the fobs weights) are in agreement with the fit to
1/Vmax points, which stops atMlim.
Besides this caveat, another fundamental problem is related
to observational errors that alter the galaxy distribution (i.e. the
Eddington bias). It has already been shown that the Eddington
bias significantly modifies the SMF shape (Ilbert et al. 2013;
Caputi et al. 2015; Grazian et al. 2015). Observational (photo-
metric) errors affect the SMF calculation in two ways. First,
they introduce an error in zphot that spreads out galaxies from the
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Table 2. Schechter parameters of the COSMOS2015 galaxy SMF at
z > 3, resulting from a fit in whichM? was fixed to 1010.6M.
Redshift logM? α1 Φ?1
[h−270 M] [10−3 h370 Mpc−3]
3.0 < z 6 3.5 10.60 −1.58+0.07−0.07 0.204+0.024−0.023
3.5 < z 6 4.5 10.60 −1.65+0.10−0.11 0.094+0.013−0.013
4.5 < z 6 5.5 10.60 −1.69+0.26−0.28 0.038+0.011−0.010
intrinsic N(z) galaxy distribution. Moreover, even if the redshift
of an object is known precisely, photometric errors can still affect
the M estimates as they allow a certain number of SEDs (with
differentM/L normalisation) to fit the data reasonably well.
Here, we stress that there is no unique approach to account
for such an effect, and the shape of the final bias-free SMF
strongly depends on the capability of accurately describing the
observational uncertainties (σm). Despite the different imple-
mentations, the basic concept is to convolve a pure Schechter
function (see Eq. (3)) with σm. In this way we construct a
function
Φobs(z,M) =
∫
Φ(m)σm(z,m) dm, (6)
that can be used in the STY method, or to fit non-parametric esti-
mates like the 1/Vmax points. As can be noticed, the main distinc-
tion among different correction techniques is how σm is defined.
This difference can be summarised by comparing Grazian et al.
(2015, hereafter G15) and the present analysis. We show below
that the two studies, starting from data points that are in excel-
lent agreement, lead to discrepant Schechter functions after the
Eddington bias correction, because of different σm estimates.
The method we used to estimate the stellar mass uncer-
tainty is fully described in Sect. 4.1. The function σm required
in Eq. (6) is the one of Eq. (1), with a Lorentzian component
that increases with redshift, while the standard deviation of the
Gaussian distribution stays constant. Both components are inde-
pendent of the logarithmic stellar mass, therefore σm is symmet-
ric, affecting the SMF mainly in the high-mass end because of
the exponential decline of number counts.
On the other hand, the correction implemented by G15 in
CANDELS is derived in the following way. For the photome-
try of each galaxy in a given z bin (say, z1 < z < z2) they
scan the whole BC03 library, after fixing the redshift, to ob-
tain the PDF (M, z = zi). The fixed redshift zi is taken from an
equally spaced grid that covers the full range between z1 and
z2. The procedure is repeated for each step of the grid. In other
words the conditional PDFs are initially computed assuming a
flat prior on z. To include the uncertainty on photometric red-
shift and obtain PDF(M|z), G15 multiply each PDF(M, z = zi)
by PDF(zi), where the latter is the redshift probability coming
from the PDF(z) that Dahlen et al. (2013) provide for each CAN-
DELS galaxy. The global uncertainty σm(z1 < z < z2,M j) is
then obtained by adding the PDFs of all the objects in the given
bin of redshift and stellar mass (M j). Before adding them, each
PDF in the stellar mass bin is re-aligned in the centre of the bin.
Note that this approach implies a discretised version of Eq. (6):
Φobs(M) = Σ jΦ(M j)σm(M j)∆M j, that is inaccurate if the mass
binning is too coarse, much larger than the average PDF (this is
not the case of G15, who assume ∆M j = 0.2 dex). Such an es-
timate of σm, unlike ours, depends also on the stellar mass: the
Fig. 13. Average PDF(M|z) for galaxies in four bins of stellar mass
(highlighted with grey vertical bands), at redshift 2.5 < z 6 3 (blue
solid lines) and 4.5 < z 6 5.5 (orange). The plot also shows the σm(z)
uncertainty (see Eq. (1), with dark blue and red dashed lines, in the
low and high z-bin respectively. Two examples of z ' 5 PDFs from
Grazian et al. (2015) are shown with dotted lines; they are obtained by
stacking the PDF(M|z) of CANDELS galaxies at 9.4 < log(M/M) <
9.6 and 10.4 < log(M/M) < 10.6 respectively (Chabrier’s IMF). All
the PDFs in the figure have been normalised to unity.
larger the galaxy mass is, the narrower the error (because of the
higher S/N in the photometry). Moreover, the typical PDF(M|z),
especially below 1010M, is very skewed, with a prominent tail
towards lower masses (see Fig. 13, and Fig. B.1 of G15).
G15 clearly illustrate the difference between their treatment
and Ilbert et al. (2013, whose approach is similar to ours): Start-
ing from an intrinsic (i.e. unbiased) SMF and convolving it
by the σm(z) used by Ilbert et al., the observed SMF will be a
Schechter function with an enhanced number density of mas-
sive galaxies, but substantially unchanged at lower masses. Con-
versely, by applying the σm(z,M) computed in G15 to the same
intrinsic mass function, Φobs will have a steeper low-mass end.
This latter method should not significantly modify the high-mass
end, where the PDF(M|z) is expected to be narrower (G15).
Thus, σm estimates are different in CANDELS and COS-
MOS. To find the reason for the discrepancy, we recompute σm
with a procedure similar to G15, deriving the galaxy PDF(M|z)
in bins of stellar mass (Fig. 13). Interestingly, our PDF(M|z) is
well described by the same distribution (Eq. (1)) we found with
the method of Ilbert et al. (2013). There is a trend with stellar
mass like in G15, but so mild that for galaxies withM & Mlim
the PDF can be considered constant (at a given redshift, see
Fig. 13). So, even with this alternate computation, the stellar
mass uncertainties of CANDELS and COSMOS2015 remain at
variance. The fact that at a given redshift our σm (at least above
109M) does not depend on mass can appear counterintuitive.
The SED fitting should be better constrained for massive galax-
ies since they generally have higher S/N photometry. This is true
for theM estimates, when the SED fitting is performed after fix-
ing the redshift. However the zphot uncertainty, which is the dom-
inant component in σm, is nearly constant in this stellar mass
range (see the discussion in Caputi et al. 2015).
Therefore, despite the agreement between the 1/Vmax esti-
mates of G15 and ours, the correspondent Schechter functions
diverge below 109M, after accounting for the Eddington bias
(Fig. 14). The flatter slope recovered by G15 is due to the
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Fig. 14. Comparison between the SMF of COSMOS2015 galaxies and
Grazian et al. (2015), in two redshift bins between z = 3.5 and 5.5 (as
indicated in the panels). Our 1/Vmax estimates and the fit to those points
are shown with black filled circles and solid lines (green squares and
dashed lines show the same quantities for Grazian et al. 2015). Grey
filled circles are the SMF estimates we obtain using the fobs weights
(see Sect. 5). In both z-bins, the 1σ uncertainty of the COSMOS2015
Schechter function is encompassed in a shaded area.
mass-dependent σm that becomes much wider at lower M. On
the other hand, their fit should be anchored to the more precise
stellar mass estimates at M > M?, but in practice their result-
ing Schechter exponential tail rests below the data points be-
cause of the correlation between α andM?. Vice versa, with our
σm, the error deconvolution does not significantly modify the
low-mass end while it decreases the number density in the high-
mass end8. The bias-free Schechter function of G15 turns out to
have a low-mass end nearly constant from z ∼ 4 to 6, compa-
rable to what is found at z ∼ 2−3 (i.e. α ' −1.6). In particular
they find α = −1.63 ± 0.05 at z = 4 and α = −1.63 ± 0.09 at
z = 5. Without removing the bias, the G15 Schechter function
has α = −1.77 ± 0.05 and −1.90 ± 0.20, at z = 4 and 5, re-
spectively. In the same redshift bins we find α = −1.97+0.10−0.09 and
−2.11+0.30−0.13.
These tests indicate that the different characterisation of σm
is the major aspect responsible for the contrasting Schechter fits
in the two analyses. The zphot uncertainties are the most plausible
cause of discrepancy but at present we cannot establish whether
8 Song et al. (2016) state that, after accounting for Eddington bias, the
low-mass end of their SMF does not change significantly, as in our case.
However, details about how the bias correction has been implemented
are not provided in their paper.
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Fig. 15. Evolution of the SMF between z = 0.2 and 5.5, for the COS-
MOS2015 galaxy sample. Filled circles show the 1/Vmax estimates, and
shaded areas show the 1σ uncertainty of the best Schechter function fit-
ting to them (as in Figs. 8 and C.2). Colours indicating the redshift bins
are summarised in the bottom-left corner of the plot.
the PDFs(z) of COSMOS2015 are underestimated, or those in
CANDELS overestimated. We aim at investigating this issue in
future work.
6. Discussion
6.1. Stellar mass assembly between z ∼ 0 and 6
To study the SMF evolution over a larger time interval, we com-
bine our results at z > 2.5 (Sect. 5) with the SMFs at lower
redshifts. The latter ones are obtained using the SED fitting esti-
mates of L16, whose main features have already been described
(see Sects. 3.1 and 5.2). To have a comprehensive view, in Fig. 15
we overplot the estimates from z = 0.2 to 5.5. In Fig. 16 we
also show the SMFs of star-forming and quiescent objects, up to
z = 4. Additional plots of the 0 < z 6 4 SMFs are shown in
Appendix C.
The resulting picture shows a progressive build-up of galax-
ies at 10.0 < log(M/M) < 11.5, sharpening the knee of the
SMF as time goes by. This feature becomes stable at z . 2, since
the SMF grows in normalisation but the shape of the exponential
tail remains nearly the same. In comparison, there is little in-
crease in the number density of galaxies with log(M/M) 6
10.0 across the whole redshift range. In the bin centred at
log(M/M) = 9.5, where our data provide a direct constraint
in all the z-bins, the increase in number density is 6−7 times
smaller than at 10.5. The combined effect of such a differential
evolution is a flattening of the low-mass end as one moves to
lower redshifts. In the early universe (<2 Gyr old) the best fit is a
single Schechter function, with the addition of a secondary com-
ponent only at z < 3. We observe that this evolutionary trend
does not imply necessarily a change of M?. If galaxies below
the turnover mass outnumber the most massive ones, the “dip”
of the Schechter function is smoothed out even if M? remains
constant (see Tomczak et al. 2014; Song et al. 2016).
These observations are consistent with models in which the
suppression of star formation (“quenching”) is particularly effi-
cient when galaxies reach a given stellar mass threshold (∼M?).
In this way, star forming galaxies that accreted up to such a
mass cannot easily grow further, so they accumulate atM?. This
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Fig. 16. Evolution of the SMF between z = 0.2 and 4, for active (upper
panel) and passive (lower panel) galaxies. Same symbols as in Fig. 15.
effect is even more evident in the active SMF (Fig. 16, upper
panel), which does not extend beyond log(M/M) = 11.5. This
kind of mass-dependent quenching could be caused by inter-
nal processes, for example, AGN feedback or heating via stable
virial shocks (Gabor et al. 2010, and references therein). Without
any assumption regarding the underlying physics, the empirical
model of Peng et al. (2010) shows how a galaxy SMF that is a
power-law function at z = 10 will assume a Schechter profile at
lower z, mainly because of the action of mass quenching. Poten-
tially confirming this picture, the COSMOS2015 SMF, moving
towards higher z, starts to resemble a power law (Eq. (5)). We
caution that this clue may actually be the effect of galaxy inter-
lopers on the high-mass end, however it is not implausible that
the SMF departs from a Schechter function at z & 6, to reproduce
more closely the shape of the underlying dark matter (DM) dis-
tribution (see below). Similarly, Bowler et al. (2015, 2017) find
evidence that the UV LF of z ' 7 galaxies is better fit with a
double power law.
The SMF of NUVrJ-passive galaxies (Fig. 16, lower panel)
agrees with this scenario, with a distinct log(M?/M) =
10.5−10.8 peak even at z > 3. The most significant growth of
the passive sample, in terms of number density, happens from
z = 2.5 to 1. A substantial increase (by a factor ×4) is observed
in particular from 2 < z < 2.5 to 1.5 < z < 2 (i.e. in less than
1 Gyr). This is consistent with previous studies that indicate that
local early-type galaxies with 11 < log(M/M) < 12 entered
into their quiescent phase between z ' 0.8 and 2.5 (Thomas et al.
2010).
The build-up of passive galaxies corresponds to a transition
of the total SMF from a single to a double Schechter function.
This is only an approximate scheme, because the emerging sec-
ondary component cannot be fully ascribed to quenching. Also,
the active SMF is better fit by a double Schechter function at
least at z < 2.5 (see also Ilbert et al. 2013; Tomczak et al. 2014).
When the active sample is divided into two or more classes –
for example, distinguishing between intermediate and high sSFR
or different morphologies, as in (Ilbert et al. 2010) – each SMF
is well described by a single Schechter function. From a mor-
phological analysis of z < 0.06 galaxies, Moffett et al. (2016,
GAMA survey) find that the double Schechter profile of the ac-
tive SMF is the sum of the SMF of Sd and irregular galaxies
(dominant at the low-mass end) and the one of Sa to Sc types
(which creates the dip at intermediate masses). With irregu-
lar galaxies being more common in earlier epochs, the result
should be a single Schechter at high z, as observed. Moreover,
Moffett et al. (but also Kelvin et al. 2014) find a precise decom-
position of their local SMF in two Schechter functions by sim-
ply dividing disc- and bulge-dominated galaxies. Without spec-
ulating further, we simply remark that a similar morphological
transformation, characterised by an “inside-out” quenching and
bulge growth, is expected to begin at z ' 2.5 (according to recent
simulations as Tacchella et al. 2016), that is, the epoch when we
observe a secondary low-z component emerge in the SMF.
We also determine the stellar mass density (ρ∗) as a function
of z. This is usually done by integrating the Schechter function
between 108 and 1013M. Since ourMlim is larger than 109M
at z > 2, the computation at high redshift is extremely sensi-
tive to the extrapolation of the low-mass end below our data
point (see Sect. 5.5). We show in Fig. 17 several ρ∗ estimates
from COSMOS2015 and other surveys, compared to the stellar
mass density derived via integration of the SFR density (SFRD)
function (as given in Behroozi et al. 2013; Madau & Dickinson
2014). The difference between the two methods is smaller than in
the analogous plot shown in Madau & Dickinson (2014), where
estimates derived from SED fitting are ∼0.2 dex lower than ρ∗
from SFRD (their Fig. 11). As explained in that paper, the level
of consistency also depends on the assumed IMF. Time integra-
tion of the SFRD takes into account the gas recycling fraction
( freturn), which is 0.41 for Chabrier’s and 0.27 for Salpeter’s IMF.
Since we use the former, the resulting stellar mass density is
∼0.1 dex smaller than the one obtained by Madau & Dickinson
(2014) starting from the same SFRD function.
In Fig. 17 we also see that our fiducial SMF at z > 4 origi-
nates higher ρ∗ values than the fit with fixed M?, whose main
difference is indeed the flatter low-mass end. Both estimates
are nonetheless consistent, at within 1σ from each other, and
in fairly good agreement with ρ∗ from Behroozi et al. (2013)
and Madau & Dickinson (2014). The tension with the SFRD
predictions starts to be evident when considering, for exam-
ple, Santini et al. (2012) or Duncan et al. (2014), whose SMFs
are even steeper.
A precise determination of α is also pivotal in the essen-
tial formalism of those empirical models (e.g. Peng et al. 2010;
Boissier et al. 2010) that try to connect the SMF evolution to
the main sequence (MS) of star forming galaxies (Noeske et al.
2007; Daddi et al. 2007; Elbaz et al. 2007). Reconciling the
galaxy growth predicted by the MS with the redshift evolution of
α is an effective way of constraining stellar mass assembly and
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Fig. 17. Redshift evolution of ρ∗, as measured in different pa-
pers by integration of the SMF: Caputi et al. (2011, C+11 in the
legend), Caputi et al. (2015, C+15), Duncan et al. (2014, D+14),
González et al. (2011, G+11), Grazian et al. (2015, G15), Ilbert et al.
(2013, I+13), Mortlock et al. (2011, M+11), Mortlock et al. (2014,
M+15), Muzzin et al. (2013a, M+13), Reddy et al. (2012, R+12),
Santini et al. (2012, S+12), Song et al. (2016, S+16), and Tomczak
et al. (2014, T+14). If ρ∗ uncertainties are not quoted in the paper, we
plot approximate error bars by considering the 1σ error of the α param-
eter. Red stars are the stellar mass density from our fiducial Schechter,
brown stars are from the fit with fixedM?. By integrating their SFRD
functions, we can plot ρ∗(z) from Behroozi et al. (2013, black dashed
line) and Madau & Dickinson (2014, grey solid line). In both integra-
tions we assume freturn = 41% (coherently with Chabrier’s IMF). For
Madau & Dickinson (2014) we also show with a shaded area the ρ∗
range enclosed by freturn = 50% and 25% (the latter value is similar to
the one prescribed by Salpeter’s IMF).
quenching mechanisms (e.g. Leja et al. 2014; Steinhardt et al.
2017).
6.2. Dark matter connection
To better understand the evolution of the SMF we investigate the
relation between galaxy stellar mass and DM halo mass assem-
bly. As pointed out by Lilly et al. (2013), galaxy sSFR and the
specific mass increase rate of DM haloes (sMIR ≡ M−1h dMh/dt,
see e.g. Neistein & Dekel 2008) evolve in a similar way, as ex-
pected if star formation is regulated by the amount of cold gas in
the galaxy reservoir, which in turn depends on the inflow of DM
into the halo (Lilly et al. 2013; Saintonge et al. 2013).
We compare the SMF of COSMOS2015 galaxies to the
halo mass function (HMF) provided in Tinker et al. (2008)9.
Recently, a discrepancy between these two quantities has been
highlighted by Steinhardt et al. (2016): the most massive galax-
ies observed at z > 4 seem to be too numerous compared to
the haloes that should host them. Such an excess, if confirmed,
would call into question either theoretical aspects of the ΛCDM
model or some fundamental principle of galaxy formation (we
refer to the discussion about these “impossibly early galaxies”
in Steinhardt et al. 2016).
9 The HMF has been computed in our z-bins and cosmological frame-
work (σ8 = 0.82) by means of the code HMFCalc (Murray et al. 2013).
The code allows us to choose among alternate models (e.g. Sheth et al.
2001; Tinker et al. 2010; Angulo et al. 2012) without any significant
impact on our conclusions.
The co-evolution of SMF and HMF between z = 0.2 and
5.5 is shown in Fig. 18. For a synoptic view, we superimpose
the HMF on the SMF, rescaling Mh by a constant factor equal
to 0.018. This scaling factor is the stellar-to-halo mass ratio
(SMHR ≡ M/Mh) provided in Behroozi et al. (2013, see their
Eq. (3)) for a typicalM?h halo at z = 010. We emphasise that the
same rigid translation is applied in each z-bin, simply to ease the
comparison between the HMF and the SMF shapes. A thorough
link between haloes and galaxies, for example via abundance
matching, is deferred to future work.
At z < 2, Fig. 18 (upper row of panels) illustrates a well-
known result. The shape of stellar and halo mass functions do
not coincide, at neitherM <M? norM >M?. Reconciling the
observed SMF with the DM distribution has required the intro-
duction of quenching mechanisms in galaxy formation models
(Baugh 2006, for a review). Star formation of low-mass galaxies
is assumed to be halted via stellar feedback, for example, stel-
lar winds or supernova explosions that heat/eject gas (Larson
1974; Dekel & Silk 1986; Leitherer et al. 1999). In galaxies at
M > M?, hot halo gas is removed or prevented from cool-
ing (e.g. by AGN outflows, Fabian 2012) or virial shock heating
(Dekel & Birnboim 2006).
As for the transition from single to double Schechter func-
tion, the epoch of a key change is z = 2−3. In fact, the tension
between SMF and HMF lessens at z > 2 (Fig. 18, lower panels).
In the high-mass regime, the SMF exponential tail moves closer
to the rescaled HMF, until they overlap at z > 3. Considering the
crude rescaling (i.e. the 0.018 factor) and the SMF uncertainties
at high z, the match between massive galaxies and massive DM
haloes is excellent. At 4.5 < z 6 5.5, the massive end of our
fiducial SMF is slightly higher than the HMF, but still compati-
ble within the errors. Such an excess of observed galaxies does
not challenge the theoretical framework, since small modifica-
tions, for example, to the HMF scaling factor (which has been
fixed to the SHMR at z = 0) would be enough to reconcile the
two functions.
To show that there is no substantial inconsistency between
the two functions, we derive from the HMF an upper limit
for the SMF. Starting from the present baryon density Ωb,0 =
0.0486 (Planck Collaboration XIII 2016), we assume Ωb/Ωm as
a SHMR with a baryon-to-stellar mass conversion of 100%.
Rescaling the HMF accordingly, we obtain the maximal SMF
physically allowed (grey shaded area in Fig. 18). The observed
SMF is always below this upper limit. In other words, we
do not find any impossibly early galaxy, at least at z < 6.
Steinhardt et al. (2016) discuss this critical issue relying on UV
LFs up to z ∼ 10 (Bouwens et al. 2015; Bouwens 2016). In this
respect, Mancuso et al. (2016) claim that the tension between the
observed number density of massive galaxies and the predicted
abundance of their host haloes is mainly due to the dust cor-
rections applied to UV data. When including far-IR data to de-
termine the SFR function, they find that the formation of stars
in z > 4 massive haloes is not required to start as early as ar-
gued in Steinhardt et al. (2016). This kind of bias does not af-
fect our comparison, which however probes z < 6. Conclusive
10 M?h is the characteristic halo mass that marks the peak at which the
integrated star formation is most efficient. At z = 0 it is about 1012M
(Behroozi et al. 2013). Roughly speaking,M?h separates the SHMR be-
haviours at low and high halo masses. In Behroozi et al. (2013) theM-
Mh relation is calibrated against 0 6 z 6 8 data (several SMF, spe-
cific SFR, and cosmic SFR estimates) through a Markov chain Monte
Carlo. We verified that adopting the SHMR of Moster et al. (2013), con-
strained via galaxy-halo abundance matching, differences are within the
1σ error bars.
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Fig. 18. Evolution of HMF (cyan line) vs. SMF (magenta) from z = 0.2 to 5.5. In each panel halo mass is multiplied by a factor 0.018, that is, the
SHMR at z = 0 andMh =M?h (according to Behroozi et al. 2013). Shaded cyan regions show the uncertainties in the HMF shift by taking the 1σ
error of the SHMR parametrisation. At z > 2.5, the solid magenta line is our fiducial fit of the SMF, while the dashed magenta line is the Schechter
function with log(M?/M) fixed to 10.6 (see Fig. 8). The shaded magenta regions combine the 1σ CL of the two fits, to give a conservative
estimate of the uncertainties. A grey shaded area highlights the “forbidden region” where, according to the Ωb/Ωm ratio, no galaxies are expected.
Black dotted lines at z > 3 are the SMFs predicted from the semi-analytical model of Garel et al. (2016), converted to the IMF of Chabrier (2003).
evidence on this issue will come from next-generation surveys,
which shall provide direct measurements of the SMF at z > 7
(i.e. the epoch when these discrepancies should be the largest
Steinhardt et al. 2016).
The high-mass end of our SMF declines with a slope similar
to the HMF. Such an agreement suggests that massive galaxies
at z > 3, which resides in &M?h haloes, all have similar SHMR
(∼2%). However, one should discriminate between the contri-
bution of central and satellite galaxies before making conclu-
sions about the star-formation efficiency in distinct haloes (see
Coupon 2015). A nearly constant SHMR for Mh > M?h is at
odds with Behroozi et al. (2013) and Moster et al. (2013) results,
but a few caveats concerning those two studies should be noted.
Moster et al. (2013) relation has been calibrated by means of an
abundance matching technique up to z = 4. The SMFs they
used (Santini et al. 2012; Pérez-González et al. 2008) are more
plagued by sample variance, and at the massive end their tech-
nique is sensitive to the assumptions made for correcting obser-
vational errors. Behroozi et al. used a larger set of SMFs, but at
z > 4 these are all derived from LBG samples (Stark et al. 2009;
Lee et al. 2012; Bouwens et al. 2011; Bradley et al. 2012), pos-
sibly biased at high masses as we discussed in Sect. 5.3. Interest-
ingly, if theM-Mh relation of Behroozi et al. (2013) is recom-
puted without z > 4 observational priors, the SHMR at z ' 4 and
5 is flatter (and only marginally consistent within the 1σ errors
of the original fit, see Behroozi & Silk 2015). Thus, the COS-
MOS2015 catalogue represents a novel opportunity to investi-
gate the connection between DM and stellar content in a redshift
and mass regime where previous SHMR estimates were lacking
robust observational constraints (Coupon et al., in prep.).
6.3. A reduced impact of star formation feedback
At z > 3, therefore, there is no need for additional quench-
ing to reconcile the abundance of M > M? galaxies with
that of Mh >M?h haloes. This finding supports results from
simulations, in which massive systems at high redshifts are
weakly affected by AGN activity. An example is the cosmo-
logical hydrodynamical simulation Horizon-AGN (Dubois et al.
2014): at z > 3, the SMF of the Horizon-AGN simulated galax-
ies does not change significantly if AGN feedback is switched
off (Kaviraj et al. 2017). In addition, Horizon-AGN allows one
to follow in detail the evolution of central black holes. By tracing
their mass assembly as a function of time, Volonteri et al. (2016)
find that black holes with Eddington ratio <0.01 (those responsi-
ble for radio-mode feedback in the simulation) are the dominant
population at z . 2, while at z > 3 most of the black holes are
fast accretors (Eddington ratio > 0.1), luminous enough to trig-
ger a radiative feedback (the so-called “quasar mode”). Smaller
occurrence of radio-mode feedback at high redshifts is also sug-
gested by observational studies on radio-loud AGN, whose vol-
ume density decreases as a function of z (Padovani et al. 2015).
Radiative AGN feedback is also expected to be inefficient: In
hydrodynamical simulations of z ∼ 6 galaxies, outflows gener-
ated by bright quasars tend to escape from the direction of least
resistance, without interacting with the dense filamentary struc-
ture around the galaxy (Costa et al. 2014). Interferometric obser-
vations of high-z targets are in line with these theoretical results.
Their CO and [CII] mapping indicates that, although AGN are
able to remove a large amount of molecular gas (Maiolino et al.
2012; Cicone et al. 2014), they do not prevent extended cold
clouds from fueling star formation (Cicone et al. 2015).
Nevertheless, z ∼ 5−6 radiative outflows, despite their
relatively weak impact on interstellar medium, can perturb
the cold filamentary accretion over larger time scales. For in-
stance, quasar energy injection can cause a sort of starva-
tion in the later stages of a galaxy’s life (Dubois et al. 2013;
Curtis & Sijacki 2016). Our results constrain the timescale of
quasar-mode feedback. Even if central black holes are at work in
A70, page 21 of 27
A&A 605, A70 (2017)
the early universe, their effect (i.e. a deviation of the SMF from
the HMF high-mass end) is observed only at z 6 3. This means
that such a quenching mechanism is effective on timescales
larger than 2 Gyr, likely after multiple outflow episodes.
We can also compare stellar mass and halo mass functions
at M < M? (or equivalently Mh < M?h ). A similar exercise
has been made in Song et al. (2016) up to z ' 7, finding that the
low-mass end of their SMF has a slope similar to the HMF at z &
7. In our SMF, the low-mass end becomes steeper, and slightly
closer to the HMF, already at z > 3.5. In terms of Schechter
parametrisation, we find that α ranges between −1.4 and −1.2 at
z 6 2, becomes '−1.7 at 2 < z 6 3.5 and eventually is .−2 at
z ' 4−5 (while Song et al. 2016 find α < −1.9 only beyond this
redshift range). Although the difference in α, the low-mass end
of both SMFs diverges from the HMF, as expected (e.g. from
the simulations in Costa et al. 2014) if stellar feedback remains
efficient at least up to z ∼ 6.
In addition, we compare to the semi-analytical model of
Garel et al. (2015, 2016), specifically designed to study Lyα
emitters and LBGs. At face value, the slope of the SMF predicted
by Garel et al. (2016) is similar to ours (Fig. 18), suggesting that
their model may be an effective description of stellar feedback in
the early universe. A more detailed comparison with simulations
is deferred to another paper of this series (Laigle et al., in prep.).
7. Summary and conclusions
Relying on the latest photometric catalogue in the COSMOS
field (COSMOS2015, Laigle et al. 2016), we have estimated the
SMF of galaxies between z = 0 and 6. A deep NIR coverage
from UltraVISTA, and associated SPLASH images in MIR, al-
lowed us to probe the high-mass end of SMF as well asM .M?
across the whole redshift range. In particular our SMF reaches
5−10 × 109M at z ' 5, an unprecedented mass regime at
that redshift for a ground-based survey covering such a large
area. One of the reasons for this achievement is the panchro-
matic detection technique we applied, based on a χ2 stacking
of images from z++ to Ks. Our stellar mass completeness limit
Mlim(z) is almost 0.5 dex smaller than what would result from
a single (e.g. K) band selection, as done in previous analyses.
Deeper HST data available in the overlap with the CANDELS
field (Nayyeri et al. 2017) have been used to confirm the absence
of significant biases in our final sample, cut at [3.6] < 25.
A comparison with the literature showed the improvements
in terms of statistics with respect to HST surveys at high z (e.g.
Santini et al. 2012; Duncan et al. 2014). The large volume of
COSMOS has allowed us to collect rare massive galaxies, al-
though most of those at z > 2 are severely reddened by dust, in-
creasing the uncertainties in their zphot andM. Comparing to the
SMF of LBGs, where such massive and dusty galaxies may be
totally missing, we stressed the importance of high-quality MIR
data to build mass-selected galaxy samples at z > 4. Now in its
final phase, eight years after the end of the cryogenic mission,
the Spitzer program will soon be superseded by the James Webb
Space Telescope (JWST), to shed light on this peculiar galaxy
population.
Besides the emphasis on the early universe, we remark that
our SMF covers in a coherent way a time interval larger than pre-
vious work, providing an overview of the last ∼13 Gyr of galaxy
evolution. In addition we robustly selected (via the NUVrJ di-
agram) active and passive galaxies, deriving their SMF up to
z = 4. At higher redshifts the contribution of the passive sam-
ple to the SMF becomes negligible, and the few passive galaxies
we found need follow-up observations in order to be confirmed.
Concerning the whole evolutionary path from z ∼ 6 to ∼0, our
results are summarised in the following.
1. Considering the growth of the SMF with cosmic time, we
marked z ' 3 as a key moment of galaxy evolution. At lower
redshifts, the best fit to the SMF is a double Schechter func-
tion. At z > 3 the SMF shows a smoother profile (especially
at the knee of the function) and at z > 5 it can be fit also
by a power-law function with a cut-off at ∼3 × 1011M.
To a first approximation the emergence of an additional
component in the low-z SMF is related to the assembly of
the passive galaxy sample. However also the active SMF
is fit by a double Schechter (a feature often ignored e.g. in
some phenomenological models). The fact that star forma-
tion starts fading in the core of galaxies already at z ' 2−2.5
(Tacchella et al. 2015, 2016) may be a hint that the change of
SMF shape at z ' 3 is related to such inside-out quenching.
Further evidence is needed to verify this hypothesis.
2. At z & 3 we also found a change in the relation between
stellar mass and halo mass functions. While at z . 2 the
SMF shape diverges from the HMF in both mass regimes
(above and below M?), at higher redshifts the massive end
of the SMF has the same slope of the HMF. This implies
that the M/Mh ratio is roughly constant at M & M?. We
interpret this trend as evidence of a reduced quenching for
massive galaxies at z > 3, such that the star formation pro-
cess becomes dominated by simple baryonic cooling. Thus,
according to our observations, AGN do not trigger signif-
icant feedback (either in radio or quasar mode) during the
first ∼2 Gyr after the Big Bang. This is consistent to hydro-
dynamical simulations in which AGN ejecta at high-z can
hardly stop (or prevent) star formation.
3. There is a progressive flattening of the SMF low-mass end
since z ∼ 6. For massive galaxies (&5 × 1010M), number
density increases about one order of magnitude more than for
∼109M galaxies. Fitting our data points with a Schechter
function, we found α ranging from −2.11+0.30−0.13 to −1.47+0.02−0.02,
from z ' 5 to 0.1. A similar slope at z > 4 has been found by
other authors (e.g. Song et al. 2016) and in hydrodynamical
simulations (Garel et al. 2016). Other SMFs are shallower,
with α ' −1.6 up to z ∼ 6−7 (see e.g. Grazian et al. 2015).
Such a disagreement is mainly due to the Eddington bias cor-
rection: Depending on the characterisation of stellar mass er-
rors made by the authors, the effect of the bias correction on
the Schechter function can vary significantly.
Our work shall gain additional momentum from the next wave
of UltraVISTA (as the survey is still ongoing) and Spitzer im-
ages, and also from the development of new tools for data analy-
sis (e.g. Masters et al. 2015; Speagle et al. 2016; Morrison et al.
2017). Spectro-photometric data from JWST will certainly be
beneficial to answering some of the questions raised here, but
to probe the massive end of high-z SMFs, the role of large-area
surveys such as COSMOS2015 will remain fundamental.
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Appendix A: Photometric redshifts in COSMOS2015
Despite the zphot accuracy we reached in L16, in the present work
we refined our SED fitting procedure with specific improvement
for the high-z analysis (see Sect. 3). It is worth noting that the
photometry used here is exactly the same as that published in
L16.
Figure A.1 shows the comparison between photometric red-
shifts computed in L16 (zphot,L16) and the new ones (which we
name in the following simply zphot). The comparison includes
125 578 objects brighter than 25 in the IRAC [3.6] channel, from
the UltraDeep region of the COSMOS2015 catalogue. Exclud-
ing stars, we find that for 68% of them the difference ∆z ≡
|zphot,L16 − zphot| is smaller than 0.05 (and ∆z < 1 for 99% of
the galaxies). In addition to 10 013 photometric objects already
classified as stars in L16, we identified a further 11 231 stars in
the new SED fitting run (there are also 2116 galaxies that were
previously labelled as stars).
Despite the overall agreement, one can note in Fig. A.1 a
subsample of objects that moved from zphot,L16 < 1 to zphot ' 3.
These sources, with the larger E(B−V) range and the new SFHs
we adopted, are now classified as dusty galaxies at high redshift.
The B drop-out in their photometry can be interpreted either as
a Balmer break (according to L16) or a strongly attenuated UV
slope (in the new computation). Other groups of galaxies that
significantly changed their redshift (e.g. from z ∼ 4 to ∼1) have
no statistical impact on our analysis.
The most interesting galaxies, which also represent a chal-
lenge for SED fitting techniques, are those at zphot > 2.5, more
massive than log(M/M) > 10.5, with a strong FIR re-emission
(>90 µJy in MIPS 24 µm, S/N > 3). They belong to the subsam-
ple of dusty galaxies; more than 80% of them have E(B − V) >
0.3, and an uncertain photometric redshift as mentioned above
(see Spitler et al. 2014; Casey et al. 2014a; Martis et al. 2016,
for further insight into massive passive galaxies at high z). Al-
though there are only 124 of them in the UltraDeep region, ly-
ing in the exponential tail of the SMF they can produce a non-
negligible offset if their zphot is wrong. We emphasise that their
zphot distribution agrees with that of the 24 µm emitters studied
by Wang et al. (2016) in CANDELS (i.e. in both cases there is a
sharp drop of detections at z ∼ 3). For twelve of these “MIPS-
bright” sources, for which we have also a spectroscopic mea-
surement, zphot is within ±0.1(1+zspec). Most of the MIPS-bright
galaxies are fit by templates with SFR > 100M yr−1, although
in reality their IR emission may be caused not only by heated
dust, but also (at least partly) by an active galactic nucleus (e.g.
Casey et al. 2014b; Marsan et al. 2015, 2017).
Figure A.2 summarises the changes described above, show-
ing as a function of z the fraction of galaxies either excluded
from the SMF computation (i.e. zphot,L16 > 2.5 and zphot < 2.5)
or counted twice (zphot,L16 < 2.5 and zphot > 2.5). These galax-
ies have a negligible impact at z < 2. At z ' 2.5, where we
join the two samples, we observe the scatter due to random er-
rors (i.e. zphot,L16 and zphot are compatible within 1σz); the num-
ber of galaxies totally neglected and the number of “duplicated”
galaxies balance out in this z-bin. At z & 3 the fraction of low-z
galaxies (according to L16) that have been relocated at z > 2.5 in
our analysis is 5−10%. There is a larger number of objects with
zphot,L16 > 2.5 that we ruled out as interlopers from our high-z
sample, as discussed above. In Fig. A.2 we also plot an esti-
mate of the scatter due to σz, obtained recomputing N(z) from
our Monte Carlo simulation (Sect. 4.1). This comparison shows
that changes related to the replacement of zphot,L16 with the new
Fig. A.1. Official photometric redshifts (zphot,L16, Laigle et al. 2016) of
COSMOS2015 compared to the new estimates from the present work.
The sources have [3.6] < 25 and are selected in the UltraDeep area.
Red-orange pixels include 90% of the objects (whose total number is
125 578). A dashed line is a reference for the 1:1 correspondence.
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Fig. A.2. Fraction of galaxies neglected in the SMF computation (red
line, negative values) and those included both in the L16 sample at low z
and in the revised computation at zphot > 2.5 (blue line, positive values).
A vertical solid line separates the two samples. Variations due to σz are
shown for comparison (dotted line).
estimates are of the same order of magnitude of typical fluctua-
tions due to zphot statistical errors.
Appendix B: Implications of a multi-band detection
technique
To compute the SMF, first we have to asses the minimum stellar
mass (Mlim) below which the sample incompleteness can im-
pair our measurement. We mentioned in Sect. 4.2 two possibili-
ties that are feasible in COSMOS2015: a mass complete sample
derived from a Ks-band selection, or one derived after a cut in
[3.6]. A selection in IRAC, rather than in a single NIR band, is
motivated by the fact that our detections are made by combining
images from multiple bands, some of them deeper than Ks.
We can directly compare to Stefanon et al. (2015), who work
with the UltraVISTA dataset of Muzzin et al. (2013b), with the
same limiting magnitude of COSMOS2015, but in the shallower
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Fig. B.1. Galaxy stellar mass as a function of redshift, in a range where
a cut in either Ks or [3.6] is applicable in order to build a flux limited
sample. In the plot, small circles are all the COSMOS2015 galaxies in
AUD, those detected in both Ks and [3.6] (black dots) and the ones that
are not (grey dots). Red filled circle (blue empty squares) show galaxies
fainter than the [3.6] (Ks) magnitude limit, but detected in Ks ([3.6]).
Green lines represent the stellar mass completeness limitsMlim(z) (see
Sect. 4.2) resulting from either the [3.6]-selected sample (solid lines) or
the Ks-selected (dashed line).
AD region. Their source extraction is similar to ours although
they used Ks only as a prior image. By the inspection of the
IRAC residual maps, they find that their zphot > 4 sample in-
creases by up to 38% (depending on the method used to esti-
mate photometric redshifts). Among the 408 sources they re-
cover from the residual maps (in the whole UltraVISTA area)
48% are naturally included in COSMOS2015 (M. Stefanon, priv.
comm.). Caputi et al. (2015) make another test by comparing
the IRAC sources detected in UltraVISTA DR1 to those from
DR2 in the UltraDeep stripes, whose depth increased by 0.7 mag.
Their work shows the difference between AD and AUD regions.
Caputi et al. find 574 IR-bright ([4.5] < 23) sources detected in
DR2 but not in DR1 (i.e. with Ks > 24). We note that about
75% of them are detected in z++, confirming the convenience of
adding this band in the χ2-stacked image not to suffer from such
an incompleteness (see L16).
As already emphasised, our flux-limited sample with a cut at
[3.6] < 25 results in a lowerMlim(z) with respect to Ks < 24.7.
In the zYJHKs image we detect 17 319 galaxies between z = 2.5
and 4 within AUD. Among them, 954 (9%) have Ks < 24.7
but are not in the IRAC selected sample, being fainter than
[3.6]lim,UD. On the contrary, more than double (2182 objects)
would be excluded by the cut in Ks, despite their [3.6] <
[3.6]lim,UD. Besides the percentage of missing objects, we stress
that galaxies faint in IRAC are on average less massive than
109.4M, while a selection in Ks would remove more massive
objects (see Fig. B.1).
Why are the two selections so different in terms of stellar
mass completeness? First, the (Ks − [3.6]) colour of low- and
intermediate-mass galaxies at 2.5 < z < 4 is on average red
(median Ks−[3.6] = 0.2) and tends to be redder moving to higher
masses. For several galaxies the difference is sufficient to include
them among the [3.6] detections but not in Ks. Another reason is
that in such a faint regime the average S/N of Ks is lower than
[3.6], also because flux extraction in the latter is improved by
the χ2-stacking strategy. Therefore the Ks measurement for low-
mass galaxies is more scattered, with a higher chance of being
far below the threshold we imposed.
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Fig. C.1. The galaxy SMF of COSMOS2015 (filled circles), SDSS
(Moustakas et al. 2013, 0 < z < 0.2, empty triangles), GAMA
(Baldry et al. 2012, 0 < z < 0.06, empty squares). Vertical lines
show the stellar mass limit of each survey. A 108M limit is shown
also for the SDSS survey, considering the lowest value (Li & White
2009) among the ones used in various studies. Other authors (like
Moustakas et al.) adopt a more conservative threshold for their esti-
mates (∼109M).
Appendix C: COSMOS2015 stellar mass function
at 0 < z < 4
We show in this Appendix the SMF of galaxies at z < 3 derived
from the L16 SED fitting estimates, along to the new results at
higher redshifts (see Sect. 5). The evolution of these SMFs has
already been shown in Figs. 15 and 16. Here we plot the SMF in
each z-bin separately.
The SMF at 0 < z < 0.15 (median redshift 〈z〉 = 0.12) is
presented in Fig. C.1, together with the SMF of the Sloan Dig-
ital Sky Survey (SDSS, Moustakas et al. 2013, 〈z〉 = 0.1) and
the Galaxy And Mass Assembly survey (GAMA, Baldry et al.
2012, z < 0.06). Our survey probes a small volume in the local
universe, so the high-mass end is highly incomplete (also con-
sidering the bias due to saturated sources). On the other hand
the deeper exposure of COSMOS allows us to probe the SMF
at lower masses than SDSS and GAMA: While the sample of
Baldry et al. (2012) is complete above 108M (the limit is the
same for SDSS, see Li & White 2009) our SMF extends down to
∼2.5 × 107M. Fitting a Schechter function to the SMF we find
that the low-mass end has a slope α = −1.47±0.02 (we note that
Baldry et al. 2012, find −1.47 ± 0.05).
In Fig. C.2 we show the SMF of both Ks- and [3.6]-selected
galaxies from z = 0.2 to 4. The various estimates are overall in
good agreement. In particular at 2.5 < z 6 3 the L16 estimate
joins well with the SMF derived from the new SED fitting run.
Moving to higher redshifts there are small discrepancies (always
60.2 dex) in the comoving number density. The overestimate
(observed mainly in the high-mass end) of the L16 galaxy SMF
is likely due to the systematics (interlopers, different set of tem-
plate) discussed in Appendix B. However, it is difficult to pin-
point a single cause for such a difference as several effects may
act in combination. For example age-metallicity degeneracy, af-
ter removing subsolar templates, forces one to choose younger
galaxy ages, underestimating theM/L ratio (see Bell & de Jong
2001); however the offset goes in the opposite direction when
dust attenuation adds further degeneracy (see Davidzon et al.
2013).
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Fig. C.2. Three different 1/Vmax estimates of the COSMOS2015 galaxy SMF, from z = 0.2 to 4. The estimates are derived from: A Ks-selected
sample using the official SED fitting from L16 (squares); a [3.6]-selected sample that also relies on zphot,L16 andM of L16 (triangles); the high-z
[3.6]-selected sample presented in this paper (circles). Active and passive galaxies, classified in Sect. 4.3 by means of (NUV − r) and (r − J)
colours, are shown with blue and red symbols, respectively. The SMFs used in Sect. 6 to discuss ∼10 billion years of galaxy evolution are shown
with filled symbols, while smaller empty symbols are used in the z-bins where the reference SMF changed. In each bin, Schechter functions (solid
lines, same colours for total, active, and passive galaxies) fit the data points of the reference sample (i.e. the filled symbols). We also plot the
Schechter functions fitting the SMF of UltraVISTA DR1 galaxies (Ilbert et al. 2013) with dotted lines. All the fits are corrected for the Eddington
bias.
In Fig. C.2 we also show the SMF of the UltraVISTA
DR1 galaxies (Ilbert et al. 2013). Their estimates are in good
agreement with COSMOS2015 up to z = 2. At higher redshifts
we observe the same systematic effect pointed out in Faisst et al.
(2016b): without the SPLASH coverage, many high-z objects in
UltraVISTA DR1 were not provided with an accurate MIR pho-
tometry (if not at all), and their mass was underestimated (see
Fig. 4 of Faisst et al. 2016b).
A70, page 27 of 27
