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Abstract— Compliant robots are able to make contact with
obstacles safely, but many compliant robots suffer from sig-
nificant actuation uncertainty. When executing a path that is
collision-free contact with a nearby obstacle, though safe, can
lead to the robot becoming “stuck” and being unable to continue
execution. It is very computationally expensive to compute
the probability of being stuck through forward-simulation and
impractical to capture the distribution over the robot state in
contact with parametric probability distributions, precluding the
use of existing methods to evaluate the robustness of the path.
This paper presents a robustness metric for compliant robots that
captures the probability of the robot completing a given path,
i.e. the probability of avoiding stuck configurations. Our metric
is intended to be used inside a motion planner to determine the
quality more efficiently than forward simulation. Our approach
constructs a set of reachable C-space volumes between the way-
points of a path that bound the set of configurations the robot
could achieve given the actuation noise. We can then identify
stuck configurations within these volumes and approximate their
joint pre-image, which we then use to compute the probabil-
ity of successfully reaching a way-point and subsequently the
probability of reaching the path’s goal. In our experiments we
compare our method to forward-simulation on 3DoF and 6DoF
free-flying robots in a narrow passage environment. We find that
our method computes similar robustness predictions to forward-
simulation but does so significantly more efficiently.
I. INTRODUCTION
In recent years researchers have focused on the development
of compliant robots for assembly and human-robot collab-
oration applications. These robots possess a key advantage:
that they can make contact safely, even when the contact
is unexpected. However, especially if the robot’s compliance
is implemented mechanically, compliant robots’ motion often
exhibits a significant amount of actuation noise. Thus, while
the robot may make contact safely, the uncertainty in its
motion makes it unclear if the robot will successfully execute
a given task in the presence of obstacles, even if it is following
a path that is collision-free. We seek to formulate an efficient
metric to compute the robustness of a path. This metric should
approximate the probability of the robot successfully reaching
the goal when executing the given path.
This report represents the work of WPI undergraduate students sub-
mitted to faculty as evidence of completion of a degree requirement.
WPI routinely publishes these reports on its website with editorial or
peer review. For more information about the projects program, please see
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Fig. 1. A depiction of several sample trajectories for a 3DoF robot. The
PD velocity controller tracking the path has a chance of getting stuck on the
obstacle (trajectories in red) or reaching the goal successfully (trajectories in
green)
Understanding what happens when the robot contacts ob-
stacles is central to computing this metric. When a compliant
robot contacts an obstacle two outcomes are possible: either
the robot slides along the obstacle or it becomes “stuck”
(i.e. unable to make further progress toward its goal). In this
paper we assume that sliding is permissible for the robot
but that being stuck is considered an execution failure. A
motion planner that is planning a path for a compliant robot
should thus attempt to plan a path that maximizes robustness,
minimizing the probability of being stuck. Such a planner
would need a function S : Π→ R that efficiently determines
the probability of path Π not being stuck. For instance a
trajectory optimizer would need to compute such a metric at
every iteration.
A method to calculate this probability without making
further assumptions about the distribution of the robot’s state
is readily apparent: Starting at the robot’s initial configuration,
we can sample many particles and forward simulate the
robot’s controller for each particle with perturbations drawn
from the distribution of the actuation noise [13, 5, 16]. The
percentage of particles that reach the goal region would
then be an approximation of S(Π). However, there are three
important problems with this forward-simulation approach:
First, forward-simulating particles for the duration of the path
2is computationally expensive. Consider that each simulation
step requires at least a collision-check and possibly a pro-
cedure to resolve collisions through sliding and the number
of simulation steps would scale with the length of the path.
Second, a large number of particles would be needed to ensure
that a representative sampling of the noise distribution is
obtained (especially in high dimensions), thus compounding
the computational expense. Third, the accuracy of this method
is very sensitive to obstacle geometry. If the path enters a
narrow passage and the actuation noise is high, the number
of particles that enter the passage will be much smaller than
the total number and this small number of particles may not
approximate the probability distribution for the remainder of
the path well. This issue could be resolved by re-sampling
particles (as in a particle filter), but the sampling distribution
for re-sampling is very unclear in the presence of obstacles.
The prupose of this major qualifying project was to in-
vestiagate a solution to these above limitations and create an
algorithm that efficiently and accurately computes s, and then
explore the effectiveness of this solution. Over the course of
this project, we created a simulation environment for simple
3DoF and 6Dof robots and used these environments to test
and verify the different approaches we created to compute
s. After exploring several different approaches, the first of
which was using graph centrality metrics to detect regions of
configuration space that would contribute to trajectory failure,
the second of which was identifying an explicit representation
of the configuration of an abitrary controller and noise. Our
final approach constructs a set of reachable C-space volumes
between the way-points of a path that bound the set of
configurations the robot could achieve given the actuation
noise. We can sample these reachable volumes and determine
which samples lie approximately on the contact manifold
of the obstacles. We then evaluate which of the points on
the contact manifold are stuck for the current way-point and
approximate the pre-images of these points. The probability
of being stuck is then the union of these pre-images. This
union can be used to compute the probability of successfully
reaching a way-point and the probabilities of reaching each
way-point can be multiplied to compute the probability of
reaching the goal.
The key advantage of our approach is its efficiency. As
opposed to the forward-simulation approach, which simulates
the robot’s controller and collision response at every time step
regardless of where the robot is in space, we only simulate
configurations on the contact manifold for one time step to
determine if they are stuck or sliding. Despite using geometric
approximations in the computation of S our experiments in
3DoF and 6DoF virtual environments suggest that we obtain
similar probabilities of success to the forward-simulation ap-
proach, even when the forward-simulation approach uses large
numbers of samples. Thus, while we improve significantly in
efficiency, we do not significantly compromise on the accuracy
of the metric. This suggests that the metric we have developed
will be useful in motion planning algorithms for compliant
robots. As a final outcome of this project, this approach (and
the majority of this paper) was submitted to the Robotics
Science and Systems 2016 Conference.
In the remainder of the paper we present related work, the
problem statement, and our approach to computing the robust-
ness metric. We concluded with experiments that demonstrate
the efficacy of the metric.
II. RELATED WORK
There are many varieties of compliant robots that can make
contact safely. These range from completely flexible robots
[11, 19], to rigid-bodied robots with series-elastic actuators
[18, 22], to flexible/steerable needles [24, 16], to robots where
compliance is controlled in software [25, 14]. Our method is
not focused on a particular type of compliant robot but rather
requires that a simulator is available for the robot in question.
A common strategy for these kinds of robots is to use an
Impedance controller or PD controller to track a desired path.
Likewise, our method assumes that the robot is endowed with
a PD controller that tracks the input path.
Planning motion in the presence of actuation uncertainty
dates back to the seminal work of Lozano-Perez et al. [9]
on pre-image backchaining. A pre-image, i.e. a region of
configuration space from which a motion command attains
a certain goal recognizably, was used in a planner that pro-
duced actions guaranteed to succeed despite pose and action
uncertainty. However, it was shown that constructing pre-
images was computationally expensive [4, 3]. In our work,
we approximate the pre-images of stuck configurations. While
this process incurs some inaccuracy, we show that our method
compares favorably with simulating particles.
Motion planning for robots under uncertainty has been stud-
ied extensively in recent years. Significant progress has been
achieved through methods that plan in the belief space of the
robot, i.e. the space of probability distributions over the robot’s
state. Belief-space planning in its general form is formulated
as a Partially-Observable Markov Decision Process (POMDP).
POMDPs are difficult to solve in high dimensions (though
some approximation methods are making advances [6, 15]).
Thus researchers have pursued relaxations of the problem
which are low-dimensional [23], and/or locally explore the
space around an initial trajectory [17, 23, 7]. Regardless of
the planning approach, these methods seek to find a path
that minimizes the probability that the robot collides with an
obstacle. However, in our work the robot is assumed to be
compliant, thus collisions are not inherently problematic, and
may even be useful to complete a task. Instead, we focus on
computing the probability that the robot will become stuck,
which results in failure. This paper presents a metric that
could be used by a planning algorithm like the ones above
to compute the quality of a path.
Many methods compute the quality of a given motion by
first determining the belief state of the robot that would result
when executing that motion. This is done either by using
parametric distributions or forward-simulating particles subject
to actuation noise (see [8] for an overview). In terms of para-
metric distributions, the Gaussian distribution is commonly
used to represent the belief state of the robot for motion
planning [21, 23, 2, 20, 10]. However when the robot is in
contact the distribution of states can be trans-dimensional and
3disconnected, making it difficult to fit parametric distributions
to sets of possible states. Alternatively, forward-simulation
of particles has been used to plan paths under actuation
uncertainty as part of RRT-based methods [13, 5, 16]. Our
approach avoids the need for an explicit representation of the
belief state by computing the probability of the robot becoming
stuck through geometric approximations.
Finally, our method computes a set of reachable volumes
of configuration space for a given waypoint as part of the
computation of our robustness metric. Reachable volumes
for kinematic linkages, such as robot arms, were introduced
by [12]. These reachable volumes allow fast sampling of
valid configurations of a linkage given a fixed root and end
effector. [12] shows their applicability for very high (70DoF or
greater) robots. We extend this concept to trajectory-linkages,
i.e. sequences of configurations which are used to compute
reachable volumes in C-space.
III. PROBLEM STATEMENT
The goal of this project is to provide an efficient metric
to evaluate how successful a trajectory controller will be at
tracking an arbitrary path Π composed of a sequence of way-
points pi0, pi1, . . . , pig , i.e. a mapping S : Π→ R that outputs
the probability of reaching pig . We assume that each way-point
in Π is collision free, and that each way-point pii is visible
from pii−1. A configuration q′ is visible from configuration q
if for θ ∈ [0, 1], θq+ (1− θ)q′ is collision-free. The execution
of the trajectory is deemed successful if the end configuration
of the robot is within the Euclidean ball B(pig), where  > 0 is
the amount of error allowed. We assume execution terminates
once the robot reaches a configuration inside B(pig).
Throughout this paper, we use the notation X(q, t) to denote
the random process describing the configuration of the robot,
q, at time t. Using this notation, our trajectory robustness
metric should approximate
S(Π) = lim
t→∞P(X(q, t) ∈ B(pig)) (1)
We assume that independent of the trajectory controller,
the robot is displaced by some arbitrary amount every time-
step by actuation noise. The displacement at each time-step is
denoted as W (t). We assume that P(W (t)) has convex finite
support. This paper focuses on path robustness in the presence
of actuation noise, so we assume no sensor noise is present
during execution.
We assume that the robot is only prevented from making
forward progress towards the goal region when in contact with
obstacles, i.e. no other constraints on the motion of the robot
exist (such as non-holonomic or torque constraints). We also
assume that the robot is allowed to make sliding contact with
obstacles — one of the major advantages of compliant robots.
While sliding contact allows forward progress, it is possible
for the robot to reach a configuration where it is no longer
possible to slide along the obstacle while making progress
towards the next way-point. For the rest of the paper, we refer
to such configurations as “stuck” configurations. We assume
that we are given a function f : C×C → C which simulates the
execution of the trajectory in the presence of obstacles for a
single time-step. For example, to compute the result of moving
from a configuration qcurrent toward a way-point pit for one
time-step, we would compute qresult = f(qcurrent, pit).
Finally, we assume the trajectory controller is a stable
PD velocity controller that outputs velocities to a lower-level
controller responsible for the actuation of the robot. This is
the standard control structure used on many robots, e.g. the
PR2.
IV. COMPUTING PATH ROBUSTNESS
Our approach models the actuation noise of the robot as a
random process that is independent of the trajectory controller.
When the path is near obstacles, some trajectories that result
from the combination of this actuation noise and the trajectory
controller reach stuck configurations; the likelihood that these
trajectories will occur is the complement to the probability in
Equation 1. We compute this likelihood for each waypoint
independently and then multiply the likelihoods to arrive at
our metric. Below we describe how to model the current
configuration of the robot as a random process and then how
to bound the volume of the random process. This volume is
sampled to find stuck configurations and the pre-images of
stuck configurations are approximated to arrive at a probability
of being stuck. Below we describe in detail how each step of
this computation is performed.
A. Modeling the Trajectory Controller as a Random Process
This section describes how the PD velocity controller and
actuation noise of the robot interact. Denoting the proportional
constant and derivative constant of the controller as Kp and
Kd respectively, and denoting the time-step of the PD velocity
controller as ∆t, we can write the update equation for the
random process X(q, t) as:
Xi = [Kpei +Kde˙i +Wi]∆t+Xi−1
ei = pit −Xi
e˙i =
Xi−1 −Xi
∆t
(2)
Here we use the notation Xi and Wi to denote the state
of the random processes X(q, t) and W (t) at the time step
ti. This update equation is given in terms of the set-point pit,
which is chosen from the way-points that make up the desired
path. We use the following policy to select the target way-
point:
pit =
{
pij Xi(q) ∈ B(pij) ∧ j > i
pii otherwise
(3)
where pii is the current element of Π chosen as the set point.
pit starts at pi1 and the initial error is pi1−pi0. The pseudo code
describing the implementation of this controller is shown in
Algorithm 1.
This way-point selection policy guarantees that the robot is
always within some  of the previous way-point when a way-
point is selected as a set-point. This means that independent
of when a way-point is selected as the set-point, the process
4will generate the same set of trajectories for the duration of the
time that the way-point remains the set-point. This allows us to
examine the behavior of the trajectory controller when trying
to reach each way-point individually, i.e. as if the starting
configuration of the controller is within B(pii−1). For each
way-point we can calculate how likely the controller is to fail
to reach that way-point, i.e. to be stuck, conditional on starting
at the previous way-point. Using these probabilities, we can
approximate Equation 1 as follows:
lim
t→∞P(X(q, t) ∈ B(pig)) =
N∏
i=1
lim
t→∞P(Xt ∈ B(pii)|X0 ∈ B(pii−1))
(4)
Algorithm 1: PD controller implementation with way-
point selection
inputs: Kp,Kd,Π,∆t, tmax, 
xi ← Π0;
i ← 1;
pit ← Π1;
t ← 0;
while t < tmax do
xi ← GetCurrentPosition();
t ← t +1;
j ← i;
while j < Length(Π) do
if Distance(xi, Πi) <  then
i ← i +1;
pit ← Πi;
Break;
j ← j +1;
u ← Kp( pit − xi )∆t+Kd( xi−1 − xi );
SetControlOutput(u);
xi−1 ← xi;
Wait(∆t);
B. Reachable Volumes of Random Processes
We now present a method of computing bounds on the
configuration of the robot for a given time-step and set-point.
This is important to our approach because it allows us to
define a subset of the configuration space to check for stuck
configurations rather than naively simulating forward. We do
this by extending the concept of reachable volumes of linkages
to trajectories. As presented in [12], the reachable volume of
a joint in a linkage is the set of all possible points in the
workspace that the center point of the joint could occupy
given every possible workspace position of the previous joints
in the linkage. We extend this concept to trajectories by
considering each joint in the linkage to be a configuration
X(q, ti); i.e. a linkage is a sequence of configurations. For the
rest of this section, we refer to the sequence of configurations
ln = (q0, q1, . . . , qn) as a trajectory-linkage. The reachable
volume of a trajectory-linkage is the set of configurations
that the trajectory-linkage could end at, given any sequence
of previous configurations in the trajectory-linkage that may
have occurred.
The advantage of using reachable volumes is that it is
possible to sample configurations of linkages while fixing
the end-effector of the linkage to a certain position in the
workspace [12]. This same framework allows us to examine
which trajectories lead to a stuck configuration. To do this,
we must first define explicitly what the reachable volume for
a trajectory-linkage is. The reachable volume of a trajectory
linkage ln is recursively defined as (adapted from [12]):
RV (ln) = RV (ln−1 : ln)⊕RV (ln−1) (5)
Here, we denote the reachable volume of the entire
trajectory-linkage ln−1 as RV (ln−1) and the reachable volume
of the link (qn−1, qn) as RV (ln−1 : ln). The reachable volume
of a single link (such as the link ln−1 : ln) in a trajectory-
linkage is the set of configurations that could be reached
in a single time-step by the controller, given that the first
configuration in the link is grounded at the origin. This is
expressed as:
RV (li : li+1) = {a+ ω} ; a ∈ Rd (6)
where a represents the possible displacement produced by
the trajectory controller and ω represents the finite volume
of displacements from which W (t) is draw. The reachable
volume of a zero length trajectory-linkage RV (l0) is B(q0).
This reachable volume of a link is not informative as it
encompasses all of C when a is unbounded. Instead, we
examine the constrained reachable volume of a trajectory
linkage. For a trajectory-linkage of length greater than two,
we can express the constrained reachable volume of some
trajectory linkage li, CRV (li) in terms of constraints on the
displacement vector a:
a ∈ {Kp(pit − qi−1)∆t+Kd(qi−2 − qi−1)}
qi−1 ∈ CRV (li−1)
qi−2 ∈ CRV (li−2)
(7)
Illustrations of the constrained reachable volumes for a path
segment are shown in Figure 2.
We show an important property for the reachable volume of
an arbitrary trajectory-linkage: that it is possible to calculate
the bounds of the constrained volume recursively from the
last bounds of a constrained reachable volume. We denote the
bounds of the constrained reachable volume of a trajectory-
linkage li as Bi. We show this for a single dimension of the
reachable volume and a set-point pit in the following proof.
Theorem 1: Let α = Kp∆tpit, β = 1 −Kp∆t −Kd, γ =
Kd, and Kp,Kd > 0. For |li| > 1, β < 0, minBi and maxBi
are given as:
minBi = α+ βmaxBi−1 + γminBi−2 + minω
maxBi = α+ βminBi−1 + γminBi−2 + minω
(8)
5Fig. 2. A depiction of how we compute the probability that the trajectories
generated from one way-point to another will fail (in this case, pii−1 to
pii).The reachable volume for each trajectory linkage CRV (lk) is a dashed
black box. Stuck samples for the current reachable volume (l4) are blue and
the other samples as black. Each stuck sample (q1 and q2) corresponds to
their respective pre-images (P1 and P2). The bounding box of the pre-images
is dashed blue. Samples inside the union of the pre-images are green, other
samples from CRV (lk−1) are red.
For |li| > 1, β >= 0:
minBi = α+ βminBi−1 + γminBi−2 + minω
maxBi = α+ βmaxBi−1 + γminBi−2 + minω
(9)
Proof: We can write the constrained reachable volume
for any trajectory linkage li as:
α⊕ (β · CRV (li−1))⊕ (γ · CRV (li−2))⊕ ω (10)
Provided that the previous two constrained reachable vol-
umes are convex (Wi was assumed to have convex finite
support, thus ω is convex and finite), the resulting constrained
reachable volume is convex as it would be a Minkowski
sum of convex sets. The initial reachable volume, B(q0) is
also convex. The constrained reachable volume of l1 is also
convex as it is the Minkowski sum of the noise and a affine
transformation of the initial reachable volume. By induction
the constrained reachable volume is always convex.
It can be shown that the Minkowski sum of the convex
hulls of convex sets is equal to the convex hull of the
Minkowski sum of the sets. The bounds in one dimension
can be calculated from the convex hull. Using this property,
Equation 10 can be bounded by summing the bounds of the
following sets: β · CRV (li−1), γ · CRV (li−2) and ω. This
yields Theorem 1.
It is also important to show that the process X(q, t) is
bounded by the constrained reachable volume for the corre-
sponding trajectory-linkage for every time-step.
Theorem 2: Xi ⊆ CRV (li) ∀i ∈ (0, 1, . . .)
Proof: It is trivial to show that X0 ⊆ CRV (l0). Addition-
ally by substitution, it is trivial to show that X1 ⊆ CRV (l1).
For an arbitrary time-step i, we have that Xi = Kp(pit −
Xi−1)∆t + Kd(Xi−2 − Xi−1) + Wi∆t + Xi−1. Assuming
that Xi−1 ⊆ CRV (li−1) and Xi−2 ⊆ CRV (li−2), it is clear
that Xi can never exceed the bounds of CRV (li) presented
in Theorem 1. Therefore, Xi ⊆ CRV (li) ∀i ∈ (0, 1, . . .) by
induction.
Finally, we show that when neglecting obstacles, the process
is guaranteed to reach B(pit) at some time. This justifies
our approach of individually analyzing each way-point as a
set-point; if this guarantee was not present we would need
to also consider the probability trajectories fail due to other
constraints (e.g. torque limits). For this, we assume that the
PD controller is stable.
Theorem 3: ∃ti : X(q, ti) ∈ B(pin)
Proof: At t0, the reachable volume is B(pin−1). It is
clear from Theorem 1 that the bounds of the reachable volume
never decrease, so the reachable volume will always be able
to contain a ball B. It is also clear that the reachable volume
continues to advance toward pin at every time-step. Once B is
contained in the reachable volume, it will not advance further
since the controller always moves the current configuration
toward pin. We know that X(q, ti) must be contained in
the reachable volume and that its probability distribution
has non-zero support everywhere within the bounds. Thus
X(q, t) will eventually cover all of the reachable volume, and
because B is contained in the reachable volume it follows
that ∃ti : X(q, ti) ∈ B(pin).
C. Computing Stuck Configurations
Stuck configurations are configurations where the robot can-
not make any more progress towards the next way-point. Our
assumptions in our problem statement allow us to conclude
that these stuck configurations only occur on the obstacle
manifold. The region of C where the robot is in collision with
obstacles in the workspace is Cobs = {q ∈ C : Pr(q)∩Po 6= ∅}
(Po is the geometry of all the obstacles in the workspace and
Pr(q) is the geometry of the robot in the workspace for some
configuration q). The contact manifold for all obstacles in this
space is given as Cobs\int(Cobs). This is a zero measure set with
respect to the configuration space and therefore impossible to
sample via rejection sampling.
To identify stuck configurations, we need an approximate
representation of this manifold:
O = {q ∈ Cobs|∃q′ ∈ Cfree : norm(q − q′) < rmax} (11)
O represents the region of configuration space where the
configuration generated by the PD velocity controller and ac-
tuation noise of the robot results in collision with an obstacle,
forcing the robot to slide along or be stuck on an obstacle.
rmax is a parameter that allows us to trade off between ease of
sampling and the accuracy of projection onto the manifold. As
rmax increases, it becomes more likely to be able to generate
samples inside O, but it becomes more and more unreliable
to project these samples onto the contact manifold.
One of the advantages of our approach is that we can
identify bounds on where the robot will be in the configuration
space for a given time-step and set-point using constrained
reachable volumes. This allows us to only examine the portion
6Algorithm 2: isStuck
input : A starting configuration q and a tolerance stuck
returns: Whether the configuration is stuck or not
qcurrent ← q;
while inCollision(qcurrent) do
qcurrent ← qcurrent + ∇ qcurrent ·∆t;
qprev ← qcurrent;
qcurrent ← getTarget(qcurrent);
while inCollision(qcurrent) do
qcurrent ← qcurrent + ∇ qcurrent ·∆t;
if isWithin(qcurrent, qprev, stuck) then
return true;
return false;
of O that is relevant to the current set-point. We do this by
uniformly sampling the configuration space inside the bounds
of the constrained reachable volume for that time step. Once
we have this set of samples, we identify members of O. We
do this by identifying which samples inside the set are in
collision with an obstacle, and then check to see if any of the
free samples is within rmax of the sample in collision. For all
of the samples in O, we check which of these samples is stuck
(which we discuss below), and then use the stuck samples as
a discrete representation of the region of configurations inside
the reachable volume that are stuck.
In order to reduce the amount of simulation necessary, we
determine whether a sample is stuck by projecting the sample
to the contact manifold and then simulating forward one time-
step using f (described previously). If the particle makes
forward progress during this time-step (which we determine by
checking if the distance between the original projected sample
and the resultant configuration from simulating one time-step
forward is greater than stuck), then the sample is not a stuck
configuration. We use this method as long as the resultant
configurations are still inside the bounds of the current and
next reachable volume. If the resultant configuration is outside
these bounds, then the obstacle must have pushed the robot
out of the reachable volume. There are two options when this
occurs: we could forward simulate until the robot is either
stuck or back inside the reachable volume, or we could simply
assume that the sample is stuck. The second is a conservative
assumption, and reduces the amount of simulation we perform
in calculating the metric. An example of a situation is when
the robot encounters some sort of wedge close to the path. The
wedge would slowly push the robot away from the path, and
then once past the wedge, the robot would be able to reach
the set-point. In this case forward simulation could be used
to more accurately determine whether the sample is stuck or
not. In our experiments we make the conservative assumption
to reduce the computational cost of simulation.
The simulation function f is robot-specific and our metric
does not depend on how the simulation is performed. For
our experiments f was implemented as follows: The robot
moved with the velocity commanded by the controller for
one time step. If the robot ended in collision, we simulated
Fig. 3. Two different starting configurations of the robot (are shown as well
as the configurations that result from forward simulation.
sliding contact by using gradient descent to project the desired
configuration onto the obstacle manifold. The loss function in
this case is the signed distance between the robot and the
obstacle manifold. We compute this gradient much like [1],
which uses a discretization of the workspace to calculate the
gradient of the signed distance field in the workspace, and
then computes the Jacobian of the robot to transform the cost
gradient from workspace to configuration space. Our gradient
is given as:
∇q =
n∑
i=1
J(q, xi)
ᵀ∇xᵀi (12)
The algorithm for computing whether a sample is stuck is
given in Algorithm 2. An illustration of how this algorithm
determine whether a members of O is stuck or not is shown
in Figure 3. Note that this implementation does not consider
the effects of friction, which would require more sophisticated
simulation methods.
D. A metric for path robustness
We can now approximate the probability given in Equation
4 using the concepts discussed above. We do this for each way-
point pii by starting a trajectory-linkage at the previous way-
point and iteratively increasing the length of the trajectory-
linkage until it contains B(pii). For each iteration, we identify
stuck samples as described in Section IV-C. For all of these
stuck samples we set the last configuration of the trajectory-
linkage to each of the stuck configurations and calculate the
subset of the previous reachable volume that could possibly
result in the stuck configuration (See Figure 2 for a depiction
of these subsets), which we call pre-images of the configura-
tion. We can bound a pre-image of a stuck configuration using
Equations 8 and 9. For a given configuration qi, the bounds
of the corresponding pre-image Pi for each dimension are
minPi =
qi + minω − α
1−Kp∆t
maxPi =
qi + maxω − α
1−Kp∆t
(13)
We then clip these bounds to the previous reachable volume
(i.e. there may exist some control inputs that could result in qi
that are not inside the previous reachable volume), as shown in
Figure 2. These bounds for the pre-image Pi approximate the
7true set of configurations from the previous reachable volume
that could result in the stuck configuration qi. We use these
pre-images to determine the likelihood of being stuck in the
current reachable volume. Explicitly, we want the probability
that a trajectory-linkage could result in a stuck configuration,
i.e. the probability over the union of all Pi. This is given (for
n pre-images) as:
n∑
i=1
∫
Pi
P(X(q, t))
+
n∑
j=1
∑
1≤i1...<ij≤n
∫
Pi1 ···∩Pij
P(X(q, t))(−1)j
(14)
which is intractable to compute except for very small n.
To approximate this union we first construct a bounding
box of all the pre-images. Then, for each free sample of the
previous reachable volume, we first check to see if the sample
is inside the bounding box of all the pre-images. If so, we
check to see if the sample is a member of any of the pre-
images. The approximation to Equation 14 is then the number
of free samples that are inside a pre-image divided by the total
number of samples taken.
We then approximate the probability that a trajectory will
fail in the current reachable volume by weighting the probabil-
ity that the trajectories in that volume will reach a stuck config-
uration (our approximation to Equation 14) by the likelihood
of stuck particles occurring in the current reachable volume.
The algorithm to compute this likelihood for a given reachable
volume is shown in Algorithm 3 and the full algorithm to
compute our robustness metric is given in Algorithm 4.
Algorithm 3: Likelihood Computation
input : A set of pre-images P and set of samples S
returns: Likelihood of stuck samples occurring
B ← computeBoundingBox(P);
n← 0;
m← 0;
for s ∈ S do
if ¬ inCollision(s) ∧s ∈ B then
for Pi ∈ P do
if s ∈ Pi then
n← n+ 1;
break;
if isStuck(s) then
m← m+ 1;
return n·m|S|2 ;
E. Design of Simulation Environment
To demonstrate the efficieny of our method, we first needed
to create a simulation environment to compare the predicted
robustness of the metric with the true robustness of the path.
This simulation environmnet ideally would accomplish the
following:
Algorithm 4: Robustness Metric Computation
input : Kp,Kd,∆t,Π, 
returns: Probability trajectories will succeed in reaching
target
psuccess ← 1;
for pii ∈ Π do
while goalRegionOutside(CRV (li), pii, ) do
CRV (li) ← computeBounds(pii, l);
S ← sampleVolume(CRV (li));
pi ← 1;
for s ∈ S ∩ O do
P ← ∅;
if isStuck(s) then
Pi ← computePreimage(s);
P ← {Pi} ∪ P ;
pi ← (1− likelihood(P , S) ) · pi;
psuccess ← psuccess · (1− pi );
return psuccess;
1) Allow the simulation of a variety of different robots
2) Allow visualization of a single run or a batch of runs
3) Have a flexible and modular design
4) Allow the user to easily configure simualation parame-
ters
In order to construct this simulation environent, we explored
several different options; this happened in parrallel with the
exploration of different approaches to calculate our desired
metric. Initially, we wrote a simple python script with little
structure that allowed us to quickly compare the latest ap-
proach to simulation results in two dimensional code. From
this approach, we discerned that a good way to pass in
simulation parameters was to maintain a configuration file,
and that this configuration file needed to have a relatively
flexible format, as different approaches required different kinds
of parameters. To visualize result, the simulator saved images
of each timestep, and then ffmpeg was used to convert the
image sequence into a movie. However, this made it hard to
easily maintain records of results.
From this simple two dimensional simulation environment,
we developed a simulation environment capable of simulating
three and six dimensional rigid bodies. There were two compo-
nents to this simulator: the actual simulator, and the front-end
responsible for visualizing the simulation results, configuring
the simulator, and saving the results in a persistent manner. For
the actual simulator, we explored two options: using FleX (a
defomrable object simulator developed by NVidia) and custom
written code or using a collision simulation method developed
by the ARC lab and custom written code. We chose the
latter, as the results FleX produced were too dependent on
the parameters for FleX itself.
For the frontend, we explored two options to visualize the
simulation results. The first was a custom written OpenGL vi-
sualizer. The development time necessary to make the custom
written visualizer flexible enough was too great, so instead
8Fig. 4. Two views of our 6DoF simulation environment. The given path is shown in blue (along with the position of the robot at each way-point) and the
obstacle is shown in purple. The path of the center of the robot during trajectory execution is shown as the green line, and sample orientations of the robot
for different time-steps are also shown in green.
we used RViz and markers to display simualtion results. We
explored using MongoDB to keep track of simulation runs and
other information, but due to the lack of a good C++ driver
for MongoDB, the fact that the simulator was being developed
on several different computers, and time constraints, we never
incorporated saving results to MongoDB in the final simualtor.
Finally, for the configuration of the simulation environment,
we briefly explored using the CMake file responsible for
compiling the simulator to pass in parameters. This was
not a viable option, because we wanted to maintain sets of
parameters for each robot and trial we ran. We developed a
configuration file format based on XML, and a configuration
file system that leverages the C++ Boost Libraries.
Together, our final simulation environment consists of a
back-end simulator that is a C++ library using voxel grid and
signed distance field code developed by the ARC lab and cus-
tom written code to create a robot given certain parameters and
actuate the robot through the modeled environment. Our final
simulation environment also contains a front-end system that
uses a Boost Library to parse a XML structured configuration
file, run various simulations, and display the results to RViZ.
As a link between the back-end simulator and the front-end
visualizer and configuration file, we used ROS.
V. EXPERIMENTS
To demonstrate the efficiency of our method, we performed
two comparisons of our robustness metric and the probability
of success based on forward-simulation for a small 3DoF robot
and a larger 6DoF free-flying rigid body. Both experiments
were run in the same workspace: a 10 × 10 × 10 unit cube
with a wall containing a narrow passage in the center between
z = 4 and z = 6 (see Figure IV-D). We specified the path for
the robot manually. The 3DoF robot was a unit cube with a
side length of 0.3 units that could only translate. The 6DoF
rigid body was a box with width 0.6 units and height and
length 0.15 units that could translate and rotate. The path for
each robot originates in the lower left of the coordinate space
and finishes on the other side of the narrow passage in the
upper right portion of the workspace (see IV-D). The planned
TABLE I
COMPARISON OF ROBUSTNESS METRIC AND SIMULATION: 3DOF
EXPERIMENT
Metric (100 Runs)
Samples Probability µ(σ) Time (s) µ(σ)
300 0.864(0.021) 2.74(0.195)
400 0.825(0.021) 3.884(0.280)
500 0.797(0.023) 5.045(0.381)
Simulation
Particles Probability Time (s)
1000 0.800 17.67
10000 0.816 179.4
100000 0.817 1735
path for the 6DoF experiment was made so that the robot
must re-orient to align itself with the narrow passage before
proceeding through.
We ran our experiments on a computer with an Intel i7-
3770 processor. All code was written in C++. We used a
uniform voxel-grid representation of the workspace with a
voxel resolution of 0.25 units. The narrow passage had side
length 0.5 units in the x and y dimension. We used a truncated
normal distribution to approximate the actuation noise of the
robot during simulation and a uniform normal distribution to
approximate the probability distribution inside a constrained
reachable volume; variances and bounds are reported for each
experiment separately. Our trajectory controller had a Kp of
10.0, Kd of 0.05 and each time-step lasted for a duration of
0.01 seconds. Our choice of  for B(pit) was 0.1 for both
experiments and simulations were run for 250 time-steps.
For the 3DoF robot, we computed our path robustness
metric for 300, 400 and 500 samples per reachable volume. We
ran forward-simulation with 1000, 10000 and 100000 particles.
We used an stuck of 0.2 for these experiments. The simulated
noise had a variance of 8.0 units and we used a uniform
distribution with bounds of ±15 units in each dimension for
the path robustness metric. For our path metric, we ran 100
consecutive trials with different random seeds, and report the
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COMPARISON OF ROBUSTNESS METRIC AND SIMULATION: 6DOF
EXPERIMENT
Metric (100 Runs)
Samples Probability µ(σ) Time(s) µ(σ)
300 0.765(0.023) 2.11(0.111)
400 0.747(0.022) 2.91(0.131)
500 0.729(0.023) 3.752(0.181)
Simulation
Particles Probability Time(s)
1000 0.747 26.75
10000 0.7737 277.3
100000 0.763 2767
mean and variance of these trials in Table I. We also list the
results from the simulation. From these results, it is clear that
given enough samples, our metric approximates the simulated
probability in a significantly smaller amount of time.
For the 6DoF robot, we again ran our path metric for
300, 400 and 500 samples. We used the same noise param-
eters for these experiments as the 3Dof experiment, with
the exception of the variance and bounds of the rotational
degree of freedom of the robot of the robot (1.0 and 2.0 units
respectively). However, our initial sampling-based approach
to approximating the union of pre-images failed to generate
enough samples inside the pre-images of the stuck samples.
This is not surprising, as the 6D space will be more sparse than
the 3D one in terms of pre-images. Instead, we simply check
how many free samples are inside the bounding box of the
pre-images, yielding a more conservative approximation that
does not require as many samples (this method is also faster).
The 6DoF results are reported in Table II. We also ran sim-
ulations with 1000, 10000 and 100000 samples per reachable
volume using the less conservative method, which generated
the probabilities 0.994, 0.953 and 0.833, which shows that
even though our original method to compute likelihood is
sensitive to dimensionality, increasing the sampling resolution
reduces the error. We also show the simulation results for
1000, 10000 and 100000 particles in II. Again, our metric
produces comparable results in significantly less time than
forward-simulation.
VI. CONCLUSION
We have presented a path robustness metric that approx-
imates the probability of successfully executing a path for
a compliant robot. The metric generates comparable predic-
tions to forward-simulation but does so significantly more
efficiently. The key to our approach is to reason geometrically
about the probability of arriving at stuck configurations, where
the robot cannot progress further toward its next way-point.
Our approach constructs a set of reachable C-space volumes
between the way-points of a path that bound the set of config-
urations the robot could achieve given the actuation noise. We
can then identify stuck configurations within these volumes
and approximate their joint pre-image, which we then use to
compute the probability of successfully reaching a way-point
and subsequently the probability of reaching the path’s goal.
Our future work will investigate using the presented metric
inside a motion planning algorithm for compliant robots,
where its efficiency would allow us to evaluate the quality
of a path much faster than existing methods.
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