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Synopsis
The transition toughness of low alloy steels used in pressure vessels is of key importance to 
establishing the safe operation of a number of structures; of these, the integrity of a nuclear  
reactor  vessel  is  of  greatest  concern.  The  through  life  toughness  of  such  vessels  is  a 
combination of the start of life properties and irradiation damage response of the material. 
Modelling of the inherent scatter of toughness measurements has received much academic 
interest  since  the  mid-twentieth  century  and  is  found  to  be  dependent  on  a  number  of  
metallurgical factors and failure modes; therefore, the micro-mechanisms of the ductile and 
brittle failure are explored and an assessment of the current best thinking on the modelling of 
crack arrest toughness is also considered. It has been established in this work that a highly 
accurate representation of a large toughness database can be achieved by the inclusion of 
constraint  loss  effects  and  the  interaction  between  initiation  and  arrest  toughness 
distributions.

Acknowledgements
This work would not have been possible without the support and aide of a number of people.  
The author has been on a roller-coaster ride of learning and understanding to be able to 
produce this thesis. This would not have been possible without technical discussions with a 
rather large and learned group of people.
Many technical discussions have been undertaken along the way, and without them, this work 
would not have followed the path that it has. Initial discussions with Paul Bowen, John Knott  
and Milorad Novovic proved invaluable in the early stages of this work and continue to be of  
great importance to maintain physical realism to the modelling work. 
The members of the DISFRAC collaboration have provided an opportunity to discuss ideas on 
the  mechanisms of  failure  at  a  level  of  detail  that  few would  have  gone to  before.  The 
knowledge gained simply from interaction with this group cannot be underestimated. Mark 
EricksonKirk in particular deserves a special mention for supplying the initial database that 
started this entire avenue of research. 
The  Nuclear  Materials  and  Chemistry  Support  Department  of  Rolls-Royce  was  a  great 
environment to allow completion of this work; providing a highly technical, yet amusing, place 
to work shows the quality of people within the organisation, both past and present.
Without a steady hand at the tiller this investigation may have ended up in any number of 
rabbit holes along the way; thanks is given to Tim Williams for guiding this work while allowing 
the author time to explore and unravel some of the mysteries of an incredibly interesting field.
The  mathematical  nature  of  this  investigation  has  generated  more  than  its  fair  share  of 
questions, some much harder than others. Special credit must be awarded to Michael Asprey 
i
for answering an incalculable number of ‘how do I do this?’ questions with the minimum of  
indignation. Statistics can often be confusing and counter intuitive so having communications 
with Daniel Eno has been very valuable in the closing stages of this work.
Particular gratitude is given to David Swan for his unfailing support and ability to find time for 
discussion.  This  work  would  have  not  been  possible  without  his  enthusiastic  input  and 
considerable experience. 
The  Engineering  and  Physical  Sciences  Research  Council  and  Rolls-Royce  Plc  have 
supported the author in this work; their financial contributions are gratefully received. Thanks 
must also be given to Paul Bowen for the provision of research facilities at the University of  
Birmingham.
ii
Thesis Outline
This thesis broadly contains three sections, each intended to provide part of the reasoning for 
this work and the mechanics involved in completing the statistical assessment of modelling 
methods suitable to the transition toughness behaviour of low alloy ferritic steels. The power 
generation industry requires that operational envelopes are widened and plant life times are 
increased in order to see the largest possible fiscal return on the high capital expenditure  
required  to  build  a  nuclear  power  plant.  Increasing  plant  lifetimes  by  the  reduction  of  
conservatism  in  assessment  methods  is  very  appealing;  the  operational  limits  of  a 
pressurised water reactor are, at least partially, directly set by the estimated toughness of key 
primary  components  such  as  the  reactor  pressure  vessel  (RPV).  Any  reduction  in 
conservatism requires that a fully robust model is used or a lack of understanding could lead 
to unwanted and possibly dangerous optimism.
Chapter A details the background issues within the nuclear industry that have lead to the 
need for improvements in toughness assessment methods. A number of factors affect the 
through life toughness of RPV low alloy steels (LAS) and these can be modelled to various 
degrees of success; however, the output from these models, commonly a toughness shift, are 
added together in a linear fashion and the total affect is assumed to be a relative shift of the  
toughness curve from the start of life position. Improvements are being sought in all areas 
that affect through life toughness models. One area that presents significant benefit for the 
reduction of conservatism is toughness estimation. This can lead to benefits in safety margins 
at all  points of plant life and help in the justification of yet  longer planned plant lifetimes,  
reducing or eliminating the need for expensive plant life extension activities in the future.
Chapter B provides the physical  understanding that directs the development of toughness 
assessment. This chapter reviews and comments on the current best thinking of the physical  
processes of fracture toughness behaviour of LAS, both the modelling methods employed 
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and the micro-mechanisms are considered. The review also contains a number of deductions 
and highlights based on the comments of the literature, helping to inform the important factors 
used in the database assessment of Chapter C.
Chapter C details an assessment of toughness estimation methods via the interrogation of a 
large  database  of  toughness  measurements  in  a  variety  of  low  alloy  steels  in  various 
conditions,  including  irradiated  data.  The  most  widely  accepted  method  for  toughness 
estimation  is  the  Master  Curve  (MC)  concept  developed  by  K.  Wallin.  This  provides  a 
mathematically robust and simply applied model; the physical and mathematical basis of this 
model  however,  is  highly  complex  due  to  the  underlying  micro-mechanisms  of  fracture 
reviewed and developed in Chapter B.
The MC method allows the determination of toughness from a small  volume of  materials 
compared  to  elastic  KIc measurements,  or  elastic  plastic  measurements  across  a  wide 
temperature range. This stems from the setting of key variables in the mathematical model to  
known and consistent constants. This reduces the number of fitted parameters from three to 
one, thereby greatly increasing the accuracy of the estimate of the remaining variable. It is 
then  feasible  to  generate  meaningful  estimates  of  toughness  behaviour  across  a  wide 
temperature range from a limited number of tests. The MC has been used to aid toughness 
determinations and improve margins of problematic real world structures.
Many studies show that the MC applies for a wide range of ferritic steels. Combined with the  
statistical  nature  of  the  fitting  procedure  it  becomes  appealing  to  adopt  the  MC  for 
probabilistic  assessments  for  the  incredibility  of  failure  for  high  integrity  components. 
Exploring  a  large  toughness  database  helps  to  provide  support  to  use  of  the  MC  in 
assessments of this type.
The assumptions of the MC require assessment and validation against a large database to 
verify  the  use  of  the  MC  in  probabilistic  failure  assessments  (PFA)  or  risk  informed 
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deterministic  analysis.  Industrial  pressure to  improve  the  lower  bound toughness in  such 
assessments is incompatible with one of the underlying assumptions of the MC method, a 
temperature independent lower bound to toughness in the transition region. This presents a 
problem for risk informed deterministic or full probabilistic assessments, as it is feasible that 
very low levels  of  toughness can be estimated at  near upper shelf  temperatures.  This is  
contradictory to observation and informed scientific expectation of toughness behaviour. A 
physically  based  methodology  is  required  to  adjust  the  lower  bound  to  produce  a 
monotonically increasing lower bound of toughness within the transition region. Chapter C 
details a method to alter the lower tail of the MC distribution to correctly account for specimen 
geometry effects and the micro-mechanisms of fracture. This method has been established 
from statistical assessment of a large toughness database and the physical insights obtained 
from Chapter B.
This Engineering Doctorate has been conducted entirely within Rolls-Royce Nuclear Materials 
and Chemistry In-service Support and has had a significant impact on the development of 
work of this type. This work is largely classified, however, declassified summaries of directly  
relevant investigations and a strategy document  have been included in the appendices. This  
work  has  directly  affected  the  future  toughness  assessment  strategy  and  direction  of 
toughness research within Rolls-Royce Plc.
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 Nomenclature
=K  stress intensity factor
=fG  geometric factor of defect
=appσ  applied stress across cross section
=a  defect depth
=Yσ  the yield stress of the material
=0σ  the internal resistance to dislocation motion, also known as the friction stress
=yk  the materials dependent strengthening coefficient
=d  the grain diameter
=ZAσ  Zerilli-Armstrong stress
=Gσ  internal resistance to dislocation motion (material constant)
=k  grain boundary strengthening coefficient  (material constant)
=0B  material constant
=0β  material constant
=1β  material constant
=ε  strain rate
=T  temperature
=pV  the volume of the plastic zone
=1σ  the maximum principal stress in an element
=∆ V  the volume of element experiencing the principal stress, 1σ
=0V  a small arbitrary reference volume
=m  the inhomogeneity modulus of the Weibull model
=wσ  the Weibull stress
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=uσ  the cleavage failure stress of the matrix
=b  the ligament width, i.e aWb −=
=M  a factor establishing a limit of constraint or constraint loss
=avgJ  the externally applied load expressed as a J-integral
=ROα  a material dependent factor
=n  the strain hardening exponent
=0σ  the yield stress of the material
=α  Weibull Scale parameter
=β  Weibull Shape parameter
=γ  Weibull Offset parameter
=iy  the actual number of events in bin i
( ) =ixf  the predicted number of events in bin i
=grossB  actual specimen thickness
=trueB  crack front length corresponding to reduced stressed volume
=minK  temperature independent lower bounding toughness of the Master Curve, 20 MPam0.5
( ) =medJcK  median, 50 %, toughness of the Master Curve distribution
=JcK  material toughness determined from J-integral at failure
=iJcBK  material toughness determined for a crack front length of iB
=0BKJc  material toughness corrected to reference crack front length, 0B
=00BK J constraint corrected material toughness corrected to reference crack front 
length, 0B  
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A.1 World Power Usage
With the further industrialisation of the world outside Europe and North America, the 
world energy demands continue to increase significantly. An analysis of the usage of 
fuels in the USA shows that  the majority of  energy is used in transportation and 
industrial applications, with transportation usage predicted to increase further in the 
future (see Figure A-1). Residential and commercial usage has also shown a steady 
increase in recent years and will only continue to rise. Utility generation will provide 
the energy for all but transportation usage and reducing the cost (see Figure A-2 and 
Figure A-3) and increasing the security of supply is one of the key challenges facing 
governments in the future. The USA currently relies on nuclear power for 19% of 
electricity generation [1] (a similar figure also applies to the UK); however the steady 
state situation existing between decommissioning and commissioning nuclear plants 
will lead to a near constant supply from nuclear (see Figure A-4 and Figure A-5). The 
situation is mirrored in the UK and the age of current plants will be discussed later;  
however,  it  should  be  noted  that  the  time  required  to  build  nuclear  plants  is 
considerably longer than fossil fuelled plants, approximately ten years compared to 
four years.
In order to meet the shortfall in energy demand, other fuels sources will need to be 
employed.  It  is  most  likely  that  emphasis  will  be  placed  on  coal  to  provide  the 
majority of utility energy in the near future. The supply of coal greatly outreaches that 
of gas or oil by some considerable margin; current predictions put reserves at 290, 
15.7 and 18.4 ZJ (1 ZJ = 1 × 1021J) respectively [2]. This is reflected in the predicated 
dependence on coal to provide the vast majority of utility power generation in the 
next 20 years.
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The current demand is being met by what could be considered conventional supplies 
of fossil fuels, hydro electricity and nuclear fission. However all of these have a trade-
off  in other areas.  Fossil  fuels  although cheap are in limited supply and produce 
green house gases during burning.  Hydro electricity can supply large amounts of 
power but large areas of land have to be sacrificed in order to sustain a viable energy 
source. Nuclear fission is currently seen as the stopgap energy supply until nuclear 
fusion becomes economically viable. Nuclear fission also produces by products, a 
viable method of disposal for nuclear waste is yet to be discovered; however fission 
power plants occupy no more space than a fossil fuelled power plant yet produce 
only  a  small  fraction  of  the  carbon  dioxide.  If  the  challenges  of  reducing  CO2 
emissions,  to  stop or  reverse the effects  of  climate  change,  are  to be met  then 
nuclear  fission  appears  to  be  the  only  well  established  technology  capable  of 
supplying the energy needs of the world.
Energy prices are set to increase in the future due to the lack of security within the 
energy supply  market  and increased demand by consumers.  In  recent  years  the 
price of wholesale oil and gas has fluctuated considerably leading to series of several 
consumer price increases and reductions. Nuclear provides more secure and reliable 
supply  as the fuel  is  produced by either  reprocessing or procured from politically 
stable and friendly nations such as Canada and Australia. 
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A.2 Atmospheric CO2 Measurements
Atmospheric CO2 measurements have been conducted by scientific and government 
observatories for many decades. This has lead to a good understanding of the recent 
changes  in  atmospheric  CO2 on  a  seasonal  and  annual  basis.  The  global 
measurement  is  a  weighted  average  of  direct  atmospheric  CO2 from  over  50 
laboratories  situated all  over  the world  [3] (see  Figure  A-6).  The longest  running 
continuous  measurements  have  been  made  at  the  Mauna  Loa  Observatory  in 
Hawaii, where measurements began in March 1958 and continue to this day [4]. The 
observations have been plotted in Figure A-7.
The Mauna Loa Observatory is situated at an altitude of 3400 m and as such the 
measurements from this site will differ from the global average; however, the trends 
in  both  datasets  correlates  well  and  it  is  undeniable  that  atmospheric  CO2 is 
increasing  at  an  ever  increasing  rate.  The  Mauna  Loa  measurements  show  an 
increase of  20 % over  approximately  five decades and the global  measurements 
show an increase of 13 % in 28 years. The measurements, in both cases, show a 
monotonically increasing trend and the data can be modelled well  by a quadratic 
function. Fitting a quadratic to the global marine surface data and extrapolating into 
the future  demonstrates that  the current  situation  of  CO2 production  from human 
activities cannot be sustained into the future without possibly irrevocable changes to 
global climate.
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A.3 Nuclear Fission
Nuclear fission is a naturally occurring process in which a heavy nucleus, those with 
large atomic numbers,  is  disintegrated into two lighter  nuclei  [5].  This  process is 
possible due to the differences in binding energies between the two states of matter. 
A heavy nucleus is  imbalanced between the forces holding it  together and those 
trying to push it apart, this creates a driving force for nuclear fission (and fusion for 
light nuclei). The forces are found to balance each other in isotopes with an atomic 
number of 50-65 with the best balanced achieved at nickel-62 [6], hence the natural 
abundance of iron and nickel found in the universe (see Figure A-8). It is preferential 
for matter to be in this state, and given the correct input of energy,  can undergo 
fission to reach this condition. 
When a fission reaction takes place the mass of the system changes; the two smaller 
nuclei will have a lower mass than the original large nucleus. The amount of energy 
is released can be calculated according to Albert Einstein’s famous equation [7].
Equation A-1 2mcE =
For example the fission of uranium 235 requires the kinetic energy and extra mass 
afforded by a neutron in order for the reaction to take place:
Equation A-2 Energyn3KrBaUnU 10
92
36
141
56
236
92
1
0
235
92 +++→→+
The energy released by the above reaction is 186.4 MeV, calculated from the change 
in mass. This reaction is one of any number that may take place in the fission of 
uranium;  however,  the  template  is  the  same  for  all.  A  neutron  adds  mass,  the 
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unstable nucleus then decays into two reaction products of varying mass, neutrons 
are released and energy is created (see Figure A-9). The amount of energy released 
varies due to varying mass of the reaction products but is about 200MeV for the 
fission of a uranium atom, the majority of which (~80 %) goes into providing kinetic 
energy to the reaction products. The reaction products themselves are commonly 
radioactive and their further decay releases yet more energy (~10 %). The remaining 
10 % of the energy emerges as kinetic energy of the neutrons, moving at high speed 
interact  with  surrounding  matter;  however,  due  to  the  high  velocities  of  these 
neutrons  they  may  not  cause  fission  in  uranium-235  but  can  cause  fission  of 
uranium-238 leading to plutonium production which again is fissionable (this is the 
operating  principle  of  the  fast  breeder  reactor  which  generates  more  fissionable 
material than is consumed during operation).
As fission of uranium-235 can be caused more readily by a slow moving neutron a 
moderator material must be used in the reactor. Fast neutrons emitted by the fission 
process interact with these materials causing them to slow, losing kinetic energy and 
become thermal  neutrons;  these  are  easily  absorbed  by  uranium-235  leading  to 
further reactions. Different materials have differing levels of moderation on the fast 
neutrons, carbon (as graphite in Magnox and advanced gas reactors [AGR]) has a 
larger effect than light water (as used in a pressurised water reactor [PWR]) so more 
neutrons are slowed to take part in the next phase of reactions. This allows the use 
of natural or slightly enriched fuel in Magnox and AGR plants; however, particularly 
enriched fuel must be used in a light water reactor to sustain a reaction. This process 
of release and capture of neutrons can be used in a controlled chain reaction if a 
balance can be found between the number of neutrons emitted and absorbed (see 
Figure A-10).
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The radioactive nature of uranium was discovered by Henri Becquerel in 1896 when 
he exposed photographic plates to a uranium salt and found that the plates became 
fogged  [8]. This was the first proof of radioactivity and Henri Becquerel shared the 
1903 Nobel Prize in physics with Marie and Pierre Currie for this discovery [9]. Since 
the discovery of uranium in 1789 by Martin Klaproth  [10] it had been considered a 
safe substance and in fact had been in use for thousands of years in the form of the 
natural  oxide  as  a  colourant  in  glass.  A  physical  understanding  of  radioactivity 
observed by Becquerel would not be published until 43 years after his discovery. 
Lise Meitner and Otto Frisch correctly interpreted the discovery of barium in uranium 
subject to neutron bombardment as the splitting of the uranium atom in 1938 [11-12]. 
The field then moved very rapidly as scientists fled Europe following the rise of the 
Nazis to power, the majority settling in the United States. The knowledge of nuclear 
fission was taken to America by a number of scientists, most notably Niels Bohr, and 
a  number  of  conferences  and  meetings  would  take  place,  further  spreading  the 
discovery of nuclear fission. During this time the first nuclear fission experiment was 
conducted at Columbia University by a team led by Enrico Fermi [13] , who had also 
been heavily involved with the earlier work on neutron bombardment of uranium, to 
establish the energy released during fission.
It had been predicted by Leo Szilard (also working at Columbia University), as early 
as 1933 (filing a patent for a simple reactor design in 1934 [14] ), that a nuclear chain 
reaction could be possible; however, he predicted that it would be with light neutron 
rich  elements  not  with  a  heavy nucleus  as  found  in  uranium.  Upon  hearing  the 
discovery of secondary neutron emissions Szilard immediately saw the potential for a 
sustained chain  reaction  with  uranium.  Fermi and Szilard  conducted experiments 
which would prove a chain reaction was possible [15]  and eventually lead Szilard to 
the conclusion that production of a nuclear bomb would be inevitable. 
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It was found to be very difficult to initiate a chain reaction in natural uranium due to 
the low proportion of uranium-235. A German team had attempted to create a reactor 
using natural uranium as a fuel and graphite as a moderator. The production method 
for the German graphite blocks used included the use of boron carbide rods. Boron is 
a potent absorber of neutrons and Szilard concluded that the boron impurity in the 
graphite was preventing the chain reaction.
Aware of the problems with boron impurity in graphite Szilard commissioned graphite 
made without  boron used during manufacture. By using natural uranium and high 
purity graphite Szilard and Fermi where able to produce the first sustained nuclear 
chain reaction with the Chicago Pile 1  [16]. Pile 1 was built  under the direction of 
Fermi on a racquets court under a disused stadium at Chicago University; the first 
controlled reaction took place in 1942. Literally a pile of graphite blocks separating 
uranium oxide pellets; a central core of uranium metal was used to provide a good 
neutron  source.  The reaction  was  controlled  by  the  use  of  cadmium (a  neutron 
absorptive material)  coated rods that could be removed from the pile to allow the 
neutron density to increase to allow the chain reaction. 
Concerned at the implications of  a Nazi Germany developing weapons based on 
nuclear fission Szilard drafted a letter to the current president, Franklin Roosevelt, 
which  was  signed  by  Albert  Einstein  [17].  This  letter  explained  the  possibility  of 
nuclear weapons and that Nazi Germany may have the capability to develop these 
new weapons, to counter this he suggested that the United States embark on their 
own  program  of  weapons  development.  This  was  the  catalyst  that  began  the 
Manhattan Project.
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From the Manhattan Project  many developments  were  made both in  the  field  of 
reactor design and nuclear engineering. In order to create a uranium-based nuclear 
weapon of practical  size the uranium used in the bomb must be highly enriched. 
Ways of enriching natural uranium therefore had to be developed, which in turn has 
lead to the creation of slightly enriched fuels.  These allow a much greater power 
density to be obtained for a given amount of uranium and also allow the use different 
moderator  materials,  such  as  light  water  (H2O).  Different  reactor  designs  require 
different levels of enrichment to function and these developments allowed for the use 
of nuclear power for energy generation.
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A.4 Low Alloy Pressure Vessel Steels
A.4.1 Production of High Integrity Low Alloy Steel Forgings
Low alloy steels exhibit a ductile-to-brittle transition which would suggest that they 
are unsuitable for high-integrity applications; however, the high level of toughness 
achieved  in  the  ductile  failure  region  for  the  relatively  low  cost  of  the  material 
provides  a  substantial  driver  for  there  use.  If  the  ductile-to-brittle  transition 
temperature can be effectively managed in the material by accurate controls during 
processing by a  robust  understanding  of  the  microstructure,  then the use of  low 
alloys steel is highly acceptable.
The vast majority of pressure vessel steel forgings are manufactured from ASME 
Section II SA508 Grade 3 Class 1 material [18]. This a low carbon (~0.2 wt%) steel 
primarily  strengthened  by  additions  of  manganese,  nickel,  molybdenum  and 
chromium.  The specification  calls  for  a  minimum yield  strength  of  345  MPa and 
tensile strength range of 550 to 725 MPa. 
The quality  of  melt  control  and secondary steel  making processes has improved 
greatly in the past two decades, allowing achievement of tight aim compositions and 
the  removal  of  impurities  such  as  phosphorus  and  sulphur.  It  can  therefore  be 
assumed  that  the  heat-to-heat  variability  of  composition  has  little  effect  on  the 
resultant  mechanical  properties  of  these  materials.  In  general,  the  mechanical 
properties of these materials is determined by two factors; the forming process used 
to provide the correct geometry for the component and the heat treatment applied to 
the forging following the forming process. 
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To fabricate a vessel, the forgings must be joined. Very early pressure vessels and 
high integrity structures featured riveted plates,  modern vessels  are all  fabricated 
using welding. The wall thickness of heavy section vessels has traditionally limited 
options to high deposition rate processes but the drive to match the properties and 
integrity of parent materials has forced other options to be considered. 
A.4.2 Forming
All nuclear quality forgings will be made using electric arc remelted scrap steel; the 
quality  of  this  scrap  is  paramount  to  achieving  the  compositional  requirements. 
Residual  chemical  analysis  for  embrittlement  causing  elements,  such  as 
phosphorus , copper, bismuth etc., will be used to determine if the scrap is suitable 
for ingot production.  The remelted steel is then vacuum stream degassed during 
ingot pouring to remove residual  hydrogen, oxygen and nitrogen. This provides a 
very high quality ingot with limited inclusions which is then passed hot to the heavy 
forge to allow processing without re-heating.
The  intention  of  the  forging  process  is  produce  the  required  geometry  of  the 
component while also offering sufficient work to break up inclusion clusters but more 
importantly to provide dynamic recrystallisation of the ingot. Upon solidification, the 
ingot  will  have  a  characteristic  macro  structure  as  shown  in  Figure  A-11.   The 
coarse microstructure and compositional variability due to macro-segregation within 
the  ingot  is  highly  undesirable  undesirable.  The  goal  of  the  forgemaster  is  a 
monolithic forging with (if possible) a homogeneous grain size distribution. 
Attempts are made to help break up the structure of the ingot by the use of multi-
fluted ingot moulds. These offer more surface area than a simple cylindrical mould 
and also a multitude of directions for the solidification front to grow and interact, help 
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to limit the growth of very large columnar grains which form in the chill length of the 
mould. 
The macro-segregation of the ingot is easily dealt  with by what  appears to be an 
extreme measure. Following initial processing of the ingot, a significant  proportion 
(<20%) of the ingot is parted from top and bottom to remove as much of the V and A 
segregate regions as possible. The parted material is not wasted, and will be added 
to the next furnace charge for production of the next forging. 
The  forging  process  for  heavy  section  components  used  for  high  integrity 
applications is broadly similar in the initial stages no-matter what final geometry is 
required.  All  forging  operations  take  place  above  the  Ae3  temperature  (a  phase 
diagram for the Fe-C system is shown in Figure A-12), a range of 880 to 1250 °C is 
commonly used to ensure that the forging remains fully austenitic during forming. The 
forging will  be re-heated as required through out the forging process.  Figure A-13 
details the early stages of the forging process: cogging, removal of discards, and 
upsetting.
Cogging forms the ingot into either a plain sided cylinder or one with a hexagonal or 
octagonal cross sections. Here the forging is worked perpendicular to the axial length 
to break up the columnar structure in the chill length by dynamic recrystallisation of 
the forging. This also helps to consolidate the central region of the forging which may 
contain pores caused by solidification shrinkage.
The discards will then be removed either by oxygen cutting or mechanical parting. 
This  operation  removes  the  macro-segregated  regions,  known  as  the  V  and  A 
segregates, from the forging. In some instances the lower A segregate will  not be 
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removed to provide integral thermal buffers for the forging ( the use for buffers will be 
discussed below as these are required for heat treatment).
The forging is then subjected to a major upsetting operation along the axial length. 
The working achieved  during this  operation  allows  for  large amounts of  dynamic 
recrystallisation and effectively breaks up any remnants of the as-cast structure of 
the ingot. The forging, at this stage, is a thick disc and the remaining operations are 
dependent on the required geometry of the component. A number of possible routes 
can be chosen but fall broadly into two categories; barrel forgings and shaped shell 
forgings. 
The forging operations required to produce a barrel forging a shown in Figure A-13. 
To produce a barrel forging, first the upset disc has to be either pierced or trepanned 
to create a central hole through the length of the forging. Trepanning is preferable as 
this removes the central,  potentially  segregated,  region of  the forging,  yet  further 
improves  the  macro-homogeniety  of  the  forging.  The  forging  is  then  repeatedly 
worked in the radial direction.
The next operation is to beck the forging such that the internal bore is large enough 
to use a substantial mandrel bar. The forging is worked with a thin tool parallel to the 
supporting bar; this forces material to the sides of the tool, increasing the bore and 
reducing  the  wall  thickness.  The  forging  is  then  rotated  slightly  on  the  smaller 
mandrel bar and the operation repeated, potentially hundreds of times on a large 
forging,  to  increase the bore such that  a large mandrel  bar  can be used for  the 
following operations.
With the bore increased, the forging must then be drawn to length. Here the tool is 
used perpendicular to the mandrel bar; as before the material is forced to the side of 
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the tool, increasing the length of the forging while reducing the wall thickness (the 
bore remains constant in this operation). After each operation the forging is moved 
relative to the press and at the end of each axial run the forging is rotated about the 
mandrel bar; again potentially hundreds of operations are required to achieve the 
required length of the component.
Finally, a becking operation is used to achieve the required wall thickness and bore 
of the component. The working required in each operation is planned to be balanced, 
i.e.  the  forging  receives  approximately  equal  longitudinal  and  circumferential 
working . In this way, anisotropic mechanical properties are largely avoided in the 
finished component.
Shell forgings and shaped forgings are made in a much simpler process. If the press 
utilised has suitable capacity then the shape of the forging can be achieved by one 
single axis-symmetric forging operation (see Figure A-15).  The forging can be upset 
using shaped tools to produce thick section dome forgings or if thin section forgings 
are required then these can be achieved using either shaped tools as with thicker 
sections or by upsetting to the final thickness and then lightly working the forging 
over shaped tools.
A.4.3 Heat Treatment
All forgings require heat treatment, this performed in two stages,primary and quality. 
Primary heat treatment is performed directly after forging (see  Figure A-16) and is 
purely  to  provide  sufficient  transparency  for  ultra-sonic  inspection.  Quality  heat 
treatment (see  Figure A-16) is performed in a near net shape geometry and is the 
main driver for the mechanical properties achieved by the forging.
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The  stages  of  primary  heat  treatment  are  transformation  from  forging,  degas, 
homogenisation, optional austenitisation and tempering:
Following the final  forging operation the forging is air  cooled and is then held for 
sufficient time below 500 °C to allow for complete transformation of the forging from 
austenite to ferrite. At this time the forging temperature is not allowed to drop below 
250 °C to prevent  hydrogen  cracking of  the  forging.  Hydrogen  cracking poses a 
significant risk to a forging and can result in a through thickness failure from which 
the only recovery is re-melting. The forging can be held at this temperature for any 
length of time dependent on the availability of equipment required for the following 
operations.
Upon  heating  to  the  homogenisation  heat  treatment,  the  forging  will  be  held  at 
~600-650 °C  to  allow  for  complete  hydrogen  diffusion  to  free  surfaces,  where  it 
simply  evaporates  to  the  atmosphere.  The  time  is  dependent  on  the  recorded 
hydrogen level from the ladle analysis and the thickness of the forging; this can be 
several hundred hours when a very thick (>500 mm) section thickness is considered. 
While the forging is hot it is much easier to cut using oxy-parting; at this stage the 
ends of the forging are squared to allow easier handling in machining operations. 
Depending on the wall thickness and size of the forging, oxy-parting can take several 
hours and this time is factored into degas calculations.
Homogenisation  is  conducted  at  900-950 °C to  allow for  complete  dissolution  of 
second phase particles  for  a  time appropriate  to  ensure  that  the mid-wall  of  the 
thickest section is affected. The forging will either be air-cooled or water quenched to 
allow complete transformation from austenite to ferrite. Recent trends have been for 
water quenching to improve the number and quality of grain refining heat treatments. 
An optional  second austenitisation  (860-890 °C)  and  water  quench  may also  be 
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performed  to  improve  through  thickness  properties  and  therefore  attenuation  for 
ultrasonics.
Finally the forging is tempered in the region of 600-650 °C to soften the material to 
aid machining. The surface of the forging is skimmed to remove surface scale and 
provide  a  smooth  surface  for  ultrasonic  inspection.  The  forging  is  commonly 
rectilinear  at  this  stage,  therefore  all  areas  of  the  forging  can  be  assessed  by 
ultrasonics for embedded defects. Following a successful ultrasonic inspection the 
forging is machined to quality heat treatment dimensions.
The quality heat treatment profile is near net shape to reduce the wall thickness and 
weight of the forging to absolute minimum while being able to maintain dimensional 
stability through heat treatment.  By reducing the overall  weight  of the forging the 
quench efficiency is increased, i.e. by reducing the thermal mass the forging, it can 
be cooled quicker for a given quenching set-up. By minimising the wall thickness and 
therefore the amount of cover on the forging, the quench rate effect exhibited by low 
alloy  steels  can be taken advantage of.  The mechanical  properties achieved are 
dependent on the hardenabilty of the alloy chemistry chosen, the quench rate effect 
is symptomatic of this hardenabilty and the mechanical properties can be expected to 
be better near surface and lessen at greater depths.
To allow for assessment of the mechanical properties of the forging test rings will be 
used. These will be located either end of a barrel forging and at the single free end of 
a domed forging. In order to make the material in these ring representative of the 
bulk material, thermal buffers are required to limit the quench rate effect from end 
surfaces.  These  buffers  can  be  integral  (part  of  the  forging)  or  welded-on  using 
partial penetration welds (made from low alloy steel but not necessarily of the same 
specification as the forging being treated).
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The forging may see repeated austenitisation and water quench cycles. These will be 
deliberately stepped down in temperature between cycles, the intention to produce 
no worse grain growth than the previous treatment. In reality the temperature control 
for  large  masses  at  these  temperatures  is  not  completely  accurate  so  the 
temperature range is  decreased, i.e. the first soak will be conducted at 870-890 °C 
and  the  second  at  860-880 °C.  The  cooling  rates  achieved  during  the  water 
quenches determine the resultant microstructures and hence are a major control on 
the mechanical properties achieved.
The final operation is a tempering heat treatment. This softens the material, trading 
strength for ductility, and the temperature and time are controlled strictly by material 
specifications  [18]. The forging is then finish machined and prepared for welding to 
other  forgings  which  form the vessel.  A  major  vessel  can be made up  of  many 
forgings  and  the  quality  of  the  welds  used  is  often  the  limiting  feature  in  the 
mechanical performance of the vessel.
A.4.4 Heavy Section Vessel Fabrication
Selection of the welding process used to join the plates is a balance between quality 
and  time.  Flux  based  processes  allow  large  deposition  rates  but  increase  the 
likelihood of inclusion defects. Tungsten inert gas (TIG) welds offer greatly improved 
properties but have slow deposition rates. In general submerged arc welding (SAW) 
is  used  for  vessel  manufacture  as  acceptable  properties  can  be  achieved  on  a 
consistent  basis  (see  Figure A-18).  These welds  are multi-pass and receive only 
minimal heat treatment as it is not practical to perform a full quality heat treatment on 
a finished vessel. 
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Without further heat treatment, the material therefore will have a characteristic cross 
section (see Figure A-19). Here the microstructure of each zone is controlled by the 
cooling rates achieved during deposition; these zones can be clearly defined as the 
parent,  fine and coarse grained  heat  affected zone (HAZ),  and the as deposited 
material. 
The parent material is the unaffected material of the forgings to be joined. These will 
by definition, will have identical mechanical properties to the forgings. As deposited 
material is material which has been unaffected by subsequent weld passes; this will 
have columnar coarse grained structure and represents the weakest microstructure 
in the vessel.
The fine grained HAZ is formed by parent material which has been heated by the 
welding process and then due to rapid heat transfer to forging has been cooled very 
quickly.  The fast cooling rates achieved afford a fine structure which has superior 
properties to the weld but due to induced residual stress, may be poorer than the 
parent material. The coarse grained HAZ forms in the weld deposited material, but 
due to the higher temperature of the recently solidified weld deposit, the cooling rates 
here  are  insufficient  to  produce  a  fine  structure;  however,  the  microstructure  is 
refined over the as deposited structure.
Residual stresses in a weld can be high, and are often predicted to be larger than the 
primary pressure loads on the vessel. To reduce these stresses, the whole vessel 
receives post weld heat treatments. These are performed at temperatures slightly 
lower than the tempering temperature of the forgings with the intention of making no 
changes to the mechanical properties of the forgings while affording sufficient stress 
relaxation to reduce residual stresses in the welds.
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A.4.5 Low Alloy Steel Microstructures
As can be seen from above, the primary control of the microstructure of the low alloy 
steel used for vessel construction is the cooling rate from the austenite phase field. In 
general faster cooling rates yield better mechanical properties (improved toughness 
and strength) by inducing a finer structure prior to tempering. Figure A-20 shows the 
Time Temperature Transformation (TTT) diagram and effect of cooling rate on the 
microstructure of  ASTM A508-3 material.  The structures  that  form are discussed 
below.
The slow cooling rate passes through the Pearlite nose of the TTT diagram causing a 
diffusional  transformation  in  the  material.  This  process  is  slow  and  allows  for 
organisation of the material at the sub-structure level [19-20]. This leads to a cellular 
structure  of  moderately  sized  ferrite  grains  (~10-50  µm).  These  grains  exhibit 
significant  sub-structure suggesting that  a simple model relating microstructure to 
mechanical properties is unlikely.  The fast cooling curve passes to the left  of  the 
Pearlite  nose.  The  structure  produced  in  this  case  is  of  accicular  ferrite  with  a 
correspondingly  smaller  grain  size  (~1-10 µm).  This  structure  is  not  formed  by 
diffusion but by shear [19, 21], creating a bainitic material with improved mechanical 
properties.  The  finer  grain  size  will  improve  all  mechanical  properties,  i.e.  both 
strength and toughness will increase rather than achieving one at the expense of the 
other [22].  Faster cooling rates could lead to a martensitic material;  however,  the 
cooling rates required are so high (>50 °C/sec) that this is unachievable for heavy 
section forgings used for vessel production.
Currently the best mechanical properties achieved by inducing the accicular structure 
shown in Figure A-20; however this is only one element of the microstructure which 
needs  to  be  considered.  Ferritic  steels  are  strengthened  by  a  number  of 
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mechanisms, grain boundary strengthening due to grain size being only one of these 
factors.  Solid  solution strengthening is is also important  and controlled  largely by 
chemistry  but  heat  treatment  can  affect  this  by  precipitation  of  strengthening 
elements. Carbon has low solubility in ferrite and so forms carbides, predominantly 
with iron but  also with carbide forming alloy additions,  such as molybdenum and 
chromium [23]. These carbides precipitate during the tempering of the material and 
can  form  in  a  number  of  morphologies.  The  size  and  shape  of  the  carbides  is 
dependent  on  the  thermal  history  of  the  material  and  can  range  from  needles, 
through  plates  to  spherical.  A  high  resolution  electron  microscope  image  of 
un-etched ASTM A508-3 material is shown Figure A-21; this highlights the variety of 
carbide sizes and morphology that can be achieved in a nominally homogeneous 
commercial steel.
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A.5 Effects  of  Neutron  Embrittlement  on  the  Mechanical  
Properties of Low Alloy Steels
Fast neutrons escape from the fission chain reaction. Passing through the moderator 
without being slowed, these neutrons may interact with the support or containment 
structure of  the reactor.  For reactor designs that use a steel  pressure vessel  the 
results of this interaction is well documented [24-26], yet not completely understood. 
The mechanical properties, particularly the materials resistance to brittle fracture, can 
be greatly reduced by exposure to even a modest amount of neutron bombardment 
[25, 27]. There are a number of ways in which a fast neutron colliding with the steel 
crystal structure may result in changes to the properties of the material.
When a fast neutron collides with the crystal lattice of the steel pressure vessel the 
kinetic energy of the neutron will  result  in local disordering as a burst  of thermal 
energy. Atoms will also be dislodged from their ordered positions in the crystal lattice, 
these will  in turn collide with the lattice atoms again, and so on until all  available 
kinetic energy is converted to thermal energy, creating a cascade (see Figure A-22). 
This resulting crystal will contain point defects, such as vacancies or a local irregular 
crystal structure. The irregularities in the structure will  produce stress-fields on the 
crystal lattice affecting the movement of dislocations through the structure; this effect 
can be described as ‘matrix hardening’. This has the effect of inhibiting slip within the 
grains increasing the yield stress of the material and preventing the blunting of micro-
cracks within the material. Both of these are perceived to be detrimental to toughness 
in low alloy steels.
The second mechanism for embrittlement follows directly from the irregular crystal 
structure caused  by displacement  cascades.  The defects  created by the neutron 
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bombardment  will  produce  stresses  in  the  deformed  matrix.  The  stresses  and 
increased vacancy concentration present allow normally immobile atoms to diffuse at 
temperatures  much lower  than can  be attributed  to  solely  thermal  diffusion.  The 
material  will  reorder  itself  to  a  configuration  with  the  lowest  stored  energy;  this 
commonly involves the development of clusters and precipitates of impurities and 
alloying additions.
One  impurity  that  becomes  mobile  with  the  aid  of  irradiation  is  copper.  The 
concentration of copper can be readily related to the amount of embrittlement evident 
in irradiated steels. However, utility reactor vessels are normally constructed from a 
number of rolled plates joined by submerged arc welding (see Figure A-18). In order 
to protect the welding consumables from corrosion in storage, the filler wires were 
coated with copper; this was considered good practice to prevent the use of corroded 
wires  that  may  introduce  welding  defects  into  the  structure.  This  increased  the 
concentration of copper in the exact areas where embrittlement must be avoided; the 
welds will have the least refined microstructure and therefore the poorest start of life 
toughness,  combining  this  with  the  highest  level  embrittlement  presents  many 
challenges  to  those  looking  to  operate  a  utility  reactor.  The  problem  of  copper 
precipitation came to light in the 1960’s, although it took considerably longer for it to 
be recognised  as  a threat  to  plant  integrity;  now,  the concentration  of  copper  in 
materials  used  to  construct  reactor  pressure  vessels  is  carefully  monitored  by 
accurate control of the scrap steel used for production and welding consumables.
The precipitates act as barriers to dislocation motion within the matrix and therefore 
increase the strength and hardness, while reducing the toughness of the material. 
Fortunately the low concentration of copper in these alloys limits the formation of 
these precipitates; however, there is a sufficient level to have a considerable effect 
on the mechanical  properties  of  the  steel  subject  to  bombardment.  Although  the 
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effect is constrained by the limited availability of copper to form the precipitates this 
also  prevents  the  over  ageing  of  the  precipitates,  i.e.  they  will  always  remain 
coherent to the matrix and provide an ever-increasing strengthening effect until all 
copper has migrated to the precipitates. Precipitates also form with high levels of 
nickel  and  manganese,  key  alloying  additions  to  low  alloy  steels,  a  balance  is 
therefore struck between start of life and end of life properties.
Another  impurity  element  to  cause  disadvantageous  changes  to  properties  is 
phosphorus. Normally locked within solid-solution in the steel matrix, the increased 
vacancy  and  interstitial  concentration  due  to  irradiation  permits  diffusion  of 
phosphorus.  Phosphorus,  unlike  copper,  does  not  form  precipitates;  however, 
phosphorus does migrate to grain boundaries causing severe embrittlement [28-29]. 
The  presence  of  weakened  grain  boundaries  presents  another  problem,  inter-
granular failure. Here the grains literally separate at the boundaries creating narrow 
and possibly atomically sharp defects within the material. The occurrence of these 
sharp  defects  will  increase  the  chances  of  brittle  failure  as  a  sharp  defect  will 
increase the stress intensification for a given applied stress. 
The effect of phosphorus on steels has been understood for many years [30] and the 
above process of grain boundary embrittlement is common in steels with a high level 
of phosphorus and the effect can be exaggerated by a temper embrittlement heat 
treatment  [31].  By  holding  the  steel  at  a  temperature  suitable  for  diffusion  of 
phosphorus, 350-400 °C, the grain boundaries can be decorated with phosphorus 
atoms; this is now performed mostly as a research method for checking susceptibility 
to embrittlement. The level of phosphorus is now closely monitored in almost all fields 
of steel production and alloy development; some high hardness and high strength 
steels have been created which use the very potent effect of solid solution hardening 
from phosphorus.
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The essential elimination of copper in modern alloys has yielded great benefits in 
through  life  toughness  prediction;  in  recent  years  a  new  effect  of  neutron 
embrittlement in modern high toughness, ultra clean steels has been observed. The 
presence of increased alloying additions has led to the likelihood of late blooming 
phases  [32-34]. Alloy rich precipitates may begin to form at very high doses in a 
process similar  to copper  precipitation.  The formation of  these precipitates is  not 
limited in the same way as copper formation, due to the higher abundance of the 
alloying  elements  (nickel,  manganese  and  silicon  are  of  greatest  concern)  they 
contain giving rise to a highly accelerated form of irradiation embrittlement. These 
precipitates, once nucleated, grow very rapidly.
The three mechanisms of  damage outlined above,  matrix hardening,  precipitation 
hardening and grain boundary embrittlement, cause different effects on the material 
(see  Figure  A-23).  The  hardening  mechanisms  increase  the  yield  stress  of  the 
material, whereas the grain boundary embrittlement lowers the fracture stress of the 
material. This is commonly expressed on plot of the yield and fracture stress against 
temperature (see Figure A-24). This provides a measure of the change in ductile to 
brittle transition temperature (DBTT), in this case the change is absolute, i.e. below 
the DBTT no plastic  deformation will  take place giving a rather simplistic  view of 
fracture.  This,  however,  does  provide  a  very  basic  framework  for  assessing  the 
effects of neutron embrittlement and a simple way of applying a metric to this effect, 
the change in DBTT. 
Difficulties in measuring the fracture stress of a material and the inability to relate the 
combination  of  yield  and  fracture  stresses  to  the  toughness  of  low  alloy  steel 
precludes this from being a useful assessment. From a toughness perspective, there 
are a number of ways to measure the DBTT. The oldest of these methods is impact 
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testing. Adopted primarily by the ship building industry after a number of very high 
profile failures impact testing provides a comparable measure of toughness, although 
not a measure that can be used to establish the severity of defects. Researchers 
have employed several  different  methods of  impact  testing,  all  essentially  involve 
striking a standard test piece with a known kinetic energy supplied by a hammer or 
drop weight. 
The Charpy [35] and Izod test both use a swinging hammer to strike a constrained 
test piece; the energy input is controlled by the height the hammer is raised and by 
measuring the height the hammer reaches on the follow through after the strike the 
amount of energy absorbed by the test piece during failure can be established. An 
impact test in this manner shows a transition from a brittle lower shelf  to a tough 
upper shelf. Irradiation affects this transition in three ways; the entire curve is shifted 
to higher temperatures, the upper shelf is lowered, and the gradient of the transition 
is lessened (see Figure A-25). 
There are a number of ways to assess the DBTT of an impact transition, the simplest 
being  the  temperature  corresponding  to  half  way  between  the  upper  and  lower 
shelves;  however  the  changes  to  the  transition  outlined  above  make  this 
inappropriate. To provide a simple comparison between conditions, given the above 
changes in the shape of the transition, an energy level can be selected and the shift 
in  temperature  assessed  at  the  reference  energy  level.  The  temperature  shift 
provides a surprisingly good correlation to other mechanical property changes and is 
widely used as an assessment method for irradiation damage. Irradiation surveillance 
programmes commonly use impact test pieces due to their small size and desire for 
a measure of toughness comparable to those taken at the start of operation.
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The shift in hardness has also been found to be good and transferable measure of 
irradiation  damage;  however,  difficulties  in  repeatability  common  with  hardness 
testing can result in small changes due to irradiation being lost in scatter. A hardness 
test can be conducted on a small  fraction of the material  required for almost any 
other mechanical testing providing a large number of test results for a given volume, 
increasing  accuracy  at  the  expense  of  precision.  As  hardness  provides  a  good 
approximation  to  the  tensile  properties  of  a  material  the  measured  change  in 
hardness  unsurprisingly  corresponds  well  to  the  change  in  tensile  and  other 
mechanical  properties.  The mechanical  change in a material  due to irradiation  is 
hardening; this is the cause of all other mechanical property change. The effect is a 
reduction in the toughness and impact resistance of the material.
Recent developments in the understanding of the stresses experienced in standard 
test piece geometries have begun a renaissance in the assessment of through life 
toughness. By using smaller, even impact sized, specimens valid toughness data can 
be generated from valuable and limited irradiated material (see  Figure A-26). The 
use of direct measurement to establish toughness eliminates some of the uncertainty 
and conservatism when estimating the resultant effects of irradiation embrittlement. 
Use of the Master Curve concept, to be described later, has created a framework to 
estimate the toughness of a component from a low number of small test pieces [36-
37]. It  is believed that the low level of irradiation that is experienced by a reactor 
vessel affects the toughness transition in only one way.  The relative temperature 
dependence of the transition remains constant and the curve is simply shifted on the 
temperature axis.
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A.6 UK Reactor Types
A utility power plant is made up of the same basic components no matter which fuel 
is used. A heat source is used to raise steam that is used to turn a turbine, which in 
turn, is used to power a turbo generator  [38]. Steam is used due to the very high 
mass flow rates for a gas that can be achieved and thus the high energy density 
allowing smaller turbines to be used. This in turn reduces the rotating mass of the 
turbines that is highly desirable when engineering the structure. The rotational motion 
from the turbine  is  used to  turn  a  coil  within  a  magnetic  field,  or  vice  versa,  to 
produce an alternating electric current, which is then supplied to a national grid. A 
nuclear power plant works in the same manner described above however there is a 
large diversity in  the details  of  how the heat  is  generated.  All  reactors require a 
coolant  and  a  moderator,  the  coolant  is  required  to  remove  heat  from  the  fuel 
elements and the moderator is required to slow the fast neutrons liberated by the 
nuclear  reaction  to a point  were  they can once again  interact  with  the fuel.  The 
variety of power reactors stems from the many different combinations of coolant and 
moderator used in these designs.
The majority of reactors used for power generation are light water reactors using light 
water (H2O) as both coolant and moderator [39]. These produce steam either directly 
by boiling water within the reactor vessel (boiling water reactor, BWR) or by using 
pressurised light water as a coolant and indirectly raising steam via a heat exchanger 
(pressurised water reactor, PWR) [27]. Currently only one PWR, Sizewell B, is used 
in the UK to provide utility power; all other nuclear utility generation is produced by 
gas cooled reactors, of which two designs exist,  one being a development of the 
other.
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There are currently three reactor designs used for utility power generation within the 
United  Kingdom,  the  reason  for  which  use  due  to  the  availability  of  technology. 
Following World War II a limited number of facilities existed which could be used for 
the production of nuclear materials; a heavy water (D2O) production plant existed in 
Canada so the Canadian design utilised heavy water as a coolant and moderator, the 
USA ended  the  war  with  a  uranium  enrichment  plant  and  as  such  was  able  to 
produce enriched fuel required for light water reactor designs. The UK, however, only 
had access to un-enriched uranium from Australia  and so a design was created 
which could best use this resource.
The Magnox reactor design (see Figure A-27) was developed in the early 1950s to 
provide a source of plutonium for nuclear weapons development, however emphasis 
soon switched to power generation as the energy demands of the UK increased. The 
first power reactor to supply energy to a national grid was a Magnox design, Calder 
Hall in 1956 [40]. The design was continually developed and improved over the next 
15 years and as such no plants are exactly the same. The design takes its name 
from the alloy used to clad the uranium fuel, magnesium oxide, hence Magnox. By 
using carbon dioxide at high pressures as the coolant and graphite as the moderator 
the  costs  of  production  materials  was  relatively  low,  however  the  use  of  natural 
uranium fuel meant that the plant had to refuelled much more frequently than other 
designs  [41]. The plant design was not without its problems, oxidation of low alloy 
steel components within the supporting structure of the core being the most widely 
reported and damaging[27].
The improvement in access to enriched fuels resulted in an evolution of the Magnox 
design, the advanced gas reactor or AGR (see Figure A-28). The heat exchangers 
were  now brought  inside  the primary vessel  and,  like  some of  the later  Magnox 
reactors, a large reinforced concrete pressure vessel was used allowing higher gas 
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pressures to increase efficiency and power output. The thermal efficiency of an AGR 
is very good, in the region of 40 % which is higher than a modern PWR (~35 %), due 
to the high temperatures achieved. The high temperatures of ~640 °C are passed 
onto the secondary coolant giving steam conditions similar to those found in a fossil 
fuelled power  plant.  The AGR was designed for  online  refuelling,  originally  to  be 
undertaken  at  full  power;  however,  problems  with  vibration  in  the  fuel  elements 
during reloading eventually lead to abandonment of full power refuelling. The AGR 
can still  be refuelled at partial  load,  mitigating some of the lost  power generating 
capacity. 
The PWR design is very different from the gas cooled type reactors. Light water is 
used  as  both  coolant  and  moderator  for  the  reactor  offering  higher  core  power 
densities;  however,  due to  the higher  attenuation  of  fast  neutrons achieved  with 
water, slightly enriched fuel must be used in this design. The light water must be kept 
in a liquid state by the use of a pressuriser or the water may boil in the core therefore 
eliminating cooling due to the formation of a steam blanket around the fuel. If the fuel 
is not constantly cooled during power operations then a meltdown could result. As 
with both gas cooled reactors steam is generated indirectly by the use of a heat 
exchanger that boils secondary water to produce steam for the turbines. Some large 
PWRs will have several of these steam generator loops.
Unlike the gas cooled reactors, the PWR cannot be refuelled online and must be 
completely shut down and the top closure head removed to replace spent fuel. This 
must be carried out in a sealed space; hence PWRs have a secondary containment 
shield of concrete around the primary systems giving rise to the characteristic large 
dome or cylinder of the main reactor building seen at PWR sites. Currently the UK 
only has one PWR supplying utility power, Sizewell B. First operation began in 1995 
following a very lengthy planning and consultation stage that delayed the project by 
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several years. PWR designs with simplified pipework layouts and reduced numbers 
of valves will  most likely be built  in the UK in the coming years. These contain a 
range of  passive safety features,  which greatly  simplify the design and decrease 
greatly  the risk  of  an incident  due to human or  operational  errors.  For  instance, 
emergency make-up coolant is stored in a large tank above the reactor, the coolant is 
therefore gravity-fed. This design eliminates a pump critical for emergency operation 
which, would require redundancy in order to meet regulation requirements. 
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A.7 Age of Reactors
The population of nuclear reactors used for utility power generation is ageing rapidly. 
The International Atomic Energy Agency (IAEA) maintains an accurate database of 
information on utility power reactors  [39] and a simple analysis of the age of these 
reactors shows that only 25 % have been in operation for less than 20 years (see 
Figure A-30). A balanced situation of new build and decommissioning of old plant is 
yet  to  be reached due to the relative  infancy  of  the technology.  The majority  of 
reactors were originally commissioned with an expected 40 year operational life and 
hence the current crop of reactors can be considered to be the second generation of 
power reactors. New build is currently under way,  or being considered, in several 
countries which will help to address the balance of new and old plants in operation.
The operational  life  of  a  power  plant  can  be  extended  by  a  change  in  analysis 
methods moving from highly conservative estimates to demonstrably more accurate 
techniques. If this increase in operational life cannot be demonstrated then the plant 
will  have to be shut-down and decommissioned. The USA has been conducting a 
review of the reactors used to supply utility power and where possible increasing the 
expected life from 40 to 60 years (see  Figure A-31)  [42]. This will  allow a smooth 
transition  between  reliance  on  older  plants  and  accommodate  the  delay  in  the 
construction of new plants. 
The situation in the UK is very different from the USA and currently the operation life 
of almost all UK reactors cannot be extended at the present time. UK reactors were 
constructed  using  a  very  different  design  type  to  those  in  the  USA.  All  except 
Sizewell  B are gas-cooled reactors; these require the use of graphite to act as a 
moderator on the nuclear reactions. The graphite in the UK reactors has been highly 
adversely  affected  by neutron bombardment  and cannot  be replaced  limiting  the 
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expected life of these reactors to 40 years. Within 10 years the generating capacity 
will be reduced to just 35 % of the current level (see Figure A-32) leading to further 
reliance on fossil fuels to fill the gap until new plants can be constructed [43].
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A.8 Defect Tolerant Design
Material defects can be found in all materials. The size, severity and density of these 
defects  can  be  controlled  by  the  processing  method  employed  in  manufacture; 
commonly, methods that provide the best quality materials and components are the 
greatest  in  expense.  Ideally the best  possible materials  or  components would be 
used for critical parts but in reality a balance must be found between the cost of 
manufacture and the requirements of the component in service, the fit for purpose 
concept. Although a material that exhibited no ductile to brittle transition, such as an 
austenitic stainless steel, would solve a large number of problems associated with 
irradiation  damage,  the cost  of  using such a  material  for  manufacture of  reactor 
pressure  vessels  is  prohibitive  and  has  only  been  performed  when  absolutely 
necessary. 
It  is  more  economical  to  produce  a  reactor  pressure  vessel  made  from  an 
inexpensive yet tough material that exhibits a toughness transition, such as low alloy 
ferritic steels,  and justify the use of the material through engineering analysis.  By 
selecting  this  method,  the defects  within  the material,  or  those introduced during 
manufacture, need to be understood and possibly eliminated. The defects contained 
in a low alloy steel reactor vessel can come from a number of sources but broadly fall 
into three categories: material, welding and forging.
Material defects form during the processing of the raw material to produce the final 
engineering material and cannot be removed by subsequent handling. Produced by 
chemical  reactions  between  alloying  elements  or  unwanted  impurities  during  the 
molten stages of  manufacture,  hard  non-metallics  and soft  inter-metallics  can be 
formed  [19-20]. Hard particles can act as initiation sites for brittle fracture and the 
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presence of clusters of soft particles will reduce the tensile properties of the material.  
The mechanisms of these effects will be discussed later.
There are a large number of different defect types that can be created during the 
steel making process. Some defects can be designed out by accurate control and 
intelligent processing, however, some are inherent and cannot be removed. These 
are melt defects created during the liquid stages of process by chemical reactions 
between impurities and alloy additions creating thermally stable phases which will be 
carried over into the ingot. These inclusions can take many forms, by far the most 
common in low alloy steel production are oxide and sulphide inclusions, large carbo-
nitrides can also be of concern due to their angular structures. These inclusions will 
have different densities to liquid steel and this fact can be used to provide a way of  
removing them from the melt. By holding the steel as a liquid for a set length of time 
the inclusions can literally be floated out of the melt and retained in the slag layer.
In order to make large forgings a large ingot  is required.  The ingot  must also be 
made over sized to permit the removal of the V and A segregates [44] (see Figure A-
11), located at the upper and lower regions of the ingot, respectively. Segregation of 
alloy elements and impurities causes areas of solute rich material  that may differ 
markedly from the homogeneous centre and columnar regions. The segregation is 
formed by a difference in melting temperature between the lean and rich phases that 
can  be  formed  from  the  material.  Commonly  a  material  is  a  mixture  of  several 
phases,  one  solute  rich  the  others  lean,  one  of  which  will  solidify  at  a  lower 
temperature forcing the remaining liquid to become rich in the element that is not 
required to form the lower temperature phase. This creates a solute gradient in the 
solidification region in which the mechanical properties are difficult to estimate.
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Due to the complex shapes required in certain areas of the reactor vessel and the 
required properties that can only come from forging of the material, it is difficult and 
impractical to construct the vessel in one piece. The vessel is made from a number of 
smaller components joined by welding. There are a number of welding techniques, 
again balancing cost and time against quality, but the types of defects that may be 
created are similar; although the size and the frequency will depend on the technique 
employed. Lack of fusion defects (see Figure A-33), caused by insufficient heat input 
to melt the substrate and form a good bond to the deposited material, and stop-start 
defects, caused by an interruption in the melting of filler material, are common to all 
types of welding.
The depth  of  weld  required suggests  a process requiring  high deposition  rate of 
material;  therefore,  the  submerged  arc  welding  process  is  commonly  used  (see 
Figure A-18).  The submerged arc process deposits a large amount of material  in 
each pass compared with  most  other welding processes resulting in  a larger as-
deposited bead and less refinement in the reheated region (see  Figure A-19).  As 
welding is a molten process, inclusions may also form in the weld bead as they would 
in the original melting of the material. As the actual time the material is molten is very 
short diffusion is limited so it is more likely that these inclusion will be formed from 
impurities in the filler  material  or  reactions with the surrounding atmosphere. The 
submerged arc process forms a protective gaseous layer over the weld by vaporising 
the flux used to protect the weld surface.
The final  source  of  defects  in  a  reactor  pressure  vessel  is  the  forging  process. 
Incorrect design of the forging steps necessary to produce the properties and shape 
required could create serious defects that will prevent the use of the forging [44]. Of 
most concern are hot tears and folds. Hot tears form where the local stress exceeds 
the  ultimate  tensile  strength  of  the  material,  which  is  severely  reduced  by  the 
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increased temperatures.  Folds  are  simply the creation  of  creases in  the  material 
during upsetting operations; the two surfaces brought together will not form a strong 
bond due to the presence of an oxidised layer on the surfaces. This may create a 
very large embedded defect that fortunately can be detected by ultrasonic inspection, 
which is conducted frequently during production of reactor vessel forgings.  Folds 
and tears can be prevented by a good understanding of the flow properties of these 
materials at high temperatures and careful design of the tooling and forces applied 
during forging. 
From the above we can see that  the presence of some form of defect is almost 
inevitable  in  a  reactor  vessel.  The  materials  ability  to  sustain  a  load  given  the 
presence of defects is known as the material fracture toughness. For many years 
toughness was estimated or asserted by the use of indirect measurement, such as 
impact testing. By taking direct measurement of material toughness, the severity of 
these defects  can be established.   The development  of  a critical  stress intensity 
factor as a measure of toughness that was applicable to geometries other than that 
used for standard test pieces created a whole new field of engineering assessment, 
fracture mechanics [45]. For the first time it was possible to decide on the suitability 
of a structure by means of an assessment of the material, the defects that could be 
sized and the stresses with in the structure.
Failure of a material due to the presence of a defect occurs when the critical value of 
stress intensity factor is reached. For low alloy steels on the lower shelf and in the 
transition region this critical value will correspond to a catastrophic brittle failure of 
the  component.  The  condition  under  which  this  value  is  measured  becomes 
important, as the transferability of a laboratory measurement to a real world situation 
is highly complex. The three dimensional stress fields acting on a defect in an actual 
component  can produce  complex  opening  stresses on the defect.  To produce  a 
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viable measure of the material toughness the opening stress must be maximised; this 
is achieved by a simple tensile opening of the defect. However, the geometry of the 
defect must be strictly controlled to ensure that the applied force is a simple opening 
of the defect.
By following some simple assessment rules it is possible to form a first approximation 
to the real world situation using basic linear elastic fracture mechanics methods. A 
simplifying assumption that the deformations in the test piece or component remain 
linear elastic allows the use of a simple equation combining the defect geometry and 
applied load to produce a quantitative measure of stress intensity factor[46].
Equation A-3 aGK appf piσ=
where =K  stress intensity factor
=fG  geometric factor of defect
=appσ  applied stress across cross section
=a  defect depth
As stated above, the limit to the stress intensity factor that can be accommodated is 
a material property,  i.e. one independent of the geometry of the material, such as 
yield  stress  or  thermal  expansion.  For  a  linear  elastic  approximation  in  tensile 
opening this limit takes on a very specific meaning; the toughness of a material is the 
stress intensity factor that will cause catastrophic failure of a material subject to a  
monotonically  increasing  mode  I  (tensile)  opening  stress.  For  high  toughness 
materials,  such as  low alloy  steels,  it  becomes difficult  to  replicate  linear  elastic 
conditions due relative size of the process zone and the specimen, leading to the 
loss of constraint both across the crack front and due to the presence of the back 
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face of the specimen. The effect of loss of constraint can be minimised by using large 
specimens,  and  early  research  on  toughness  resorted  to  the  use  of  very  large 
specimens to produce viable toughness data.
By  using  the  equation  above  (Equation  A-3)  the  severity  of  a  defect  can  be 
established, i.e. it becomes feasible to use a component containing defects as long 
as the stress intensity factor can be accurately established and it is within the safety 
limits set by the regulator or designer. In reality a defect caused during processing or 
manufacture is unlikely to be of concern due to the high levels of toughness that can 
be obtained with low alloy steel; these defects, however, represent initiation sites for 
fatigue cracks. These will  form the most damaging geometries of deep and sharp 
defects  and  their  growth  may  require  periodic  monitoring  in  the  most  damaging 
situations. 
In order to assess the suitability of a material and component design three factors 
must be known: the applied stress, the defect geometry and the material toughness. 
This allows the designer to assess when a crack will reach a critical size, i.e. a critical 
stress  intensity  factor  for  given loading  situation.  Commonly  the elastic  stresses, 
even  for  complex  geometries,  can  be  calculated  accurately  from  finite  element 
analysis  of  the  component  and  applied  loads  [47].  The  defect  geometry  can  be 
measured and fatigue growth can be modelled via the Paris law [48], or alternatively 
periodically  measured.  The  material  toughness  is  constant  for  the  majority  of 
analyses  of  this  type  but  the  effects  of  neutron  embrittlement  require  that  this 
becomes  a  variable  through  life.  This  makes  the  assessment  somewhat  more 
complicated requiring the presence of increased safety factors and margins. 
An elastic analysis contains one assumption that leads to a large overestimation of 
the stresses involved in the assessment.  The stress increases exponentially as it 
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approaches the defect, giving rise conceptually to an infinite stress at the defect root. 
This, of course, is impossible and would result in the instant failure of all components 
once they have been loaded. Material plasticity comes to the aid of the component by 
limiting the maximum stress ahead of the notch root to a multiple of the yield stress of 
the material [49-50], commonly understood to be 3-5 times the yield stress, yσ . The 
material will flow to dissipate the stress at the notch root causing crack blunting; this 
is especially evident in low alloy steels in the transition region where a small amount 
of  blunting  and  stretch  zone  is  observed  on  fracture  surfaces  between  the  pre-
fatigued crack and cleavage failure at higher temperatures. 
Plasticity alters the stress distribution ahead of the crack tip from an asymptote to a 
smoothed curve whose severity is controlled by the diameter of the crack tip. This 
moves the point of peak stress into the material and away from the defect (discussed 
in a later section). 
One assumption that  must  be made to create the solutions for  LEFM is that  the 
defect is embedded in a semi-infinite plate. This must be done for simplicity, as even 
a  simple  elastic  analysis  of  actual  specimen  geometries  will  result  in  non-linear 
deformation; by assuming that the plate is infinite and no deformations occur within it  
then  solutions  can  be  established  analytically.  This  assumption  holds  true  if  the 
relative size of the component to the defect is very large. Once the size of defect is 
comparable  to  the  component,  such  as  in  a  test  piece,  the  effect  of  the  finite 
geometry becomes more important. 
In small components or for shallow defects the loss of constraint at the defect tip 
becomes  very  pronounced.  Most  noticeable  as  shear  lips  on  the  flat  sides  of 
specimens, the formation of these plastic regions absorbs a large amount of energy 
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and creates a distorted measure of the toughness of the material. To mitigate the 
presence of shear lips on test specimens, specimen size effects must be taken into 
account.  In  the  early  stages  of  LEFM  this  was  achieved  by  using  large  test 
specimens  so  that  the  effect  of  shear  lips  was  reduced  to  the  point  where 
pseudo-elastic  measurement  of  material  toughness  could  be  made;  for  high 
toughness materials, such as low alloy steels, the required specimen size can reach 
gigantic proportions.
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A.9 Deterministic and Probabilistic Assessment Methods
Unsurprisingly, the outcome of a structural assessment can be modified by selection 
of the input parameters: the defect size and shape, component loads, and material 
toughness. In the case of a nuclear power plant, the difference between being overly 
conservative  and  overly  optimistic  can  result  in  either  the  shut-down  of  a  very 
expensive asset or the endangerment of the public. The correct choice of inputs for 
the  assessment  is  difficult  and  requires  engineering  judgement  to  maintain  the 
correct balance of conservatism and optimism. Two methods exist for performing a 
structural assessment, a deterministic method and a probabilistic method.
A  deterministic  assessment  is  essentially  based  on the perceived  worst  case  of 
defect,  loading  and  material  toughness.  This  can  be  very  hard  to  determine 
absolutely and commonly an element of engineering judgement is required; as data 
are difficult  to  generate for  these cases an estimate must  be made of  the  input 
parameters. In establishing the worst case the resultant analysis tends to be highly 
conservative; however, the parameters selected are based on a perception of the 
defect, stress and material involved. This perception can be incorrect and can to lead 
errors  of  both  being  too  conservative  or  too  optimistic,  both  outcomes  are  not 
desirable but being too optimistic can result in potentially safety critical failures.
A  deterministic  approach  is  adopted  when  a  lower  bounding  curve is  applied  to 
empirical data, an example is provided in  Figure A-34 using a dummy dataset. To 
prevent the assessment from being non-conservative safety factors are applied to the 
inputs to maintain a conservative approach. This further moves the assessment away 
from reality, with the additional factor applied also based on engineering judgement. 
This  commonly  results  in  the  adopted  method  being  so  conservative  that  the 
assessment can have little resemblance to the true reality of the situation.
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A more realistic view of safety may be afforded by a probabilistic method (see Figure
A-35). This relies on data generated from the structure or testing of material factors in 
representative  situations.  For  example  the  assessment  of  belt  line  weld  defects 
requires knowledge of the defects that can be found in the weld, the stresses that 
may be experienced,  the initial  material  toughness, and the expected through life 
shift.  For  each  of  these  a  probability  distribution  may  be  generated,  again  for 
example  material  toughness  has  an  inherent  scatter  making  it  very  difficult  to 
establish  the  worst  case.  By  random  sampling  from  each  of  the  controlling 
distributions a single estimate of the safety of the component can be generated (see 
Figure  A-36).  If  this  process  is  repeated  several  million  times  then  a  probability 
distribution of the outcomes can be established, from this it is possible to determine 
the probability of failure of the component.
Different  probabilities  of  failure  are  required  for  different  areas  of  a  structure 
dependent  on  the  expected  consequences  due  to  failure.  Different  international 
regulatory  bodies  use  slightly  different  target  probabilities  of  failure  per  year  but 
commonly they are of the order of 1 in 106 [51]. Performing a number of simulations 
to a few orders of  magnitude higher than the required probability  of  failure gives 
enough definition  to the probability  distribution  to give  an accurate description at 
these very low probabilities  of  failure.  As this  method is  based on actual  data it 
provides a better representation of the component than a deterministic assessment; 
however,  even  with  108 simulations  the  worst  case  may not  be  sampled  so  the 
deterministic case cannot be established from a probabilistic assessment.
As a component nears the end of life the judgement of the safety factors becomes 
more important; closing a plant before it is necessary could cost millions of pounds in 
lost revenue but operating beyond safe limits endangers public safety. At this stage 
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in the components life a combination of deterministic and probabilistic methods can 
be employed  to  provide  a  ‘risk  informed’  assessment.  Here  the suitability  of  the 
structure is still assessed on the deterministic case, however, the probabilistic case is 
used to reinforce the assumptions of the deterministic case to confirm the precision 
of the estimate with respect to safety factors.
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A.10 Figures
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Figure A-1 - Energy Consumption by Sector
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World Energy Prices, 1980-2030
0.00
0.01
0.02
0.03
0.04
0.05
0.06
0.07
1980 1985 1990 1995 2000 2005 2010 2015 2020 2025 2030
Year
C
os
t [
£(
20
05
) p
er
 k
W
hr
]
Electricity
Crude Oil
Natural Gas
Coal
(Information from [1])
Figure A-2 - World Energy Prices, 1980-2030
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World Utility Power Generation
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Figure A-3 - World Utility Power Generation
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Energy Consumption by Source
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
1980 1990 2000 2010 2020 2030
Year
En
er
gy
 C
on
su
m
pt
io
n 
[B
kW
hr
]
Liquids
Coal
Natural Gas
Nuclear
Renewable
excluding Hydro
Hydropower
(Information from [1])
Figure A-4 - Energy Consumption by Source
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Electricity Generation by Fuel, 1980-2030
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Figure A-5 - Electricity Generation by Fuel, 1980-2030
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(south pole station not shown, taken from [52])
Figure A-6 - Location of atmospheric CO2 monitoring stations
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Figure A-7 - Direct Atmospheric CO2 Measurement
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Figure A-8 - Binding Energy of Atomic Nuclei
A - 53
Nuclear Power Generation
n
U235
U236Kr92 Ba141
n
n
n
Figure A-9 - Typical Reaction Products from the Fission of a U235 Nucleus
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Figure A-10 - Fission Chain Reaction of U235
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Figure A-11 - General Structure of an As-Cast ingot
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Figure A-12 - Iron-Carbon Phase Diagram
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Figure A-13 - Initial forging route for high integrity forgings
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Figure A-14 - Barrel forging procedure schematic
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Figure A-15 - Domed and shell forging process schematic
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Figure A-16 - Primary heat treatment profile
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Figure A-17 - Quality heat treatment profile
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Figure A-18 - Submerged Arc Welding Schematic
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Figure A-19 - Multi-pass Weld Structure
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Figure A-20 - Typical TTT Curve for ASTM A508-3 Material and Resultant 
Microstructure for Fast and Slow Cooling Rates
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Figure A-21 - Variety of Carbides in Tempered ASTM A508-3 Material
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The fast neutron from the fission reaction collides with an atom of the crystal 
structure, knocking the atom from position and releasing some of the kinetic 
energy as heat. The primary knock-on atom then collides with the structure 
knocking another atom from position, and so on, causing a cascade until all 
the available kinetic energy is captured.
The resulting structure will contain a number of point defects where the atoms 
involved in the cascade have been knocked from position. This creates a 
number of small stress fields in the structure.
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Figure A-22 - Fast Neutron Interaction with Solid Materials
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Effect of Neutron Irradiation on the Hardness of Low Alloy Steel
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Figure A-23 - Effect of Neutron Irradiation on the Hardness of Low Alloy Steel
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Figure A-24 - Effect of Neutron Irradiation on the Yield and Fracture Stress of low Alloy 
Steel
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Figure A-25 - Effect of Neutron Irradiation on the Charpy Impact Transition of Low Alloy 
Steel
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Figure A-26 - Effect of Neutron Irradiation on the Toughness Transition of Low Alloy 
Steel
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Figure A-27 - Magnox Reactor Schematic
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Figure A-28 - Advanced Gas Cooled Reactor (AGR) Schematic
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Figure A-29 - Pressurised Water Reactor (PWR) Schematic
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Figure A-30 - Age in Operation of World Utility Nuclear Power Reactors
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Figure A-31 - Expected Operational Life of USA Utility Nuclear Power Reactors
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Figure A-32 - UK Nuclear Power Generating Capacity of Current Plants, 2005-2040
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Figure A-33 - Weld Defects
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Figure A-34 - Deterministic Assessment of Data
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Figure A-35 - Probability Plot of Variable x
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Figure A-36 - Combination of Probability Distributions
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B.1 Ductile Failure
B.1.1 Plastic Flow
Ductile failure is one of several possible failure modes for low alloy steels and the 
transition region marks the point  where brittle  and ductile  failure compete as the 
preferred  failure  mechanism.  Ductile  failure  inherently  implies  that  the  material 
exhibits noticeable plastic deformation before failure. Plastic flow is possible due to 
the  sliding  of  crystal  planes  in  metallic  materials  (see  Figure  B-1);  dislocation 
mechanics  provides  a  framework  for  the  understanding  of  plasticity  in  metallic 
materials. All low alloy steels are predominantly an iron carbon alloy and obey similar 
stress strain behaviour;  plastic  flow induced by shear  stresses acting  on specific 
crystal planes, the {110} planes, in the body centred cubic ferritic matrix causing slip 
[1] (see Figure B-2 and Figure B-3).
Upon loading and up to the yield point the material behaves in an elastic manner and 
will return to its original form and dimensions once the stress is removed. After the 
yield point the movement of dislocations within the material will result in permanent 
deformations once the load is removed (see Figure B-4). Permanent deformation is 
the result of slip of crystal planes within the material (see Figure B-1). The yield point 
is controlled by the microstructure of the material; for low alloy steel carbides in a 
ferritic  matrix,  and  anything  that  may  cause  an  obstruction  to  the  movement  of 
dislocations,  such  as  coherent  carbides,  will  increase  the  required  shear  stress. 
When dislocations  interact  with  an  obstruction  the  dislocation  may move  around 
given the correct conditions; however, at grain boundaries the dislocation is pinned 
and following dislocations pile up creating a region of stress in the matrix (see Figure
B-5). 
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The effect  of  grain  boundaries  on  the  yield  properties  of  low alloy  steel  is  well 
established (see Figure B-6) and the famous Hall-Petch relationship between grain 
size and yield stress provides another control on the yield stress of the material [1-3]. 
The Hall-Petch relationship, although it appears simple, hides some wonderful insight 
into  the  effect  of  grain  boundaries  on  the  movement  of  dislocations  in  metallic 
materials.  Grain boundaries provide the ultimate level  of  resistance to dislocation 
movement. The disordered nature of the grain boundary and the misorientation angle 
between grains presents a near impassable barrier to the dislocation. This causes 
the dislocations to pile up at the grain boundary creating a stress field that will repel 
further dislocations (see  Figure B-5). This affords a strong level of grain boundary 
strengthening to these materials, and it is in fact easily demonstrated that the yield 
strength of low alloy steel is highly dependent on the grain size of the material [4].
The Hall-Petch relationship can be expressed simply as:
Equation B-1
d
ky
Y += 0σσ
where =Yσ  the yield stress of the material [MPa]
=0σ  the internal resistance to dislocation motion, also known as the friction 
stress [MPa]
=yk  the materials dependent strengthening coefficient
=d  the grain diameter [m]
Anecdotally, it is known that reducing the grain size of a low alloy steel will improve 
both the yield stress and transition toughness behaviour. There is a limit to the grain 
boundary strengthening effect but as this occurs at grain sizes of ~100 nm it is far 
below the expected grain sizes found in low alloy steel forgings, which will be of the 
order of 10-400 µm. This limit is caused by the reduced difference in the size scale 
between dislocation equilibrium distances and the grain diameter.  At ~100 nm the 
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dislocation equilibrium distance is approximately equal to the 100 nm grain diameter; 
at  this  point  the strengthening mechanism is  negated as the dislocations can no 
longer pile up. Despite this limit, grain refinement is one of the most potent methods 
of  improving  some  of  the  mechanical  properties  of  a  material  without  adversely 
affecting others (grain boundary corrosion will  be increased due to the increased 
number  of  surface breaking grain  boundaries;  however,  this  can be mitigated by 
careful environmental controls).
The  microstructure  of  low alloy  steel  components  is  often  a  complex  mixture  of 
carbide containing ferrite that has formed from a number of possible microstructures. 
It is often found that a grain may contain a number of sub-grains (see Figure B-7). 
These are areas of microstructure that still share some crystallographic order with the 
others within the parent grain. These provide some level of strengthening, although 
not to the same degree as grain boundary strengthening, and it is advantageous to 
produce  a  fine  sub-structure  in  a  grain.  The sub-grain  size  is  dependent  on  the 
processing of the material and will often scale with the grain diameter so the sub-
grain strengthening effect will be lost in the measurement of the grain strengthening 
effect; however, for large grained materials this will become the controlling dislocation 
strengthening mechanism.
The  Hall-Petch  relationship  provides  the  backbone  for  a  very  useful  means  of 
estimating the yield stress of a material given very limited information. However the 
relationship  only  holds  true  for  materials  tested  under  the  same  conditions  of 
temperature and strain rate.  This  limitation can be removed by expansion of  the 
relationship to include the effects of temperature and strain rate; as these models are 
based on a physical understanding of the flow behaviour of the material this provides 
confidence that they are applicable to any loading situation. Many constitutive models 
exist, for example that due to Zerilli and Armstrong [5] model has been demonstrated 
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to estimate the yield stress of low alloy steels very well [6]. This is due to the fact the 
mechanism of dislocation movement as a function of temperature and strain rate in 
any low alloy steel is fundamentally the same; all are essentially modified iron-carbon 
alloys.
Originally developed to assess the effects of ballistic impacts the Zerilli-Armstrong 
constitutive model  has found favour in  the development  of  dislocation mechanics 
models as it provides a means to account for both temperature and strain rate effects 
(see Figure B-8). Two versions exist, one for bcc materials and one for fcc materials. 
As low alloy steels are bcc materials the bcc relationship is shown below.
Equation B-2 ( )TGZA eBd
k εββσσ ln0 10
−−++=
Athermal terms
d
k
G += σ
Thermal terms ( )TeB εββ ln0 10 −−=
where =ZAσ  Zerilli-Armstrong stress
=Gσ  internal resistance to dislocation motion (material constant) [MPa]
=k  grain boundary strengthening coefficient  (material constant)
=d  grain diameter [m]
=0B  material constant
=0β  material constant
=1β  material constant
=ε  strain rate [m/m/s]
=T  temperature [K]
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The model  contains  athermal  and  thermal  terms.  The  athermal  term  appears  is 
identical to the Hall-Petch relationship. As the effects of strain rate and temperature 
are considered to be inversely proportional, i.e. an increase in temperature has the 
same effect as decreasing the strain rate, both are included in the thermal section of 
the relationship.  Only five material  constants need to be determined for  the flow 
properties of a material over a wide range of temperatures and strain rates to be 
established. 
The athermal terms are effectively microstructure controlled and are dependent on a 
number of features. The internal resistance to dislocation motion, the Gσ  term of the 
Zerilli-Armstrong relationship accounts for a number of microstructural features: solid 
solution  strengthening,  precipitation  hardening  and  point  defect  formation  during 
neutron bombardment. The grain size strengthening is accounted for by the familiar 
Hall-Petch  term.  The  thermal  terms  are  still  material  dependent  as  the  thermal 
performance will be mostly dependent on the chemistry and processing history of the 
material;  however,  these  are  also  dependent  on  the  only  external  factors, 
temperature and strain rate.
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B.1.2 Plastic Instability
Plastic instability is caused by the development of a fully plastic cross-section in a 
component. The simplest example is the formation of necking in a tensile test (see 
Figure B-4). Following loading beyond yield point  the entire cross-section becomes 
plastic, a region of high stress develops in the gauge length due to an inherent or 
machining defect forming a characteristic neck in this region. Plastic regions can also 
form in complex component geometries due to under estimation of the loads that will 
be experienced by the component. This will lead to deformation and distortion of the 
structure resulting in the structure no longer remaining fit for purpose.
Although  failure  of  the  component  is  not  normally  the  goal  of  designers,  failure 
through plastic instability is preferable to catastrophic failure due to brittle fracture 
(see Figure B-9). The conditions for brittle fracture can be estimated, but due to the 
inherent scatter of material toughness for low alloy steel it is not possible to predict 
an exact situation that will give rise to brittle failure. When brittle failure does occur 
there is a reasonable possibility that the component will fail in such a manner as to 
leave the component in any number of pieces and certainly with at least one major 
crack.  For  a  nuclear  primary  boundary  component,  such  as  a  reactor  pressure 
vessel, any defect that results in the loss of containment is unacceptable. 
Failure by plastic instability offers many advantages over brittle failure. Firstly, by the 
use of accurate stress analysis and material understanding instability can be readily 
predicted  in  most  cases,  as  it  will  occur  for  the  same  loading  conditions  in  all 
instances.  The  tensile  properties  of  a  material  can  be  changed  by  irradiation  or 
thermal  ageing  effects  and  this  can  lead  to  further  complexity  in  an  analysis. 
Secondly,  the  deformations  involved  with  plastic  instability  may  result  in  the 
component becoming unfit  for purpose; however, the fact that a ligament remains 
across the damaged area may maintain a pressure boundary. This is essential for 
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containment of the primary coolant in a light water reactor to prevent a loss of coolant 
accident.
Plastic instability can be readily designed around for a component by finite element 
analysis  long before  production  if  the mechanical  properties  of  the  material  from 
which it is to be made are well understood. This has lead to well designed reactor 
vessels  and primary components with large section thicknesses and as such the 
author is unaware of any failures due to plastic instability during normal operation. 
Plastic instability is apparent in other areas of interest to the study of toughness. One 
area where plastic instability is observed is in test  specimens where a small  test 
piece  is  used  to  measure  the  fracture  toughness  properties  of  high  toughness 
materials. If the crack depth is too short and the geometry of the specimen is not 
sufficient to produce a stress intensity factor high enough to cause brittle fracture, 
plastic  collapse  is  inevitable  (see  Figure  B-10).  This  can  be  explained  as  a 
development of plasticity from the crack tip to a free surface. Although there is a cut-
off point at which brittle fracture cannot be initiated in low alloy steel, the effect of 
plasticity instability is not as discrete. 
In the early days of toughness testing and the creation of the ‘million dollar curve’, so 
called due to the great  cost  of  early toughness testing,  used to develop fracture 
toughness as a useful tool for the justification of reactor operation, very large test 
specimens were used to prevent any effect of shear lips on the recorded toughness 
values [7]. This was done to eliminate the effects of in-plane loss of constraint on the 
recorded values to establish the lowest possible linear elastic toughness of these 
materials.  By using such large specimens the effect of out-of-plane constraint loss 
was also mitigated in these testing programmes. Guidelines for specimen sizes are 
given in ASTM E399 [8] in order to maintain validity and allow comparisons between 
measurements (see Figure B-11). Developments in the understanding of toughness 
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measurement have introduced the use of elastic-plastic analysis methods allowing 
the researcher to use ever-smaller specimens to establish the toughness of modern 
improved materials. This creates a number of concerns.
The temperature dependence of low alloy steel fracture toughness offers the most 
obvious  demonstration  of  the  loss  of  constraint  in  small  specimens.  When  the 
recorded  toughness  values  for  a  material  begin  to  diverge  significantly  from the 
expected temperature dependence it will become evident that the geometry and size 
effect of the specimen is influencing measured behaviour. At the point of complete 
plastic instability,  no cleavage results can be obtained and the specimens simply 
bend to a point where the recording apparatus used is out of the available calibrated 
range.  Before  the  position  of  complete  plastic  instability  has  been  reached,  the 
specimen will begin to lose constraint at lower temperatures, this may go unnoticed 
by the researcher if the values still fall roughly into the bands of scatter expected in 
the data.
The absolute effect  of  plastic  instability in  these small  specimens is  currently not 
taken account of in either ASTM standard method for testing and analysis, E399  [8] 
and E1921 [9]. A limit load has been applied to censoring of data in the latter, Master 
Curve method. This limit load is calculated based on the ligament of the specimen 
used and the yield stress of the material; the calculated value is considered the limit  
of toughness measurement where small scale yielding conditions will still hold at the 
crack front. There is much discussion of the correct value for this limit and currently 
the standard allows significant divergence between the applied load and extent of 
constraint loss. This is understandable as raising the limit  to the required level to 
guarantee no constraint loss will  effectively eliminate small specimens as a viable 
method of obtaining toughness measurements for modern high toughness materials 
without exceptionally careful planning of test temperatures. Fortunately, the effect can 
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be taken into account via fully plastic finite element assessments of standard test 
specimen geometries [10]. An understanding of this assessment and the application 
to toughness data will be discussed in a later section.
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B.1.3 Micro Void Coalescence
Micro void coalescence is caused by the presence of finally dispersed secondary 
particles within a ductile matrix allowing plastic flow. This plastic flow causes large 
deformations,  distorting  the  macrostructure,  and  hence  having  a  very  substantial 
effect  of  the  microstructure.  All  low alloy steels  contain  some form of  secondary 
particles in the form of carbides and despite the most advanced processing methods, 
many inclusions will remain from the steel making process. During extreme plastic 
deformation,  the material  will  form a neck at  the region of  highest  stress,  this  is 
familiar in tensile specimens specifically designed to fail  in the gauge length. The 
necking  process  also  takes  place  on  a  micro-scale  between  these  secondary 
particles causing a three stage process of initiation, growth and coalescence (see 
Figure B-12).
Voids  form around defects  in  the  matrix,  commonly secondary  particles  and  can 
nucleate from the particle location in two ways dependent on the interfacial strength 
of the particle to matrix bond. If the bond is weak the particle will debond from the 
matrix  when  sufficient  stress  is  applied.  The  debonded  area  will  often  be  some 
fraction of the total interfacial area causing the particle to be visible in the resultant 
dimple on the fracture surface.  This  generates a volume unable to support  load, 
which is then expanded during plastic deformation. For strongly bonded particles the 
local  strain  at  the  particle  will  be  sufficient  to  cause  particle  fracture  before 
debonding. This also produces a volume unable to support load and generates a 
small material defect, equivalent to the size of the fractured particle, which is also 
free to expand during plastic deformation.
Whether a particle debonds or fractures is an energy balance calculation dependent 
on the fracture strength of the particle and the interfacial energy of the particle-matrix 
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bond, both of which are very difficult  to determine experimentally.  Surface energy 
measurements  are  very difficult  in  complex  alloys  and the fracture  strength  of  a 
complex intermetallic inclusion is impossible to determine, as it is impossible to scale 
the inclusion to a suitable size for testing. Although the physical understanding of 
both mechanisms exists and is theoretically sound [11-12], the energy absorbed by 
either mechanism is but a small fraction of the overall energy absorbed in the ductile 
rupture mechanism, and as such is not included in any further analysis or discussion.
There are three steps in the process of ductile rupture of a material illustrated in 
Figure B-12, initiation, growth and coalescence:
1. Voids form at cracked or debonded particles in the region of highest stress. 
These  initial  voids  will  form  on  the  largest  or  weakest  of  the  secondary 
particles;  these  will  commonly  be  the  inclusions  formed  during  the  steel 
making process. These will be widely spaced compared to the microstructure 
and  provide  local  regions  of  stress  concentrations  increasing  the  rate  of 
plastic flow.
2. The voids continue to grow as the load is increased resulting in local necking 
between voids. A large amount of local plastic deformation occurs resulting in 
effects to the macro deformation, which will be discussed below.
3. The stress in the local necks is sufficient to cause particle failure or debonding 
of the coherent precipitates and carbides in the material. This results in yet 
further void formation and local necking between these particles. The fracture 
strength of the matrix material will soon be exceeded in the necked regions 
causing  failure  of  individual  necked  regions.  As  the  necks  fail  the  voids 
coalesce into a single continuous defect in the material causing rupture.
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This process produces a very distinctive dimpled fracture surface (see Figure B-13). 
Large dimples, produced around inclusions may be separated from each other but 
commonly occur in groups. This is due to the formation of melt defects, or inclusions, 
in the steel making process that will  cluster due to local chemistry differences or 
segregation.  In  between  the  larger  dimples,  small  dimples  produced  from  voids 
around the precipitates fill the remainder of the surface. At the free surfaces of the 
specimen  failure  will  occur  by  means  of  a  fast  shear  mechanism  resulting  in 
distinctive surfaces aligned with the direction of the shear stresses in the component. 
In total this process absorbs a vast amount of strain energy that is converted into 
plastic deformation and the creation of new surfaces.
The  formation  of  voids  can  have  an  effect  on  a  number  of  tensile  dependent 
properties. An understanding of the dependence of microstructure on void formation 
can be used to demonstrate that improved mechanical performance can be obtained 
from decreasing the inclusion content  of  a material.  For low alloy steels with the 
same composition and processing route, yet different inclusion content,  some key 
differences can be established in how the steel will perform on the macroscale given 
limited  difference  on  the  microscale  (see  Figure  B-14).  For  the  low  alloy  steel 
containing a higher number of inclusions, the yield stress will be reduced due to the 
reduction in load supporting area. The elongation to failure and reduction of cross 
sectional area will be greatly reduced by the presence of inclusions, creating many 
small regions of local necking before one dominant neck forms as opposed to the 
single dominant neck formed in clean materials.
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B.2 Brittle Fracture
B.2.1 Brittle Fracture Mechanism in Low Alloy Steels
The importance  of  understanding  the  mechanisms  of  brittle  fracture  in  low alloy 
steels cannot be underestimated. The reliance on low alloy steels as the predominant 
structural  metallic  material  means  that  the  vast  majority  of  major  engineering 
structures are constructed from this material. Catastrophic failure of these structures 
is  unacceptable  and  it  has  been  demonstrated  that  a  brittle  fracture  on  a  large 
structure can result in the death of many hundreds of people. Much has been learned 
of the mechanism of brittle fracture from the study of these events, which act as a 
catalyst to produce tougher steels for use in structures.
Current  understanding  of  the  microstructural  aspects  of  brittle  fracture  and  the 
controlling mechanisms in the initiation of such fractures is such that high toughness 
materials are readily available. The mechanisms of brittle fracture are similar for a 
wide range low alloy compositions and are highly temperature dependent. Broadly, 
temperature dependence can be separated into three very distinct regions, the fully 
cleavage lower  shelf,  the  transition  region,  and the fully  ductile  upper  shelf  (see 
Figure B-15).  The mechanism of  cleavage fracture is  believed to be temperature 
independent, i.e. the same basic principles apply across a wide temperature range 
from absolute zero to the onset of upper shelf behaviour.
The  level  of  understanding  is  such  that  it  can  be  postulated  as  to  the  exact 
mechanism  causing  brittle  fracture,  which  takes  place  within  the  material  on  a 
microscale. When a material containing a sharp defect, commonly a fatigue crack, is 
loaded a region of local plasticity forms ahead of the crack tip. The size of the plastic 
zone is dependent on the stress intensity factor and yield stress of the material; the 
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magnitude of the stresses within the zone are proportional to the yield stress of the 
material.
Within  the  plastic  zone,  the  material  flows  by  the  movement  of  dislocations. 
Dislocations move along specific crystallographic planes, {110} in the ferritic matrix 
and upon reaching a grain boundary become blocked and exert a repulsive force on 
other dislocations.  Certain grains may deform preferentially [13] in the plastic zone 
due to an effect known as ‘crystal plasticity’. There is limited grain boundary sliding 
due to secondary particles that pin the boundaries together; hence, a grain may only 
deform  if  those  surrounding  it  are  sympathetically  aligned.  The  ferrite  crystal 
structure, body centred cubic (BCC), also has anisotropic properties dependent on 
the  differences  in  packing  density  on  each  crystal  plane.  The  closest  packed 
directions, <111>, have a higher Young’s modulus than the loosely packed directions, 
<100>; 272 GPa and 125 GPa, respectively [14].
A distribution of secondary particles lies within the plastic zone (see  Figure B-16), 
many lie along the grain boundaries of the material, some of the slip bands will be 
coincident  with  these  particles.  Dislocation  motion  will  create  a  ‘pile  up’ at  such 
particles exerting a significant stress in the local area [15]. Second phase particles by 
acting  as  barriers  to  dislocation  motion  provide  significant  strengthening  to  the 
material; the strengthening effect is proportional to the coherency of the particle with 
the matrix. Good correlations between the size of carbides and fracture behaviour 
have been found  [16-17] and grain boundary carbides are believed to be the main 
initiator of brittle fracture in low alloy steels as the slip band length is maximised at 
the  grain  boundary  and  may potentially  extend  across  the entire  grain  diameter. 
Temperature will  also have an effect on the movement of dislocations through the 
matrix.  At  higher  temperatures  dislocations  can  move  out  of  plane  and  around 
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obstacles in a process of dislocation climb [15]; this reduces the number of particles 
involved in the fracture process as the temperature increases. 
Carbides have very complex structures and are commonly highly coherent with the 
ferrite matrix. Their composition may also vary across the carbide such that accurate 
modelling of carbide failure is highly complicated [18]. 
The stress acting on a particle eventually becomes sufficient to cause it to fracture. 
Although the particle fails due to an induced stress this step is controlled, from a 
macro  perspective,  by  the  strain  induced  in  the  material  (see  Figure  B-17).  As 
described above, a plastic zone is formed ahead of the crack tip allowing local flow of 
material; within this region dislocations move causing shear stresses to develop at 
obstacles found at the end of slip-bands.
The micro-crack initiated by the failure of the particle must then be injected into the 
surrounding matrix. The strong bond between the carbide and the matrix aids in the 
propagation of the micro-crack during the process of injection into the matrix. The 
failure of the particle was due to strain; however, there must be sufficient stress to 
cause fracture of  the matrix given the presence of  the micro-crack  [19].  There is 
some debate as to whether initiation and injection must happen concurrently [20], or 
whether the cracked particles still remain a potent initiator causing failure at a higher 
applied stress. It would be expected that if the events happen concurrently, then the 
increase in strain rate as the crack traverses the carbide would increase the effective 
stress (by increasing the inherent lattice friction  [21]), and hence, the likelihood of 
injection.
If the crack is injected and there is sufficient stress to cause fracture of the ferrite 
matrix then the material will fail on a specific crystal plane, {100}, the ferrite cleavage 
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plane [1, 21]. The cleavage planes are located on planes of weakness within the bcc 
crystal,  i.e.  those  with  the  lowest  theoretical  strength  estimated  from  atomic 
arrangement and spacing [1, 21-22]. The crack will propagate across the grain in this 
plane only resulting in a grain-sized micro-crack in a specific orientation. The crack 
must  then  propagate  across  the  first  high  angle  grain  boundary  encountered; 
however,  there  are  still  several  obstructions  to  the  continuation  of  the  fracture 
process.
The energy released by the failure of a single grain (released energy = strain energy 
– new surface energy) is very small and it is possible that the surrounding material 
may be of sufficient toughness to prevent the propagation of the micro-crack [23]. For 
an arrest event to occur, dislocations must be sufficiently mobile to reach the crack tip 
before the stress reaches a critical level. The dislocations will then blunt the crack tip 
reducing the potency of the micro-crack. This is much more likely to happen if the 
material can be described as heterogeneous at a microstructural level; evidence of 
non-propagation has been seen in materials that are very heterogeneous [24-25].
This  heterogeneity  can  be  caused  by  either  a  difference  in  the  microstructure 
(bimodal grain size, phase constituents, texture effects)  [25] or by the presence of 
highly  potent  initiators  (large  cubic  particles  such  as  titanium carbo-nitrides)  [24] 
randomly dispersed in  the material.  Both of  the above phenomena lead to small 
patches, possibly of the order of one-grain diameter, which can initiate brittle fracture. 
If the initiating grain is surrounded by material that is of sufficiently higher toughness, 
then  the  micro-crack  will  fail  to  propagate.  In  reality  this  is  a  very  rare  event,  
although, by means of controlled heat treatments or poor processing materials can 
be produced which exhibit the necessary heterogeneity.
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Predominantly the failure of the initiating grain is adequate to raise the stresses in the 
surrounding materials sufficiently to cause failure. The increase in stress around the 
failed patch causes a cascade failure to begin throughout the material. It is believed 
that once the expanding cleavage crack front reaches a critical velocity it  will  run 
completely through the material,  i.e.  dislocations are unable to blunt the crack tip 
leading to auto-catalytic failure. The crack can still be arrested by either removal of 
the driving force (load) or by a change of material toughness (commonly achieved by 
grain refinement) though which the crack travels.
Using the lower shelf, the largely temperature independent region A in Figure B-15, 
as a starting point for discussion it is possible to postulate the mechanisms involved 
across the complete temperature range of brittle to ductile behaviour. The failure of 
materials  on  the  lower  shelf  is  signified  by  the  lack  of  ductile  crack  extension 
perceptible on the fracture surfaces, this simplifies the fracture process and results in 
a cleavage only description of fracture. The absence of ductile behaviour intuitively 
suggests a fully elastic process; however, plastic flow must occur for brittle fracture to 
initiate.
On a macroscale, failure on the lower shelf exhibits only small elastic deformations to 
cause fracture.  On a  microscale,  the movement  of  dislocations and the resulting 
plastic  deformations  initially  mitigate  the  effect  of  the  stress  concentration  but 
ultimately cause the failure. The reason for the high toughness of metallic materials 
compared to ceramics is the ability to accommodate stresses by plastic deformation. 
As discussed in a previous section, the stresses ahead of  a sharp crack tend to 
infinity at the crack tip when an elastic analysis is applied. Any stress above the yield 
strength  of  a  metallic  material  will  cause  plastic  flow.  This  in  effect  limits  the 
maximum stresses ahead of a crack tip to 3 – 5 times that of the yield strength of the 
material [26].
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Even at the low absolute temperatures required for lower shelf toughness behaviour, 
the  yield  stress  of  the  material  is  still  significantly  lower  than  the  (relatively) 
temperature independent fracture stress. A small scale yielding condition will develop 
ahead of the crack like defect; however, the plastic zone will be small compared to 
the length scale required to produce dislocation motion. It would be expected that 
failure on the lower shelf would be similar to that in ceramics, where failure require 
stress intensity  factors in  the  order  of  1-7 Mpam0.5 for  silicon carbide and silicon 
nitride [27]. In ceramics the yield stress is so high in magnitude that the peak stress 
rises quickly to a point where the fracture stress is exceeded. In low alloy steels the 
fracture strength is exceeded by the peak stress;  however, the magnitude of  this 
stress  would  be  considered  enough  to  cause  failure.  There  are,  in  fact,  two 
conditions that must be met for brittle fracture to occur, a significant level of stress 
must be applied over a critical distance ahead of the crack front tip [28].
On the lower shelf  the peak stress is large at even low applied loads due to the 
stress amplification afforded by the sharp defect and high yield stress. However, the 
distance over which the stress peak acts is narrow and corresponds to a small plastic 
zone. Failure only becomes possible when both conditions have been met, a high 
level  of  stress applied over  a significant  distance.  On the lower  shelf,  the stress 
requirement is achieved easily however the distance requirement is only achieved 
after the application of higher loads. 
Early models simply described an instantaneous transition between brittle and ductile 
behaviour. This is intuitive and is certainly true if the fracture mode is viewed on a 
decreasing temperature scale where the failure is either ductile or not. A failure event 
culminating in cleavage failure in the transition range can still absorb large amounts 
of energy and the temperature range over which this transition occurs is certainly 
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significant. Failure in the transition region is a competition between brittle and ductile 
initiation, in which by definition cleavage fracture always intervenes. Failure in this 
region is also marked by the presence of small scale yielding ahead of the crack tip. 
The elastic solutions of fracture mechanics imply an infinite stress at the crack tip, 
this of course is impossible or the material would fail with the slightest application of 
load. 
Failure in the transition region is complex and as yet no model has been proven to 
capture  both  the  temperature  dependence  and  the  inherent  scatter  of  fracture 
toughness at single temperature measurements  [20, 28-33]. The magnitude of the 
stress developed ahead of  the  crack  tip  is  dependent  on the yield  stress of  the 
material; however, this does not capture the temperature dependence exhibited by 
the  toughness  of  the  material.  Where  the  yield  stress  is  decreasing  rapidly,  the 
toughness barely  increases and where the toughness increases rapidly  the  yield 
stress plateaus Figure B-18. This implies that the situation is more complex than the 
simple critical stress over a critical distance concept that was required on the lower 
shelf.
The stress state ahead of the crack becomes more complex due to the increased 
levels of plasticity that occurs at higher temperatures. As plasticity is in abundance 
the balance has shifted between critical stress and critical distance; a large plastic 
zone is formed but the stress within it may be insufficient to cause fracture. In order 
to form a plastic zone the local stresses due to the presence of a stress raising defect 
must exceed the yield stress of the material. The stresses acting at the particle of 
interest are dependent on how dislocations move within this plastic zone. On the 
lower  shelf  the  high  magnitude of  the  peak  stresses within  a  small  plastic  zone 
produces a very small process zone limited to the region of the micro-crack created 
by the particle. The very high hydrostatic stress achieved in the process zone causes 
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the movements of dislocations to be limited to simple slip only, in the transition region 
other effects become important.
The larger plastic zone in the transitions leads to a reduction in the magnitude of the 
peak stresses and as such the dislocations are able to move in more ways than 
simple slip causing a pile up at the grain boundary. It is entirely possible that the 
dislocations  may dissipate  at  the  micro-crack  causing  crack  blunting;  this  raises 
another criterion for failure. The constraint on the micro-crack must be sufficient to 
prevent  blunting of  the micro-crack tip.  This  becomes increasingly  difficult  as the 
relative temperature is  increased;  a particle  that  may have caused failure on the 
lower shelf or in the lower transition may not now be involved in the fracture process 
at all.
For brittle failure to occur, the following criteria have so far been established at the tip 
of a pre-existing defect:
1. The applied load must be sufficient to generate a peak stress higher than the 
yield stress of the material creating a plastic zone,
2. The total plastic strain must be sufficient to cause fracture or debonding of a 
grain boundary particle giving rise to a micro-crack in the material,
3. The peak stress must act over a critical distance large enough to cause the 
movement of dislocations across a microstructural unit bounded by high angle 
grain boundaries,
4. Constraint  must  be  maintained  at  the  micro-crack  or  crack  blunting  will 
exclude the particle from further involvement in the fracture process.
In order for the material to fail, the micro-crack must develop and propagate through 
the  material.  This  presents  another  obstacle  to  brittle  failure.  The  micro-crack 
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encounters a number of barriers in the early stages of development that can arrest 
further propagation. Firstly, the failure of the matrix must occur and, as can be seen 
above, this in itself is difficult. Secondly, the expanding micro-crack meets the grain 
boundary. The grain boundary presents a significant barrier to the cleavage crack 
that has grown on a single crystal plane. The boundary represents the end of one 
crystal and the beginning of another; a corresponding misorientation then exists that 
the cleavage failure must cross. 
How a  cleavage  crack  crosses  one  of  these  boundaries  is  often  ignored  in  the 
development  of  failure  criteria,  unsurprising  considering  the  complexity  of  the 
situation. A recent model proposed by Qiao [34-35] developed on silicon steels with 
very large grain sizes offers some explanation for the process of propagation across 
grain  boundaries.  It  is  suggested  that  when  a  cleavage  crack  reaches  a  grain 
boundary  it  is  partially  injected  into  the  next  grain  (see  Figure  B-19).  The 
misalignment between the grain containing the crack and the next can be split into 
two components, tilt and twist. Tilt is the angle between the cleavage plane of each 
grain and twist corresponds to the alignment of these planes. The injection does not 
take place uniformly across  the boundary due to the misorientation;  the crack is 
injected across the boundary at coincident points where the cleavage planes cross 
leaving a distinctive finger type set of features.
At the point of coincidence, the cleavage crack passes easily into the next grain. In 
between the fingers of cleavage crack extension, the grain boundary remains intact 
forming a ligament that provides a reduction in the driving force and must fail for the 
crack to advance. The ligament fails in a ductile manner, a process requiring that the 
energy released from crack advance is larger than the strain energy required to fail 
the ligament. This is a significant barrier to crack advance and it is possible that the 
crack will fail to propagate across the first few boundaries encountered. Once several 
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grains have failed it is believed that the energy released is sufficient to overcome 
these barriers and the crack will propagate to failure readily. 
The micro-crack propagates towards the macro crack as well as away from it. Once 
the  micro-crack  joins  with  the  macro-crack  the  stress  shielding  afforded  by  the 
remaining ligament is lost. The micro-crack effectively becomes an extension to the 
macro-crack, now with an atomically sharp point creating stress conditions similar to 
lower  shelf  behaviour,  failure  is  almost  instantaneous  and  proceeds  at  a  speed 
approaching that of sound in the material.
This adds a further two failure criteria:
5. The energy barrier created by a number of grain boundaries must be crossed 
before the failure becomes auto-catalytic, i.e. the energy released by further 
crack extension is sufficient to overcome any barrier to propagation,
6. Once  the  micro-crack  propagates  back  to  the  macro-crack,  catastrophic 
failure is assured.
From the above criteria it can be seen that just because a particle exists on the grain 
boundary, does not mean it will cause failure. In fact, even a small stressed volume of 
steel will contain a large number of potential initiating particles. This means that the 
critical  situation  to  cause  failure,  the  combination  of  slip  plane,  particle  size  and 
location,  favourably  aligned  microstructure  in  both  the  initiating  and  surrounding 
grains, is very rare and requires large applied loads to develop. As brittle fracture is a 
complex  interaction  between  a  large  number  of  perceived  controlling  material, 
geometric and loading parameters an understanding of each is required.
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B.2.2 Factors Affecting Brittle Fracture
B.2.2.1 Material Factors
B.2.2.1.1 Maximum Local Stress
Elastic analysis methods show that with decreasing crack tip radius, local stresses 
are unbounded.  The high levels  of  local  stress can be attributed to the effect  of 
triaxiality caused by Poisson’s shrinkage of the material normal to the applied stress. 
In actuality,  the local stresses are limited by the small amount of plasticity that is 
induced ahead of the crack tip. The stress state in front of a sharp crack can be 
estimated by small scale yielding (SSY) finite element simulations and can be shown 
to be a multiple of the yield stress. 
B.2.2.1.2 Slip Band Orientation
During the solidification process grains grow from nucleation sites that are randomly 
orientated. This texture will then be carried over into the final component if the work 
applied to the material during the forming process is low. For a rolled plate the level 
of deformation can be very high and as the material is worked consistently in one 
direction it develops an underlying texture. The same cannot be said for the majority 
of  heavy section forgings.  Although during the forming process some areas may 
receive large amounts of work, in general the deformation in a heavy section forging 
is very low compared to a rolled plate. It can therefore be assumed that the randomly 
orientated grain structure is preserved into the final component.
B.2.2.1.3 Slip Band Length
The length of the slip band is a controlling parameter for the maximum number of 
dislocations that can pile up, and hence, the magnitude of the opening stress on the 
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micro-crack  The length of the slip band will predominantly be dependent on the grain 
diameter,  however,  any secondary particle  present  on the slip band will  act  as a 
barrier to dislocation motion. Secondary particles can be found throughout a grain 
and it may be possible that the longest slip band in a given grain is actually an inner 
particle to inner particle length. Recent work has shown that the upper tail  of  the 
grain  size  distribution,  and  hence  slip  band  length,  can  be  highly  detrimental  to 
toughness performance [36], the reasoning for which will be discussed in B.2.3. 
The length of a slip band within the material will be directly linked to the grain size of 
the material. The distribution of particles will likely be consistent between pressure 
vessel steels,  as broadly similar compositions and heat treatments are employed; 
therefore the likelihood of finding a particle at the end of a long slip band increases 
with  the total  available  length (grain  diameter)  i.e.  a  greater  micro-crack opening 
stress can be exerted in a material with a large grain size. No material is completely 
homogeneous and the observed variation in grain size will  contribute to the noted 
scatter in measured materials toughness.
B.2.2.1.4 Initiating Particle Type
The type of particle that initiates fracture will control the early stages of the fracture 
mechanism. If  the material  contains particles that are large and angular,  such as 
cubic titanium-vanadium carbo-nitrides ([Ti,V – C,N]) or metal oxides, then failure is 
likely to be initiated by the increase in local stress caused by the presence of a sharp 
defect. This process requires a much lower applied stress due to the stress raising 
sharp point of the particle and induces a correspondingly low recorded toughness. 
Cubic [Ti,V-C,N] and large oxides are melt defects and hence are easily avoided by 
accurate control during the steel making process. Modern RPV materials should not 
exhibit inclusion-initiated failure as large and unwanted secondary particles should be 
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very rare,  unless the processing route has been specifically designed to promote 
their growth or not sufficiently well designed to preclude their presence.
Grain boundary carbides are considered to be the most likely secondary particle to 
initiate brittle fracture  [37]. In low alloy steels, the majority of alloying elements are 
carbide  formers  and  this  can  lead  to  a  variety  of  different  morphologies.  All  are 
considered brittle and may initiate failure; however, the cohesion of this particle to the 
matrix depends heavily on the thermal history of the material. A cohesively bonded 
particle  will  have an increasing effect  on the yield  strength of  the material  but  a 
detrimental effect on the toughness, as the strength of the bond between the particle 
and matrix increase, the likelihood of particle failure and injection of the micro-crack 
will also increase.
B.2.2.1.5 Initiating Particle Size
The particle size will also have a direct effect on the fracture process. A larger particle 
has more chance of being intercepted by a slip band and hence being involved in 
fracture. The micro-crack formed by the failure/debonding of a large particle will also 
release  more  strain  energy  and  hence  be  preferentially  involved  in  the  fracture 
process [16-17]. If the material has been treated in a way to promote large carbides, 
carbon will  migrate from smaller unstable carbides within the grain to larger more 
stable carbides at the grain boundary. This effectively increases the slip band length 
as well as increasing the likelihood that a grain boundary carbide will be at the end of 
the slip band. Both of these effects will result in reduced toughness. 
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B.2.2.2 Geometric Factors
B.2.2.2.1 Defect size
The defect size is important in determining the stress intensity factor applied to the 
material.  It  is  clear  that  a larger  defect  creates  a larger  area though which load 
cannot be supported, this increases the stress intensity factor at the tip of the defect. 
The  size  of  the  defect  is  also  the  dominant  factor  in  determining  the  level  of 
constraint of the defect. The plastic zone ahead of the crack tip must be constrained 
for the stresses to reach the highest possible level; this was originally achieved in 
initiation testing by selecting specimen sizes where the defect depth and ligament 
were  sufficiently  larger  than  the  plastic  zone  size  [8].  Modern  toughness  testing 
utilises a different approach and hence the constraint on specimen size for plane 
strain conditions is no longer utilised; specimen size criteria are now calculated on 
the loading limit based on the yield stress of the material. To ensure a minimum of 
specimen size/geometry effects of measured toughness the plastic zone is placed in 
an area as far as possible from any free surface; this is achieved by locating the 
crack front at a depth equidistant from the top and bottom surface.
If  the defect  is  too shallow or  too deep,  the plastic  zone may ‘escape’ to  a free 
surface.  If the plastic zone reaches a free surface the flow of material in this region 
will relieve the stresses that have developed at the crack tip. There are two possible 
scenarios: for a shallow crack the zone may jump back to the top surface resulting in 
crack  blunting,  or  if  the  plastic  zone  grows  to  the  back  surface  then  the  entire 
specimen will deform giving rise to general, or large scale, yielding. Escape of the 
plastic zone is avoided by the use of standard specimen geometries that embed the 
crack front in the centre of the specimen.
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B.2.2.2.2 Defect shape
The shape of the defect can have a similar controlling effect on the potency as the 
defect size. Crack shapes that diminish the effect of free surfaces, such as a through 
thickness edge crack, have a much higher stress intensity factor  [38]. Notch acuity 
will also have a large effect on the stress state ahead of a sharp crack for a given 
defect size. A high level of stress is achieved for a sharp crack compared to a blunted 
notch due to the stress raising geometry. Again, commonality and standardisation 
have resulted in comparable measurement for toughness using standard specimen 
geometries.
B.2.2.2.3 Tri-axial stress state
Within the region of high constraint, a tri-axial stress state is created due to Poisson’s 
contraction  of  the  material  normal  to  the  applied  load that  is  constrained  by  the 
specimen geometry. By contraction in the out-of-plane direction large stresses are 
created in the region ahead of the crack tip.  This region of high constraint exists 
across the majority of the crack front; however, at the free surfaces of the specimen 
the plastic zone can escape, the high stresses are reduced and the plastic zone is 
distorted.
In reality the reactor pressure vessel is under biaxial loads caused by the hoop and 
longitudinal pressure stresses; the stress state is further complicated when the size 
of  the  defect  relative  to  the  structure  is  considered.  Transferability  of  laboratory 
measurements to the structure is therefore difficult.  Biaxial loading can also be used 
to  alter  the  tri-axial  stress  state  and  hence  the  level  of  constraint.  Due  to  the 
complexities and expense of utilising biaxial loads for materials testing, biaxial tests 
are rarely performed and the procedure is still in its infancy [39]. 
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To offer a level of conservatism when performing structural integrity assessments, the 
geometry of test specimens is chosen to provide greater crack tip constraint than can 
be found in the structure. Laboratory specimens are based on bend stress states that 
produce higher constraint than the tension loadings often found in structures as the 
outer surfaces experience much higher stresses in the bend geometry than can be 
achieved tensile loading only. 
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B.2.3 Critical Situation for Brittle Fracture
It  would be expected that  within a material  there will  be many possible points of 
initiation; coupling this with the need for a critical situation for fracture gives rise to 
the inherent  scatter  exhibited  by  low alloy  steel.  Test  results  are  also  subject  to 
normal  experimental  errors  but  with  modern  calibration  requirements  and  the 
accuracy of load and displacement sensors, these errors are considered very small 
and are commonly ignored. A value of toughness can be reached by several testing 
methods  and  also  by  different  analysis  routes,  in  these  cases  true  material 
differences may not be noticed; however, in all instances the fracture behaviour of 
the material is believed to be similar.
Looking at each possible situation that may give rise to fracture would, on average, 
lead to very high toughness values given the number of  possible initiators in the 
material. However, it is believed that just one is responsible for complete failure. The 
failure emanates from this point which is just one of many thousands of possible sites 
in a cloud of initiators ahead of the crack tip. The initiator to cause failure is known as 
the weakest link, as the process is analogous to failure of a chain where once one 
link fails the chain is unable to support load. The same is assumed of brittle fracture 
where failure is believed complete on the successful initiation and propagation of a 
cleavage crack.
The defect to cause failure is the most potent of these initiators and, as has been 
seen by the high level of toughness achieved by low alloy steels, finding a suitable 
initiator  is  difficult.  The  most  potent  will  be  that  which  has  the  most  favourable 
parameters for fracture. Due to the large number of controlling parameters and the 
variation that each can take, it would be expected that the required external load and 
displacement,  and  hence  recorded  toughness,  would  also  vary  accordingly.  This 
would produce a wide range of toughness values for the same material, dependent 
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on the microstructure selected for examination; this is indeed the case for toughness 
testing of low alloy steels. It is found that the scatter in the toughness values follows 
a  Weibull  probability  distribution;  this  distribution  can  be  applied  because  of  the 
weakest link mechanism believed to take place in the material.
From the  assessment  of  the  brittle  fracture  micro-mechanisms detailed  above,  it 
follows that the scatter in measured toughness is a result of the random features of 
the microstructure. With in the microstructure it is possible to envisage a situation 
where, by pure chance, a large carbide can be found at the boundary of a large grain 
with a slip and cleavage plane favourably orientated to the applied load. From the 
toughness values achieved in pressure vessel steels, it can be suggested that the 
energy required to  drive  this  failure,  even given the favourable  situation  detailed 
above,  is  large.  Therefore,  only  the  largest  grains  within  the  material  should  be 
considered important to the failure mechanism.
The measurement of grain sizes, and their distribution, in low alloy steels is difficult  
using optical techniques and as such this avenue of research has only recently been 
followed.  The development  of  electron backscatter  diffraction  techniques  [40] has 
allowed for high speed and accurate acquisition of grain data. A recent assessment 
at  Rolls-Royce has shown that there is significant  promise in this area and good 
agreement  has  been  found  between  comparison  of  grain  size  distributions  and 
fracture toughness response of low alloy steels [36].
If a distribution of initiators is assumed to lie along a crack front then the recorded 
toughness value will correspond to the most potent of these initiators. The probability 
of failure is then not dependent on the average or maximum applied stress to fracture 
all or a number of the initiators, just the weakest must fail.  So although there are 
many potential initiators in the material, the load required to fail the most potent will 
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also follow the distribution of the initiators. The scatter in these measurements then 
comes from the scatter in the most potent of the initiators. By selecting a certain 
crack front length, many initiators will be assessed and the recorded toughness value 
corresponding to the most potent; by selecting another crack front of equal length, a 
new set of initiators will be assessed and the most potent may have a different level 
of  required  load  to  cause  fracture.  This  is  found  to  be  the  case  for  toughness 
measurements  of  low  alloy  steel  and  the  scatter  of  toughness  measurements 
approximately matches the assumed Weibull distribution of initiators [41].
This raises another problem with the assessment of toughness data. The distribution 
of  initiators  is  based  on  a  per  volume  basis  with  the  crack  front  length  as  a 
normalising factor; hence the number of sampled initiators is dependent on the load 
applied, which controls the area of the plastic zone, and the crack front length. It is a 
reasonable assumption that a larger volume will sample more initiators, increasing 
the likelihood of finding a potent initiator. This presents a problem in performing an 
assessment  of  the toughness of  the material,  as the toughness established from 
larger  specimens  will  be  lower  than  that  established  for  smaller  specimens. 
Fortunately the use of a Weibull distribution allow the user to correct for the size 
based on the assumed distribution of initiators in the material.
By means of  the size  correction  and a  good understanding of  the  stresses in  a 
structure, it is possible to apply the toughness achieved in small specimens to that of 
a real structure.  Without this, the field of fracture mechanics of low alloy steel would 
be academically interesting but of little engineering applicability. 
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B.2.4 Brittle Fracture Modelling
B.2.4.1 Early Developments
The modelling of brittle fracture has often been held back by the relative difference 
between the understanding of the fracture process and an ability to demonstrate the 
true mechanisms of fracture. This is due to the size scale of the fracture event and 
speed with which it  occurs. Unlike ductile failure, which can be interrupted at any 
point by simply removing the applied load, once a cleavage crack is running it is very 
difficult to stop and as such it is hard to perform direct measurements on the process 
of initiation and propagation of these types of failures. It had long been postulated 
that defects in the matrix act as initiation sites for cleavage failure.
Smith proposed that the fracture stress was being exceeded due to the presence of 
sharp defects in the regions ahead of a crack  [37]. In modified form this is still the 
basis of fracture modelling today; an opening stress acting on a small defect, such as 
a  failed  carbide,  is  considered  to  be  the  initiation  step  in  brittle  fracture.  Many 
attempts have been made to quantify the microstructural effects on toughness but in 
reality, only qualitative predictions can be made. The failure criteria that must be met 
for brittle fracture to occur was introduced by from the work of Tetelman et al [19] on 
the comparisons of fracture strength with brittle behaviour. These three simple criteria 
hold true today, and are commonly understood to correspond to the three phases of 
the brittle fracture mechanism; they are:
1. Initiation – a sharp defect must be introduced into the material,  such as a 
micro-crack due to a failed carbide.
2. Injection – there must be sufficient opening stress on the defect to exceed the 
fracture  strength  of  the  material  and  inject  the  micro-crack  into  the 
surrounding matrix.
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3. Propagation – the micro-crack must leave the initiating grain by passing a 
high angle grain boundary.
These  give  the  starting  point  for  all  modelling  efforts.  The  first  true  attempt  at 
modelling brittle fracture in a using physical quantities obtained from microstructure 
measurements was the Ritchie Knott Rice model [28]. Combining the fracture criteria 
of Tetelman et al  [19] with an understanding of the fracture process proposed by 
Smith and a thorough stress analysis produced an effective model for lower shelf 
behaviour but failed to capture the large upswing seen in toughness measurements. 
The  Ritchie-Knott-Rice  model  attempted  to  quantify  toughness  temperature 
dependence as a function of the temperature dependence of yield stress relative to 
fracture  stress.  It  had  been  established  that  the  fracture  stress  remained 
approximately constant for slip-induced cleavage fracture the mechanism of interest 
for brittle failure; however, the yield stress was known to vary with temperature.
The Ritchie-Knott-Rice model assumes that the injection stage is the critical step in 
the  fracture  process.  The  assumption  that  the  sharp  defects  are  present  in  the 
material is a reasonable one; carbides are very brittle and stiff,  requiring only the 
slightest plastic strain to fracture or debond these particles from the matrix creating 
the sharp defect required for the injection phase [42].
Stress analysis of sharp defects had shown that peak stress was a multiple of the 
yield stress and the peak stress would, therefore, share the temperature dependence 
of yield stress. These analyses also showed that the peak stress would exceed the 
fracture strength of the material at very low applied loads. This created a problem: as 
the fracture strength was being exceeded the material must fail; this obviously was 
not the case. To this end Ritchie, Knott and Rice included another criterion that the 
fracture stress must be exceeded over a microstructurally significant distance ahead 
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of the crack. It was understood that in order for the cleavage crack to propagate the 
fracture stress must be exceeded at the first grain boundary encountered. Therefore 
the fracture stress must be exceeded in two places, the closest grain boundary to the 
crack tip to initiate fracture and the second grain boundary in order for propagation to 
occur. As the stress magnification diminishes from the peak stress close to the crack 
tip, the large applied loads required to exceed the fracture stress at the second grain 
boundary explain the high toughness achieved in these materials.
It was found that the model worked well on the lower shelf but was unable to capture 
the  temperature  dependence  of  toughness  in  the  transition.  This  is  due  to  the 
insensitivity of  the  yield  stress  in  the temperature  range where the toughness is 
changing most (see  Figure B-18). However the Richie-Knott-Rice model did gather 
together and introduce several important concepts, the most important being the idea 
of a critical stress over a critical distance; essentially this still  holds true and is a 
useful description of the fracture process.
At this point it is worth discussing the use of ‘nil-ductility temperature’ as a measure 
of material toughness. Without a good physically based model, the steel industry was 
left to its own devices; predominantly concerned with the failure of ship and boiler 
plate, the industry had slowly developed a system of impact testing to establish the 
toughness properties of steels used for construction of these structures. Originally 
developed at the beginning of the 20th century, impact testing was used primarily for 
quality  control  during  steel  manufacture.  These  tests  were  conducted  at  room 
temperature and offered little  information for  in-service properties of  the material. 
Impact  transitions  became  the  norm  by  the  middle  of  the  century  and  allowed 
comparison between heats of material. Toughness was still of prime concern and a 
measure of the nil-ductility temperature (NDT), i.e. the highest temperature at which 
complete cleavage failure occurs (see Figure B-20), was a useful measure for ship 
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applications. If the NDT were lower than the possible service temperatures then no 
brittle  fracture  would  occur;  this  is  essentially  designing  for  the  ship  structure  to 
remain on the upper shelf in service.
It  was not  until  the advent  of  fracture mechanics that  true toughness information 
could be gathered and compared. As no physical model existed that could describe 
the temperature dependence observed in these materials an empirical approach was 
adopted. It was noted that the relative temperature dependence of the limited number 
of steels that had been tested thus far was similar and a reference temperature could 
be  used  to  normalise  the  values  on  to  one  curve.  Using  the  experience  of  the 
shipping industry a modified NDT was adopted as the reference temperature used to 
compare the toughness of different heats of material.
Due to the scarcity of toughness information and ease with which both impact and 
drop  weight-testing  information  could  be  gathered  a  holistic  approach  to  the 
reference temperature was adopted.  The NDT temperature established from drop 
weight testing would be supported by Charpy impact testing to establish a reference 
temperature for the heat. The very limited number of toughness tests prevented the 
use of direct comparisons between toughness, drop weight and impact data and as 
such the reference temperature nil ductility transition or NDTRT  was used for analysis.
The NDTRT  is defined as the higher temperature of either:
1. the NDT temperature, or
2. the temperature 33.33 °C below where the Charpy lateral expansion transition 
exhibits 40 mils (0.016 mm),  T 40 , and three specimens meet a minimum 
requirement of 68 J.
Equation B-3
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The nuclear industry required a design curve to demonstrate the safety of the heavy 
section  plates and forgings  used for  reactor  construction.  In  order  to  construct  a 
deterministic failure curve, all available toughness data was plotted normalised by the 
NDTRT  reference temperature (see  Figure B-21, which includes extra data to that 
used for the initial determination). The scarcity of toughness data at that time resulted 
in a large test programme being conducted to provide more data [7], giving rise to the 
nickname of the ‘million dollar curve’. 
The Heavy Section Steel Technology (HSST) programme was developed to assess 
the fracture toughness of low alloy steels under plane-strain conditions. The high 
toughness of the A533-B material used for the programme required that very large 
test specimens be used to maintain plane-strain conditions in accordance with the 
testing standards of the time, such as ASTM E399  [8]. A special plate, designated 
HSST-02,  was  produced  such  that  a  small  number  of  12T  compact  tension 
specimens could be tested (see Figure B-22). The scale of these specimens and the 
likely problems with testing are difficult to comprehend; however, the data generated 
in this programme form the basis of all toughness modelling.
Plotting all the data together presented a problem; several very low data points stand 
out  against  the others,  such that  the failure  curve had to be drawn below these 
values resulting in a very conservative model for the toughness behaviour of these 
materials. This became the standard design code for fracture safe structures [43] and 
is still in use as the basis for design codes in many countries; it has not been until the 
recent trend of plant life extension that the limitations of this aspect of the design 
code are truly being felt.
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The  curve  was  originally  hand  drawn  as  a  lower  bound  to  available  data  and 
published in the ASME code in 1972 [43]. At this time the Electrical Power Research 
Institute  (EPRI)  undertook  a  large  scale-testing  programme  further  to  refine  the 
modelling approach and supply much needed data to support the approach. This 
information was complied and published as the EPRI database  [44]. By the end of 
the 1970’s, further assessment had been made on the database resulting in a EPRI 
special technical report, EPRI SR-719 [45]. This included a mathematical description 
of  the  temperature  dependence;  however,  the conversion from imperial  to  metric 
units was incorrect. This error was subsequently corrected and the expression, with 
NDTRT  as the normalising temperature, has remained unchanged since acceptance.
Once the method for establishing NDT is understood it becomes obvious why it is not 
a good measure of the toughness of these materials. The NDT is established by drop 
weight testing of material, starting at one extreme of temperature and testing until the 
fracture criteria have been met. The fracture criterion is such that they have little to 
do with initiation toughness; the criteria are met when the cleavage crack initiated in 
an  as  deposited  weld  bead  fails  to  propagate  to  either  of  the  two  sides  of  the 
specimen. As can be seen this test then takes on a very specific meaning. NDT is the 
temperature at which the material can arrest a running crack within the confines of 
the specimen; it bears no relationship to the initiation stages of fracture, the property 
that is trying to be correlated, as a brittle crack starter is designed into the test piece.
Accepted models of toughness behaviour still have a very large empirical element to 
them; however, they do contain a physical basis for the behaviour that is observed. 
The  measurement  of  most  physical  phenomena  commonly  results  in  some 
experimental scatter; the scatter observed in toughness measurements however is 
inherent to the material and attempts have been made to provide a physical model of 
the scatter. A natural evolution of the RKR model was to consider a stressed volume 
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ahead of the crack as opposed to concentrating on the crack plane itself. The ‘local 
approach’ to fracture offered some explanation for the scatter observed and is still 
used by many researchers [30, 46]. 
B.2.4.2 The Local Approach to Fracture Modelling
The local approach divides the plastic volume ahead of the crack front into a number 
of distinct elements. Failure in one of these individual elements constitutes failure of 
the specimen; by using this weakest link approach a Weibull distribution can be used 
to describe the failure probability of  the entire  crack front.  The so called Weibull 
stress,  wσ ,  can  be  calculated  from  finite  element  analysis  of  the  specimen  or 
structure and loading situation
Equation B-4
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where =pV  the volume of the plastic zone
=1σ  the maximum principal stress in an element
=∆ V  the volume of element experiencing the principal stress, 1σ
=0V  a small arbitrary reference volume
=m  the inhomogeneity modulus of the Weibull model
The Weibull  stress includes the critical  stress and distance measure, in this case 
volume, of the Richie-Knott-Rice model but includes inherent material heterogeneity 
to describe the scatter obtained from toughness testing. A Weibull distribution is used 
to model the potency of the initiators in the material and application of the weakest 
link model means that only the most potent of these need be considered in analysis. 
The Weibull stress is then the cleavage failure stress of the most potent initiator in 
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each element. Comparing this to the intrinsic cleavage failure stress of the matrix, uσ , 
allows the development of a cleavage failure probability, the cumulative distribution 
function of which is given below:
Equation B-5
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where =wσ  the Weibull stress
=uσ  the cleavage failure stress of the matrix
The  local  approach  provides  a  means  of  describing  the  scatter  observed  in  the 
measurement  of  toughness in  low alloy steels,  though it  does have some major 
drawbacks. The inhomogeneity modulus is a measure of the potency of the initiators 
in the stressed volume ahead of the crack tip; this will vary with each material. No 
two materials are alike and as such the distribution of grain boundary carbides, flow 
stress  and  grain  size  will  vary.  The  value  of  m  must  then  be  determined 
experimentally for each material over a range of temperatures. The number of tests 
required to establish a good fit of the m  value makes this prohibitive, especially for 
the assessment of  irradiated structures where only small  volumes of material  are 
available for testing.
If the experimenter has sufficient material to test then it is possible to show that the 
local approach method provides a very good fit to the data. This is the first model to 
link  a  postulated failure  mechanism to the observed trends in  the  recorded data 
successfully,  in  this  case  the  weakest  link  theory  of  fracture  in  these  materials. 
However, the model is itself very simple and gives no real indication of the underlying 
mechanism, just that failure is achieved when an element fails, not the actual micro-
mechanisms taking place within that element.
B - 43
Fracture Micro-Mechanisms
B.2.4.3 Statistical Modelling of Single Temperature Scatter
The local  approach  represented a  significant  leap  in  the  understanding  of  brittle 
fracture on the microscale; however, the large number of tests required to calibrate 
the  model  means  that  the  engineering  applicability  of  the  method  is  limited.  As 
discussed elsewhere in  this  thesis,  availability  of  material  is  often limited due  to 
operating  conditions  or  simple  material  cost.  Empirical  and  physically-informed 
empirical models have fulfilled this requirement, by removing some or all of the fitted 
parameters,  and  in  the  past  three decades become a front-line  argument  in  the 
safety  assessment  of  components  [47-48].  The  NDTRT  method  for  toughness 
prediction has a number of undesirable properties; the most major being the lack of a 
direct  link  between  NDTRT  and  measured  toughness,  the  second  being  that  this 
method does not take account of the inherent scatter observed in the data. 
Initially, due to the very limited amount of data available, the observed scatter was 
believed to be due to normal experimental errors  [49]. With the invention of more 
complicated elastic-plastic toughness measurement techniques it became possible to 
perform  toughness  testing  on  reasonably  sized  specimens  that  could  be 
accommodated by most laboratories. As the availability of data increased it became 
obvious that the scatter was not simply due to experimental error and that a material 
factor was present. Statistical analysis of a rotor steel data set (see  Figure B-24) 
showed that the cJ  data conformed well to a two-parameter Weibull distribution [41]; 
sparking a more statistical approach to the assessment of scatter, which continues 
today.
In order to confirm that the scatter was in fact due to a material factor fractographic 
assessment of the specimens revealed that the distance of cleavage initiation sites 
from the crack front corresponded well with the measured toughness of the specimen 
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[50]. The authors, Landes and Shaffer, postulated that the effect was caused by a 
weakest link mechanism and as such there will be a size effect when comparing data 
from different  specimen  sizes.  This  introduced  the  concept  of  size  correction  by 
means of  the Weibull  survivor function (a description of  which is given in  a later 
section).   This  work  was  the  first  step  in  the  production  of  a  highly  useful  and 
generally applicable modelling approach; however, the work concentrated on cJ , a 
parameter that is useful in representing energy but has little engineering applicability.
In order for the model to be of use it must be expressed in terms of the elastic-plastic 
stress intensity factor,  JK ,  see  Equation B-6; this then allows direct comparison of 
flaws and loading situations as would be found in real components to the model. The 
early model  also  had  an  undesirable  mathematical  discrepancy,  without  a  lower 
bounding  toughness  the  model  predicted  that  the  toughness  of  materials  could 
approach zero. Low alloy steels exhibit a lower shelf toughness somewhat higher 
than zero so the model was not representative. The work of Wallin [51-52] corrects 
for this by introducing  cJK  as the measured parameter, commonly established via 
Jc , and minK  as an absolute minimum value of toughness (see Figure B-25).
Equation B-6:
where: K J= an elastic plastic stress intensity factor
J= the strain energy release rate calculated via J-integral methods
E '=E for plane stress conditions
E '= E
1− for plane strain conditions
The  selection  of  minK  is  somewhat  arbitrary.  A value  of  20  MPam0.5 has  been 
selected for a number of reasons, namely that, to the author’s knowledge, no value 
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has been measured below 20 on steels for which the Master Curve is deemed to be 
applicable.  A statistical  estimate  of  the  minK  parameter  is  not  possible  with  any 
accuracy, as the datum by definition will lie some distance from the data used in its 
assessment. Wallin gathered together all available data and performed a sensitivity 
study on the Weibull shape given the selection of a constant minK . It was found that 
as  the  number  of  specimens,  and  hence  accuracy,  in  a  dataset  increased,  the 
Weibull shape converged towards a value of 4  [53], showing good agreement with 
the volume scaling relationship developed as the basis of the Master Curve [49]. A 
Monte Carlo simulation followed, the famous Wallin funnel diagram (see  Figure B-
26), which demonstrated that in order to accurately establish the Weibull shape of the 
parent distribution datasets in the order of 100 specimens or more are required [51].
The  Weibull  shape  and  minK  can  then  be  considered  material  independent 
parameters [49, 51, 54]. Combined with the size correction methodology (which will 
discussed as part of the development of the model used in this work) proposed by 
Landes and Shaffer, the work of Wallin provided a very usable method of predicting 
the  scatter  in  toughness  results  and  allowing  comparison  between  datasets  by 
conversion to a reference crack front length. 
B.2.4.4 Relative Temperature Dependence of the Transition Region
The next stage is to account for the temperature dependence of the transition and 
the measurement of toughness within it. It had been reasoned that the temperature 
dependence of transition toughness was the same for all low alloy steels since the 
creation  of  the  limiting  curve  shown  in  Figure  B-21.  The  development  of  the 
temperature  dependence  model  is  not  well  documented;  however,  a  number  of 
observations make the jump a fairly simple step to make:
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• The ASME initiation,  ICK , and arrest,  IAK , curves offer a simple method of 
establishing  the  temperature  dependence  of  the  transition.  This  simple 
exponential function is easily adapted for other variables.
• With two of the three Weibull parameters, shape and offset, determined only 
the Weibull scale is free to change. A review of data from early round-robin 
testing programmes confirmed that  the  scale and offset  of  the distribution 
could reasonably assumed to be temperature independent.
Combining  the  above  into  a  unified  method  results  in  a  temperature  dependent 
Weibull scale. The Weibull scale can be easily established for a dataset once the 
underlying distribution is assumed. For single temperature data, the scale parameter 
can  be  resolved  by  simple  rearrangement  of  the  Weibull  expression  therefore 
showing that the scale is equivalent to a probability of failure of 63.2 %  [55]. This 
value can be read from a log-log chart or established via the function used for linear 
regression.  The  temperature  dependence  of  the  Weibull  scale  parameter  is  the 
Master Curve believed to apply to all steels within a range of applicability. The curve 
can be located on the temperature axis  by selection of  a reference temperature, 
much like  NDTRT , based on a known value of toughness. Following from empirical 
observation, there are two parts that the Master Curve attempts to address:
1. The distribution of toughness at a single temperature,
Equation B-7 K Jc=K minScale[ln 11−P x ]
1
4
where: K min= the threshold toughness value, 20 Mpam0.5
Scale= the temperature dependent Weibull Scale
P x = the failure probability of interest
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2. The relative temperature dependence of the scale of the distribution used to 
describe the scatter
Equation B-8
where: T= the absolute temperature (in °C)
T 0= the reference temperature (in °C)
The Master Curve has now been widely adopted by the fracture community as a 
useful tool in the estimation of transition toughness behaviour. The Master Curve is 
based on a number  of  assumptions that  allow it  to be used for  a wide range of 
materials. The assumptions are:
1. All  ferritic  steels  share  the  same  failure  mechanism  in  the  transition 
region.
2. Failures conform to the weakest link model
3. All ferritic steels exhibit the same relative temperature dependence in the 
transition region.
4. Small scale yielding conditions exist across the entire crack front length.
5. The lower limit of toughness is material and temperature independent.
By making these assumptions it is possible to take a similar approach to that of the 
‘million  dollar  curve’,  except  here  the  toughness  data  themselves  are  used  to 
calculate the reference temperature. In order to do this, the data must first be size 
corrected to a convenient crack front length, the mathematics and physical reasoning 
for this are explained elsewhere within this work (see C.3.2); Figure B-27 graphically 
shows the effect of the size correction on postulated failure probabilities. This allows 
data to be plotted on the same toughness axis knowing that they are equivalent, i.e. 
a  toughness  measurement  on  a  larger  specimen  will  be  equivalent  to  a  higher 
measurement on a smaller specimen, plotting uncorrected data therefore does not 
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allow  for  direct  comparison  of  different  materials.  As  the  relative  temperature 
dependence  and  scatter  is  fixed  the  data  can  be  used  to  establish  a  reference 
temperature, 0T , for the material. 
In the context of the Master Curve method, the reference temperature, 0T , has a very 
specific meaning: it is the temperature at which the median toughness of the material  
for a 25 mm defect is equivalent to 100 MPam0.5. This mathematically corresponds to 
a balance point in the median toughness when alternative exponential coefficients 
are considered (see Figure B-28). Applying this method to the original million dollar 
curve data clearly removes the outlying  points  from the plot,  providing increased 
confidence and a large reduction in conservatism compared to the NDT methods 
used previously. Bar some exclusions for particularly low or high strength materials 
[9] the Master Curve appears to hold true for a large number of materials in a variety 
of  conditions.  Due  to  the  adoption  of  maximum likelihood  methods the transition 
behaviour of a material can be established with known uncertainty from a very small 
number of tests, as few as six valid results.
The Master Curve estimates the scatter of toughness across the temperature range 
as  a  change  in  the  scale  parameter  of  a  3-parameter  Weibull  distribution  as  a 
function of temperature, normalised by 0T . The shape and offset parameters of the 
Weibull  distribution are assumed to be the same for  all  applicable materials,  this 
assumption can be made on the premise that the fracture mechanism for all ferritic 
steels is the same. 
The idea proposed by Smith  [37] of fracture nucleated at grain boundary carbides 
suggests two controlling mechanisms, the distribution of initiators ahead of the crack 
and the opening stress on the micro-crack due to dislocation motion. It is believed 
that, as there are numerous such potential sites of initiation in all low alloy steels a 
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suitable  initiation  site  will  always  be  found.  The  opening  stress  is  controlled  by 
dislocation motion in the material; as all low alloy steels behave as a modified iron 
carbon matrix, the movement of dislocations will be similar for all. The variation in 
absolute  temperature  dependence  between  heats  can  then  be  postulated  as 
microscopic effects on the movement of dislocations within these materials.
The Master  Curve is  also  a  fully  probabilistic  method;  a  series  of  representative 
probability bounds is given in  Figure B-29. Those wishing to use it for deterministic 
analysis are required by definition to use the value of the lower limit. This of course is 
unacceptable and the use of the Master Curve for risk informed or fully probabilistic 
analysis is highly beneficial compared to the ASME Code method using NDT outlined 
above. Here a reasonably low probability of failure can be used as the ‘below all 
points’ design curve with the knowledge that the master curve is applicable through 
life. Using the Master Curve method certainly has advantages over the ASME Code 
method, but it still contains some hidden flaws.
It has been observed that the Master Curve is excessively conservative in the lower 
tail. The Master Curve is believed to capture the distribution of initiation toughness 
well, i.e. the required stress intensity factor to meet the three criterion of Tetelman et 
al [19]. In reality it only captures the first two stages of failure: initiation and injection. 
At higher values of stress intensity factor the conditions for the third, propagation, will 
be  met  instantaneously.  At  low  applied  stress  intensity  factors  the  propagation 
criterion may not be met resulting in a non-propagation micro-crack event; the term 
‘micro-crack  arrest’  or  ‘microarrest’  has  been  adopted  as  a  name  for  the 
phenomenon. 
This  effect  is  very difficult  to quantify,  as it  would require measurement of  arrest 
behaviour  on  the  microscale,  a  method  for  which  has  yet  to  be  determined  in 
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predominantly homogeneous and tough material.  Evidence of these arrest  events 
can be found in the study of poor toughness materials showing heterogeneity on the 
macro scale. A measurement of the micro arrest toughness of the material is beyond 
the  ability  of  current  experimentation  techniques;  however,  it  was  proposed  by 
Williams et al [23] that the macro arrest toughness could be used as a surrogate for 
the arrest properties on the micro scale. Following the work of Wallin on an arrest 
master curve it  became apparent  that  the initiation and macro arrest  distributions 
overlapped.  By  comparing  a  randomly  generated  initiation  value  to  a  randomly 
generated arrest value, it was possible to build up a record of failure and microarrest 
against temperature. Williams et al demonstrated that this showed better agreement 
with observed trends in the lower tail; a detailed description of this method is given in 
section B.3.3.
B.2.4.5 Other Statistical Models of Fracture in the Transition Region
A number of other statistical models of fracture are presented in the literature. These 
offer  alternative methods to those described above for  the prediction of  transition 
toughness fracture behaviour. Models fall broadly into two disciplines, those based 
on physical measurement and those based on stress analysis. The RKR model [28] 
already discussed epitomises the physical measurement group through grain size 
dependence, although more modern models also exist, such as the Ortner-Hippsley 
model [32] which uses fractrographic measurements to estimate toughness. 
The alternative approach is based on a stress model of the geometry considered and 
the discretisation of the volume ahead of the crack front. Here a set of criteria are 
assessed by the model,  commonly the comparison of  the local  stress to fracture 
stress for the element. As probabilistic methods came to the fore, the fracture criteria 
have  been  randomly sampled  from assumed distributions.  A number  of  methods 
have been proposed for this model type. The Beremin model [30] being the first, 
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which has then been modified and extended in a number of models such as that 
proposed by Bordet [56-57] and the Unified Curve method [58-59].  
The WST model  [29,  60] bridges the gap between the two methods by using a 
physical  measure,  in  this  case  initiating  particle  size.  All  of  these  models  make 
assumptions over which is the controlling parameter for fracture, and in many cases 
a number of the model parameters cannot be measured and must be assumed. All of 
these models assume a much simplified stress state ahead of the macro-crack and 
do not  take account  of  crystal  plasticity  effects.  Other  models  have attempted to 
circumvent these simplify assumptions by assessing the interactions of dislocations 
and initiating particles. Of most promise are those proposed by PEAI [61], extending 
the dislocation pile-up assessment of Yokobori  [62], and that due to Noronha and 
Ghoniem [63-65], building on the crack tip shielding assessment of Roberts [66-67] . 
If these models prove successful it will demonstrate a complete understanding of the 
fracture process; however, they are not yet capable of truly capturing the absolute 
temperature dependence and scatter of transition toughness behaviour, it is expected 
to be several years before these models are fully applicable.
The physically-informed empirical  approach adopted by the Master  Curve is  very 
successful and high applicable, but in some instances it has been found to be too 
simple.  The  complex  macro-structures  of  some  steels  means  that  a  region  of 
homogeneous material from which enough specimens can be taken for a toughness 
determination may not exist. In these instances, the statistical nature of the Master 
Curve network can be exploited, allowing assessment of varied microstructures in 
one dataset [68]. A set of empirical rules have also been proposed to identify when a 
material shows excessive homogeneity,  the SINTAP procedure  [69]. This provides 
some level of protection against optimistic toughness assessments.
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In all assessment methods and toughness models the crack front is idealised to a 
straight, planer defect. In the real world cracks can come in manner of shapes but the 
most common is semi-elliptical fatigue crack which emanates from an initiation point. 
The  stress  state  of  this  crack  continuously  changes  along  a  curved  crack  front, 
complicating the statistical assessment of fracture as the driving force is not uniform 
in the potential  fracture process volume.  For  an irradiated vessel  or  quench rate 
affected  material,  the  mechanical  properties  of  the  material  (including  fracture 
resistance) varies as a function of depth, yet further complicating any assessment. A 
method  has  been  proposed  to  deal  with  these  effects  but  is  yet  to  achieve 
standardisation or safety application [70].
Moskovic  [71-72] has  developed  a  competing-risk  analytical  model  of  fracture 
toughness  properties  in  the  transition  temperature  regime.  This  model  requires 
complex  statistical  and  probabilistic  analysis.  Experimentally,  a  knowledge  of  the 
ductile tearing prior to cleavage failure is required; this model is therefore difficult to 
apply  in  all  circumstances  to  literature  information  where  only  minimal  test 
measurements are supplied.
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B.2.5 Elastic-Plastic Fracture Mechanics and Constraint Correction
Linear-Elastic Fracture Mechanics (LEFM) solutions are based on the assumption 
that the defect exists in a semi-infinite plate or structure, or that the structure is so 
large that the stress state ahead of the notch is unaffected by the presence of free 
surfaces.. In reality the material behaves in a manner similar to this ideal as long as 
elastic  conditions  are  maintained.  As  has  been  seen  the  plastic  flow of  metallic 
materials  very quickly  creates  a  complex  stress  situation  ahead  of  a  crack  front 
effectively creating an escape route for the build-up of high stress states toward free 
surfaces.  This loss of  constraint  is effectively a problem of  transferability,  or  how 
much belief can be put in the toughness values established with small specimens 
compared to large structures? The early developments in the toughness testing of 
materials used specimens of sufficient size to create a pseudo-elastic stress state in 
the specimen; the specimen size has reduced significantly with the adoption of J-
integral as a more realistic measure of applicable toughness.
The  high  toughness  of  modern  materials  precludes  the  use  of  pseudo-elastic 
specimens  as  they  would  simply  be  too  large  to  test  except  at  very  low  and 
structurally  irrelevant  temperatures,  both  for  economic  and  production  reasons. 
However, the use of small specimens creates a significant problem for the accurate 
measurement  of  toughness,  namely  the  loss  of  constraint  giving  rise  to  an over 
estimation of the unaffected toughness of the material. In a small specimen, it would 
be  expected that  significant  bending or  deformation of  the  specimen;  could  take 
place before cleavage failure  of  the  specimen,  in  fact  the high loads required to 
cause cleavage failure in these high toughness materials will often cause extensive 
plastic deformation at relevant temperatures. This is an effect of the presence of the 
specimen back wall,  interfering with the development  of  the tri-axial  stress state. 
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Figure B-30 Shows the effect of a close back wall on the peak and mean stresses in 
an idealised ligament.
The  stress  and  strain  distribution  in  material  ahead  of  a  sharp  defect  can  be 
characterised, via the Westergaard functions [73], using only K,  the stress intensity 
factor, for linear-elastic materials. When large scale plastic deformation occurs, K can 
no longer be used to characterise the stress and strain state ahead of the crack tip 
and the alternative J-integral method must be used. J is used in the same manner as 
K, i.e. J can be used to characterise the stresses and strains ahead of sharp crack in 
a material exhibiting plastic deformation. However, the solutions are more complex 
and were developed independently by Hutchinson  [74],  and Rice and Rosengren 
[75]. and are therefore known as the HRR solutions. These solutions still assume that 
the region of high stress is small compared with the size of the structure, i.e. the 
geometry is under ‘small-scale yielding conditions’, the plastic zone is constrained by 
the surrounding elastic material, and a high level of stress triaxiality is maintained 
ahead of the crack.
In finite size geometries such as fracture mechanics specimens, the plastic zone can 
become  a  significant  proportion  of  the  uncracked  ligament.   Under  such 
circumstances the level of triaxiality can reduce; particularly in tension specimens, or 
specimens containing shallow cracks.  In both cases, plastic flow occurs towards the 
specimen boundary in an unconstrained manner and a low condition of constraint is 
generated ahead of the crack.  By comparison, in a bend geometry the plasticity is 
constrained  by  the  way  plasticity  develops.  The  strain  fields  form  in  logarithmic 
spirals  which  fall  back  and  across  the  crack  plane,  therefore  the  plastic  strain 
remains relatively low while the hydrostatic stress remains high, i.e. a condition of 
high constraint is maintained at the crack tip.
B - 55
Fracture Micro-Mechanisms
Under  low  constraint  conditions,  a  single  parameter  such  as  K  or  J  cannot 
characterise  the  stress  and  strain  state  adequately  and  a  second  parameter  is 
required.  Two approaches are widely used.
First, the elastic K-T solutions [76-77] provide a measure of the normal stress in the 
crack front plane (T-stress is the stress acting perpendicular to the applied load and 
parallel to the crack front) and recently the elastic-plastic J-Q methodology [10, 78-
81] has further increased the accuracy of simulations. The Q parameter is not a true 
measure of an individual stress tensor but is a measure of the difference between the 
high constraint stress state, e.g. from the HRR solutions, and the true state of stress, 
e.g. established from finite element simulations of the cracked geometry of interest 
[82-83].
There  are  two  possible  approaches  that  can  be  taken  to  assess  the  effect  of 
constraint loss in these specimens: an elastic-plastic analysis of the stresses in a 
given geometry, or an assessment of the distribution of prospective initiation events 
ahead of the crack front, a local approach method. The stress analysis is by far the 
simpler of the two approaches and will be dealt with first.
It has long been realised that the semi-infinite plate solutions of fracture mechanics 
do not  completely  capture the stress  state  in  a  small  specimen.  Initially  concern 
comes from the stress generated along the length of the crack front due to Poisson 
contraction. At the specimen centre the contraction creates a stress acting parallel to 
to the crack front, the deformation is contained affording a high hydrostatic stress 
(plane strain)  This stress acts against  the sides of  the specimens,  which as free 
surfaces,  are  unable  to  support  the  load  (plane  stress)  and  cause  the  stress  to 
dissipate requiring more load to be applied to achieve an equivalent stress at the 
crack tip as if the dissipation had not occurred (see Figure B-31). 
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The  J-integral  is  used  as  a  measure  to  establish  the  size  over  which  large 
deformations occur. The stress acting along the normal to the applied load can then 
be established and applied to give the triaxiality that is achieved a short  distance 
from ahead of the crack front. The effect of increasing applied load against the actual 
stresses ahead of the crack front can then be established. This gives a characteristic 
driving force curve, the ‘trajectory’, for the loading conditions evaluated. In order to 
establish  an  empirical  trajectory  the  material  must  be  tested  in  various  loading 
conditions  and  geometries  to  give  various  constraint  levels  [84].  If  accurate 
trajectories  are  required  the  shear  number  of  specimens  that  must  be  tested 
becomes impractical,  if  this is coupled with the observation that the shape of the 
trajectory  may  be  temperature  dependent  then  this  method  seems  even  less 
attractive; fortunately there is an alternative, the use of elastic-plastic finite element 
modelling.
The basis of the local approach to fracture is that a cloud of initiators exists in the 
material. If the failure criteria for these defects is postulated, it is possible to calculate 
the volume of  material  ahead of  a crack tip that  meets these criteria  for  a given 
loading  situation.  The  failure  criteria  from  previous  sections  can  be  simplified  to 
effectively one simple criterion for this type of analysis, the local stress must exceed 
some critical value for failure to occur. This accommodates both requirements for a 
plastic zone; the critical stress will certainly be higher than the yield stress giving rise 
to a plastic area ahead of the crack tip, and a sufficiently large peak stress to cause 
cleavage failure.
Crack tip stress modelling and the local approach can be combined by using the J-Q 
trajectories to calculate the stresses in the test piece, which in turn can be used to 
calculate the stressed volume meeting the failure criteria.  This method has been 
applied with great effect in the work of Nevalainen and Dodds  [10, 85]. Their work 
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simplifies the process further by calculating the ratio of the applied load to that which 
is available in the specimen for fracture. This difference is not just caused by the in-
plane constraint loss caused by the sides of the specimens, the back wall also has a 
large  effect  and,  depending  on  the  specimen  geometry,  may  be  dominant.  The 
presence of the back wall and side faces causes the small scale yielding conditions 
to  be  violated  at  even  modest  applied  loads  and  as  such  both  in-plane  and 
out-of-plane  constraint  must  be  modelled  accurately  to  produce  a  good  scaling 
model.
This gives a modified stress field ahead of the crack tip. The Master Curve assumes 
that the shape and size of the plastic zone ahead of the crack tip is constant along 
the crack front length. It can be seen that this is not the case and that the size varies 
according to the presence of side grooves and the relative crack front length (see 
Figure B-32). This gives rise to a stressed volume ahead of the crack tip which bears 
little resemblance to the idealised volume assumed by the master curve method. To 
correct for this Nevalainen and Dodds recommend the use of an effective crack front 
length (see Figure B-33), easily calculated from the stressed volume divided by the 
maximum cross-sectional area of the volume.
The curve shape of each of the scaling models, each one particular to a specimen 
geometry, is consistent with a short region of proportionality before each breaks away 
from the 1:1 line signifying a loss of  constraint.  The curves have therefore been 
modelled in two sections:
≤0σbJavg  limit of proportionality, 000 σσ bJbJ avg=  
>0σbJavg  limit of proportionality, ( )000 σσ bJfbJ avg=
where ( )0σbJf avg  takes the form:
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The ratio  of  effective to actual  crack front  length is  approximated by a decaying 
exponential function and is also a function of the applied load expressed in terms of a 
J-integral: Assessment of  Equation B-9 reveals that, as the expression contains a 
squared  function,  the  trajectory  will  therefore  be  parabolic.  This  can  be 
accommodated in assessments via the introduction of two potential censoring limits 
to coincide with the toughness at the limit of proportionality,  K Jc elastic ,  or at the 
maximum value of the trajectory, maxcJK  , i.e. max [ f Javg /b0] .
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The failure criteria selected by Nevalainen and Dodds for use in the local approach 
aspects of the model is very simple. Failure will only initiate in regions of high stress 
where  3~01 ≥σσ . Selecting this stress contour also defines the scaling model for 
J-integral. By adopting this criterion the work of Nevalainen and Dodds provides a 
simple method for establishing the actual toughness of a material:
1. Correct applied load to true load to cause fracture,  effectively the load 
contributing  to  fracture  neglecting  specimen  bending,  using  toughness 
scaling model (Equation B-9).
2. Correct specimen thickness to a measure of the stressed volume ahead 
of the crack tip (Equation B-10).
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A set of constraint correction coefficients for standard specimen geometries is given 
in Table B-1 and Table B-2.
From this work it is possible to calculate the load limit of a specimen for a given level 
of constraint loss. The load limit formula provides a means of establishing if a critical 
loss of constraint has been reached:
Equation B-11 
0σ
avgMJb ≥
where =b  the ligament width, i.e. aWb −=
=M  in plane deformation factor
=avgJ  the externally applied load expressed as a J-integral
Initial recommendations in the Nevalainen and Dodds paper where for no or limited 
constraint loss; however, this proved to be so restrictive that a large number of test 
results are censored. The level of constraint loss is controlled by the selection of an 
appropriate  value of  M in  Equation  B-11,  the  current  recommended value in  the 
E1921 standard is 30 [9], but some researchers have recommend values as high as 
200 for  SE(B)  specimens to maintain a high level  of  constraint  [84,  86].  A more 
reasonable balance was achieved by allowing a small constraint loss for a valid test 
has  been  adopted;  this  may have  been  an  error  and  has  resulted  in  a  missed 
opportunity  in  the  understanding  of  toughness  data.  The  effect  of  constraint 
correction on toughness data will be reviewed in results of a database analysis in a 
later  section.  By  simply  selecting  a  limiting  value  the  constraint  correction  has 
become  partially  excluded  from  current  standard  practice  in  the  assessment  of 
toughness data. It must be noted that even the modest application of load to a small 
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specimen will produce constraint loss and hence an over measurement of the true 
toughness of the material may result. 
The effect of constraint loss is also dependent on the hardening behaviour of the 
material.  A material  with  a  more pronounced hardening response will  maintain  a 
higher  level  of  constraint  following  plastic  deformation  and  as  such  different 
trajectories  are  recommended  for  different  hardening  responses.  The 
Ramberg-Osgood model  [87] of tensile behaviour provides a convenient method of 
defining the strain hardening behaviour of a material using the following expression.
Equation B-12
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Where K and n are material dependent variables. The expression can be rewritten to 
replace K with a yield stress dependent term further increasing the applicability of the 
equation for use with low alloy steels.
Equation B-13
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where =ROα  a material dependent factor
=n  the strain hardening exponent
=0σ  the yield stress of the material
The value of  ROα  is commonly selected to correspond to the 0.2 % plastic strain 
offset, or 0.2% proof stress. The strain hardening exponent,  n , provides a simple 
description of the strain hardening behaviour and is commonly approximated to 10 
for low alloys steels, although it can be measured directly by fitting to tensile data.
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A more complex method of constraint correction can also be generated using the 
local approach method defined above. Recent work by Petti and Dodds [80, 88-90] 
on the comparison of constraint loss between specimen geometries has produced 
yet  further simplification to the process of applying a constraint correction.  These 
recent methods, based on the local approach, provide simple trajectories that are 
applied  as  easily  as  those  contained  within  the  earlier  work  of  Nevalainen  and 
Dodds.  As  the  local  approach  is  adopted,  the  trajectories  are  dependent  on the 
Weibull  modulus,  m ,  which  requires  calibration  to  the  material.  As  this  requires 
calibration  for  different  material  conditions,  including  irradiation,  it  is  currently 
precluded from becoming a readily applicable method.
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B.3 Crack Arrest
B.3.1 Arrest Toughness Testing and Mechanism
Compared to the mechanisms of ductile and brittle fracture, the available information 
in the literature on crack arrest is limited. The following is a description of the reasons 
for interest in this topic and the historical development of arrest testing which has 
played a crucial role in the development of fracture micro-mechanisms. Firstly, what 
constitutes a crack arrest event must be defined.
Crack  arrest  is  the  prevention  of  a  fast  running  cleavage  failure  from  further 
propagation;  essentially the brittle  failure is  arrested and as such the component 
although heavily damaged, may still offer some level of structural integrity. Arrest first 
became of concern when the production of all welded ship hulls resulted in dramatic 
and catastrophic  failures  [91],  such as  those of  the  Liberty ships  discussed in  a 
previous  section.  The all  welded construction  affords  a  complete  and continuous 
structure through which a fast running crack could progress unhindered. Previously, 
ships where constructed from riveted plates; this offered protection from complete 
failure  in  two  respects.  First,  the  plates  are  not  fusion  joined  and  as  such  are 
separate and distinct  from each other so a running crack must re-initiate in each 
successive  plate.  Secondly,  the  method  of  hot  rivet  joining  creates  a  residual 
compressive stress in the plates that it  joins; this may be sufficient to reduce the 
crack driving force to low enough levels that the brittle failure propagation is halted.
Arrest toughness properties are particularly relevant to large welded structures such 
as  ships  where  post  weld  heat  treatment  is  difficult  or  can  be  demonstrated  as 
uneconomical.  The  structure  is  therefore  predominantly  made  up  of  two 
microstructures:  the  wrought  plates  used  for  construction  and  the  fusion 
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microstructures of welds that join the plates. The microstructure of the plates can be 
controlled  effectively  and  the  mechanical  properties  will  be  consistent  and  easily 
determined. The weld microstructures will be complex in comparison and prediction 
of the mechanical properties, especially cleavage toughness, will be associated with 
significant  scatter  above  that  observed  for  wrought  materials.  The  probability  of 
creating local brittle zones within an industrial welding process is considered high 
and as such must be assumed to exist in a structure as large as a ship where there 
may be several hundred metres of welds.
With the acceptance of a probabilistic view of cleavage fracture it is therefore obvious 
that  the brittle  fracture resistance of  the weld may be insufficient.  This  creates a 
problem  when  assessing  the  structure  from  a  cleavage  initiation  standpoint;  the 
likelihood of generating a cleavage failure is so high that a brittle fracture prevention 
argument  is  easily  overcome.  Here  arrest  toughness  comes  to  the  aide  of  the 
structure and the metallurgist generating the assessment. Acknowledging that brittle 
failure  is  a  distinct  possibility,  if  it  can  be  demonstrated  that  the  failure  can  be 
contained locally and not propagate throughout the structure then the safety of the 
structure can be assured.
Originally  the  cost  of  steels  with  high  enough  arrest  toughness  properties  were 
prohibitive and this held back the use of  all  welded construction for  a number of 
years. As steel making techniques improved to the extent where suitable steels, with 
low residuals  and good  mechanical  properties,  can  be expected at  economically 
viable costs, the shipping industry has moved to all welded construction. The driving 
force for  developments and understanding in  arrest  toughness has now switched 
from the shipping industry  to  the  nuclear  industry.  Arrest,  in  general,  will  not  be 
invoked  as  a  supporting  argument  to  a  safety  case  within  the  UK  regulatory 
environment and is currently of little importance in the development of incredibility of 
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failure arguments. However, with the current generation of plants reaching the end of 
design life and undergoing plant life extension activities, arrest may once again come 
to the fore as a required avenue of research.  In addition, the intended design lives of 
new build plants and future designs may have to rely on arrest arguments in order to 
achieve a justifiable plant life of up to 80 years.
Arrest has predominantly remained a purely empirical avenue of research compared 
with the initiation of brittle fracture and as such little development has been made in 
the development of physical or physically informed models. Testing has progressed 
through large laboratory tests to structurally representative experiments, and finally, 
small-scale  laboratory  tests,  which  provide  good  correlations  to  the  large  scale 
testing methods. Testing methods will be discussed in this work out of chronological 
order; i.e.  structurally representative tests will  be considered first,  then the testing 
scale will be reduced to the point where valuable arrest information can be gained 
from small test specimens. The difficulties of establishing the arrest toughness of a 
material  will  be  discussed  at  suitable  opportunities  throughout  the  following 
interpretation of arrest testing.
To demonstrate that arrest events can happen under the loading conditions achieved 
in a pressurised water reactor, structurally representative tests were conducted [92-
94]. These commonly involved recreating pressurised biaxial loading conditions, as 
found in operation,  into cylindrical  large scale test pieces containing defects. The 
profile and depth of these defects was controlled and intended to represent the worst 
possible defect that could exist in a reactor pressure vessel; in actuality these defects 
will most likely be far more potent than any that exist in an operational reactor just to 
get  brittle fracture to initiate. The test is then intended to establish if  the initiated 
brittle fracture will run to completion.
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The stress state in the test vessel can be achieved in one of two ways. The most 
dramatic is the spinning cylinder test, which introduces a mixture of radial, hoop and 
longitudinal  stress  by  spinning  a  vessel  [95] with  a  representative  thickness  a 
considerable number of revelations per minute. An alternative method, adopted for 
thin walled structures such as pipeline sections, is to use gas or liquids to create an 
internal  pressure  [96].  The methods can also be combined in  a number of  ways 
producing the most  representative  test  of  conditions  during a worst  case loading 
situation  for  a  reactor  vessel;  a  loss  of  coolant  accident.   The  thermal  stress 
generated during one of these events is considerable and may initiate a brittle failure 
(see Figure B-34).
The  thermal  stress  and  reduction  in  material  temperature  for  this  event  will  be 
attenuated through the wall thickness. This provides the possibility for crack arrest on 
two fronts: the driving force is being reduced as the crack propagates from the inner 
to the outer wall, and the absolute toughness of the material improves with increasing 
temperature  and  thus  depth  in  the  vessel  wall.  Both  these effects  independently 
could cause arrest of the fast running crack; the combination of both effects certainly 
lends  confidence  to  an  arrest  event  occurring.  This  provides  a  certain  level  of 
justification for undertaking such large-scale and expensive testing programmes. 
The parameters of these experiments cannot be controlled to the same extent as 
laboratory  tests,  requiring  that  a  large  number  of  sensors  are  used  to  establish 
material  response.  Temperature  gradients  are  measured  with  embedded 
thermocouples to ascertain the effect of low temperature coolant injection into the 
vessel. Strain gauges are used to establish the development of strain fields around 
the defects and on the expected crack path. Acoustic emission is used to record 
crack  run-arrest  events  to provide an indication  of  the development  of  the  crack 
throughout the experiment.
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These tests afford proof-of-principle that arrest can happen under loading conditions 
consistent with that found in operation of structurally critical components. However, 
these structural representative experiments offer little information to help understand 
the  arrest  mechanism;  for  example,  the  presence  of  such  a  complicated  mix  of 
changing loading conditions and material properties through the vessel wall during a 
simulated  pressurised  thermal  shock  event  makes  it  impossible  to  determine 
specifically why the crack arrested. Large-scale laboratory tests offer more control 
over the conditions of any experiment and, as will be discussed later, the size of such 
specimens resolves a particular issue with stress wave reflection.
Large  laboratory  tests  offer  an  element  of  control  that  cannot  be  obtained  with 
empirical or component tests. As opposed to empirical testing these experiments are 
not  intended to produce a replication of  a complete failure event,  i.e.  initiation of 
brittle fracture and possible crack arrest under expected loading conditions. Large 
scale laboratory tests are intended to measure the crack arrest  properties of  the 
material  only.  This  requires that  steady state crack propagation is  created in  the 
specimen; this in turn requires suitably large specimens to provide a long crack path 
within which to test.
The first of these tests to become widely used was the Robertson crack arrest test 
[97]. Here a plate of the material of interest is welded to other plates top and bottom 
such that a load can be applied evenly along the long edges of the specimen (see 
Figure B-35).  This is  intended to create a uniform driving force across the entire 
specimen. A running brittle fracture is introduced by using an impact to the side of the 
specimen, which contains a brittle starter notch. The result of this test is simply pass 
or fail; however, there are a few conditions on the validity of the measurement. The 
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most important of these validity conditions is how far the crack jumps during a run-
arrest event.
Stress waves are introduced into the sample due to the impact and release of strain 
energy at the initiation of brittle fracture  [91, 98-99]. The stress waves radiate out 
from the initiation site and the propagating crack and are reflected at the specimen 
boundaries; if the waves return to the advancing crack front the interaction may be 
sufficient to cause crack arrest. Once the stress wave passes, brittle fracture may re-
initiate causing a series of run-arrest events, easily detectable by acoustic emission. 
The validity criterion then becomes a measure of the distance that the crack runs 
before arrest; the crack must grow far enough from the point of initiation such that it 
can be considered a running crack, but not so far that the arrest event will be caused 
by a reflected stress wave.
Initially  the  temperature  of  the  tested  plate  was  uniform  allowing  only  the 
measurement  of  crack  arrest  temperature  in  a  similar  method  to  nil-ductility 
temperature (as discussed in an earlier section, and to be revisited in this section). A 
single  test  simply  provides  information  if  a  running  crack  will  arrest  at  the  test 
temperature chosen; this, unsurprisingly, is a very expensive way to determine the 
temperature  related arrest  properties.  A development  of  the  wide plate test  is  to 
introduce a temperature gradient across the specimen width [100]; cold at the point 
of initiation and hot on the opposing flank of the specimen. The likelihood of an arrest 
event is increased significantly,  therefore reducing the economic cost of each test 
series.
By using a temperature gradient across the specimen the point of arrest can be used 
to calculate the temperature at which the crack arrested. This creates results across 
a wide temperature range for a limited number of large scale tests, increasing the 
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economy and usefulness of such testing. The introduction of a temperature gradient 
removes the arrest/no-arrest nature of the testing therefore allowing the temperature 
dependent  properties  of  arrest  toughness  to  be  explored.  The  output  from such 
testing is still defined as the temperature at which arrest will occur, and is commonly 
designated the crack arrest temperature (CAT) [91].
An alternative approach to generating sufficient data for the construction of arrest 
temperature relationships is to use small test pieces. These methods introduce a fast 
running  cleavage  crack  but  the  specimens  are  of  insufficient  size  to  allow 
development of steady state propagation. The loading conditions in test specimens 
are  also  different  to  the  structure  due  to  constraint  loss.  It  is  plausible  that  the 
structure may have a linear elastic response at a temperature which coincides with 
ductile and arrest behaviour in the specimen; as such care must be taken in the 
direct application of arrest properties established from these tests.
The results of three simple testing procedures have been found to correlate well with 
the CAT as established by larger  empirical  testing procedures.  The first  of  these 
approaches  to  be  considered  here,  drop  weight  testing  [101],  is  a  direct 
measurement of crack propagation. As discussed in an earlier section of this work, 
the output of a drop weight test is a simple arrest/no-arrest at a given temperature. 
The NDT as established by this method shows a good correlation to the CAT from 
large  scale  arrest  tests,  with  the  inclusion  of  a  margin  to  take  account  of  the 
difference in constraint between the specimen sizes [102].
Another alternative to the measurement of arrest toughness directly is the correlation 
of CAT to other mechanical properties, predominantly from fracture surface features 
following impact testing. A development of the drop weight test is the drop weight tear 
test  [103]. This utilises a larger specimen thickness than the requirement for drop 
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weight testing (19 mm compared to 16 mm) and a shallow pressed notch as a crack 
starter. An impact to the specimen causes fracture and the surfaces are assessed for 
the ratio of shear to cleavage surface area; the test is then repeated over a range of 
temperatures to establish the fracture appearance transition. It is found that a good 
correlation exists between the 75% shear fracture appearance transition temperature 
(FATT) and the CAT established from larger tests [96].
The final empirical correlation method is to use a similar approach to drop weight tear 
testing but applied to the fracture surfaces generated from Charpy impact testing. 
The commonality of the Charpy impact test means that this approach is much more 
easily  adopted,  as  it  does  not  require  bespoke  test  equipment.  The  information 
generated  by  Charpy  testing  can  also  be  used  for  other  purposes,  namely, 
specification  acceptance  requirements  and  quality  control;  therefore,  a  significant 
number of Charpy tests have been performed. This approach is not without faults as 
the issues of specimen size are exaggerated by the use of yet smaller specimens.
The fracture surfaces can be assessed in a similar way to drop weight tear testing 
and a fracture appearance transition created. Correlations to a number of different 
shear fracture percentages have been proposed, but the most promising has been 
for 50% shear FATT [102]. These correlations show significant scatter, the primary 
cause for which is believed to be the fact that the material may show brittle crack 
propagation  in  fracture  mechanics  testing  at  temperatures  which  would  be 
considered upper shelf for Charpy impact. This difference is due to the way in which 
the Charpy test is performed, as a complete simulation of a failure event containing 
both initiation and propagation to failure.
Comparison  of  absorbed  energy  from Charpy  impact  testing  to  arrest  properties 
yields further difficulties. The energy absorbed during an impact test is a combination 
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of the initiation and propagation stages. The high quality and low inclusion content of 
modern materials requires a large amount of energy to initiate the failure; however, 
once the cleavage crack is running it absorbs a very small amount of energy. The 
initiation and propagation stages can be separated by instrumented Charpy testing. A 
considerable  amount  of  information  about  material  behaviour  can  be  established 
from the load-time trace  of  an  instrumented  Charpy test  (see Figure  B-36).  The 
different stages of initiation and propagation are clearly visible on the load-time trace, 
allowing  distinctions  between  energy  absorption  for  each  stage.  Successful 
correlations  have  been  made  between  the  temperature  dependence  of  energy 
absorption following a brittle event and the CAT [91]. 
A more direct approach to establishing the crack arrest properties of materials is to 
measure the arrest toughness in fracture mechanics type tests. These are analogous 
to initiation fracture toughness testing, utilising similar sized specimens and loading 
conditions.  The  use  of  fracture  mechanics  to  assess  the  arrest  event  provides 
transferability to different crack depths and applied loads such that the potential for 
arrest can be calculated. A number of different testing geometries have been utilised; 
however, only one has been standardised by ASTM, the compact-crack arrest test 
[104].
The compact-crack arrest  specimen shares a number of  similar  features with the 
other arrest tests discussed above; however, the brittle failure is initiated not by an 
impact  but  by  a  steadily  increasing  load  in  the  material.  A starter  notch  with  a 
non-heat treated weld is opened by a wedge and the crack opening displacement is 
monitored  (see  Figure  B-37).  The  arrest  toughness  is  then  established  from the 
opening displacement at the point of arrest.
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Of  great  importance  to  the fracture  mechanics  testing  of  arrest  properties  is  the 
length that the crack runs before arrest and the path that is taken. The crack must 
grow a suitable distance to be considered a running crack, a feature that cannot be 
achieved in the smaller empirical test specimens outlined above. If the crack diverges 
significantly  from  the  original  fracture  plane  then  the  use  of  simple  fracture 
mechanics,  assessing  against  defect  depth  and  applied  load  only,  cannot  be 
performed. The compact-crack arrest test geometry was chosen for standardisation 
as  it  increased  the  likelihood  of  maintaining  a  straight  crack  path  while  offering 
sufficient crack jump lengths [105].
The use of side grooves is also permitted to help maintain a straight crack path and 
the creation of plane-strain conditions across the advancing crack front length. Side 
grooves will also decrease the likelihood of crack tunnelling due to ductile tearing at 
the surfaces of the specimen; this would slow the crack advance significantly at the 
specimen surfaces and may lead to an incorrect measure of the bulk properties.
By  measuring  the  crack  opening  to  calculate  arrest  toughness  the  value  is 
considered  to  be  quasi-static,  as  it  is  for  initiation  toughness  testing,  as  no 
information  about  the  propagation  of  the  crack  is  required.  In  reality,  the  arrest 
toughness corresponds to a dynamic process and as such a further parameter needs 
to be considered, the dynamic stress intensity factor  [91, 99]. It can be shown that 
the  dynamic  stress  intensity  factor  and  the  static  value  of  arrest  toughness  are 
equivalent at the point of arrest; however, preceding and following the arrest event 
the two can differ widely. 
The dynamic stress intensity factor is affected by the reflection of stress waves in the 
material. As discussed previously for large scale testing, a requirement for the validity 
of the test is that returning stress waves do not interact with the advancing crack 
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front. In this instance the reflection of stress waves has a very large effect on the 
dynamic stress intensity factor experienced at the crack tip, causing large fluctuations 
in the stress intensity factor following an arrest event. This can lead to a number of 
crack jumps until  the stress waves dissipate. If  the crack front arrests before the 
stress waves return then the arrest  toughness can be established from the static 
value; if the arrest is caused by stress wave interaction it is not possible to determine 
the loading conditions and hence no arrest toughness data are afforded.
The testing methods outlined above do not provide a physical reasoning for arrest to 
occur; arrest is a material response to the presence of a fast moving cleavage crack 
and as such the propagation of such cracks must be considered. The mechanisms of 
cleavage propagation have not been explored as extensively in the literature as the 
mechanisms of  cleavage initiation;  this  is  most  likely due to the fact  that  once a 
cleavage  crack  has  initiated  the  component  will,  by  most  definitions,  fail.  Some 
experimental programmes have attempted to assess the controlling factors of crack 
propagation and the resulting fracture surfaces.
A number of significant features exist on fracture surfaces that have formed during 
steady state propagation; some are dependent on the speed with which the crack 
progresses, others on the heterogeneity of the material. First to be considered are 
the characteristic river patterns that are seen on most cleavage fracture surfaces. 
These patterns are in fact small ligaments which failure in a ductile manner between 
primary cleavage cracks that radiate from the point of initiation; this can be used to 
aid finding the point or region of initiation on a test specimen.
When a cleavage crack has more material in which to propagate such that a steady 
state  velocity  is  achieved,  a  number  of  river  patterns  combine  to  form  chevron 
markings. This produces a series of ‘V’ shaped features on the fracture surface, the 
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root  of  which points  towards  the initiation site.  It  has been suggested that  these 
markings are created by re-initiation of the cleavage failure ahead of the primary 
crack front caused by stress waves emanating from the advancing crack front; in this 
way the crack front progresses by a stop-start mechanism [106-107]. The reason for 
the characteristic ‘V’ shape of such makings is due to the location of the re-initiation 
points;  these will  preferentially occur at the centre thickness of the component or 
specimen due to the increased constraint in this region compared to the surfaces. 
If the crack accelerates beyond steady state growth the crack front will move with 
sufficient speed to interact with the shear stress waves that precede it. When this 
occurs, the direction of maximum stress experienced by the crack front will no longer 
coincide  with  the applied  load and  the crack  will  branch  in  alternative  directions 
influenced by the shear stress [108]. This is unlikely to occur in the specimen sizes 
used for laboratory experiments but can be clearly seen in a number of failures in 
large components. For low crack velocities the radial shear stress is comparable to 
static conditions resulting in a planar crack front.
Another feature commonly noted on cleavage cracks is surface roughness. It would 
be expected that cleavage failure should result in a macroscopically smooth surface 
as  the  energy  absorption  of  such  failures  is  negligible  and  they  occur  nearly 
instantaneously.  It  is  often  found  that  the  crack  path  of  the  cleavage  failure  is 
anything  but  direct.  This  could  be  due  to  a  number  of  factors.  The  crack  front 
roughness appears to be a direct result of the speed with which the crack front is 
moving. In the early stages of propagation the crack front appears smooth, as the 
crack accelerates towards steady state propagation the surface roughness increases 
until  a  chevron  pattern  appears;  the  crack  then  branches  and  a  similar  cycle  is 
repeated [109]. The roughness is believed to be caused by the interlinking of small 
areas of cleavage failure due to micro cracks which initiate ahead of the growing 
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crack front; these failures occur at different heights compared to the crack front and 
the  resulting  coalescence  via  shearing  of  the  remaining  ligament  results  in  a 
roughening of the surface [99, 110-111].
Arrest of a fast moving crack may happen in a number of ways depending on the 
external forces and the materials capacity to arrest. The most obvious way to arrest a 
crack is removal of the driving force; however, this is only a viable option in a limited 
number of circumstances. One possible instance would be for a through-wall defect 
in a gas containing pressure vessel; the escape of the gas may be sufficiently rapid 
to  lower  the  internal  stresses  and  halt  crack  advance,  although  a  considerable 
distance may have been covered in this time. For the majority of defects, the load 
cannot be removed quickly enough to prevent complete failure of the component. 
The driving force can also be reduced, or even reversed, by the presence of reflected 
stress waves within the material. These cause arrest by interacting with the applied 
stress  field  and  are  the  reason  for  such  difficulties  in  establishing  valid  arrest 
toughness  measurements.  No  advantage  of  this  process can  be  taken in  safety 
assessments of components due to the highly complex nature of the stress state and 
stress wave propagation that result; these cannot be readily predicted and therefore 
cannot be used for assessment. Also, many structures are of sufficient size that by 
the time a reflected stress wave has returned to the crack front the defect will be very 
large. The stress wave may also only delay the propagation momentarily and once 
the wave has passed, cleavage failure may re-initiate, or the reflected wave may 
reinforce and increase the applied loads at the crack tip.
A considerable number of material factors will affect the propagation and arrest of 
cleavage crack. First, as the crack moves from one grain to the next it must change 
direction  to  the  cleavage  plane  of  the  second  grain  before  it  can  proceed.  The 
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propagation model proposed by Qiao  [34-35] and discussed in a previous section 
provides a plausible explanation for how this may occur. Each propagation event may 
use a small amount of the available strain energy; this can result in arrest in the very 
early stages of propagation if the energy barrier is too high or may help to slow the 
crack upon interaction with an area of largely mis-orientated grains.
Second,  the  mesoscale  of  the  material  microstructure  needs  to  be  considered. 
Despite manufacturers best efforts, no material produced in tonnage quantities, such 
as  the  raw  products  used  for  pressure  vessel  construction,  are  completely 
homogeneous. Local variations in the materials capacity to resist crack propagation 
can be expected, and in fact certain regions may not cleave at all, everything else 
being equal. This creates a number of ligaments behind the advancing crack front 
which act as energy sinks, using up the strain energy which could otherwise be used 
to drive the crack front [112].
Arrest at the nanoscale is believed to be due to the movement of dislocations ahead 
of the propagating cleavage failure [61]. If dislocations can move to blunt the micro-
cracks that form ahead of the main crack front then the conditions for cleavage failure 
as explored in a previous section cannot  be met and the material  will  deform by 
ductile mechanisms. This requires that the dislocations can move quickly enough to 
blunt the micro defect before the dynamic stress intensity factor reaches a sufficient 
level to initiate failure. 
From this review it can be established that a propagating cleavage crack may arrest 
in two ways:
(i) The driving force available for crack propagation is reduced to the point 
where there is insufficient strain energy available to cause re-initiation 
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ahead of the main crack or injection into surrounding grains. This could 
be achieved by the removal of the applied load or by the creation of 
ductile ligaments and surface features in the wake of the advancing 
crack front.
(ii) The cleavage crack encounters regions of high toughness material 
which arrest the crack completely. Here the crack may encounter a 
change in material type such as moving from a weld to a plate and the 
increased toughness afforded by the improved microstructure of the 
plate is sufficiently tough to completely resist further propagation.
The parameters that control arrest toughness are broadly similar to those that control 
initiation as the propagation of a cleavage crack may be viewed as a number of 
discontinuous  initiation  events.  Again,  these  can  be  split  between  material  and 
geometric factors as per the initiation mechanism.
a) Material Factors
a. Maximum Local Stress
The maximum local stress will not only be dependent on the 
static yield stress of the material, but will be greatly affected by 
the velocity of the crack. As the crack travels faster, the strain 
rate ahead of the crack will increase causing a rise in the 
effective yield stress of the material. As discussed earlier, the 
interaction with the shear stress waves emanating from the 
crack front cause a change in the direction of principal stress 
and as such the situation is further complicated.
b. Grain Boundary Mis-orienation
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The crack path on a micro-scale will be determined by the 
cracks ability to propagate from one grain to the next. The 
energy required to inject the crack from a failed grain into the 
surrounding microstructure is determined by the 
mis-orientation angle between the grains. A high mis-orientaion 
angle may require that the crack diverts around specific grains 
in order to progress.
c. Micro-crack Initiation
Once a steady state propagation rate is reached, the initiation 
properties of the material are once again important. In this 
case, however, the dynamic loading situation will affect the 
creation of micro-cracks by increasing the effective stress. The 
size, morphology and volume density of initiating particles 
remains important to determine the potency of such initiators 
and therefore the crack path within the material.
b) Geometric Factors
a. Defect Depth
The depth of the defect, or depth the crack has grown from an 
original  defect,  will  control  the  crack  velocity  that  has  been 
achieved.  A short  crack  jump will  not  reach  a  steady  state 
growth rate so may be stopped more readily than for a crack 
front which has reached a higher velocity, accelerated by the 
release of strain energy.
b. Component Design
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The design of the component will  be highly significant to the 
development of crack arrest. If the component is of continuous 
design, as in a complete cylinder or welded ship hull, the crack 
can  travel  large  distances  before  interaction  with  reflected 
stress waves can take place.
From the above, a number of important differences to initiation can be obtained. First, 
the  measured  arrest  properties  of  the  material  will  be  more  dependent  on  the 
average  or  best  properties  of  the  bulk  material,  not  on  the  assessment  of  one 
weakest  link  or  the  local  properties.  Second,  there  is  no  size  effect  in  the 
measurement of arrest properties as the sampling of different volumes will not affect 
the outcome of the test; again the average or best properties are considered, the 
likelihood  of  sampling  the  average  is  not  increased  with  specimen  size.  These 
suggest that the scatter of arrest toughness data will be less than that for initiation.
The successful modelling of arrest toughness data has been limited. The amount of 
data available for fracture mechanics arrest measurements is very limited compared 
to  the  large  number  of  tests  that  have  now  been  conducted  for  initiation 
assessments. Only two models have achieved some level of acceptance: a model 
developed at the Oak Ridge National Laboratory (ORNL) [113], and the Arrest Master 
Curve as developed by K. Wallin [114-115]. Both models use a log-normal distribution 
to  describe  the  scatter  about  a  median  value  that  has  similar  temperature 
dependence to the median initiation toughness. The distinction between the models 
is the use of different philosophies for the normalisation temperature. 
The updated model proposed by ORNL uses NDTRT as a normalising temperature for 
crack arrest data. However, recent assessments of the proposed model have shown 
that  NDTRT  may not  have  been  utilised  as  the sole  normalising  temperature  for 
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assessment of the database used for establishing the model parameters [116] and as 
such this model cannot be used for  further assessments in this work.  The Arrest 
Master Curve uses a similar procedure to the Master Curve to establish a reference 
temperature  based  on  the  dataset  being  assessed.  This  method  is  more 
mathematically and physically robust  and has received further assessment  in  the 
literature.
The Arrest Master Curve model proposed by Wallin includes a similar expression 
(see Equation B-14) to that which defines the bounds of the Master Curve, utilising 
IaKT as the reference temperature. A similar definition of the Master Curve reference 
temperature, 0T , is used to define IaKT  as the temperature at which the median arrest 
toughness  is  equal  to  100  MPam0.5.  The  scatter  is  modelled  by  the  log-normal 
distribution such that the standard deviation is constant; this maintains the same level 
of  proportional  scatter  across the temperature range.  The standard deviation has 
been assumed to be 18% for all materials. 
Equation B-14 ( )[ ]IaKTTmedIa eK −+= 019.0)( 7030
Application of the assumed model parameters to selective available data has been 
highly successful (see Figure B-38) and provides the current best estimate of arrest 
toughness properties of low alloy steels.
B.3.2 Initiation and Arrest Correlations
The correlation between the initiation and arrest toughness properties of low alloy 
steels has received less discussion in the literature than may have been expected. 
Only recently has the link between initiation and arrest  been explored empirically 
[114-115],  and little  discussion  has  been  made on  the reason  for  the  correlation 
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between these parameters. Again, the work of Wallin has been key to providing an 
empirical model of this relationship.
The model proposed by Wallin is based on an empirical data fitting exercise, which 
revealed a number of important points about the relation between initiation and arrest 
toughness (see  Figure B-39). Following investigations of the arrest toughness and 
the successful application of an Arrest Master Curve, the next obvious step was to 
compare the reference temperatures established from each Master Curve model. A 
correlation  seemed  likely  as  the  same  temperature  dependence  coefficient, 
( )0019.0 TT − , could be applied with success in both models. 
The first point to note is that the difference between the initiation and arrest reference 
temperatures decreases with increasing initiation reference temperature, or from a 
physical standpoint the arrest toughness of the material is more representative of the 
poorest  initiation properties that  can be achieved.  Further work on the correlation 
revealed that the relationship was also dependent on yield stress of the material, this 
is apparent from an understanding of both physical processes. The yield stress will 
have  a  controlling  effect  in  both  mechanisms;  the  maximum  principal  stress  for 
initiation and the ability to move dislocations to cause arrest will both be dependent 
on the yield behaviour of the material.
The model has also been developed to include the effect of nickel on the correlation. 
Addition of a single high nickel material (~2.5 wt% Ni), the datum from which lay well 
away from the initial model, demonstrated that nickel has a substantial effect on the 
relationship between initiation and arrest that was not captured by the difference in 
yield stress. At present, an understanding of why steels of this type produce such 
good transition toughness is not complete and requires significant further work. The 
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inclusion of nickel effects generates the most recent correlation model (see Equation
B-15).
 Equation B-15 ( ) 


 


−+
+
−=−
91.2
0
0 5.2
 wt%Ni
3.6601.136
2735exp RTyKIa
TTT
σ
It  should  be  noted  that  there  is  significant  scatter  on  the  proposed  correlation 
especially  at  lower  reference  temperature  values.  There  are  very  limited  data, 
compared to initiation, to establish a model of the arrest properties of materials; a 
rigorous assessment may not yet be possible with the limited number of data points 
currently available. The controlling parameters of initiation and arrest may, broadly 
speaking,  be  similar  but  subtleties  are  yet  to  be  understood  and  the  correlation 
requires more consideration before a fully quantitative physical model is available.
Recent work by Marjorie EricksonKirk has suggested that the physical basis for a 
correlation between initiation and arrest is due to a universal hardening curve  [61]. 
This concept is based on an understanding of the flow properties of the material, and 
hence the dislocation movement of the material. In this work, EricksonKirk suggests 
that initiation and arrest are simply changes in the interaction of the loading condition 
with the universal hardening curve of the material. This work is yet to be validated but 
is  promising  as  an  explanation  for  both  the  uniform temperature  dependence  of 
initiation and arrest, and the correlation between them.
B.3.3 Microarrest
It was noted that the initiation and arrest distributions actually overlapped by varying 
degrees dependent on reference temperature; therefore, it was conceivable that run-
arrest  could  occur  in  a  single  material  without  changing  the  loading  condition 
(removal of driving force). From a macroscopic point of view this could be considered 
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a homogeneous event; the cleavage failure initiates in the same material that causes 
arrest.  On  a  microscale,  no  material  is  homogeneous  and  combined  with  an 
observation  of  fewer  failures  than  expected  in  the  lower  tail  of  the  initiation 
distribution gave rise to the ‘Microarrest’ concept of fracture.
Microarrest proposes that the interaction of the initiation and arrest distribution can 
cause the non-propagation of cleavage fracture following failure of the first few grains 
at the site of initiation (see  Figure B-40).  This is commensurate with the different 
stages of cleavage failure discussed in a previous section; in fact, from a mechanistic 
point of view, there are two stages at which the local arrest properties, or local ability 
to deform as oppose to cleave, can result in non-propagation of the cleavage failure. 
First, the micro-crack initiated in the secondary particle has to be injected into the 
surrounding matrix;  this  requires that  the local  material  cleaves and as such the 
micro-crack  may  fail  to  propagate  if  the  surrounding  material  is  suitably  tough. 
Secondly,  the  micro-crack  must  propagate  from  the  first  few  grains  into  the 
surrounding material; this is required to release the strain energy that will drive the 
cleavage crack through the material. If the material can absorb the necessary strain 
energy by deforming plastically and blunting the progressing crack front, then arrest 
will occur.
The  mechanism  of  microarrest  has  therefore  been  postulated  for  many  years; 
however,  a  formal  link  between  the  processes  and  the  effect  of  arrest  on  the 
measurement of toughness has only been made recently. The work of Williams et al 
[23] gives the results of Monte Carlo simulation of the effect of arrest on initiation 
toughness, utilising both the initiation and arrest Master Curves proposed by Wallin 
and the correlation described above. The basic premise of the Micro Arrest model is 
the  use  of  the  macro  arrest  toughness  to  describe  the  arrest  properties  of  the 
material on the microscale.
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If it were possible to measure the arrest toughness and the initiation toughness of the 
same  material,  the  way  in  which  the  properties  are  measured  will  be  distinctly 
different. The initiation toughness will be a sample of the initiators in the material, the 
most  potent  of  which  corresponds  to  the measured  value.  If  it  were  possible  to 
measure the same crack front length for arrest toughness a single measurement will 
also be achieved, but this will equate to an average or best of the arrest properties of 
the  material.  The work  of  Williams et  al  [23] accounts  for  this  in  simulations  by 
sampling the arrest toughness only once for a given crack front, and sampling the 
initiation toughness repeatedly until the arrest toughness is bettered and failure of the 
virtual specimen is declared .
The simulation was conducted to allow direct comparison to a database of toughness 
measurements. Each data point in the database was simulated many times in order 
to  establish  a  parent  distribution  of  toughness  values  which  could  have  been 
achieved from testing of the same material, in the same condition and geometry as 
physically measured. The resultant parent distribution can then be compared to the 
database of known values to assess the suitability of the model, the results of which 
were very encouraging. A number of hypotheses of the model were tested and found 
to be in good agreement with the database.
As there is no effect of specimen size on the arrest toughness of a material,  the 
Microarrest model hypothesises that the effect will be greatest on larger crack front 
lengths. Essentially, the statistical size correction that applies to initiation will result in 
a  decrease  of  the  expected  toughness  for  long  crack  front  lengths;  the  arrest 
toughness is not reduced and as such the relative difference between the initiation 
and arrest distribution is reduced, resulting in more microarrest events. The second 
hypothesis  is  that  high  0T  materials  exhibit  more micro arrest  events due to the 
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diminishing difference between the initiation and arrest distributions as the initiation 
toughness decreases. The database can then be portioned into a number of subsets 
that  should  exhibit  slightly  different  measured  toughness  in  the  lower  tail  of  the 
distribution.
Williams et al divided the database into low and high crack front lengths (< and > 
90 mm) and low and high  0T  (< and > -70 °C).  This created four subsets of the 
database,  which were anticipated to exhibit  differing effects of  microarrest  on the 
data.  It  was  found  in  all  instances  that  the  number  of  actual  data  points  below 
prescribed  toughness bounds more closely  matched  the predictions  of  the  Micro 
Arrest model than the Master Curve (see Figure B-41). This result supports that the 
Micro Arrest model, and the assumed underlying physical description of the fracture 
process, warrants further investigation.
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B.4 Research Aims and Objectives
A strong and widely adopted theory for the brittle fracture mechanisms of low alloy 
steels in the transition region exists; however, the speed with which this mechanism 
operates and the stochastic nature of the initiation point makes direct measurement 
of the process practically impossible. The fracture process is believed to be made up 
of  three  critical  steps:  particle  fracture,  matrix  injection  and  crack  propagation. 
Different  physical  models  place  emphasis  on  different  stages  of  the  fracture 
assuming  that  either  the  preceding  steps  have  occurred  and  that  the  remaining 
stages will happen. The most successful and robust approach to this problem has 
been the adoption of physically-based empirical models, such as the Master Curve 
method. These have been shown to be robust for application to a wide range of low 
alloys steels and require on a small level of calibration to each material.
A better position has been reached for the assessment of fracture toughness models 
as it is now possible to confirm or challenge the assumptions of empirical models by 
comparison of statistical fits to a large database. Compared to the original toughness 
modelling  assessments,  there  is  now a  wealth  of  toughness  data  with  which  to 
compare  modelling  approaches.  This  large  amount  of  data  allows  meaningful 
comparison between the predictions of a model and the actual data population. This 
method  of  database  inference  is  a  very  powerful  technique;  the  data  population 
represents the real world with minimal interpretation, therefore a model based on this 
approach will be highly representative of the true failure mechanisms.
An improved toughness model is required to demonstrate physical understanding of 
the  fracture  process  such  that  it  can  be  applied  in  situations  which  require 
extrapolation outside of the current data population. This situation is likely to become 
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more common with  extended operational  lifetimes of  current  fleet  of  utility  power 
reactors.
The  following  investigation  aims  to  provide  an  accurate  description  of  fracture 
toughness in the transition regime, particularly in the lower bounds.  The approach 
uses database inference to assess modelling assumptions and establish corrections 
to the established model.
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B.5 Tables
Table  B-1 - Standard Specimen Geometry Constraint Coefficients Established for the 
Nevalainen and Dodds Trajectories for In-Plane Constraint Loss
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Table  B-2 - Standard Specimen Geometry Constraint Coefficients Established for the 
Nevalainen and Dodds Trajectories for Out of-Plane Constraint Loss
Specimen 
Type
Side 
Groove
Wa WB 0d 1d 2d
[#] [%] [mm/mm] [mm/mm] [#] [#] [#]
SE(B) 0 0.5 1 0.63 0.27 -160
SE(B) 0 0.5 0.5 0.45 0.45 -200
C(T) 0 0.5 0.5 0.47 0.43 -140
C(T) 20 0.5 0.5 0.5 0.3 -100
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B.6 Figures
Figure B-1 - Plastic Flow in Ductile Materials
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Figure B-2 - Body Centred Cubic Crystal Unit
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Figure B-3 - Body Centred Cubic Crystal Directions
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Figure B-4 - Stress-Strain Curve for Ductile Materials
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A dislocation creates a 
point defect in the 
matrix. This strains the 
lattice creating a stress 
field around the 
dislocation. The grain 
boundary acts as a 
barrier to dislocation 
motion resulting in a 
number of dislocations 
piling up at the grain 
boundary on a slip band.
Figure B-5 - Dislocation Pile Up at a Grain Boundary
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Figure B-6 - Grain Size Effect on the Yield Stress of Typical Low Alloy Steel
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Each grain may itself 
contain a number of sub-
grains
The sub-grain elements 
form from the prior grain 
structure and as such the 
crystallographic orientation 
will be related
Figure B-7 - Sub-grain Formation in Low Alloy Steel
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Figure B-8 - Zerilli-Armstrong Yield Stress Model
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Performing within 
designed limits
Overloading 
causes plastic 
collapse
Material defect results 
in catastrophic failure
Figure B-9 - Plastic Instability and Catastrophic Failure
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Formation of plastic hinge 
due to general yielding
Figure B-10 - Plastic Instability in a Toughness a Specimen
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Figure B-11 - Specimen Size requirement for Elastic KIc Measurement
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Applied Load
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Figure B-12 - Ductile Failure Mechanism (Microvoid Coalescence)
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Figure B-13 - Microvoid Coalescence Fracture Surface
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In a material with a high inclusion 
content a large number of voids are 
able to form and the increased 
stress in the local necking gives a 
lower tensile strength. 
For a clean material the possible 
number of site for void nucleation is 
reduced.
Small cross sectional area to support 
load results in high stress and early 
yielding
Low inclusion density allows the 
material to behave more as a 
continuum, resulting in a measure 
close to the matrix properties, and 
hence a higher yield and tensile 
strength
High Inclusion Content Low Inclusion Content
Equivalent Cross 
Section
Figure B-14 - Effect of Inclusion Content on Tensile Behaviour
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Figure B-15 - Regions of the Toughness Transition Schematic
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Process zone 
defined by a region 
of high stress
Within the zone a 
cloud of possible 
initiators exists 
Figure B-16 - A Cloud of Defects Contained within the Small Scale Yielding Zone
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1. Formation of plastic zone ahead of macro-crack tip
2. Debonding and particle fracture forming a number of micro-cracks
3. A slip band terminates at the micro-crack generating an opening stress
4. The micro-crack is injected into the matrix
5. The micro-crack rapidly extends to the opposite grain boundary
6. The micro-crack is injected into the neighbouring grain and re-initiates on the 
new cleavage plane
Figure B-17 - Micro-mechanisms of Cleavage Failure Initiation
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Comparison of Yield Stess and Toughness Temperature Dependence
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Figure B-18 - Comparison of Yield Stress and Toughness Temperature Dependence for 
Typical A508-3 Material
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Grain boundary
Intact grain boundary
Break-through point
Cleavage plane 
in grain A
Crack front penetrating 
into grain B
Crack front arrested at 
grain boundary
Twist 
misorientationTilt 
misorientation
Cleavage plane 
in grain B
Reproduced in modified form from ‘An energy analysis of the grain boundary behaviour in cleavage cracking in 
Fe-3wt.%Si alloy’, Y Qiao and X Kong, Materials Letters 58 (2004) 3156-3190
Figure B-19 - Qiao Grain Boundary Cleavage Model
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Figure B-20 - Nil Ductility Temperature Measurement
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ORNL Extended KIc database plot of KIc vs Relative Temperature
Data from ORNL/NRC/LTR-99/27, WCAP 7714 & EPRI NP-719-SR 
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Figure B-21 - ORNL Extended Database Normalised by NDTRT
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(Image taken from [7])
Figure B-22 Compact Tension Specimens Used for HSST Programme (1, 2, 4, 6 and 12 
inch thick specimens)
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Process zone 
defined by a region 
of high stress
This region can be 
defined as a 
number of 
elements
These elements 
have a probability 
of failure ascribed 
to them and the 
stress can then be 
calculated from 
finite element 
simulations
Figure B-23 - Local Approach Modelling of Fracture
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After McCabe et al [49]
Figure B-24 - Landes and Shaffer Representation of Failure Probability
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After McCabe et al [49]
Figure B-25 - Wallin Extension to Weakest Link Model
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After McCabe et al [49], the identifying numbers can be found in [51]
Figure B-26 - Effect of Sample Size on the Measured Weibull Modulus for a Known 
Population
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Effect of Crack Front Length on Size Corrected Toughness - Part A
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Figure B-27 - Effect of Crack Front Length on Size Corrected Toughness
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Master Curve Median Temperature Dependence
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Figure B-28 - Master Curve Median Temperature Dependence
B - 117
Fracture Micro-Mechanisms
Master Curve Probability Bounds
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Figure B-29 - Master Curve Probability Bounds
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Figure B-30 - Effect of the Back Wall on the Constraint of Defect
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Figure B-31 - Effect of Free Side Surfaces the Constraint of a Defect
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After Nevalainen et al [85]
Figure B-32 - Toughness Correction Factors as Supplied by Nevalainen and Dodds for 
a) B×B SE(B), b) B×2B SE(B), c) C(T), and d) C(T) 20% Side Grooved Specimens
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After Nevalainen et al [85]
Figure B-33 - Effective Thickness Correction Factors as Supplied by Nevalainen and 
Dodds for a) SE(B) and b) C(T) Specimens
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Figure B-34 - Through Wall Temperature Profile and Associated Toughness Behaviour 
Following a Pressurised Thermal Shock Event
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Figure B-35 - Robertson Crack Arrest Specimen
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Figure B-36 - Typical Load Time Trace for an Instrumented Charpy Test
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Figure B-37 - The Compact Crack Arrest (CCA) Specimen
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After Wallin [115]
Figure B-38 - Available Arrest Data Normalised by Arrest Reference Temperature, IaKT
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After Wallin [115]
Figure B-39 - Initiation and Arrest Toughness Correlation Showing Effect of a) Yield 
Stress and b) Nickel Content
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Figure B-40 - Microarrest Mechanism
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After Williams et al [23]
Data divided into subsets based on low and high crack front lengths
 (Lo B, <90 mm and H B, >90 mm) and low and high 0T  (Lo T, <-70 °C, and  H T, > -70 °C)
Figure B-41 - Results of Microarrest Simulations Showing Specimen Thickness and 
Reference Temperature Groupings
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C.1 Interrogation of a Large Toughness Database
The  database  used  in  this  investigation  was  originally  provided  to  Rolls-Royce 
Nuclear Materials and Chemistry Support by Mark EricksonKirk of the United States 
Nuclear Regulatory Commission as part of an information exchange. The size of the 
database has since been significantly increased by the author to include propriety 
information available to Rolls-Royce. The database contains 8184 data points for 258 
materials in 102 irradiation conditions.  Figure C-1 details the relative proportions of 
product form and irradiation conditions for the database.
The  database  assessment  has  taken  approximately  two  man-years  of  effort  to 
complete  and  has  broadly  fallen  into  two  stages.  First,  twelve  months  effort  for 
database cleaning and building the calculation engine to allow rapid assessment of 
the database; the early stages of development of the calculation spreadsheet are 
detailed in the appendices. Second, a further twelve months effort has been required 
to  fully  develop  the  statistical  and  micro-mechanism assessments  of  the  models 
employed.
Available models, such as those adopted or assumed in the Master Curve framework 
and the Micro-arrest description of fracture, suggest fixed values for key variables. 
This investigation goes further by assessing the physical implications of changing 
these variables to establish a truly robust method, both mathematically rigorous and 
mechanistically sound, which can be used to provide a highly accurate and verified 
model of toughness behaviour of low alloy steels in the transition region.
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C.2 Establishing a Valid Reference Temperature
A  number  of  methods  exist  for  calculating  the  reference  temperature,  0T ,  of  a 
material.  All,  however,  rely  on the assumed probability  distribution  of  the  Master 
Curve and maximum likelihood estimation of the unknown parameters. The first and 
simplest method to be used was the single temperature technique. Tests are often 
performed as replicates to measure the scatter for the same testing conditions, i.e. 
temperature, specimen geometry, loading rate, etc. Assessing these data against a 
known distribution is the most straightforward approach to establishing the reference 
temperature. The Master Curve prescribes the parameters of the failure distribution 
and we can compare the results from testing against the known distribution using 
maximum likelihood methods, literally maximising the chance that given the current 
data the estimate is the most likely value of the parameter of interest.
These solutions can often be complex and cannot be solved analytically, fortunately, 
the mathematics become simpler as the relative temperature, T−T 0 , is constant 
for  all  specimens;  closed  form  solutions  can  be  created  to  solve  for  relative 
temperature using partial differential equations [1-2]. In graphical terms, the relative 
temperature is adjusted until the data produces the best possible fit to the Master 
Curve distribution by moving it  parallel  to the temperature axis.  The error on this 
estimate is readily established from the maximum likelihood procedure and also has 
a  closed form solution.  This  solution  can be reworked  to  provide  the number  of 
specimens required to achieve a certain level of error in the estimate, as the error 
contains  the  relative  temperature  term  the  error  function  itself  has  temperature 
dependence. This requires the use of a different number of specimens to reach a 
required level of error at different temperatures. Although not explicitly stated in the 
standard (ASTM-E1921  [3]) it is possible to demonstrate that the acceptable error 
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used for the standard is 10.5 °C, to follow convention, the error is then reported to 
the nearest whole number. 
This allows the user to establish the number of specimens required to produce a 0T  
that meets the validity requirement. The numbers of valid tests required is startling, 
as low as  six.  Considering  that  from these tests  the probability  of  obtaining  any 
toughness over a 100 °C temperature interval is readily established. In reality, such a 
small number of tests are rarely conducted unless the available material volume is 
very limited. The chance of generating an invalid test result is also greatly increased 
by testing at higher temperatures where constraint effects and the onset of ductile 
tearing begin to play a more significant role in the recorded toughness and specimen 
behaviour.
The  single  temperature  technique  is  useful  for  assessing  small  datasets  and 
establishing a good understanding of the basic mathematics of the Master Curve; 
however,  the  testing  of  material  for  large  components  will  often  involve  multiple 
temperatures and a much larger number of tests. This provides the researcher with a 
better  appreciation  for  the material;  by testing at  a number  of  temperatures,  any 
unexpected trends are readily apparent and outlying data points readily identified for 
further investigation. The trade-off for this more visually pleasing assessment of the 
data is an increase in mathematical complexity. Closed form solutions to establish 
the reference temperature and error no longer exist, and the problem must be solved 
numerically.  This is not  a great  hardship as most  data analysis  and spreadsheet 
software packages include some form of numerical solver, given the correct inputs 
they provide highly accurate solutions, several orders of magnitude better than are 
required for assessment. 
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While the mathematics becomes more complex, working from first principles makes 
use of  the  same formulae  used  for  the  single  temperature  assessment;  they do 
however, quickly become much more sizeable as the terms cannot be equated and 
removed. The error function is no longer a simple relative temperature dependent 
function  as each test  temperature  in  the dataset  will  be different  and the simple 
methods  employed  before  cannot  be used  in  exactly  the  same way.  The ASTM 
E1921 standard [3] (hereafter labelled as the 'Standard'), requires that the data used 
to calculate the reference temperature must lie within the relative temperature range 
of −50T−T 050 °C. It is not possible to know if all data will lie within this range 
before testing,  although it  is  possible  to estimate the reference temperature from 
Charpy data and this can provide guidance on the temperature range to utilise for 
testing.
Following this initial estimation of  0T ,  it  is possible that some of the data may lie 
outside the limits defined above; the relative temperature estimate then needs to be 
remade with the outliers excluded. This process may need to be repeated several 
times to establish a truly valid 0T ; in some cases the estimate will alternate between 
two values where a data point is removed and then included by the fluctuation. For 
these data sets, it is evident that the more conservative value must be chosen, i.e.  
the higher of the two  0T  values. The estimate of  0T  will  be as accurate using this 
method as the equations are the same; hence the multi temperature method can be 
applied to both replicate and temperature variable datasets.
This  raises  some  problems  on  how  to  establish  the  validity  of  a  reference 
temperature. The method used for the single temperature technique was to establish 
how many valid tests results are required to meet a predetermined uncertainty in the 
0T  estimate. This could be done because of the closed form solutions but we no 
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longer have these for the multi temperature method. The approach adopted by the 
Standard maintains the simplicity of the single temperature technique by partitioning 
the data into relative temperature bands. Each band has a factor dependent on the 
number required to achieve a valid single temperature 0T , so for a band requiring six 
tests to produce a valid 0T , the factor is 1/6. By simply multiplying the number of valid 
tests in each band by the scoring factor and summing across all bands one can say 
that the calculated reference temperature is valid if the total score is more that 1, i.e. 
the uncertainty will be better than or equal to that which could be achieved with the 
single temperature technique. This requirement can result in datasets being declared 
‘invalid’ when they could provide useful data, this will discussed later in this section.
The Master Curve method is simply a mathematical approach to the estimation of 
toughness and it  can be misused or misinterpreted just  as simply.  The Standard 
provides a rigorous and essentially  foolproof  way of  calculating  a  0T  figure for  a 
dataset. However, little guidance is provided on what is a self-similar data set and 
what material  types the Master Curve can reasonably be applied to. As such the 
Master Curve has been applied to data that bear no resemblance in material type 
and form for which the Master Curve was verified against or intended to mode [4]. 
The grouping of data from various sources and even the misinterpretation of data 
from within a single component can generate errors in the  0T  estimate. It must be 
remembered that  0T  is the result of a mathematical fit to a dataset; if the dataset 
contains a variety of materials, a valid 0T  will likely result, but which would be entirely 
inappropriate for use in safety assessments.
In order to prevent the use of a non-conservative 0T  for a dataset that may contain 
heterogeneous  data,  the  SINTAP  [5-7] method  has  been  developed.  This  was 
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method was used in  early  versions of  the database assessment to  aid database 
cleaning exercises; a flow chart describing its use can be found in the appendices. 
This gives a three-stage process to assess the heterogeneity of the data used to 
establish a reference temperature.  The stage 1 value is  equivalent  to the E1921 
value  and  as  is  calculated  using  the  multi-temperature  technique  outlined  in  the 
Master Curve standard. This becomes the benchmark value for comparison to the 
stages 2 and 3 values. The stage 2 values are calculated by censoring the higher 
recorded toughness values to produce a conservative estimate based on the lower 
recorded toughness values. The SINTAP process is as follows:
1. A  suitable  test  temperature  can  be  established  either  from  previously 
obtained  toughness  data  for  the  material  or  from  the  Charpy  28 J 
temperature.
2. Stage 1. The generated data are used to calculate a reference temperature 
using either the multi or single temperature methods as per ASTM E1921. 
This is used as a benchmark for comparison to the other stages below.
3. Stage 2. All values above the median probability line, effectively the upper tail 
of the distribution, are censored and the reference temperature recalculated. 
By censoring the data back to the median any excessively high data points 
caused, for example, by the loss of constraint or inclusion of heterogeneous 
data do not have a controlling effect on the resultant reference temperature. 
An iteration is then performed by censoring all data that lie above the new 
median and the reference temperature is again recalculated; this may need to 
be completed  several  times until  an  unchanging  reference temperature  is 
established.
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4. Stage  3.  Remembering  that  the  reference  temperature  is  simply  a 
mathematical fit, it is possible to estimate a reference temperature for each 
data point.  By taking the maximum 0T  estimate from a dataset it is possible 
to assess the homogeneity of the dataset, and hence the homogeneity of the 
material  used for assessment. In this case the poorest material is used to 
establish if heterogeneous data has been used. As a general rule, data would 
not be expected to lie beyond the 2 and 98 % for datasets containing less 
than  50  specimens;  any  values  lying  beyond  these  limits  warrant  further 
investigation.  It  must  be  remembered  that  due  to  the  inherent  scatter  in 
toughness measurement it is entirely possible to obtain what appears to be 
heterogeneous data from a homogeneous material.
5. The various reference temperatures generated by the SINTAP method need 
to be compared and a value selected for  use in safety assessments. The 
down selection process involves comparison first between the stages 1 and 2 
values, the higher of which is used for further assessment. Comparing the 
resultant value to the maximum of stage 3 reference temperature gives an 
indication of the heterogeneity of the data. If the stage 3 value is at least 8 °C 
higher  than  the  stage  1  or  2  value  then  the  data  can  be  considered 
heterogeneous and the stage 3 value should be used.
The SINTAP method does not guarantee a conservative reference temperature for 
the material; this can only be achieved by testing a very large number of specimens 
and in some cases this may be necessary. The procedure makes the best use of the 
data available and helps to preclude the use of optimistic reference temperatures in 
safety assessment. The inherent scatter in toughness measurement makes it difficult 
to be definitive about any calculations based on these datasets; it must always be 
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remembered that  an excessively low toughness value can always occur,  but it  is 
highly unlikely.
It  was  mentioned  early  in  this  section  that  using  a  modified  single  temperature 
method to establish validity for multi temperature data was not ideal. In reality the 
method used by the E1921 Standard is conservative if the correct data is used and 
easy  to  apply.  It  is  a  good  engineering  solution  to  what  can  be  a  complex 
mathematical problem and by taking the difficult stages, the double differentiation of 
the  likelihood  expression  to  establish  the  error  function,  out  of  the  process,  the 
prospect of errors is greatly reduced. This, of course, is highly advantageous for a 
standardised analysis method where it is certainly preferable for the values produced 
by any research or test house to be the same given the same data; however, this can 
result in data not being accurately assessed. In particular,  the SINTAP procedure 
removes consideration and quantification of errors for simplification of the process, 
removing a very powerful element of the assessment method.
The error in a maximum likelihood estimate is readily calculable and it is regrettable 
that it is not more widely used. The estimate of a variable is obtained by equating a 
partial  differential  of  the likelihood function to zero, the error is simply the double 
differential at the same point. Difficulty in the derivation of the formulae used in the 
Master Curve and the solving of maximum-likelihood equations that may not have a 
closed form solution have resulted in a much simplified approach being adopted in 
the Standard. Due to this, the use of the simplified engineering approach can result in 
a reference temperature being declared ‘invalid’ when in reality it is perfectly within 
acceptable limits.
The  error  generated  from  the  likelihood  approach  is  also  the  true  error  in  that 
estimate.  This  does raise the question of  what  is  a valid  reference temperature? 
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Again, we must remember that the reference temperature is a mathematical fit  to 
data; any generated reference temperature could be used in assessments as long as 
the associated error is known. This of course moves away from the reason for having 
a standard method for the assessment of toughness data, i.e. to provide a simple 
and clear approach that can be readily followed and applied. The method of using the 
error to assess the validity of the reference temperature is simple and prevents the 
use of data with excessive error for safety assessment.
The statistical nature of the Master Curve enables the use of probabilistic methods 
for  structural  integrity  safety  assessments.  Using  the  error  generated  using  the 
pseudo  single  temperature  method  is  overly  conservative  and  suitable  for 
deterministic  approaches;  however,  excessive  conservatism is  not  required  when 
performing probabilistic analysis. In fact the goal is to represent reality as closely as 
possible.  The  use  of  an  accurate  error  established  directly  from  the  likelihood 
function could provide improvements to the predicted failure rate and prolong plant 
lifetimes.
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C.3 Toughness Database Assessment Methods
C.3.1 Weibull Distribution
The Weibull  distribution  [8-9] is  one of  several extreme value distributions and is 
commonly used in lifetime analysis. Extreme value distributions are used to assess 
the maximum or  minimum obtained in  a random sample  from a population.  The 
Weibull distribution was originally developed following lifetime analysis of mechanical 
and electrical components but has since been used for many varied purposes, such 
as the strength of spaghetti  strands  [10] or pharmaceutical  testing  [2]. Commonly 
used for assessing lifetimes of populations, the Weibull distribution is highly flexible 
and  transferable  to  any  number  of  situations.  The  mathematics  of  the  Weibull 
distribution make it somewhat easier to manipulate than the Normal distribution; the 
probability  and cumulative  distributions  can be easily  established  by knowing the 
other via differentiation or integration, respectively. The Weibull distribution also has 
a definite left hand limit  whereas the normal distribution has none, essentially the 
normal  distribution  has the possibility  of  generating  a negative  value,  and this  is 
undesirable when assessing a number of physical phenomena.
The mathematics of the Weibull distribution is considered simple as the probability 
and  cumulative  density  functions  are  readily  obtained  by  differentiation  and 
integration,  respectively  of  the  other  function.  This  makes  it  possible  to  easily 
establish a maximum likelihood procedure containing censored data, a topic that will 
be  discussed  later  and will  be  shown  as  highly  important  in  the  development  of 
toughness  modelling.  The  Weibull  distribution  is  available  in  two  forms,  a  two-
parameter and a three-parameter description. Both versions contain the shape and 
scale functions. As stated earlier, the distribution is very flexible and can take any 
number of ‘shapes’ dependent  on the shape variable;  for a shape value of 4 the 
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distribution  resembles  a  Normal  distribution,  while  for  a  shape  value  of  1  the 
exponential distribution is created. The scale variable simply controls the fit of the 
function generated by the shape value to accommodate any magnitude of input data. 
The 3-parameter model also includes an offset value; as not all physical phenomena 
conveniently begin at a zero datum, the offset value allows the whole distribution to 
be  shifted  along  the  x-axis  while  maintaining  the  mathematical  properties  of  the 
distribution.
The 2-parameter  Weibull  Distribution  is  given below.  Equation  C-1 describes  the 
probability  density  function,  PDF,  and  Equation  C-2 describes  the  cumulative 
probability density function, CDF.
Equation C-1
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where =α  Weibull Scale parameter
=β  Weibull Shape parameter
The 3-parameter  Weibull  Distribution  is  given below.  Equation  C-3 describes  the 
probability density function, and  Equation C-4 describes the cumulative probability 
function.
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where =γ  Weibull Offset parameter
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As discussed in  a previous  section  the Weibull  distribution  is  used to model  the 
toughness of low alloy steels (LAS) in the Master Curve method. A cloud of possible 
initiators lies ahead of  a crack tip;  as only  the most  potent  is  considered by the 
weakest link method, the most potent initiator is essentially sampled from all possible 
initiators. The Weibull distribution affords a means of assessing the most potent of 
these initiators when a weakest link model is assumed for failure. The true benefit of 
the Weibull distribution comes from the use of the survivor function discussed below. 
This describes the probability of survival as opposed to the probability of failure and 
is easier to manipulate. The survivor function can be used to describe the size effect 
of toughness measurement in LAS.
C.3.2 Size Correction
The size effect exhibited by LAS is due simply to the change in sampled volume 
ahead of a crack tip. The likelihood of finding a highly potent initiator is increased in a 
larger  sampled  volume.  The  beauty  of  the  approach  taken  to  size  correction 
adjustment is that the underlying distribution of initiators in a material does not need 
to  be  established;  however,  a  comparison  can  be  made  between  the  known 
distributions of toughness values for a certain length of crack front.
Size correction is inherent  in the Master Curve method as it  follows directly from 
weakest  link theory and the mathematics of the Weibull  distribution.  Weakest link 
theory states that the component can be broken down into discrete blocks, i.e. we 
can test a crack front and obtain a toughness value, if we could then break the crack 
front into smaller sections and retest taking the lowest value from the smaller blocks 
would  be  equivalent  of  the  value  from  the  large  block.  Following  from  this 
understanding a method for size correction of toughness data can be established. 
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A crack front length in a component can be described as a collection of shorter crack 
fronts in each block of the component. As failure of one block will cause catastrophic 
failure, in order for the component to survive, all blocks must survive. If the probability 
of failure in each block is independent and equal, a key assumption for the adoption 
of  the  Weibull  distribution,  then  a  crack  front  length  size  correction  can  be 
established as follows. 
To simplify the situation and ease the understanding of the development process, an 
assumption  can  be  made  that  the  component  can  be  divided  in  4  blocks.  The 
probability of failure, )( 1blockxF , is known from experiment and is modelled well by the 
Weibull distribution.
Equation C-5 )(1)( 11 blockblock xSxF −=
where =)( 1blockxS  the probability of survival for one block
As  the  blocks  are  independent  of  each  other,  the  probability  of  failure  for  the 
component can be established by multiplication of the probability of survival for each 
block (see Figure C-2).
Equation C-6 )(1)( 44 blocksblocks xSxF −=
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Equation C-8 414 )(1)( blockblocks xSxF −=
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To generalize for any number n  blocks in a component the following expression can 
be formed.
Equation C-9 nblockcomponent xSxF )(1)( 1−=  
From this foundation, the standard Master Curve size correction expressions can be 
established. However, instead of using blocks to describe the component the crack 
front length, following the description of the fracture process zone, can be used to 
determine the stressed volume ahead of the crack. For a crack front length, iB , the 
probability of failure is known and is assumed to follow a three parameter Weibull 
distribution.  Replacing  the generic  terms of  Equation C-3 and  Equation  C-4 with 
those specific to toughness analysis the following expressions are established
Equation C-10 ( )
β
α 


 −
−
−=
miniB KK
i eBF 1
where γ≡minK , the Weibull Offset parameter
Equation C-11
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By utilising and modifying  Equation C-9 it is possible to calculate the probability of 
failure for any length, for example a reference length 0B .
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Equation C-12 to  Equation C-14 can be combined and evaluated to bring the  0
iB
B
exponent within the Weibull expression.
Equation C-15
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The numerators of  the  exponent  on each side of  the above expressions  can be 
extracted from the above equation and equated.
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Equation C-17 and  Equation C-18 are very useful for quick calculations from one 
crack  length  to  another;  however,  they  provide  little  insight  into  why  the  size 
correction can be universally applied. Alternatively, the survivor expression for B i  
can be manipulated further into another useful form.
Equation C-19
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This is the survivor function for a modified Weibull distribution using the same shape 
and  location  as  before  but  the  scale  parameter  has  been  altered  by  the  size 
correction ratio. The distribution parameters are then insensitive to the manipulation 
for size correction, which makes this approach mathematically simple to apply, such 
that the size correction can be used at any number of stages in the Master Curve 
method. This makes it possible to interchange when the size correction is applied in 
any assessment method, something that can become confusing and as such the 
author will highlight when a size correction is applied to data.
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C.3.3 Data Censoring
It is often the case in lifetime studies that the component may survive longer than the 
duration of  the test  (see  Figure C-3),  this  is also known as right  censoring.  This 
presents a problem for the researcher, as although it is known that the component 
could  survive  beyond  the duration  it  is  unknown  when or  whether  that  particular 
specimen  will  have  eventually  failed.  Although  the  exact  value  of  the  failure  is 
unknown,  the  point  at  which  it  was  still  functioning  is  known.  Commonly  when 
performing any experiment, some specimens will not terminate within the measuring 
limits of the test. Before the introduction of data censoring, this would have frequently 
resulted in the data being excluded from further analysis, however useful statistical 
information can be taken from this null result if the underlying probability distribution 
is  known  or  can  be  assumed.  In  this  way,  all  information  from an  experimental 
programme can be used in  the  analysis  of  the  results.  The above  is  true when 
conducting toughness testing.
In a test specimen, as the load is incremented, the applied stress intensity factor is 
limited by the geometry of the specimen. At some point during loading, the specimen 
will  lose  constraint  resulting  in  gross  plastic  deformation  of  the  specimen.  The 
specimen can be said to have survived the test without failing. The specimen’s ability 
to maintain a high constraint region is known from finite element modelling and a non 
dimensional measure of constraint,  M , can be used as a censoring parameter [11-
12], i.e. if the load and specimen geometry combine to give a value below, in this 
case, a pre-chosen  M  value, then the datum will be censored. In this case, it will  
only be known that the specimen survived past a particular loading point, and hence 
stress intensity factor,  at  the chosen censoring  M  value.  Any number  of  validity 
criteria can be applied to the data as a means of censoring test results.
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For example,  consider  a small  (10 × 10 mm) three-point  bend specimen,  SE(B), 
tested in the upper transition region. In this region it is highly likely that the specimen 
will lose constraint resulting in the formation of a plastic hinge as opposed to brittle 
failure. This will result in a number of possible censored values depending on which 
criteria are applied. If the underlying failure distribution is assumed then this datum 
can still  be  used.  From the cumulative  distribution,  it  is  possible  to estimate  the 
probability that a datum will lie beyond the measuring limit and hence the proportion 
of specimens that will survive past this limit can be predicted.
C.3.4 Maximum Likelihood Methods
Maximum likelihood methods are a very powerful  way of  estimating variables  for 
probability distributions.  Superficially,  the procedure appears slightly backwards in 
that the data are used to assess an estimate of the variable rather than estimating 
the variable directly from fitting of the data, but in fact the method is very robust. By 
using estimated values for a variable it is possible to calculate the likelihood that the 
dataset  of  interest  could  be  generated.  In  order  to  assess  the  suitability  of  the 
estimated variable, the likelihood expression must first be formed. This must include 
the probability distribution of interest and any censoring parameters.
C.3.4.1 Formation of Maximum Likelihood Equation
A maximum likelihood expression can be formed to estimate the parameters of a 
probability distribution. Censored data can also be included due to the use of the 
survivor function and the right censoring concept outlined above, i.e. if the specimen 
survives the test the researcher can still take useful statistical information that can be 
used in maximum likelihood estimates.
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There are two possibilities when performing a toughness test: the specimen may fail 
in a brittle manner, or  the specimen may survive the test by either failing past a 
pre-set limit or not failing at all for a number of reasons. Where the specimen fails 
and no limits are reached, then the probability of this failure can be estimated from 
the assumed toughness distribution.
Equation C-20 ( ) ( )xPFailureP =
Where the specimen fails beyond a limit or survives the test then the probability that 
the failure lies beyond the measuring limit can be estimated
Equation C-21 ( ) ( )limitxPFailureP >=
These can be combined into a joint expression that estimates the probability of failure 
at any x .
Equation C-22 ( ) ( ) ( ) δδ −>= 1limitxPxPFailureP
where 1=δ  for uncensored data, i.e. limitx <
0=δ  for censored data, i.e. limitx >
For uncensored data Equation C-22 simply reverts to  Equation C-20. For censored 
data, Equation C-22 reverts to Equation C-21.
Equation C-23
( ) ( ) ( )
( ) ( )
( )xP
limitxPxP
limitxPxPFailureP
=
>=
>=
−
=
01
1
1
δδ
δ
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Equation C-24
( ) ( ) ( )
( ) ( )
( )limitxP
limitxPxP
limitxPxPFailureP
>=
>=
>=
−
=
10
1
0
δδ
δ
Applying the above method to brittle fracture initiation testing a modified version of 
Equation C-22 can be used to describe the probability of fracture.
Equation C-25 ( ) ( ) ( ) δδ −>= 1
limitJcKKPKPFailureP
where 1=δ  for uncensored data, i.e. limitJcKK <
0=δ  for censored data, i.e. limitJcKK >
=
limitJcK  value of toughness corresponding to the censoring condition
By making the assumption that  failure in  the transition is  initiation  controlled,  i.e. 
controlled by weakest link statistics, Equation C-25 can be re-written to produce the 
probability of failure for any tested value.
Equation C-26 ( ) ( ) ( ) δδ −>= 1JclimitKK initiationPinitiationPKinitiationP
Equation C-27 ( ) 
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Equation C-28 ( ) 
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Equation C-29
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where =K  measured K  if JclimitKK <  (uncensored), or
JclimitKK =  if JclimitKK >  (censored)
Equation C-29 can be formed into a likelihood expression.
Equation C-30 ∏
=
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This expression  can be computationally  difficult  to  calculate  due to  the accuracy 
available to computers. By taking the natural logarithm of the expression the value of 
the  numbers  used  during  calculations  is  greatly  increased  by  converting  the 
multiplication to addition, as the product quickly becomes exceedingly small.
Equation C-31
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The above  expression  can  be  used  to  find  an  estimate  for  any  variable  in  the 
equation. The value, which has the highest likelihood of being a true estimate of a 
variable, will correspond to the highest value of Ω . A plot of Ω  vs any variable will 
give a parabolic curve (see Figure C-4), the peak of which corresponds to the highest 
likelihood estimate for the variable. 
C.3.4.2 Maximum Likelihood Estimator
There are a number of methods for solving maximum likelihood equations which are 
simply a function of the variable of interest. These can be maximised successfully by 
various methods. Commonly the estimate of a variable is made by differentiating the 
log likelihood function with respect to the variable and equating this to zero. This can 
be performed for all variables, leading to a series of equations which must be solved 
simultaneously.  These  systems can  be highly  complex  and  difficult  to  solve;  the 
above log likelihood expressions have three variables requiring three equations to 
solve the system. These variables may also be dependent on others, such as α  is 
dependent on reference temperature in the Master Curve method. An estimate for 
reference temperature is simply an expression of the log likelihood differentiated with 
respect to reference temperature.
Often the partial  derivatives are highly  complex,  however,  the use of  the Weibull 
distribution again simplifies the process. The partial derivatives for this system can at 
least be formed and as such can be solved as a set of simultaneous equations. The 
partial derivatives for the three parameters are given below.
Equation C-32 ( ) ( )∑
=
−

 −

 −
−−+=
∂
Ω∂ N
i
ii
i
KKKKKK
1
minmin
min logloglog αδ
ααβ
δ
β
β
C - 25
Statistical Assessment of a Fracture Toughness Database
Equation C-33
( )
∑
=
−
−


 −
−
=
∂
Ω∂ N
i
i
i
KKKK
1
2
1
min
min
α
δ β
α
β
α
β
β
Equation C-34 ∑
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The three variables may be fixed if the distribution is known, as is the case with the 
Master Curve method; the shape and offset are fixed, to 4 and 20 respectively, and 
the scale is free to vary but the value is constrained to follow a function dependent on 
0T , or relative temperature, of the material. This function describes the relative and 
absolute temperature dependence of  the Master  Curve.  As only the scale of  the 
distribution  changes  with  temperature  the  Master  Curve  maintains  mathematical 
simplicity across the entire recommended temperature range. The equation itself is 
very  simple,  comprising  an  athermal  term  and  a  thermal  term,  including  the 
temperature dependence variable of 0.019. This variable controls the severity of the 
transition.
Equation C-35 ( )0019.07711 TTe −+=α
When the above is input into the maximum likelihood expression only one derivative 
remains, which can be expressed as a function of  0T . The derivative of interest is 
given below.
Equation C-36
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The maximum of  Ω  is then easily found by equating  
0T∂
Ω∂
 to 0 and including the 
summation required for the maximum likelihood estimation, this gives the common 
form of solution found in E1921.
Equation C-37
( ) ( )
( )( )
( )
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−
−
−
=
−
−
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=
+
−
N
i
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i
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i
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0
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Solving for 0T  must be completed by numerical methods, but as these are available 
in most spreadsheet and statistical software packages, it is considered trivial to solve 
the above and produce an estimate of the reference temperature for the dataset. The 
situation becomes much more complex when free fitting of all variables is conducted. 
Here the problem becomes multi dimensional and difficult to visualise; for a single 
variable  the data  can  be plotted  on  a  simple  x-y  plot  (see  Figure  C-4),  for  two 
variables a third dimension must be employed (see Figure C-5), for three dimensions 
a hypercube must be used. As can be seen, it becomes impossible to represent the 
data on a standard plot and purely numerical techniques must be used to solve the 
system. Fortunately, the numerical solvers included in most software packages are 
capable of solving for several variables if  the expressions are given in a suitable 
format for the software to compute.
C.3.4.3 Error Estimates (Minimum Variance Bound)
Maximum likelihood estimators have two further desirable features, one of which is 
paid for by an inbuilt bias in the estimate. This bias is a problem often overlooked and 
for  the  purpose  of  this  work  will  also  be  overlooked  as  the  bias  is  removed  by 
choosing even modest sample sizes. The bias does, however, give a very useful 
C - 27
Statistical Assessment of a Fracture Toughness Database
property to a maximum likelihood estimate, that of invariance. This provides a level of 
freedom in the way the analysis can be conducted. The invariance is the reason that 
the reference temperature could be estimated directly although the variable is not a 
parameter of the Weibull distribution, i.e. assessing for the peak in the likelihood can 
be performed by using either the scale variable directly or something on which it 
depends; both will yield the same estimate.
The second  desirable  feature  of  maximum likelihood  estimators is  the  ease with 
which  the  error  on  that  estimate  can  be  determined.  It  can  be  shown  that  the 
variance  of  the  estimate  is  a  function  of  the  second differential  of  the  likelihood 
function with respect to the variable of interest  [1]. Taking the estimate of  0T  as a 
specific example we obtain:
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Evaluating this expression results in a function that is unwieldy at best and open to a 
number of possible errors in application of the formula. It was understandable that 
this process was not adopted in the E1921 Standard but because of this a general 
understanding of the mathematics that power the Master Curve method has been 
lost.  Instead,  a step function  based on the single  temperature method has been 
applied to produce a notional acceptance criterion. In reality,  this is based on the 
error function,  Equation C-39. If this is applied to the single temperature technique 
then it is possible to work backwards to the number of specimens required to meet 
this  estimate.  This  is  effectively  the  dataset  size  requirement  published  in  the 
Standard.
Using the single temperature method outlined in the Standard allows the use of the 
closed form solution for establishing the reference temperature of the material; i.e. it 
is possible to equate the derivative to zero and solve the equation analytically. The 
second differential of the likelihood function for the single temperature method can be 
simplified considerably [13] to produce the expression shown below:
Equation C-41
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The  error  of  this  estimate  is  considerably  easier  to  obtain  than  that  of  the  full  
expression (Equation C-40) as can be seen below:
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Equation C-42
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Equation C-43
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where φ  is used in lieu of β , the variable name adopted in ASTM E1921
Equation C-44
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Equation C-42 can be plotted for various dataset sizes and it soon becomes clear 
how the values supplied in the tables of the Standard for the required number of 
specimens in a relative temperature range have been established (see Figure C-6). 
The number of valid specimens required simply conforms to the number required to 
equal or better an error of 10.5 °C in the estimate of  0T . This may result in useful 
data being thrown out, as it is possible with the multi-temperature method to achieve 
better  errors  with  fewer  valid  specimens.  If  the  error  is  calculated  rigorously  by 
assessing the second differential of the likelihood function at the peak the true error 
in the estimate can be obtained. This produces more valid data and also reduces the 
error applied when conducting safety assessments. 
There is a much simpler process to determine both the maximum likelihood estimate 
and the error on that estimate. By simply taking the values of the likelihood function 
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in a step wise fashion it is possible to produce both the differential and the second 
differential using very simple gradient expressions.
Equation C-45
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This numerical procedure is more computationally intensive than the direct evaluation 
afforded for single temperature techniques; however, the approach is easier to apply 
and a more simple solving method can be adopted. 
C.3.5 Goodness of Fit Test
In  order  to  establish  if  changes to  the Master  Curve model  are  actually  making 
improvements to the fit  obtained  with  a  large database a  goodness of  fit  test  is 
required. Many candidate goodness of fit tests exist, but due to the large number of 
data points in the assessed database, one based on binning the data is preferred. A 
modification of the 
2χ  test allows assessment of a model compared to a histogram 
of the experimental data [1]. This is ideal for this application as it is easy to determine 
the probability of failure associated with a toughness value at any temperature in the 
transition region. This allows the creation of a histogram of the data binned by the 
probability of failure; we can then assess the number obtained in a bin versus the 
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number  expected.   A  very  simple  formula  can  then  be  used  to  assess  the  
2χ  
parameter.
Equation C-47 ( )( )( )∑
=
−
=
N
i i
ii
xf
xfy
1
2
2χ
where =iy  the actual number of events in bin i
( ) =ixf  the predicted number of events in bin i
The  
2χ  probability can then be calculated using standard tables;  the degrees of 
freedom used for  the calculation  are simply the number  of  bins in  the histogram 
minus  the  number  of  fitted  parameters,  which  will  commonly  only  be  one,  the 
reference temperature, 0T . It should be spelt out that a high 
2χ  probability does not 
prove that a model is a good fit  to the data, it is the probability that a model that 
genuinely describes the data would give a value of  
2χ  as large, or indeed larger, 
than the one calculated. In effect, it reinforces a hypothesis that a model fits the data 
well and applies a score to that level of fit, i.e. for 
2χ  values equal to the number of 
degrees of freedom the model has a high probability of being an accurate description 
of the data. For very large 
2χ  values the model may still be incorrect the user has 
just been ‘unlucky’ with the data. 
The mathematics of the 
2χ  distribution make it obvious when a correct fit has been 
obtained; as will be seen later, small changes in the 
2χ  value can equate to large 
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changes in the 
2χ  probability. A very low value of 
2χ  can often be interpreted as an 
incorrect model. A low 
2χ  value would imply that the variability of the data is lower 
than would  be expected from random variation.  This may happen when the data 
being assessed are in some way dependent on the parameter attempting to be fitted 
or the data have been generated using the distribution used to describe them. This 
will  be  avoided  in  this  work  as  the  data  being  assessed  are  from  experimental 
measurements.
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C.4 Probability Bounds
The  inherent  scatter  in  toughness  measurements  presents  a  problem  for  the 
application of defect tolerance design to structures; how can the scatter be taken into 
account in a manageable and safe manner? Prior to the advent of the Master Curve, 
the fitting of a lower bounding curve to all available data mitigated the scatter; this 
eventually evolved into the ASME Code design curve and this is still  in wide use 
today  as  a  requirement  for  the  demonstrable  safety  of  many  plants.  The  lower 
bounding  curve,  and  the  associated  method  to  draw  the  curve,  is  deemed 
conservative for  all  material  of  a similar  condition,  i.e.  of  similar  composition  and 
strength levels. The use of a deterministic lower bounding curve suffers from a risk 
that applies to all deterministic methods; new data may contradict the curve by lying 
below it.
As  data  have  been  added  to  the  world  knowledge  of  toughness  results,  it  has 
become apparent that the ASME method and the associated lower bound curve may 
not apply in all cases. The addition of a dataset of HSST material (HSST-02 plate) 
has resulted in a data point lying very close to the supposedly limiting design curve 
[14]. This of course raises a number of concerns about this method, namely is the 
method  conservative?  The  use  of  probabilistic  methods  and  the  associated 
statistically based bounds therefore becomes preferable and it is of no surprise that 
more recent methods have adopted this approach. With widespread adoption of the 
Weibull  probability distribution to describe brittle  fracture a simple method is now 
available to accommodate scatter.
Again,  the  analytical  nature  of  the  Weibull  distribution  greatly  simplifies  the 
mathematics of any manipulation. As the cumulative and probability density functions 
can both  be  represented as  simple  algebraic  expressions,  the  equations  can  be 
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readily  modified  to  provide  probability  bounds.  These  bounds  can  then  be  used 
either,  as  comparisons  to  plotted  data  or  for  full  probabilistic  assessments.  The 
Master  Curve  method  provides  a  highly  suitable  framework  on  which  to  base  a 
probabilistic  assessment  method  and  will  be  used  as  an  example  of  the  use  of 
Weibull based probability bounds.
Firstly, an estimate of the value of toughness for a given probability must be created. 
This  can  be  done  by  rearrangement  of  the  three-parameter  Weibull  cumulative 
probability function already established as a suitable description of the brittle fracture 
process.
Equation C-48
( )
( )
β
α
γ
αγ
β
1
1
1ln
1







−
+=
−=


 −
−
xP
x
exP
x
where x= a random variable
= the Weibull Scale
= the Weibull Shape
= the Weibull Offset or Threshold
By replacing the generic parameters with the notation specific to the Master Curve, a 
familiar expression from the ASTM Standard is generated.
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Using the above equation, it  is possible to estimate the size corrected toughness, 
with associated probability bounds, for the relative temperature range selected by the 
user. The Standard recommends application limited to a relative temperature range 
of  5050 0 ≤−≤− TT  °C,  however  this  limit  is  arbitrary  as  the  changes  between 
failure mechanisms are not so clearly defined.  Initial  assessment of the database 
showed that  this  range could be increased slightly  to encompass more data and 
improve the accuracy of reference temperature estimates’ therefore, in this work a 
range of  6060 0 ≤−≤− TT  °C has been selected. This expression provides a very 
convenient method for defining the scatter to be used for probabilistic assessment 
mathematically; for example the expression for the 50% probability bound is simply:
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Which upon rounding to the nearest integer gives the expression described as the 
Master Curve.
Equation C-51 ( )[ ]0%50 019.0exp7030 TTKJc −+=
The above method can be applied  to any chosen probability  in  order  to  gain an 
appreciation of the temperature dependence of the selected bound. The concern that 
the next dataset to be generated will disprove the curve is now removed or at least  
heavily  mitigated.  The  lowest  probability  bound,  i.e.  ( ) 0=JcKP ,  results  in  a 
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temperature independent lower bounding, minK . The merits of a lower bounding minK  
are  discussed  elsewhere.  This,  of  course,  presents  a  problem  for  deterministic 
assessment as in this case a  ( ) 0=JcKP  is implied by the assessment. This is not 
acceptable; low alloy steels are chosen for high integrity applications due to the very 
high toughness levels that can be achieved at very modest material cost. 
Selection of the %0JcK  line would result in the use of a very unusual toughness curve, 
one in which there is no transition region. This would require all designs of pressure 
vessels to remain on the ductile upper-shelf through life, something that may not be 
achievable for cases where irradiation damage has resulted in toughness property 
shifts. In this case, a compromise must be made between the absolute demands of 
the deterministic methods and the realism offered by the probabilistic approach.
Calculating any probability bound is mathematically simple; however, selecting which 
bound to use for a deterministic equivalent of the ASME design curve is non-trivial. It 
has been shown that although the analysis methods are different the 5 % Master 
Curve  bound  is  broadly  equivalent  to  the  ASME  IcK  curve  with  some  small 
differences in the temperature dependence[15]. This has helped in the adoption of 
the Master Curve as an analysis method for utility reactor plant safety assessments, 
albeit with a margin applied to the reference temperature to insure conservatism.
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C.5 Toughness Database Analysis and Results
To test  if  the  Master  Curve is  a true representation  of  toughness  behaviour  two 
methods can be employed: a) a physical assessment of the underlying models; this 
provides  confidence  in  the application  of  the  model  away from established  limits 
imposed by the requirement of remaining within the confines of the data used to fit  
the model, b) the second approach is to assess the quality of fit to a large database 
of known results.  This empirical  approach offers an alternative view; by using the 
data to establish what differences must be made in the model accurately to fit the 
database  it  may  be  possible  to  establish  the  effects  of  physical  phenomena  on 
toughness. It would be preferable to have a very large amount of data to provide the 
best possible fit for the model parameters, hundreds of thousands of points would 
give a great deal of confidence in any proposed changes. In reality, the number of 
toughness tests conducted worldwide on low alloy steel is probably less than 15,000; 
this means that any database used for fitting represents one roll  of  the dice and 
although it may offer insight and increase confidence it will not be a definitive proof of 
any model.
The toughness database used in this analysis is an extended version of the EPRI 
database  compiled  by  Mark  Kirk  during  his  employment  at  Westinghouse.  The 
database relates to materials applicable to RPV steels and has been slowly added to 
over the years to include the vast majority of data in the public domain. The current 
author has extended this further to include the proprietary data of Rolls-Royce PLC 
and, due to this, the data cannot be presented in tabulated form. The data can be 
described in a number of ways but it  is  prudent to have an understanding of the 
different product forms that make up the database. The database is predominantly 
made  up  of  wrought  materials;  this  includes  forgings  and  plates,  mostly  of  the 
A533-B and A508-3-1 specifications,  and comprises 83.3 % of  all  data.  The next 
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most numerous product  form in the database are welds,  comprising 16.3 %. The 
remaining  0.4 %  is  made  up  of  casting  and  heat  affected  zone  material.  The 
database also contains a significant proportion of irradiated data; in fact the irradiated 
data comprise 22.9 % of the total. 
In order to make useful  sense of the toughness data it  must first  be divided into 
subsets.  A reference temperature only  has  meaning if  it  applies  to one material, 
mixing data sets results in a heterogeneity that can be dealt with but the process is 
complex and is simply not needed if the source of the data is well established. As the 
database is well catalogued, it was possible to create subsets based on the following 
conditions:
• Material
This is the production lot, or heat, of the material and, as such, materials with 
different chemistries and thermal histories are separated from each other.  
• Irradiation condition
The irradiation condition is a highly important factor. The same materials may 
well  be  irradiated  to  different  levels  of  embrittlement;  this  will  affect  the 
mechanical properties of the material.
• Orientation
It is well known that the forging of low alloy steel can introduce anisotropy into 
the material.  Common practice is  to test  at  the worst  possible orientation, 
however, a number of testing programmes have looked at orientation effects 
and these data are still of use.
The above defines the tensile  properties of  the material,  which have either  been 
established  directly  by measurement  or,  where  this  has not  been undertaken an 
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average value  from the appropriate  material  specification  has  been  applied.  The 
remaining  factors  used  to  define  the  subsets  are  based  on  the  experimental 
procedures used to determine the toughness of the material.
• Specimen geometry
It has been established in previous sections that the specimen geometry may 
have an effect  on the recorded toughness value due to constrain  effects. 
Certainly the toughness established with different specimen types are known 
differ.
• a/W, defect depth
It has long been known that shallow defects exhibit a higher toughness than 
would be expected from application of deep defect data to their analysis. This 
is due to constraint loss at the surface that cannot currently be accurately 
modelled and as such only deep defect data are of interest.  
• Loading rate
The loading  rate can have a marked effect  on the tensile  properties of  a 
material.  Much  research  has  been  conducted  on  the  toughness  of  LAS 
subjected to high loading rates to simulate ballistic impacts and shock loads. 
The effect of dynamic data on the recorded toughness is yet to be modelled in 
such a way that it can be compared to pseudo-static data and as such must 
be separated.
It  is  mathematically  possible  to  calculate  a  reference temperature  for  any  of  the 
subsets, but in order to take useful information from the analysis, a certain amount of 
filtering is required. This eliminates datasets that do not conform to a set of criteria 
based on the dataset selection method above plus one mathematical constraint. All 
possible materials are considered and no subset is filtered based on the material, 
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irradiation condition  and orientation.  The specimen geometry is also not  used for 
filtering  as  all  toughness  data  within  the  database  have  been  measured  using 
specimens of standard geometry for which compliance functions are known.  Only 
deep notch specimens,  those with  an a/W between 0.4 and 0.6 are used in  the 
production of a valid reference temperature. All dynamic data are also excluded from 
further  analysis  as  they  cannot  be  corrected  or  compared  directly  to  static 
measurements.
The mathematical requirement comes from the maximum likelihood procedure used 
to estimate the reference temperature. In the E1921 Standard a set of lookup tables 
is used to assess the error in the 0T  estimate and if a critical value of error, 10.5 °C, 
is  bettered  or  matched  then  the  reference  temperature  is  considered  ‘valid’.  By 
adopting a more complete approach to maximum likelihood estimation it is possible 
directly to determine the error in any estimate.  To follow convention,  it  has been 
decided that  the same validity  criterion should be used for  all  assessments.  This 
allows the definition of an exact meaning of a reference temperature calculated from 
this database as:
The reference temperature,  0T , estimate of a self-consistent dataset of toughness 
measurements of the same material and irradiation condition, evaluated in the same  
orientation and specimen type under static loading conditions, providing the validity  
condition has been met.
Following calculation of the reference temperature for each subset and filtering on 
the above criteria allows a plot to be generated of 4431 data points, divided into 211 
subsets on a chart of size corrected toughness vs. relative temperature (see Figure
C-7).  If  we  overlay the 1,  5,  50,  95 and 99 % failure probability  curves from the 
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Master Curve method, it is possible to gain a visual representation of how the Master 
Curve estimates the toughness of these materials. It can be seen that from a purely 
visual perspective the data broadly lie between the 1 and 99 % bounds and follows 
the temperature dependence of the Master Curve across a wide temperature range.
It is not until a histogram of the actual number of data points versus expected number 
per probability bound is plotted that the differences between the predictions from the 
Master Curve and the recorded data become apparent (see Figure C-8). By grouping 
the data into probability bounds, it is possible to assess how the data conforms to the 
probability distribution and selected parameters across the entire temperature range 
of the Master Curve. If the data follow the model exactly the number of data points in 
each bin will closely match that predicted by the model. Generally a one to one ratio 
of expected to actual number of data points exists across the vast majority of the 
probability distribution. There are two exceptions, at both tails of the distribution. At 
the lower tail there are fewer data points than expected, while at the upper tail there 
are far more data than expected.
The effects at the lower tail are believed to be independent of initiation toughness 
and  controlled  by  the  arrest  properties  of  the  material  and  will  be  modelled 
separately. The upper tail will be dependent on initiation if the data are truly cleavage 
only. The amount of data in the 99 – 100 % bound far exceeds the model prediction. 
This bin effectively captures all data from the temperature dependent 99 % to infinity 
band, so a larger number of data in this bin than expected suggests that the model is 
not capturing the upper tail  correctly.  This of course could not be a failing of the 
physical model, but the data to which it is being compared with may be dependent on 
other processes and therefore the assumptions of the model are incorrect or faulty. 
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Application of the goodness of fit test outlined in a previous section shows that the 
model does not  represent  the data,  an insignificant 2 value of  ~0 is  has been 
calculated from the histogram shown in Figure C-8. The very low probability of fit is 
being dominated by the effects of the tails but also subtly affected by a general trend 
that  can  be  observed  on  the  histogram.  Excluding  the  tails  the  height  of  the 
histogram shows a gradual change from under estimation to over estimation across 
the range of probability bounds. 
A  sensitivity  study  was  conducted  on  the  Weibull  shape  parameter  and  the 
temperature dependence of  the scale parameter.  The results of  this analysis  are 
summarised  in  Figure  C-9 and  Figure  C-10.  It  was  discovered  that  the  shape 
parameter controlled curvature of the histogram, while variation of the temperature 
dependent  scale  parameter  altered  the  gradient  of  the  histogram.  The  effect  of 
Weibull  shape  is  shown  in  Figure  C-9,  where  an  inflection  can  be  seen  by  the 
selection of a low and high Weibull shape, 2.5 and 5.5, respectively. For low values 
of Weibull shape (shallow peaked distribution) more data than expected lie within the 
central region of the distribution; for high values of Weibull shape (steeply peaked 
distribution) more data than expected lie at the tails of the distribution.  Figure C-10 
shows  the  effect  of  altering  the  exponential  coefficient  of  Equation  C-50.  Using 
values far from the specified 0.019 have a similar effect, whether the difference is 
positive  or  negative  the effect  is  the same;  a concave shape appearance of  the 
histogram results
From this brief study it was apparent that the Weibull shape had the greatest effect 
on the dissimilarity between the plateau of the histogram and a uniform horizontal 
line. As shown in a previous section, it is possible to manipulate the Master Curve to 
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change  any  constant  to  an  alternative  value  and  maintain  the  mathematical 
framework and solving techniques.
As the Weibull shape is easily modified and carries some physical meaning, it was 
selected as the subject of a parametric study. A simple optimisation procedure was 
used to estimate the Weibull  shape parameter producing the best  fit  to the data 
established using the 
2χ  goodness of fit test. Following initial investigations, it was 
established that the goodness of fit improved at Weibull shapes of less than 4. The 
Weibull shape was then varied between 2.5 and 4 using a step size of 0.05, with the 
2χ  value calculated for histograms of both 100 and 50 bins, the results of which are 
given in Figure C-11. 
Assessment  of  the  effect  of  Weibull  shape  on  the  
2χ  value  and  associated 
probability  for  100  bins  shows  two  distinct  peaks;  only  one  peak  exists  on  the 
assessment of 50 bin data. By using a histogram with discrete bounds, the calculated 
2χ  value output produces a distinctly stepped function. As discussed elsewhere, a 
small change in the  
2χ  value can result in large change in the 
2χ  probability; this 
effect is obvious in these results, making the selection of the best model parameters 
less difficult. The 50 bin data analysis is not as affected by the movement of data 
between discrete bounds and therefore shows only one peak, which coincides with 
the lower peak on the 100 bin plot. Although the high peak on the 100 bin plot gives a 
better goodness of fit the presence of only one peak for the 50 bin analysis cannot be 
ignored and hence a Weibull  shape parameter of  3.5 is believed to be the most 
appropriate parameter to use with this model.
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Figure C-12 and  Figure C-13 demonstrate the effect of using the shape optimised 
parameters against all data for size corrected toughness vs. relative temperature and 
the histogram of probability bands, respectively.  Visually the plot of size corrected 
toughness  vs.  relative  temperature  looks  similar  between  the  E1921  and  shape 
optimised versions. The histogram of actual to expected data is also very similar, 
however, the plateau across the mid range of probability bands has levelled and the 
peak at the 99 – 100 % bin has reduced slightly but is still by far the most prominent 
feature on the plot. 
The 2χ  goodness of fit test allows quantification of the suitability of the model to the 
data by the use of the 2χ  probability distribution. Although greatly improved over the 
goodness of fit offered by the basic model assumed by the ASTM E1921-05 method 
when 100 bins are considered,  a probability of 2.02×10-4 for the optimised model 
versus 6.23×10-14 for the E1921-05 model,  would still  be considered poor.  For an 
engineering assessment, a probability of greater than 5% is commonly considered to 
indicate the model represents the data. As can be seen, there is still large scope for 
improvement.
An initial assumption of this work was that the Micro Arrest concept of fracture would 
provide an acceptable model  upon application to the basic  E1921-05 model.  The 
Micro Arrest model, as described in a previous section, has been applied to the data 
and the goodness of fit assessed using similar methods to the above. In this instance 
a Weibull  shape parameter of 4 has been used, not the optimised Weibull shape 
parameter  established  above  as  it  was  believed  that  this  may  offer  sufficient 
improvement to the goodness of fit. The histogram of 100 bins for the application of 
the Micro Arrest concept is shown in Figure C-14.
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The histogram shows that the Micro Arrest concept, as applied here, using the macro 
established arrest toughness distribution has a very large effect on the lower tail of 
the failure  distribution.  The model  has  switched  from an under  estimation  of  the 
number of data points found in the lower tail, to an overestimation. The 2χ  value has 
increased accordingly to 527 and the associated probability has decreased markedly 
to 1.21×10-59.
The Weibull shape of 4 is established from the scaling of the stressed volume ahead 
of a crack front to the stress intensity factor. This is an indisputable fact, but does rely 
on a key assumption: the same stress condition exists along the crack front length. 
Deviation from the value of 4 signifies that the model is not accurately modelling the 
data and as the Weibull shape has a large effect on the size correction used in the 
Master  Curve  then  the  size  correction  is  also  not  capturing  reality  correctly.  A 
reduction in the Weibull shape suggests that the true crack front length required for 
calculation  is  shorter  that  the  specimen width,  it  is  well  known  that  free  surface 
effects  at  the  edge  of  toughness  specimens  will  affect  the  stress  state  causing 
relaxation. Which results in a reduction of the stressed volume at the free surfaces 
and as such only small scale yielding conditions exist in the centre of the specimen.
Generally,  constraint loss in the specimens used to generate toughness data is a 
concern. The large number of data points lying in the >99 % bound suggest that it is 
much more common than would be expected.  On this basis,  the current trend of 
using smaller and smaller specimens to generate toughness data can often result in 
higher  than  expected  toughness  being  achieved  in  testing.  The  use  of  smaller 
specimens also raises a problem that may be hidden in  the data; constraint  loss 
begins at surprising low levels of loading in small specimens and the slight increase 
in  toughness  for  limited  constraint  loss  is  not  readily  apparent  and  may just  be 
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assumed to be part of the scatter. The fact that, with the exception of the upper and 
lower tails, the histogram is very flat across the central section, means 90 % of the 
data are modelled correctly and, as such, this may not be a problem; however, 10 % 
of the data is still obviously being modelled incorrectly and this is certainly significant.
The data are censored by the use of the limit load; based on finite element modelling 
of  the  loss  of  constraint  in  standard  specimens,  the  limit  load  is  a  compromise 
between accuracy and having sufficient data to use for assessment. The limit load is 
selected to be a limit  to the loss of constraint before the data generated must be 
censored; the difficulty is in selecting the correct limit. Setting the limit too low will  
result in the vast majority of data being labelled as beyond the limit load, reducing the 
overall  confidence in  the approach.  This  is  especially  true in  the upper  transition 
where the high toughness levels achieved require higher loads to cause cleavage 
failure  will  almost  definitely  be  above  the  limit  load  for  all  but  the  largest  of 
specimens. The use of small specimens puts yet further pressure on the selection of 
the limit load; such specimens may deviate from the high constraint condition at very 
modest loads well into the middle to lower transition.
The Master Curve is a cleavage only model, which requires the assumption of small 
scale yielding across the entire crack front. The sides of the surfaces act as free 
surfaces with stress dissipation obviously having an effect on the upper tail of the 
data, and due to the presence of smaller specimens in the database any recorded 
toughness value may be elevated. It is thus conjectured that the constraint loss is 
causing  a  major  discrepancy  between  the  data  and  the  model.  If  the  recorded 
toughness data can be accurately adjusted then it will  be possible to find the true 
parameters of the initiation toughness distribution. 
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Nevalainen  and  Dodds  proposed  a  set  of  constraint  corrections  based  on  finite 
element modelling of standard specimen geometries combined with a very simple 
criterion  to  describe  the  volume  of  interest  ahead  of  the  crack  front.  These 
corrections make it  possible to correct  for  both in  and out  of  plane constraint  by 
simple  mathematical  expressions  correlating  applied  load  to  the  actual  stress 
intensity experienced at the notch root, via the elastic-plastic J integral. Corrections 
are provided for both the measured toughness and the specimen width. From these 
assessments, it is possible to see that the shape of the plastic zone in the material is 
far from uniform for both plane and groove sided specimens. This demonstrates that 
the Master Curve assumption of Small Scale Yielding (SSY) across the entire crack 
front is correct to a point; however, the toughness measured using this assumption 
may over estimate the true loading conditions causing fracture of the specimen. 
Using  the  constraint  corrections  proposed  by  Nevalainen  and  Dodds  [11-12] 
developed in B.2.5, it is possible to make simple corrections to the input data that, in 
turn,  can  be  used  in  the  Master  Curve  framework.  These  modifications  can  be 
applied  to the database with  the addition  of  the expressions given in  a previous 
section  to  the  database  spreadsheets.  Unfortunately  the  limited  number  of 
corrections given in the paper means that non-standard test piece geometries cannot 
be assessed. The number of datasets lost is in fact only a small proportion of the 
total  data;  the  vast  majority  of  researchers  refrain  from  using  non-standard 
geometries  so  that  test  data  can  be  easily  compared  without  having  to  give 
consideration to geometry effects.
Applying the Nevalainen and Dodds corrections to the database and recalculating the 
reference temperatures shows some very promising results (see Figure C-15). The 
overall plot of size corrected toughness vs. relative temperature exhibits a markedly 
reduced degree of scatter when compared to Figure C-7 and Figure C-12. The large 
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number  of  outliers  above  the  99 %  bound  has  been  greatly  reduced,  with  the 
behaviour in the upper transition bears little resemblance to that for the uncorrected 
assessment. The data for the uncorrected model show a distinct trend of ‘kicking-up’ 
away  from  the  probability  bounds  suggesting  that  the  Master  Curve  is  highly 
conservative in these regions. Application of the constraint correction modifies the 
data in this region closely to match the lower probability bounds. The data is grouped 
around the median and predominant lie within the 1 and 99 % probability bounds; this 
inspires  confidence  that  the  modification  is  performing  well  throughout  the 
temperature range and for all specimen sizes. The largest toughness values have 
been reduced by almost a factor of two.
The  histogram  of  actual  to  expected  data  (see  Figure  C-16)  shows  one  major 
improvement  over  the  uncorrected  database;  the  number  of  data  residing  in  the 
upper tail matches much more closely to the model predictions. The removal of this 
peak demonstrates that  loss of  constraint  is  the primary cause for  the increased 
number of data points falling beyond the 99 % bound within the temperature range 
considered, −60≤T−T 0≤60 °C.  The lower  tail  is  unaffected by the constraint 
correction as the loads on the specimen will cause either little or no loss of constraint 
and the reduction in ratio of actual to expected number of data points seen for the 
uncorrected dataset is maintained.  The values obtained from the 2χ  goodness of fit 
test are also encouraging.
The  2χ  value using a Weibull shape of 4 has reduced to 145 with an associated 
probability of  1.81×10-3 for  a 100 bin assessment.  This is  an order of  magnitude 
improvement, in terms of 2χ  probability, compared to the shape optimised E1921-05 
model  and  several  orders  of  magnitude  better  than  the  basic  E1921-05  model; 
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however, this is still lower than the 5% bound required to establish the model as an 
appropriate and applicable fit to the data.
The histogram does show a definite curvature. As established earlier, an incorrect 
Weibull  shape  parameter  causes  this  curved  shape;  the  concave  shape  of  the 
histogram implies that the current Weibull shape is too low, i.e. the data are more 
closely grouped than the distribution used to model it. A further sensitivity study was 
performed on the effect Weibull shape had on the goodness of fit of the constraint 
corrected model; in this instance, the histogram shape suggested that the Weibull 
shape may be larger than 4 and, as such, a range of 3 to 4.5 was selected in the 
further analysis. Initially a step size of 0.05 was utilised; however, it was found that 
further resolution was required in the shape range of 4 to 4.5 and the step size was 
decreased to 0.025 for this range. The results of the sensitivity study are shown in 
Figure C-17.
Again, selection of the optimal parameters is made difficult by the multiple peaks that 
occur due to the stepped output function of the 2 value. Four peaks can be seen 
on the 100 bin plot, all  corresponding to high levels of goodness of fit;  all have a 
probability higher than the 5% deemed to provide a good level of fit, with two lying 
above 30%. As previously, the output for 50 bins can be used to aide in the decision 
of optimal parameters. Only one of the peaks with a probability value higher than 
30% has a corresponding peak in the 50 bin output; as such, a Weibull shape of 4.35 
was selected the optimal parameter for this model.  Figure C-18 and  Figure C-19 
demonstrate the effect of using the shape optimised parameters against all data for 
size corrected toughness vs. relative temperature and the histogram of probability 
bands, respectively.
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The shape optimised constraint corrected model  produces a very high level  of  fit 
compared  to  the  shape  optimised  E1921-05  model;  a  2χ  value  of  104  with  an 
associated  probability  of  0.358  is  achieved.  This  value  suggests  that  the  shape 
optimised constraint corrected model is highly applicable to the data and offers a 
realistic interpretation of the distribution of toughness values in the mid transition. 
There is still; however, a noticeable over prediction of the number of data points that 
would be expected in the lower tail of the distribution. As the lower probability bounds 
are  of  great  importance  in  safety  assessments,  a  further  sensitivity  study  was 
conducted on the Micro Arrest concept.
As established in a previous section,  use of the macro parameters for the arrest 
Master  Curve  causes an  overestimation  of  the  Micro  Arrest  effect  on the failure 
probabilities.  As  the parameters  for  the  arrest  distribution  have  no  effect  on  the 
reference temperature, these can be changed without re-running of the database and 
as such, a wider range and a higher resolution can be considered. Following initial, 
low  resolution  trials,  it  was  established  that  the  parameters,  denoted  A  for  the 
relative temperature independent variable and B  for the dependent variable (values 
of 30 and 70, respectively, are prescribed by the Arrest Master Curve), would lie in a 
range  of  500 << A  and  1000 << B .  This  matrix  was  assessed  with  a  grid 
resolution of 1 × 1, i.e. 5000 combinations have been assessed, and the 100 bin 2χ  
value recorded and the associated probability calculated.
The results of this trial are shown in Figure C-20. It was hoped that a single region of 
high goodness of fit would be achieved via the application of the Micro Arrest model, 
as can be seen from the contour plot, a family of solutions provide an improved fit 
compared to the constraint corrected shape optimised model to the database. This is 
believed to be due to the use of the histogram for establishing the goodness of fit; the 
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entire temperature interval is considered as one. As such, a Micro Arrest modification 
that provides an improved fit to data in the lower temperature range may have no 
effect on the higher temperature range but will still provide an improved overall fit.
To ascertain a single set of model parameters that could be applied to a both low and 
high  temperature  ranges,  the  sensitivity  study  was  repeated  for  two  relative 
temperature  ranges  using  the  reference  temperature  to  define  the  interval.  The 
results of these studies are shown in Figure C-21. As would be expected, the lower 
temperature  range  favours  the  temperature  independent  parameter  due  to  the 
relative temperature independence of  data in this  region compared to the rapidly 
increasing  higher  temperature  range.  It  is  apparent  from this  assessment  that  a 
region of high level of fit exists for both the low and high temperature ranges in the 
upper left quadrant of the parameter space.
This  has  been  confirmed  by  multiplying  the  probabilities  of  the  low  and  high 
temperature ranges and normalising to the maximum value (see Figure C-22). This 
plot clearly shows that only a small range of the values considered for A  and B  can 
be  applied  successfully  to  both  temperature  ranges.  The  optimal  parameters 
established from the normalised plot are in good correlation to those obtained directly 
from the  goodness  of  fit  to  all  data;  A  value  of  8  and  B  values  of  81.  These 
parameters  corresponding  to  the  highest  level  of  fit  have  been  selected  as  the 
optimal  model  parameters.  A  visual  comparison  of  the  median  arrest  toughness 
estimated by these parameters and that  of  the  Arrest  Master  Curve is  shown in 
Figure C-23.
A histogram of the Micro Arrest modified shape optimised constraint corrected model 
is shown in Figure C-24. This demonstrates the very high level of fit achieved, when 
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assessed using the 2χ  method; a 2χ  probability of 0.565 is realized, suggesting that 
the proposed model is highly accurate representation of the database.
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C.6 Discussion
C.6.1 Database Inference
The  way  in  which  model  parameters  have  been  estimated  is,  to  the  author’s 
knowledge,  a novel approach for  the field of  transition toughness.  Sufficient  data 
exist  that  model  assumptions can be tested and extensions  and modifications  to 
these models explored; in this sense, a large and properly cleaned database is an 
invaluable tool. The method used to establish model parameters as described earlier 
uses the data to establish model parameters by the use of sensitivity studies and 
statistical testing; this in reality, is an extended form of data fitting.
The process employed in this work of back fitting model parameters has highlighted a 
number  of  key  points  about  the  estimation  of  transition  toughness.  Each  will  be 
discussed in turn below. The basic Master Curve model has become the framework 
for a number of extension and modifications to a weakest link description of fracture. 
This  work  set  out  to  ascertain not  only  optimised parameters for  models,  but  by 
understanding  the  significance  of  the  implications  to  the  underlying  physical 
description of  changing these parameters,  a more complete understanding of  the 
micro-mechanism can be gained.
All fitting methods rely on the quality of the data being used to establish the model as 
being adequate for  the purpose.  The data used in this  work  have been checked 
thoroughly  for  unusual  data  points  and  the  data  used  for  calculations  has  been 
grouped and filtered to remove non-static testing conditions and materials that are 
known to show failure mechanisms other than trans-granular cleavage failure as laid 
out in Chapter B. One general concern is that the data, in some yet unknown way, do 
not reflect the failure mechanisms or the true material behaviour. If this is the case, 
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all transition toughness models can be described as inaccurate and this would have 
far reaching implications for the safety assessments of many structures.
The  developments  in  transition  toughness  modelling  established  in  the  previous 
sections  on database assessment  will  be  discussed  in  order,  beginning  with  the 
sensitivity  study  conducted  on  the  basic  mathematics  of  the  Master  Curve.  The 
reasoning for the avenue of investigation followed, constraint correction coupled with 
a micro arrest description of the fracture process will  be examined, culminating in 
what the author believes to be an accurate description of brittle fracture behaviour in 
the mid-transition region and where this description may also be lacking.
The definition of reference temperature validity in this work has also been taken to 
mean  the  literal  mathematical  definition  of  a  limit  of  error  or  uncertainty  in  the 
estimated  value.  The  pseudo-single  temperature  method  adopted  in  the  E1921 
Standard is understandable due to the complexity of the full expression required to 
establish a true error estimate of the reference temperature. The E1921 Standard 
must be simple to follow and reproducible; however, by adopting this approach the 
reasoning behind the validity criteria becomes lost and those capable of applying the 
mathematics in full may come under unwarranted scrutiny. By using the error figure 
from  maximum  likelihood  estimates  of  the  reference  temperatures  all  suitable 
datasets are considered in these studies, thereby making use of as much information 
as possible from the available data.
C.6.2 Master Curve Weibull Shape Sensitivity Study
The majority of Master Curve parameters were established through data fitting (lower 
bounding  toughness,  minK ,  and  temperature  dependence)  or  set  by  physical 
understanding  to  appropriate  values.  Since  the  initial  model  was  developed,  the 
Weibull shape has taken on a physical meaning and is crucial to the weakest link 
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description of fracture and the crack front length scaling model. The shape parameter 
is used in two stages of the modelling procedure: first, the shape is used in the size 
correction then, secondly, the shape is used to define the distribution or scatter of 
toughness data. 
In  order  to  assess  the  effect  of  changing  the  Weibull  shape  the  reference 
temperature  estimates  of  the  entire  database  have  to  be  recalculated  for  each 
selected  value.  This  is  a  laborious  and  time  consuming  process  if  conducted 
manually;  an Excel  macro was written to automate this task and was extensively 
checked on a number of smaller subsets of the database before being applied to all 
data. This automation has allowed the extensions to the Master Curve to be pursued 
in this work;  without  it,  the number of calculations required would have not  been 
possible in a reasonable time-frame. 
Despite the very large number of calculations involved in this sensitivity study, the 
useful output is to establish that the Weibull shape used by the Master Curve does 
not  provide  the  best  description  of  the  toughness  database  utilised  in  this 
investigation. The value established as providing the best fit is found to be 3.5. Due 
to the physical  importance of  this variable and that a value of 4 is crucial  to the 
toughness and size  scaling  models  assumed by the Master  Curve,  a  number  of 
points of discussion are raised about these assumptions and the implications to the 
understanding of the fracture process zone specifically.
Two  underlying  assumptions  of  the  Master  Curve  method  and  the  associated 
mathematics used to describe the fracture process may be responsible for a change 
in the Weibull shape from the theoretically derived value to the optimised value found 
in this investigation of 3.5. The first is due to an over-simplification of the process 
zone of fracture, the assumption of SSY across the entire crack front, and the second 
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is more fundamental to the selection of a three-parameter Weibull distribution and the 
variation in parameters this may cause.
The assumption of SSY across the entire crack front length is an over-simplification 
of the fracture process zone. It has long been known that the edges of the specimen 
do not have the same level of crack tip constraint as the centre due to the escape of 
plasticity  at  free surfaces.  The original  size requirements for  IcK  testing were to 
control  the effect of free surfaces on the measured resulting toughness value,  by 
stepping too far from this specimen size requirement without accounting completely 
for the difference in size and toughness scaling has caused this understanding to be 
lost or misinterpreted. 
The assumption of SSY across the entire crack front is simply untrue provides an 
explanation for the difference in Weibull shape by shortening the crack front length 
involved in the fracture process and hence reducing the stressed volume. A move to 
smaller specimens accentuates the constraint loss effect by yet further reducing the 
crack front length involved in the fracture process.
In order to achieve the same level of toughness for a shortened crack front length the 
Weibull  shape  must  be  decreased.  This  can  be  established  from  simple 
rearrangement of the size scaling model utilised by the Master Curve.
Equation C-52
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=trueB  crack front length corresponding to reduced stressed volume
Equation C-53 truegross
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In order to maintain the same scaling relationship for a reduced crack front length the 
Weibull shape must be decreased.
Equation C-54
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The question of why this has not been noted in the open literature is intriguing. It is  
conceivable that visual assessment of a dataset against Master Curve bounds has 
not produced a graphical representation that would cause concern. The difference 
between a Weibull shape of 4 and 3.5 would be imperceptible to the naked eye when 
comparing a scattered set of data points to continuous bounds; a statistical analysis 
is required to show such a difference.
The other difference is due to the selection of a three-parameter Weibull distribution. 
As discussed in a previous section, the addition of the lower bounding toughness 
parameter,  minK ,  is  physically  justified  as  ferritic  steels  exhibit  a  toughness 
lower-shelf;  therefore,  assuming  a  non-zero  baseline  for  transition  toughness  is 
physically justified. This is also, of course, acceptable from a mathematical treatment 
of the data. Any distribution can be applied to the data, deciding which is appropriate 
to model the underlying mechanisms is important to the researcher.
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The weakest link description of fracture can be followed through mathematically to 
arrive at a two-parameter Weibull distribution. This distribution has a Weibull shape 
of 4 as described by the toughness scaling model employed by the Master Curve and 
has a zero lower bound, i.e. a very low positive toughness can be generated. The 
addition of a non-zero lower limit has a minor implication for the assessment of a 
dataset. By effectively decreasing the range of the distribution by including an offset, 
the model must conform by becoming truncated. This requires that the Weibull shape 
be increased by a very small amount to accommodate the decreased data space. 
This difference, of course, acts in an opposing direction to the current optimisation, 
but will be revisited later in this discussion.
C.6.3 Micro Arrest Modified Master Curve
The intention of this part of the investigation was to assess the suitability of the Micro 
Arrest model to the database. In order to establish an accurate basis for an extension 
of  the Master Curve model,  such as the Micro  Arrest  description of  fracture,  the 
initiation model  must  be highly  accurate and,  at  this  point  in  the discussion,  it  is 
improved but not yet the best estimate. A full review of the application of Micro Arrest 
to the database will be given in later section of this discussion (C.6.5); however, there 
are specific points that should be noted when comparing the Micro Arrest model as 
assumed in this work to that in the literature to the philosophy of establishing the 
model parameters by back fitting that has been employed in this work.
The model from the literature uses simulation to generate a series of results that 
could have been produced from the same materials as tested, i.e. the dataset used 
to establish the reference temperature for a material is simply one throw of the dice. 
If the material is tested again, there is no guarantee that the same toughness values 
would be measured; however, the reference temperature can be estimated with a 
degree  of  certainty  from maximum  likelihood  methods.  This  simulation  approach 
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allows the creation of millions of virtual data points, each of these will  have gone 
through  a  cycle  of  random  sampling  –  in  this  case  the  initiation  and  arrest 
toughnesses are sampled and compared, if  the initiation value is higher then it  is 
recorded as a failure and the cycle begins again.  If  the arrest is higher  than the 
initiation, then the initiation toughness is re-sampled until a failure is recorded.
The  ‘virtual’  database  of  toughness  values  can  then  be  compared  to  an  actual 
database  of  toughness  values.  The  results  of  this  analysis  have  been  very 
encouraging,  and  this  could  be  for  a  number  of  reasons:  first,  the  Micro  Arrest 
description of fracture is accurate; secondly, the results are showing improvement by 
virtue of the fact that the distribution of predicted toughness values is being reduced. 
The method adopted for this work is different from the above in one key aspect; the 
database is used to establish the correct model by direct application of a prospective 
model and statistically assessing the quality of fit. As such, the Micro Arrest model 
has been applied with a subtle but crucial difference. The model as described in the 
literature assumes that the macro established arrest properties apply throughout the 
material of interest; this equates to sampling only one arrest toughness for a number 
of initiation events. This mimics the reality of arrest testing, where one arrest value 
will  be established for a specimen, and initiation testing, where only one value of 
initiation will be obtained.
There is  simply nothing else that  in the context  of  a description of  arrest  on the 
micro-scale can be done with the recorded macro arrest and initiation values and as 
such the Micro Arrest concept as applied in the literature is in a number of ways 
correct and certainly merits further investigation. The concept that initiation behaviour 
must be bounded by arrest affords several ways to interpret the data and is also 
highly applicable to any debate on the lower bounding toughness,  minK . The idea 
C - 60
Statistical Assessment of a Fracture Toughness Database
that  an  essentially  temperature  dependent  lower  bound  can  be  established  from 
macro measurements is appealing from the point of view of both probabilistic and 
deterministic assessments.
The model as applied in this work is equivalent to re-sampling the arrest toughness 
for  each  initiation  toughness,  i.e.  the  arrest  properties  required  are  those  in  the 
surrounding  grains  of  the  initiation  site,  not  the  average  or  best  performing 
microstructure for arrest in the material. The difference between the micro and macro 
descriptions  of  arrest  will  be  discussed  in  a  later  section  (C.6.5)  as  it  is  more 
pertinent to an understanding of the complete derived model. This method is more 
applicable  than the simulation  method described above as  the interaction  of  the 
arrest and initiation distributions can be calculated analytically; the probability that an 
arrest event will happen is simply the probability that the arrest toughness is higher 
than the initiation toughness.
The difference in modelling philosophies has generated a difference between the 
results of this work and that of previous studies of Williams et al [16]. It was hoped 
that application of the Micro Arrest model would be sufficient to produce a much-
improved goodness of fit of the overall model to the database. The results show that 
application  of  the  Micro  Arrest  model  using  the  macro  arrest  distribution  as 
established from the arrest Master Curve and the philosophy of apply arrest at the 
micro level as described above gives rise to an over-estimation of the Micro Arrest 
effect. The lower tail of Figure C-14 shows that more data points have been altered 
by the application of Micro Arrest than are required, hence more data lies below the 
5% than would be expected from the model. As stated earlier, in order to establish 
the true effect of the micro arrest mechanism on the transition toughness of low alloy 
steel the initiation model must be of the highest possible quality.
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C.6.4 Constraint Corrected Master Curve Weibull Shape Sensitivity 
Study
As stated above, the assumption of the Master Curve model that small scale yielding 
exists along the entire crack front is incorrect. In order to obtain truly representative 
toughness  values,  all  effects  of  using  specimens  that  simply  cannot  maintain 
constraint  for  high  toughness  materials  must  be  taken  into  account.   The  most 
complete model for  taking account  of  these effects is  the Nevalainen and Dodds 
constraint correction [11-12]; this yields vast improvements to the goodness of fit of 
the Master Curve model to the database. Application of this model correction rectifies 
the faulty assumption of the Master Curve.
The constraint correction model changes the specimen size and toughness scaling 
relationships by generating a corrected measured toughness and effective crack front 
length using a method described in B.2.5. Both of these parameters can then be 
used as direct replacements in the standard Master Curve method. The constraint 
correction must  be applied  in its entirety or  it  will  provide incorrect  or  misleading 
values  of  true  measured  toughness.  The  toughness,  calculated  via  J-integral,  is 
calculated as the true loading contributing to fracture experienced by the material at 
the crack tip, not the measured toughness obtained from experimental sensors. The 
volume scaling relationship is more complicated and requires brief discussion.
The volume scaling relationship proposed by Nevalainen and Dodds is very similar to 
the basic Master Curve; failure will initiate within a region ahead of the crack front, 
the volume of which is proportional to the applied stress intensity factor or J-integral. 
In the Master Curve method, this volume is not defined; for a scaling relationship the 
size of the volume is not important just that the relationship between relative volume 
change and toughness be known. This is one of the many reasons that the Master 
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Curve is easy to apply.  Calculating the volume is straightforward once the stress 
contour which defines this region is known; however, defining which stress contour 
controls fracture is very difficult.
The Nevalainen and Dodds model requires that the volume of interest be calculated. 
This follows from local approach modelling that a suitable multiple of the yield stress 
be chosen; a value of around three is commonly used. As the Nevalainen and Dodds 
model  normalises  the scaling  relationship  using  the yield  stress,  the  exact  value 
chosen  for  the  stress  contour  is  not  as  important  as  it  first  seems [17].  This 
normalisation  procedure  increases  the  applicability  of  the  model  by  using  a 
commonly available material parameter, yield stress, as an input to the correction. In 
effect, a similar situation to the basic Master Curve model exists; the ability to define 
the true process  volume is  not  as  important  as  knowing  the  scaling  relationship 
between the applied load and measured toughness.
The size scaling relationship used by the Nevalainen and Dodds correction is also a 
simplification  of  the  result  from  the  finite  element  simulations.  By  describing  an 
effective thickness calculated from the sampling volume the process is  simplified 
greatly but this may in fact be an oversimplification. The volume encompassed by the 
stress contour of interest may afford a better description, but again this introduces 
another parameter that must be known (which multiple of yield stress should be used 
to define the contour) in order to apply the model, which at the present time cannot 
be established. This is worthy of further examination but will require a fully validated 
physical model of the brittle fracture process to define the process volume.
The difference associated with the small change in Weibull shape from 4 to 4.2 when 
the constraint correction is applied in the analysis of the database may be a direct 
result of this simplified approach to size scaling. A simple reworking of Equation C-53 
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can be conducted, establishing that a difference of approximately 5% is required in 
the value of  effB  used for toughness calculations to provide a Weibull shape of 4. 
However,  this is only one of  a number of possible explanations for  the observed 
difference.
As discussed above, the inclusion of a lower bound into the Weibull distribution may 
have affected the Weibull shape required to model the data correctly. The curtailing 
of  the  lower  tail  requires  that  the  Weibull  shape  be  increased  slightly  to 
accommodate the tighter distribution of data. This difference would not be discernible 
to the naked eye on a probability plot, but is apparent from a review of the way the 
data would be clustered. In reality, the difference of including a lower limit or not to 
the where the data actually lie is unimportant. The development of a lower bounding 
toughness  is  more  important  for  the  application  of  such  models  in  safety 
assessments and is therefore a highly desirable trait of the Master Curve approach.
The data lend support to a lower bound by the simple fact that the data do not lie 
below  the  ascribed  lower  bound  defined  in  the  Master  Curve  method,  i.e. 
20 MPam0.5.  The  probability  of  obtaining  a  data  point  that  approaches  the  lower 
bound value is incredibly low considering either a two or three parameter Weibull 
distribution (the fP  of a two parameter distribution at 0T  for a value of 20 MPam0.5 is 
0.00266). The likelihood of generating any data in this region is therefore incredibly 
slight but may occur in the future with yet further test results. The inclusion of a lower 
bounding  value  at  present  makes  little  difference  to  the analysis  conducted  and 
therefore the increase in  Weibull  shape estimate is  unlikely  to be caused by the 
inclusion of a lower bound.
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The most likely cause of this difference is the constraint correction model used within 
the Nevalainen and Dodds model. It  has been noted that within the mid-transition 
region considered in this investigation, in the upper range of both temperature and 
toughness  this  area  of  the  plot  is  sparsely  populated  when  compared  to  the 
uncorrected data (see Figure C-12 and Figure C-18). In the upper transition region 
beyond that used for data fitting, the effect is more apparent. The paucity of data in 
this area indicates that the correction model is over adjusting the data to lower values 
than would be expected from the weakest link description.
The Nevalainen and Dodds model is for correction of large scale yielding only and 
does  not  take  account  of  another  very  important  mechanism  in  this  region;  the 
development of ductile tearing before brittle failure. This was explored in earlier work 
by Tang, Dodds and Anderson [18] and offers a highly plausible explanation for the 
effects  in  the  data  seen  here.  High  values  of  measured  toughness  are  also 
associated with significant ductile tearing preceding fracture. Ductile tearing affects 
the  fracture  process  in  a  number  of  ways.  First,  the  creation  of  ductile  fracture 
surfaces requires lots of energy in terms of both local plastic deformation and surface 
energy.  Second,  on  the length  scales  considered  here  the ductile  crack  initiates 
ahead  of  a  severely  blunted  notch;  the  sharp  ductile  tear  increases  constraint 
resulting in an increased stressed volume per applied external load.
The modelling process becomes further complicated when the sampled volume is 
considered. Initially, the stressed volume forms ahead of a very sharp fatigue crack; 
the volume grows with the increased application of external load until the loading limit 
of  the  specimen is  exceeded  with  the  application  of  further  external  load  barely 
affecting  the  stress  volume.  Upon  initiating  ductile  tearing  a  sharp  defect  is 
reintroduced  into  the  material  causing  the  stressed  volume  to  grow  yet  again. 
Compared to the stationary fatigue crack used to create the initial stressed volume, 
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the  ductile  tear  is  mobile,  progressing  into  the  material  as  the  applied  load  is 
increased.  The volume sampled by the defect  is then proportional  to the level  of 
ductile tearing and the load achieved at failure.
All  of  the  above  results  in  an  increase  in  the  true  toughness  measured  by  the 
specimen or,  in  simple terms,  the inclusion of  ductile  tearing will  result  in  higher 
values of constraint corrected toughness, and thereby repopulating the sparse area 
of the plot. This avenue of research appeared to be abandoned in the mid 1990s 
and,  unfortunately,  was  not  followed  up  therefore  the  complete  descriptions  of 
specimen loading as afforded by Nevalainen and Dodds do not exist. This would be a 
highly profitable area for further work and resolve a key issue with the application of 
the Master Curve; the use of a cleavage only model to describe data affected by 
ductile tearing.
The current  description  of  the  range  controlled  by  mid-transition  (cleavage  only) 
behaviour is temperature based, i.e.  5050 0 ≤−≤− TT  °C. A visual review of the 
data compared to the Master Curve shows that this is a reasonable approach; only 
when  the  data  are  examined  for  physical  effects  on  the  model  does  it  become 
apparent that this may just be happenstance. The physical effects of constraint loss 
and ductile tearing appear to be balanced such that a cursory review of the model 
shows that  it  is  acceptable;  only  a full  statistical  analysis  as conducted here can 
reveal that effects of constraint loss are more pervasive than originally considered.
Unfortunately the full effect of combining ductile tearing with constraint loss cannot be 
applied to the toughness database without  rerunning the finite element simulation 
used to determine the effect on the stressed volume ahead of the crack tip.  The 
groundwork  for  such simulations has been largely  conducted in  the literature but 
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would require significant academic input and time to realise. As such the constraint 
corrected  model,  as  used  in  this  investigation,  is  believed  to  provide  a  suitable 
cleavage only model for the assessment of the postulated Micro Arrest affect on data 
in the lower tail of the distribution. The effects of ductile tearing can be resolved by 
the censoring of data to a suitable bound of the upper shelf toughness; however, it is 
noted that a model of upper shelf toughness requires considerably more investigation 
before even a semi-empirical model can be established.
Again, the use of maximum likelihood methods allows the development of complex 
censoring  criteria  and  censoring  limits  for  a  number  of  parameters  can  be 
considered;  these  will  be  explored  in  a  later  section  on  recommended  ways  to 
process data to ensure that an accurate description of the data is realised.
 
Another important material assumption of the Nevalainen and Dodds correction is the 
application  of  the  Ramberg-Osgood model  of  tensile  behaviour.  For  this  work,  a 
hardening exponent of 10 has been applied to all materials, as this is believed to be 
broadly applicable to low alloy reactor pressure vessel steels. A suite of solutions for 
different hardening exponents would increase the accuracy of the method but would 
require that more material information be established for materials contained within 
the database; this is simply not possible without  access to archive materials.  The 
intention  is  to  make  the  overall  model  as  broadly  applicable  as  possible  while 
retaining  a  reasonably  accurate  description  of  the  failure  process  and  as  such 
selection of a hardening exponent of 10 is a sensible compromise.
C.6.5 Micro Arrest Extension to Constraint Corrected Model
Following work on application of the Micro Arrest model to the basic Master Curve 
model, it was concluded that the macro arrest distribution as a surrogate for arrest on 
the  microscale  was  an  over  estimation.  This  was  not  surprising,  as  the  arrest 
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properties  as  measured  in  macro  testing  are  not  entirely  applicable  on  the 
microstructural level. By considering what happens in an arrest test (see B.3), it is 
possible  to  establish  that  the  measured  value  of  a  macro  arrest  test  is  a 
measurement of the best arrest properties of that material;  or,  the reverse of the 
weakest link theory of brittle fracture.
As a fast moving cleavage crack propagates through a material certain regions may 
resist  propagation more than others; for instance, regions of fine-grained material 
increase the grain  boundary  density  and therefore  the number  of  deviations  and 
re-initiations that crack must complete to propagate. In heterogeneous materials, one 
component  may  also  simply  be  ‘too  tough’  for  cleavage  failure  at  the  test 
temperature, creating a ductile bridge across the crack front. These regions will act 
as barriers to the propagation of the crack front and may possibly lead to outright 
arrest if the crack has insufficient energy to cross or progress around one of these 
regions.  The crack is therefore arrested at  the microstructure offering the highest 
propagation resistance in the material and the measure of arrest toughness taken 
corresponds to upper tail of the arrest distribution of the material. It then follows that 
the macro distribution is a highest extreme value of the micro distribution.
Arrest on the microscale, or micro non-propagation, cannot therefore be controlled by 
the macro measured distribution. The micro arrest distribution must have a similar 
range to the macro distribution but be more tightly distributed at lower values. Again, 
the database has been used to infer the properties on the microscale by assessment 
of the goodness of fit of a model to the database. The model used does not require 
re-running of the database to establish reference temperatures for each change of 
the Micro Arrest model parameters, allowing much quicker progress to be made on 
the effect of changing these parameters on the resultant goodness of fit.
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In principle, it should be possible to establish the Micro Arrest model parameters from 
a knowledge of the other distributions; i.e. the failure distribution is a combination of 
the initiation and arrest distributions, if two are known the third can be calculated. In 
reality,  this  is  a  very complex  statistical  problem and there  is  currently  no direct 
solution for the model parameters. Instead the parameters have been established by 
a sensitivity study on the parameters of the log normal distribution used to describe 
arrest behaviour.
The choice of optimised parameters, and the reasons for leaving some parameters 
unchanged, require discussion. First, the unchanged parameters have been left at 
specific values, as it  is believed that these are physically important. As discussed 
above, it  is the belief  of the author that the macro measured arrest distribution is 
directly  related  to  the  micro  arrest  distribution  considered  here.  Therefore  the 
temperature dependence of both the macro and the micro distributions will be similar, 
hence  the  value  controlling  relative  temperature  dependence,  0.019,  remains 
unchanged.  An assumption,  however,  is  made on the scatter  of  the micro arrest 
distribution.  As no direct measurement of  the micro arrest  distribution is currently 
possible,  the  scatter  cannot  be  established;  the  same  scatter  of  18%  is  then 
assumed to apply to both distributions.
Secondly,  the  optimised  parameters  show a  number  of  interesting  features  that 
correspond  well  with  an  understanding  of  the  fracture  process.  Figure  C-23 
demonstrates  the temperature  dependence  of  the  optimised  Micro  Arrest  Master 
Curve  is  more  severe  than  the  Arrest  Master  Curve;  this  matches  theoretical 
expectations by increasing the overlap of arrest and initiation as relative temperature 
increases. Arrest is essentially the interaction of a ductile process impeding cleavage 
failure and therefore requires thermal  energy to allow dislocation movement.  The 
optimised parameters also afford only a small to negligible effect on data in the lower 
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half  of  the  relative  temperature  range  considered  in  this  investigation;  this  also 
corresponds  well  to  theoretical  understanding  as  the  likelihood  of  arrest  at  low 
relative temperatures is believed to be limited.
Of concern is the use of the Wallin  0T  to  IaKT  correlation utilised in the literature 
Micro Arrest model  [16] for a modified arrest distribution and also employed in this 
work. This relationship was established by data fitting to a database of initiation and 
arrest reference temperatures and therefore is fitted to macro arrest data. As yet, a 
testing  method  has  not  been  devised  which  will  accurately  establish  the  arrest 
toughness of a material  on a microscale and as such the micro arrest toughness 
cannot be measured and modelled in the same manner as macro arrest properties. It 
is therefore impossible to establish the same type of empirical correlation between 
initiation and micro arrest properties.
Following the logic that macro arrest properties represent the strongest link, or the 
highest extreme value, of the micro arrest properties, then the above concern can be 
mitigated.  The  correlation  that  applies  to  a  referencing  value  on  the  macro 
distributions will also apply to the correlation between macro and micro distributions, 
albeit to a different, but corresponding, reference value for the micro distribution. For 
example the macro distribution is referenced to an arrest toughness of 100 MPam0.5, 
this will correspond to an arrest toughness in the modified best fit distribution of 89 
Mpam0.5,  established  by  addition  of  the A and B model  parameters  (8 and 8, 
respectively).  Essentially  a further  expression  is  subsumed into the correlation  to 
accommodate the difference in the macro and micro arrest distributions. A similar 
definition  to  IaKT  can  be  created  to  correspond  to  the  temperature  at  which  the 
median micro arrest toughness is 89 Mpam0.5, to be known as T K Ima . 
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The combination of constraint correction and a modified micro arrest model produces 
an incredibly high 2χ  probability value, suggesting that the data are well represented 
by the applied model. This implies that the Master Curve model as it exists in the 
ASTM standard is broadly applicable but the use of small specimens requires further 
consideration  before  they are  used for  safety  critical  applications  or  the resulting 
measured toughness values can be corrected to true toughness values via use of the 
a constraint correction method. The method explored here has been found to be 
highly effective for cleavage only data; however, where ductile tearing effects may be 
prevalent, the correction method will generate overly conservative values.
The failure distribution, fP , of the data can therefore be established using the optimal 
parameters and input values established above for the initiation distribution, IP , and 
the micro arrest distribution, MAP , in the following expressions:
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The above expression can also be used to estimate bounds to the failure distribution. 
As the arrest distribution is described by a log-normal distribution the failure bounds 
cannot  be calculated analytically;  however,  a simple spreadsheet  can be created 
utilising  a numerical  solver  to  establish  the bounds of  the failure distribution  with 
ease.  Examples  of  the  failure  probability  bounds  for  a  typical  ASTM A508  type 
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material in start and end of life conditions is given in  Figure C-25 and Figure C-26, 
respectively. An extreme situation of an extended irradiation is given in Figure C-27 
more easily to show the differences between the small effect of micro arrest in the 
start of life condition and the effect of smaller difference between initiation and arrest.
The elastic and maximum values established from the constraint correction are also 
shown is these plots, these can be used to help define test programmes by selecting 
temperature  ranges  which  limit  the  expected  loss  of  constraint  and  improve  the 
likelihood  of  cleavage  failure  by  selection  of  a  test  temperature  lower  than  the 
corresponding  bound  of  interest.  The  probability  bounds  and  the  specimen 
measurement  limits  are  size  and  specimen  geometry  dependent  and  should  be 
established for the defect  size and loading condition of interest  to allow accurate 
predictions of failure probabilities.
C.6.6 General Concerns
Despite the clear statistical results of this investigation, a number of concerns remain 
with the assessment of the toughness database and the micro-mechanisms of failure 
assumed by the models employed. First, the data within the database used to test 
these assumptions may bias the optimised distribution parameters..
The database has been considered as a single entity for the purpose of assessing 
the  assumptions  of  the  Master  Curve  and  the  associated  extensions  and 
modifications pursued in this investigation.  One key assumption is that the failure 
mechanisms of low alloy steels are essentially the same for a range of compositions 
and processing histories that produce a ferritic microstructure. It has been noted in 
other work that the Master Curve has been applied to a relatively limited set of data 
and this investigation is constrained by that fact;  the model is semi-empirical  and 
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therefore  application  to  materials  outside  the  current  knowledge  base  is  not 
recommended without demonstration of compatibility.
When  the  Micro  Arrest  modified  shape  optimised  constraint  corrected  model  is 
considered, comparison of the histograms for data that fall below (see Figure C-28) 
and above (see Figure C-29) the reference temperature shows a few key differences. 
First, the lower temperature range data correspond very well to the model, as shown 
by  the  low  2χ  value  and  high  corresponding  probability  (104.042  and  0.371, 
respectively).  The  higher  temperature  range  shows  the  model  has  deficiencies, 
especially for data in the upper half of the distribution, ( ) %50>failiureP . The model 
considered in  this work does not  take account  of ductile  tearing, which would be 
prevalent  in this region.  Utilising a large scale yielding only correction model  has 
resulted in an over correction of these data causing more data to fall in the centre of 
the estimated distribution. The proportion of data above the reference temperature is 
approximately half the database, 2492 points or 50.4 % of all valid data and, as such, 
the effects of ductile tearing should be considered as a high priority for further work.
The failure mechanism of these materials is assumed to be the same; however, there 
may be  subtleties  in  the  behaviour  between  materials  that  at  present  cannot  be 
accommodated in the empirical model discussed above. The database used for data 
fitting in this investigation contains a significant number of dataset from high nickel 
(>1 wt%) materials. It would appear that these materials have a different temperature 
dependence than the standard Master Curve; the transition region is over a shorter 
range for these materials, therefore the temperature dependence is increased. These 
materials  have increased hardenability  over  lower  nickel  counter  parts  creating  a 
finer microstructure.
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It is possible that the finer structure will have an affect on the relative temperature 
dependence  of  these  materials.  The  above  observation  is  consistent  with  this 
experimental  work  and  it  is  conceivable  that  the  materials  used  to  establish  the 
original  Master  curve parameters were all  of  a  similar  grain size.  This  is  a good 
example of the fact that the Master Curve framework and the underlying assumption 
of a weakest link failure mechanism is correct but the parameters themselves may be 
more material dependent than first realised.
The inclusion of the high nickel data may have biased the results of this investigation 
but this is believed to have been a minimal effect or it  would be evident from the 
statistical assessment of the data. A difference, however, is noted between the lower 
and upper half of the relative temperature range considered in this investigation. This 
is most likely due to the inclusion of the high nickel data in this investigation; the 
higher levels of nickel suppress the ferrite nose during heat treatment giving a fine 
lath and packet structure. It should be remembered that this work is an assessment 
of the broad applicability of the Master Curve and the modifications created during 
this investigation and all available data has been used.
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C.7 Recommendations for Processing Data
As a result of this investigation, the follow recommendations are made in order to 
create  highly  accurate estimations  of  the cleavage  failure  probability  of  low alloy 
steels exhibiting a toughness transition and within the specified strength limitations of 
ASTM E1921-05 the following procedure should be followed.
1) Fracture  toughness  testing  of  the  material  should  be performed to  ASTM 
E1921-05 using a standard specimen geometry for which a Nevalainen and 
Dodds constraint correct exists. The largest possible test specimens should 
be tested in the lower half of the relative temperature range to reduce the 
effects of constraint loss.
2) The measured toughness,  JcK ,  should  be converted to a true toughness, 
0JK , utilising the appropriate large scale yielding correction parameters given 
in Table B-1.  The expressions are given below:
≤0σbJavg  limit of proportionality, 000 σσ bJbJ avg=  
>0σbJavg  limit of proportionality, ( )000 σσ bJfbJ avg=
where ( )0σbJf avg  takes the form: 
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Where the value of J avg /b0 is beyond the peak of the function to provide 
J 0/b0 , the value will be censored to the maximum  value of J 0/b0 .
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3) The  gross  specimen  thickness, iB ,  should  be  corrected  to  an  effective 
thickness,  effB ,  using the appropriate correction parameters given in Table 
B-2. The expression is given below:
0
2
10
σb
Jd
i
eff
avg
edd
B
B
+=
4) K J0 Beff should be size corrected utilising the effective thickness to generate 
K J0 B0 , which is used in subsequent calculations. The expression is given 
below:
K J0 B0=K minKJ 0Beff−K minBeffB0 
1
4
5) The  initiation  reference  temperature  should  be  calculated  by  maximising 
Equation C-31 with respect to 0T  with the following parameters:
a. 20min =K  
b. ( )[ ]0019.0exp7711 TT −+=α  
c. 35.4=β
d. censor data beyond ( )0.σbJMax avg
6) The  appropriate  arrest  reference  temperature,  T KIam ,  can  then  be 
calculated using the following expression:
T KIam−T 0=exp[5−T 0273136.1  y RT 660.3−Niwt%2.5 
2.91]
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7) The  failure  probability  bounds  can  be  estimated  using  a  spreadsheet 
containing a simple numerical  solver  that  accounts for  specimen size and 
geometry,  which  computes  the appropriate  level  of  K J0 B0 for  a  required 
probability bound of  P f ; the initiation and arrest probabilities distributions 
are given below:
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C.8 Conclusions
Statistical  modelling  of  the  transition  toughness  behaviour  of  low  alloy  pressure 
vessel steels has been conducted to establish if the current Master Curve approach 
for  the  generation  of  failure  probability  bounds  in  this  region  is  applicable  and 
accurate.  Two  additions  to  the  Master  Curve  modelling  approach  have  been 
considered to improve the accuracy and provide insights into the fracture process. A 
number of key points can be concluded from this examination:
1. The goodness of  fit  of  the basic  Master Curve model,  as found in  ASTM 
E1921-05, to a substantial toughness database is statistically poor, i.e. the 
established  2 probability  is  less  than 0.05.  The calculated  value  is  in-
fact ~0.
2. Improvements can be made to the goodness of fit of the Master Curve model 
by application of an optimised Weibull shape parameter of 3.5, highlighting an 
incorrect assumption of through thickness small scale yielding of the crack 
front.
3. Application of the Nevalainen and Dodds constraint correction to data before 
use  in  a  Master  Curve  framework  greatly  improves  the  quality  of  fit  by 
mitigating the faulty assumption of small scale yielding across the entire crack 
front.
4. Further improvements can be made to the goodness of fit with application of 
an optimised Weibull shape of 4.35 in the constraint corrected mode. This 
implies  that  the  assumed  shape  of  the  small  scale  yielding  used  for 
toughness and size-scaling relationships requires further work.
5. Application  of  the  modified  Microarrest  model  is  found  to  improve  the 
goodness  of  fit  yet  further.  The  new  parameters  of  the  arrest  model 
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correspond well to an understanding of the likely interaction between initiation 
and arrest.
6. The model is found to be lacking in regions of significant ductile tearing prior 
to cleavage failure and further work to understand the effects of tearing on 
fracture toughness measurements is strongly recommended.
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C.9 Further Work
The results of this work demonstrate that the Master Curve framework, though not 
the  assumptions  and  chose  parameters,  is  a  highly  accurate  description  of  the 
transition  toughness  of  a  broad range of  low alloy  steels.  As  determined  by  the 
analysis of a large database, the goodness of fit can be improved even further by the 
application of constraint correction and the Micro Arrest concept, pursued in this work 
by the application of a microscale arrest distribution, which can be established from 
the macro arrest properties of the material. However, a number of issues need to be 
resolved  to  yet  further  improve  the  understanding  and  physical  relevance  of  the 
model. First, the statistical model requires further refinements.
The reason for the optimised Weibull shape of 4.35, as opposed to that predicted 
from  theory  of  4,  has  not  be  definitively  established  in  this  work.  A  number  of 
explanations have been explored in the discussion of these results; the quantitative 
difference  caused  by  these  effects  need  to  be  explored.  Fundamental  to  an 
understanding of the application of a weakest link model is the inclusion of the offset 
parameter. As stated previously, the inclusion of an offset parameter,  minK , affects 
the distribution in a very subtle way and this requires further work to establish if a 
non-zero value is physically justified.  As minK  lies at the edge of the distribution in a 
region where there are very few data to allow testing of any hypothesis, it is difficult  
to determine if an offset is required at all or what value it should take. A complete 
statistical  analysis  of  the effect  of  an offset  could  be conducted using simulation 
methods.
Another  explanation  for  the  discontinuity  between  the  theoretical  and  optimised 
Weibull  shape may be due to  physical  effects  that  are  not  taken account  in  the 
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current  model.  It  could  simply  be that  the increased complexity  of  the  constraint 
corrected scaling model has resulted in mathematical changes to failure distribution 
assessed in this work. A review of small scale yielding within the constraint correction 
should reveal if the difference is purely geometric, i.e. the change in the shape of the 
small  scale  yielding  zone  due  to  large  scale  yielding  changes  the  size  scaling 
relationship from 4K  to 35.4K .
The effect of ductile tearing prior to cleavage failure is currently ignored in the model. 
This, of course, needs to be resolved before a non-conservative model of the mid 
and upper transition can be proposed. As seen in the results, application of a large 
scale yielding correction model only results in over correction of the data that would 
be  affected  by  pre-cleavage  crack  extension;  essentially  all  data  that  lie  in  the 
interaction zone between upper shelf behaviour and the transition. This zone extends 
well  into  the  transition  region  beyond  the  arbitrary  relative  temperature  cut  off 
designed to limit the effects of crack extension on the data. If a truly cleavage only 
model  is  required,  a further  censoring limit  of  a  suitable  probability  bound of  the 
upper shelf could be extended to the mid transition; this requires knowledge of the 
upper shelf toughness properties of a material, so at present cannot be applied to the 
current database.
The effect  of  ductility  can also be accounted for  by modelling  the effect  that  the 
growing ductile crack has on the stress state ahead of the advancing crack tip. Initial 
research in this area has shown that pre-cleavage crack extension increases the 
constraint and therefore the true toughness at the crack tip compared to the current 
corrected value. This would repopulate the region affected by ductile tearing on the 
plot of all data vs relative temperature. Establishing the true effect of pre-cleavage 
crack  extension  on  the  measured  values  of  toughness  is  complex,  both 
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philosophically and scientifically, and requires significant further work to understand 
how this can be quantified and applied.
A  model  of  the  effect  of  ductile  crack  extension  on  fracture  requires  detailed 
measurements  of  fracture  surface  topography  to  establish  the  necessary  input 
parameters.  The  pre-cleavage  crack  extension  measurements  available  in  the 
literature  are  of  variable,  and  quite  often,  insufficient  quality.  A  widely  accepted 
method is yet to be adopted to distinguish between the stretch zone caused by crack 
tip opening displacement  and the ductile  tear preceding fracture.  A full  review of 
available  techniques  is  required  to  establish  a  best  practice  method  for  future 
assessments,  such  that  sufficient  data  can  be  established  in  a  systematic  and 
standardised manner to truly explore the difference between the effect of the stretch 
zone,  which  controls  the  cleavage  only  toughness,  and  the  ductile  tear,  which 
controls the additional toughness afforded by the pre-cleavage crack extension.
An area of improvement for the optimisation of the statistical model will  be to use 
maximum likelihood as the comparative measure of goodness of fit. The use of 2χ  
has been very profitable; however, a number of undesirable features stem from its 
use, namely, the stepped output function of  2χ  value against the fitted parameter. 
This prevents the use of numerical optimisation techniques and forces the user to 
resort to sensitivity studies to established optimal parameters; numerical optimisation 
would allow the development of accurate predictions of the optimal parameters. As 
discussed previously, maximum likelihood methods are very powerful but require that 
a  likelihood  function  be  formed.  The  combination  of  a  Weibull  and  Log-normal 
distributions  in  the  failure  distribution  means that  the likelihood  function  is  highly 
complex and as yet has not been developed. This requires knowledge of probability 
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theory  and  statistics  far  beyond  the  author’s  ability  and  will  require  significant 
academic input to overcome.
The second major area of further work is the development of a proof of principle of 
the Micro Arrest concept beyond the statistical modelling adopted in this work. This is 
very difficult due to the rarity of such events and a full experimental procedure is yet  
to be developed. A simple test of the hypothesis would be the creation of a material 
at  the  extreme  of  the  current  database  that  should  demonstrate  a  high  overlap 
between initiation and arrest distributions. An assessment of the correlation shows 
that this material should have a high reference temperature and nickel content, and a 
low yield stress. Experience of these materials dictates that this would be a difficult 
material  to  produce  as  high  nickel  content  is  commonly  associated  with  good 
toughness and tensile properties. 
An alternative  is  the production  of  a  steel  within  which  the phase proportions  of 
tempered martensite and bainite can be controlled and suitably mixed. It would be 
expected that failure would initiate in the bainitic region and arrest in the martensitic. 
The initiation and arrest properties of each phase could be measured individually to 
provide baseline data to establish the level of overlap between each distribution. The 
phase proportions can then be varied to affect the probability of microarrest events 
and  test  hypotheses  on  the  predicted  number  of  events  for  given  conditions. 
Consideration of the location of microarrest events shows that these may not occur 
on the final crack plane and a suitable method of in-test detection, such as acoustic 
emission, should be employed to enable a test to be stopped and the microarrest 
events examined.
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C.10  Figures
a) Product Form Proportions in the Toughness Database
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Figure C-1 - Relative Proportions of a) Product Form and b) Irradiation Conditions
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Figure C-2 - Simplified Representation of Size Correction
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Figure C-3 - Right Censoring of Lifetime Data
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Figure C-5 - Typical Likelihood Surface for 2 Parameters
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Effect of Dataset Size on Single Temperature Error Function
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Figure C-6 - Effect of Dataset Size on the Single Temperature Error Function
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Plot of All Data Normailsed by Master Curve Reference Temperature
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Figure C-7 - All ASTM 1921-05 Data Normalised by Reference Temperature, 0T
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Histogram of All Data Compared to E1921-05 Probability Bounds
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Figure C-8 - Histogram of Actual to Expected Data for All ASTM E1921-05 Data 
Normalised by Reference Temperature, 0T
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Weibull Shape Low Compared to Data
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Weibull Shape High Compared to Data
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More data fall than predicted by the model in tails of the distribution giving a 
characteristic concave shape.
Figure C-9 - Effect of Weibull Shape on the Appearance of the All ASTM E1921-05 Data 
Histogram
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Figure C-10 - Effect of Scale Temperature Dependence on the Appearance of the All 
ASTM E1921-05 Data Histogram
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a) Effect of Weibull Shape on Goodness of Fit of a Shape Modified ASTM 
E1921-05 Model
100 bins, 99 Degrees of Freedom
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b) Effect of Weibull Shape on Goodness of Fit of a Shape Modified ASTM 
E1921-05 Model
50 bins, 49 Degrees of Freedom
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Figure C-11 - Effect of Weibull Shape on the Goodness of Fit Parameter, 2χ , for a 
Weibull shape modified ASTM E1921-05 model for a) 100 bins, and b) 50 bins
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Plot of All Data Normalised by Reference Temperature Using Shape Optimised Model
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Figure C-12 - Shape Optimised Model for All Data Normalised by Reference 
Temperature, 0T
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y = -9E-05x2 + 0.01x + 0.8062
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Figure C-13 - Histogram of Actual to Expected Data for Shape Optimised Model
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y = 0.0002x2 - 0.0226x + 1.4918
R2 = 0.2586
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Figure C-14 - Effect of Applying Micro Arrest Concept to ASTM E1921-05 Model
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Plot of All Data Normalised by Reference Temperature to Constraint Corrected Data
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Figure C-15 - Constraint Corrected Model for All Data Normalised by Reference 
Temperature, 0T
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y = -9E-05x2 + 0.01x + 0.8133
R2 = 0.1535
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Figure C-16 - Histogram of Actual to Expected Data for Constraint Corrected Model
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a) Effect of Weibull Shape on Goodness of Fit of a Constraint Corrected and Shape 
Modified Model
100 bins, 99 Degrees of Freedom
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b) Effect of Weibull Shape on Goodness of Fit of a Constraint Corrected and Shape 
Modified Model
50 bins, 49 Degrees of Freedom
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Figure C-17 - Effect of Weibull Shape on the Goodness of Fit Parameter, 2χ  , for a 
Weibull shape modified Constraint Corrected model for a) 100 bins, and b) 50 bins
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Plot of All Data Normalised by Reference Temperature to Shape Optimised Constraint 
Corrected Model
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Figure C-18 - Shape Optimised Constraint Corrected Model for All Data Normalised by 
Reference Temperature, 0T
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y = 1E-05x2 - 0.0021x + 1.0706
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Figure C-19 - Histogram of Actual to Expected Data for Shape Optimised Constraint 
Corrected Model
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Figure C-20 - Effect of Varying Arrest Model Parameters on the Goodness of Fit (χ2 
Probability) for the Shape Optimised Constraint Corrected Model
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Figure C-21 - Effect of Varying Arrest Model Parameters on the Goodness of Fit (χ2 
Probability) for the Shape Optimised Constraint Corrected Model for a) below 0T , and 
b) above 0T
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Figure C-22 - Comparison of Low and High Temperature Ranges, ( ) ( )00 TTpTTp >×<  
Each Normalised by Maximum Value
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Comparison of Arrest Model Parameters
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Figure C-23 - Comparison of Arrest Distribution Parameters
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Figure C-24 - Histogram of Actual to Expected Data for Micro Arrest Modified Shape 
Optimised Constraint Corrected Model
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Figure C-25 - Failure Tolerance Bounds Predicted from the Micro Arrest Constraint 
Corrected Model for Typical A508-3 in the Start of Life Condition
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Figure C-26 - Failure Tolerance Bounds Predicted from the Micro Arrest Constraint 
Corrected Model for Typical A508-3 in the End of Life Condition
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Figure C-27 - Failure Tolerance Bounds Predicted from the Micro Arrest Constraint 
Corrected Model for Typical A508-3 Following Extended Irradiation
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Figure C-28 - Histogram of All Below Reference Temperature Data Vs Expected for the 
Microarrest Constraint Corrected Model
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Figure C-29 - Histogram of All Above Reference Temperature Data Vs Expected for the 
Microarrest Constraint Corrected Model
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