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Abstract
Letf = x + H : Cn → Cn be a homogeneous polynomial map of degreed  2 andFA = y + (Ay)(d) :
CN → CN a power linear map such that f and FA are a generalized Gorni–Zampieri pair. We discuss the
relation between the nilpotency indices of JH and J (Ay)(d) and we show that f is linearly triangularizable
if and only if FA is linearly triangularizable. As a consequence, we show that a quadratic linear Keller map
FA = y + (Ay)(2) with nilpotency index three, i.e., (J (Ay)(2))3 = 0, is linearly triangularizable.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
Let F = (F1, . . . , Fn) : Cn → Cn be a polynomial map. The degree of F is defined by
degF = max1indegFi . F is called a Keller map if detJF is a nonzero constant, where JF =
(Fi/xj )1i,jn is the Jacobian matrix of F . The Jacobian Conjecture asserts that any Keller
map is invertible.
A polynomial map of the form F = x + H is called homogeneous of degree d if each Hi is
either zero or homogeneous of degree d . For a homogeneous polynomial map F = x + H , F is
a Keller map if and only if JH is nilpotent. The nilpotency index of the matrix JH (denoted by
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IndJH ), i.e. the minimal positive integer m such that JHm = 0, is also called the nilpotency index
of F . A polynomial map of the form FA = (x1 +
(∑n
j=1 a1j xj
)d
, . . . , xn + (∑nj=1 anjxj )d) is
called power linear of degree d , and A = (aij )n×n is called the coefficient matrix.
Bass et al. [1] showed that it suffices to investigate the Jacobian Conjecture for all cubic
homogeneous polynomial maps, i.e. homogeneous polynomial maps of degree 3. Furthermore,
Druz¨kowski [6] showed that it suffices to consider cubic linear maps, i.e. power linear maps of
degree 3.
Gorni and Zampieri [8] introduced a notion of “pairing” between cubic homogeneous poly-
nomial maps and cubic linear maps. The interest of the concept comes from the fact that it
constructs the connections between cubic homogeneous polynomial maps and cubic linear maps
and it preserves some important properties. We discuss it in detail in Section 2.
A polynomial map of the form (x1, . . . , xi−1, xi + a, xi+1, . . . , xn) is called elementary if
a ∈ C[x1, . . . , x̂i , . . . , xn]. A polynomial map is called tame if it is a composition of invert-
ible linear maps and elementary maps. A polynomial map F = x + H is called triangular if
Hi ∈ C[xi+1, . . . , xn] for 1  i  n − 1 and Hn ∈ C. A polynomial map F is called linearly
triangularizable if there exists an invertible linear map T such that T −1FT is triangular. A
linearly triangularizable map is tame. A tame polynomial map is invertible.
The tame generators conjecture asserts that any invertible polynomial map is tame. Shestakov
and Umirbaev [12,13] showed that the conjecture is false in dimension n = 3. Wang [17] proved
that any quadratic Keller map, i.e. a Keller map of degree 2, is invertible. Rusek [11] conjectures
that a quadratic Keller map in any dimension is tame. Note that a quadratic homogeneous Keller
map F = x + H is linearly triangularizable if n  4 or JH 2 = 0, n arbitrary; see [10,15]. Cheng
[3] showed that a quadratic linear Keller map FA is linearly triangularizable if corankA  1.
And Cheng [4] also showed that a power linear Keller map FA of degree d  2 with nilpotency
index 2 is linearly triangularizable. For studies of power linear maps we refer the reader to
[2,5,7,14].
In this short note, we first discuss some properties preserved by a generalized Gorni–Zampieri
pair, and using the results we show that a quadratic linear Keller map FA with nilpotency index 3
is linearly triangularizable. Certainly, the properties preserved by a generalized Gorni–Zampieri
pair are also of interest.
2. Preliminaries
From now on, we view the vectors in Cn as column vectors, and let x = (x1, . . . , xn)T, F =
(F1, . . . , Fn)T. Then a power linear mapFA=
(
x1+
(∑n
j=1 a1j xj
)d
, . . . , xn+
(∑n
j=1 anjxj
)d)
can be written as FA = x + (Ax)(d), where X(d) = (xdij ) denotes the dth Hadamard power of a
complex matrix (or vector) X = (xij ). Observe that J (Ax)(d) = ddiag(Ax)(d−1)A, where for a
vector α = (a1, . . . , an)T, diagα means the diagonal matrix with diagonal entries a1, . . . , an.
Now we give the notation and some basic facts about a generalized Gorni–Zampieri pair; for
details see [8,9] or [16, Section 6.4].
Definition 1. Let f = x + H : Cn → Cn be a homogeneous polynomial map of degree d  2
andFA = y + (Ay)(d) : CN → CN a power linear map of degreed withN > n. We say thatf and
FA are a generalized Gorni–Zampieri pair through the matrices B ∈ Mn,N(C) and C ∈ MN,n(C)
if
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1. f (x) = BFA(Cx)∀x ∈ Cn;
2. BC = In;
3. kerB = kerA.
Remark 2. Gorni and Zampieri [8] introduced the concept for d = 3. The authors [9] generalized
it to every integer d  2.
We can verify that f (x) = BFA(Cx)∀x ∈ Cn, if and only if H = B(ACx)(d). Observe that
BC = In and kerB = kerA implies that rankB = rankC = rankA = n.
For any homogeneous polynomial map of degree d  2, f = x + H : Cn → Cn, there exists
some N > n and a power linear map FA = x + (Ay)(d) : CN → CN , such that f and FA are a
generalized Gorni–Zampieri pair. Conversely, for any FA = y + (Ay)(d) : CN → CN with n :=
rkA < N , there exists a homogeneous polynomial map of degree d, f = x + H : Cn → Cn,
such that f and FA are a generalized Gorni–Zampieri pair.
A generalized Gorni–Zampieri pair preserves some important properties. For example, let
f = x + H and FA = y + (Ay)(d) be a generalized Gorni–Zampieri pair. Then
1. f is a Keller map if and only if FA is a Keller map; equivalently, JH is nilpotent if and
only if J (Ay)(d) is nilpotent.
2. f is invertible if and only if FA is invertible.
It is natural to consider the following problems:
Problem a. The relation between the nilpotency indices of JH and J (Ay)(d).
Problem b. If f is linearly triangularizable is equivalent to FA is linearly triangularizable?
We answer the problems in the following Theorem.
Theorem 3. Let f = x + H : Cn → Cn and FA = y + (Ay)(d) : CN → CN be a generalized
Gorni–Zampieri pair. Then
1. IndJ (Ay)(d) = IndJH + 1.
2. f is linearly triangularizable if and only if FA is linearly triangularizable.
By Theorem 3, we show that
Theorem 4. Any quadratic linear Keller map FA = y + (Ay)(2) with nilpotency index 3, i.e.,
(J (Ay)(2))3 = 0, is linearly triangularizable.
3. Proofs of main results
We begin with a lemma.
Lemma 5 [16, Lemma 6.4.4]. Let f = x + H : Cn → Cn and FA = y + (Ay)(d) : CN → CN
be a generalized Gorni–Zampieri pair through the matrices B ∈ Mn,N(C) and C ∈ MN,n(C).
Then ACB = A.
Proof of Theorem 3(1). Suppose f and FA are paired through the matrices B ∈ Mn,N(C) and
C ∈ MN,n(C). Then f (x) = BFA(Cx), BC = In and KerB = KerA. Thus
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x + H = B(Cx + (ACx)(d)) = x + B(ACx)(d)
and so H = B(ACx)(d). Since J (Ay)(d) = ddiag(Ay)(d−1)A,
JH = J (B(ACx)(d)) = BJ(Ay)(d)|y=CxC = dBdiag(ACx)(d−1)AC.
By Lemma 5, ACB = A. So for any positive integer k,
JHk = dkB(diag(ACx)(d−1)A)k−1diag(ACx)(d−1)AC,
and so
AC(JH)kB = dkA(diag(ACx)(d−1)A)k.
If (JH)k = 0, then A(diag(ACx)(d−1)A)k = 0. For any vector β ∈ CN,
(J (Ay)(d))k+1|y=β = (ddiag(Aβ)(d−1)A)k+1 = (ddiag(ACx)(d−1)A)k+1|x=Bβ = 0.
Thus (J (Ay)(d))k+1 = 0.
Conversely, if (J (Ay)(d))k+1 = 0, then
(J (Ay)(d))k+1 = dk+1diag(Ay)(d−1)A(diag(Ay)(d−1)A)k = 0.
Let Ai be the ith row of A, i = 1, . . . , N . Let D = A(diag(Ay)(d−1)A)k and Di be the ith row
of D, i = 1, . . . , N . Then Di = Ai(diag(Ay)(d−1)A)k. Since diag(Ay)(d−1)D = 0,
(Aiy)
d−1Di = (Aiy)d−1Ai(diag(Ay)(d−1)A)k = 0.
If Ai /= 0, then (Aiy)d−1 /= 0, and so Di = 0. If Ai = 0, then Di = Ai(diag(Ay)(d−1)A)k = 0.
It follows that D = A(diag(Ay)(d−1)A)k = 0. Then for any vector α ∈ Cn,
AC(JH)kB|x=α = dkA(diag(ACα)(d−1)A)k = dkA(diag(Ay)(d−1)A)k|y=Cα = 0.
So AC(JH)kB = 0. Since ACB = A and rankA = n, we have rankAC = rankB = n. Then
AC is left invertible and B is right invertible, and so (JH)k = 0.
Consequently, (JH)k = 0 if and only if (J (Ay)(d))k+1 = 0. Thus
IndJ (Ay)(d) = IndJH + 1. 
To discuss Problem b, we need the concept of strongly nilpotent Jacobian matrix. It was first
introduced by Meisters and Olech [10] in studying quadratic homogeneous polynomial maps and
van den Essen and Hubbers [15] generalized it to the following form and related it to the linearly
triangularizable polynomial maps.
Definition 6. Let H : Cn → Cn be a polynomial map and x[i] = (x[i]1 , . . . , x[i]n )T, i = 1, . . . , n,
vector variables. The Jacobian matrix JH is called strongly nilpotent if JH(x[1]) · · · JH(x[n]) =
0.
In fact, van den Essen and Hubbers proved the following result.
Theorem 7 [15, Theorem 1.6]. Let H : Cn → Cn be a polynomial map. Then JH is strongly
nilpotent if and only if f = x + H is linearly triangularizable.
By Theorem 7, to solve Problem b, it is sufficient to prove (or disprove) that JH is strongly
nilpotent if and only if J (Ay)(d) is strongly nilpotent.
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One can verify that JH is strongly nilpotent is equivalent to the following condition:
JH(x[1]) · · · JH(x[n]) = 0 for all x[1], . . . , x[n] ∈ Cn. The following lemma follows from
[15, Proposition 2.2].
Lemma 8. Let H : Cn → Cn be a polynomial map. If there exists some positive integer m such
that JH(x[1]) · · · JH(x[m]) = 0, then JH is strongly nilpotent.
Proof of Theorem 3(2). Suppose f and FA are paired through the matrices B ∈ Mn,N(C) and
C ∈ MN,n(C). Then H = B(ACx)(d).
It is sufficient to prove that JH is strongly nilpotent if and only if J (Ay)(d) is strongly nilpotent.
If JH is strongly nilpotent, then for any vectors α1, . . . , αn ∈ Cn, JH(α1) · · · JH(αn) = 0, i.e.,
(Bdiag(ACα1)(d−1)AC) · · · (Bdiag(ACαn)(d−1)AC) = 0.
For any vectors β0, . . . βn ∈ CN , take αi = Bβi , i = 1, . . . , n. Then
(Bdiag(Aβ1)(d−1)AC) · · · (Bdiag(Aβn)(d−1)AC) = 0,
and so
diag(Aβ0)(d−1)AC(Bdiag(Aβ1)(d−1)AC) · · · (Bdiag(Aβn)(d−1)AC)B = 0.
Then
(diag(Aβ0)(d−1)A)(diag(Aβ1)(d−1)A) · · · (diag(Aβn)(d−1)A) = 0.
So
J (Ay)(d)|y=β0J (Ay)(d)|y=β1 · · · J (Ay)(d)|y=βn = 0.
Thus J (Ay)(d) is strongly nilpotent.
Conversely, if J (Ay)(d) is strongly nilpotent, then for any vectors β1, . . . , βN ∈ CN ,
J (Ay)(d)|y=β1J (Ay)(d)|y=β2 · · · J (Ay)(d)|y=βN = 0.
For any vectors α1, . . . , αN ∈ Cn, take βi = Cαi, i = 1, . . . , N , then
(diag(ACα1)(d−1)A)(diag(ACα2)(d−1)A) · · · (diag(ACαN)(d−1)A) = 0.
So
JH(α1)JH(α2) · · · JH(αN)
= (Bdiag(ACα1)(d−1)AC)(Bdiag(ACα2)(d−1)AC) · · · (Bdiag(ACαN)(d−1)AC)
= 0.
By Lemma 8, JH is strongly nilpotent. 
Lemma 9 [10, Section 4]. Let f = x + H be a quadratic homogeneous Keller map with IndJH =
2. Then JH is strongly nilpotent.
Proof of Theorem 4. Let FA = y + (Ay)(2) with IndJ (Ay)(2) = 3. Let f = x + H be a qua-
dratic homogeneous polynomial map such that f and FA are a generalized Gorni–Zampieri
pair. By Theorem 3(1), IndJH = IndJ (Ay)(2) − 1 = 2. By lemma 9, JH is strongly nilpo-
tent. Then by Theorem 7, f is linearly triangularizable. Thus by Theorem 3(2), F is linearly
triangularizable. 
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