We present linear stability results based on the three-dimensional Stokes equations for chemically reacting, propagating fronts giving rise to an unstable density stratification in a Hele-Shaw cell. The results are compared with the experiments in M. Böckmann and S. C. Müller ͓Phys. Rev. Lett. 85, 2506 ͑2000͔͒, as well as with a corresponding linear stability analysis based on the Darcy equations that was performed in A. De Wit ͓Phys. Rev. Lett. 87, 054502 ͑2001͔͒. The reason for the good agreement between these earlier Darcy data and the experimentally observed growth rates is found in the relatively low experimental value of the Rayleigh number, Raϭ79, for which the flow is approximately of Poiseuille type. Already for Ra values as low as 300, we observe a discrepancy between the stability results based on the Darcy and Stokes equations, respectively, with the Darcy results overpredicting both the most amplified wavenumber, as well as the corresponding growth rate, by about a factor of two. This indicates that three-dimensional effects quickly gain importance as Ra increases, so that the stability analysis needs to be based on the full, three-dimensional Stokes equations. The stability results based on the Stokes equations furthermore demonstrate the stabilizing influences of both an increasing interfacial thickness, as well as increasing frontal propagation velocities, confirming the earlier Darcy-based findings by De Wit. An argument in terms of vorticity is forwarded to explain the latter effect. A more rapidly advancing front deposits vorticity over a wider layer of fluid particles, so that the concentrated regions of vorticity needed for rapid instability growth cannot form. Somewhat surprisingly, however, slowly propagating fronts are seen to be more unstable than nonreacting fronts of equivalent thickness, as the chemical reaction leads to the formation of more compact perturbations in the interfacial region.
I. INTRODUCTION
Chemically reacting, propagating fronts in Hele-Shaw cells play a prominent role in the conversion of monomers into polymers ͑e.g., Pojman et al., 1 Volpert et al., 2 and McCaughey et al. 3 ͒. In addition, they have gained importance in recent years as simple models for studying certain aspects of combustion phenomena ͑e.g., Professor P. Ronney's webpage http://cpl.usc.edu/liquid_flames/͒. De Wit 4 provides an overview over several investigations that have addressed the linear stability of such fronts. As she points out, their stability depends crucially on the width and the speed of the propagating front. Employing a cubic reaction term, she applies the framework of Darcy's equations in order to compare both instability growth rates, as well as the dominant wavelengths, with experimental investigations of iodatearsenous acid reaction fronts conducted by Böckmann and Müller 5 in the Hele-Shaw configuration. For earlier investigations regarding the stability of such propagating fronts in planar gaps and axisymmetric tubes, cf. Refs. 6 -8. For the parameter ranges in which the experiments by Böckmann and Müller 5 were conducted, the stability analysis by De Wit 4 yields reasonably good quantitative agreement. Along similar lines, Martin et al. 9 observe reasonably close agreement between a linear stability analysis based on the twodimensional Navier-Stokes-Darcy equations and a threedimensional lattice BGK simulation on one hand, and the experimental data of Ref. 5 With the above observations for nonreacting unstable density interfaces in mind, the question arises regarding the range of parameters for which the Darcy approach is applicable with respect to the stability of reacting fronts. In order to address this issue, the linear stability analysis by Graf et al. of the three-dimensional Stokes equations will be extended below to the case of reacting fronts. Its results will subsequently be compared with those of the Darcy approach, in order to establish the range of applicability. After establishing the governing equations along with the corresponding dimensionless parameters, we will separately investigate the influence of the Rayleigh number, the front thickness, and the front propagation velocity.
II. PHYSICAL PROBLEM AND GOVERNING EQUATIONS
The goal is to investigate the linear stability of an upward propagating, unstable density front that separates two chemically reacting fluids in a vertically oriented Hele-Shaw cell of gap width e, as sketched in Fig. 1 
A. Three-dimensional Stokes equations
We base the linear stability investigation on the threedimensional Stokes equations for incompressible flow. In following De Wit, 4 we assume the Boussinesq approximation, so that density variations enter only into the buoyancy term.
The two fluids are assumed to be miscible in all proportions. Under these conditions, we obtain for the conservation of mass, momentum and species
The dependent flow variables consist of the velocity u, the pressure p, and the concentration c of the heavier fluid 1. The density is taken to be a linear function of the concentration
whereas the viscosity and the diffusion coefficient D are considered constant. For the reaction term in the concentration equation we employ the same, cubic form as in the investigation by De Wit
In order to render the above set of governing equations dimensionless, we introduce a characteristic length L*, velocity U*, time T*, pressure P*, density difference R* and concentration c* as follows, cf. Graf et al.:
R*ϭ⌬, ͑10͒
c*ϭc 1 . ͑11͒
In a reference frame that moves upwards with the velocity v F of the chemical reaction front, we thus obtain the following set of dimensionless governing equations:
Here the Rayleigh number Ra Raϭ ⌬ge
provides a relative measure of the destabilizing buoyancy forces and the stabilizing effects of diffusion and viscosity. 
͑19͒

B. Linear stability problem
For fluid at rest everywhere, the system of dimensionless governing equations ͑12͒-͑14͒ gives rise to a steady base state concentration profile
We consider small perturbations to this base state of the form
By substituting the base state and the perturbations into the system of governing equations, subtracting out the base state, and linearizing, we obtain the following generalized eigenvalue problem:
for the growth rate and the eigenvector គ
This system is solved numerically in order to compute the eigenvalues along with the eigenfunctions û , v , ŵ , p , and ĉ as functions of the spanwise wave number ␤, for various combinations of Ra, ␣, and d. Towards this end, we employ an iterative Arnoldi-method, as implemented in the public domain software package ARPACK. Regarding numerical discretization, validation, and convergence acceleration, we follow the same steps as Graf et al. 11 It needs to be mentioned that converged results for both the eigenvalue as well as the eigenvector could not be obtained for all parameter combinations, which somewhat limited our ability to explore certain parts of the parameter space.
C. Darcy's law
For comparison purposes, we also implement the corresponding stability problem based on a Darcy description. We nondimensionalize the governing equations in the same way as above. After casting them in the familiar streamfunctionvorticity formulation, we obtain
For small perturbations of the form
Ј͑x,y,t ͒ϭ ͑ y ͒•sin͑ ␤x͒•e t , ͑28͒
cЈ͑x,y,t ͒ϭĉ ͑ y ͒•cos͑ ␤x͒•e t , ͑29͒
we again obtain a generalized eigenvalue system of the same form as in ͑22͒, with the eigenvector គ
͑30͒
This system can be solved numerically in complete analogy to the corresponding Stokes problem.
III. RESULTS
As validation of our linear stability solution procedures, we provide a comparison of a representative dispersion relation with corresponding experimental data of Böckmann and Müller. 5 These same experimental data also served for comparison with the stability results of De Wit. 4 The experimental parameters for this case are ⌬/ 1 ϭ1. 4 The present stability results based on the Stokes and Darcy approaches exhibit the same tendencies as observed earlier by Graf et al. 11 for the nonreacting case, in that both the growth rates as well as the wavenumbers of maximum and neutral growth are somewhat overpredicted by the Darcy approach, even at the present, moderate Ra value of O͑100͒. However, this Ra value is sufficiently small for the discrepancy between the Stokes and the Darcy results to be minor, which explains the good agreement found by De Wit 4 between her linear stability results based on the Darcy approach and the experimental data of Böckmann and Müller. 5 As a next step, we raise Ra, in order to check if the increasingly poor agreement between Darcy and Stokes results observed by Graf et al. for nonreacting flows at higher Ra translates to the chemically reacting case as well. Figure  3 presents Darcy and Stokes dispersion relations data for three different values of Ra. Notice that the front thickness as well varies with Ra. The figure clearly demonstrates that even at Ra values as low as 300, the discrepancy between Darcy and Stokes results is already significant. The Darcy results overpredict not only the maximum growth rate by a factor of two, but also the most amplified and the cutoff wavenumbers. This suggests that, as for nonreacting flows, three-dimensional effects quickly increase with Ra, so that the Poiseuille flow assumption underlying the Darcy approach for Hele-Shaw flows becomes less and less applicable. For this reason, in the following we will present exclusively data based on the linearized Stokes equations.
In order to assess the role that the front thickness plays in the growth of the interfacial instability, we keep the front velocity and the Rayleigh number at the constant values of v p ϭ6.5 •10 Ϫ2 and Raϭ120, respectively, while varying the thickness of the reaction front, cf. Fig. 4 . The stability data show an increasing front thickness to be stabilizing. This observation is in agreement with the findings of Graf et al. 11 for the nonreacting case, for both Darcy and Stokes based analyses. A direct comparison with the Darcy analysis of De Wit is not possible, since she does not present results for which the frontal propagation velocity is held constant. Figure 5 depicts Stokes based stability data for three different front propagation velocities, with Ra held constant at 120, and ⌬y F fixed at 1.8. The lowest front velocity is seen to result in the highest growth rate. This observation that the front velocity is stabilizing is in agreement with the corresponding Darcy results obtained by De Wit. 4 It can be understood in terms of the underlying vorticity dynamics, which drives the growth of the instability. Throughout the evolution of the flow, vorticity is generated and instantaneously ''deposited'' at those fluid elements that exhibit a horizontal density gradient, i.e., at those fluid elements located within the perturbed front. If the front propagates slowly, this vorticity has the opportunity to accumulate in a narrow region over time, so that regions of concentrated vorticity emerge that can effectively amplify the evolving instability. If, on the other hand, the front propagates more rapidly, fluid elements at which vorticity was deposited earlier will quickly be left behind by the front. Consequently, regions of concentrated vorticity do not form as effectively, which results in a less pronounced growth of the frontal instability. In other words, the faster the front propagates, the more spread out the overall vorticity field will become, so that the high vorticity concentrations needed for a rapid growth of the instability cannot be achieved.
On the basis of the above argument, one might assume that the case of the nonreacting front should then exhibit the fastest growth rate, because here the vorticity can accumulate in an ''optimal'' way. However, Fig. 5 demonstrates that the case of an identical front thickness, but without chemical reaction is characterized by growth rates that are lower than those of all three reacting cases. The explanation for this perhaps unexpected behavior can be found in the eigenfunctions for the nonreacting and reacting cases, displayed in Figs. 6 and 7, respectively. These show that, for identical front thicknesses, the chemical reaction counteracts the effects of diffusion, thereby giving rise to significantly more concentrated perturbations than the nonreacting case. As a result, for slowly propagating fronts the perturbation vorticity can become more concentrated than for the nonreacting case, thereby amplifying the instability more effectively.
IV. SUMMARY
For nonreacting, unstable miscible density interfaces in Hele-Shaw cells, Graf et al. 11 had found a growing discrep- However, already for Ra values as low as 300, we observed a significant discrepancy between the stability results based on the Darcy and Stokes equations, respectively, with the Darcy results overpredicting both the most amplified FIG. 5 . Effect of the front velocity on the instability growth rates, for constant front thickness and Ra value. Larger front propagation velocities are seen to lead to lower growth rates. This is due to the less pronounced accumulation of vorticity near the interface, as explained in the text, which prevents the effective amplification of the instability. On the other hand, the nonreacting flow with identical front thickness displays the lowest growth rates. wavenumber, as well as the corresponding growth rate, by about a factor of 2. This indicates that three-dimensional effects quickly gain importance as Ra increases, so that the stability analysis needs to be based on the full, threedimensional Stokes equations. The stability results based on the Stokes equations furthermore demonstrate the stabilizing influences of both an increasing interfacial thickness, as well as increasing frontal propagation velocities. A vorticity based argument is forwarded to explain the latter effect. Essentially, a more rapidly propagating front deposits vorticity over a wider layer of fluid particles, so that the concentrated regions of vorticity needed for rapid instability growth cannot form. Somewhat surprisingly, however, slowly propagating fronts are more unstable than nonreacting fronts of equivalent thickness, as the chemical reaction leads to the formation of more compact perturbations in the interfacial region.
