For given matrices A(s) and B(s) whose entries are polynomials in s, the validity of the following implication is investigated: 
O. t-+oo In 1914 E. Landau published a paper [3] of which one of the results can be stated as follows: "If f is twice differentiable on (0,00), lim f(x) exists x-+oo and f" is bounded, then lim f' (x) = 0". This work was inspired by a paper x-+oo [2] of C.H. Hardy and J.E. Littlewood in which almost the same result can be found, the only difference being the extra condition that f" is continuous. Still earlier, an analogous result was given in [1] , published in 1911.
There has been considerable interest since 1914 in quantitative results (i.e. results about order of growth and best constants), also initiated in [2] and [3] . For a survey see [4] .
Our aim is to generalize the qualitative results, mentioned at the beginning of this section, to vector functions and linear differential operators.
Specifically, we want to investigate questions of the following type: This problem will also be extended to the case where p, q and r are matrices with polynomial entries. A complete characterization is given of polynomial matrices for which the above question can be answered in the affirmative. Using this criterion, one can for instance answer questions like: If y and z are functions on [0,00) and y' -3y -z" + a (t + 00), y" -y + a (t + 00) and z is bounded, does it follow that z" + a (t + 00) ? (Here we assume that the derivatives mentioned exist.)
Our main results are given in Theorems 1 and 2. In section 2 these theorems are formulated and some examples are given.
The results will also have significance for the theory of observers of linear systems, and this will be reported upon in a subsequent paper.
RESULTS
In this paper~denotes the set of complex numbers,~+ the set of complex + 
REMARK. We actually have (3) (i)~(4) (i) and ( . This result is a consequence of Theorem 1 since, obviously, condition (3) is fulfilled iff (*) holds.
To prove this we introduce
,...
Then the result can be stated as follows: The fo~~owing statements ape equiva~ent.
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(2) (i) For every a E rrequation (*) has a solution .. z'"
0(1)
It is easily checked that conditions (3) of Theorem 2 are satisfied.
We remark that the above statement is not true if y' -3y -Z" = 0 is replaced by y' -3y -Z" = 0 (1) . For then condition (3) (iii) cannot be satisfied.
EXAMPLE 2.
Equation (*) reduces to NB + LC = I. We observe that B exists if s~~1, since det B = 1 -52. We will check condition (3):
maximal column rank for s = 1, hence has a left inverse with entries iñ
Obviously B is proper.
Let n~2 . . can be identified with f E C defined by f(t) = e (t > 0),
LEMMA 3.1-The following fo~statements are equivalent:
PROOF OF LEMMA 3.1. Obviously (1) .. (3) and (2)" (3).
Proof of (4)" (2). Suppose again that (s -a)u = pes) + v but now with vet) = 0(1) (t~00). A standard estimation procedure yields that
that Re a~O. Let v E C be defined by a) (t > 0). Clearly v E CO' and
The proof of (3) - (4), just given, has the following form:
A function u is given, analytic on (0,00) which proves I (4)" 3 u analytic on (0,00) 1(3)· Therefore Lemma 3.1 holds if V uEL is replaced by V u analytic on (0,00)' LEMMA 3.2. The following two statements are equivalent.
Proof of (2) .. (1) . I f Re a < 0 then ( 
• Since q(s) E Co and u E C b we must (1)
In both cases we can assume that u Proof. By Taylor's theorem there exists for every h > 0, t > 0 a number e E (0,1) such that
, and taking absolute values, we obtain Iy(t) I : : ; 2/K(t)M(t) = 0(1) (t -+ co).
REMARK. We obtain Landau I s result if we replace K(t) by 0(1) (t -+ co) and 
.
. i=l j=l
If all poles have the property mentioned in the lemma then clearly res) is a bounded function on (O,~).
Now suppose res)
•. ,n} , and Then we have + 0 (1) (T~00). The supposition that p~0 leads (by standard methods) to 
(2)
0,00 PROOF OF LEMMA 3.6. Obviously (1) * (3) and (2)" (3).
Proof of (4)" (1) •. ,Re an < O. (1) and i=1 j=1~J (2) follow by application of Lemma 3.1.
Proof of (3)* (4). Suppose that (3) holds. Then degree p(s)~degree q(s).
For assume that degree p(s) < degree q(s) =: n. Let v E C be such that For, let p = Pl/P 2 and q = Ql/q 2' where Pl,P2,Ql,Q2 are polynomials then the substitution u = P2(s)Q2(s)v reduces the rational case to the polynomial case.
REMARK. Several times we shall refer to Lemma 3.6 while we use in fact the following matrix-vector version the proof of which is obvious.
Let M(s) E~nxm(s).
Then the following four statements are equivalent.
The following elementary result in algebra will be instrumental for the proofs of our main results. (see [8J p. 58) If R is a PIO and S a muLtipLicative subset of R~ith 1 E sand 0 i s. 
PROOF OF THEOREM 1
We shall prove a slightly modified version of Theorem 1 in which (1 1 ), (1 2 ) and (1 3 ) are changed into n r A(s)u E Co~B(s)u E Co '
and (1 2 ) and (1 3 ) analogously. After the proof we shall explain why there is no loss in generality in doing so.
Furthermore, this modified Theorem 1 remains valid if A and B are rational, since this case can be reduced to the polynomial case by the substitution First part of the proof. The proof of (2)'" (3) is trivial.
Proof of (2).. (11 Proof of (11) At this stage we have proved the equivalence of (11)' (2), (3) and (4).
Second part of the proof. Proof of (13) .. (4) (ii). Replace (11) by (13) in the proof of (11)" (4) (ii) .
Now we can give the explanation promised at the beginning of this section.
The only place where could be loss of generality is in the proof of (1 3 ) ..
(4). In the proof of (1 3 )" (4) (i) we appeal to Lemma 3.6 which remains valid if V L is replaced by V
• (See the remark after the UE u analytic on (O,ro) proof of Lemma 3.6). In the proof of (13)" (4) (ii) we use (13) only for functions analytic on(O,ro).
PROOF OF THEOREM 2
Again, as in the proof of Theorem 1, there is no loss of generality in proving a slightly modified version of Theorem 2 in which (1) is changed as follows: we deduce (4) (i). rXn rXk Let a E IT. Then, by (3) (ii) there are matrices M(s) E <I: (s), N E <I: (s) r X 9. a a and L(s) E (s -a) <I:
and (4) (ii) follows by an application of Lemma 3.7.
Now we turn to the proof of (3) (iii) * (4) (iii). Without loss of generality we may assume that A(s), B(s), C(s) and E(s) are matrices over <1: 00 (s). (This can be achieved simply be dividing the matrices by a sufficiently large rxn rxk By (3) (iii) there are matrices M(s) E <I:
(s), N(s) E <1:
By an application of Lemma 3.7 we obtain
It follows that (4) (iii) holds. by showing that (1 ) .. (1) and \) clarifies the situation.
with a condition (4 ) which has the same form as (4) and in which A does not 
is similar.
Proof of (2) (A = 0)" (1) (A = 0). First we want to show the existence of a matrix N(s) E~rxk(s) 
We multiply on the right with p(s 
Completion of the proof of Theorem 2.
Lemma 5.1 enables us to transform conditions (4) of Theorem 2 into an equivalent set of conditions, which have the same form as (4) in which A = 0 and B is replaced by B(s), a matrix to be specified below. Denoting Trivially, (1 ) u E Co . U E: Co
