We clarify the physical origin of the discrepancy between recent purely perturbative and self-consistent calculations of the vertex correction in the spin-fermion model for cuprates. We argue that perturbative calculations substantially overestimate the strength of the vertex corrections at moderate couplings.
Several groups have studied whether the precursors of a strong vertex reduction can be seen already at optimal doping. At this doping level, the Fermi surface is large which implies that the precursors of the spin-density-wave state, which appear at strong coupling, have not been formed yet. In this situation, one can expect the expansion in the spinfermion coupling constant, g, to be at least qualitatively valid. One of us 4 and Altshuler et al. 5 have computed the vertex corrections in the spin-fermion model restricting with the corrections which logarithmically depend on the correlation length and assuming that the correlation length is large.
They found that the total vertex correction at small/ moderate doping is quite small numerically ͑see below͒ and also has a positive sign, i.e., vertex corrections actually slightly increase the pairing interaction. A small positive vertex correction was also found numerically by another one of us. 6 More recently, Amin and Stamp computed the lowestorder vertex corrections numerically, without assuming that the correlation length is large. 7 They found a much larger, negative value of the correction for the same g and argued that the origin of the discrepancy between their and earlier results [4] [5] [6] lies in their more accurate evaluation of the second-order diagram. We will argue in this paper that the reason for the discrepancy in fact has a physical rather than a numerical origin. To demonstrate this, we will first compute the vertex corrections analytically, and include terms beyond the logarithmic approximation. We will show that both our present and earlier results in fact yield roughly the same vertex correction ͑apart from the sign difference͒ as Amin and Stamp obtained provided we use the same values for both the coupling constant and the spin damping which they used. We will further argue that in optimally doped cuprates, the damping of spin fluctuations is predominantly due to the interaction between spins and low-energy fermionic excitations. In this situation, the actual spin damping has to be computed within the spin-fermion model, as was done in Refs. 4, 5. We will show that in order to obtain the experimentally measured value of the damping, one should either use a much smaller value of the coupling constant g or assume that even without spin-fermion interaction, the fermionic residue Z is smaller than one. Specifically, we will show that g eff ϭgZ has to be reduced by a factor of 0.28 to reproduce the measured damping rate. This in turn reduces the vertex correction ⌬gϰ(g eff ) 2 by an order of magnitude and brings it in agreement with earlier results. [4] [5] [6] The spin-fermion model describes fermions coupled to spin fluctuations by
Here g is the coupling constant, and i are the Pauli matrices. This model neglects the direct fermion-fermion interaction, which can be quite strong, and therefore is valid only near the Fermi surface where the electronic Green's function
, where ⑀ k ϭ⑀ k Ϫ, and Zр1 is a positive constant. The dispersion near the Fermi surface in optimally doped cuprates is assumed to be well described by ⑀ k ϭϪ2t(cosk x ϩcosk y )Ϫ4tЈ cosk x cosk y . The fermionic Z factor can be formally eliminated by introducing a new coupling constant g eff ϭgZ. Clearly, the reduction of Z just implies a reduction of the effective bare spin-fermion vertex which should still be considered as an input parameter for the spin-fermion model.
Further, we need the Hamiltonian for the localized spins. In general, it should have the form of some Heisenberg model from which one can extract the dynamical spin susceptibility (q, m ). The exact form of this Hamiltonian is however not known except very close to half-filling, where it reduces to a nearest-neighbor Heisenberg model. Away from half-filling, one can rely on a less justified but still physically plausible phenomenological approach in which one just assumes that the dynamical spin susceptibility is strongly peaked near the antiferromagnetic momentum Qϭ(,) and behaves at low energies as (q, m )ϭ Q / (1ϩ 2 q 2 ϩi͉ m ͉/ sf ). Here qϭqϪQ, is the magnetic correlation length, and sf ϰ Ϫ2 /␥ is a typical spinfluctuation frequency which is much smaller than any other energy scales in the problem due to the proximity to the antiferromagnetic instability.
The amplitude of the vertex correction depends on the value of the incoming and outgoing fermionic momentum. For the pairing mechanism in high T c , the most relevant interaction is between k points located such that both k and kϩQ are near the Fermi surface in which case both fermions have low energies. The points on the Fermi surface which are connected by Q are called ''hot spots.'' In our further considerations, we will focus on vertex corrections at these points. Monthoux 6 as well as Amin and Stamp 7 considered vertex corrections for other k points and found that the relative correction is the largest at the hot spots.
The second-order vertex correction is presented in Fig. 1 . The computation of the correction is tedious but straightforward: we expand the fermionic energies near hot spots as ⑀ k Ϫϭvkcos, ⑀ kϩQ Ϫϭvkcos"ϩ 0 )… where kϭk Ϫk 0 measures the deviation from a hot spot,
, and 0 is the angle between the normals to the Fermi surface at the hot spots ͑see Fig. 2͒ . For v x Ͼv y Ͼ0, 0 is given by 0 ϭ/2ϩ2 tan Ϫ1 v y /v x . Substituting the expansion for the energies into the vertex correction and performing the integration over k and , we obtain
where ␦ϭ sf /vϰ Ϫ1 Ӷ1. Notice that not only the term ϳln but also the -independent contribution to ⌬g are universal in the sense that they do not depend on the upper cutoff in the integration over k. Previous analytical calculations of the vertex correction 4 restricted with the ͉ln ␦͉ term only. We will see, however, that for the range of parameters relevant to cuprates both terms almost equally contribute to the vertex renormalization.
We now evaluate the vertex correction for the same experimentally motivated set of parameters as was used in Ref. 7, namely tϭ0.25 eV, tЈϭϪ0.45t, ͉͉ϭ1.46t, sf ϭ14 meV, ϭ2.5a, gϭ0.64 eV, Q ϭ80 states/eV, and Zϭ1. For this set of parameters we obtain 0 ϭ1.78 and ␦ϭ0.27. Evaluating the integral over , we find ⌬g/gϷ0.55 which is close to ⌬g/gϷϪ0.7 obtained by Amin and Stamp apart from the different overall sign which we discuss later. We see therefore that the discrepancy between Amin and Stamp and others is not associated with the accuracy of the calculations. In fact, if we computed ⌬g only with logarithmical accuracy, as was done in Refs. 4, 5, we would obtain an even larger value for ⌬g/g.
We now argue that the above results should be substantially scaled down. The point is that one has to carefully examine the physical origin of the spin damping. The damping which appears in Eq. ͑1͒ as an input parameter, is the bare damping due to a direct spin-spin interaction. It does not include the contribution from the interaction with low-energy fermions. This last contribution should be computed within the spin-fermion model of Eq. ͑1͒ by evaluating the imaginary part of the self-energy for the spin propagator shown in Fig. 3 . It is essential that this calculation does not take us outside the range of applicability of the spin-fermion model since the imaginary part of the self-energy is confined to fermionic excitations in the vicinity of the Fermi surface, where the spin-fermion model is valid.
In any case, near optimal doping, the damping due to the direct spin exchange is rather weak and is very likely to be overshadowed by the damping produced by the interaction with fermions. In other words, sf inferred from experiments is not the same as sf in the bare spin susceptibility. Indeed, one can include the renormalization of the damping into the vertex correction diagram of Fig. 1 by assuming that the wavy line already contains the full sf . 8 This was actually assumed in earlier studies. However, in adopting this approach, we still have to compute sf explicitly and see whether it agrees with the value inferred from experiment.
The computation of sf proceeds along the same line as the computation of the vertex corrections. We first observe that since sf is related to the damping at momentum transfer Q, the fermions in the particle-hole bubble are located near the hot spots, since otherwise they cannot simultaneously be close to the Fermi surface. We therefore can use the same expansion in k in the computations of sf as was used in the calculation of the vertex correction. We first compute the lowest-order self-energy diagram for the spin susceptibility. Evaluating the imaginary part of the diagram in Fig. 3 , we obtain sf ϭ
Using the same parameters as above, we obtain sf Ϸ1.06 meV which is more than ten times less than sf ϭ14 meV used in the above calculations of ⌬g/g. Let us suppose now that higher-order diagrams are irrelevant. In this situation, a way to restore the experimentally inferred value of sf is to assume that g eff is in fact different from g either because the actual interaction is weaker or because the fermions are not free particles, i.e., ZϽ1. Specifically, we need g eff ϭ0.28g to obtain the correct value of sf . In other words, the set gϭ0.64 eV and Zϭ1 is incompatible with the experimental value of sf .
We now observe that the same g eff also governs the strength of the vertex correction. Substituting g eff ϭ0.28g into Eq. ͑2͒, we immediately obtain ⌬g/gϷϩ0.04 for the same set of parameters as we used above. This value is indeed very small. Moreover, Eq. ͑2͒ is actually somewhat misleading as one could infer from it that the vertex correction scales with g eff . This is in fact true only for very small couplings when the damping due to the spin-fermion interaction is actually smaller than the one due to the direct spinspin exchange. At larger g eff , the dependence of the coupling constant in Eq. ͑2͒ is in fact eliminated since sf itself scales as (g eff )
Ϫ2
. Substituting Eq. ͑3͒ into Eq. ͑2͒, we obtain ne-
͑4͒
Notice that the correction is nearly universal-it depends only on 0 , but not on the fermionic velocity and the parameters of the spin susceptibility. Evaluating the vertex correction using Eq. ͑4͒, we indeed recover the same very small vertex correction as above. Note in passing that the very fact that the lowest-order vertex correction is small justifies, at least partly, the restriction with the lowest-order diagrams in the calculations of both ⌬g/g and sf as higher-order diagrams most probably contain higher powers of small ⌬g/g from Eq. ͑4͒.
The earlier analytical calculations of the vertex correction assumed that the system is at the edge of the antiferromagnetic instability, i.e., the correlation length is very large. It follows from Eq. ͑4͒ that since ␦ϰ sf ϰ Ϫ1 tends to zero, ⌬g diverges logarithmically. In this situation, higher-order corrections are indeed relevant. The higher-order vertex corrections were studied in Refs. 4, 5. It was found that the logarithms sum up to a power law, and the full vertex takes the form
where
We see that the full vertex diverges when the correlation length becomes infinite. However, ␤ is numerically quite small for all 0 ͑it varies between 1/16 and 1/8 for 0 between /2 and ͒ such that one needs to be very close to the transition point to observe the enhancement of the vertex. Besides, Eq. ͑5͒ is valid, for →ϱ, only if the antiferromagnetic transition occurs at small to moderate g, before selfenergy corrections produce any changes in the Fermi surface geometry. This last assumption is probably not satisfied in cuprates where the antiferromagnetic transition occurs very close to half-filling where g is already large and comparable to the Hubbard U. A somewhat different though conceptually similar calculation of the vertex correction was performed numerically by one of us. 6 In this approach, the bare fermions are considered as free particles, but the internal fermionic lines in Fig. 1 include self-energy corrections. For the above set of parameters, these self-energy corrections reduce the quasiparticle residue at the Fermi surface which in turn reduces the total vertex correction to ⌬g/gϳ0.04 consistent with our analytical results. Note in passing that the reduction of Z is consistent with photoemission data 10 which show that even at optimal doping, the spectral area of the quasiparticle peak is substantially reduced compared to the one for noninteracting electrons.
Finally, we want to discuss the overall sign of the vertex correction. We have already mentioned that the sign obtained in earlier calculations [4] [5] [6] and confirmed in this work is opposite to the one obtained by Amin and Stamp. Actually, a simple way to check the sign of the correction is to consider the limit where the coupling constant is much larger than the fermionic bandwidth, W. In this limit, the electronic structure develops precursors of the spin-density-wave ͑SDW͒ state, as two of us have recently demonstrated explicitly.
