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.2012.11.0Abstract In this article, the homotopy analysis method is applied to provide approximate solu-
tions for linear and nonlinear two-point boundary value problems of fractional order. The solution
was calculated in the form of a convergent power series with easily computable components. In this
method, one has great freedom to select auxiliary functions, operators, and parameters in order to
ensure the convergence of the approximate solution and to increase both the rate and region of con-
vergence. Numerical examples are provided to demonstrate the accuracy and efﬁciency of the pres-
ent method. Meanwhile, further iterations can produce more accurate results and decrease the
error.
 2013 Production and hosting by Elsevier B.V. on behalf of Ain Shams University.1. Introduction
Fractional differential equations (DEs) have received consid-
erable attention in the recent years due to their wide appli-
cations in the areas of applied mathematics, physics,
engineering, economy, and other ﬁelds. Many important
phenomena in electromagnetic, acoustics, viscoelasticity,
electrochemistry, and material science are well described by
fractional DE [1–7]. It is well known that the fractional or-
der differential and integral operators are non-local opera-
tors. This is one reason why fractional differentialBox, Al-Salt 19117, Jordan.
(O. Abu Arqub).
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10operators provide an excellent instrument for description
of memory and hereditary properties of various physical
processes. For example, half-order derivatives and integrals
proved to be more useful for the formulation of certain elec-
trochemical problems than the classical models [5–9]. An
excellent account in the study of fractional DEs can be
found in [10,11]. Motivated by increasing number of applica-
tions of fractional DEs, considerable attention has been gi-
ven to provide efﬁcient methods for exact and numerical
solutions of fractional DEs.
In general, most of fractional DEs do not have exact solu-
tions. Particularly, there is no known method for solving frac-
tional boundary value problems (BVPs) exactly. As a result,
numerical and analytical techniques have been used to study
such problems. It should be noted that much of the work pub-
lished to date concerning exact and numerical solutions is de-
voted to the initial value problems for fractional order
ordinary DEs. The theory of BVPs for fractional DEs has
received attention quiet recently. The attention drawn toin Shams University.
540 A. El-Ajou et al.the theory of existence and uniqueness of solutions to BVPs for
fractional order DEs is evident from the increased number of
recent publications. The reader is asked to refer [12–18] in or-
der to know more details about the fractional BVPs, including
its history and kinds, existence and uniqueness of solution,
applications and methods of solutions, etc.
The purpose of this article is to extend the application of
the homotopy analysis method (HAM) to provide symbolic
approximate solution for two-point BVP of fractional order
which is as follows:
DauðxÞ ¼ fðx; uðxÞ; u0ðxÞ; u00ðxÞ; . . . ; uðnÞðxÞÞ; a 6 x 6 b; ð1Þ
subject to the boundary conditions
uðiÞðaÞ ¼ ai; uðiÞðbÞ ¼ bi; i 2 f0; 1; 2; . . . ; k 1g; ð2Þ
and subject to the constraints conditions
k 1 < a 6 k; kP n;
#fai; big ¼ k; i 2 f0; 1; 2; . . . ; k 1g;
where DauðxÞ is the fractional derivative of order a of u(x) in
the sense of Caputo, n; k 2 N, # denote the number of ele-
ments, u(x) is an unknown function of independent variable
x to be determined, f : ½a; b  Rnþ1 ! R is nonlinear continu-
ous function of x, u(x), u0(x), u00(x), . . . , u(n)(x), and a, b, ai, bi
are real ﬁnite constants.
The numerical solvability of fractional BVPs and other re-
lated equations have been pursued by several authors. To men-
tion a few, in [12], the authors have discussed the Chebyshev
spectral method for solving equation D1:5 uðxÞ þ u00ðxÞþ
uðxÞ ¼ gðxÞ. Furthermore, the collocation-shooting method
is carried out in [13] for the fractional equation
D1:5 uðxÞ þ Au00ðxÞ þ BuðxÞ ¼ gðxÞ. The monotone iterative se-
quences method has been applied to solve the fractional equa-
tion DauðxÞ þ gðx; uðxÞÞ ¼ 0, where 1 < a 6 2 as described in
[14]. Recently, the piecewise polynomial collocation approach
for solving linear fractional BVP of the form D1:5 uðxÞþ
u00ðxÞ þ uðxÞ ¼ gðxÞ is proposed in [15]. However, none of pre-
vious studies propose a methodical way to solve fractional
BVP (1) and (2). Moreover, previous studies require more ef-
fort to achieve the results, they are not accurate, and usually,
they are suited for linear form of fractional BVP (1) and (2).
But on the other aspects as well, the applications of other
versions of series solutions to linear and nonlinear problems
can be found in [19–21], and for numerical solvability of differ-
ent categories of two-point BVPs, one can consult Refs.
[22,23].
The HAM, which proposed by Liao [24–29], is effectively
and easily used to solve some classes of linear and nonlinear
problems without linearization, perturbation, or discretization.
The HAM is based on the homotopy, a basic concept in topol-
ogy. The auxiliary parameter ⁄ and the auxiliary function H(x)
are introduced to construct the so-called zero-order deforma-
tion equation. Thus, unlike all previous analytic techniques,
the HAM provides us with a family of solution expressions
in auxiliary parameter ⁄. As a result, the convergence region
and rate of solution series are dependent upon the auxiliary
parameter ⁄ and the auxiliary function H(x), and thus can be
greatly enlarged by means of choosing a proper value of ⁄
and (or) H(x). This provides us with a convenient way to ad-
just and control convergence region and rate of solution series
given by the HAM.In the last years, extensive work has been done using HAM,
which provides analytical approximations for nonlinear equa-
tions. This method has been implemented in several differen-
tial and integral equations, such as nonlinear water waves
[27], unsteady boundary-layer ﬂows [28], solitary waves with
discontinuity [29], Klein-Gordon equation [30], fractional
initial value problems [31], fractional SIR model [32], BVPs
for integro-DEs [33], and others.
The organization of this paper is as follows: in the next sec-
tion, we present some necessary deﬁnitions and preliminary re-
sults that will be used in our work. In Section 3, basic idea of
the HAM is introduced. In Section 4, we utilize the statement
of the HAM for solving fractional BVPs. In Section 5, numer-
ical examples are given to illustrate the capability of HAM.
The discussion and conclusion are given in the ﬁnal part,
Section 6.
2. Preliminaries
The material in this section is basic in some sense. For the
reader’s convenience, we present some necessary deﬁnitions
from fractional calculus theory and preliminary results.
For the concept of fractional derivative, there are several
deﬁnitions. The two most commonly used are the Rie-
mann–Liouville and Caputo deﬁnitions. Each deﬁnition uses
Riemann–Liouville fractional integration and derivatives of
whole order. The difference between the two deﬁnitions is
in the order of evaluation. The Caputo fractional derivative
ﬁrst computes an ordinary derivative followed by a fractional
integral to achieve the desired order of fractional derivative.
The Riemann–Liouville fractional derivative is computed in
the reverse order. Therefore, the Caputo fractional derivative
allows traditional initial and boundary conditions to be in-
cluded in the formulation of the problem, but the Rie-
mann–Liouville fractional derivative allows initial conditions
in terms of fractional integrals and their derivatives. For
homogeneous initial condition assumption, these two opera-
tors coincide.
Deﬁnition 2.1. A real function f(x), x> 0 is said to be in the
space Cl; l 2 R if there exists a real number p> l, such that
f(x) = xpf1(x), where f1(x) 2 C[0,1) and it is said to be in the
space Cnl iff f
ðnÞðxÞ 2 Cl; n 2 N.
Deﬁnition 2.2. The Riemann–Liouville fractional integral
operator of order aP 0, of a function f(x) 2 Cl, lP 1 is
deﬁned as JafðxÞ ¼ 1CðaÞ
R x
0
ðx tÞa1fðtÞdt; a > 0; x > 0 and
J0f(x) = f(x), where C is the well-known Gamma function.
Properties of the operator Ja can be found in [4–7], we men-
tion only the following: for f 2 Cl, lP 1, a, bP 0, and
cP 1, we have JaJbf(x) = Ja+bf(x) = JbJaf(x) and
Jaxc ¼ Cðcþ1ÞCðaþcþ1Þ xaþc.
Next, we shall introduce a modiﬁed fractional differential
operator Da proposed by Caputo in his work on the theory
of viscoelasticity [4].
Deﬁnition 2.3. The fractional derivative of f 2 Cn1 in the
Caputo sense is deﬁned as DafðxÞ ¼ JnaDnfðxÞ; n 1 <
a < n; x > 0 and DafðxÞ ¼ fðnÞðxÞ; a ¼ n, where n 2 N and a
is the order of the derivative.
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DaJ
afðxÞ ¼ fðxÞ and JaDafðxÞ ¼ fðxÞ 
Pn1
k¼0f
ðkÞð0þÞ x
k!
; x > 0.
For mathematical properties of fractional derivatives and
integrals, one can consult the mentioned references.
3. Homotopy analysis method
The principles of the HAM and its applicability for various
kinds of DEs are given in [24–33]. For convenience of the read-
er, we will present a review of the HAM [24–29] then we will
extend the HAM to construct a symbolic approximate solution
to fractional BVPs.
To achieve our goal, we consider the following nonlinear
equation:
N½uðxÞ ¼ 0; xP a; ð3Þ
where N is a nonlinear operator and u(x) is an unknown func-
tion of independent variable x.
Let u0(x) denote an initial guess approximation of the ex-
act solution of Eq. (3), ⁄ „ 0 an auxiliary parameter, H(x) „
0 an auxiliary function, and L an auxiliary linear operator
with the property L[f(x)] = 0 when f(x) = 0. The auxiliary
parameter ⁄, the auxiliary function H(x), and the auxiliary
linear operator L play important roles within the HAM to
adjust and control the convergence region of series solution
[24].
Liao [24–29] constructs, using q 2 [0,1] as an embedding
parameter, the so-called zero-order deformation equation
ð1 qÞL½/ðx; qÞ  u0ðxÞ ¼ qhHðxÞN½/ðx; qÞ; ð4Þ
where /(x;q) is the solution of Eq. (3) which depends on ⁄,
H(x), L, u0(x), and q. When q= 0, the zero-order deformation
Eq. (4) becomes
/ðx; 0Þ ¼ u0ðxÞ; ð5Þ
and when q= 1, since ⁄ „ 0 and H(x) „ 0, the zero-order
deformation Eq. (4) reduces to
N½/ðx; 1Þ ¼ 0: ð6Þ
So, /(x; 1) is exactly the solution of the nonlinear Eq. (3).
Thus, according to Eqs. (5) and (6), as q increasing from 0
to 1, the solution /(x;q) various continuously from the initial
approximation u0(x) to the exact solution u(x).
Deﬁne the so-called mth-order deformation derivatives
umðxÞ ¼ 1
m!
@m/ðx; qÞ
@qm

q¼0
; ð7Þ
expanding /(x;q) in Taylor series with respect to the embed-
ding parameter q, using Eqs. (5) and (7), we obtain
/ðx; qÞ ¼ u0ðxÞ þ
X1
m¼1
umðxÞqm: ð8Þ
Assume that the auxiliary parameter, the auxiliary func-
tion, the initial approximation, and the auxiliary linear opera-
tor are properly chosen so that the power series (8) of /(x;q)
converges at q= 1. Then, we have under these assumptions
the series solution uðxÞ ¼ u0ðxÞ þ
P1
m¼1umðxÞ.
Deﬁne the vector ~unðxÞ ¼ fu0ðxÞ; u1ðxÞ; u2ðxÞ; . . . ; unðxÞg.
Differentiating Eq. (4) m-times with respect to embeddingparameter q, then setting q= 0 and dividing them by m!, using
Eq. (7), we have the so-called mth-order deformation equation
L½umðxÞ  vmum1ðxÞ ¼ hHðxÞRmð~um1ðxÞÞ;
m ¼ 1; 2; . . . ; n; ð9Þ
where vm = 1, m> 1 and v1 = 0 and
Rmð~um1ðxÞÞ ¼ 1ðm 1Þ!
@m1Nð/ðx; qÞÞ
@qm1

q¼0
: ð10Þ
For any given nonlinear operator L, the term Rmð~um1Þ can
be easily expressed by Eq. (10). Thus, we can gain u0(x),
u1(x), u2(x), . . . , un(x) by means of solving the linear high-or-
der deformation Eq. (9) one after the other in order. The
mth-order approximation of u(x) is given by
umðxÞ ¼Pmk¼0ukðxÞ.
It should be emphasized that the so-called mth-order
deformation Eq. (9) is linear, which can be easily solved by
symbolic computation software’s such as Maple or
Mathematica.
4. Solution of fractional two-point BVP by HAM
In this section, we employ our algorithm of the HAM to ﬁnd
out series solution for the fractional two-point BVP subject to
a given boundary conditions.
Accordingly, we extend the application of the HAM to
solve the following fractional problem
Na½uðxÞ :¼ DauðxÞ  fðx; uðxÞ; u0ðxÞ; u00ðxÞ; . . . ; uðnÞðxÞÞ;
a 6 x 6 b; ð11Þ
subject to the boundary conditions (2).
First of all, we assume that the nonlinear fractional Eq. (11)
satisﬁes the initial conditions u(i)(a) = ci, i= 0, 1, 2, . . . ,
k  1, where the unknown constants ci can be determined
later by substituting the boundary conditions u(i)(b) = bi,
i 2 {0, 1, 2, . . . , k  1} into the obtained solution. It is worth
noting that some of ci are known from the given initial
conditions.
According to the last description, the initial guess u0 will be
of the form u0 = u0(x;c0, c1, c2, . . . , ck1). If we take the aux-
iliary linear operator L ¼ Da; the Caputo fractional derivative
of order a> 0, then the so-called zero-order deformation
equation can be deﬁned as
ð1 qÞDa½/ðx; q; c0; c1; . . . ; ck1Þ  u0ðx; c0; c1; . . . ; ck1Þ
¼ qhHðxÞNa½/ðx; q; c0; c1; . . . ; ck1Þ: ð12Þ
Obviously, when q= 0, Eq. (12) reduces to /
(x;q,c0,c1, . . . ,ck1) = u0(x;c0,c1, . . . ,ck1). In this case, the
so-called mth-order deformation equation can be constructed
as
Da½umðx; c0; c1; . . . ; ck1Þ  vmum1ðx; c0; c1; . . . ; ck1Þ
¼ hHðxÞRmð~um1ðx; c0; c1; . . . ; ck1ÞÞ; ð13Þ
where
Rmð~um1ðx; c0; c1; . . . ; ck1ÞÞ
¼ 1ðm 1Þ!
@m1
@qm1
Na½/ðx; q; c0; c1; . . . ; ck1Þ

q¼0
: ð14Þ
542 A. El-Ajou et al.Operating the operator Ja; the inverse operator of Da to
both sides of Eq. (13), then the mth-order deformation equa-
tion will have the form
umðx; c0; c1; . . . ; ck1Þ ¼ vmum1ðx; c0; c1; . . . ; ck1Þ
þ hJa½HðxÞRmð~um1ðx; c0; c1; . . . ; ck1ÞÞ:
ð15Þ
So, the mth-order approximation of u(x) can be given as
umðxÞ ¼
Xm
k¼0
ukðx; c0; c1; . . . ; ck1Þ: ð16Þ
Finally, if we substitute the boundary conditions
u(i)(b) = bi, i 2 {0,1,2, . . . ,k  1} into Eq. (16), then we obtain
a system of nonlinear algebraic equations in the variables c0,
c1, c2, . . . , ck1 which can be easy solved using symbolic com-
putation software.
5. Numerical results and discussion
The HAM provides an analytical approximate solution in
terms of an inﬁnite power series. However, there is a prac-
tical need to evaluate this solution and to obtain numerical
values from the inﬁnite power series. The consequent series
truncation and the practical procedure are conducted to
accomplish this task, transforms the otherwise analytical re-
sults into an exact solution, which is evaluated to a ﬁnite de-
gree of accuracy. In this section, we consider four fractional
BVPs to demonstrate the performance and efﬁciency of the
present technique.
Throughout this paper, we will try to give the results of the
all examples; however, in some cases, we will switch between
the results obtained for the examples in order not to increase
the length of the paper without the loss of generality for the
remaining results.
Example 5.1. Consider the following Bagley–Torvik BVP:
D3=2 uðxÞ ¼ uðxÞ  u00ðxÞ þ x2 þ xþ
4ﬃﬃﬃ
p
p ﬃﬃﬃxp þ 3;
1 < a 6 2; 0 6 x 6 1; ð17Þ
subject to the boundary conditions
uð0Þ ¼ 1; uð1Þ ¼ 3: ð18Þ
According to our extension of the HAM, if we take the aux-
iliary function H(x) = 1, then the mth-order deformation Eq.
(15) becomes
umðx; cÞ ¼ vmum1ðx; cÞ þ hJ3=2½Rmð~um1ðx; cÞÞ;
where
Rmð~um1ðx; cÞÞ ¼ D3=2 um1ðx; cÞ þ um1ðx; cÞ þ u00m1ðx; cÞ
 x2 þ xþ 4ﬃﬃﬃ
p
p ﬃﬃﬃxp þ 3
 
ð1 vmÞ:
Choose the initial guess approximation as
u0(x;c) = x
2 + cx+ 1, which satisﬁes the initial conditions
u0(0;c) = 1 and u
0
0ð0; cÞ ¼ c. Then, the ﬁrst few terms of the
HAM solution for Eq. (17) according to these initial condi-
tions are as follows:u1ðx; cÞ ¼  h
6
ð1 cÞx3;
u2ðx; cÞ ¼ u1ðx; cÞ  h2ð1 cÞ 1
6
x3 þ 16
105
ﬃﬃﬃ
p
p x7=2 þ 1
120
x5
 
;
u3ðx; cÞ ¼ u1ðx; cÞ þ 2u2ðx; cÞ
 ð1 cÞh3 1
6
x3 þ 32
105
ﬃﬃﬃ
p
p x7=2 þ 1
24
x4 þ 1
60
x5

þ 128
10395
ﬃﬃﬃ
p
p x11=2 þ 1
5040
x7

;
..
.
and so on. To determine the value of c, we must chose a value
to the auxiliary parameter ⁄. It was proved that if we set
⁄= 1, then we have the Adomian decomposition method
(ADM) solution which is a special case of the HAM solution
[34,35]. Therefore, 1 is available value for ⁄. Now, substitute
⁄= 1 into the 3rd-order approximation of u(x) to get
u3ðx; cÞ ¼ 1þ cxþ x2 þ ð1 cÞ
 1
6
x3  16
105
ﬃﬃﬃ
p
p x7=2 þ 1
24
x4  1
120
x5

þ 128
10395
ﬃﬃﬃ
p
p x11=2 þ 1
5040
x7

: ð19Þ
Now, we determine an introductory value of a constant c by
substituting the boundary condition u(1) = 3 into Eq. (19) to
obtain c= 1. Hence, the exact solution for Eqs. (17) and
(18) will be u(x) = x2 + x+ 1.
Example 5.2. Consider the following nonlinear fractional
BVP:
DauðxÞ ¼ 2ðu0ðxÞÞ2  8uðxÞ; 1 < a 6 2; 0 6 x 6 1; ð20Þ
subject to the boundary conditions
uð0Þ ¼ 0; u0ð1Þ ¼ 1: ð21Þ
If we select the auxiliary function H(x) = 1, then according
to Eq. (15), the mth-order deformation equation can be given
as
umðx; cÞ ¼ vmum1ðx; cÞ þ hJa½Rmð~um1ðx; cÞÞ;
where
Rmð~um1ðx; cÞÞ ¼ Daum1ðx; cÞ þ 2
Xm1
i¼0
u0iðx; cÞu0m1iðx; cÞ
 	
þ 8um1ðx; cÞ:
Assuming the initial approximation of Eq. (20) has the form
u0(x;c) = cx which satisﬁes the initial conditions u0(0;c) = 0
and u00ð0; cÞ ¼ c. Consequently, the ﬁrst few terms of the
HAM solution for Eq. (20) according to these initial conditions
are as follows:
u1ðx; cÞ ¼ 2hCð2þ aÞ ½4cx
1þa þ c2ð1þ aÞxa;
u2ðx; cÞ ¼ u1ðx; cÞ þ 2ch
2
Cð2 aÞCð1þ aÞCð2þ aÞ
 ½4paða 1Þ cscðpaÞx1þa þ . . .;
..
.
Table 1 Numerical values of c at ⁄= 1 for different values
of a generated from the 7th-order approximation HAM
solution of u(x) for Eqs. (20) and (21).
Order of derivative a= 1.25 a= 1.5 a= 1.75 a= 2
c 0.014214 0.046539 0.115495 0.238885
Table 2 The valid region of the auxiliary parameter ⁄ for
different values of a derived from Fig. 1.
Order of
derivative
a= 1.25 a= 1.5 a= 1.75 a= 2
Valid region (0.85,0.15) (0.9,0.2) (0.95,0.3) (1,0.25)
Table 3 Numerical values of c for different values of a and ⁄
generated from the 7th-order approximation HAM solution of
u(x) for Eqs. (20) and (21).
a ⁄ c
2 0.5 0.873737
2 0.43 1.002362
1.75 0.32 1.113691
1.5 0.245 1.087526
1.25 0.175 1.173733
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ductory value of a constant c by substituting ⁄= 1 and the
boundary condition u0(1) = 1 into the obtained HAM solu-
tion. However, various values of c have been listed in Table 1
when a= 1.25, a= 1.5, a= 1.75, and a= 2 which are gener-
ated from the 7th-order approximation HAM solution of u(x).
The HAM yields rapidly convergent series solution by using
a few iterations. For the convergence of the HAM, the reader
is referred to [24]. According to [36], it is to be noted that the
series solution contains the auxiliary parameter ⁄ which pro-
vides a simple way to adjust and control the convergence of
the series solution. To this end, we have plotted the so-called
⁄-curves of u00(0.5) when a= 1.25, a= 1.5, a= 1.75, and
a= 2 in Fig. 1. In fact, the numerical values of c have been
identiﬁed previously in Table 1. So, the valid region for the val-
ues of ⁄ can be obtained directly by ⁄-curve which corresponds
to the line segment nearly parallel to the horizontal axis as
shown in that ﬁgure.
These valid regions have been listed in Table 2 for the var-
ious a in (1,2]. Furthermore, these valid regions ensure us the
convergence of the obtained series.
Our next goal is to show how the auxiliary parameter ⁄ af-
fects the value of the constant c. Table 3 shows some numerical
values of the constant c for different values of a and ⁄ which
generated from substituting the right boundary condition
u0(1) = 1 into 7th-order approximation HAM solution of
u(x).
As we mentioned earlier, the ADM is a special case of the
HAM when H(x) = 1 and ⁄= 1. Author in [37] constructed
the ADM solution of Eqs. (20) and (21) when a= 2, which
was the same solution as the HAM solution when H(x) = 1Figure 1 The ⁄-curves of u00 (0.5) which are corresponding to the
7th-order approximation HAM solution of Eqs. (20) and (21) at
different values of a: solid line: a= 1.25; dotted line: a= 1.5;
dash-dot-dotted line: a= 1.75; dash-dotted line: a= 2.and ⁄= 1. For this special case, the exact solution is
u(x) = x  x2. Fig. 2 shows the HAM solution of Eqs. (20)
and (21) for different values of ⁄ when a= 2. It is clear from
the ﬁgure that the HAM solution when ⁄= 0.43 is more
closed to the exact solution than the ADM solution. Therefore,
we can obtain an approximate solution with more accuracy by
choosing suitable values of the auxiliary parameter ⁄. It is evi-
dent that the overall error can be made smaller by computing
more terms of the HAM series solution.
Representation the 7th-order approximate HAM solution
of Eqs. (20) and (21) at different values of ⁄ and a mentioned
in Table 3 is depicted in Fig. 3. However, this ﬁgure shows the
correspondence between these solutions. It is worth mention-
ing that for various values of a, the values of ⁄ have been se-
lected such that the HAM solutions satisﬁes the given initial-
boundary conditions.
Example 5.3. Consider the following nonlinear fractional
BVP:Figure 2 Solutions of Eqs. (20) and (21) when a= 2: dash-
dotted line: ADM (HAM) at ⁄= 1 and c= 0.238885; dash-dot-
dotted line: HAM at ⁄= 0.5 and c= 0.873737; dotted line:
HAM at ⁄= 0.43 and c= 1.002362; solid line: exact solution.
Table 4 Numerical values of c1 and c2 at ⁄= 1 for different
values of a and c generated from the 6th-order approximation
HAM solution of u(x) for Eqs. (22) and (23).
a c c1 c2
3 0 0.326056 0.154811
3 2 0.593535 0.584094
3 4 0.841203 0.806600
3 6 0.762626 0.601025
2.75 4 0.604612 0.481414
2.50 4 0.404940 0.241865
2.25 4 0.184292 0.069527
Figure 4 HAM solutions of Eqs. (22) and (23) at ⁄= 1 when
a= 3 and for different values of c: solid line: exact solution;
dotted line: HAM at c= 4; dash-dotted line: HAM at c= 6; dash
line: HAM at c= 2; dash-dot-dotted line: ADM (HAM) at c= 0.
Figure 3 HAM solutions of Eqs. (20) and (21) at different values
of a and ⁄: dash-dotted line: a= 1.25 and ⁄= 0.175; dash-dot-
dotted line: a= 1.5 and ⁄= 0.245; dotted line: a= 1.75 and
⁄= 0.32; solid line: a= 2 and ⁄= 0.43.
544 A. El-Ajou et al.DauðxÞ ¼  ð1þ xÞuðxÞ þ 6ðu00ðxÞÞ2 þ x;
2 < a 6 3; 0 6 x 6 1; ð22Þ
subject to the boundary conditions
uð0Þ ¼ 0; u0ð1Þ ¼ 0:25; u00ð1Þ ¼ 0:25: ð23Þ
Select the auxiliary function H(x) = xc, c> 1. Then
according to Eq. (15) the mth-order deformation equation is
umðx; c1; c2Þ ¼ vmum1ðx; c1; c2Þ þ hJa½xcRmð~um1ðx; c1; c2ÞÞ;
where
Rmð~um1ðx; c1; c2ÞÞ ¼ Daum1ðx; c1; c2Þ þ ð1þ xÞum1ðx; c1; c2Þ
 6
Xm1
i¼0
u00i ðx; c1; c2Þu00m1iðx; c1; c2Þ
 	
 xð1 vmÞ:
Choose the initial guess approximation as u0ðx; c1; c2Þ ¼
c1xþ 12 c2x2, which satisﬁes the initial conditions
u00 ð0; c1; c2Þ ¼ c1 and u000 ð0; c1; c2Þ ¼ c2. Using the previous
iteration formula, we can directly obtain the following approx-
imation terms of the HAM solution for Eqs. (22) and (23):
u1ðx; c1; c2Þ ¼ hxcþa 6c
2
2Cð1þ cÞ
Cð1þ cþ aÞ þ
ð1 c1ÞCð2þ cÞ
Cð2þ cþ aÞ x

 3c1Cð3þ cÞ
2Cð3þ cþ aÞx
2  c1Cð4þ cÞ
2Cð4þ cþ aÞx
3

;
u2ðx; c1; c2Þ ¼ u1ðx; c1; c2Þ
þ h2 12c2Cð1þ aÞCð2þ cÞCð2cþ aÞ
CðaÞCð2ðcþ aÞÞCð2þ cþ aÞ x
2cþ2a1 þ . . .
 
;
..
.
and so on. To ﬁnd the numerical values of constants c1 and c2,
substitute ⁄= 1 and the boundary conditions u0(1) = 0.25
and u00(1) = 0.25 into the 6th-order approximation HAM
solution of u(x). However, various values of these constants
have been listed in Table 4 for different values of a and c.
Next, we show how the parameter c in the auxiliary func-
tion H(x) affects the solutions. As a special case, if a= 3, then
Eqs. (22) and (23) have the exact solution uðxÞ ¼ x
1þx. Fig. 4shows the 6th-order approximation HAM solution of Eqs.
(22) and (23) at ⁄= 1 when a= 3 and for different values
of c. It is clear from the ﬁgure that the best solution is obtained
when c= 4. Also, from that ﬁgure, we can conclude that if we
select a suitable value of the auxiliary function H(x), then we
may obtain a series solution which is closed to the exact solu-
tion and may accelerate the rapid convergence of the series
solution.
Fig. 5 shows a comparison between the HAM solution of
Eqs. (22) and (23) at ⁄= 1 and c= 4 for different values
of a obtained from the 6th-order approximation HAM solu-
tion of u(x). From this ﬁgure, we can conﬁrm that the solution
is continuously depends on the fractional derivative a, where
2 < a 6 3.
Example 5.4. Consider the following nonlinear fractional
BVP:
DauðxÞ ¼ u2ðxÞ  x10 þ 4x9  4x8  4x7 þ 8x6  4x4
þ 120x 48; 3 < a 6 4; 0 6 x 6 1; ð24Þ
subject to the boundary conditions
uð0Þ ¼ 0; u0ð0Þ ¼ 0; uð1Þ ¼ 1; u0ð1Þ ¼ 1: ð25Þ
If we select the auxiliary function as H(x) = 1, then accord-
ing to Eq. (15) the mth-order deformation equation will be
Figure 5 HAM solutions of Eqs. (22) and (23) at ⁄= 1 when
c= 4 and for different values of a: solid line: a= 3; dotted line:
a= 2.75; dash-dotted line: a= 2.5; dash-dot-dotted line: a= 2.25.
Table 5 Numerical values of c1 and c2 at ⁄= 1 for different
values of a generated from the 3rd-order approximation HAM
solution of u(x) for Eqs. (24) and (25).
a c1 c2
4 3.999990 4.0869 · 106
3.5 6.759610 3.287180
3.75 4.992550 0.755718
3.25 9.641795 8.650150
Figure 6 Exact error of u3HAMðxÞ for Eqs. (24) and (25) at
⁄= 1 when a= 4.
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where
Rmð~um1ðx; c1; c2ÞÞ ¼ Daum1ðx; c1; c2Þ

Xm1
i¼0
ðuiðx; c1; c2Þum1iðx; c1; c2ÞÞ
 ðx10 þ 4x9  4x8  4x7 þ 8x6  4x4
þ 120x 48Þð1 vmÞ:
Choose the initial guess approximation to be
u0ðx; c1; c2Þ ¼ 12 c1x2 þ 16 c2x3 which satisﬁes the initial condi-
tions u00(0;c1,c2) = c1 and u000(0;c1,c2) = c2. Using the previous
iteration formula, we can directly obtain the following approx-
imation terms of the HAM series solution for Eq. (24) subject
to these initial conditions:
u1ðx; c1; c2Þ ¼ 2hxa Cð5ÞCð1þ aÞ 
Cð6Þ
2Cð2þ aÞx
3 16 c21
 	
2Cð5þ aÞ x
4

 10c1c2
Cð6þ aÞx
5  10 96þ c
2
2
 	
Cð7þ aÞ x
6  2Cð8Þ
Cð8þ aÞx
7
þ 2Cð9Þ
Cð9þ aÞx
8  2Cð10Þ
Cð10þ aÞ x
9 þ Cð11Þ
Cð11þ aÞx
10

;
u2ðx; c1; c2Þ ¼ u1ðx; c1; c2Þ
þ h2xa1  1728pcscðpaÞ
Cð4 aÞCða 3ÞCð1þ aÞ þ   
 
;
..
.
and so on. Similar to the previous discussion, one can substi-Figure 7 HAM solutions of Eqs. (24) and (25) at ⁄= 1 and for
different values of a: solid line: a= 4; dotted line: a= 3.75; dash-
dot-dotted line: a= 3.5; dash-dotted line a= 3.25.tute ⁄= 1 and the boundary conditions u(1) = 1 and
u0(1) = 1 into the 3rd-order approximation HAM solution of
u(x) to obtain various values to the constants c1 and c2. Any-
way, various numerical values of c1 and c2 have been listed in
Table 5 for different values of a.
To show the accuracy of the present method for Eqs. (24)
and (25), we report the exact error, Ex, which is deﬁned as
ExðxÞ :¼ uExactðxÞ  umHAMðxÞ
 , where a 6 x 6 b, uExact is the
exact solution, and umHAM is the mth-order approximation of
u(x) obtained by the HAM.As a special case when a= 4, Eqs. (24) and (25) have the
exact solution u(x) = x5  2x4 + 2x2. Fig. 6 shows the exact
error for 3rd-order approximation HAM solution of Eqs.
(24) and (25) at ⁄= 1 when a= 4. It is clear from the ﬁgure
that the HAM solution of u(x) admits the exact solution of the
problem.
Fig. 7 shows the 3rd-order approximation HAM of Eqs.
(24) and (25) at ⁄= 1 and for different values of a. Also,
as shown in Example 5.3, the solutions continuously depend
on the fractional derivative a, where 3 < a 6 4.
546 A. El-Ajou et al.6. Discussion and conclusion
The main concern of this work has been to propose an efﬁcient
algorithm for the solution of linear and nonlinear fractional two-
point BVPs. The goal has been achieved by extending the HAM
to solve this class of BVPs.We can conclude that theHAM is pow-
erful and efﬁcient technique in ﬁnding exact solutions as well as
approximate solutions for linear and nonlinear fractional two-
point BVPs. The proposed algorithm produced a rapidly conver-
gent series by choosing suitable values of the auxiliary parameter
⁄ and the auxiliary functionH(x).After computing several approx-
imants and using the boundary conditions at the boundary
points, we can easily determine the solution.
There are three important points to make here. First, the
HAM provides us with a simple way to adjust and control
the convergence region of the series solution by introducing
the auxiliary parameter ⁄ and the auxiliary function H(x).
Second, the comparison of the result obtained by the HAM
with that obtained by the ADM reveals that HAM is very
effective and convenient in nonlinear cases. Finally, the
HAM requires less computational work. This conﬁrms our
belief that the efﬁciency of our technique gives it much wider
applicability for general classes of linear and nonlinear frac-
tional DEs.
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