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ELECTRODYNAMICS FROM NONCOMMUTATIVE GEOMETRY
KOEN VAN DEN DUNGEN AND WALTER D. VAN SUIJLEKOM
Abstract. Within the framework of Connes’ noncommutative geometry, the notion of an
almost commutative manifold can be used to describe field theories on compact Riemannian
spin manifolds. The most notable example is the derivation of the Standard Model of high
energy physics from a suitably chosen almost commutative manifold. In contrast to such a
non-abelian gauge theory, it has long been thought impossible to describe an abelian gauge
theory within this framework. The purpose of this paper is to improve on this point. We
provide a simple example of a commutative spectral triple based on the two-point space, and
show that it yields a U(1) gauge theory. Then, we slightly modify the spectral triple such that
we obtain the full classical theory of electrodynamics on a curved background manifold.
1. Introduction
The framework of Connes’ noncommutative geometry [7] provides a generalization of ordinary
Riemannian geometry. Within this framework, the notion of an almost commutative manifold
(or an almost commutative geometry [12]) can be used to describe gauge field theories on
Riemannian spin manifolds. Following a series of articles starting with [9, 1, 2] this led in [3] to
a noncommutative geometrical description of the full Standard Model of high energy physics,
including the Higgs mechanism and neutrino mixing. In fact, a non-abelian SU(N)-Yang–Mills
gauge theory can be described simply by considering matrix-valued functions on a background
Riemannian manifold M . A key role is played by the adjoint action of the group of unitary
matrices on M : it acts as PSU(N) for N the rank of the matrices.
This approach immediately raises a problem if one wishes to describe abelian gauge theories,
since PSU(N) is trivial if N = 1. In fact, it was long believed to be impossible to describe
abelian gauge theories within the framework of noncommutative geometry. In this paper, we
show that it is very well possible, and we construct a spectral triple (i.e. a noncommutative
manifold) that describes a U(1)-gauge theory and even the full theory of electrodynamics.
In [13, Sect. 9.3] it is claimed that for commutative algebras the gauge fields (and hence
the gauge group) are trivial. The proof is based on the claim that the left and right action
appearing in the adjoint action can be identified for a commutative algebra. Though this claim
holds in the case of the canonical triple describing a Riemannian spin manifold, it need not be
true for arbitrary commutative algebras. The almost commutative manifold given in Section 3
below provides a counter-example.
This paper is organized as follows. We start by reviewing some definitions and results from
noncommutative geometry, specializing to the case of almost commutative manifolds. We pay
special attention to the form of the gauge group for such manifolds. Then, in Section 3 we
consider the product of spacetime with a two-point space, however, from a noncommutative
point of view, tracing back to the early noncommutative models [9]. Essentially, the Riemann-
ian geometry of the product is the usual (commutative) one, but the spin (KO) dimension is
different, very similar to [3].
In Section 4 we will show how the above example can be modified to provide a description of
one of the simplest examples of a gauge theory in physics, namely electrodynamics. Because of
its simplicity, it helps in gaining an understanding of the formulation of gauge theories in terms
of almost commutative manifolds, and it provides a first step towards an understanding of the
derivation of the Standard Model from noncommutative geometry [3].
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2. Spectral triples and gauge symmetry
2.1. Spectral triples. In this section we shall briefly recall the notion of spectral triples. We
shall follow the definitions as they appear in [10, Ch. 1, §10], for more details we refer to that
book and the references therein.
A spectral triple (A,H, D) is given by a unital ∗-algebra A represented faithfully as bounded
operators on a Hilbert space H and a self-adjoint operator D (referred to as a Dirac operator)
with compact resolvent and such that all commutators [D, a] are bounded for a ∈ A. Note that
this implies that the A-module generated by operators of the form a[D, b] (a, b ∈ A) consists
of bounded operators on H. These differential one-forms will play a key role later, as they will
appear as gauge fields. We set accordingly:
Ω1D(A) :=
{∑
j
aj [D, bj ] | aj , bj ∈ A
}
.
A spectral triple might have additional structure such as a Z2-grading γ on H, making A
even, and Ω1D(A) odd. Correspondingly, the Hilbert space decomposes as H = H+ ⊕H− into
the ±1 eigenspaces of γ. In this case, we will call the spectral triple even, otherwise it is odd.
Furthermore, an (even) spectral triple has a real structure if there is an anti-linear isomor-
phism J : H → H with J2 = ε, JD = ε′DJ and, if the spectral triple is even, Jγ = ε′′γJ . The
signs ε, ε′ and ε′′ determine the KO-dimension n modulo 8 of the spectral triple, according to
n 0 1 2 3 4 5 6 7
ε 1 1 −1 −1 −1 −1 1 1
ε′ 1 −1 1 1 1 −1 1 1
ε′′ 1 −1 1 −1
Moreover, the action of A is required to satisfy the commutation rule
[a, b0] = 0 ∀a, b ∈ A,(2.1)
where we have defined the right action b0 of b on H by
b0 := Jb∗J−1.
We also require such a commutation relation for Ω1D(A) with the right action of A, i.e.[
[D, a], b0
]
= 0 ∀a, b ∈ A.(2.2)
Example 2.1. The motivating example for the definition of spectral triples is the canonical
triple. Let M be a compact Riemannian spin manifold. We then define the canonical triple by(A,H, D) = (C∞(M), L2(M,S), /D),
where S is the spinor bundle on M and /D is the canonical Dirac operator given locally by
−iγµ∇Sµ . Here, ∇S is the Levi–Civita connection lifted to the spinor bundle. Due to the
property [ /D, a] = −i c(da), we can identify the differential one-forms Ω1/D(C∞(M)) with DeRham
differential one-forms (via Clifford multiplication c).
If M is even dimensional (say of dimension m), we have a Z2-grading γm+1 and an anti-linear
isometry JM , which is the charge conjugation operator on the spinors. The Riemannian spin
manifold M can be fully described by this canonical triple [8, 6].
Another special case of a spectral triple is a real even finite spectral triple, given by the data
F := (AF ,HF , DF , γF , JF ) ,
for a finite dimensional Hilbert space HF . The operators DF , γF and JF , as well as the action of
the algebra AF , are now simply given by matrices acting on HF , subject to the aforementioned
(anti-)commutation relations. As a first result, we prove
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Lemma 2.2. For any real even finite spectral triple F , we can write with respect to the decom-
position H = H+ ⊕H−:
KO-dimension 0: JF =
(
j+ 0
0 j−
)
C for symmetric j± ∈ U(H±);
KO-dimension 2: JF =
(
0 j
−jT 0
)
C for jj∗ = j∗j = I;
KO-dimension 4: JF =
(
j+ 0
0 j−
)
C for anti-symmetric j± ∈ U(H±);
KO-dimension 6: JF =
(
0 j
jT 0
)
C for jj∗ = j∗j = I.
Proof. Let the operator C denote complex conjugation. Then any anti-unitary operator JF can
be written as UC, where U is some unitary operator on HF . We then have J∗F = CU∗ = UTC,
and JFJ
∗
F = UU
∗ = I. The different possibilities for the choice of JF are characterized by the
relations J2F = UCUC = UU = ε and JFγF = ε
′′γFJF . By inserting ε, ε′′ = ±1 according to the
KO-dimension, the exact form of JF can be directly computed by imposing these relations. 
We now combine the canonical triple for a spin manifold M with the finite spectral triple
F to arrive at the noncommutative manifolds that are of particular interest in the context of
particle physics.
Definition 2.3. A real even almost commutative (spin) manifold M × F is described by
(A,H, D) := (C∞(M,AF ), L2(M,S)⊗HF , /D ⊗ I+ γm+1 ⊗DF ) ,
together with a grading γ = γm+1 ⊗ γF and a real structure J = JM ⊗ JF .
2.2. The gauge group. We would like to study the notion of ‘symmetry’ for almost com-
mutative manifolds. The starting point is to define an equivalence of spectral triples. The
symmetry is then revealed when it turns out that the bosonic and fermionic action functionals
of a spectral triple are identical for equivalent spectral triples (see Section 2.4). We take our
definition of equivalent spectral triples from [5] (cf. [13, §6.9]) but make a slight modification
by incorporating the algebra isomorphism α.
Definition 2.4. Two spectral triples (A1,H1, D1) and (A2,H2, D2), with the associated rep-
resentations pij : Aj → B(Hj) for j = 1, 2, are unitarily equivalent if there exists a unitary
operator U : H1 → H2, called the intertwining operator, such that
UD1U
∗ = D2; Upi1(a)U∗ = pi2(α(a)); (a ∈ A),
where α is an algebra isomorphism A1 → A2.
If the two triples are even with grading operators γ1 and γ2, one also requires that Uγ1U
∗ =
γ2. If the two triples are real with real structures J1 and J2, one also requires that UJ1U
∗ = J2.
Note that for a discussion of the equivalence of spectral triples, it is good to explicitly mention
the representation of the algebra on the Hilbert space, since the intertwining operator affects
this representation. Let us now consider two basic examples of intertwining operators.
Proposition 2.5. The following two spectral triples are equivalent to (A,H, D, γ, J) with rep-
resentation pi : A → B(H):
(1) (A,H, UDU∗, γ, UJU∗) with representation pi ◦ αu for U = pi(u) with u ∈ U(A);
(2) (A,H, UDU∗, γ, J) with representation pi ◦ αu for U = pi(u)Jpi(u)J∗ with u ∈ U(A),
where αu is the inner automorphism of A given by αu(a) := uau∗.
Proof. (1) We only need to check that Upi(a)U∗ = pi ◦ αu(a) and UγU∗ = γ. The latter
relation is evident since the grading operator γ commutes with the algebra. We also see
that
Upi(a)U∗ = pi(u)pi(a)pi(u)∗ = pi(uau∗) = pi ◦ αu(a).
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(2) First, we easily see from (2.1) that U ≡ pi(u)pi(u∗)0 is a unitary operator. The relation
UγU∗ = γ holds since pi(u)Jpi(u)J∗γ = (ε′′)2γpi(u)Jpi(u)J∗. Since pi(u∗)0 commutes
with pi(a), we find that
Upi(a)U∗ = pi(u)pi(a)pi(u)∗ = pi ◦ αu(a).
Using the property pi(a)0J = Jpi(a∗) for all a ∈ A, one can check that UJU∗ = J . 
In the first case of Proposition 2.5, the intertwining operator U is given by left multiplication
with an element of the unitary group U(A). In the second case, the action of the operator U
on a vector ξ ∈ H can be written as Uξ = uξu∗, since we identify JuJ∗ with the right action
of u∗. This case is especially interesting because we see that the intertwining operator has no
effect on J . Thus, the group generated by all operators of the form U = uJuJ∗ characterizes
all equivalent spectral triples (A,H, UDU∗, γ, J), in which only the Dirac operator is affected
by the unitary transformation.
Definition 2.6. The gauge group G(A) of a real spectral triple (A,H, D, J) is defined by
G(A) := {U = uJuJ∗ | u ∈ U(A)} .
Before we continue to evaluate the exact form of this gauge group, we first consider the
following subalgebras of A:
AJ :=
{
a ∈ A | aJ = Ja},
A˜J :=
{
a ∈ A | aJ = Ja∗}.(2.3)
The definition of AJ is taken from [3, Prop. 3.3] (cf. [10, Prop. 1.125]); it is a real commutative
subalgebra in the center of A. We have provided a similar but different definition for A˜J ,
since this subalgebra will turn out to be very useful for the description of the gauge group in
Proposition 2.8. Note that aJ = Ja∗ if and only if a = a0, i.e. if and only if its left and right
action on H coincide.
Proposition 2.7. For a complex algebra A, the subalgebra A˜J is an involutive commutative
complex subalgebra of the center of A.
Proof. Since we must have [a, b0] = 0 for any a, b ∈ A, we have [a, b] = 0 for any a ∈ A and
b ∈ A˜J , so A˜J is contained in the center of A. The requirement a = a0 is complex linear, and
also implies that a∗ = (a0)∗ = (a∗)0, so we have a∗ ∈ A˜J for a ∈ A˜J . Finally, we check that for
a, b ∈ A˜J , we find (ab)0 = b0a0 = ba = ab, so ab ∈ A˜J . 
Proposition 2.8. There is a short exact sequence of groups
1→ U(A˜J)→ U(A)→ G(A)→ 1,
where A˜J is defined in (2.3).
Proof. The map Ad: U(A) → G(A) given by u 7→ u(u∗)0 is surjective by definition. The
commutation relation (2.1) implies that Ad is a group homomorphism. Its kernel is given by
elements u ∈ U(A) for which u(u∗)0 = 1. In other words, Ker Ad consists of all unitary elements
in A˜J . 
From Proposition 2.7 we know that A˜J is a subalgebra of the center of A. If we denote by Z
the subgroup of U(A) that commutes with A, then the group U(A˜J) of the previous proposition
is contained in Z. The quotient U(A)/Z yields the group Inn(A) of inner automorphisms of
the algebra. Proposition 2.8 then implies that in general, the gauge group G(A) is larger than
Inn(A). If U(A˜J) is equal to Z, we have in fact Inn(A) ' G(A).
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2.3. Inner fluctuations and gauge transformations. In this section we will first define the
inner fluctuations of a spectral triple. These inner fluctuations arise from considering Morita
equivalences between algebras. For a detailed discussion, we refer to [5] or [10, Ch. 1, §10.8]. In
this section, we will simply give the definition.
Recall the Connes’ differential one-forms Ω1D(A), spanned by operators of the form a[D, b]
(with a, b ∈ A). For a real spectral triple (endowed with a real structure J) we may replace D
by
DA := D +A+ ε
′JAJ−1,
for a selfadjoint A = A∗ ∈ Ω1D. The elements A are called the inner fluctuations of the spectral
triple.
In Proposition 2.5 we have seen that an element U = uJuJ∗ ∈ G(A) transforms the Dirac
operator as D → UDU∗. Let us now consider the effect of this transformation on the fluctuated
Dirac operator DA = D + A + ε
′JAJ∗. A direct calculation shows that DA 7→ UDAU∗ is
equivalent to a transformation on A of the form
Au := uAu∗ + u[D,u∗] ∈ Ω1D.
In other words, the transformation of a fluctuated Dirac operator can again be written in the
form of a fluctuated Dirac operator. This only works because we have restricted U(A) to the
gauge group G(A), to make sure that the conjugation operator J remains unchanged. The
resulting transformation on the inner fluctuation A→ Au shall be interpreted in physics as the
gauge transformation of the gauge field.
2.4. The action functional. In the previous sections, we have recalled spectral triples and
their symmetries. It is now time to introduce interesting invariant functionals on them.
Definition 2.9 (Chamseddine–Connes [1]). Let (A,H, D) be a spectral triple as above. The
spectral action of a real spectral triple is defined by
Sb[A] := Tr
(
f
(DA
Λ
))
,
where f is a positive even function, Λ is a cut-off parameter and DA is the fluctuated Dirac
operator.
The spectral action describes only the action for the (bosonic) gauge fields. For the terms
involving fermions and their coupling to the bosons, we need something extra. The precise form
of the fermionic action depends on the KO-dimension of the spectral triple. For the purpose of
this paper, we will only consider the case of KO-dimension 2 and give the fermionic action for
this case. Referring to the sign table in Section 2.1, we thus have the relations
J2 = −1, JD = DJ, Jγ = −γJ.
We use the decomposition H = H+ ⊕H− by the grading γ. Following [3] (cf. [10, Ch. 1, §16.2-
3]) the relations above yield a natural construction of an anti-symmetric bilinear form on H+,
given for ξ, ξ′ ∈ H+ by
AD(ξ, ξ
′) = 〈Jξ,Dξ′〉,
where 〈 , 〉 is the inner product on H. We define the set of classical fermions corresponding to
H+,
H+cl := {ξ˜ | ξ ∈ H+},
as the set of Grassmann variables ξ˜ for ξ ∈ H+.
Definition 2.10. For a real even spectral triple (A,H, D, γ, J) of KO-dimension 2 we define
the full action functional by
S[A, ξ] := Sb[A] + Sf [A, ξ] := Tr
(
f
(DA
Λ
))
+
1
2
〈Jξ˜,DAξ˜〉,
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for ξ˜ ∈ H+cl .
The factor 1/2 in front of the fermionic action Sf has been chosen for future convenience.
The action functional S[A, ξ˜] is invariant under unitary transformations; in fact, it is invariant
under transformations of the gauge group G(A).
Note that we have incorporated two restrictions in the fermionic action Sf . The first is that
we restrict ourselves to even vectors in H+, instead of considering all vectors in H. The second
restriction is that we do not consider the inner product 〈Jξ˜′, DAξ˜〉 for two independent vectors
ξ and ξ′, but instead use the same vector ξ on both sides of the inner product. Each of these
restrictions reduces the number of degrees of freedom in the fermionic action by a factor 2,
yielding a factor 4 in total. It is precisely this approach that solves the problem of fermion
doubling pointed out in [14] (see also the discussion in [10, Ch. 1, §16.3]).
2.4.1. The heat expansion. For future purpose, let us recall some results on heat kernel expan-
sions. For more details we refer the reader to [11]. Suppose we have a vector bundle E on a
compact Riemannian manifold M , and a second order differential operator H : Γ(E)→ Γ(E) of
the form H = ∆E−Q, where ∆E is the Laplacian of some connection on E and Q ∈ Γ(End(E)).
For a generalized Laplacian H on E we have the following asymptotic expansion (as t → 0),
known as the heat expansion [11, §1.7]:
Tr
(
e−tH
) ∼∑
k≥0
t
k−m
2 ak(H),
where m is the dimension of the manifold, the trace is taken over the Hilbert space L2(M,E)
and the coefficients of the expansion are given by
ak(H) :=
∫
M
ak(x,H)
√
|g|dmx.
The coefficients ak(x,H) are called the Seeley-DeWitt coefficients. We also state here without
proof Theorem 4.8.16 from [11]. Note that the conventions used by [11] for the Riemannian
curvature R are such that gµρgνσRµνρσ is negative for a sphere, in contrast to our own conven-
tions. Therefore we have replaced s = −R. Furthermore, we have used that f ;µ;µ = −∆f for
f ∈ C∞(M).
Theorem 2.11 ([11], Theorem 4.8.16). For a generalized Laplacian H = ∆E−Q the first three
non-zero Seeley-DeWitt coefficients are given by
a0(x,H) = (4pi)
−m
2 Tr(Id); a2(x,H) = (4pi)
−m
2 Tr
(s
6
+Q
)
a4(x,H) = (4pi)
−m
2
1
360
Tr
(− 12∆s+ 5s2 − 2RµνRµν + 2RµνρσRµνρσ
+60sQ+ 180Q2 − 60∆Q+ 30ΩEµνΩE
µν)
,
where the traces are now taken over the fibre Ex. Here s is the scalar curvature of the Levi-
Civita connection ∇, ∆ is the scalar Laplacian and ΩE is the curvature of the connection ∇E
corresponding to ∆E.
Now, assume that the square of the fluctuated Dirac operator DA is of the form ∆
E −Q for
some vector bundle E. Applying the heat expansion on DA
2 then yields (as t→ 0):
Tr
(
e−tDA
2
)
∼
∑
k≥0
t
k−m
2 ak(DA
2),
where the Seeley-DeWitt coefficients are given by Theorem 2.11. Then, on writing f as a Laplace
transform, we obtain in the case of a 4-dimensional manifold asymptotically (as Λ→∞):
Tr
(
f
(DA
Λ
))
∼ 2f4Λ4a0(DA2) + 2f2Λ2a2(DA2) + a4(DA2)f(0) +O(Λ−1),(2.4)
where fj =
∫∞
0 f(v)v
j−1dv are the momenta of the function f for j > 0.
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Example 2.12. For the canonical triple of a 4-dimensional spin manifold M , we obtain (see
[10, Theorem 1.158])
Tr
(
f
( /D
Λ
))
∼ 1
4pi2
∫
M
LM (gµν)
√
|g|d4x+O(Λ−1),
where the gravitational Lagrangian LM is given by
LM (gµν) := 2f4Λ4 − 1
6
f2Λ
2s+ f(0)
( 1
120
∆s− 1
80
CµνρσC
µνρσ +
11
1440
R∗R∗
)
.
The first two terms yield the Einstein-Hilbert action including a cosmological constant. In
addition, we obtain a higher-order contribution from the Weyl gravity term CµνρσC
µνρσ, as well
as a boundary term ∆s and a topological contribution from R∗R∗.
3. The two-point space
In this section we will provide a simple example of an almost commutative manifold, based
on the product of a spin manifold M with a two-point space X. The spectral triple describing
this example will have a commutative algebra. As mentioned in the introduction, it has been
claimed [13, Sect. 9.3] that the inner fluctuation A+ JAJ∗ vanishes for commutative algebras.
The proof is based on the claim that the left and right action can be identified, i.e. a = a0, for
a commutative algebra. Though this claim holds in the case of the canonical triple describing a
spin manifold, it need not be true for arbitrary commutative algebras. The spectral triple given
in this section provides a counter-example.
What can be said for a commutative algebra, is that there exist no non-trivial inner au-
tomorphisms. It is thus an important insight here that the gauge group G(A), as defined in
Definition 2.6, is larger than the group of inner automorphisms, so that a commutative spectral
triple may still lead to a non-trivial gauge group. In fact, we will show that our example given
below describes an abelian U(1) gauge theory.
3.1. A two-point space. We shall consider a finite spectral triple FX corresponding to the
two-point space X = {x, y}. A complex function on this space is simply determined by two
complex numbers. The algebra of functions on X is then given by C(X) = C2. Let us consider
the even finite spectral triple FX given by
(C(X),HF , DF , γF ) .
We require that the representation C(X) → B(HF ) is faithful, which implies that the Hilbert
space HF must be at least 2-dimensional. Thus, the simplest possible choice is to take HF = C2.
We use the Z2-grading γF to decompose HF = H+F ⊕ H−F = C ⊕ C into the two eigenspaces
H±F = {ψ ∈ HF | γFψ = ±ψ}. Hence, we can write
γF =
(
1 0
0 −1
)
.
Because of the relations [γF , a] = 0 and DFγF = −γFDF , the self-adjoint Dirac operator must
be off-diagonal and the action of an element a ∈ AF on ψ ∈ HF can be written as
aψ =
(
a+ 0
0 a−
)(
ψ+
ψ−
)
.(3.1)
Thus, the even finite spectral triple FX we will study in this section is given by
(AF ,HF , DF , γF ) =
(
C2,C2,
(
0 t
t 0
)
,
(
1 0
0 −1
))
,(3.2)
for some complex parameter t ∈ C, and with the representation of AF on HF given by (3.1).
Proposition 3.1. The even finite spectral triple FX given by (3.2) can only have a real structure
if DF = 0.
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Proof. We must have JF
2 = ε and JFγF = ε
′′γFJF , and we shall consider all possible (even) KO-
dimensions separately. Thus, we apply Lemma 2.2 to the finite spectral triple FX given above
and, for each even KO-dimension, also impose the relations [a, b0] = 0 and
[
[DF , a], b
0
]
= 0.
This gives:
KO-dimension 0:
We have JF =
(
j+ 0
0 j−
)
C for j± ∈ U(1). For b =
(
b+ 0
0 b−
)
we then obtain
b0 =
(
j+b+j+ 0
0 j−b−j−
)
= b,
and see that this indeed commutes with the left action of a ∈ C2. Next, we check the
order one condition
0 =
[
[DF , a], b
0
]
= (a+ − a−)(b+ − b−)DF .
Since this must hold for all a, b ∈ C2, we conclude that we must require DF = 0.
KO-dimension 2:
We have JF =
(
0 j
−j 0
)
C for j ∈ U(1). We now obtain
b0 =
(
jb−j 0
0 jb+j
)
=
(
b− 0
0 b+
)
,
and see that this indeed commutes with the left action of a ∈ C2. Next, we check the
order one condition
0 =
[
[DF , a], b
0
]
= (a+ − a−)(b− − b+)DF .
Again we conclude that we must require DF = 0.
KO-dimension 4:
We have JF of the same form as in KO-dimension 0, but now with j± = −jT± ∈ U(1).
This implies that j± = 0, so the given finite spectral triple cannot have a real structure
in KO-dimension 4.
KO-dimension 6:
We have JF =
(
0 j
j 0
)
C for j ∈ U(1). We again obtain
b0 =
(
jb−j 0
0 jb+j
)
=
(
b− 0
0 b+
)
,
just as for KO-dimension 2. Hence again the commutation rules are only satisfied for
DF = 0. 
3.2. The almost commutative manifold. Let us now consider the product of the finite spec-
tral triple FX of the two-point space, as described by (3.2), with the canonical triple describing
a compact Riemannian spin manifold M , as in Example 2.1. From here on we will take M to
be 4-dimensional. Thus we consider the almost commutative manifold M × FX given by the
data
M × FX :=
(
C∞(M,C2), L2(M,S)⊗ C2, /D ⊗ I, γ5 ⊗ γF , JM ⊗ JF
)
,
where we still need to make a choice for JF . The algebra of this almost commutative manifold
is given by C∞(M,C2) ' C∞(M) ⊕ C∞(M) ' C∞(M × X). Thus, the underlying space
N := M ×X 'M unionsqM consists of the disjoint union of two identical copies of the space M , and
we can write C∞(N) = C∞(M)⊕ C∞(M). We can also decompose the total Hilbert space as
H = L2(M,S)⊕L2(M,S). For a, b ∈ C∞(M) and ψ, φ ∈ L2(M,S), an element (a, b) ∈ C∞(N)
then simply acts on (ψ, φ) ∈ H as (a, b)(ψ, φ) = (aψ, bφ).
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3.2.1. Distances. To any spectral triple (A,H, D) one can associate a distance function on the
space of states on A:
dD(p, q) = sup {|p(a)− q(a)| : a ∈ A, ‖[D, a]‖ ≤ 1} ,
For the canonical triple, A = C∞(M) whose state space is homeomorphic to M . It turns out
that d /D is equal to the geodesic distance dg between points p and q on M .
We will use this formula as a generalized notion of distance, so on our finite spectral triple
FX we can write
dDF (x, y) = sup {|a(x)− a(y)| : a ∈ AF , ‖[DF , a]‖ ≤ 1} .
Note that we now have only two distinct points x and y in the space X, and we shall calculate
the distance between these points (cf. [13, Sect. 6.8]). An element a ∈ C2 = C(X) is specified
by two complex numbers a(x) and a(y) and its commutator with DF becomes
[DF , a] =
(
a(y)− a(x))( 0 t−t 0
)
.
The norm of this commutator is |a(y)−a(x)| |t|, so ‖[DF , a]‖ ≤ 1 if and only if |a(y)−a(x)| ≤ 1|t| .
We thus obtain that the distance between the two points x and y is given by
dDF (x, y) =
1
|t| .
If there is a real structure JF , we have t = 0 by Proposition 3.1, so then the distance between
the two points becomes infinite.
Let p be a point in M , and write (p, x) or (p, y) for the two corresponding points in N =
M ×X. A function a ∈ C∞(N) is then determined by two functions ax, ay ∈ C∞(M), given by
ax(p) := a(p, x) and ay(p) := a(p, y). Now consider the distance function on N given by
d /D⊗I(n1, n2) = sup
{|a(n1)− a(n2)| : a ∈ A, ‖[ /D ⊗ I, a]‖ ≤ 1} .
If n1 and n2 are points in the same copy of M , for instance if n1 = (p, x) and n2 = (q, x) for
points p, q ∈M , then their distance is determined by |ax(p)−ax(q)|, for functions ax ∈ C∞(M)
for which ‖[ /D, ax]‖ ≤ 1. Thus, in this case we obtain that we recover the geodesic distance on
M , i.e. d /D⊗I(n1, n2) = dg(p, q).
However, if n1 and n2 are points in a different copy of M , for instance if n1 = (p, x) and
n2 = (q, y), then their distance is determined by |ax(p) − ay(q)| for two functions ax, ay ∈
C∞(M), such that ‖[ /D, ax]‖ ≤ 1 and ‖[ /D, ay]‖ ≤ 1. These latter requirements however yield no
restriction on |ax(p)−ay(q)|, so in this case the distance between n1 and n2 is infinite. We thus
find that the space N is given by two disjoint copies of the Riemannian manifold M , which are
separated by an infinite distance.
3.3. U(1) gauge theory. We would now like to derive the gauge theory that corresponds to
the almost commutative manifold M × FX . Recall that the gauge group G(A) is given by the
quotient U(A)/U(A˜J), so if we wish to obtain a nontrivial gauge group, we need to choose J
such that U(A˜J) 6= U(A). By looking at the form of JF for the different (even) KO-dimensions,
as given in Section 3.1, we conclude that FX must have KO-dimension 2 or 6. In analogy with
the noncommutative description of the Standard Model [3] we choose to work in KO-dimension
6. The almost commutative manifold M × FX then has KO-dimension 6 + 4 mod 8 = 2. This
means that we can use Definition 2.10 to calculate the fermionic action. Therefore, we will
consider the finite spectral triple FX given by the data
FX := (AF ,HF , DF , γF , JF ) :=
(
C2,C2, 0,
(
1 0
0 −1
)
,
(
0 C
C 0
))
,
which define a real even finite spectral triple of KO-dimension 6. Now, let us derive the gauge
group.
Proposition 3.2. The gauge group G(AF ) of the two-point space is given by U(1).
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Proof. First, note that U(AF ) = U(1) × U(1). We will show that U((A˜F )JF ) ≡ U(AF ) ∩
(A˜F )JF ' U(1) so that the quotient G(AF ) ' U(1) as claimed. Indeed, for a ∈ C2 to be in
(A˜F )JF it has to satisfy JFa∗JF = a. Since
JFa
∗J∗F =
(
0 C
C 0
)(
a1 0
0 a2
)(
0 C
C 0
)
=
(
a2 0
0 a1
)
,
this is the case if and only if a1 = a2. Thus, (A˜F )JF ' C whose unitary elements form the
group U(1), contained in U(AF ) as the diagonal subgroup. 
We will now derive the gauge field for the almost commutative manifold M × FX . Thus, we
need to calculate the inner fluctuations of the Dirac operator. For a, b ∈ C∞(M,C2), an inner
fluctuation A takes the form
A = a[D, b] = a[ /D ⊗ I, b] = iγµ ⊗ a∂µb =: γµ ⊗Aµ,
where we have defined the hermitian field Aµ ∈ C∞(M,R2). Using the relation JMγµ = −γµJM ,
the total inner fluctuation is then given by
A+ JAJ∗ = γµ ⊗ (Aµ − JFAµJ∗F ) =: γµ ⊗Bµ.(3.3)
An arbitrary hermitian field of the form Aµ = ia∂µb would be given by
(
X1µ 0
0 X2µ
)
, for two U(1)
gauge fields X1µ, X
2
µ ∈ C∞(M,R). However, Aµ only appears in the combination
Bµ = Aµ − JFAµJ−1F =
(
X1µ 0
0 X2µ
)
−
(
X2µ 0
0 X1µ
)
=:
(
Yµ 0
0 −Yµ
)
= Yµ ⊗ γF ,
where we have defined the U(1) gauge field Yµ := X
1
µ−X2µ ∈ C∞(M,R) = C∞(M, i u(1)). Thus,
the fact that we only have the combination A+JAJ∗ effectively identifies the U(1) gauge fields
on the two copies of M , so that Aµ is determined by only one U(1) gauge field. We summarize:
Proposition 3.3. The inner fluctuations of the almost commutative manifold M×FX described
above are parametrized by a U(1)-gauge field Yµ as
D 7→ D′ = D + γµYµ ⊗ γF .
The action of the gauge group G(A) ' C∞(M,U(1)) on D′ by conjugation is implemented by
Yµ 7→ Yµ − iu∂µu∗, (u ∈ G(A)).
So far we have seen that the almost commutative manifold M ×FX describes a gauge theory
with local gauge group U(1), where the inner fluctuations of the Dirac operator provide the U(1)
gauge field Yµ. The question arises whether this model is suitable for a description of (classical)
electrodynamics. There appear to be two problems, even before considering the fermionic action
Sf explicitly. First, by Proposition 3.1, the finite Dirac operator DF must vanish. However, we
want our fermions to be massive, and for this purpose we need a finite Dirac operator that is
non-zero.
Second, from [4, Ch.7, §5.2], we find the Euclidean action for a free Dirac field:
S = −
∫
iψ(γµ∂µ −m)ψd4x,(3.4)
where the fields ψ and ψ must be considered as totally independent variables. Thus, we require
that the fermionic action Sf should also yield two independent Dirac spinors. Let us write
{e, e} for the set of orthonormal basis vectors of HF , where e is the basis element of H+F and
e of H−F . Note that on this basis, we have JF e = e, JF e = e, γF e = e and γF e = −e. The
total Hilbert space H is given by L2(M,S) ⊗ HF . Since we can also decompose L2(M,S) =
L2(M,S)+⊕L2(M,S)− by means of γ5, we obtain that the positive eigenspaceH+ of γ = γ5⊗γF
is given by
H+ = L2(M,S)+ ⊗H+F ⊕ L2(M,S)− ⊗H−F .
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An arbitrary vector ξ ∈ H+ can then uniquely be written as
ξ = ψL ⊗ e+ ψR ⊗ e,
for two Weyl spinors ψL ∈ L2(M,S)+ and ψR ∈ L2(M,S)−. One should note here that this
vector ξ is completely determined by only one Dirac spinor ψ := ψL+ψR, instead of the required
two independent spinors. Thus, the restrictions that are incorporated into the fermionic action
of Definition 2.10 are such that the present example is in fact too restricted.
4. Electrodynamics
4.1. The finite spectral triple. Inspired by the previous section, which shows that one can
use the framework of noncommutative geometry to describe a gauge theory with the abelian
gauge group U(1), we shall now attempt to describe the full theory of electrodynamics. There
are two changes we need to make to the U(1) gauge theory of the previous section. We need to
incorporate a non-zero finite Dirac operator DF to obtain mass terms for the fermions, and we
also need to obtain two independent Dirac spinors in the fermionic action. Both these changes
can be simply obtained by doubling our finite Hilbert space.
We start with the same algebra C∞(M,C2) that corresponds to the space N = M × X '
M unionsq M . The finite Hilbert space will now be used to describe four particles, namely both
the left-handed and the right-handed electrons and positrons. We will choose the orthonormal
basis {eL, eR, eL, eR} for HF = C4, with respect to the standard inner product. The subscript L
denotes left-handed particles, and the subscript R denotes right-handed particles, and we take
γF eL = eL and γF eR = −eR.
We will choose JF such that it interchanges particles with their anti-particles, so JF eR = eR
and JF eL = eL. As in Section 3.3, we will choose the real structure such that is has KO-
dimension 6, so we have J2F = I and JFγF = −γFJF . This last relation implies that the element
eR is left-handed and eL is right-handed. Hence, the grading γF and the conjugation operator
JF are given by
γF =

1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1
 , JF =

0 0 C 0
0 0 0 C
C 0 0 0
0 C 0 0
 .
The grading γF decomposes the Hilbert space HF into HL⊕HR, where the bases of HL and
HR are given by {eL, eR} and {eR, eL}, respectively. We can also decompose the Hilbert space
into He⊕He, where He contains the electrons {eL, eR}, and He contains the positrons {eL, eR}.
The elements a ∈ AF = C2 are now represented on the basis {eL, eR, eL, eR} as
a =
(
a1
a2
)
7→

a1 0 0 0
0 a1 0 0
0 0 a2 0
0 0 0 a2
 .(4.1)
Note that this representation commutes with the grading, as it should. We can also easily check
that [a, b0] = 0 for b0 := JF b
∗J∗F , since both the left and the right action are given by diagonal
matrices. For now, we will still take DF = 0, and hence the order one condition is trivially
satisfied. We have now obtained the following result:
Proposition 4.1. The real even finite spectral triple
FED := (C2,C4, 0, γF , JF )
as given above defines a real even finite spectral triple of KO-dimension 6.
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4.1.1. A non-trivial finite Dirac operator. Let us now consider the possibilities for adding a
non-zero Dirac operator to the finite spectral triple FED. Since DFγF = −γFDF , the Dirac
operator obtains the form
DF =

0 d1 d2 0
d1 0 0 d3
d2 0 0 d4
0 d3 d4 0
 .
Next, we impose the commutation relation DFJF = JFDF , which implies d1 = d4. For the
order one condition, we calculate
[DF , a] = (a1 − a2)

0 0 −d2 0
0 0 0 −d3
d2 0 0 0
0 d3 0 0
 .
which then imposes the condition
0 =
[
[DF , a], b
0
]
= (a1 − a2)(b2 − b1)

0 0 d2 0
0 0 0 d3
d2 0 0 0
0 d3 0 0
 .
Since this must hold for all a, b ∈ C2, we must require that d2 = d3 = 0. To conclude, the Dirac
operator only depends on one complex parameter and is given by
DF =

0 d 0 0
d 0 0 0
0 0 0 d
0 0 d 0
 .(4.2)
From here on, we will consider the finite spectral triple FED given by
FED := (C2,C4, DF , γF , JF ).
4.2. The almost commutative manifold. By taking the product with the canonical triple,
our almost commutative manifold (of KO-dimension 2) under consideration is given by
M × FED :=
(
C∞(M,C2), L2(M,S)⊗ C4, /D ⊗ I+ γ5 ⊗DF , γ5 ⊗ γF , JM ⊗ JF
)
.
As in Section 3, the algebra decomposes as C∞(M,C2) = C∞(M) ⊕ C∞(M), and we now
decompose the Hilbert space as H = (L2(M,S) ⊗ He) ⊕ (L2(M,S) ⊗ He). The action of the
algebra on H, given by (4.1), is then such that one component of the algebra acts on the electron
fields L2(M,S)⊗He, and the other component acts on the positron fields L2(M,S)⊗He.
The derivation of the gauge group for FED is exactly the same as in Proposition 3.2, so again
we have the finite gauge group G(AF ) ' U(1). The field Bµ := Aµ − JFAµJ∗F now takes the
form
Bµ =

Yµ 0 0 0
0 Yµ 0 0
0 0 −Yµ 0
0 0 0 −Yµ
 for Yµ(x) ∈ R.(4.3)
Thus, we again obtain a single U(1) gauge field Yµ, carrying an action of the gauge group
G(A) ' C∞(M,U(1)) (as in Proposition 3.3).
As mentioned before, our space N consists of two copies of M , and the distance between these
two copies is infinite (cf. Section 3.2). Now, we have introduced a non-zero Dirac operator, but
it commutes with the algebra, i.e. [DF , a] = 0 for all a ∈ A. Therefore, the distance between
the two copies of M is still infinite.
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To summarize, the U(1) gauge theory arises from the geometric space N = M unionsqM as follows.
On one copy of M , we have the vector bundle S ⊗ (M ×He), and on the other copy the vector
bundle S ⊗ (M × He). The gauge fields on each copy of M are effectively identified to each
other. The electrons e and positrons e are then both coupled to the same gauge field, and as
such the gauge field provides an interaction between electrons and positrons.
4.3. The Lagrangian. We are now ready to explicitly calculate the Lagrangian that corre-
sponds to the almost commutative manifold M × FED, and we will show that this yields the
usual Lagrangian for electrodynamics (on a curved background manifold), as well as a purely
gravitational Lagrangian. The action functional for an almost commutative manifold, as defined
in Definition 2.10, consists of the spectral action Sb and the fermionic action Sf , which we will
calculate separately.
4.3.1. The spectral action. Before we can calculate the spectral action, we first need to study
the fluctuated Dirac operator in a little more detail. As in (3.3), we have A+JAJ∗ = γµ⊗Bµ,
where now Bµ is given by (4.3). This allows us to rewrite the fluctuated Dirac operator in the
form
DA = /D ⊗ I+ γµ ⊗Bµ + γ5 ⊗DF = −iγµ ⊗∇Eµ + γ5 ⊗DF ,
where we have defined a new connection ∇Eµ by
∇Eµ = ∇Sµ ⊗ I+ iI⊗Bµ.(4.4)
For the square of the fluctuated Dirac operator, we obtain by direct calculation that
DA
2 = ∆E −Q,
where ∆E is the Laplacian of the connection ∇E , and where Q ∈ Γ(End(M ×HF )) is given by
Q = −1
4
s⊗ I− I⊗DF 2 + 1
2
iγµγν ⊗ Fµν .
Here we have defined the curvature Fµν of the field Bµ as Fµν := ∂µBν − ∂νBµ.
Proposition 4.2. The spectral action of the almost commutative manifold
M × FED =
(
C∞(M,C2), L2(M,S)⊗ C4, /D ⊗ I+ γ5 ⊗DF , γ5 ⊗ γF , JM ⊗ JF
)
is given by
Tr
(
f
(DA
Λ
))
∼ 1
4pi2
∫
M
L(gµν , Yµ)
√
|g|d4x+O(Λ−1),
for
L(gµν , Yµ) := 4LM (gµν) + LY (Yµ) + LH(gµν , d).
Here LM (gµν) is defined in Example 2.12. LY gives the kinetic term of the U(1)-gauge field Yµ
and equals
LY (Yµ) := 2
3
f(0)FµνFµν ,
where we have defined the curvature Fµν of the field Yµ as Fµν := ∂µYν − ∂νYµ. The Higgs
potential LH (ignoring the boundary term) only gives two constant terms which add to the
cosmological constant, plus an extra contribution to the Einstein-Hilbert action:
LH(gµν) := −8f2Λ2|d|2 + 2f(0)|d|4 + 1
3
f(0)s|d|2.
Proof. Since DA
2 is of the form ∆E − Q, we obtain the heat expansion of the spectral action
from (2.4). Thus, we only need to calculate the Seeley-DeWitt coefficients from Theorem 2.11.
The trace over the Hilbert space HF yields an overall factor 4 = dimHF , so we obtain
a0(x,DA
2) = 4a0(x, /D
2
).
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For the second coefficient we have
a2(x,DA
2) = 4a2(x, /D
2
) +
1
16pi2
Tr
(
− I⊗DF 2 + 1
2
iγµγν ⊗ Fµν
)
.
Since Tr(γµγν) = 4gµν and Fµν is anti-symmetric, the trace over the last term vanishes. From
(4.2) we easily see that DF
2 = |d|2I, so we obtain
a2(x,DA
2) = 4a2(x, /D
2
)− |d|
2
pi2
.
For the last coefficient, we need the curvature ΩEµν of the connection ∇E of (4.4). Its square is
given by
ΩEµνΩ
Eµν = ΩSµνΩ
Sµν ⊗ I− I⊗ FµνFµν + 2iΩSµν ⊗ Fµν ,
where the last term is traceless. We also obtain a contribution from Q2, which is given by
Q2 =
1
16
s2 ⊗ I+ I⊗DF 4 − 1
4
γµγνγργσ ⊗ FµνFρσ + 1
2
s⊗DF 2 + traceless terms.
We shall ignore the boundary term ∆Q. The last Seeley-DeWitt coefficient is then given by
a4(x,DA
2) = 4a4(x, /D
2
) +
1
16pi2
1
360
Tr
(
− 60s⊗DF 2 + 180
(
I⊗DF 4
− 1
4
γµγνγργσ ⊗ FµνFρσ + 1
2
s⊗DF 2
)− 30I⊗ FµνFµν).
Using the trace identity
Tr
(1
4
γµγνγργσ
)
= gµνgρσ − gµρgνσ + gµσgνρ,
along with the anti-symmetry of Fµν , we calculate that
Tr
(− 1
4
γµγνγργσ ⊗ FµνFρσ
)
= 2Tr(FµνF
µν) = 8FµνFµν .
We thus obtain the final coefficient as
a4(x,DA
2) = 4a4(x, /D
2
) +
1
12pi2
s|d|2 + 1
2pi2
|d|4 + 1
6pi2
FµνFµν .
The result now follows from inserting these Seeley-DeWitt coefficients into the asymptotic
expansion (2.4), where we realize that the coefficients ak( /D
2
) yield the gravitational Lagrangian
LM of Example 2.12. 
4.3.2. The fermionic action. We have written the set of basis vectors of HF as {eL, eR, eL, eR},
and the subspaces H+F and H−F are spanned by {eL, eR} and {eR, eL}, respectively. The to-
tal Hilbert space H is given by L2(M,S) ⊗ HF . Since we can also decompose L2(M,S) =
L2(M,S)+ ⊕ L2(M,S)− by means of γ5, we obtain
H+ = L2(M,S)+ ⊗H+F ⊕ L2(M,S)− ⊗H−F .
A spinor ψ ∈ L2(M,S) can be decomposed as ψ = ψL+ψR. Each subspace H±F is now spanned
by two basis vectors. A generic element of the tensor product of two spaces consists of sums of
tensor products, so an arbitrary vector ξ ∈ H+ can uniquely be written as
ξ = χL ⊗ eL + χR ⊗ eR + ψR ⊗ eL + ψL ⊗ eR,(4.5)
for Weyl spinors χL, ψL ∈ L2(M,S)+ and χR, ψR ∈ L2(M,S)−. Note that this vector ξ ∈ H+
is now completely determined by two Dirac spinors χ := χL + χR and ψ := ψL + ψR.
Proposition 4.3. The fermionic action of the almost commutative manifold
M × FED =
(
C∞(M,C2), L2(M,S)⊗ C4, /D ⊗ I+ γ5 ⊗DF , γ5 ⊗ γF , JM ⊗ JF
)
is given by
Sf = −i
〈
JM χ˜, γ
µ(∇Sµ − iYµ)ψ˜
〉
+ 〈JM χ˜L, dψ˜L〉 − 〈JM χ˜R, dψ˜R〉.
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Proof. The fluctuated Dirac operator is given by
DA = /D ⊗ I+ γµ ⊗Bµ + γ5 ⊗DF .
An arbitrary ξ ∈ H+ has the form of (4.5), and then we obtain the following expressions:
Jξ = JMχL ⊗ eL + JMχR ⊗ eR + JMψR ⊗ eL + JMψL ⊗ eR,
( /D ⊗ I)ξ = /DχL ⊗ eL + /DχR ⊗ eR + /DψR ⊗ eL + /DψL ⊗ eR,
(γµ ⊗Bµ)ξ = γµχL ⊗ YµeL + γµχR ⊗ YµeR − γµψR ⊗ YµeL − γµψL ⊗ YµeR,
(γ5 ⊗DF )ξ = γ5χL ⊗ deR + γ5χR ⊗ deL + γ5ψR ⊗ deR + γ5ψL ⊗ deL.
We decompose the fermionic action into the three terms
1
2
〈Jξ˜,DAξ˜〉 = 1
2
〈Jξ˜, ( /D ⊗ I)ξ˜〉+ 1
2
〈Jξ˜, (γµ ⊗Bµ)ξ˜〉+ 1
2
〈Jξ˜, (γ5 ⊗DF )ξ˜〉,
and then continue to calculate each term separately. The first term is given by
1
2
〈Jξ˜, ( /D ⊗ I)ξ˜〉 = 1
2
〈JM χ˜L, /Dψ˜R〉+ 1
2
〈JM χ˜R, /Dψ˜L〉+ 1
2
〈JM ψ˜R, /Dχ˜L〉+ 1
2
〈JM ψ˜L, /Dχ˜R〉.
Using the fact that /D changes the chirality of a Weyl spinor, and that the subspaces L2(M,S)+
and L2(M,S)− are orthogonal, we can rewrite this term as
1
2
〈Jξ˜, ( /D ⊗ I)ξ˜〉 = 1
2
〈JM χ˜, /Dψ˜〉+ 1
2
〈JM ψ˜, /Dχ˜〉.
Using the symmetry of the form 〈JM χ˜, /Dψ˜〉, we obtain
1
2
〈Jξ˜, ( /D ⊗ I)ξ˜〉 = 〈JM χ˜, /Dψ˜〉 = −i〈JM χ˜, γµ∇Sµψ˜〉.
Note that the factor 12 has now disappeared in the result, and this is the reason why this factor
is included in the definition of the fermionic action. The second term is given by
1
2
〈Jξ˜, (γµ ⊗Bµ)ξ˜〉 = −1
2
〈JM χ˜L, γµYµψ˜R〉 − 1
2
〈JM χ˜R, γµYµψ˜L〉
+
1
2
〈JM ψ˜R, γµYµχ˜L〉+ 1
2
〈JM ψ˜L, γµYµχ˜R〉.
In a similar manner as above, we obtain
1
2
〈Jξ˜, (γµ ⊗Bµ)ξ˜〉 = −〈JM χ˜, γµYµψ˜〉,
where we have used that the form 〈JM χ˜, γµYµψ˜〉 is anti-symmetric. The third term is given by
1
2
〈Jξ˜, (γ5 ⊗DF )ξ˜〉 = 1
2
〈JM χ˜L, dγ5ψ˜L〉+ 1
2
〈JM χ˜R, dγ5ψ˜R〉
+
1
2
〈JM ψ˜R, dγ5χ˜R〉+ 1
2
〈JM ψ˜L, dγ5χ˜L〉.
The bilinear form 〈JM χ˜, γ5ψ˜〉 is again symmetric, but we now have the extra complication that
two terms contain the parameter d, while the other two terms contain d. Therefore we are left
with two distinct terms:
1
2
〈Jξ˜, (γ5 ⊗DF )ξ˜〉 = 〈JM χ˜L, dψ˜L〉 − 〈JM χ˜R, dψ˜R〉. 
Remark 4.4. It is interesting to note that the fermions acquire mass terms without being
coupled to a Higgs field. However, it seems we obtain a complex mass parameter d, where we
would desire a real parameter m. By simply requiring that our result should be similar to (3.4),
we will choose d := −im, so that
〈JM χ˜L, dψ˜L〉 − 〈JM χ˜R, dψ˜R〉 = i
〈
JM χ˜,mψ˜
〉
.
The results obtained in this section can now be summarized into the following theorem.
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Theorem 4.5. The full Lagrangian of the almost commutative manifold
M × FED =
(
C∞(M,C2), L2(M,S)⊗ C4, /D ⊗ I+ γ5 ⊗DF , γ5 ⊗ γF , JM ⊗ JF
)
as defined in this section, can be written as the sum of a purely gravitational Lagrangian,
Lgrav(gµν) = 1
pi2
LM (gµν) + 1
4pi2
LH(gµν),
and a Lagrangian for electrodynamics,
LED = −i
(
JM χ˜, (γ
µ(∇Sµ − iYµ)−m)ψ˜
)
+
1
6pi2
f(0)FµνFµν .
Proof. The spectral action Sb and the fermionic action Sf are given by Propositions 4.2 and 4.3.
We shall now absorb all numerical constants into the Lagrangians as well. This immediately
yields Lgrav. To obtain LED, we need to rewrite the fermionic action Sf as the integral over a
Lagrangian. The inner product 〈 , 〉 on the Hilbert space L2(S) is given by
〈ξ, ψ〉 =
∫
M
(ξ, ψ)
√
|g|d4x,
where the hermitian pairing ( , ) is given by the pointwise inner product on the fibres. Choosing
d = −im as in Remark 4.4, we can then rewrite the fermionic action into
Sf = −
∫
M
i
(
JM χ˜,
(
γµ(∇Sµ − iYµ)−m
)
ψ˜
)√
|g|d4x. 
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