Recurrent gap times are analyzed with diverse methods under several assumptions such as a marginal model or a frailty model. Several resampling techniques have been recently suggested to estimate the covariate effect; however, these approaches can be applied with a time-fixed covariate. According to simulation results, these methods result in biased estimates for a time-varying covariate which is often observed in a longitudinal study. In this paper, we extend a resampling method by incorporating new weights and sampling scheme. Simulation studies are performed to compare the suggested method with previous resampling methods. The proposed method is applied to estimate the effect of an educational program on traffic conviction data where a program participation occurs in the middle of the study.
Introduction
In a longitudinal study that involves n independent subjects, each subject experiences same type of event repeatedly (Cook and Lawless, 2007) . There are two approaches to analyze recurrent event data: a total time scale and a gap time scale that are incorporated depending on the intrinsic attribute of an event process. Recurrent gap times have been widely applied under a renewal process. Several estimating procedures have been suggested with an adjustment of the correlation among gap times. Wang and Chang (1999) and Lin and Ying (2001) suggested nonparametric estimators and for regression problem, Cai and Schaubel (2004) and Huang and Chen (2003) applied a proportional hazard model and Sun et al. (2006) assumed an additive model, respectively. Furthermore, the association among gap times was also estimated through a frailty effect. Recently, as an alternative approach, Luo and Huang (2011) suggested a modified within-cluster resampling(MWCR) as the extension of a within cluster resampling(WCR) method which is known as very effective for a cluster data with an informative cluster size (Williamson et al., 2008) . That is, similar with a clustered data, in a recurrent event, a greater number of observed gap times is associated with a longer risk of an event. Darlington and Dixon (2013) extended their idea and considered a weighted partial likelihood to overcome the computational burden of MWCR.
In this article, our interest is to estimate the effect of a time-varying covariate which often occurs at a longitudinal study. When a recurrent event data are analyzed with a total time scale, the effect of a time-varying covariate is estimated very naturally with a counting process. Huang et al.(2010) used a pairwise pseudo-likelihood which is extended to multivariate recurrent data by Zhao et al. (2012) . However, for a time-varying covariate, more caution is needed with a resampling technique at recurrent gap time. As Darlington and Dixon (2013) remarked, these two methods cannot be applied to a time-varying covariate. In this paper, we adjust a resampling technique to estimate the effect of a binary time-varying covariate on recurrent gap times.
In Section 2, we present a brief review of two resampling methods and describe a suggested method. In Section 3, a Monte Carlo simulation study is performed to compare the methods and to validate the performance of a proposed method. A real data from a traffic conviction is applied as an example in Section 4. We conclude with a general discussion in Section 5.
Covariate Weighted Analysis
Let t i j be the gap time between the ( j − 1) th and the j th events ( j = 1, . . . , n i ) of an individual i(= 1, . . . , n). For individuals with n i > 1, a gap time censoring indicator is defined as δ i j = 1 for j = 1, . . . , n i−1 and δ i n i = 0. Also, denote s i j−1 and s i j as the ( j − 1) th and the j th observed event times, respectively and then define t i j = s i j − s i j−1 . A censoring time, τ i and gap times, t ′ i j s are assumed to be independent. They also have a following relation that 
Here the recurrent gap times are assumed to be independent with Z * i . With a definition x i j = X i (s) where s = ∑ j l=1 t il , a gap time t i j = t is assumed to follow a proportional hazard model,
where β is a vector of the regression parameters and λ 0 (s) is a baseline hazard function with a cumulative hazard function, Λ 0 (s) = ∫ s 0 λ 0 (u)du. In this paper, our interest is to adjust a resampling technique for analyzing a recurrent gap time data. Before presenting the suggested method, the methods proposed by Luo and Huang (2011) and Darlington and Dixon (2013) are briefly summarized.
Weighted resampling method (i) Risk weighted resampling: MWCR
By extending the WCR method to recurrent gap times, a longer risk effect on recurrent gap times is adjusted. Define
th resampling data selected randomly from
. . , n i−1 } and defineβ b as the estimates obtained from the bth resampled data. Then the MWCR estimator is derived with B's estimates as follows,β
and the corresponding variance is estimated
whereΣ b is an estimator of the variance-covariance matrix of the maximum partial likelihood estimator,β b .
(
ii) Event-weighted PH: EW
While a MWCR is understood as a method for a weighted risk set, Darlington and Dixon (2013) considered a same problem by directly assigning weights to the events. By extending the method of Williamson et al. (2008) , such intension is applied to the partial likelihood,
,
and a following log partial likelihood function is derived,
where
is an inverse of the number of observed gap times. Darlington and Dixon (2013) showed two methods have similar result by simulation with a time-fixed covariate.
Covariate weighted within cluster resampling: CwWCR
With a longitudinal data, covariates can be changed over time. In this paper, we consider a covariate changing a value in a middle of study. This results in a binary time-varying covariate. At next section, two methods explained in Section 2.1 do not provide desirable results with a time-varying covariate. A covariate weighted WCR(CwWCR) method modified an EW method to estimate the effect of a binary time-varying covariate on recurrent gap times. We assume that a covariate can change a value in the middle of a study. The b(= 1, . . . , B) th resampling procedure is as follows, (step 3) For a subject with δ x i = 1, divide y i into two sets according to covariate values. That is, the first set is g i1 = (y i1 , . . . , y ik i ) and the second set g i2 = (y ik i +1 , . . . , y in i −1 ), respectively, where
Then randomly select one sample from the each set and assign the following weights,
respectively.
(step 4) With data sampled at (step 2) and (step 3), estimate β by using the following estimating function, Then corresponding variance is estimated with,
Simulation
To evaluate the performance of a suggested method for a binary time-varying covariate, a Monte Carlo simulation is conducted. Sample size n is set to be 100 and 200. Censoring times τ = (τ 1 , . . . , τ n ) are generated from a uniform distribution, U(2.5, 3.5). For all resampling methods, the number of resampling is set to be 500. Each dataset is generated with the following schemes, (i) Set x i (t) = 0 at t = 0. Then generate u i from a Poisson process with a following intensity function, 0.5exp(βx i (t))ρ i , where β = 0.5 or −0.5. For the correlation among gap times within a subject, a frailty term is incorporated and two cases are considered: (a) independence(ρ i = 1) and (b) ρ ∼ (α, α −1 ) with α = 0.1. Define a recurrent event time as s i j = s i j−1 + u i with s i0 = 0.
(ii) To determine whether the i th subject has a time-varying covariate, generate an indicator, δ For each scenario, we generate 500 datasets. Table 1 and Table 2 show the simulation results obtained from three methods under an independent assumption(ρ i = 1) and Table 3 and 4 present the results for correlated gap times. In each table, SSE is the sample standard deviation of 500 estimates and SEE is the mean of se(β)'s. For independent gap times, a MWCR method gives over estimation for both β = 0.5 and β = −0.5. The biases also increase as p x increases. A EW method shows under estimated one for β = 0.5 and over estimated for β = −0.5. In particular, as sample size increases and correlation exist, an EW method brings worse results. However, as p x increases, the biases decrease which is different with a MWCR's result. This result can be explained that an EW method uses all recurrent gap times from each subject while a MWCR method needs only one sample. Therefore, a MWCR method could not have a chance to reflect the change of covariate value. The intension to present both SSE and SEE is to validate the estimated standard error ofβ (i.e., SEE) because it is also important to maintain a coverage probabilities. According to the result of tables, a EW method show SSE and SEE are so different and give unsuitable coverage probabilities. Relatively, a suggested approach (CwWCR) satisfies 95 coverage probabilities. The CwWCR method still shows very desirable results for dependence cases (Table 3 and Table 4 ). 
Data Analysis
In this section, we applied the suggested method to a Young Traffic Offenders Program(YTOP) data (Sun et al., 2001) . The data includes 192 drivers' conviction record since they got a driver license. Main interest is to evaluate the effect of an educational program which is experienced in the middle of a study. That is, every subject had included in a Non-YTOP group at start of study and then among 192 drivers, 98 drivers became program participants. We applied a suggested method to estimate the effect of two covariates; a time-varying covariate, YTOP participation(I(t >participation time)) and a time independent covariate, gender(Male = 1, Female = 0). Table 5 shows the result of three methods. For a MWCR method, YTOP and gender have no significant effects. However, a EW method provides similar result with a CwWCR which is found at simulation study with a negative β. A YTOP group has a negative effect which means that the education program was effective to detain the recurrence of a conviction. For a gender, a positive coefficient means that male drivers had faster conviction times.
Concluding Remarks
Recurrent gap times are analyzed with several approaches. A resampling technique has been applied to consider an informative risk set. The purpose of this study is to extend a resampling method to estimate a time-varying covariate which often occurs in a longitudinal data. A simulation study was performed using a R-package in order to compare previous two methods which do not consider a time-varying covariate. According to results, these two resampling methods give biased estimates for a time-varying covariate while the suggested method results in unbiased at several situations. However, our suggestion is applied only to binary time dependent covariates. The extension to timevarying continuous covariate would be dealt with in a future study. We consider a weighted approach using a kernel method as a weighting procedure often applied to a missing covariate problem (Zhou and Wang, 2000) .
