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According to the National Environmental Policy Act (NEPA), transportation projects are required 
to go through an environmental review process to evaluate their impact on the environment. 
However, the Transportation Project Environmental Review process (TPER), has long been 
“criticized for resulting in frequent delays in the development of important projects designed to 
improve the safety and operating conditions of a region's transportation system” (FHWA 2013); 
the time to complete the environmental review process for large-scale transportation projects 
nearly tripled since the 1970s (Clark and Canter 1997; Barberio et al. 2008a; Venner Consulting 
et al. 2012). Based on a number of studies (e.g., Mallett and Luther 2011; Cambridge Systematics, 
Inc. 2011; Keck et al. 2010; FHWA 2016) conducted to identify the constraints for accelerating 
the TPER process, three primary causes of process inefficiencies were identified: (1) NEPA and 
transportation project planning processes are not streamlined; (2) transportation practitioners have 
limited ability to find the right information, at the right time to support mission-critical analyses 
(Spy Pond Parteners et al. 2009): and (3) there is late identification of stakeholder concerns and 
support levels. 
Towards addressing these three problems, this thesis aims to enhance the efficiency of the TPER 
process through (1) discovering the practices that should be implemented to integrate the NEPA 
process into the transportation planning process in a manner to ensure both the efficiency of project 
development and compliance with NEPA; (2) developing context-aware information retrieval 
methods to support the search and retrieval of relevant textual information in the TPER domain; 
and (3) developing stakeholder opinion mining methods to identify potential concerns and 
stakeholder support levels early in the project development process.  
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Accordingly, the thesis includes eight primary research tasks: (1) conducting a comprehensive 
literature review; (2) analyzing existing processes and identifying successful integration practices 
for integrating NEPA into transportation planning processes for large-scale highway projects in 
Illinois; (3) developing a semantic annotation method and algorithm for supporting context-aware 
information retrieval in the TPER domain; (4) developing a semantic, context-aware information 
retrieval method and algorithm for retrieving relevant information for supporting the TPER 
process; (5) developing a stakeholder opinion extraction method and algorithm for automatically 
extracting subject, concern, and opinion expressions from stakeholder comments on large-scale 
highway projects to support aspect-level stakeholder opinion mining in the TPER domain; (6) 
developing a stakeholder opinion classification method and algorithm for classifying the extracted 
subject, concern, and opinion expressions to support aspect-level opinion mining in the TPER 
domain; (7) developing a sentence-level opinion mining method and algorithm for classifying 
comment sentences on large-scale highway projects; and (8) conducting case studies to analyze 
the differences and similarities among different stakeholder groups in terms of concerns and 
support levels.  
All proposed methods and algorithms were tested and evaluated, and the results of these 
evaluations are presented in the thesis. The thesis also discusses the limitations and 
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 CHAPTER 1: INTRODUCTION 
1.1 Motivation and Overview 
According to the National Environmental Policy Act (NEPA), transportation projects are required 
to go through an environmental review process to evaluate their impact on the environment. The 
environmental review process not only affects transportation decision making by taking 
environmental concerns into account, but also affects the project development process in terms of 
time and cost. According to a study conducted on the timeliness of the environmental review 
process (Venner Consulting et al. 2012), the environmental review process consumes nearly 30% 
of the total project development time on average, and a longer review time is correlated with a 
longer project development time. The Transportation Project Environmental Review process 
(TPER), which requires the collaboration of a number of stakeholders and the collection and 
communication of a large amount of textual information, has long been “criticized for resulting in 
frequent delays in the development of important projects designed to improve the safety and 
operating conditions of a region’s transportation system” (FHWA 2013); the time to complete the 
environmental review process for large-scale transportation projects nearly tripled since the 1970s 
(Clark and Canter 1997; Barberio et al. 2008a; Venner Consulting et al. 2012).  
There have been many administrative and legislative efforts (USGPO 1998; USGPO 2007; 
USGPO 2013) to expedite the environmental review process and a number of studies (e.g., Mallett 
and Luther 2011; Cambridge Systematics, Inc. 2011; Keck et al. 2010; FHWA 2016) were 
conducted to identify the primary causes of inefficiencies in the TPER process and pinpoint 
opportunities for improvement. Based on these studies, three primary causes of process 
inefficiencies (and consequently longer TPER process durations) were identified. First, NEPA and 
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transportation project planning processes are not streamlined. When NEPA and transportation 
project planning processes are not streamlined, the NEPA process may lead to duplication of work 
and project delays (Keck et al. 2010). Second, substantial gaps exist in the ability of transportation 
practitioners to find the right information, at the right time, for the task at hand (Spy Pond Parteners 
et al. 2009). During the transportation project planning process, duplication of efforts can be 
avoided by learning from previous cases, i.e., environmental reviews conducted for similar types 
of projects that potentially impact similar environmental resources. This requires searching for and 
finding such relevant environmental reviews and associated documents. However, “finding the 
right information to support mission-critical analysis and decision making is often difficult” (TRB 
2014); it is estimated that “80-90% of information is unstructured and that an agency’s employees 
may spend up to 35% of their time looking for information” (Cambridge Systematics, Inc. 2013). 
Third, projects suffer from late identification of stakeholder concerns and support levels. 
Stakeholder typically have concerns about environmental, cultural, and socioeconomic issues. 
Understanding and addressing these concerns – and ensuring that the stakeholder are supportive 
of the project – at the early planning stage is crucial for project success. Late identification of 
stakeholder concerns and support levels could lead to design changes, reevaluation of already 
completed studies, and additional public consultation and stakeholder involvement efforts – all 
which could cause serious project delays and cost overruns. 
Towards addressing the aforementioned three problems, this thesis aims to enhance the efficiency 
of the TPER process through (1) discovering the practices that should be implemented to integrate 
the NEPA process into the transportation planning processes in a manner to ensure both the 
efficiency of project development and compliance with NEPA; (2) developing context-aware 
information retrieval methods to support the search and retrieval of relevant textual information in 
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the TPER domain; and (3) developing stakeholder opinion mining methods to identify potential 
concerns and stakeholder support levels early in the project development process. Accordingly, 
the thesis includes eight primary research tasks: (1) conducting a comprehensive literature review; 
(2) analyzing existing processes and identifying successful integration practices for integrating 
NEPA into transportation planning processes for large-scale highway projects in Illinois; (3) 
developing a semantic annotation method and algorithm for supporting context-aware information 
retrieval in the TPER domain; (4) developing a semantic, context-aware information retrieval 
method and algorithm for retrieving relevant information for supporting the TPER process; (5) 
developing a stakeholder opinion extraction method and algorithm for automatically extracting 
subject, concern, and opinion expressions from stakeholder comments on large-scale highway 
projects to support aspect-level stakeholder opinion mining in the TPER domain; (6) developing a 
stakeholder opinion classification method and algorithm for classifying the extracted subject, 
concern, and opinion expressions to support aspect-level opinion mining in the TPER domain; (7) 
developing a sentence-level opinion mining method and algorithm for classifying comment 
sentences on large-scale highway projects; and (8) conducting case studies to analyze the 
differences and similarities among different stakeholder groups in terms of concerns and support 
levels. 
1.2 State of the Art and Knowledge Gaps 
1.2.1 State of the Art and Knowledge Gaps in NEPA and Transportation Planning 
Integration 
The federal government has developed several guidance documents for integrating NEPA into 
transportation project planning processes. Section 1309 of the Transportation Equity Act for the 
21st Century (TEA-21) initiated the federal guidance for integrating the NEPA process into the 
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state department of transportation (DOT) and metropolitan planning organization (MPO) planning 
processes in 1998 (USGPO 1998); it mandated the development and implementation of a 
coordinated environmental review process especially for projects that require the preparation of 
an environmental impact statement (EIS). In 2007, Section 6002 of the Safe, Accountable, 
Flexible, Efficient Transportation Equity Act: A Legacy for Users (SAFETEA-LU) established a 
new environmental review process for transportation projects that require an EIS in order to 
promote efficient project management and enhanced interagency coordination (USGPO 2007). 
The most up-to-date federal guidance is provided in Section 1301-1323 of the Moving Ahead for 
Progress in the 21st Century Act (MAP-21) (USGPO 2013). These three sections introduce 
programmatic approaches to promote greater linkages between the planning process and the 
environmental review process, and establish frameworks for setting deadlines for decision making 
during the environmental review process considering conflict resolution and penalties for agencies 
that fail to make a decision (USGPO 2013).  
In response to the federal guidance, a number of states have conducted extensive research studies 
on how to integrate the NEPA process into their transportation project planning processes, and 
developed detailed and formal guidelines on how to implement and evaluate the integrated process. 
For example, the Colorado Department of Transportation (CDOT) developed the Strategic 
Transportation, Environmental, and Planning Process for Urban Places (STEP-UP), which 
included the use of a Geographic Information System (GIS)-based tool for identifying and 
assessing the environmental impacts and a methodology for conducting regional cumulative effect 
assessment (FHWA 2007a; MacDonald and Lidov 2007). The Florida Department of 
Transportation (FDOT) developed the Efficient Transportation Decision-Making (ETDM) 
process, which utilized the Environmental Screening Tool (EST), an internet-accessible interactive 
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database for documenting project changes, evaluating impacts, and communicating project details 
to agencies and the public (FDOT 2006; FHWA 2007b). The Indiana Department of 
Transportation (INDOT) developed a streamlined procedure to eliminate the duplication of 
activities between the planning studies and the subsequent environmental analyses carried out 
under NEPA (FHWA 2007c; INDOT and FHWA 2007). The Maine Department of Transportation 
(MaineDOT) developed the Maine’s Integrated Transportation Decision Making (ITD) process for 
projects that require an EIS or EA (FHWA 2002; FHWA 2007d). 
Although a number of studies have been conducted in other states on integrating NEPA into their 
transportation planning processes, three primary knowledge gaps are identified. First, there is lack 
of integration efforts that focus on integrating NEPA into transportation planning at both the 
system and the corridor levels. Previous integration efforts either integrated NEPA with system-
level planning (statewide level or metropolitan level) or with corridor-level planning. For example, 
Colorado’s STEP-UP process incorporated environmental review into the North Front Range 
MPO’s regional planning process (MacDonald and Lidov 2005), and Indiana’s streamlined EIS 
procedure integrated corridor-level planning and NEPA studies in one decision-making process 
(INDOT and FHWA 2007). Second, there is lack of implementation detail on how to conduct 
environmental analysis during the planning process. For example, Maine’s ITD process did not 
provide implementation details on how to conduct environmental analysis during the different 
phases of planning (FHWA 2007d) and Florida’s EDTM process did not provide implementation 
details on how to incorporate the findings of planning-level environmental analysis into future 
NEPA decision making (FDOT 2006). Providing such detail, finding the right level of detail, and 
offering detail that is context-specific is essential for successful integration; to incorporate 
information from the planning process into the subsequent NEPA process, the planning-level 
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environmental analysis should not only be accurate and up-to-date, but should also contain the 
level of detail that is compliant with NEPA requirements (Barberio et al. 2008b). The 
implementation detail also depends on the implementation context, in terms of the characteristics 
of the environmental issues, the current conditions, and the availability of resources (e.g., data, 
analysis tool). Third, there is lack of standardized/formalized performance measures to evaluate 
the implementation of integrated planning and NEPA processes. Developing 
standardized/formalized performance measures is important to help better demonstrate the 
qualitative and quantitative improvements in terms of project delivery and compliance with NEPA, 
which may further promote the implementation of process integration efforts. Existing integration 
efforts either did not develop any performance measure, such as Colorado’s STEP-UP process 
(FHWA 2007a), or lacked performance measures for important planning studies, such as Florida’s 
EDTM process which did not include performance measures on evaluating corridor/feasibility 
studies (FDOT 2005). 
1.2.2 State of the Art and Knowledge Gaps in Information Retrieval 
In recent years, a number of important research efforts have been conducted for improving 
information retrieval in the construction domain. For example, Soibelman et al. (2007) combined 
a vector space model with document classification information to retrieve documents related to a 
project model object, and developed a domain-specific thesaurus to improve the retrieval of 
construction product information from the internet. Lin and Soibelman (2009) proposed a domain-
specific search engine for architectural/engineering/construction (AEC) online products, which 
incorporated domain knowledge about products through query expansion and extended Boolean 
model retrieval. McGibbney and Kumar (2011) developed a web-based information search and 
retrieval framework that utilized a domain ontology to facilitate the retrieval of energy 
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performance building regulations, which integrated ontology-enhanced query refinement. Demian 
and Balastoukas (2012) investigated the effects of granularity and context when measuring 
relevance and visualizing results for retrieving building design and construction content, and found 
that users performed better and were more satisfied when the search results were displayed with 
their context information in terms of the related discipline, building components, and 
subcomponent objects. Fan et al. (2015) implemented three machine learning algorithms to 
enhance the retrieval results through user feedback, and utilized a project-specific term dictionary 
and dependency grammar information to facilitate feature selection. 
Outside of the construction domain, but in the engineering domain, a number of important 
information retrieval research efforts have also been conducted. For example, Liu et al. (2006) 
proposed a framework to retrieve specific engineering document fragments with precise, complex 
queries, which integrates five modules including document navigation system, fragment 
classification, fragment extraction, document mark-up, and document structure, and demonstrated 
its advantages over general search engines when retrieving document fragments. Hahm et al. 
(2014) developed an ontology-based, personalized query expansion method to retrieve engineering 
documents with less semantic ambiguity and more focus on personalized information needs, which 
generates a user’s profile from the domain ontology, and refines it through relation weighting. 
Hahm et al. (2015) proposed a document ranking approach that incorporates relationships among 
terms in the relevance assessment process based on a domain ontology, which represents the 
semantics of a document through a document semantic network and considers both user interests 
and searching intent through relation-based weighting. 
Despite the importance of the aforementioned information retrieval research efforts, there still exist 
many challenges in developing information retrieval methods that can efficiently retrieve relevant 
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information for transportation project decision making: most of the existing information retrieval 
research efforts and systems in the construction domain are limited in their context-awareness. 
Such limitation could be attributed to two main reasons. First, many of the existing information 
retrieval efforts build on keyword-based content representation and query processing techniques, 
which provide limited capabilities for incorporating content semantics and contextual information 
into the retrieval process (Fernandez et al. 2011). Keyword-based information retrieval methods 
can, therefore, be very ineffective when handling context-sensitive tasks, such as searching for 
environmental review studies of similar projects in terms of project type, location, and resources 
affected. Second, existing semantic-based information retrieval efforts are limited in both context 
representation and context-based retrieval. On one hand, these efforts are limited in their formal 
context representation – they lack an explicit, domain-specific representation of the concept of 
context. Limited context representation limits their capability to recognize domain-specific 
contextual information in both the users’ queries and the documents. On the other hand, these 
efforts are limited in their domain-specific context-based information retrieval – they lack support 
for semantic query processing and semantic document ranking based on multiple context 
dimensions – including user context, process context, and resource context. Limited context-based 
retrieval makes these systems ineffective in supporting domain-specific decision making, because 
real-life transportation project decision making scenarios are related to those contextual 
dimensions. In addition to these two limitations, most of the existing information retrieval efforts 
in the construction domain have not compared their methods to other state-of-the-art information 
retrieval methods (in other domains) in terms of retrieval performance. 
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1.2.3 State of the Art and Knowledge Gaps in Stakeholder Opinion Mining 
In recent years, a number of research studies have been conducted on applying texting mining 
techniques in the construction domain. For example, Williams and Gong (2013) applied data 
mining classification algorithms to predict of the level of cost overrun based on text descriptions 
of a project’s characteristics and numerical data. Alsubaey et al. (2015) proposed a Naïve Bayes 
text mining approach to identify early warnings of project failures based on critical management 
documents such as minutes of meetings. Nik-Bakht and El-Diraby (2016) combines community 
detection in social networks with information retrieval methods to detect and label communities 
of project followers and cores of interest in the network of urban infrastructure project 
stakeholders. 
In the computer science domain, relevant research on stakeholder opinion mining has also been 
extensively studied in the literature. Qu et al. (2010) utilized a constrained ridge regression 
algorithm to predict a users’ numeric rating of products based on the user’s product review text. 
They proposed a bag-of-opinions representation of review text that outperformed the traditional 
unigram and n-gram representations. To produce good quality summary of opinions, Zhai et al. 
(2011) proposed a semi-supervised learning approach for clustering or grouping synonym features 
from users’ reviews. They utilized lexical characteristics to automatically identify some labeled 
examples and applied an expectation and maximization (EM) algorithm for training. The proposed 
semi-supervised approach outperformed the state-of-the-art unsupervised approach by a large 
margin. Anjaria and Guddeti (2014) proposed a hybrid approach of extracting opinion using direct 
and indirect features of Twitter data based on a number of supervised classifiers. They conducted 




However, the current research efforts in the area of stakeholder opinion mining are limited in 
supporting the identification of stakeholder concerns and support levels early in the project 
development process, because of three reasons. First, most of the opinion mining research efforts 
focused on stakeholder opinions on products or services, which are different from stakeholder 
opinions on large-scale transportation projects in terms of opinions and concerns expressed, and 
the linguistic patterns displayed. Second, most of such efforts focused on one stakeholder group 
(e.g., users of the product/service), while there are multiple stakeholder groups (e.g., resource 
agencies, residents, land owners) in identifying stakeholder concerns and support levels for 
transportation projects. Third, most of such efforts focused on analyzing sentiments expressed by 
the comments, and have limited ability to identify concerns from stakeholder comments.  
1.3 Problem Statement 
There is an increasing demand to improve the efficiency of the current TPER process. Three 
primary causes of process inefficiencies were identified based on previous studies: (1) NEPA and 
transportation project planning processes are not streamlined; (2) substantial gaps exist in the 
ability of transportation practitioners to find the right information, at the right time, for the task at 
hand; and (3) there is late identification of stakeholder concerns and support levels. For 
streamlining NEPA and transportation project planning processes, previous integration efforts are 
limited in three main ways: (1) three is lack of efforts that focus on integrating NEPA into 
transportation planning at both the system and the corridor levels; (2) there is lack of 
implementation detail on how to conduct environmental analysis during the planning process; and 
(3) there is lack of standardized/formalized performance measures to evaluate the implementation 
of integrated planning and NEPA processes. For improving information retrieval in the TPER 
domain, previous information retrieval efforts in the construction domain are limited in three main 
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ways: (1) they mostly build on keyword-based content representation and query processing 
techniques, which provide limited capabilities for incorporating content semantics and contextual 
information into the retrieval process; (2) they are limited in their formal context representation 
and context-based retrieval, which provide limited capabilities to recognize domain-specific 
contextual information and to support context-based information retrieval on multiple context 
dimensions; and (3) they have not been compared with state-of-the-art information retrieval 
systems outside of the construction domain in terms of retrieval performance. For facilitating the 
identification of stakeholder concerns and support early in the project development process, 
previous efforts on stakeholder opinion mining are limited in three main ways: (1) they focused 
on stakeholder opinions on products or services, which are different from stakeholder opinions on 
transportation projects in terms of opinions and concerns expressed, and the linguistic patterns 
displayed; (2) they focused on one stakeholder group (e.g., users of the product/service), while 
there are multiple stakeholder groups (e.g., resource agencies, residents, land owners) in 
identifying stakeholder concerns and support for transportation projects; and (3) they focused on 
analyzing sentiments expressed by the comments, and have limited ability to identify concerns 
from stakeholder comments.  
1.4 Research Objectives and Questions 
This thesis aims to enhance the efficiency of the TPER process through (1) discovering the 
practices that should be implemented to integrate the NEPA process into state DOT and MPO 
planning processes for large-scale highway projects in Illinois in a manner to ensure both the 
efficiency of project development and compliance with NEPA; (2) developing context-aware 
information retrieval methods to support the search and retrieval of relevant textual information in 
the TPER domain; and (3) developing stakeholder opinion mining methods to identify stakeholder 
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concerns and support levels for large-scale highway projects early in the project development 
process. Accordingly, seven specific objectives and outcomes are defined.  
Objective 1: Discover the integration practices for integrating the NEPA process into the state 
DOT and MPO planning processes for large-scale highway projects in the state of Illinois. 
Research Questions: What are the potential integration practices? What are the suitable integration 
practices for the state of Illinois that should be selected from these potential integration practices? 
How to incorporate NEPA with transportation planning at both the system level and the corridor 
level? How to implement the selected integration practices in Illinois? What are the performance 
measures for evaluating the implementation of the integrated process? 
Outcome: (a) Identifying potential integration practices, (b) identifying state-suitable integration 
practices for the state of Illinois, (c) developing a process model for the integrated Illinois 
Department of Transportation (IDOT)-MPO-NEPA planning process, and (d) providing well-
defined guidance on the implementation and evaluation of the integrated process. 
Objective 2: Develop a semantic annotation method for automatically annotating textual 
documents with TPER-domain-specific semantic concepts for supporting context-aware 
information retrieval in the TPER domain. 
Research Questions: How to automatically annotate textual documents with semantic concepts 
that are relevant to the TPER domain? What are these semantic concepts and how to best model 
them? How is the performance of shallow semantic annotation methods compared with deep 
semantic annotation methods?  
Outcome: A semantic annotation method and algorithm that automatically annotates documents 
with TPER-domain-specific semantic concepts. 
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Objective 3: Develop a semantic, context-aware information retrieval method for retrieving 
relevant information in the TPER domain. 
Research Questions: How to conduct semantic query processing to automatically extract context 
information from user queries? How to conduct semantic document ranking to rank the retrieved 
documents based on the context information? How is the performance of vector-space-model-
based methods compared with statistical-language-model-based methods?  
Outcome: A semantic context-aware information retrieval method and algorithm for retrieving 
relevant information in the TPER domain.   
Objective 4: Develop a stakeholder opinion extraction method for automatically extracting 
subject, concern, and opinion expressions from stakeholder comments on large-scale highway 
projects to support aspect-level stakeholder opinion mining in the TPER domain.  
Research Questions: How to automatically extract subject, concern, and opinion expressions from 
stakeholder comments? What are the machine learning algorithms to use for the extraction? What 
are the best features to use for the extraction? 
Outcome: A stakeholder opinion extraction method and algorithm that automatically extracts 
subject, concern, and opinion expressions from stakeholder comments on large-scale highway 
projects to support aspect-level stakeholder opinion mining in the TPER domain. 
Objective 5: Develop a stakeholder opinion classification method for classifying extracted subject, 
concern, and opinion expressions (opinion tuples) into concern and sentiment categories to support 
aspect-level stakeholder opinion mining in the TPER domain. 
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Research Questions: How to automatically classify opinion tuples from stakeholder comments into 
concern and sentiment categories? How to develop an unsupervised method for classifying opinion 
tuples into concern and sentiment categories, to save manual effort? How is the classification 
performance of the unsupervised method compared with existing supervised methods? 
Outcome: A stakeholder opinion classification method and algorithm that classifies extracted 
opinion tuples into concern and sentiment categories to support aspect-level stakeholder opinion 
mining in the TPER domain. 
Objective 6: Develop a sentence-level stakeholder opinion mining method for automatically 
classifying sentences from stakeholder comments on large-scale highway projects into concern 
and sentiment categories. Compared to the tuple-based method (Objectives 4 and 5), the sentence-
level method offers an alternative approach when a sentence-level analysis is sufficient.  
Research Questions: How to automatically classify sentences from stakeholder comments into 
concern and sentiment categories? How to develop an unsupervised method for this classification 
problem, to save manual effort? How is the classification performance of the unsupervised method 
compared with the supervised approach? 
Outcome: A sentence-level stakeholder opinion mining method and algorithm for classifying 
sentences from stakeholder comments on large-scale highway projects into concern and sentiment 
categories.  
Objective 7: Analyze stakeholder comments from a set of case study projects to gain a better 
understanding of stakeholder opinions, and how they could be similar or different across different 
stakeholder groups.  
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Research Questions: What are the support levels of the project stakeholders? What are the concerns 
of the stakeholders? What are the negative concerns of the stakeholders? What are the similarities 
and differences – in support levels, concerns, and negative concerns – across the different 
stakeholder groups? 
Outcome: A better understanding of stakeholder opinions, and their similarities and differences 
among different stakeholder groups, based on a set of case study projects. 
1.5 Research Methodology and Tasks 
The research methodology includes eight primary research tasks, as summarized in Figure 1.1. A 


























Subtask 2.1  
Identifying Potential 
Integration Practices 
Subtask 2.2  
Selecting the 
Integration Practices 
Subtask 2.3  
Developing the 
Integrated Process
Subtask 2.4  
Validating the 
Integrated Process


































Case Study Project 
Selection
Subtask 8.3  
Case Study Results 
Analysis
 
Figure 1.1 – Research Methodology and Tasks 
1.5.1 Research Task #1 – Literature Review 
A comprehensive literature review was conducted in eleven primary domains: integrating NEPA 
and transportation planning processes, epistemology, semantic annotation, semantic similarity 
measures, information retrieval, document ranking models, stakeholder sentimental analysis and 
opinion mining, stakeholder opinion extraction, machine learning algorithms, text classification, 
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and latent Dirichlet allocation. The following points provide a summary of the literature review in 
each of these domains. 
 Integrating NEPA and transportation planning process: the literature review focused on (1) 
existing federal guidelines and efforts on integrating NEPA and transportation planning 
processes, (2) existing integration guidelines and efforts in other states (with focus on Florida, 
Colorado, Indiana, and Maine), and (3) existing transportation planning and NEPA processes 
in Illinois. 
 Epistemology: the literature review focused on existing research on epistemology and its 
application in the construction domain. 
 Semantic annotation: the literature review focused on existing research and methods for 
ontology-based semantic annotation including shallow semantic and deep semantic 
approaches. 
 Semantic similarity measures: the literature review focused on existing research on semantic 
similarity measures that assess the semantic similarity between two concepts in a given 
semantic model. 
 Information retrieval: the literature review focused on existing research and methods for 
context-aware information retrieval, including a review of relevant efforts in the construction 
and transportation domains. 
 Document ranking models: the literature review focused on basic concepts of document 
ranking models and their applications including the vector space model and the statistical 
language model. 
 Stakeholder sentiment analysis and opinion mining: the literature review focused on existing 
research on stakeholder opinion mining including document-level, sentence-level, and aspect-
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level analysis, as well as lexicon-based, supervised machine learning-based, and unsupervised 
machine-learning-based approaches. 
 Stakeholder opinion extraction: the literature review focused on existing methods and research 
on stakeholder opinion extraction including language rule-based, topic model-based, and 
supervised machine learning-based approaches. 
 Machine learning: the literature review focused on the main types of machine learning 
algorithms and their characteristics and applications. 
 Text classification: the literature review focused on existing methods for supervised machine 
learning-based text classification, with especial focus on multilabel text classification. 
 Latent Dirichlet allocation: the literature review focused on the concept of latent Dirichlet 
allocation (LDA), and the collapsed Gibbs sampling method for inferencing distributions for 
LDA models. 
1.5.2 Research Task #2 – Discovery of Integration Practices 
This research task aimed to discover the integration practices for integrating the NEPA process 
into the state DOT and MPO planning process for large-scale highway projects in Illinois. This 
research task includes four primary subtasks.  
1.5.2.1 Subtask 2.1 – Identifying Potential Integration Practices 
A list of potential integration practices were identified based on two main sources: (1) a 
comprehensive literature review of existing processes, as well as existing integration guidelines 
and efforts, and (2) input from experts from relevant federal, state, and metropolitan planning and 
regulatory agencies. A comprehensive literature review of IDOT planning, MPO planning, and 
NEPA processes was conducted. Existing documents/studies that describe and/or evaluate the 
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current practices of linking/integrating NEPA and transportation planning processes in other states 
were studied. Other relevant regulations and information resources including NEPA regulations, 
the Federal Highway Administration (FHWA) Planning and Environment Linkages (PEL) 
initiative and its related publications, and reports by the National Cooperative Highway Research 
Program (NCHRP) were also reviewed. Special emphasis was placed on reviewing integration 
efforts by states that have recently developed guidance on how to integrate transportation planning 
and NEPA processes, including Colorado, Florida, Indiana, and Maine. Expert inputs were 
gathered through unstructured meetings/interviews with eight experts from IDOT, FHWA, and 
MPOs. The purpose of those meetings was to gain a better understanding of the existing processes 
in Illinois and the appropriateness of potential integration practices. 
1.5.2.2 Subtask 2.2 – Selecting the Integration Practices 
This subtask focused on selecting the set of integration practices for the state of Illinois based on 
expert opinion from relevant federal, state, and metropolitan planning, regulatory, and resource 
agencies. A set of one-to-one expert interviews were conducted to collect data about current 
conditions and solicit expert opinion on the potential integration practices. Interviews were 
conducted face-to-face or online, with the preferred method being face-to-face and online only 
used if so desired by the respondent. Each interview consisted of two parts. The first part of the 
interview covered a presentation about the motivation and scope of the research. In the second part 
of the interview, respondents were asked to complete a questionnaire. Four main expert groups 
were identified – based on their responsibilities in the transportation planning and NEPA 
processes: (1) IDOT districts, (2) MPOs, (3) resource agencies, and (4) IDOT Central Office 
(Office of Planning and Programming and Bureau of Design and Environment) and FHWA. 
Accordingly, four questionnaires were designed. 
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1.5.2.3 Subtask 2.3 – Developing the Integrated IDOT-MPO-NEPA Planning Process  
The results of the expert interviews were reviewed and discussed through unstructured meetings 
with eight experts from IDOT, FHWA, and MPOs. The purpose of those meetings was to (1) 
review the recommended practices in terms of their feasibility and applicability in Illinois, and (2) 
solicit recommendations on developing the implementation details of the recommended practices. 
Based on the results of the interviews and expert input, a final set of recommended integration 
practices were identified – considering feasibility and applicability – and were formulated into a 
coherent process workflow (and called Integrated IDOT-MPO-NEPA Planning Process). To 
represent the integrated process, a process flowchart was developed and each process was 
described in terms of process inputs, outputs, and actors. To facilitate the future evaluation of the 
integrated process, a set of performance measures were also identified based on literature review 
and recommendations from unstructured meetings with the eight experts. 
1.5.2.4 Subtask 2.4 – Validating the Integrated IDOT-MPO-NEPA Planning Process 
A second round of one-to-one, face-to-face interviews, which targeted the same group of experts 
in the first round, was conducted to validate the integrated process and evaluate its specific 
implementation details. To solicit expert feedback in an efficient manner, a draft guidance 
document describing the integrated process and a questionnaire was developed and sent to each of 
the interviewees two weeks prior to the interview date to allow interviewees sufficient time for 
review. Each interview consisted of two parts. The first part included a detailed presentation of the 
integrated process. In the second part of the interview, the interviewees were asked to complete 
the questionnaire to gather their opinions on the proposed integrated process. A six-point Likert 
scale was used to record the responses, with 6 being the most favorable (6=strongly agree, 5=agree, 
4 = Somewhat Agree, 3 = Somewhat Disagree, 2 = Disagree, 1 = Strongly Disagree). For each 
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question, the respondents were also asked to specify any recommendations or suggestions they 
may have on the specific implementation details of the integrated process. For all responses, mean, 
standard deviation, and median scores were calculated.  
1.5.3 Research Task #3 – Development of Method and Algorithm for Semantic Annotation  
This task aimed to develop a semantic annotation (SA) method and algorithm for automatically 
annotating textual documents with TPER-domain-specific concepts. This task focused on 
annotating webpages in the TPER domain with functional process context concepts, which 
describe the subprocesses of the TPER process. The functional process context is a subconcept of 
the document context, which is a subconcept of the epistemic context in the TPER epistemology. 
The TPER epistemology is a semantic model for representing and reasoning about information 
and information retrieval in the TPER domain. This research task was divided into two primary 
subtasks.  
1.5.3.1 Subtask 3.1 – Method/Algorithm Development 
This subtask focused on experimenting with different SA algorithms and semantic similarity 
measures to develop an SA method and algorithm for automatically annotating textual documents 
with TPER-domain-specific concepts. Two main types of SA algorithms were developed and 
comparatively evaluated: shallow SA and deep SA algorithms. The shallow SA algorithms mainly 
used syntactic features to annotate the text with concepts in the TPER epistemology. In developing 
the proposed shallow SA algorithm, three main algorithms were tested and evaluated: (a) using 
original concept terms (from the TPER epistemology) only; (b) conducting syntactic concept 
expansion on original concept terms; and (c) conducting both syntactic concept expansion and 
concept filtering and domain-specific concept expansion. The deep SA algorithms used the TPER 
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epistemology for annotation and involved deep semantic analysis. In developing the proposed deep 
SA algorithm, eight different semantic similarity measures were tested and evaluated. 
1.5.3.2 Subtask 3.2 – Experimental Testing and Evaluation 
This subtask focused on testing and evaluating the developed methods and algorithms using well-
established information retrieval metrics: mean precision and mean average precision. Mean 
precision for a set of concepts is the arithmetic mean of the precision values of the concepts. 
Precision, here, is defined as the ratio of the number of documents annotated correctly over the 
total number of documents annotated. The mean average precision is the mean of the average 
precision scores of each concept. For each concept, average precision is the average precision 
values at the ranks where correctly annotated documents occur (i.e., at the ranks where recall 
changes). These measures were calculated based on a comparison of the experimental results with 
a manually-developed gold standard. For a concept, each document in the collection was ranked 
based on the annotation weight, and the mean precision and mean average precision values at the 
top 10, 20, 30, 40, and 50 annotated documents were calculated.  
1.5.4 Research Task #4 – Development of Method and Algorithm for Semantic Context-
Aware Information Retrieval 
This task aimed to develop a semantic context-aware information retrieval method and algorithm 
for retrieving relevant information in the TPER domain. This task focused on retrieving relevant 
information in the TPER domain based on the document context, which is a subconcept of the 
epistemic context in the epistemology. This research task was divided into two primary subtasks. 
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1.5.4.1 Subtask 4.1 – Method/Algorithm Development 
This subtask focused on developing a semantic-based context-aware information retrieval method 
and algorithm and was composed of two main steps:  
 Development of context-based relevance assessment method: A new context-based 
relevance assessment method was proposed to improve both context representation and 
context-based relevance estimation for enhancing the relevance of the retrieved results for 
decision making.  
 Integration of the proposed relevance assessment method into document ranking models: 
The proposed context-based relevance assessment method was integrated into the vector 
space model (VSM) and the statistical language model (SLM), in order to (1) evaluate the 
effectiveness of the proposed relevance assessment method, (2) determine which method, 
the context-enhanced VSM or the context-enhanced SLM, results in a better information 
retrieval performance in the TPER domain.  
1.5.4.2 Subtask 4.2 – Experimental Testing and Evaluation 
This subtask focused on testing and evaluating the developed method and algorithm using well-
established information retrieval metrics – precision, recall, and mean average precision. Precision, 
here, is defined as the ratio of the number of relevant documents retrieved over the total number 
of documents retrieved. Recall, here, is defined as the ratio of the number of relevant documents 
retrieved over the total number of relevant documents. The mean average precision is the mean of 
the average precision scores of each query. For each query, average precision is the average 
precision values at the ranks where relevant documents are retrieved (i.e., at the ranks where recall 
changes). These measures were calculated based on a comparison of the experimental results with 
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a manually-developed gold standard. To develop the gold standard, a set of queries that represent 
the needs of transportation practitioners were developed by the experts in the TPER domain. For 
each query, the top 50 ranked documents retrieved by the proposed semantic ranking algorithms 
were pooled together and judged by domain experts. The relevant documents in the pool were 
considered relevant documents for the evaluation, and the rest of the documents in the pool 
together with the unjudged documents were considered irrelevant for the evaluation.  
1.5.5 Research Task #5 – Development of Method and Algorithm for Stakeholder Opinion 
Extraction 
The research task aimed to develop a stakeholder opinion extraction method and algorithm for 
automatically extracting subject, concern, and opinion expressions from stakeholder comments on 
large-scale highway projects to support aspect-level stakeholder opinion mining in the TPER 
domain. The research task was divided into two primary subtasks. 
1.5.5.1 Subtask 5.1 – Method/Algorithm Development 
This subtask focused on experimenting with different machine learning algorithms and 
performance improvement strategies to develop a stakeholder opinion extraction method and 
algorithm that could achieve sufficient performance. There are three main types of opinion 
extraction approaches: language rule-based approaches, topic model-based approaches, and 
supervised ML-based approaches. A language rule-based approach utilizes pre-defined rules to 
extract opinion-related expressions. A topic model-based approach generates opinion-related 
expressions through representing the comments with a mixture of topic models. A supervised ML-
based approach learns to extract opinion-related expressions from manually-labeled data. In this 
thesis, the supervised ML-based approach was adopted because of its expected best performance 
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and ability to extract fine-grained and precise information. Five different ML algorithms and three 
different types of features (syntactic, dependency, and semantic features) were comparatively 
evaluated, and a set of language rules were utilized to further improve the extraction performance. 
1.5.5.2 Subtask 5.2 – Experimental Testing and Evaluation 
This subtask focused on testing and evaluating the developed method and algorithm using well 
established information extraction metrics – precision, recall, and F1 measure. Precision, here, is 
defined as the ratio of the number of correctly extracted expressions (subject expressions, concern 
expressions, and opinion expressions) over the total number of extracted expressions. Recall, here, 
is defined as the ratio of the number of correctly extracted expressions over the total number of 
expressions that should be extracted. F1 measure is the harmonic mean of precision and recall. 
These measures were calculated based on a comparison of the experimental results with a 
manually-developed gold standard. 
1.5.6 Research Task #6 – Development of Method and Algorithm for Stakeholder Opinion 
Classification 
The research task aimed to develop an unsupervised ML-based method and algorithm for 
stakeholder opinion classification to support aspect-level opinion mining in the TPER domain. The 
research task focused on classifying the extracted opinion tuples into one or more concern 
categories and one sentiment category. This research task was divided into two primary subtasks. 
1.5.6.1 Subtask 6.1 – Method/Algorithm Development 
This subtask focused on developing an unsupervised ML-based method and algorithm for 
classifying the subject, concern, and opinion expressions (opinion tuples) that were extracted in 
Task 5. The developed method can automatically create labeled training through iteratively 
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generating opinion tuple clusters, based on keywords, for each classification category. For 
clustering, semantic similarities between opinion tuples were captured through opinion semantic 
vectors, which were learned from a text corpus using a word-embedding model. The developed 
method then utilized a supervised ML classifier to learn from the automatically-created training 
data to classify the aspect-level opinion tuples into different concern categories (e.g., mobility and 
accessibility, air quality, transportation safety, etc.) and into one sentiment category (supportive, 
unsupportive, or neutral). In developing the proposed method, four different types of opinion 
semantic vectors, two supervised ML algorithms, and different cluster percentages used for 
training were comparatively evaluated. 
1.5.6.2 Subtask 6.2 – Experimental Testing and Evaluation 
This subtask focused on testing and evaluating the developed method and algorithm using well 
established text classification metrics – precision, recall, and F1 measure. Precision, here, is 
defined as the ratio of the number of correctly classified opinion tuples over the total number of 
classified opinion tuples. Recall, here, is defined as the ratio of the number of correctly classified 
opinion tuples over the total number of opinion tuples that should be classified. F1 measure is the 
harmonic mean of precision and recall. These measures were calculated based on a comparison of 
the experimental results with a manually-developed gold standard. 
1.5.7 Research Task #7 – Development of Method and Algorithm for Sentence-level 
Stakeholder Opinion Mining 
The research task aimed to develop a sentence-level stakeholder opinion mining method and 
algorithm for classifying sentences from stakeholder comments on large-scale highway projects 
into concern and sentiment categories. Compared to the tuple-based method (Research Tasks 5 
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and 6), the sentence-level method offers an alternative approach when a sentence-level analysis is 
sufficient. This research task was divided into two primary subtasks. 
1.5.7.1 Subtask 7.1 – Method/Algorithm Development 
This subtask focused on developing an unsupervised ML-based method and algorithm for 
classifying the sentences from stakeholder comments. The developed method can automatically 
create pseudo training data through latent Dirichlet allocation (LDA)-based concern labeling and 
lexicon-based sentiment labelling. The developed method then utilized a supervised ML classifier 
to learn from the automatically-created pseudo training data to classify the comment sentences into 
different concern categories (e.g., mobility and accessibility, air quality, transportation safety, etc.) 
and into one sentiment category (supportive, unsupportive, or neutral). In developing the proposed 
method, the effect of varying the size of the pseudo training data was comparatively evaluated. 
1.5.7.2 Subtask 7.2 – Experimental Testing and Evaluation 
This subtask focused on testing and evaluating the developed method and algorithm using well 
established text classification metrics – precision, recall, and F1 measure. Precision, here, is 
defined as the ratio of the number of correctly classified comment sentences over the total number 
of classified comment sentences. Recall, here, is defined as the ratio of the number of correctly 
classified comment sentences over the total number of comment sentences that should be 
classified. F1 measure is the harmonic mean of precision and recall. These measures were 




1.5.8 Research Task #8 – Case Studies of Stakeholder Opinion Mining 
This task aimed to analyze stakeholder comments from a set of case study projects to gain a better 
understanding of stakeholder opinions, and how they could be similar or different across different 
stakeholder groups. This research task was divided into three subtasks. 
1.5.8.1 Case Study Project Selection  
This subtask aimed to select the case study projects. Three large-scale highway projects were 
selected due to their impacts on the surrounding environment, and the availability of their 
stakeholder comments. For each project, two primary stakeholder groups were identified: agency 
and government, and individual and public organization. For each project, stakeholder comments 
received during their respective planning processes were extracted from project reports (pdf 
format). These include comments provided through project websites, public hearings, emails, and 
social media. The extracted stakeholder comments were stored in a .txt format local file with 
textual content cleaned, and figures and tables removed. 
1.5.8.2 Stakeholder Opinion Mining Implementation 
This subtask aimed to implement the opinion mining method for each project, which involved (1) 
classifying the comment sentences into one or more concern categories, and into one sentiment 
category; and (2) aggregating sentence-level concern and sentiment labels to form the comment-
level label set.  
1.5.8.3 Case Study Results Analysis 
This subtask aimed to answer the following research questions through analyzing the stakeholder 
opinions for the case study projects. For each project, (1) What are the support levels of the 
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stakeholders to the project? (2) What are the concerns of the stakeholders? (3) What are the 
negative concerns of the stakeholders? (4) What are the similarities and differences – in support 
levels, concerns, and negative concerns – across the different stakeholder groups? 
To answer the abovementioned research questions, the distributions of sentiments and concerns 
across the two stakeholder groups and three projects were analyzed. The two stakeholder groups 
were also compared, in terms of support levels, concerns, and negative concerns.  
1.6 Contribution 
1.6.1 Intellectual Merit 
The thesis research contributes to the body of knowledge in six primary ways. First, it identifies 
the appropriate integration practices for Illinois through an in-depth investigation of existing 
planning processes and potential integration practices, develops a process model for the integrated 
IDOT-MPO-NEPA planning process, and provides well-defined guidance on the implementation 
and evaluation of the integrated process. Second, this research offers a domain-specific, deep 
semantic annotation algorithm for automatically annotating documents with concepts in the TPER 
epistemology. Third, this research offers a domain-specific, context-aware information retrieval 
algorithm for retrieving relevant documents in the TPER domain. Fourth, this research offers a 
domain specific, supervised ML-based information extraction method for automatically extracting 
subject, concern, and opinion expressions from stakeholder comments on large-scale highway 
projects. Fifth, this research offers a domain-specific, unsupervised ML-based stakeholder opinion 
classification method that supports early identification of stakeholder concerns and support levels. 
Sixth, this research offers a domain-specific, supervised ML-based stakeholder opinion mining 
method for classifying comment sentences on large-scale highway projects into one or more 
 
30 
concern categories, and into one sentiment category. Seventh, this research offers a better 
understanding of stakeholder opinions and their similarities and differences among different 
stakeholder groups through analyzing stakeholder comments from three large-scale highway 
projects.  
More detailed discussions of the intellectual merit and contribution to the body of knowledge are 
provided in Chapter 10. 
1.6.2 Broader Impact 
The research outcomes are expected to result in three primary broader impacts. First the 
implementation of the integrated IDOT-MPO-NEPA process could improve interagency 
coordination and communication, enable early identification of potential environmental issues and 
early consideration of avoidance/mitigation measures, and facilitate the use of early planning 
data/decisions in subsequent NEPA studies. All would result in improving the decision-making 
process, reducing duplication of work, and enhancing project delivery in terms of time and cost. 
Second, the implementation of the semantic, context-aware information retrieval methods could 
improve the ability of transportation practitioners to find the right information, at the right time, 
for the task at hand. This would help support TPER decision making and would reduce the time 
that agency employees spend to look for information in unstructured documents. Third, the 
implementation of the stakeholder opinion mining method could improve the ability of 
transportation practitioners to identify the concerns and support levels of the stakeholders early in 
the project development process. This would help avoid (or reduce) late identification of concerns 
and opposition, and accordingly would help reduce design changes and duplication of effort. All 
these potential outcomes are expected to reduce the time and cost of the TPER process, and further 
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 CHAPTER 2: LITERATURE REVIEW 
2.1 Integrating NEPA and Transportation Planning Process 
2.1.1 Federal Integration Efforts   
According to the National Environmental Policy Act (NEPA), transportation projects are required 
to go through an environmental review process to evaluate their impact on the environment. 
Although the NEPA enhances the consideration of potential environmental consequences, and 
brings the general public and other stakeholders into the transportation decision-making process, 
it has received increasing criticism for “resulting in frequent delays in the development of 
important projects designed to improve the safety and operating conditions of a region's 
transportation system” (Larson et al. 2011). Since NEPA's enactment in 1969, the time it takes to 
complete an EIS has nearly tripled: in 1970s, a typical EIS took an average of 2.5 years to perform, 
and currently it takes an average of 6.5 years to complete (Barberio et al. 2008a). The reasons for 
EIS project delay, according to a series of research studies conducted by FHWA (FHWA 2000), 
include “a lack of funding or priority, stakeholder and/or local opposition, insufficient political 
support, project complexity, changes in agency priorities, environmental concerns expressed by 
resource agencies, and other issues inherent in the NEPA process itself” (Barberio et al. 2008a). 
In recognition of these reasons and potentials for improvement, the federal government has 
developed several guidance for integrating NEPA into transportation project planning processes. 
 Section 1309 of the Transportation Equity Act for the 21st Century (TEA-21) initiated the federal 
guidance for integrating the NEPA process into the state DOT and MPO planning processes in 
1998 (USGPO 1998); it mandated the development and implementation of a coordinated 
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environmental review process especially for projects that require the preparation of an 
environmental impact statement (EIS) pursuant to NEPA requirements  
In 2007, Section 6002 of the Safe, Accountable, Flexible, Efficient Transportation Equity Act: A 
Legacy for Users (SAFETEA-LU) established a new environmental review process for 
transportation projects that require an EIS in order to promote efficient project management and 
enhanced interagency coordination (USGPO 2007).  
The most up-to-date federal guidance for integrating the NEPA process into state DOT planning 
and MPO planning processes is provided in Section 1301-1323 of the Moving Ahead for Progress 
in the 21st Century Act (MAP-21) (USGPO 2013). These three sections introduce programmatic 
approaches to promote greater linkages between planning and environmental review process, and 
establish frameworks for setting deadlines for decision making during the environmental review 
process considering conflict resolution and penalties for agencies that fail to make a decision 
(USGPO 2013).  
2.1.2 States Integration Efforts 
In response to the federal guidance, a number of states have conducted extensive research studies 
on how to integrate the NEPA process into their transportation project planning processes, and 
developed detailed and formal guidelines on how to implement and evaluate the integrated process. 
The Colorado Department of Transportation (CDOT) conducted the Strategic Transportation, 
Environmental, and Planning Process for Urban Places (STEP-UP), where a Geographic 
Information System (GIS)-based tool to identify and assess the environmental impacts and a 
methodology to conduct regional cumulative effects assessment were developed (FHWA 2007a; 
MacDonald and Lidov 2007). The Florida Department of Transportation (FDOT) developed the 
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Efficient Transportation Decision-Making (ETDM) process, which utilized the Environmental 
Screening Tool (EST), an internet-accessible interactive database for documenting project 
changes, evaluating impacts, and communicating project details to agencies and the public (FDOT 
2006; FHWA 2007b). The Indiana Department of Transportation (INDOT) developed a 
streamlined procedure for planning and environmental analysis to eliminate the duplication of 
activities between planning studies and subsequent environmental analysis carried out under 
NEPA (FHWA 2007c; INDOT and FHWA 2007). The Maine Department of Transportation 
(MaineDOT) developed the Maine’s Integrated Transportation Decision Making (ITD) process for 
integrating existing project review processes to eliminate duplication of efforts, and the process is 
designed for projects that require an EIS or EA (FHWA 2002; FHWA 2007d). 
2.1.3 Transportation Planning and NEPA Processes in Illinois 
In Illinois, a transportation project originates from a project concept that aims to solve specific 
regional or statewide transportation needs (IDOT 2010). At the regional level, through the MPO 
planning process, the 16 MPOs in Illinois develop the MPO’s Long-Range Transportation Plan 
(LRTP) as the guidance for decision making and identify important projects that satisfy the 
regional transportation needs for inclusion in the plan (IDOT 2006). At the statewide level, through 
the IDOT planning process, IDOT districts receive project proposals from MPOs and other 
regional planning agencies and select priority projects for inclusion in the Multi-Year Program 
(MYP), where the funding of each project is specified (IDOT 2007). Once the project is funded, a 
project group is assigned to supervise the project development. If the project involves more than 
one alternative corridor within a regional area, a corridor/feasibility study may be conducted to 
investigate all feasible corridors (IDOT 2010). To determine the specific alignments, profiles, and 
major design features of the proposed project, Phase I (design) studies are conducted. If the project 
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has (or may have) a significant environmental impact, then a NEPA study is conducted as part of 
Phase I studies. The NEPA study focuses on the environmental considerations of the project – 
including impacts on the social, cultural, and economic resources, as well as natural resources – 
and follows one of two types of processes for large-scale transportation projects (CEQ 2007; CEQ 
2006): (1) EIS process, if the project is identified to have significant environmental impact, and 
(2) Environmental Assessment (EA) process, if there are uncertainties about whether the project 
will have significant environmental impact.  
2.2 Epistemology 
Epistemology is a branch of philosophy about the nature of knowledge (Muis 2004); it aims to 
investigate how the knowledge of a particular domain is created and disseminated (Steup 2011). 
Recently, the need for epistemological understanding and modeling to support effective 
knowledge management has been recognized; “it is necessary to understand the broad 
epistemological spectrum that can enable effective utilization of computerized systems for 
knowledge management” (Jayatilaka and Lee 2003). Specifically, in the areas of information 
systems and information retrieval, researchers have highlighted the epistemological nature of 
information systems and information retrieval processes. An information system acts as an 
“epistemology, not just extending human abilities but offering a new approach to knowing” 
(Broman 2014). “Classic models of search indicate that the information retrieval process involves: 
the identification of a need; the search to meet that need; the evaluation of results towards the need. 
This process has parallels in models of ‘epistemic beliefs’ ” (Knight 2013). Modeling the IR 
process as a knowing process would enable better representation of the information retrieval 
process in terms of its epistemic context [context of knowing (i.e., searching), context of knower 
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(i.e., user), and context of knowledge (i.e., document)]. Such representation could better facilitate 
context-aware information retrieval.  
In the construction domain, the need for epistemological understanding and modeling in 
supporting construction informatics research has also been recently emphasized (El-Diraby 2012). 
Most recently, an epistemology-based semantic model for facilitating domain-specific, context-
aware retrieval of information about sustainable construction practices was proposed (Zhang and 
El-Gohary 2015). 
2.3 Semantic Annotation 
As the corner stone of context-aware information retrieval, semantic annotation (SA) is the process 
of assigning the semantic descriptions to the entities in the text (Kiryakov et al. 2004); it can bridge 
the gap between the computer-understandable knowledge and the extensive human natural-
language materials (Li and Bontcheva 2007). Current researchers have focused on three different 
types of SA (Castells et al. 2007; Fernandez et al. 2011): (1) Statistical approaches, which identify 
groups of words that commonly appear together, based on a statistical model, and use these word 
groups as semantic descriptions. For example, using modified latent semantic analysis (LSA), 
Ozcan and Aslandogan (2005) identified the concepts in a domain-specific corpus for query 
expansion, and achieved significant improvement in the precision of information retrieval; (2) 
Linguistic conceptualization approaches, which take advantage of linguistic resources like 
WordNet or thesauri to enhance document indexing. For example, Boubekeur et al. (2010) 
proposed a concept-based document indexing approach using WordNet; they assigned concepts 
extracted from WordNet to document words based on the overlapping degree between a WordNet 
synset and the local context, and measured the concept weight based on semantic relatedness and 
concept frequency; and (3) Ontology-based approaches, which link the concepts in the ontological 
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model with the text, and provide a much more detailed and densely populated concept space in the 
form of an ontology (Fernandez et al. 2011). 
In comparison to ontology-based approaches, statistical and linguistic conceptualization 
approaches (1) are commonly based on shallow and sparse conceptualizations, (2) usually consider 
very few types of relations between concepts, and (3) usually allow for low information specificity 
levels (Castells et al. 2007).  
2.4 Semantic Similarity Measures 
Semantic similarity (SS) measures determine how much two concepts are similar according to a 
given semantic model, and are “becoming intensively used for most applications of intelligent 
knowledge-based and semantic information retrieval systems” (Slimani 2013). In this work, SS 
measures are used to identify the match between concepts in a user’s query and concepts in a 
document. A number of measures have been proposed to assess the SS between pairs of concepts 
based on an ontology (or concept hierarchy). The measures can be classified into the following 
three categories: path-based measures, node-based measures, and combined measures.  
Path-based measures estimate the SS between two concepts based on the shortest path between the 
two concepts (Zhang et al. 2007). Some popular measures are: (1) Wu and Palmer (1994) SS 
measure, which utilizes the shortest path between the two concepts and their most informative 
subsumer (MIS) in the hierarchy (MIS is the lowest concept that can be a parent for both the two 
concepts). This measure assumes that the shortest path length and the depth of MIS are equally 
important in assessing SS, which may not be suitable for hierarchically specific concepts; (2) 
Leacock and Chodorow (1998) measure, which transforms the shortest path distance into a 
similarity measure and normalizes it by the maximum depth of the hierarchy. The drawback of 
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this measure is that it assumes the links in the hierarchy represent uniform semantic distances, 
which is typically not true because a semantic distance is also affected by concept specificity and 
the density of the subhierarchy; (3) Li et al. (2003) SS measure, which combines the length of the 
shortest path between the two concepts and the depth of their MIS in the hierarchy through two 
parametric functions. This SS measure uses two parameters to set the importance of concept 
specificity and shortest path, which allows for tuning/optimizing the contributions of these two 
features based on empirical results; and (4) Mao and Chu (2007) SS measure, which utilizes the 
shortest path between the two concepts and their descendant concepts. This SS measure is built on 
the assumption that a concept is less similar to its grandparent than to its parent in the hierarchy, 
and takes the generality of concepts into account by considering the number of their descendants. 
This SS measure works effectively when evaluating a concept and its descendant concepts, but not 
for evaluating sibling concepts.  
Node-based measures estimate the SS between two concepts based on the information content (IC) 
of the concept nodes. Some popular measures are: (1) Resnik (1995) SS measure, which is based 
on the intuition that the SS between two concepts is the extent to which they share common 
information and utilizes the IC of two concepts’ MIS to measure the shared information. This 
measure has limited capability to differentiate concept pairs that have the same MIS, because it 
only considers the MIS of two concepts; (2) Jiang and Conrath (1997) SS measure, which 
combines the IC of each concept in addition to the IC of their MIS. It improves Resnik (1995) SS 
measure by introducing the IC of two concepts to differentiate concept pairs that have the same 
MIS; and (3) Lin (1998) SS measure, which utilizes the ratio between the IC of two concepts’ MIS 
and the sum IC of the two concepts. It reflects not only how much common information the two 
concepts have, but also how much different information they have.  
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Al-Mubaid and Nguyen (2006) SS measure is a combined measure that utilizes the shortest path 
between two concepts and the common specificity (CSpec) of the two concepts. The CSpec of two 
concepts is the difference between the maximum IC of all concepts in the hierarchy and the IC of 
the two concepts’ MIS. CSpec indicates how much common information two concepts share, and 
the lower their CSpec is the more information they share. Compared with other path-based and 
node-based measures, Al-Mubaid and Nguyen (2006) SS measure has the following advantages: 
(1) It is based on not only the distance between two concepts in the hierarchy (path feature), but 
also the amount of common information they share (node feature); and (2) It uses two parameters 
to set the importance degrees of the path feature and the node feature, which allows for 
tuning/optimization of parameters based on empirical results.  
Different types of SS measure have their own advantages and limitations, and previous studies 
(Stevenson and Greenwood 2005; Petrakis et al. 2006; Budanitsky and Hirst 2006; Meng et al. 
2013) indicate that no single type can outperform the other types in all applications. For example, 
Petrakis et al. (2006) found that the Leacock and Chodorow (1998) measure achieved the best 
performance in concept term stemming compared with other existing measures; while Stevenson 
and Greenwood (2005) found the Jiang and Conrath (1998) SS measure to be the best measure for 
conducting pattern induction for information extraction. Because the performances of SS measures 
vary from application to application, and most of the applications are based on WordNet or 
ontologies in the bio-medical domain, it is necessary to evaluate the performances of the different 
types of SS measures in SA in the TPER domain. 
2.5 Information Retrieval 
Information retrieval (IR) is the process of finding material (usually documents) of an unstructured 
nature (usually text) that satisfies the user’s information need within large collections (Manning et 
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al. 2009). The current IR systems mostly build on keyword-based content representation and query 
processing techniques, which provide limited capabilities for incorporating content semantics and 
contextual information into the retrieval process (Fernandez et al. 2011). Due to this limitation, 
the current IR systems can be very ineffective when handling context-sensitive tasks, such as 
search that involves terms of multiple meanings. To overcome this limitation of keyword-based 
IR systems, context-aware IR – which aims to integrate search technologies and knowledge about 
the query and the context into a single framework in order to provide the most relevant answer for 
a user’s information need – has been recognized as a long-term challenging goal in the IR research 
domain (Allan et al. 2003; Ozcan and Aslandogan 2005; Kara et al. 2012; Chauhan et al. 2013). 
For the transportation environmental review domain, as indicated by recent studies (ICT 2014), 
the ineffectiveness of current IR systems are aggravated when searching for relevant information 
to support decision making for the domain. For example, the following use case scenario provides 
an illustrative example: an environmental specialist (user’s role) from IDOT is working on a new 
toll road corridor (project type) that affects nearby wetlands (affected resource) in northeastern 
Illinois (project location), he/she would like to find similar projects that also affect wetlands and 
how their environmental impacts are evaluated, and he/she searchers Google for “highway projects 
have environmental impact on wetlands”. Figure 2.1 shows the first result page that was retrieved 
by Google. All the retrieved results in the first page only provide general information about 
evaluating environmental impacts on wetlands, such as guidance on quantifying the impacts on 
wetland loss (first and fifth results), and mitigation measures for the impacts on wetlands (second 
result); and none of them provide the specific project examples that the environmental specialist 
needs to retrieve. To improve the retrieval results, he/she enhances the query and searches Google 
for “Illinois tollway projects have environmental impact on wetlands”. Figure 2.2 shows the first 
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result page using the enhanced query. Although the third and sixth retrieved results provide 
information on the specific projects the environmental specialist are looking for, other results only 
provide general information such as guidance on wetland restoration (first and second results) and 
the environmental studies manual (fifth). The highly context-sensitive nature of the transportation 
environmental review process and of the searching process of related information makes it difficult 
to retrieve satisfactory results using conventional IR systems. The searching process of the 
environmental review relevant information is sensitive to the context of the domain knowledge 
(e.g., project type, project location, environmental review type, affected resources, etc.), the 
context of the user (e.g., user role, user task at hand, user profile), and the context of the searching 
process (e.g., searching location, searching environment, searching device). For example, in the 
above use case scenario, the information on the desired highway projects is sensitive to the project 
type, project location, environmental resources affected, and user role. An enhanced semantic-
based document ranking method is needed to help retrieve more relevant results by adapting to 








Figure 2.2 – The First Result Page Retrieved by Google Using the Example Enhanced Query 
 
2.6 Document Ranking Models 
A document ranking model provides the basic notion of what it means for a document to be 
relevant to a query. Among the many different document ranking models proposed in the literature, 
the vector space model (VSM) and the statistical language model (SLM) are the most studied and 
widely used. The VSM is a similarity-based model that assumes that the relevance of a document 
to a query is correlated with the similarity between the query and the document at some level of 
representation (Aggarwal and Zhai 2012). In the VSM, a document and a query are represented as 
two vectors of terms, which are typical words and phrases. Each term is assigned a weight that 
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reflects its “importance” to the document or the query. This model measures the relevance of a 
document to a query as the similarity between the query vector and document vector. The cosine 
similarity and the inner-product between the two vectors are often used as the similarity measures 
(Ceri et al. 2013).  
The SLM is a probabilistic model that assumes that the documents in a collection should be ranked 
by the decreasing probabilities of their relevance to a query (Singhal 2001). A document is 
generally viewed as a sample from a language model, which estimates the distribution of words in 
a given language. Based on this assumption, this model measures the relevance of a document to 
a query as the likelihood that the query was generated based on the estimated language model of 
each document (Zhai 2008).  
2.7 Stakeholder Sentiment Analysis and Opinion Mining  
Sentiment analysis (also called opinion mining) is the task of detecting, extracting, and classifying 
opinions, sentiments, and attitudes concerning different topics from unstructured stakeholder 
opinions (Montoyo et al. 2012; Ravi and Ravi 2015). A stakeholder opinion is a piece of text that 
expresses the attitude(s) of a stakeholder towards a target object, such as a product or service (e.g., 
a highway project in the context of this work). The target object under evaluation is defined as an 
entity, and an entity could have several aspects representing its features (Liu and Zhang 2012). 
Based on the level of analysis granularity, sentiment analysis can be conducted at three different 
levels: document level, sentence level, and aspect level (Liu 2012). Document-level sentiment 
analysis aims to determine whether the whole opinion document expresses positive, negative, or 
neutral sentiment based on the assumption that each document expresses opinion(s) about a single 
entity (Pang et al. 2002; Medhat et al. 2014). Sentence-level sentiment analysis, on the other hand, 
analyzes each sentence in an opinion document, and identifies the sentiment of each sentence. At 
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the aspect level, sentiment analysis aims to identify the aspects (i.e., features of a target object) 
that are covered in a comment sentence, and discover the commenter’s sentiment attitude(s) 
towards each of these aspects. Compared with the document and sentence levels, aspect-level 
sentiment analysis performs a finer-grained analysis, which could help discover the specific issues 
stakeholders like or dislike.  
Sentence-level sentiment analysis is based on the simple assumption that a sentence expresses a 
single sentiment from a single commenter (Liu 2012). Three major approaches have been proposed 
for sentence-level sentiment analysis: lexicon-based approach, supervised machine learning (ML)-
based approach, and unsupervised ML-based approach. The lexicon-based approach determines 
the sentiment orientation of a sentence by summing up the sentiment scores of all opinion words 
in the sentence using a pre-defined opinion lexicon (Liu and Zhang 2012). The supervised ML-
based approach relies on supervised ML algorithms to solve the sentence-level sentiment analysis 
as a text classification problem and requires the representation of sentences using syntactic, 
linguistic, and/or semantic features (Medhat et al. 2014). Some of the commonly used algorithms 
are naive Bayers, maximum entropy, support vector machines, and neural networks. The 
unsupervised ML-based approach learns to classify sentences from unlabeled training data using 
an unsupervised ML algorithms such as topic modelling and text clustering algorithms (Pang and 
Lee 2008).  
Aspect-level sentiment analysis consists of two main tasks: aspect extraction and aspect sentiment 
classification. Aspect extraction is the process of extracting entity (subject), aspect, and/or opinion 
expressions from the stakeholder opinions. Aspect sentiment classification is the process of 
determining whether the opinions on the different aspects are positive, negative, or neutral. There 
are three main aspect-level sentiment classification approaches that have been proposed in recent 
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years: lexicon-based, supervised machine learning (ML)-based, and unsupervised ML-based 
approaches.  
Lexicon-based approaches utilize an opinion lexicon, which consists of opinion words and/or 
phrases, and a set of rules to determine the sentiment orientation of aspects. For example, Hu and 
Liu (2004) built an opinion lexicon by propagating seed words with known semantic orientation 
through searching the WordNet synonym/antonym graph. An aspect is assigned with the sentiment 
(positive or negative) of the majority of sentiment-bearing adjectives in the sentence, or the 
sentiment of the closest sentiment-bearing adjective when the number of positive and negative 
adjectives is the same. Ding et al. (2008) extended Hu and Liu (2004)’s opinion lexicon with a 
context-dependent opinion-word list and opinion-idiom rules to mark opinion words and phrases; 
and used a set of linguistic rules to handle but-clauses and opinion shifters such as negation words 
like not, never, and none. The opinion orientation expressed on each aspect is represented as an 
opinion score and computed using an opinion aggregation function. One main limitation of the 
lexicon-based approach is that the performance of sentiment classification depends largely on the 
quality of the opinion lexicon, and opinion lexicons usually do not cover all types of expressions 
that convey or imply opinions.  
Supervised ML-based approaches treat aspect-level sentiment analysis as a text classification 
problem, and utilize supervised ML algorithms to classify stakeholder opinions through learning 
from labeled training data. For example, Choi and Cardie (2008) adapted the simple bag-of-words 
approach for sentiment classification of opinion tuples by incorporating structural inference 
motivated by compositional semantics into the learning procedure. An SVM-based classifier was 
used to determine the polarity of an expression in a two-step process, where the polarity of the 
constituents are determined first, and then combined recursively to form the polarity of the whole 
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expression based on inference rules. Yu et al. (2011) conducted sentiment classification on product 
reviews through applying an aspect ranking-based weighting scheme to an SVM-based classifier. 
The aspect ranking algorithm considers both the aspect frequency and the contribution of 
commenters’ opinion on specific aspects to the overall opinion, and gives higher weights on 
important aspects and sentiment terms that modify these aspects. Akhtar et al. (2017) used a 
particle swarm optimization (PSO)-based method for feature selection and ensemble learning to 
conduct aspect-level sentiment analysis. The ensemble classifier combines the outputs of three 
base classifiers – maximum entropy (ME), conditional random fields (CRF), and SVM – using a 
majority voting. 
Unsupervised ML-based approaches rely on unsupervised ML algorithms such as topic modelling 
to learn the sentiment orientation of aspects from unlabeled training data. Propeseu and Etzioni 
(2007) identified potential opinion phrases from searching the vicinity of each explicit aspect, 
where the vicinity is measured using syntactic dependencies. The semantic orientation of each 
explicit aspect is then determined using a relaxation labeling technique, which finds the most likely 
polarity labels for extracted sentiment phrases while satisfying many types of local constraints, 
such as conjunctions and disjunctions. Mei et al. (2007) proposed a probabilistic model to capture 
aspects and sentiments simultaneously in Weblogs. The proposed topic-sentiment mixture model 
assumes a blog article is generated by sampling words from a mixture model of a background 
language model, a set of topic (aspect) language models, and two (positive and negative) sentiment 
language models. Poria et al. (2016) proposed the Sentic latent Dirichlet allocation (LDA) 
framework to better capture semantics in aspect-level sentiment analysis through integrating 




2.8 Stakeholder Opinion Extraction 
Stakeholder opinion extraction – an important element of stakeholder aspect-level sentiment 
analysis (or opinion mining) – is the process of extracting entity, aspect, and/or opinion 
expressions from unstructured stakeholder opinions. There are three main stakeholder opinion 
extraction approaches that have been proposed in recent years: language rule-based approach, topic 
model-based approach, and supervised machine learning (ML)-based approach.  
The language rule-based approach extracts opinion-related expressions using predefined rules, 
which capture the contextual patterns and/or grammatical relations between the terms in the text 
(Zhang and Liu 2014). For example, Hu and Liu (2004) proposed an extraction method based on 
association rules, which finds frequent aspects through frequent nouns and noun phrases, and 
identifies infrequent aspects using dependency relations between aspects and opinion words. Qiu 
et al. (2011) developed the double-propagation method to extract aspects and opinions 
simultaneously based on direct dependency relations. Poria et al. (2014) exploited common-sense 
knowledge and sentence-dependency trees to detect both explicit and implicit aspects from product 
reviews. One limitation of the rule-based approach is the adaptability of language rules, because 
the performance of rules depends largely on the document collection; rules that work well on one 
collection may not work well on another. 
The topic model-based approach assumes that the stakeholder opinions are generated through 
mixtures of topic models, and each topic model is a unigram language model that represents a type 
of aspect. For example, Mukherjee and Liu (2012) developed two joint aspect-opinion models for 
extracting and categorizing aspects at the same time given user-provided seed words. Chen et al. 
(2014) proposed an aspect extraction framework to extract more coherent aspects by exploiting 
the knowledge automatically learned from online reviews. One major limitation of the topic 
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model-based approach is that it can only find some general aspects, and has difficulty in finding 
fine-grained or precise aspects. 
The supervised ML-based approach learns to extract aspects from manually labeled data. Some 
methods utilized sequence models, which treat aspect extraction as a sequence-labeling task. For 
example, Jin et al. (2009) utilized a lexicalized hidden Markov model (HMM), which incorporates 
linguistic features such as part-of-speech and lexical patterns to extract aspects from product 
reviews. Jakob and Gurevych (2010) evaluated the performance of a conditional random fields 
(CRF)-based method for aspect extraction in a single and cross-domain environment. Shariaty and 
Moghaddam (2011) employed CRF for identifying product aspects and proposed a technique for 
defining and filtering features to enhance the performance. Toh and Wang (2014) developed an 
aspect-based sentiment analysis system, which extracts aspect terms from product reviews using 
CRF and a combination of general features (e.g., part-of-speech tags) and open features (e.g., 
WordNet Taxonomy). Shu et al. (2017) proposed a lifelong learning method to improve the aspect 
extraction performance by enabling CRF to leverage the knowledge gained from previous 
extraction results from other domains. Less commonly, other researchers used supervised learning 
models that treat aspect extraction as a binary or multi-class classification task. For example, Ghani 
et al. (2006) used both supervised and semisupervised algorithms to extract attribute and value 
pairs from product descriptions. Yu et al. (2011) trained a one-class SVM algorithm to identify 
aspects in the candidate noun phrases extracted from pros-and-cons consumer reviews. Poria et al. 
(2016) proposed a deep learning approach to tag words in opinion sentences as either aspect or 
non-aspect based on a 7-layer deep convolutional neural network (CNN). 
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Compared with the language rule-based approach and the topic model-based approach, the 
supervised ML-based approach typically has the best extraction performance, and is able to extract 
fine-grained and precise information.. 
2.9 Machine Learning Algorithms  
Eight ML algorithms are reviewed in this section, because they were used in this research. Five 
ML algorithms were used in developing the proposed stakeholder opinion extraction method: 
HMM, maximum entropy markov model (MEMM), CRF, structured perceptron (SP), and SVM-
HMM. HMM is a probabilistic model for sequential data, which models the joint distribution of 
both the observation and the labels. It assumes that the current label only depends on its previous 
label, and the current observation only depends on the current label (Zhang and Liu 2014). HMM 
has two limitations. First, it does not allow the use of overlapping features that are not independent 
of each other, such as part-of-speech and dependency features. Second, it maximizes the likelihood 
of the observation and label sequences, while the sequence labeling task is to maximize the 
likelihood of the label sequence given the observation sequence (McCallum et al. 2000). 
MEMM overcomes the above-mentioned limitations through directly modelling the probability of 
the label sequence given the observation sequence. MEMM assumes that the probability of 
transitioning to a particular label depends on the current observation and the previous label, thus 
allowing the use of multiple, non-independent features of observations (McCallum et al. 2000). 
However, because MEMM uses a per-state exponential model, it may suffer from the label bias 
problem. For example, the term “toll” can be the beginning of a subject expression such as “toll 
road”, or the beginning of a concern expression such as “toll fees”. If the term “toll” is more likely 
to be the beginning of a subject expression in the training data, the MEMM algorithm would 
always label “toll” as “S-B” (beginning of a subject expression) regardless of the following terms. 
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CRF is a type of discriminative undirected probabilistic graphical model, which defines a 
conditional probability distribution over label sequences given a particular observation sequence, 
rather than a joint distribution over both label and observation sequences (Sutton and McCallum 
2012). The conditional nature of the CRF results in the relaxation of the independence assumptions 
required by HMMs, which allows the use of arbitrary, non-independent features. Additionally, 
CRF avoids the label bias problem of MEMM by having a single exponential model for the joint 
probability of the entire label sequence (Lafferty et al. 2001).  
SP is an extension of the conventional perceptron to handle structured prediction problems (Collins 
2002), and has many desirable properties. First, it does not require the calculation of a partition 
function, which is necessary for other structured prediction algorithms (Lafferty et al. 2001). 
Second, it is also robust to approximate inference, which is often required for problems where the 
search space is too large and where strong structural independence assumptions are insufficient 
(Collins 2002).  
SVM-HMM is a maximum margin model that aims to maximize the difference between the correct 
label sequence and its closest incorrect label sequence (Tsochantaridis et al. 2004). As a 
combination of HMM and SVM, it inherits the advantages of both algorithms: modeling the label 
sequence and observation in a discriminative approach which can account for overlapping features, 
and allowing the use of kernel functions to learn nonlinear discriminant functions (Altun et al. 
2003).. 
Three ML algorithms were used in developing the proposed stakeholder opinion classification 
method: SVM, backpropagation for multilabel learning (BP-MLL), and convolutional neutral 
networks (CNN). SVM is a classification algorithm which aims to maximize the margin between 
the hyperplanes defined by the different classes of data (Basu et al. 2003).  As a maximum margin 
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model, SVM has good ability in handling high dimensional features and sparse document vectors. 
It is, therefore, widely used for text classification (Joachims, 2002). SVM also allows the use of 
kernel function to transform a feature space to a higher dimensional space in order to solve non-
linear separation problems (Joachims, 2002).  
BP-MLL (Zhang and Zhou 2006) is a multilabel classification algorithm that builds on the neural 
network model. It formulates multilabel classification problem as a neural network with multiple 
output nodes for each label and extends the backpropagation algorithm through designing a new 
error function that is able to capture the characteristics of multilabel learning. 
A CNN is a type of deep, feed-forward artificial neural networks that consists of convolution 
layers, pooling layers, and fully-connected layers (Liu and Zhang 2018). The CNN model is a 
useful algorithm for text classification because the convolutional and pooing layers allow the 
model to find local indicators (e.g., sequence of words) of class memberships regardless of their 
position in the text.  
2.10 Text Classification 
Text classification (TC) is reviewed in this section, because the opinion classification problem was 
be formulated as a TC problem. In general, a TC problem aims to classify documents (like 
stakeholder comments in this research) into one or more categories (Aggarwal and Zhai 2012). A 
TC problem could be categorized as a multilabel or single-label classification problem (Tsoumakas 
and Katakis 2007). Multilabel TC can assign more than one label to a document, while single-label 
TC can only assign one label to each document. Depending on the number of unique labels to be 
assigned, a single-label TC problem can be further categorized as a binary classification problem 
or multiclass classification problem. Existing multilabel classification methods can be grouped 
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into two main categories: problem transformation methods (PTMs), and algorithm adaptation 
methods (AAMs).  
PTMs assume the labels are independent with each other, and transform the multilabel TC problem 
into multiple single-label TC subproblems. If the number of labels to be assigned is n, then after 
the transformation, there would be n single-label classification subproblems (thus n classifiers) 
and n number of data sets (one data set for each label Lk). The single-label subproblems after 
transformation are commonly addressed using a binary classification approach. For each 
subproblem with label Lk, the binary classification approach treats the label Lk as the positive 
category and combines all other labels in a negative category. During the training process, each 
classifier is trained on the dataset to predict the corresponding label. During the testing process, 
each opinion tuple is judged by those n classifiers to decide whether to assign its corresponding 
label or not. All the assigned concern labels (by the n classifiers) form the final label set of this 
opinion tuple.  
However, PTMs can create some disadvantages (Tsoumakas and Katakis 2007) as they ignore the 
label correlation by falsely assuming the labels are independent, and would fail when predicating 
certain combinations of labels, thus leading to undermined performance. PTMs can also show data 
imbalance problems when solving single-label subproblems using a binary classification approach. 
As a result of combining labels, the negative examples often outnumber the positive ones by a 
large margin, which affects the classification performance. To overcome these disadvantages, 
AAMs can cope with multilabel TC problems directly by modifying or extending available 
algorithms. For example, based on the traditional k-nearest neighbors (KNN) algorithm, the 
multilabel KNN (ML-KNN) algorithm (Zhang and Zhou 2007) first identifies the k-nearest 
neighbors in the training set for each unseen instance. After that, the algorithm utilizes the 
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maximum a posteriori principle to determine the label set for the unseen instance based on 
statistical information gained from the label sets of these neighboring instances, such as the number 
of neighboring instances belonging to each possible category. 
2.11 Latent Dirichlet Allocation  
Topic models are statistical models for discovering topics that occur in a collection of documents 
(Blei 2012). The Latent Dirichlet Allocation (LDA) model (Blei et al. 2003) is a popular topic 
model that generates documents based on probabilistic rules. LDA is an unsupervised learning 
algorithm that describes a set of documents as a probabilistic mixture of distinct topics, where each 
topic is a probability distribution over the words in the document collection (Blei et al. 2003). Two 
types of methods can be used to learn these probability distributions: the variation inference 
methods, which approximate posterior distributions through expectation and maximization (EM)-
based optimization (Hoffman et al. 2011), and Markov chain Monte Carlo (MCMC) methods, 
which approximate posterior distributions through random sampling using probabilistic rules 
(Darling 2011). The Gibbs sampling method is the most commonly used MCMC method for LDA. 
It includes two steps: initialization step and iteration step. At the initialization stage, each word in 
every document is randomly assigned to one of the K topics. After the initialization step, the 
iteration step is conducted to update the topic assigned to each word in the document based on the 
learned topic assignment distribution. At each iteration, the topic assignment distribution is learned 





 CHAPTER 3: DISCOVERY OF INTEGRATION PRACTICES FOR INTEGRATING 
NEPA, STATE DOT, AND MPO PLANNING PROCESSES 
3.1 Identifying Potential Integration Practices  
A comprehensive literature review of IDOT planning, MPO planning, and NEPA processes was 
conducted. Existing documents/studies that describe and/or evaluate the current practices of 
linking/integrating NEPA and transportation planning processes in other states were also studied. 
Other relevant regulations and information resources including NEPA regulations, the FHWA's 
Planning and Environment Linkages (PEL) initiative and its related publications, and reports by 
the NCHRP were also reviewed. Special emphasis was placed on reviewing integration efforts by 
states that have recently developed guidance on how to integrate transportation planning and 
NEPA processes, including Colorado, Florida, Indiana, and Maine. Expert input was gathered 
through unstructured meetings/interviews with eight experts from IDOT, FHWA, and MPOs. The 
purpose of those meetings was to gain a better understanding of the existing processes in Illinois 
and the appropriateness of potential integration practices.  
Based on the literature review and expert input, a list of 16 key integration practices were 
identified. The practices were classified into two main types: process-oriented integration practices 
and collaboration-oriented integration practices. Process-oriented integration practices are 
practices for integrating NEPA and transportation planning processes to allow for early and 
continuous agency participation; early identification of environmental, socioeconomic, and 
cultural impacts and concerns; reduced duplication of work; and reduced durations and efforts of 
project delivery. The following is a summarized description of the five main types of process-
oriented integration practices:  
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 Practices related to the preparation of an MPO’s LRTP: These practices are intended to achieve 
early coordination and engagement of resource agencies and IDOT during the preparation of 
the MPO’s LRTP. Early participation of the resource agencies allows for early identification 
of critical environmental issues and avoidance of issues that could become fatal flaws at later 
stages of project development (FHWA 2007a; MacDonald and Lidov 2005). 
 Practices related to environmental screening of projects during the MPO’s planning process 
(planning screen): These practices are intended to enhance the effectiveness of planning by 
incorporating the consideration of environmental resources during the preparation of the 
MPO’s LRTP (FDOT 2006). This is accomplished through an environmental screening of 
priority projects, which aims to estimate the environmental, socioeconomic, and cultural 
impacts of each project through a comparison of the location of the project and the locations 
of resources (FDOT 2006; FHWA 2007b). 
 Practices related to the preparation of IDOT’s MYP: These practices are intended to achieve 
early coordination and engagement of resource agencies while preparing the IDOT’s MYP. 
The involvement of resource agencies at this stage could provide feedback on environmental 
issues for projects that are not included in the MPO’s LRTP, and could help IDOT quickly 
identify participating agencies for subsequent NEPA studies (FDOT 2006; MacDonald and 
Lidov 2005). 
 Practices related to environmental screening of projects during the IDOT’s planning process 
(programming screen): These practices are intended to accelerate the subsequent NEPA 
process through evaluating potential environmental, socioeconomic, and cultural impacts and 
identifying project-specific environmental studies and analyses that are needed to satisfy 
NEPA (FDOT 2006). This is accomplished through a more comprehensive environmental 
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screening for a larger number of projects (including projects that were not evaluated in the 
planning screen) with detailed and updated project information (FDOT 2006; FHWA 2007b). 
 Practices related to the preparation of a corridor/feasibility study: These practices are intended 
to reduce the duplication of work between corridor/feasibility studies and subsequent NEPA 
studies (FHWA 2011; INDOT and FHWA 2007). This is mainly achieved through conducting 
corridor/feasibility studies in compliance with NEPA requirements, including documentation 
requirements (FHWA 2011). 
Collaboration-oriented integration practices aim to support the process-oriented practices by 
facilitating early, continuous, and in-depth interagency coordination and communication in order 
to support the integration of NEPA and transportation planning processes. Six collaboration-
oriented integration practices were identified (FDOT 2006; FHWA 2007d; INDOT and FHWA 
2007; MacDonald and Lidov 2007): (1) data management system, (2) memorandums of 
understanding (MOUs) and programmatic agreements (PAs), (3) interagency advisory group, (4) 
training and outreach, (5) designated coordinators at MPOs and IDOT districts, and (6) dedicated 
staff at resource agencies. A description of each practice is included in the Section 3.3.  
3.2 Selecting Integration Practices 
In order to select the appropriate integration practices for the state of Illinois, an expert survey was 
conducted. The purpose of the survey was to solicit (1) specific information on current conditions 
related to environmental analysis during the current transportation planning process (e.g., access 
to environmental screening tools), (2) the agreement level of experts on the potential effectiveness 
of the identified integration practices (e.g., conducting environmental screening of projects during 
the planning phase) in terms of enhancing efficiency of project delivery and improving interagency 
coordination, and (3) specific expert recommendations on how to implement the identified 
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integration practices (e.g., the most suitable tool to use in conducting the screening). Although 
some identified potential integration practices have been proven to be effective in other states, 
whether they would be effective in Illinois depends on the Illinois context, in terms of current 
conditions, availability of resources, and willingness of planning and resource agencies to adopt 
new practices. For example, since planning agencies in Florida all have access to a GIS-based 
environmental screening tool and have reached an agreement with FDOT, FHWA, and resource 
agencies about their roles and responsibilities, the integration practice of conducting 
environmental screening during their planning process can be successfully implemented (FDOT 
2005). 
3.2.1 Questionnaire Design 
A separate questionnaire was designed for each expert group because the responsibilities, and thus 
degree of expertise, of experts vary across each group. For example, IDOT districts have higher 
expertise in developing corridor studies than MPOs. Four main expert groups were, thus, identified 
– based on their responsibilities in the transportation planning and NEPA processes: (1) IDOT 
districts, (2) MPOs, (3) resource agencies, and (4) IDOT Central Office (Office of Planning and 
Programming and Bureau of Design and Environment) and FHWA. Accordingly, four 
questionnaires were designed. 
Each questionnaire was composed of three main sections: respondent information, current 
conditions, and potential integration practices. Section 1 aimed to collect the following respondent 
information: name, contact information, agency he/she represents, and years of experience. 
Section 2 aimed to solicit specific information on the current conditions related to environmental 
analysis during the current transportation planning process, including (1) what environmental 
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screening tools MPOs and IDOT districts have access to; (2) what planning studies MPOs conduct, 
whether environmental considerations are taken into account when conducting these studies, and 
the reasons for not taking environmental considerations into account if that is the case; and (3) if 
MPOs and IDOT districts environmentally screen projects during their planning phases (i.e., 
during the preparation of the MPO’s LRTP and IDOT’s MYP, respectively), and if yes, at what 
point in the planning phase, for which types of projects (system maintenance, bridge maintenance, 
congestion mitigation, or system expansion projects), how frequent (for every one of those types 
of project, sometimes, or occasionally), and using which tool [Detailed Impact Review Tool 
(DIRT), Arch-GIS, or other]. 
Section 3, the main section, aimed at soliciting expert opinion about the potential effectiveness of 
the identified integration practices if implemented in the state of Illinois and recommendations on 
their implementation. All potential integration practices were listed and respondents were 
requested to rate their level of agreement with each practice on a six-point Likert scale, with 6 
being the most favorable (6=strongly agree, 5=agree, 4=somewhat agree, 3=somewhat disagree, 
2=disagree, 1=strongly disagree). For the process-oriented integration practices, for each potential 
practice, respondents were asked whether they agree that the practice could help reduce both the 
time and cost of the project development process. For the collaboration-oriented integration 
practices, for each practice, respondents were asked whether they agree that the practice is 
potentially effective in achieving early and continuous involvement and coordination. To solicit 
expert recommendations on the implementation, for practices about environmental screening, 
respondents were further asked about the recommended time to conduct the screening, the 
recommended tool to use for screening, and the recommended way(s) to disseminate the results of 
the screening. Respondents were also asked whether they recommend establishing and using 
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standardized environmental criteria and metrics for conducting the screening. An open-ended 
question was also included at the end of Section 3 to ask respondents if they would like to 
recommend any other practices (other than the practices listed in the questionnaire) that could be 
potentially effective when implemented in Illinois. 
3.2.2 Verifying the Questionnaire Design 
To evaluate the effectiveness of the questionnaires, a pilot study was conducted with eight experts 
from IDOT, FHWA, and MPOs. The experts were requested to review each survey questionnaire, 
then to provide feedback on their format and content. Feedback was solicited on the various aspects 
of the questionnaires, such as question wording, response options and scale, clarity of the 
descriptions of the integration practices, and instructions to respondents. The questionnaires were 
then revised according to the feedback. For example, (1) for Likert scale questions asking about 
experts’ opinion on potential integration practices, a “have no opinion” option was added in case 
a respondent was uncertain about the potential effectiveness of a practice, and (2) for questions 
that solicited information about the type(s) of projects currently being environmentally screened, 
definitions and examples of project types were added.  
3.2.3 Survey Implementation 
The expert survey was conducted from May to August 2013, in a one-on-one interview format. 
The interviews were conducted face-to-face or online. The preferred method was face-to-face; and 
online was only used if so desired by the respondent. Each interview consisted of two parts. The 
first part of the interview covered a presentation about the motivation and scope of the research. 
In the second part of the interview, respondents were asked to complete the questionnaire. The 
survey targeted experts who are involved in conducting, supervising, and/or coordinating planning 
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and/or environmental studies (e.g., planning director, environmental study supervisor) at the 
following agencies: IDOT districts, MPOs, resource agencies, IDOT central office, and FHWA. 
These experts were targeted as they are more familiar with the roles and responsibilities of different 
agencies in the transportation planning process and/or NEPA process and can provide better 
feedback on the potential effectiveness of the identified integration practices. A total of 31 one-to-
one survey interviews with experts from 29 agencies were conducted, including 21 face-to-face 
meetings and 10 online meetings. The respondent information of all the interviewees is 
summarized in Table 3.1. 
Table 3.1 – Summary of Respondent Information for Integration Practices Evaluation Survey 
Expert group Number of respondents Years of experience 
IDOT Central Office and FHWA 4 All over 10 years 
IDOT district 9 All over 10 years, except 1 
MPO 12 All over 10 years 
Resource agency 6 All over 10 years 
3.2.4 Survey Results 
For Likert-scale questions, the mean, standard deviation, median, and mode scores were calculated 
for each expert group and for all groups, and the results were interpreted based on the median 
scores. 
In terms of the environmental analysis during the current transportation planning process in 
Illinois, nearly all respondent agencies (19 out of 21 districts and MPOs) have access to an 
environmental screening tool, with the majority of them having access to Arc-GIS (15 out of 19). 
For environmental screening, only a small number of the interviewed MPOs (3 out of 12) conduct 
an environmental screening during their planning process. All three MPOs conduct this screening 
once priority projects are selected for inclusion but prior to their inclusion in the LRTP, conduct it 
only for system expansion projects and only occasionally, and conduct it without using an 
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environmental screening tool. For IDOT districts, the majority of the interviewed districts (6 out 
of the 9) conduct an environmental screening during their planning process. The majority of those 
six districts (5 out of the 6) conduct this screening once priority projects are selected for inclusion 
but prior to their inclusion in the MYP, with only one district screening candidate projects prior to 
their prioritization and selection. Half of the six districts screen only system expansion projects 
and only occasionally, while the other half screen all types of projects and every one of those types 
of projects. The tool used in screening varies across districts, where two use only DIRT, three use 
both DIRT and Arch-GIS, and one uses Project Monitoring Application (PMA). 
For the process-oriented integration practices, the results are summarized in Table 3.2. The results 
indicate that respondents collectively “agree” or “somewhat agree” that the potential process-
oriented practices could help reduce both the time and cost of the project development process. In 
terms of expert recommendations on the implementation of process-oriented practices, based on 
the median of responses from all expert groups, for Practice P3, experts recommended screening 
priority projects once they have been included in the MPO’s LRTP. For Practice P6, they 
recommended screening a candidate project, at the district level, prior to the prioritization and 
selection of projects for inclusion in the MYP. For both Practice P3 and Practice P6, experts 
recommended (1) the use of a GIS-based tool, like ArcGIS, for screening, (2) establishing and 
using standardized environmental criteria and metrics for conducting the screening, and (3) 
disseminating the results of the screening by uploading and storing the results in a common 
database and by informing Phase I consultants, IDOT in-house staff, and resource agencies 
involved in the NEPA process of the results.  
For the collaboration-oriented practices, the results are summarized in Table 3.3. The results 
indicate that respondents collectively “agree” or “strongly agree” that the proposed collaboration-
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oriented integration practices are potentially effective means for achieving early and continuous 
involvement and coordination. 
Table 3.2 – Summary of Survey Results for Process-Oriented Integration Practices 
Process-oriented integration practice Mean  
Standard 
deviation 






Practices related to the preparation of an MPO’s LRTP 
P1: Ensuring early coordination between IDOT 
districts and MPOs while preparing the LRTPs by 
MPOs. 
5.48 0.51 5 5 Agree 
P2: Engaging resource agencies and soliciting their 
feedback on potential environmental issues during 
the preparation of the LRTPs by MPOs. 
4.23 1.11 4 3 
Somewhat 
agree 
Practices related to the planning screen 
P3: Conducting environmental screening of projects 
during the planning phase (during the preparation of 
the MPO’s LRTP). 
3.58 1.00 4 3 
Somewhat 
agree 
P4: Establishing and using standardized 
environmental criteria and metrics for environmental 
screening during the planning phase. 
4.80 0.37 5 5 Agree 
Practices related to the preparation of IDOT’s MYP 
P5: Engaging resource agencies and soliciting their 
feedback on potential environmental issues during 
the preparation of the MYP. 
4.00 0.64 4 4,5 
Somewhat 
agree 
Practices related to the programming screen      
P6: Conducting environmental screening of projects 
during the programming phase (during the 
preparation of IDOT’s MYP). 
5.00 1.00 5 6 Agree 
P7: Establishing and using standardized 
environmental criteria and metrics for environmental 
screening during the programming phase. 
4.94 0.77 5 5 Agree 
Practices related to the preparation of a corridor/feasibility study 
P8: Requiring corridor studies and feasibility studies 
to be conducted in compliance with NEPA 
requirements. 
4.65 1.17 5 5 Agree 
P9: Providing Phase I consultants involved in 
preparing corridor studies and/or feasibility studies 
with environmental screening information. 




Table 3.3 – Summary of Survey Results for Collaboration-Oriented Integration Practices 
Collaboration-oriented integration practice Mean  
Standard 
deviation 






P10: Establishing and using one common 
database for collecting, storing, updating, and 
accessing project data and environmental data. 
5.00 0.45 5 5 Agree 
P11: Developing memorandums of 
understanding (MOUs) and/or programmatic 
agreements (PAs) among agencies for 
supporting early and continuous involvement 
and coordination. 
4.87 0.63 5 5 Agree 
P12: Establishing interagency work groups, 
advisory groups, and/or committees for 
supporting early and continuous involvement 
and coordination. 
4.55 0.78 5 5 Agree 
P13: Providing agencies with a common 
understanding of one another’s roles and 
responsibilities (e.g., through webinars). 
5.10 0.54 5 5 Agree 
P14: Designating a coordinator at every IDOT 
district to be responsible for the 
implementation of the streamlined 
NEPA/planning process and for interagency 
coordination. 
4.68 0.65 5 5 Agree 
P15: Designating a coordinator at every MPO 
to be responsible for the implementation of the 
streamlined NEPA/planning processes and for 
interagency coordination. 
4.55 0.83 5 5 Agree 
P16: Providing dedicated staff at resource 
agencies for cooperating and coordinating with 
IDOT/IDOT districts and MPOs. 
5.29 0.94 6 6 
Strongly 
agree 
3.2.5 Validating the Reliability of the Survey Results 
A Cronbach’s alpha test was conducted on the Likert scale questions to validate the internal 
consistency (i.e., reliability) of the survey. Internal consistency indicates the extent to which all 
questions in a survey measure the same construct (i.e., opinion about integration practices, in this 
case). The Cronbach’s alpha test is used to confirm the reliability of survey results and to ensure 
that the same results can be reasonably expected if a similar survey is conducted under similar 
circumstances (Buthelezi and Mkhize 2014). Alpha values of 0.7 or greater indicate 
 
65 
adequacy/acceptability of internal consistency (Laerd Statistics 2013). The overall Cronbach’s 
alpha value for the survey is 0.72, which indicates an adequate level of reliability. 
3.3 Developing the Integrated IDOT-MPO-NEPA Planning Process 
The results of the expert survey were further reviewed and discussed through unstructured 
meetings with eight experts from IDOT, FHWA, and MPOs. All potential practices were included 
in the initial set of recommended practices and were discussed during those meetings, because they 
all received positive expert feedback (i.e., an overall median of “somewhat agree”, “agree”, or 
“strongly agree”). The purpose of those meetings was to (1) review the recommended practices in 
terms of their feasibility and applicability in Illinois, and (2) solicit recommendations on 
developing the implementation details of the recommended practices. The final set of 
recommended practices were then identified considering their feasibility and applicability. All the 
initial recommended practices were included in the final set, except that the timing of Practice P6 
was changed so that projects are screened once they are included in the IDOT’s MYP. 
Subsequently, the final set of recommended integration practices were formulated into a coherent 
process workflow (and called Integrated IDOT-MPO-NEPA Planning Process). In order to 
develop the workflow, the final set of recommended process-oriented integration practices were 
integrated into the existing transportation planning processes, with the collaboration-oriented 
practices being ongoing efforts to foster early and continuous involvement and coordination across 
agencies and work groups. To facilitate the future evaluation of the integrated process, a set of 
performance measures were also identified. 
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3.3.1 Process-Oriented Integration Practices  
Figure 3.1 shows a flowchart of the Integrated IDOT-MPO-NEPA Planning Process that 
summarizes the proposed subprocesses and their interactions, where an added or changed 
subprocess (i.e., a subprocess was added or elements of a subprocess were changed, in comparison 
to existing transportation planning processes) is highlighted with green color. Table 3.4 shows the 
inputs, outputs, responsible agencies, and other actors of a sample of the subprocesses. The 
following is a brief summary of the recommended process-oriented integrating practices:  
 MPO’s LRTP Preparation: during the preparation of the LRTP, MPOs should coordinate with 
corresponding IDOT districts and solicit the feedback of resource agencies on potential 
environmental issues. 
 Planning Screen: once priority projects are included in the MPO’s LRTP, the MPO, in 
cooperation with resource agencies, should conduct an environmental screen of those projects 
using a GIS-based tool and standardized environmental criteria and metrics. Once the screen 
is completed, the MPO should upload the data and the results of the screen in a common 
database and should inform the consultants, IDOT in-house staff, and resource agencies 
involved in the subsequent NEPA process of these data and results. 
 IDOT’s MYP Preparation: during the preparation of the MYP, IDOT districts should solicit 
the feedback of resource agencies on potential environmental issues. 
 Programming Screen: once large-scale highway projects are included in the IDOT’s MYP, the 
IDOT district, in cooperation with resource agencies, should conduct an environmental screen 
using a GIS-based tool and standardized environmental criteria and metrics. Once the screen 
is completed, the district should upload the data and the results of the screen in a common 
 
67 
database and should inform the consultants, IDOT in-house staff, and resource agencies 
involved in the subsequent NEPA process of these data and results. 
 Corridor/Feasibility Studies Preparation: A corridor/feasibility study should be conducted in 
compliance with NEPA requirements, and prior to the start of the study consultants should be 
provided with the data and results of the planning and programming screens. 
1. Develop Project 
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3. Conduct Planning 
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10. Conduct Phase II 
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Table 3.4 – Inputs, Outputs, Responsible Agencies and Other Actors of Each Subprocess of the 
Integrated IDOT-MPO-NEPA Process (partial) 
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3.3.2 Collaboration-Oriented Integration Practices 
The following is a brief summary of the recommended collaboration-oriented integration practices:  
 Common Database: establishing and using one common database for collecting, storing, 
updating, and accessing project data and environmental data, where data/feedback is provided 
and accessed by IDOT/IDOT districts, MPOs, resource agencies, and consultants. 
 Designated Coordinators: designating a coordinator at every district and at every MPO to be 
responsible for the implementation of the Integrated IDOT-MPO-NEPA Process and for 
interagency coordination. 
 Dedicated Staff at Resource Agencies: providing dedicated staff at resource agencies for 
cooperating and coordinating with IDOT (or IDOT districts) and MPOs. 
 Interagency Advisory Groups: establishing interagency work groups, advisory groups, and/or 
committees for supporting early and continuous involvement and coordination. 
 MOUs and PAs: developing MOUs or PAs among agencies for supporting early and 
continuous involvement and coordination. 
 Training and Outreach: providing agencies with a common understanding of one another’s 
roles and responsibilities through webinars and group meetings. 
3.3.3 Performance Measures 
A set of performance measures for evaluating the future implementation of the integrated process 
were identified based on a review of the different performance measures used in other states (e.g., 
FDOT 2005) and recommendations from unstructured meetings with eight experts from IDOT, 
FHWA, and MPOs. Two main types of performance measures were identified: interagency 
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coordination and communication performance measures and project delivery performance 
measures. A sample of the performance measures is shown in Table 3.5.  
Table 3.5 – A Sample of Performance Measures 
Performance measure Information source 
The percentage of interagency advisory group reviews 
completed within the defined review period, during the planning 
screens 
Planning screen summary reports 
The percentage of interagency advisory group reviews 
completed within the defined review period, during the 
programming screens 
Programming screen summary 
reports 
The average length of Environmental Assessment (EA) 
processing time 
Project And Program Action 
Information System (PAPAI) 
The average length of Environmental Impact Statement (EIS) 
processing time 
Project And Program Action 
Information System (PAPAI) 
3.4 Validating the Integrated IDOT-MPO-NEPA Planning Process 
A second expert survey was conducted for validation. The purpose of the survey was to validate 
the integrated process and evaluate its specific implementation details.  
3.4.1 Questionnaire Design 
A validation questionnaire was used for soliciting expert opinion. The questionnaire was composed 
of five sections: (1) respondent information, (2) collaboration-oriented practices, (3) process-
oriented practices, (4) process representation and interaction, and (5) integrated process 
performance measures.  
Section1 aimed to collect the following respondent information: name, contact information, 
agency he/she represents, and years of experience. Section 2 and Section 3 aimed to evaluate the 
specific implementation details of the collaboration-oriented and process-oriented practices, 
respectively. For example, experts were asked whether they agree with the composition of the 
interagency advisory group, as described in the guidance document. Section 4 aimed to evaluate 
the process representation and interactions. For example, experts were asked whether they agree 
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with the inputs and outputs of each of the subprocesses of the integrated process, as described in 
the guidance document. Section 5 aimed to evaluate the performance measures for assessing the 
implementation of the integrated process. An open-ended question was also provided after each 
question to allow experts to add suggestions or recommendations. Section 2 to Section 5 included 
a total of 34 questions, and similar to the first survey, a six-point Likert scale was used to record 
the responses of respondents, with six being the most favorable. 
3.4.2 Verifying the Questionnaire Design 
Before proceeding with the validation survey, a pilot study was conducted with eight experts from 
IDOT, FHWA, and MPOs to evaluate the effectiveness of the questionnaire. Similar to the first 
pilot study, the experts were requested to review the questionnaire and then to provide feedback 
on its format and content. The questionnaire was revised according to the feedback. For example, 
open-ended questions were added to allow experts to suggest adding any performance measures 
or deleting any inappropriate and/or irrelevant ones. 
3.4.3 Survey Implementation 
To solicit expert feedback in an efficient manner, a draft guidance document describing the 
integrated process and the questionnaire were sent to each of the interviewees two weeks prior to 
the interview date to allow interviewees sufficient time for review. Each interview consisted of 
two parts. The first part covered a detailed presentation about the integrated process. In the second 
part of the interview, the interviewees were asked to complete the questionnaire to gather their 
opinions on the proposed integrated process. The validation survey targeted the same four groups 
of experts, and was also conducted in a one-on-one interview format. A total of thirteen experts 
(including seven experts who participated the first survey) were interviewed: four from IDOT 
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districts, four from MPOs, three from resource agencies, and two from IDOT Central Office and 
FHWA. In this survey, all interviews were conducted face-to-face because of the high level of 
detail involved.  
3.4.4 Survey Results 
The mean, standard deviation, and median scores were calculated, and the results were interpreted 
based on the median scores. A sample of the survey results are summarized in Table 3.6. The 
results indicate that collectively all thirteen experts “agree” with all implementation details of the 
collaboration-oriented and process-oriented practices, with the process representation and 
interactions, and with all performance measures.  
Table 3.6 – A Sample of Survey Results of the Validation of the Integrated IDOT-MPO-NEPA 
Process 









Implementation details of the collaboration-oriented integration practices 
Functions of the common database 5.63 0.52 5 Agree 
Implementation details of the process-oriented integration practices 
Procedure for interagency coordination during the 
development of the MPO’s LRTP 
4.63 0.83 5 Agree 
Representation and interaction of the subprocesses 
Process interactions shown in the IDOT-MPO-NEPA 
Integrated Planning Process Flowchart 
5.25 0.44 5 Agree 
Performance measures for evaluation of the Integrated IDOT-MPO-NEPA Planning Process 
Interagency coordination and communication 
performance measures 
4.75 0.45 5 Agree 
3.4.5 Validating the Reliability of the Survey Results 
A Cronbach’s alpha test was also conducted to validate the reliability of the survey results. The 




 CHAPTER 4: SEMANTIC ANNOTATION FOR CONTEXT-AWARE 
INFORMATION RETRIEVAL 
4.1 State of the Art and Knowledge Gaps 
In recent years, a number of information retrieval systems, in the computer science (CS) domain, 
have been developed using ontology-based semantic annotation (SA) methodologies to help users 
better clarify their information needs. Depending on the usage of the ontology and the level of 
semantic analysis, these ontology-based SA methodologies can be classified into two primary 
categories: shallow SA and deep SA approaches. Shallow SA approaches use mainly syntactic 
features to annotate the text with the concepts in the ontology. For example, Kiryakov et al. (2004) 
utilized pre-populated lexical resources, such as an organization name thesaurus, to annotate 
documents with the concepts from the knowledge and information management (KIM) ontology 
(Popov et al. 2003). Deep SA approaches, in contrast, use mainly semantic features to annotate the 
text with the concepts in the ontology. For example, Fernandez et al. (2011) adopted a scalable 
approach to annotate documents based on the statistical occurrences of semantic entities and their 
contextual semantic information. To improve the accuracy of SA, few researchers (Fernandez et 
al. 2011, Nesic et al. 2010) have used a combination of shallow and deep approaches. For example, 
Nesic et al. (2010) applied the lexical expansion of concept descriptions to calculate the weight of 
each syntactic match, and used the concept exploration algorithms to discover relevant semantic 
matches and calculate semantic distances between syntactic and semantic matches.  
Although extensive studies on SA have been conducted in the CS domain, there still exist many 
challenges in developing a semantic annotator that can efficiently generate substantial amount of 
accurate semantic annotations, which is central to the implementation of a context-aware 
information retrieval system (Nesic et al. 2010): (1) The performance of SA could be negatively 
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affected by inaccurate descriptions of ontology concepts and/or possible ambiguities in the 
meaning of concept labels (Nesic et al. 2010); (2) Because not all concepts are equally relevant to 
the resource they annotate, it is important to evaluate annotation relevance of the discovered 
concepts for the purpose of selecting the most relevant ones; (3) Most of the current SA 
methodologies have not been evaluated on domain-specific ontologies, which typically have more 
sparse concept space and more complex concept relationships. For example, Kiryakov et al. (2004) 
only applied their SA algorithms on a light-weight upper-level ontology, and Nesic et al. (2010) 
developed their SA algorithms based on the KIM knowledge base (Popov et al. 2003), which is an 
ontology that covers knowledge of general importance such as geographic locations and 
organizations; and (4) The performance of shallow and deep SA approaches have not been 
compared comprehensively. For example, Kiryakov et al. (2004) only investigated the shallow SA 
approach, and Fernandez et al. (2010) applied both shallow and deep SA approaches but did not 
compare the performance of the two. 
4.2 Proposed Semantic Annotation Method 
To address the aforementioned gaps and needs, this research task explores, both, shallow and deep 
SA approaches. For shallow SA, (1) In order to improve the performance of SA, syntactic concept 
expansion was conducted to expand concept term(s) with syntactically-related terms, syntactic 
concept filtering was conducted to remove noise brought by syntactic concept expansion, and 
domain-specific concept expansion was performed to expand concept term(s) with domain-
specific context terms; and (2) Term frequency-inverse document frequency (TF-IDF) weighting 
and lexical relations between the original concept term and the expansion concept terms were used 
to determine the relevance of SA. For deep SA, (1) In order to improve the performance of SA, 
semantic concept expansion was conducted to expand concept term(s) with terms from 
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semantically related concepts; and (2) TF-IDF weighting and semantic similarities between the 
original concept and the expansion concepts were used to determine the relevance of SA. Both the 
shallow and deep approaches utilized the TPER epistemology, which is a domain-specific 
semantic model. The performance of the two approaches were evaluated and compared on a testing 
data set of 1,328 Web pages.  
The methodology for SA for supporting context-aware information retrieval in the TPER domain 
is, thus, composed of six main steps, as per Figure 4.1: (1) step 1: TPER epistemology 
development, (2) step 2: data preparation, (3) step 3: data preprocessing, (4) step 4: shallow SA, 
(5) step 5: deep SA, and (6) step 6: evaluation. In steps 4 and 5 shallow and deep SA algorithms 
are proposed, respectively, as alternative ways for conducting SA. Step 6 is conducted to evaluate 
the proposed shallow and deep SA algorithms based on performance and accordingly select the 
final proposed SA algorithm.  
Figure 4.1 – Semantic Annotation Methodology 
4.2.1 TPER Epistemology Development 
The TPER epistemology aims to support context-aware, domain-specific information retrieval 
through modelling the context dimensions of information and information retrieval in the TPER 
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domain. In developing the TPER epistemology, the context-aware epistemic model for sustainable 
construction practices by Zhang and El-Gohary (2015) was benchmarked. The concepts in the 
epistemology were defined based on a literature review of work in the following three subdomains: 
(1) epistemology and its application in different domains (e.g., Muis 2004, Honderich 1995, Steup 
2011, Alavi and Leidner 2001, De Jong 1996), (2) context-aware information retrieval systems 
(e.g., Bahrami 2007, Fernandez et al. 2011, Nesic et al. 2010, Ozcan and Aslandogan 2005), and 
(3) transportation project environmental review (e.g., Barberio et al. 2008a, CEQ 2007, FHWA 
2011, ICT 2014, IDOT 2010). The most abstract concept in the TEPR epistemology is the “TPER 
epistemic context”, which includes “user context”, “searching context”, and “document context”. 
A TPER epistemic context describes the set of circumstances, situations, settings, environments, 
characteristics, or parameters that influence and/or characterize the user, the process of searching 
for relevant documents, and the documents in the TPER domain. A user context describes the set 
of characteristics and settings of the user who conducts the searching process, in terms of specific 
interests, preferences, task(s) at hand, and/or personal profile of the user. A searching context 
describes the set of circumstances, situations, settings, and/or environments in which a searching 
process occurs, in terms of the searching device, searching source, searching method, and 
searching environment. A document context describes a collection of relevant conditions and 
settings that make the semantics of the document unique and comprehensible to that condition, 
such as project context, functional process context, and resource context. A partial view of the 




Figure 4.2 – Partial View of the TPER Epistemology 
4.2.2 Data Preparation 
Data preparation included two main steps: (1) data collection, and (2) manual annotation for 
developing the gold standard. To create a document collection for testing the proposed SA methods 
in the TPER domain, around 3,300 Web pages were crawled under the domain of the FHWA 
Environmental Review Toolkit website (www.environment.fhwa.dot.gov). The FHWA 
Environmental Review Toolkit home page (http://www.environment.fhwa.dot.gov/index.asp) was 
selected as the seed page. Starting from the seed page, every Web page under the domain was 
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examined and its URL, title, and textual content of the body part were stored in a .txt format local 
file using Scrapy (http://scrapy.org/), a python-based Web crawler. When writing the crawled 
information into the local file, their encodings were automatically transformed into UTF-8 
encoding, and any html tags (such as <head>) and non-ASCII characters (such as Spanish words) 
were removed to ensure that the performance of concept matching is not undermined by noise that 
is irrelevant to the content of the document. A document in the collection consists of the title and 
the textual content of the body part of the respective crawled Web page. Web pages that do not 
have textual contents in their body parts (e.g., only have images or videos) were further excluded 
from the document collection. Web pages that have textual contents in their body parts but were 
redundant were also excluded. Accordingly, the final document collection contains 1,328 Web 
pages. 
After data collection, each document was manually annotated by three annotators (the author and 
two other researchers) with one or more functional process context concepts. This thesis focuses 
on analyzing the “functional process context”, a subconcept of the “TPER context”. As per Figure 
4.2, the “functional process context” has 6 subconcepts: “project scoping process”, “environmental 
screening process”, “alternative analysis process”, “document development process”, 
“environmental mitigation process”, and “stakeholder involvement process”. Each annotator 
independently annotated each document with zero or more functional process context concepts. 
For each document, the annotation was based on the agreement between annotators. Two main 
methods were used for discrepancy resolution: (1) If a majority (i.e., at least two) of annotators 
achieved agreement, then the agreed-on annotation was used; and (2) If a majority of annotators 
did not achieve agreement, then a discussion was conducted until a majority agreement was 
achieved. The 1,328 documents were annotated with a total of 2,958 concepts, with an average of 
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2.23 annotation concepts per document. The manual annotation results formed the gold standard 
for the following experiments.  
4.2.3 Data Preprocessing 
To prepare the raw text data for the implementation of SA algorithms, the bag of words (BOW) 
model was used to represent each document. In this model, a document is represented as an 
unsorted set of words with their corresponding weight that represents the discriminating power of 
the word. As the most commonly-used weighting scheme in information retrieval problems, TF-
IDF weighting was adopted for conducting SA. In order to represent a document using the BOW 
model, the following three techniques for data preprocessing were conducted: (1) Tokenization: 
Tokenization is the process of breaking the text into tokens, which are meaningful elements such 
as words, phrases, or symbols. The tokenization process removes certain characters like 
punctuations and transforms the words into their lowercase forms. In this work, a single word was 
regarded as a common token, and a list of special (domain-specific) tokens that consist of 
terminologies in the TEPR domain was also developed. Examples of these special tokens include 
“categorical exclusion”, “environmental assessment”, and “environmental impact statement”, 
which refer to the three different environment review actions required by the federal law; (2) 
Stopword removal: Stopwords are those words that have high frequency but low discriminating 
power, which have little value in helping select documents that match a user need. Removing 
stopwords can, thus, help eliminate nondiscriminative high-frequency words, thereby reducing the 
number of features and revealing the discriminative words; and (3) Lemmatization: Lemmatization 
is the process of removing inflectional endings and returning the base or dictionary form of a word, 
which is known as the lemma. By combining words with the same lemma, lemmatization can 
reduce the number of features, and can be effective in enhancing the performance of SA. For 
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example, after the lemmatization, the words “mitigates”, “mitigated”, and “mitigating” would all 
be transformed into their lemma “mitigate”. 
4.2.4 Shallow Semantic Annotation  
The proposed shallow SA approach uses syntactic features to annotate the text with the concepts 
in the TPER epistemology. For each concept (e.g., “stakeholder involvement process”) in the 
TPER epistemology, a concept index was created to store the concept terms (e.g., “stakeholder” 
and “involvement”) of the concept, which are the most common text descriptions of the concept. 
Syntactic concept expansion was then performed to expand each concept term with its related 
lexical terms from a lexical dictionary. Syntactic concept filtering was subsequently conducted to 
filter the noise that was introduced as a result of concept expansion. Further, each concept term 
was expanded with related domain-specific terms. The relevance of the annotation was then 
determined by the TF-IDF weights of the original concept terms and expansion concept terms and 
the relations between the expansion concept terms and original concept terms. The shallow SA 
approach is, thus, performed in three steps: (1) syntactic concept expansion, (2) syntactic concept 
filtering and domain-specific concept expansion, and (3) syntactic terms matching.  
4.2.4.1 Syntactic Concept Expansion 
Syntactic concept expansion, in this research, aims to expand the concept index of each concept in 
the TPER epistemology with related terms from the WordNet, a lexical dictionary. Three types of 
semantic relations were considered: synonyms, hyponyms, and hypernyms. Synonyms are the 
terms that share the same meaning. A hypernym is a term that describes a broader semantic 
category than that of another term. A hyponym is a term that refers to a more specific semantic 
category than that of another term. A hypernym-hyponym relationship, thus, reflects a 
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superconcept-subconcept relationship. For example, the term “screen” was selected as the 
description for the concept “environmental screening process” and, accordingly, the concept index 
after syntactic concept expansion is shown in Table 4.1. 
Table 4.1 – Example of Concept Index after Syntactic Concept Expansion (Partial Concept 
Index of “Environmental Screening Process”) 
Type of 
terms  
Terms in concept index  
Synonyms 
'blind', 'screenland', 'shield', 'covert', 'cover', 'riddle', 'sort', 'test', 'filmdom', 'sieve', 
'concealment' 
Hyponyms 
'blind', 'sifter', 'mantle', 'blinder', 'surface', 'obturate', 'strain', 'examine', 'smokescreen', 
'pall', 'canvass', 'door', 'winker', 'windshield', 'check', 'select', 'canvas', 'show', 
'camouflage', 'desktop', 'jam', 'choose', 'shoji', 'curtain', 'analyze', 'divider', 'drapery', 'take', 
'blinker', 'purdah', 'fireguard', 'analyse', 'reredos', 'sift', 'protection', 'impede', 'background', 
'strainer', 'sieve', 'windscreen', 'stalking-horse', 'protect', 'drape', 'covering', 'altarpiece', 
'study', 'partition', 'riddle', 'shutter', 'occlude', 'shade', 'obstruct', 'display', 'block' 
Hypernyms - 
4.2.4.2 Syntactic Concept Filtering and Domain-Specific Concept Expansion 
Syntactic concept filtering and domain-specific concept expansion, in this research, aims to (1) 
remove the noise brought by syntactic concept expansion, and (2) expand concept terms with 
domain-specific context terms. As a database mainly built on lexical analysis, WordNet covers a 
limited number of semantic relations and is independent of any document collection. Because of 
these two characteristics, WordNet (1) cannot expand a term with domain-specific semantic 
relations, and (2) may bring noise to the expansion, which would undermine the performance of 
syntactic matching (Gong et al. 2006). For example, as shown in Table 4.1, the expanded concept 
index includes a lot of terms that are not relevant to the concept “environmental screening process”, 
such as “blind”, “mantle”, and “door”. To overcome this limitation of WordNet, term association 




Term associations were assessed using confidence and support. Confidence is the conditional 
probability that a document that contains term  𝑡𝑖 also contains term  𝑡𝑗 (Han et al. 2011). Support 
is the probability that a document contains both term  𝑡𝑖 and  𝑡𝑗 (Han et al. 2011). Confidence and 
support were calculated using Eq. (4.1) and Eq. (4.2) [Tan et al. (2013)], respectively, where the 
𝐷(𝑡𝑖, 𝑡𝑗) is the total number of documents that contain both concept terms 𝑡𝑖 and  𝑡𝑗, 𝐷(𝑡𝑖) is the 
total number of documents that contain concept 𝑡𝑖, and the N is the total number of documents in 
the collection. 
𝐶𝑜𝑛𝑓𝑡𝑖−𝑡𝑗 = 𝑃( 𝑡𝑗| 𝑡𝑖 )  =
𝐷(𝑡𝑖,𝑡𝑗)
𝐷(𝑡𝑖) 
                                               (4.1) 
𝑆𝑢𝑝𝑡𝑖−𝑡𝑗 = 𝑃(𝑡𝑖 ∪ 𝑡𝑗  ) =  
𝐷(𝑡𝑖,𝑡𝑗)
𝑁
                                               (4.2) 
To remove/control the noise, a threshold of confidence and support was used. A high threshold 
could remove useful expansion terms that are meaningful to the original concept, and a low 
threshold may keep noisy expansion terms that are not meaningful to the original concept. A range 
of values (confidence from 0 to 1 with intervals of 0.1, and support from 0 to 0.1 with intervals of 
0.01) were tested to empirically find the optimized threshold values; the testing results were 
evaluated and the values that yielded the highest performance were selected. Based on the 
empirical results, confidence and support threshold values of 0.3 and 0.01, respectively, were used. 
Accordingly, only candidate expansion terms that have a confidence over 0.3 and a support over 
0.01 with the original concept term were added to the concept index.  
To expand an original concept term with domain-specific context terms, the top candidate context 
terms that have the highest confidence and support with the original concept term were selected as 
the context terms. A set of values ranging from 1 to 20 with intervals of 1 were empirically tested 
to find the optimal number of context terms to use for expansion. Based on the empirical results, 
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ten domain-specific context terms were used. During the selection of context terms, domain-
specific stopwords that have little discriminating power in the domain were disregarded. A term is 
considered as a domain-specific stopword, if it appears in over a threshold of the documents. A set 
of threshold values ranging from 10% to 100% with intervals of 10% were tested. Based on the 
empirical results, a threshold value of 50% was used. The disregarded domain-specific stopwords 
include terms such as “process”, “project”, “FHWA”, and “transportation”. After the domain-
specific stopwords were removed, the context terms were added to the concept index. For example, 
the context terms for “screen” are “develop”, “identify”, “work”, “design”, “make”, “study”, 
“impact”, “base”, “level”, “exist”, and “help”. Most of these terms are not described in the 
WordNet expansion. 
4.2.4.3 Syntactic Term Matching 
Syntactic term matching, in this study, aims to calculate the relevance of the annotation of the 
concepts in the TPER epistemology. After concept expansion and concept filtering, a concept 𝑐𝑖 
in the TPER epistemology has a concept index (𝐶𝐼𝑖), as reflected in Eq. (4.3), where 𝑡𝑗is an original 
concept term (from the TPER epistemology) for concept 𝑐𝑖 , m is the total number of original 
concept terms for concept 𝑐𝑗, 𝑡𝑗𝑘 is an expansion concept term (synonyms, hyponyms, hypernyms, 
or context term) for an original concept term 𝑡𝑗, and n is the total number of expansion concept 
terms for an original concept term 𝑡𝑗 for a concept 𝑐𝑖 .  
𝐶𝐼𝑖 = {⋃ 𝑡𝑗
𝑚




𝑗=1 }                                               (4.3) 
For a set of expansion concept terms, each expansion term could have a different semantic 
relevance to the original concept term. A term relevance factor (TRF) was, thus, proposed in this 
work to differentiate the degrees of relevance of expansion concept terms to an original concept 
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term. The concept relevance vector, ?⃗? (𝐶𝐼𝑖), is expressed in Eq. (4.4), where 𝑇𝑅𝐹(𝑡𝑗) is the TRF 
of 𝑡𝑗, which is an original concept term of concept 𝑐𝑖, and 𝑇𝑅𝐹(𝑡𝑗𝑘) is the TRF of 𝑡𝑗𝑘 , which is an 
expansion concept term of concept 𝑐𝑖. The values of 𝑇𝑅𝐹(𝑡𝑗) are equal to 1. For an expansion 
concept term 𝑡𝑗𝑘  whose original concept term is 𝑡𝑗  , 𝑇𝑅𝐹(𝑡𝑗𝑘) has a value of  𝛿𝑠𝑦𝑛  if 𝑡𝑗𝑘  is a 
synonym of 𝑡𝑗, has a value of  𝛿ℎ𝑦𝑝𝑜 if 𝑡𝑗𝑘 is a hyponym of 𝑡𝑗, has a value of  𝛿ℎ𝑦𝑝𝑒𝑟 if 𝑡𝑗𝑘 is a 
hypermym of 𝑡𝑗 , and has a value of  𝛿𝑐𝑜𝑛𝑡𝑒𝑥𝑡 if 𝑡𝑗𝑘 is a context term of 𝑡𝑗. In order to optimize the 
performance of syntactic matching, a range of values (from 0 to 1 with intervals of 0.01) were 
tested for 𝛿𝑠𝑦𝑛, 𝛿ℎ𝑦𝑝𝑜, 𝛿ℎ𝑦𝑝𝑒𝑟, and  𝛿𝑐𝑜𝑛𝑡𝑒𝑥𝑡. Based on the best performance results,  𝛿𝑠𝑦𝑛 = 0.26, 
 𝛿ℎ𝑦𝑝𝑜= 0.28,  𝛿ℎ𝑦𝑝𝑒𝑟 = 0, and  𝛿𝑐𝑜𝑛𝑡𝑒𝑥𝑡 = 0.46 were used for the experiments conducted in this 
research. 
?⃗? (𝐶𝐼𝑖) = {⋃ 𝑇𝑅𝐹(𝑡𝑗)
𝑚




𝑗=1 }                             (4.4) 
The documents were then automatically searched to check if the concept terms in the concept index 
appear in these documents. For the concepts whose terms appear in the documents, the annotation 
weight of each concept was calculated by considering the following two factors: (1) the TF-IDF 
weights of the concept terms in the document, and (2) the concept’s ?⃗? (𝐶𝐼𝑖). For document d and 
concept term 𝑡𝑗 of concept 𝑐𝑖, the TF-IDF weight 𝑊𝑡𝑗was defined using Eq. (4.5) (Manning et al. 
2009), where 𝑇𝐹(𝑡𝑗 , 𝑑) is the frequency of term 𝑡𝑗  in document d, and 𝐼𝐷𝐹(𝑡𝑗) is the inverse 
document frequency of term 𝑡𝑗  in the document collection. The inverse document 
frequency 𝐼𝐷𝐹(𝑡𝑗) was calculated using Eq. (4.6) (Manning et al. 2009), where N is the total 
number of documents in the collection, and ||𝐷(𝑡𝑗)|| is the number of documents that include 
term 𝑡𝑗.   
𝑊𝑡𝑗 =  log (𝑇𝐹(𝑡𝑗 , 𝑑) + 1) ∗ [1+ log (𝐼𝐷𝐹(𝑡𝑗)) ]                          (4.5) 
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𝐼𝐷𝐹(𝑡𝑗) =  
𝑁
||𝐷(𝑡𝑗)||
                                                (4.6) 
For document d and concept 𝑐𝑖, the concept weight vector ?⃗⃗⃗? (𝐶𝑖|𝑑) was defined using Eq. (4.7), 
where 𝑊𝑡𝑗  is the TF-IDF weight of concept term 𝑡𝑗 of concept 𝑐𝑖 , and 𝑊𝑗𝑘 is the TF-IDF weight 
of expansion concept term 𝑡𝑗𝑘  of concept 𝑐𝑖 . For a document d and concept 𝑐𝑖 , the annotation 
weight 𝑊𝑐𝑖(𝑑) was defined using Eq. (4.8) (Nesic et al. 2010), where ?⃗⃗⃗?
 (𝐶𝑖|𝑑) is the concept 
weight vector of concept 𝑐𝑖, and ?⃗? (𝐶𝐼𝑖) is the concept relevance vector of concept 𝑐𝑖. 
?⃗⃗⃗? (𝐶𝑖|𝑑) = {⋃ 𝑊𝑡𝑗
𝑚




𝑗=1 }                              (4.7) 
 𝑊𝑐𝑖(𝑑) =  ?⃗⃗⃗?
 (𝐶𝑖|𝑑) ∗ ?⃗? (𝐶𝐼𝑖)                                           (4.8)  
4.2.5 Deep Semantic Annotation 
The proposed deep SA approach (1) uses the TPER epistemology as one of the inputs for 
annotation, and (2) involves deep semantic analysis. For each concept in the TPER epistemology, 
a semantic concept index was created to not only contain the concept terms of the original concept, 
but also the concept terms of its related concepts. The relevance of the annotation was then 
determined by the TF-IDF weights of the terms in the semantic concept index and the semantic 
similarities between the original concept and the related concepts. The deep SA approach is, thus, 
performed in three steps: (1) semantic concept expansion, (2) semantic similarity assessment, and 
(3) semantic term matching.  
4.2.5.1 Semantic Concept Expansion 
Semantic concept expansion aims to expand the concept indexes of the concepts in the TPER 
epistemology with terms from its semantically related concepts. For a concept 𝑐𝑖  in the TPER 
epistemology, its semantically related concepts include its descendants (direct and indirect 
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subconcepts) and other concepts that have non-hierarchical relations to concept 𝑐𝑖. For example, 
as shown in Figure 4.3, the semantically related concepts of concept “environmental screening 
process” include “environmental resource”, “impact analysis”, “data collection process”, “gis 
analysis process”, “database collection”, “field collection”, and “sensor collection”. 
 
Figure 4.3 – Related Concepts for “Environmental Screening Process” 
 The semantic concept index (𝐶𝐼𝑖
𝑠) of concept 𝑐𝑖 after semantic concept expansion is shown in Eq. 
(4.9), where 𝑡𝑗  is an original concept term of concept 𝑐𝑖, m is the total number of original concept 
terms for concept 𝑐𝑖, 𝑡𝑙𝑘 is a concept term for concept 𝑐𝑙 that acts as an expansion concept term for 
concept 𝑐𝑖, 𝑐𝑙  is a concept that is semantically related to concept 𝑐𝑖 , p is the total number of 





𝑠 = {⋃ 𝑡𝑗
𝑚




𝑙=1 }                                        (4.9) 
Similar to syntactic concept expansion, TRF was used to differentiate the degrees of relevance of 
expansion concept terms to an original concept term. The concept relevance vector, ?⃗? (𝐶𝐼𝑖
𝑠), of 
concept 𝑐𝑖 is shown in Eq. (4.10), where 𝑇𝑅𝐹(𝑡𝑗) is the TRF of 𝑡𝑗, which is an original concept 
term of concept 𝑐𝑖; and 𝑇𝑅𝐹(𝑡𝑙𝑘) is the TRF of 𝑡𝑙𝑘, which is a semantic expansion concept term 
of concept 𝑐𝑖. The values of 𝑇𝑅𝐹(𝑡𝑗) are equal to 1. As per Eq. (4.11), for an expansion concept 
term 𝑡𝑙𝑘 which belongs to concept 𝑐𝑙, 𝑇𝑅𝐹(𝑡𝑙𝑘) has a value of 𝑆𝑛(𝑐𝑖, 𝑐𝑙), which is the semantic 
similarity between the original concept 𝑐𝑖 and its semantically related concept 𝑐𝑙.   
?⃗? (𝐶𝐼𝑖
𝑠) = {⋃ 𝑇𝑅𝐹(𝑡𝑗)
𝑚




𝑙=1 }                              (4.10) 
?⃗? (𝐶𝐼𝑖
𝑠) = {⋃ 𝑇𝑅𝐹(𝑡𝑗)
𝑚




𝑙=1 }                              (4.11)  
4.2.5.2 Semantic Similarity Assessment  
In this research, eight SS measures were tested and evaluated. These measures are typically used 
to assess the SS between pairs of concepts based on a general domain ontology such as the KIM 
ontology (Popov et al. 2003). The use of the TPER epistemology, as opposed to other general 
domain ontologies, allows for enhanced SS assessment because SS is assessed based on domain 
knowledge. The eight tested SS measures (which are classified into path-based, node-based, and 
combined) are: Wu and Palmer (1994) (path-based), Leacock and Chodorow (1998) (path-based), 
Li et al. (2003) (path-based), Mao and Chu(2007) (path-based), Resnik (1995) (node-based), Jiang 
and Conrath (1997) (node-based), Lin(1998) (node-based), and Al-Mubaid and Nguyen (2006) 
(combined approach). 
To achieve the best performance in SA, parameter tuning was conducted for Li et al. (2003) SS, 
Mao and Chu (2007) SS, and Al-Mubaid and Nguyen (2006) SS. For Li et al. (2003) SS, a set of 
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values (0 to 1 with intervals of 0.1) for the scaling factors 𝛼 and 𝛽 were tested, and accordingly 𝛼 
and 𝛽 were set to 0.2 and 0.6, respectively, based on the performance results. For Mao and Chu 
(2007) SS, a range of values (0 to 1 with intervals of 0.1) for the upper-bound similarity value 𝛿 
were tested, and accordingly a value of 0.9 was selected. For Al-Mubaid and Nguyen (2006) SS, 
(1) The k value was set to 1 to ensure that the semantic distance between two same concepts is 0; 
and (2) A range of values (1 to 5 with intervals of 1) for the scaling factors 𝛼 and 𝛽 were tested, 
and accordingly 𝛼 and 𝛽 were set to 3 and 1, respectively. 
4.2.5.3 Semantic Term Matching 
In order to ensure that all the different SS measures are in a notionally common scale, a min-max 
normalization was conducted, as per Eq. (4.12), where 𝑆𝑛(𝑐𝑖, 𝑐𝑙)  is the normalized SS score 
between concepts 𝑐𝑖 and 𝑐𝑙 , 𝑆(𝑐𝑖, 𝑐𝑙)  is the calculated SS score based on an SS measure, 
𝑆𝑚𝑖𝑛(𝑐𝑖, 𝑐𝑙) is the minimal SS score between any two concepts in the hierarchy, and 𝑆𝑚𝑎𝑥(𝑐𝑖, 𝑐𝑙) 
is the maximal SS score between any two concepts in the hierarchy. Accordingly, 𝑆𝑛(𝑐𝑖, 𝑐𝑙) ranges 
from 0 to 1, where 𝑆𝑛 is equal to 0 when concepts 𝑐𝑖 and 𝑐𝑙 are the least similar concepts in the 
hierarchy, and 𝑆𝑛 is equal to 1 when concepts 𝑐𝑖 and 𝑐𝑙 are the same concepts. 
𝑆𝑛(𝑐𝑖, 𝑐𝑙) =  
𝑆(𝑐𝑖,𝑐𝑙)− 𝑆𝑚𝑖𝑛(𝑐𝑖,𝑐𝑙)
𝑆𝑚𝑎𝑥(𝑐𝑖,𝑐𝑙)− 𝑆𝑚𝑖𝑛(𝑐𝑖,𝑐𝑙)
                                            (4.12)  
After SS score normalization, the concept relevance vectors were expressed, as per Eq. (4.11). 
Similar to shallow SA, the documents were then automatically searched to check if the concept 
terms in the semantic concept index appear in these documents. For the concepts whose terms 
appear in the documents, the annotation weights of the concept were calculated – as per Eq. (4.5) 
to Eq. (4.8) – based on (1) the TF-IDF weights of the concept terms in the document, and (2) the 




For a concept 𝑐𝑖 , each document in the collection was ranked based on the annotation weight 
𝑊𝑐𝑖(𝑑) and then the documents with top w annotation weights were annotated as relevant to the 
concept 𝑐𝑖. The performances of shallow and deep SA were evaluated using mean precision (MP) 
and mean average precision (MAP) at the top k documents.  
For a concept 𝑐𝑖, precision was calculated based on Eq. (4.13), where true positive (TP) refers to 
the number of documents annotated correctly and false positive (FP) refers to the number of 
documents annotated incorrectly. MP for a set of concepts is the arithmetic mean of the precision 
values of the concepts. MP was calculated as per Eq. (4.14), where 𝑃(𝑐𝑖) is the precision of concept 
𝑐𝑖 and B is the total number of concepts. MAP was calculated based on precision and average 
precision (AP). AP is the average precision values at the ranks where correctly annotated 
documents occur (i.e., at the ranks where recall changes). As such, AP provides a single measure 
that evaluates the combined performance of precision, recall, and the ranking order.  
AP was calculated as per Eq. (4.15), where k is the rank of document based on the annotation 
weight 𝑊𝑐𝑖(𝑑) for concept 𝑐𝑖, A is the total number of annotated documents, P(k) is the precision 
value at rank k, and rel(k) is an indicator function equals to 1 if the annotated document at rank k 
is annotated correctly and 0 otherwise. MAP for a set of concepts is the arithmetic mean of the AP 
values of the concepts. Accordingly, MAP was calculated as per Eq. (4.16), where AP(𝑐𝑖) is the 
average precision of concept 𝑐𝑖  and B is the total number of concepts. For the experiments 
conducted in this research, MP and MAP values at the top 10, 20, 30, 40, and 50 annotated 
documents were calculated.  
𝑃(𝑐𝑖) =  
𝑇𝑃
𝑇𝑃+𝐹𝑃
                                                    (4.13) 
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 𝑀𝑃 = 
𝑃(𝑐𝑖)
𝐵
                                                          (4.14) 
𝐴𝑃(𝑐𝑖) =   
∑ 𝑃(𝑘)∗𝑟𝑒𝑙(𝑘)𝐴𝑘=1
𝐴






                                                   (4.16) 
4.3 Experimental Results and Analysis 
4.3.1 Performance of Shallow Semantic Annotation 
Shallow SA was conducted in three different ways: (1) using original concept terms only, (2) 
conducting concept expansion on original concept terms, and (3) conducting both concept 
expansion and filtering on original concept terms. The performance results of the three shallow 
SA methods are summarized in Tables 4.2, 4.3, and 4.4.  
As shown in Table 4.2, when using only original concept terms, (1) at the top 10 to 50 documents 
MP values were 53%, 58%, 62%, 67%, and 70%, respectively, and MAP values were 35%, 37%, 
40%, 44%, and 47%, respectively, and (2) the “environmental mitigation process” concept 
consistently achieved a best performance of 100%. The incorrect annotations in this case are 
largely due to the ambiguity, or double meanings, of concept descriptions (original concept terms). 
For example, the original concept term “alternative” of the concept “alternative analysis process” 
could act as a noun (in the TPER domain, that usually refers to concepts like “project alternative” 
or “design alternative”) or adjective (in the TPER domain, that usually refers to concepts like 
“alternative fuel” or “alternative transportation”). The perfect performance shown for the 
“environmental mitigation process”, on the other hand, is likely due to the lower ambiguity, or 
standardized meanings, of concept descriptions. For example, the original concept term 
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“mitigation” of the concept “environmental mitigation process” is much less ambiguous in the 
TPER domain; it usually refers to the concept “environmental mitigation measure”.  
Table 4.2 – Performance of Shallow Semantic Annotation Using Original Concept Terms Only 
 Precision (P) at top k Average precision (AP) at top k 
Concept 
P at top 
10   
P at top 
20 
P at top 
30 
P at top 
40 












PSP* 40% 45% 50% 50% 52% 14% 19% 22% 23% 25% 
ESP* 50% 45% 53% 65% 70% 19% 21% 26% 34% 40% 
DDP* 30% 45% 53% 60% 64% 16% 19% 25% 30% 34% 
AAP* 30% 35% 37% 45% 54% 16% 15% 15% 18% 24% 
EMP* 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
SIP* 70% 75% 77% 80% 82% 43% 51% 54% 58% 61% 
Mean** 53% 58% 62% 67% 70% 35% 37% 40% 44% 47% 
*PSP: Project Scoping Process; ESP: Environmental Screening Process; DDP: Document Development Process; 
AAP: Alternative Analysis Process; EMP: Environmental Mitigation Process; SIP: Stakeholder Involvement Process 
** Mean of AP is the MAP 
As shown in Table 4.3, when conducting concept expansion, although MP and MAP at the top 10 
to 50 documents were improved by a small percentage, there are a few cases that the annotation 
performance of one concept actually decreased. For example, precision and AP at the top 10 
documents for concept “environmental screening process” decreased from 50 % and 19% to 40% 
and 14%, respectively. The reason for the performance drop is that concept expansion brought a 
lot of noise. For example, for the concept “environmental screening process”, the expansion terms 
include “blind”, “mantle”, and “door”, which are not meaningful to the original concept. The 
performance shown in this experiment indicates that concept expansion through WordNet can 




Table 4.3 – Performance of Shallow Semantic Annotation after Syntactic Concept Expansion 
 Precision (P) at top k Average precision (AP) at top k 
Concept 
P at top 
10   
P at top 
20 
P at top 
30 
P at top 
40 












PSP* 20% 45% 57% 63% 60% 4% 15% 24% 30% 30% 
ESP* 40% 55% 67% 73% 76% 14% 24% 35% 41% 47% 
DDP* 50% 75% 70% 70% 72% 29% 48% 47% 47% 49% 
AAP* 70% 60% 63% 65% 66% 53% 43% 44% 44% 44% 
EMP* 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
SIP* 70% 70% 77% 75% 80% 49% 50% 56% 55% 60% 
Mean** 58% 68% 72% 74% 76% 42% 47% 51% 53% 55% 
*PSP: Project Scoping Process; ESP: Environmental Screening Process; DDP: Document Development Process; 
AAP: Alternative Analysis Process; EMP: Environmental Mitigation Process; SIP: Stakeholder Involvement Process 
** Mean of AP is the MAP 
As shown in Table 4.4, after concept filtering and domain-specific concept expansion, at the top 
10 to 50 documents MP values improved from 58%, 68%, 72%, 74%, and 76% to 90%, 90%, 88%, 
88%, and 88%, respectively; and MAP values improved from 42%, 47%, 51%, 53%, and 55% to 
82%, 82%, 80%, 80%, and 80%, respectively. The enhanced performance is attributed to two main 
reasons. First, concept filtering removed noise brought by concept expansion. For example, 
expansion words that are not meaningful to the concept “environmental screening process”, such 
as “blind”, “mantle”, and “door”, were removed from the concept index after concept filtering. 
Second, domain-specific concept expansion expanded the original concept terms with domain-
specific context terms. For example, after concept filtering, the concept index for the concept 
“environmental screening process” was expanded with domain-specific context terms such as 
“develop”, “identify”, “work”, “design”, and “make”. The performance shown in this experiment 
indicates that concept filtering and domain-specific concept expansion are effective in improving 
the performance of SA through (1) removing noise brought from concept expansion, and (2) 




Table 4.4 – Performance of Shallow Semantic Annotation after Syntactic Concept Expansion, 
Concept Filtering, and Domain-specific Concept Expansion 
 Precision (P) at top k Average precision (AP) at top k 
Concept 
P at top 
10   
P at top 
20 
P at top 
30 
P at top 
40 












PSP* 80% 70% 73% 75% 78% 78% 61% 59% 60% 62% 
ESP* 80% 90% 87% 90% 88% 58% 72% 71% 76% 75% 
DDP* 80% 90% 77% 75% 72% 58% 72% 62% 60% 57% 
AAP* 100% 95% 97% 95% 96% 100% 94% 95% 93% 94% 
EMP* 100% 100% 100% 100% 100% 100% 100% 100% 100% 100% 
SIP* 100% 95% 97% 95% 94% 100% 92% 93% 92% 90% 
Mean** 90% 90% 88% 88% 88% 82% 82% 80% 80% 80% 
*PSP: Project Scoping Process; ESP: Environmental Screening Process; DDP: Document Development Process; 
AAP: Alternative Analysis Process; EMP: Environmental Mitigation Process; SIP: Stakeholder Involvement Process 
**Mean of AP is the MAP 
4.3.2 Performance of Deep Semantic Annotation 
The performance of deep SA was evaluated for the eight SS measures. The performance results 
are summarized in Table 4.5. As shown in Table 4.5, Al-Mubaid and Nguyen (2006) SS measure 
achieved the best performance on every performance metric. This can be attributed to the following 
two reasons: (1) This measure integrates both path features (shortest path distance) and node 
features (IC of the MIS of the two concepts), while the other SS measures only consider one of 
these two types of features; and (2) This measure allows for parameter tuning to optimize the 
contributions of the path feature and node feature based on the types of hierarchy and application. 
For hierarchies with longer average distances between concepts, path-based SS measures tend to 
give an unreasonable low value to a concept pair with no direct hierarchical relationship, while 
node-based measures tend to overlook the hierarchical distance between the two concepts. For 
applications like SA, the contributions of the path feature and node feature can be tuned to optimize 
the annotation performance. For example, as shown in Figure 4.3, the related concepts of concept 
“environmental screening process” include “environmental resource”, “impact analysis”, “data 
collection process”, “gis analysis process”, “database collection”, “field collection”, and “sensor 
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collection”. When using the path-based SS measures by Li et al. (2003), Wu and Palmer (1994), 
and Mao and Chu (2007), the SS values between concepts “environmental screening process” and 
“environmental resource” are only 0, 0, and 0.12, respectively. When using the node-based SS 
measure by Resnik (1995), the concept “data collection process” and its three subconcepts 
“database collection”, “field collection”, and “sensor collection” all have the same SS values with 
the concept “environmental screening process”. When using the node-based measures by Jiang 
and Conrath (1997) and Lin (1998), the SS values between concepts “environmental screening 
process” and “environmental resource” and concepts “environmental screening process” and 
“impact analysis” are 0.76 and 0.58, and 0.56 and 0.47, respectively, although “impact analysis” 
should be semantically more similar because of its shorter distance to “environmental screening 
process” in the hierarchy. Only Al-Mubaid and Nguyen (2006) SS measure, which combines both 
path features and node features, indicates reasonable SS values for both concept pairs (0.52 and 
0.54, respectively). 





Mean precision (MP) at top k Mean average precision (MAP) at top k 
MP at 






























92% 90% 91% 91% 91% 88% 85% 84% 85% 84% 
Li et al. 83% 83% 86% 87% 86% 88% 74% 75% 77% 76% 
Mao 68% 74% 76% 78% 78% 53% 57% 58% 59% 61% 
Resnik 83% 88% 88% 87% 86% 77% 79% 80% 78% 77% 
Jiang 90% 90% 91% 89% 89% 86% 85% 85% 83% 82% 





97% 94% 92% 93% 91% 96% 92% 89% 88% 86% 
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4.3.3 Comparison of Shallow and Deep Semantic Annotation  
To compare the shallow and deep SA approaches, the best performing methods [conducting 
concept expansion, concept filtering, and domain-specific concept expansion on the original 
concept terms for shallow SA and using Al-Mubaid and Nguyen (2006) SS measure for deep SA] 
were compared. As shown in Table 4.6, for MP and MAP at the top 10 to 50 documents, the deep 
approach outperformed the shallow approach on every metric.  
Table 4.6 – Performance of Shallow and Deep Semantic Annotation (SA) 
SA 
method 
Mean precision (MP) at top k Mean average precision (MAP) at top k 
MP at 


























90% 90% 88% 88% 88% 82% 82% 80% 80% 80% 
Deep 
SA 
97% 94% 92% 93% 91% 96% 92% 89% 88% 86% 
The higher performance of the deep SA approach over the shallow one can be attributed to the 
following two reasons. First, the deep approach takes domain knowledge into consideration, 
whereas the shallow approach overlooked important semantic relations, such as “is-a”, and “is-
part” relations. For example, Table 4.7 shows the variation in the concept index of the 
“environmental screening process” concept under both approaches. As per Table 4.7, important 
terms that describe the “environmental screening process”, such as “data”, “database”, and “field”, 
were not covered in the concept index when using shallow SA. Second, the shallow SA approach 
was purely based on lexical relations and corpus statistics, and its performance depends largely on 




Table 4.7 – Concept Indexes of “Environmental Screening Process” under Shallow and Deep 
Semantic Annotation (SA) 
SA method Terms in concept index 
Shallow SA 
 'screen', 'cover', 'surface', 'select', 'analyze', 'analyze', 'protection', 'protect', 'study', 
'develop', 'identify', 'work', 'design', 'make', 'study', 'impact', 'base', 'level', 'exist', 'help' 
Deep  
SA 
'screen', 'environmental', 'resource', 'impact', 'analysis', 'data', 'collection', 'gis', 'database', 
'field', 'sensor' 
In terms of computational efficiency, for both shallow and deep approaches, the time to conduct 
SA only increases linearly with the number of documents in the collection, which makes both 
algorithms computationally efficient and suitable for annotating the large amount of information 
in the TPER domain. 
4.3.4 Selection of Semantic Annotation Algorithm based on Performance  
Accordingly, based on the experimental results, the following algorithm for conducting SA is 
proposed, as per Figure 4.4: (1) Conducting semantic concept expansion of the original concept 
terms: as a result, each concept (i.e., original concept) in the TPER epistemology has an associated 
semantic concept index that contains the concept terms of the original concept and the concept 
terms (i.e., semantic expansion terms) of the related concepts; (2) Conducting semantic similarity 
assessment: using Al-Mubaid and Nguyen (2006) SS measure to assess the semantic similarities 
between the related concepts and the original concept, where the normalized SS score of a semantic 
expansion term is used as the relevance factor of that term; (3) Conducting semantic term 
matching: calculating the relevance of SA (annotation weight) based on the TF-IDF weights of the 
semantic expansion terms and the relevance factor of the semantic expansion terms; and (4) 
Annotating with weight: annotating each document in the collection with the concepts along with 
an assignment of annotation weights. The proposed algorithm achieved over 91% and 86% MP 
and MAP at the top 10 to 50 documents, respectively. 
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Studies on the performance of state-of-the-art bibliographic search engines (such as Google 
Scholar) showed that MPs at the top 10 documents for most systems are between 60% and 80% 
(Walters 2011), which indicates that a trustworthy level of performance for an application should 
be within or above that range. The proposed algorithm achieved a higher performance, with a 97% 
MP at the top 10 documents. This indicates that the proposed algorithm would provide a reliable 
performance to support information retrieval in the TPER domain.   
 
Figure 4.4 – Proposed Semantic Annotation Algorithm 
4.3.5 Error Analysis 
One main type of error was identified based on the testing results. Documents that have unbalanced 
match with the semantic concept index (have many terms from the semantically-related concepts 
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but fewer or no terms from the original concept) were unfairly given high annotation weights. 
Because most of the terms in the semantic concept index come from the semantically-related 
concepts, they collectively have a greater impact on the annotation weight despite being penalized 
in the semantic similarity assessment. For example, the document shown in Figure 4.5 provides 
general guidance on cumulative impact analysis for NEPA, and is not describing any 
environmental screening tool/method. However, it was mistakenly annotated as one of the top 10 
documents relevant to the concept “environmental screening process”.  This is because it contains 
many terms (highlighted in red) from the semantically-related concepts “impact analysis process” 
and “environmental resources” but no term from the original concept. In future work, the SA 
method could be improved by penalizing documents that have unbalanced match with the semantic 
concept index and/or by using different semantic similarity measures to optimize the impacts of 
different terms when estimating the annotation weights. 
 




 CHAPTER 5: CONTEXT-AWARE INFORMATION RETRIEVAL FOR 
SUPPORTING ENVIRONMENTAL REVIEW AND PROJECT DECISION 
MAKING 
5.1 State of the Art and Knowledge Gaps 
In recent years, a number of important efforts have been conducted for improving document 
ranking methods for supporting information retrieval (IR) in the construction domain. For 
example, Soibelman et al. (2007) combined the vector space model (VSM) with document 
classification information to rank documents related to a project model object, and developed a 
domain-specific thesaurus to improve the retrieval of construction product information from the 
internet. Lin and Soibelman (2007; 2009) extended the Boolean model to rank online documents 
on AEC products based on the similarity between the expanded query vectors and the document 
vector. Lin et al. (2012) solved the problem of incorrect ranking due to concept density through 
partitioning technical documents on AEC projects and research into OntoPassages according to 
domain knowledge, and evaluated the VSM, a probabilistic model, and a language model for 
ranking OntoPassages. Fan et al. (2015) improved the classical VSM-based document ranking 
from two perspectives: (1) highlighting the documents containing project-specific information by 
improving feature weighting based on the project-specific terms and the dependency relations of 
these terms; and (2) applying machine learning algorithms to optimize the feature weighting based 
on user feedback. However, all these IR efforts in the construction domain built on keyword-based 
document ranking methods, which provide limited capabilities for incorporating contextual 
information into the retrieval process.  
Outside of the construction domain, a number of important IR research efforts have been 
conducted to develop semantic-based document ranking methods. For example, Turney and Pantel 
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(2010) summarized three different approaches to integrating semantics with the VSM – term-
document matrix, word-context matrix, and pair-pattern matrix – and discussed their application 
for improving IR. Bikakis et al. (2010) proposed an ontology-based IR framework that utilizes a 
flexible combination of keyword-based and semantic-based document ranking methods, where the 
semantic-based method is based on the semantic similarity between the target concept(s) and the 
documents. Fernandez et al. (2011) semantically enhanced the IR using an ontology-based 
approach, where both the document and the query were represented as vectors of semantic 
concepts and document ranking was conducted based on the similarity between two concept 
vectors. Bouramoul et al. (2012) improved the document ranking of current search engines 
(Google, Bing, and Yahoo) through re-ranking the top retrieved results based on the similarity 
between the expanded document vector and the query vector, where both vectors were expanded 
with WordNet concepts linked by semantic relations. AlMasri et al. (2014) tackled the term 
mismatch problem for document ranking through modifying documents according to a given query 
and semantic relations between terms, and adapted a number of language models to expand a 
document by the query terms that have semantically-related document terms but do not appear in 
the document. Hahm et al. (2015) proposed a semantic-based document ranking approach that 
incorporates relationships among terms in the relevance assessment process based on a domain 
ontology, which represents the semantics of a document through a document semantic network 
and considers both user interests and searching intent through relation-based weighting. 
Despite the importance of the above-mentioned research efforts, there still exist many challenges 
in developing document ranking methods that can efficiently retrieve relevant information for 
transportation project decision making. In this regard, three major limitations in existing IR 
research efforts have been identified. First, most of the existing document ranking efforts are 
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limited in their formal context representation – they lack an explicit, domain-specific 
representation of the concept of context, and can only capture limited semantic information by 
their document ranking methods. For example, Soibelman et al. (2007) only incorporated 
document classification information into VSM-based document ranking; Fan et al. (2015) only 
considered project-specific terms and dependency relations in their relevance evaluation; and 
AlMasri et al. (2014) only represented hierarchical relations or specific-generic relations between 
terms in their document ranking method. Second, existing semantic-based document ranking 
efforts considered limited semantic and contextual information when conducting semantic 
relevance assessment. For example, Bikakis et al. (2010) only considered the target concept when 
assessing semantic relevance; while Fernandez et al. (2011) considered both the target concept and 
the related contextual concepts but treated all the contextual concepts equally without considering 
their semantic differences. Third, most of the existing semantic-based document ranking efforts 
build on either the VSM or the statistical language model (SLM), and have not compared the 
retrieval performance of the two models.    
5.2 Proposed Context-Aware Information Retrieval Method 
To address the aforementioned gaps, this research proposes a new context-based semantic 
relevance assessment method that considers the semantic and contextual information of both the 
target concept and its semantically-related concepts, while taking their semantic relatedness into 
account through semantic similarity measures. This allows for a deep, context-aware, and 
semantically-sensitive document representation that better supports document ranking. The 
proposed method represents the documents with document context concepts in the TPER semantic 
model and estimates the semantic relevance based on a semantically-extended set of concepts and 
their relative semantic relatedness to the target concept. The TPER semantic model (see Chapter 
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4) is a model for representing and reasoning about information and IR in the TPER domain. The 
document context concepts represent the context dimensions of the document, which describe a 
collection of relevant conditions and settings that make the semantics of the document unique and 
comprehensible to that condition, including the project context, the functional process context, and 
the resource context. To further evaluate which model – the VSM or the SLM – works better for 
context-enhanced semantic document ranking in the TPER domain, this research further integrates 
the proposed semantic relevance assessment method into both models. Both, the context-enhanced 
VSM-based and the SLM-based semantic document ranking methods, were compared with each 
other and with the original keyword-based methods. 
5.2.1 Context-Based Relevance Assessment 
The proposed context-based relevance assessment method enhances context-awareness of 
relevance ranking through an enriched representation of concepts and a deeper and semantically-
sensitive estimation of semantic relevance. The proposed method includes three primary elements: 
semantic concept indexing, semantic relevance estimation, and semantic document representation.  
5.2.1.1 Semantic Concept Representation and Indexing 
This research proposes a context-aware and deep semantic concept indexing approach to enriching 
the semantic representation of concepts for enhanced recognition of document relevance. First, the 
proposed approach improves the representation of context by using a domain-specific context 
model (i.e., the TPER semantic model). Second, the proposed approach achieves deeper semantic 
representation by taking the concept terms (i.e., the most common text descriptions of the concept) 
of both the original concept and its semantically-related concepts (i.e., direct and indirect 
subconcepts, as well as non-hierarchically-related concepts) into account. For each context concept 
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in the TPER semantic model, a semantic concept index is used to represent its context terms. These 
terms include the concept terms of the original concept and the concept terms of its semantically-
related concepts. The semantic concept index (𝐶𝐼𝑖) of a concept 𝑐𝑖 is represented in Eq. (5.1) (as 
per Chapter 4), where 𝑡𝑗  is an original concept term of 𝑐𝑖, m is the total number of original concept 
terms of 𝑐𝑖, 𝑐𝑙 is a concept that is semantically-related to 𝑐𝑖, 𝑡𝑙𝑘 is a concept term of 𝑐𝑙, p is the 
total number of semantically-related concepts to 𝑐𝑖, and q is the total number of concept terms of 
𝑐𝑙.  
𝐶𝐼𝑖 = {⋃ 𝑡𝑗
𝑚




𝑙=1 }                                              (5.1) 
Figure 5.1 shows an example concept 𝑐𝑖  (i.e., “environmental mitigation process”), its 
semantically-related concepts (including “environmental resource”, “ impact analysis”, “impact 
avoidance process”, “impact minimization process”, “environmental restore process”, “impact 
reduction process”, and “environmental compensation process”), the resulting semantic concept 




Figure 5.1 – The Semantically-Related Concepts and Semantic Concept Index of the Concept 
“Environmental Mitigation Process” 
 
5.2.1.2 Semantic Relevance Estimation 
This research proposes a deep and semantically-sensitive relevance estimation approach. First, the 
proposed approach achieves a deeper level of semantic relevance assessment by representing the 
original query through a semantically-extended set of concepts [the target concept (in a query) and 
its semantically-related concepts]. Second, the proposed approach is semantically-sensitive by 
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considering the relative semantic relatedness of these semantically-related concepts to differentiate 
their level of relevance to the original query. For each document, its semantic relevance to a context 
concept is estimated based on two factors: (1) the semantic relatedness between the target concept 
and its semantically-related concepts, and (2) the occurrence of the context terms in the document. 
The research proposes a concept relatedness vector [ ?⃗? (𝐶𝐼𝑖)]  and a concept weight vector 
[?⃗⃗⃗? (𝑐𝑖|𝑑𝑛)] to represent these two factors, respectively.  
Concept relatedness is represented by term relatedness factors (TRFs), which measure the degrees 
of relatedness between semantically-related concept terms and an original concept. A TRF is a 
measure of semantic relevance of a term to a concept. For original concept terms, the TRF value 
equals to 1. For the concept terms of semantically-related concepts, the TRF value is measured in 
terms of semantic similarity between the original concept and its semantically-related concept. The 
concept relevance vector, ?⃗? (𝐶𝐼𝑖), of a concept 𝑐𝑖 is expressed in Eq. (5.2), where 𝑐𝑖 is the original 
concept, 𝑡𝑗  is an original concept term of 𝑐𝑖 , 𝑇𝑅𝐹(𝑡𝑗) is the TRF of 𝑡𝑗  and equals to 1, 𝑐𝑙  is a 
concept that is semantically-related to 𝑐𝑖, 𝑡𝑙𝑘 is a concept term of 𝑐𝑙, 𝑇𝑅𝐹(𝑡𝑙𝑘) is the TRF of 𝑡𝑙𝑘 
that is calculated as the normalized semantic similarity (SS) between 𝑐𝑖 and 𝑐𝑙 and is measured 
using Al-Mubaid and Nguyen (2006) SS measure, m is the total number of original concept terms 
of 𝑐𝑖, p is the total number of semantically-related concepts to 𝑐𝑖  , and q is the total number of 
concept terms of 𝑐𝑙. Al-Mubaid and Nguyen (2006) SS measure estimates the SS between two 
concepts based on the shortest path between two concepts and the common specificity (CSpec) of 
the two concepts, which indicates how much common information two concepts share. 
?⃗? (𝐶𝐼𝑖) = {⋃ 𝑇𝑅𝐹(𝑡𝑗)
𝑚




𝑙=1 }                               (5.2)  
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The concept weight vector represents the discriminating power of the context terms in the semantic 
concept index, which is measured by the frequency-inverse document frequency (TF-IDF) term 
weight. For a document 𝑑𝑛 and a concept 𝑐𝑖, the concept weight vector ?⃗⃗⃗? (𝑐𝑖|𝑑𝑛) is defined using 
Eq. (5.3), where 𝑊𝑡𝑗  is the TF-IDF weight of concept term 𝑡𝑗 of 𝑐𝑖, m is the total number of original 
concept terms of 𝑐𝑖, 𝑐𝑙 is a concept that is semantically-related to 𝑐𝑖, 𝑊𝑡𝑙𝑘  is the TF-IDF weight of 
the concept term 𝑡𝑙𝑘 of 𝑐𝑙, p is the total number of semantically-related concepts to 𝑐𝑖, and q is the 
total number of concept terms of 𝑐𝑙.  
For document 𝑑𝑛 and concept 𝑐𝑖, the semantic relevance 𝑆𝑐𝑖(𝑑𝑛) is defined using Eq. (5.4) (Nesic 
et al. 2010), where ?⃗⃗⃗? (𝑐𝑖|𝑑𝑛) is the concept weight vector of 𝑐𝑖 , and ?⃗? (𝐶𝐼𝑖)  is the concept 
relevance vector of 𝑐𝑖. 
?⃗⃗⃗? (𝑐𝑖|𝑑𝑛) = {⋃ 𝑊𝑡𝑗
𝑚




𝑙=1 }                                   (5.3) 
 𝑆𝑐𝑖(𝑑𝑛) =  ?⃗⃗⃗?
 (𝑐𝑖|𝑑𝑛) ∗ ?⃗? (𝐶𝐼𝑖)                                            (5.4)  
5.2.1.3 Sematic Document Representation 
Because of the proposed approaches to semantic concept representation and relevance estimation, 
the proposed method is able to represent a document in a deep, context-aware, and semantically-
sensitive manner. A document is represented in terms of document context concepts and their 
semantic relevance to the document. For each document in the collection, its semantic relevance 
to every document context concept in the TPER semantic model is estimated – in a deep and 
semantically-sensitive way (as described in Section 5.2.1.2) – to create the context representation 
of the document. For a document 𝑑𝑛, its context representation is defined as a document concept 
vector 𝐶 (𝑑𝑛), and is shown in Eq. (5.5), where 𝑆𝑐𝑖(𝑑𝑛) is the semantic relevance of concept 𝑐𝑖 to 
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document 𝑑𝑛, and H is the total number of document context concepts in the TPER semantic 
model. 
𝐶 (𝑑𝑛) = {⋃ 𝑆𝑐𝑖(𝑑𝑛)
𝐻
𝑖=1 }                                                   (5.5) 
5.2.2 Integrating the Proposed Relevance Assessment Method into Document Ranking 
Models 
Both, the original VSM and the original SLM build on keyword-based document representation 
and query processing techniques, and rely on term relevance to conduct document ranking. To 
enable context-based semantic document ranking, the proposed semantic relevance assessment 
method was integrated into these document ranking methods, in both semantic query processing 
and semantic relevance ranking. These two document ranking methods were selected for further 
study, because they are the most widely used. The VSM and the SLM each offers different 
advantages in different situations. Previous studies (Lin et al. 2012; Bennett et al. 2008; Raghayan 
and Iyer 2007) indicated that there is no single model that outperforms the other in all applications. 
For example, Raghavan and Iyer (2007) found that the VSM had better performance when 
retrieving relevant advertisement for sponsored search; while Lin et al. (2012) found that the SLM 
was better at retrieving passages of technical documents for AEC projects and research. Because 
the performances of the two models could vary from domain to domain and application to 
application, it is necessary to compare the performances of the two models in facilitating context-
enhanced semantic document ranking in the TPER domain. 
5.2.2.1 Semantic Query Processing 
Semantic query processing (SQP) provides the context representation of a user’s query by 
extracting context concepts from the query and transforming it into a semantic query. A semantic 
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query consists of document context concepts in the TPER semantic model whose concept term(s) 
appear in the query. For the query, the concept terms in the concept index of every concept are 
searched (using term-based matching) to check if they appear in the query. If a concept term 
appears in the query, its corresponding concept is added into the corresponding semantic query. 
For example, as per Figure 5.2, for the query “how to assess corridor alignments for effect on 
traffic congestion”, the semantic query is “alternative analysis process, highway project, impact 
analysis, mobility”. 
For each semantic query 𝑄𝑡 , a query concept vector 𝐶 (𝑄𝑡) is defined using Eq. (5.6), where 
𝐼𝑐𝑖(𝑄𝑡) is the concept indicator that represents how important the user values a concept 𝑐𝑖, and H 
is the total number of document context concepts in the TPER semantic model. For the testing 
queries, the concept indicator of each concept in the corresponding semantic query was set to 1, 
based on the assumption that the user gives equal importance to these concepts.   
𝐶 (𝑄𝑡) = {⋃ 𝐼𝑐𝑖(𝑄𝑡)
𝐻
𝑖=1 }                                                  (5.6) 
 




5.2.2.2 Semantic Relevance Ranking 
Integrating the proposed context-based relevance assessment method in the VSM and the SLM 
requires different ways to estimate semantic relevance between a document and a query based on 
their context representations and different ways to integrate semantic relevance with their original 
term relevance, because each model has a different notion about what does relevance mean. Based 
on these differences, two context-enhanced semantic document ranking methods were proposed: 
VSM-based method and SLM-based method. 
5.2.2.2.1 Context-Enhanced Vector Space Model-Based Method 
For the proposed context-enhanced VSM-based method, (1) term relevance is measured by term 
similarity, which is the similarity between a query and a document at the term level; and (2) 
semantic relevance is measured by context similarity, which is the similarity between the query’s 
corresponding semantic query and the context representation of the document.   
Term similarity is a measure of the cosine similarity between the document term vector and the 
query term vector. To measure term similarity, a document 𝑑𝑛 and a query 𝑄𝑡 should, thus, be 
represented as a document term vector and a query term vector, respectively. For each document 
𝑑𝑛, its document term vector ?⃗? (𝑑𝑛) is defined using Eq. (5.7) (Roelleke 2013), where 𝑊𝑡𝑔(𝑑𝑛) is 
the TF-IDF weight of a unique term 𝑡𝑔 in document 𝑑𝑛, and xd is the total number of unique terms 
in the document collection. 
?⃗? (𝑑𝑛) = {⋃ 𝑊𝑡𝑔
𝑥𝑑
𝑔=1 (𝑑𝑛)}                                                  (5.7) 
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For query 𝑄𝑡 , its query term vector ?⃗? (𝑄𝑡) is defined using Eq. (5.8) (Roelleke 2013), where 
𝑊𝑡𝑔(𝑄𝑡) is the TF-IDF weight of a unique term 𝑡𝑔 in query 𝑄𝑡, and xd is the total number of unique 
terms in the document collection. 
?⃗? (𝑄𝑡) = {⋃ 𝑊𝑡𝑔(𝑄𝑡)
𝑥𝑑
𝑔=1 }                                                  (5.8) 
Accordingly, the term similarity 𝑠𝑖𝑚𝑡(𝑄𝑡, 𝑑𝑛) between document 𝑑𝑛  and query 𝑄𝑡 is defined 
using Eq. (5.9) (Aggarwal and Zhai 2012), where ?⃗? (𝑄𝑡) is the query term vector for 𝑄𝑡, ?⃗? (𝑑𝑛) is 
the document term vector for 𝑑𝑛, ||?⃗? (𝑄𝑡)|| is the length of the query term vector, and ||?⃗? (𝑑𝑛)|| is 




                                              (5.9) 
To better incorporate contextual information in ranking documents, the use of context similarity 
is proposed in this research, in order to measure the relevance of a document to a query based on 
the similarity between their context representations. Documents differ in terms of their contextual 
information (i.e., relevant document context concepts and semantic relevance), where a document 
with a higher context similarity to a query indicates a higher relevance to that query. The proposed 
context similarity is a measure of the cosine similarity between the document concept vector and 
the query concept vector, where all concepts are context concepts from the TPER semantic model. 
The proposed similarity equation [Eq. (5.10)] defines the context similarity 𝑠𝑖𝑚𝑐(𝑄𝑡, 𝑑𝑛) between 
document 𝑑𝑛  and query 𝑄𝑡 , where 𝐶 (𝑄𝑡)  is the query concept vector for 𝑄𝑡 , 𝐶 (𝑑𝑛)  is the 
document concept vector for 𝑑𝑛, ||𝐶 (𝑄𝑡)|| is the length of the query concept vector and ||𝐶 (𝑑𝑛)|| 




                                                   (5.10) 
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Accordingly, document relevance to a query is defined in terms of, both, context similarity and 
term similarity, where a factor (0 to 1) is used to control the contributions of context similarity and 
term similarity to document relevance. The proposed relevance equation [Eq. (5.11)] defines the 
relevance 𝑅(𝑑𝑛|𝑄𝑡)of document 𝑑𝑛 to query 𝑄𝑡 , where 𝑠𝑖𝑚
𝑐(𝑄𝑡, 𝑑𝑛) is the context similarity 
between document 𝑑𝑛 and query 𝑄𝑡 , 𝑠𝑖𝑚
𝑡(𝑄𝑡, 𝑑𝑛) is the term similarity between document 𝑑𝑛 
and query 𝑄𝑡, and 𝛼 is the contribution factor that controls the contributions of context similarity 
and term similarity to document relevance. In order to find the optimized contribution factor, a 
range of values (𝛼 from 0 to 1 with intervals of 0.1) were tested, and 𝛼 = 0.6 was used for the 
experiments conducted in this research. 
𝑅(𝑑𝑛|𝑄𝑡) = 𝛼 𝑠𝑖𝑚
𝑐(𝑄𝑡, 𝑑𝑛) + (1 − 𝛼)𝑠𝑖𝑚
𝑡(𝑄𝑡, 𝑑𝑛)                                (5.11) 
5.2.2.2.2 Context-Enhanced Statistical Language Model-Based Method 
In the proposed context-enhanced SLM-based method, (1) term relevance is measured by term 
probability, which is the probability that a document is relevant to a query at the term level; and 
(2) semantic relevance is measured by context probability, which is the probability that a document 
is relevant to a query at the context level.   
Term probability is the conditional probability that a document is relevant given a certain query. 
Given a user’s query 𝑄𝑡  and a document 𝑑𝑛, the term probability 𝑃(𝑑𝑛|𝑄𝑡) was derived using 
Bayes rule in Eq. (5.12) (Zhai 2008), where 𝑃(𝑄𝑡|𝑑𝑛) is the posterior probability that a user who 
likes to retrieve document 𝑑𝑛 would use query 𝑄𝑡, 𝑃(𝑑𝑛) is the document prior probability that 
document 𝑑𝑛 is relevant to any query (i.e., it is a document-specific probability that is query-
independent), and 𝑃(𝑄𝑡) is the probability that a user uses query 𝑄𝑡. Assuming the user has no 
preference towards any document and 𝑃(𝑄𝑡)  is a constant for a given query 𝑄𝑡 , the term 
 
112 
probability 𝑃(𝑑𝑛|𝑄𝑡) was treated as equal to the posterior probability 𝑃(𝑄𝑡|𝑑𝑛) when measuring 
the term relevance of documents.    
𝑃(𝑑𝑛|𝑄𝑡) =  
𝑃(𝑄𝑡|𝑑𝑛)∗𝑃(𝑑𝑛)
𝑃(𝑄𝑡)
                                             (5.12) 
The posterior probability 𝑃(𝑄𝑡|𝑑𝑛) is defined using Eq. (5.13) (Manning et al. 2009), where 𝑡𝑔 is 
a term that appears in query 𝑄𝑡, 𝑝(𝑡𝑔|𝜃𝑛) is the probability of generating term 𝑡𝑔 according to 
document language model 𝜃𝑛 of document 𝑑𝑛, and xq is the total number of terms in query 𝑄𝑡. The 
document language model 𝜃𝑛 is a probability distribution of terms given document 𝑑𝑛 (Buttcher 
et al. 2010). As the most successful and popular language model, the unigram multinomial 
language model was adopted for 𝜃𝑛. 
𝑃(𝑄𝑡|𝑑𝑛) =  ∏ 𝑝(𝑡𝑔|𝜃𝑛)
𝑥𝑞
𝑔                                            (5.13) 
The probability 𝑝(𝑡𝑔|𝜃𝑛) is defined using Eq. (5.14) (Singhal 2001), where 𝑡𝑓(𝑡𝑔, 𝑑𝑛)  is the 
frequency of term 𝑡𝑔  in document 𝑑𝑛 , ||𝑑𝑛||  is the length of document 𝑑𝑛 , p(𝑡𝑔|𝜃𝑏)  is the 
probability of generating term 𝑡𝑔  according to the background language model 𝜃𝑏 , and 𝜆 is a 
smoothing factor that controls the contribution of the background language model. The 
background language model 𝜃𝑏 is a probability distribution of terms given the entire document 
collection. In order to find the optimized smoothing factor, a range of values (𝜆 from 0 to 1 with 
intervals of 0.1) were tested, and 𝜆 = 0.3 was used for the experiments conducted in this research. 
The probability p(𝑡𝑔|𝜃𝑏)  is defined using Eq. (5.15) (Zhai 2008), where 𝑡𝑓(𝑡𝑔, 𝑑𝑐)  is the 
frequency of term 𝑡𝑔  in document collection 𝑑𝑐 , and ||𝑑𝑐|| is the total length of the document 
collection 𝑑𝑐. 
𝑝(𝑡𝑔|𝜃𝑛) = (1 − 𝜆)
𝑡𝑓(𝑡𝑔,𝑑𝑛)
||𝑑𝑛||
+ 𝜆 p(𝑡𝑔|𝜃𝑏)                             (5.14) 
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p(𝑡𝑔|𝜃𝑏) =  
𝑡𝑓(𝑡𝑔,𝑑𝑐)
||𝑑𝑐||
                                                         (5.15) 
To better incorporate contextual information in ranking documents, the use of context probability 
is proposed in this research, for the SLM-based model, in order to measure the relevance of a 
document to a query based on the likelihood that the document is relevant to a query on the 
contextual level. In this case, a document with a higher context probability to a query indicates a 
higher relevance to that query. The proposed context probability is a probability measure based on 
context similarity; it measures the likelihood that a document is relevant to a query based on the 
context similarity between that document and that query relative to the aggregated context 
similarities of all documents to that query. The proposed context probability equation is defined in 
Eq. (5.16), where 𝑃(𝑑𝑛|𝑄𝑡)
𝑐 is the context probability that document 𝑑𝑛 is relevant to query 𝑄𝑡,  
𝑠𝑖𝑚𝑐(𝑄𝑡, 𝑑𝑛) is the context similarity between query 𝑄𝑡  and document 𝑑𝑛 , and N is the total 







                                                (5.16) 
Accordingly, document relevance to a query is defined in terms of, both, context probability and 
term probability. The proposed probability-based relevance equation [Eq. (5.17)] defines the 
relevance 𝑅(𝑑𝑛|𝑄𝑡) of document 𝑑𝑛 to query 𝑄𝑡 , where 𝑃(𝑑𝑛|𝑄𝑡)  is the term probability, 
and 𝑃(𝑑𝑛|𝑄𝑡)
𝑐 is the context probability. 
𝑅(𝑑𝑛|𝑄𝑡) = 𝑃(𝑑𝑛|𝑄𝑡) ∗ 𝑃(𝑑𝑛|𝑄𝑡)
𝑐                                       (5.17) 
5.2.3 Experimental Setup 
A set of experiments were conducted to: (1) evaluate the effectiveness of the proposed context-
based relevance assessment method, and (2) evaluate the context-enhanced semantic document 
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ranking methods and compare their IR performance. The following subsections explain the data 
preparation, data preprocessing, and evaluation efforts.  
5.2.3.1 Data Preparation 
A collection of textual documents in the TPER domain was first created. To create the document 
collection, the domains of the following categories of websites were crawled: (1) websites on 
environmental review process guidelines, including the FHWA Environmental Review Toolkit 
(www.environment.fhwa.dot.gov) and the Center for Environmental Excellence by American 
Association of State Highway and Transportation Officials (AASHTO) 
(http://environment.transportation.org); (2) websites of environmental review process 
stakeholders, including the IDOT (http://www.idot.illinois.gov), the Environmental Protection 
Agency (EPA) (http://www.epa.gov), the Illinois Department of Natural Resources (IDNR) 
(http://www.dnr.illinois.gov), and the Illinois Historic Preservation Agency (IHPA) 
(http://www.illinois.gov/ihpa); and (3) websites of large-scale transportation projects, such as the 
Illiana Corridor (http://www.illianacorridor.org) and the Eisenhower Expressway 
(http://eisenhowerexpressway.com/). The homepages of the above-described websites were 
compiled as a list of seed pages. Starting from every seed page, a web crawler was utilized to 
examine every web page under the domain; extract its URL, headings, and the body text; and save 
them in a .txt format local file. The final document collection contained 5,436 documents. 
5.2.3.2 Data Preprocessing 
Three data preprocessing techniques were utilized: tokenization, stopword removal, and 
lemmatization. Tokenization breaks the text into meaningful units (i.e., tokens). For the 
experiments conducted in this research, a token was defined as a single word. Stopword removal 
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removes words that have high frequency but have low power in discriminating documents that 
match a user need (i.e., stopwords). Removing stopwords reduces the number of features, reveals 
discriminative words, and in turn improves IR performance. Lemmatization transforms a word 
into its base or dictionary form (i.e., lemma). Lemmatization can reduce the number of features by 
grouping the words with the same lemma, and can in turn be effective in enhancing IR 
performance.  
5.2.3.3 Testing Queries 
To evaluate the performance of different document ranking methods, a set of testing queries were 
developed based on interactions with a set of 31 transportation project practitioners during one-to-
one interviews, including practitioners from the following agencies: IDOT districts, MPOs, 
resource agencies, IDOT central office, and FHWA (ICT 2014). All the interviewed experts are 
practitioners involved in conducting, supervising, and/or coordinating planning and/or 
environmental studies (e.g., planning director, environmental study supervisor), and 30 out of the 
31 experts have over 10 years of relevant working experience (ICT 2014). These experts were 
targeted as they are more familiar with the roles and responsibilities of different agencies in the 
transportation planning process and/or NEPA process and can provide better feedback on the 
identified testing queries. A total of 18 testing queries were developed. As shown Table 5.1, based 
on the length of the query, the 18 testing queries were further classified into two groups: short and 
long queries. A short query contains fewer than five terms, whereas a long query includes five or 
more terms. The testing queries represent the basic information needs from transportation 
professionals during the environmental review process, and cover the important information-
seeking tasks of the process (ICT 2014), such as estimating potential environmental impact, 




Table 5.1 – The Testing Queries 
Query number Query description 
Query 
classification 
1 Mitigation measures Short 
2 Environmental screening method Short  
3 Estimate environmental impact  Short 
4 GIS data Short  
5 Highway corridor project Short 
6 Wetland section 404 permit  Short  
7 Mitigation measures for wetland resource Long  
8 Environmental screening method for highway project Long  
9 Estimate environmental impact on air quality Long  
10 GIS data for historic resource Long  
11 Highway corridor project in Illinois Long  
12 Wetland section 404 permit for highway project Long  
13 Mitigation measures for wetland in Illinois Long  
14 Environmental screening method for highway project in Florida Long  
15 Estimate environmental impact on air quality for highway 
project 
Long  
16 GIS data for historic resource in Illinois Long  
17 Highway corridor project in Illinois with NEPA study Long  
18 Wetland section 404 permit for highway project in Illinois Long  
5.2.4 Evaluation 
Given the specificity of the information needs and the size of the document collection, manually 
judging the relevance of each document is a time-consuming process. To improve the efficiency 
of relevance assessment, “pooling” – a non-exhaustive assessment method – is commonly adopted. 
Using pooling, “relevance is assessed over a subset of the collection that is formed from the top k 
documents returned by a number of different information retrieval systems” (Manning et al. 2009). 
In the experiments conducted for this research, for each query, the top 50 documents retrieved 
using the two different semantic document ranking methods (context-enhanced VSM-based and 
SLM-based methods) and their provenance methods (original VSM and SLM) were pooled 
together and manually assessed by three judges (the author and two other researchers). Each judge 
independently assessed each document in the pool to determine whether it is relevant to the query 
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or not. For each document, the relevance judgement was based on the agreement between judges. 
Two main methods were used for discrepancy resolution: (1) If a majority (i.e., at least two) of the 
judges achieved agreement, then the agreed-on judgement was used; and (2) If a majority of the 
judges did not achieve agreement, then a discussion was conducted until a majority agreement was 
achieved. 
For a query 𝑄𝑡 , each document in the collection was ranked based on the relevance score 
𝑅(𝑑𝑛|𝑄𝑡). The performance of the context-enhanced VSM-based and SLM-based methods were 
evaluated using MP at the top k retrieved documents and MAP. For a query 𝑄𝑡, precision at rank 
k was calculated based on Eq. (5.18), where 𝑅𝑇𝑘 is the number of relevant documents retrieved at 
rank k, and 𝑅𝐸𝑘 is the total number of documents retrieved at rank k. MP for a set of queries is the 
arithmetic mean of the precision values of the queries. MP at rank k was calculated as per Eq. 
(5.19), where 𝑃(𝑘)𝑡 is the precision of query 𝑄𝑡 at rank k, and B is the total number of queries. 
MAP was calculated based on precision and average precision (AP). AP for query 𝑄𝑡 was 
calculated as per Eq. (5.20), where k is the rank of a document based on the relevance score 
𝑅(𝑑𝑛|𝑄𝑡) for query 𝑄𝑡, 𝑃(𝑘)𝑡 is the precision of query 𝑄𝑡 at rank k, rel(k) is an indicator function 
that equals to 1 if the retrieved document at rank k is relevant and 0 otherwise, 𝑅𝐿 is the total 
number of relevant documents, and RT is the total number of retrieved documents. MAP for a set 
of queries is the arithmetic mean of the AP values of the queries. Accordingly, MAP was calculated 
as per Eq. (5.21), where AP(𝑄𝑡) is the average precision of query 𝑄𝑡 and B is the total number of 
queries. For the experiments conducted in this research, MP values at the top 10, 20, 30, 40, and 




                                                          (5.18) 
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                                                  (5.19) 











                                                   (5.21) 
5.3 Experimental Results and Analysis 
The proposed context-enhanced semantic document ranking methods were tested in retrieving 
webpages that are relevant to TPER. The methods were tested on a testing data set of 5,436 Web 
pages (as discussed in Section 5.2.3.1). The evaluation focused on testing the two proposed 
context-enhanced document ranking methods: the VSM-based method (with context similarity) 
and the SLM-based method (with context probability). First, each context-enhanced method was 
compared to its provenance method: the original VSM-based method (keyword-based) and the 
original SLM-based method (keyword-based), respectively. Second, both context-enhanced 
methods were compared with each other. 
5.3.1 Performance of Vector Space Model-Based Methods 
To conduct the first comparative evaluation, document ranking was conducted in two different 
ways: (1) using the original VSM-based method, and (2) using the proposed context-enhanced 








Table 5.2 – The Performance of the Original and the Context-Enhanced Vector Space Model 
(VSM)-Based Methods 
Query group 























Short queries  80% 71% 68% 68% 65% 40% 82% 80% 81% 80% 79% 54% 
Long queries  63% 55% 52% 48% 46% 32% 78% 65% 63% 60% 57% 45% 
Performance 
differencec 
21% 22% 23% 29% 29% 21% 4% 19% 22% 25% 28% 16% 
Overall 69% 61% 57% 55% 53% 35% 79% 70% 68% 66% 65% 48% 
a MP: mean precision  
b MAP: mean average precision 
c Performance difference (%) = (absolute difference/original performance) x 100 
 
As shown in Table 5.2, using the original VSM-based method, the overall MAP was 35%, and the 
MPs at the top 10, 20, 30, 40, and 50 retrieved documents were 69%, 61%, 57%, 55%, and 53%, 
respectively. For the two query groups, the performance dropped for the long queries by 21% for 
MAP, and by 21%, 22%, 23%, 29%, and 29% for MPs at the top 10, 20, 30, 40, and 50 retrieved 
documents, respectively. This decrease in performance could be due to the fact that as the query 
becomes more specific (i.e., the length of the query increases), the number of relevant documents 
in the collection becomes smaller and thus relevant documents become harder to retrieve. For 
example, the average number of relevant documents in the pool for short queries is 72, which drops 
to 41 for long queries. 
On the other hand, as shown in Table 5.2, using the context-enhanced VSM-based, the overall 
MAP was improved to 48%, and the MPs at the top 10, 20, 30, 40, and 50 retrieved documents 
were improved to 79%, 70%, 68%, 66%, and 65%, respectively. Because AP integrates both 
precision and recall, AP values were analyzed to evaluate whether the performance improvement 
after adopting the context-enhanced VSM-based method is statistically significant. The paired 
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student’s t-test was used to evaluate the improvement in AP for all 18 testing queries. The results 
of the t-test were interpreted based on the probability value (p-value). If the p-value is less than 
0.05, then the difference is statistically significant. The p-value for the APs of the 18 testing queries 
was 0.006, which indicates that the context-enhanced VSM-based method significantly improves 
AP in comparison to the status-quo method (the original VSM-based method). These results show 
that the use of context similarity as a measure of document relevance to queries is effective in 
improving IR performance. This is because the context similarity can capture semantically-related 
terms that are otherwise ignored by the original VSM-based method. For example, Figure 5.3 
shows the top 3 retrieved documents (partial) from the query “estimate environmental impact on 
air quality for highway project” using the context-enhanced VSM-based method, and the terms 
highlighted in red color are the terms that contribute to the context similarity between each 
document and the query. Many semantically-meaningful terms that do not appear in the query, 
such as “greenhouse gas”, “particulate matter”, and “carbon monoxide” will not be captured using 




Figure 5.3 – The Top Ranked Documents (Partial) Retrieved by a Sample Query Using the 
Proposed Context-Enhanced VSM-Based Method 
Compared to the state-of-the-art efforts, the extent of improvement is quite significant (39% 
improvement for MAP and 15% improvement for MP at the top 10); existing IR efforts (Abbasi 
and Frommholz et al. 2015; Wang and Akella 2015; Gupta et al. 2014; Han et al. 2014; 
Babashzadeh et al. 2013) typically show a performance improvement that ranges between 18%-
29% for MAP and 10%-19% for MP at the top 10 retrieved documents. The extent of improvement 
also remains steady across the different MP metrics, ranging from 15% to 23% improvement. Such 
steady performance is especially important for supporting TPER and project decision making, 
because transportation practitioners – unlike general (non-specialized) users – tend to search for a 
large number of relevant documents (e.g., all environmental review studies of similar projects). 
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For the two query groups, the performance of the context-enhanced method showed a similar 
dropping trend for long queries, as seen for the original VSM-based method. However, compared 
with the original method, the extent of performance drop for the context-enhanced method was 
smaller. The performance of the proposed method dropped for the long queries by 16% for MAP, 
and by 4%, 19%, 22%, 25%, and 28% for MPs at the top 10, 20, 30, 40, and 50 retrieved 
documents, respectively. As the query becomes more specific (i.e., the length of the query 
increases), it is more likely to include context descriptions; and, therefore, the context-enhanced 
document ranking was able to compensate for the natural drop usually seen when queries become 
more specific (due to the decrease in the number of relevant documents). Such more robust IR 
performance when moving from shorter to longer queries is especially important for this domain-
specific application, because transportation practitioners tend to have specific information needs 
that usually involve multiple query terms (and in turn context concepts).   
5.3.2 Performance of Statistical Language Model-Based Methods 
To conduct the second comparative evaluation, SLM-based document ranking was conducted in 
two different ways: (1) using the original SLM-based method, and (2) using the proposed context-
enhanced SLM-based method. The performance results of the two methods are summarized in 







Table 5.3 – The Performance of the Original and the Context-Enhanced Statistical Language 
Model (SLM)-Based Methods 
Query group 























Short queries 68% 72% 70% 70% 68% 38% 70% 75% 73% 69% 69% 40% 
Long queries  56% 51% 50% 48% 45% 28% 60% 54% 52% 50% 48% 31% 
Performance 
differencec 
18% 29% 29% 31% 34% 27% 14% 28% 28% 27% 30% 22% 
Overall 60% 58% 57% 55% 52% 31% 63% 61% 59% 56% 55% 34% 
a MP: mean precision  
b MAP: mean average precision  
c Performance difference (100%) = (absolute difference/original performance) x 100 
 
As shown in Table 5.3, using the original SLM-based method, the overall MAP was 31%, and the 
MPs at the top 10, 20, 30, 40, and 50 retrieved documents were 60%, 58%, 57%, 55%, and 52%, 
respectively. For the two query groups, similar to the VSM-based methods, the performance 
dropped for the long queries; it dropped by 27% for MAP, and by 18%, 29%, 29%, 31%, and 34% 
for MPs at the top 10, 20, 30, 40, and 50 retrieved documents, respectively.  
On the other hand, as shown in Table 5.3, using the context-enhanced SLM-based method, the 
overall MAP was improved to 34%, and the MPs at the top 10, 20, 30, 40, and 50 retrieved 
documents were improved to 63%, 61%, 59%, 56%, and 55%, respectively. Similar to the VSM-
based methods, AP was analyzed to evaluate whether the performance improvement after adopting 
the proposed SLM-based method is statistically significant. The paired student’s t-test was used to 
evaluate the improvement in AP for all 18 testing queries. The p-value for the APs of the 18 testing 
queries was 0.00028, which indicates that the context-enhanced SLM-based method significantly 
improves AP in comparison to the status-quo method (the original SLM-based method). These 
results show that the use of context information – here context probability – also improved the IR 
performance when using an SLM-based method. Conducting a similar comparison to the state-of-
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the-art (as that in Section 5.3.1), the extent of context-induced improvement for the SLM-based is 
not as large though: 10% improvement for MAP and 6% improvement for MP at the top 10 for the 
SLM-based, in comparison to 39% improvement for MAP and 15% improvement for MP at the 
top 10 for the VSM-based. This could be attributed to the different natures of both types of 
methods; the VSM is similarity-based, while the SLM is probability-based.  
For the two query groups, the performance of the proposed method showed a similar dropping 
trend for long queries, as seen for the original SLM-based method. However, compared with the 
original method, the extent of performance drop for the proposed method was smaller. The 
performance of the proposed method dropped for the long queries by 22% for MAP, and by 14%, 
28%, 28%, 27%, and 30% for MPs at the top 10, 20, 30, 40, and 50 retrieved documents, 
respectively. Similar to the VSM-based method, as the query becomes more complex, the natural 
performance drop is compensated by the use of context probability. 
5.3.3 Comparison of the Context-Enhanced Vector Space Model-Based and Statistical 
Language Model-Based Methods 
To conduct the third comparative evaluation, the two context-enhanced methods were compared. 
The performance of the context-enhanced VSM-based (with context similarity) and the context-
enhanced SLM-based (with context probability) methods are summarized in Table 5.4. As shown 
in Table 5.4, the context-enhanced VSM-based method outperformed the context-enhanced SLM-
based method on every performance metric. To evaluate if the higher performance is statistically 
significant, the student’s t test was used to test the improvements in AP for all 18 testing queries. 
The p-value for the APs of the 18 testing queries is 0.00014, which indicates that the IR 
performance of the context-enhanced VSM-based method is significantly better than that of the 
context-enhanced SLM-based method. The higher performance of the VSM-based method could 
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be attributed to the following two reasons: (1) the context-enhanced VSM-based method 
introduced a contribution factor that allows for parameter tuning to optimize the contributions of 
term relevance and semantic relevance while the SLM-based method treated the term relevance 
and semantic relevance equally; and (2) the performance of the SLM-based method depends 
largely on the probability estimation based on the document language model, which is very 
sensitive to noisy data. 
Table 5.4 – The Performance of the Proposed Context-Enhanced Vector Space Model (VSM)-
Based and Statistical Language Model (SLM)-Based Methods 
Document ranking method MPa at top 10 MPa at top 20 MPa at top 30 MPa at top 40 MPa at top 50 MAPb 
Context-enhanced VSM-
based method 
79% 70% 68% 66% 65% 48% 
Context-enhanced SLM-
based method 
63% 61% 59% 56% 55% 34% 
a MP: mean precision  
b MAP: mean average precision  
5.3.4 Comparison to the State-of-the-Art Performance  
Based on the experimental results, the proposed VSM-based method was selected to better 
incorporate contextual information in ranking documents. As shown in Table 5.4, the method 
achieved 48% MAP, 79% MP at the top 10 retrieved documents, and 65% MP at the top 50 
retrieved documents. Compared to the performance of the state-of-the-art bibliographic search 
engines in other domains, the proposed context-enhanced document ranking method showed a 
relatively high level of performance. A study on the performance of state-of-the-art bibliographic 
search engines showed that MPs at the top 10 documents for the best-performing systems [i.e., 
Google Scholar, PubMed, and Social Sciences Citation Index (SSCI)] are between 60% and 80%, 
and MPs at the top 50 documents are between 32% and 48% (Walters 2011). Compared to these 
ranges, the proposed context-enhanced document ranking method achieved a high-end 
performance at the top 10 retrieved documents (79% MP), and an above-range performance (65% 
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MP) at the top 50 retrieved documents. This indicates that the proposed domain-specific, context-
enhanced document ranking method is potentially effective in retrieving information that is more 
relevant to TPER and decision making.  
5.3.5 Scalability  
In terms of the scalability, the time efficiency of the proposed context-enhanced document ranking 
method depends largely on semantic relevance ranking, because context-based relevance 
assessment can be pre-conducted and the document concept vectors can be stored as metadata for 
the document collection, which requires updates only when the size of the collection increases or 
the semantic model changes. For the proposed VSM-based semantic relevance ranking method, 
the time to conduct the relevance ranking only increases linearly with the number of documents in 
the collection, which makes the proposed context-enhanced document ranking method 
computationally efficient and suitable for supporting IR in the TPER domain. Based on the TPER 
semantic model, 201 semantic concept indexes were developed to represent all the document 
context concepts, and cover all the important information-seeking tasks of the process (ICT 2014), 
such as making stakeholder involvement plan, developing reasonable alternatives, and preparing 
environmental documents. The efforts to develop all semantic concept indexes largely depends on 
the complexity of the domain and the number of the concepts in the semantic model (Simperl and 
Mochol 2006). The TPER process has moderate complexity – because it has been explicitly 
defined by numerous regulations and guidance documents – and the TPER semantic model has a 
medium number of concepts (201 concepts), which makes the development of the semantic context 
indexes relatively efficient.  
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5.3.6 Error Analysis 
One main type of error was identified based on the retrieval results. Documents that have 
unbalanced semantic similarities to the semantic query (high semantic similarities to some 
concepts but low or zero semantic similarities to other concepts) were unfairly given high 
relevance scores. This is because each concept has the same contribution to the relevance score 
based on the assumption that a user gives equal importance to each concept in the query. For 
example, the query “environmental screening method for highway project in Florida” includes 
three concepts: “highway project”, “environmental screen process”, and “Florida”. The document 
shown in Figure 5.4 describes the environmental screening tool for Colorado, and was mistakenly 
retrieved as one of the top 10 relevant documents because it has high semantic similarities to the 
concept “highway project” and “environmental screen process” but low semantic similarity to the 
concept “Florida”. In future work, the semantic relevance ranking method could be improved by 
penalizing documents with unbalanced semantic similarities and/or by implementing different 
weights for each concept during relevance evaluation. 
 
Figure 5.4 – A Document (Partial) Mistakenly Retrieved as one of the Top 10 Relevant 
Documents for a Testing Query   
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 CHAPTER 6: STAKEHOLDER OPINION EXTRACTION FOR SUPPORTING 
ASPECT-LEVEL STAKEHOLDER OPINION MINING 
6.1 State of the Art and Knowledge Gaps 
The ML-based approach was used in this research because fine-grained and precise information is 
necessary for transportation project decision making. Some important research efforts, in the 
computer science domain, have been conducted to develop supervised ML-based methods for 
stakeholder opinion extraction. For example, Li et al. (2010) developed a new conditional random 
fields (CRF)-based framework to jointly extract positive opinions, negative opinions, and aspects 
from movie and product reviews, and proposed a skip-tree CRF algorithm to integrate the 
conjunction structure and the syntactic-tree structure. Shariaty and Moghaddam (2011) employed 
CRF to extract product aspects, corresponding opinions, and related usages from user reviews, and 
proposed techniques to solve the feature sparsity problem, conduct feature selection, and reduce 
the negative effect of excessive background words. Yang and Cardie (2012) proposed a semi-CRF-
based approach to extract explicit and implicit opinion expressions from news articles, which takes 
the syntactic structure information into account during learning and inference, and identifies the 
opinion expressions at the segment level. Alghunaim et al. (2015) proposed the use of vector-based 
features computed by word-vector representations for extracting aspect terms from restaurant 
reviews, and applied the proposed features in two effective information extraction algorithms, CRF 
and SVM-HMM. Katiyar and Cardie (2016) investigated the use of deep bi-directional long short-
term memory (LSTM) networks to jointly extract opinion entities and the relations that connect 




In recent years, a number of research studies have been conducted on applying texting mining 
techniques in the construction domain. For example, Yu and Hsu (2012) proposed a content-based 
text mining technique to extract the textual content from a computer-aided design (CAD) 
document, and represented the textual content using a vector space model (VSM) to enable the 
automated and expedited retrieval of CAD documents based on similarity matching. Williams and 
Gong (2013) applied data mining classification algorithms to predict the level of cost overrun 
based on text descriptions of a project’s characteristics and numerical data, such as the number of 
bidders and the low-bid price. Alsubaey et al. (2015) proposed a Naïve Bayes text mining approach 
to identify early warnings of project failures based on critical management documents such as 
minutes of meetings, and focused on identifying the warnings from project management aspects. 
To better understand the public interests in infrastructure projects, Nik-Bakht and El-Diraby (2015) 
utilized a K-means clustering algorithm to group the followers of the Toronto Light Rail Transit 
(LRT) mega project on Twitter based on semantic similarities among their user profiles, and 
analyzed the project-related tweets of each group using latent semantic indexing (LSI) to find the 
public interest topics.  
Despite the importance of the aforementioned research efforts, there is no method that can 
effectively extract stakeholder opinions from stakeholder comments on large-scale transportation 
projects to support transportation decision making. On one hand, existing efforts that focused on 
the infrastructure domain cannot extract precise or fine-grained aspects. For example, although 
Nik-Bakht and El-Diraby’s (2015) focused on analyzing tweets about infrastructure projects, they 
adopted a topic modeling-based method to identify public interest topics, which is not suitable for 
finding precise and fine-grained stakeholder concerns. On the other hand, existing research efforts 
on stakeholder opinion extraction mostly focused on product or service reviews, which are very 
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different from stakeholder opinions on large-scale transportation projects in terms of the opinions 
and the concerns expressed, and the linguistic patterns displayed. Because text features in 
stakeholder comments can vary from one domain to another (e.g., product reviews versus 
transportation project reviews), it is very difficult for a single information extraction method to 
produce equally reliable performance results across different domains (Jakob and Gurevych 2010; 
Li et al. 2012; Chen et al. 2014). A transportation-project-domain-specific stakeholder information 
extraction method is, thus, needed for extracting stakeholder opinions from stakeholder comments 
on large-scale transportation projects. 
In this regard, three main knowledge gaps have been identified. First, existing stakeholder opinion 
extraction methods cannot extract subject (opinion target), concern (aspect), and opinion 
expressions at the same time; they either focused on extracting either aspect or opinion expressions 
only [e.g., Yang and Cardie (2012) and Alghunaim et al. (2015)], or focused on extracting both 
aspect and opinion expressions but without extracting the opinion target expressions [e.g., Li et al. 
(2010) and Shariaty and Moghaddam (2011)]. Because stakeholder opinions on transportation 
projects have a finer level of opinion targets such as different design alternatives and route options, 
it is necessary to extract these opinion target expressions to better support transportation decision 
making. Second, the impact of dependency features and semantic features, especially domain-
specific semantic features, on the performance of stakeholder opinion extraction has not been 
comprehensively evaluated. For example, Shariaty and Moghaddam (2011) only evaluated the 
performance of syntactic features, and Yang and Cardie (2012) did not evaluate the impact of 
dependency features. Third, there is lack of efforts to improve the recall of existing ML-based 
stakeholder opinion extraction methods. To ensure stakeholder concerns and support levels can be 
identified from the extracted opinion information in a complete and accurate manner, the opinion 
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extraction method should achieve high performance in terms of both precision and recall. 
However, most of the existing ML-based stakeholder opinion extraction methods gave insufficient 
recall performance. For example, the best performance method proposed by Alghunaim et al. 
(2015) achieved 82.7% precision, but only 74.2% recall. It is thus important to develop strategies 
and methods that improve the recall of opinion extraction. 
6.2 Proposed Stakeholder Opinion Extraction Method 
To address the aforementioned knowledge gaps, this research proposes a stakeholder opinion 
extraction methodology, which extracts subject, concern, and opinion expressions from 
stakeholder comments on large-scale transportation projects. The stakeholder opinion extraction 
methodology is summarized in Figure 6.1. A stakeholder concern is an issue that is affected, 
positively or negatively, by the project, such as property value, farmland, fuel tax, population 
growth, and nearby environmental resources. A concern expression is a word or phrase that 
expresses a stakeholder concern. A subject expression is a word or phrase that refers to the target 
object of the comment, such as a project or an element of the project such as a design alternative 
or a route selection. An opinion expression is a word or phrase that expresses the opinions of a 
stakeholder. In developing the stakeholder opinion extraction methodology, the performances of 




Figure 6.1 – The Proposed Stakeholder Opinion Extraction Methodology  
6.2.1 Data Preparation 
To create a comment collection, nine large-scale transportation projects from nine states were 
identified (Table 6.1). The projects were selected from different geographic locations across the 
country, in order to have coverage of different project subjects, stakeholder concerns, and opinions 
in the collection. For these projects, the comments from all stakeholder groups (federal agencies, 
state agencies, local governments, public organizations, and interested individuals) that were 
received during the public comment period – including comments submitted through the project 
websites, emails, and public hearings – were gathered into a comment collection. As shown in 
Table 6.1, the comment collection contains 3,112 comments with a total number of 22,222 





Table 6.1 – Statistics of the Collected Comments 
Project name Project location 
Number of 
comments 
Number of  
sentences 
Average sentences per 
comment 
Cleveland Opportunity Corridor Ohio 136 394 3 
I-395 Transportation System Maine 134 404 3 
Illiana Corridor Tier 1 Illinois & Indiana 1,122 8,560 8 
OR62 Corridor Oregon 64 407 6 
US281 Texas 641 5,725 9 
Crosstown Parkway Florida 35 333 10 
Gulf Coast Parkway Florida 42 345 8 
I-5 California 339 2096 6 
North I-25 Colorado 599 3958 7 
Total NA 3,112 22,222 7 
A total of 500 comments were randomly selected from the comment collection – 400 for training 
and 100 for testing, which include 1,823 and 440 sentences, respectively. To create the gold 
standards, both the training and the testing datasets were annotated by three annotators (the author 
and two other researchers). The Begin-Inside-Outside (BIO) labeling schema was adopted to 
annotate each term of a comment sentence, while considering the type of expression (concern, 
subject, or opinion). The adapted schema was, thus, called the concern-subject-opinion (CSO)-
BIO labeling schema]. The CSO-BIO labels “C-B”, “S-B”, and “O-B” indicate that the term is the 
beginning of a concern expression, subject expression, and opinion expression, respectively; “C-
I”, “S-I”,”O-I” indicate that the term is inside a concern expression, subject expression, and 
opinion expression, respectively; and “O” indicates the term is not a part of either a subject, 
concern, or opinion expression. For example, the expression “acquisition of land” is a concern 
expression about land use, which was annotated as “acquisition#C-B of#C-I land#C-I”. Figure 6.2 






Figure 6.2 – An Example of an Annotated Sentence from the Comment Collection  
6.2.2 Data Preprocessing 
Data preprocessing is the process of preparing the comments in the training and testing datasets 
for further processing and machine learning. Each term in a comment sentence was transferred 
into a fixed-size feature vector. In the baseline case, only syntactic features were considered.  
Syntactic features characterize the syntactic attributes of the terms. Four types of features were 
used in this research: tokens, part-of-speech (POS) tags, lemmas, and stopwords. Tokens are 
meaningful elements that form a sentence such as words, phrases, or symbols. In this research, a 
single word or a punctuation was regarded as a common token. Punctuations were not removed 
because they are natural boundaries of phrases and sentences, which can provide useful 
information to better identify the desired subject, concern, and opinion expressions. A POS tag 
defines the syntactic function of a word in a sentence such as noun, adjective, and verb. The 
Stanford POS Tagger (Manning et al. 2014) was used for POS tagging. A lemma is the dictionary 
form of a term, and is obtained through removing the inflectional ending of the term. For example, 
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the words “opposes”, “opposed”, and “opposing” would have the same lemma “oppose”. The 
stopword feature defines whether the current term is a stropword or not. Stopwords are those words 
that have high frequency but low discriminating power, such as “to” “in”, “on”, and “the”. 
Although stopwords are often removed for common natural language processing tasks, they were 
retained in this research for two reasons. First, the subject, concern, and opinion expressions may 
contain stopwords. Second, stopwords can be good indicators of the desired expressions. For 
example, in the comment sentence “I am all for the toll road going in”, the opinion expression “all 
for” contains the stopwords “all” and “for”, and the subject expression “toll road” is following the 
stopword “the”.  
The syntactic information (tokens, POS tags, lemmas, and stopwords) of the surrounding four 
terms (including two terms occurring before the current term, and two terms occurring after the 
current term) were considered as part of the syntactic features, for two reasons. First, the syntactic 
information of the surrounding terms could affect the label of the current term, because the subject, 
concern, and opinion expressions can contain more than one term, in case these expressions are 
multi-term phrases. Second, the majority of the subject, concern, and opinion expressions in the 
training and testing data have less than five terms.   
6.2.3 Machine Learning Algorithm Implementation and Testing 
The subject, concern, and opinion extraction task was formulated as a sequence labeling task, 
which aims to assign a categorical label (i.e., an CSO-BIO label) to each member of the 
observation sequence (i.e., each term or punctuation in a comment sentence). In the context of this 
research, each comment sentence was preprocessed as a sequence of feature vectors, where the 
target output is the label of each term. Figure 6.3 shows an example of the partial feature vectors 
and the output CSO-BIO labels for a comment sentence.  
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A set of supervised machine learning algorithms that are commonly used for sequence labeling 
tasks were implemented and tested (using the same syntactic features): HMM, MEMM, linear-
chain CRF, SP, and SVM-HMM (implemented in linear kernel). Although numerous studies have 
applied the above-mentioned algorithms for information extraction, no study has evaluated all the 
above algorithms on extracting stakeholder opinions on highway projects. Because text features in 
comments can vary from one domain to another, thus leading to variance in the information 
extraction performance, it is important to compare the performance of these algorithms when 
developing stakeholder opinion extraction method in the highway project domain. For HMM, a 
combination of different syntactic features of the words are identified as the observations, and the 
opinion expression labels as the underlying states. The transition probabilities from a previous 
label to a current label was estimated based on their occurrences in the training data, and unfairly 
favored the transition from label “O” to the same label “O” over other labels (“C-B”, “S-B”, or 
“O-B”).  For the experiments conducted in this research, a linear-chain CRF algorithm and a linear 
kernel SVM-HMM algorithm were implemented. 
Each algorithm has some important parameters that were tuned and optimized through trial and 
error based on the extraction performance. For example, parameter C in SVM-HMM controls the 
trade-offs between tolerance for mislabeling and the complexity of the model, which can 
significantly affect the performance of the algorithm when labeling unseen terms. To optimize the 
parameter C in SVM-HMM, first, an initial set of values (e.g., 0.001, 0.01, 0.1, 1, 10, and 100) 
were evaluated to identify the approximate magnitude of C. Then, a range of specific values (e.g., 
1 to 10 at 0.1 interval) in that magnitude was evaluated to find the value of C that has the best 
performance. The HMM and SP algorithms were implemented using the Seqlearn sequence 
classification library for Python (Buitinck 2014); the MEMM algorithm was implemented using 
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the sequence labelling toolkit Wapiti (Lavergne et al. 2010); the linear-chain CRF algorithm was 
implemented using the sklearn-crfsuite package (Korobov 2015), a python wrapper for the 
CRFsuite toolkit (Okazaki 2007); and the SVM-HMM was implemented using the sequence 
tagging with structural SVM package (Joachims 2008).   
 
Figure 6.3 – An Example of the Partial Feature Vectors and the Output CSO-BIO Labels for a 
Comment Sentence  
6.2.4 Evaluation 
The performance of the developed algorithms was evaluated using precision, recall, and F1 
measure, as per Eqs. (6.1), (6.2), and (6.3), where true positive (TP) refers to the number of opinion 
expressions extracted correctly, false positive (FP) refers to the number of opinion expressions 
extracted incorrectly, and false negative (FN) refers to the number of opinion expressions 
incorrectly extracted as negative. Precision, here, is defined as the ratio of the number of correctly 
extracted expressions over the total number of extracted expressions. Recall, here, is defined as 
the ratio of the number of correctly extracted expressions over the total number of expressions that 
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should be extracted. F1 is the harmonic mean of precision and recall. These measures were 












                                          (6.3) 
6.2.5 Proposed Methods for Improving the Performance of Opinion Extraction  
Three methods were proposed to improve the performance of opinion extraction: (1) utilizing 
dependency features, (2) modeling and utilizing semantic features, including two domain-specific 
semantic features; and (3) developing and utilizing a set of language rules, based on linguistic 
patterns. 
6.2.5.1 Utilizing Dependency Features 
Dependency features were utilized to capture the syntactic relations between the terms. 
Dependency features use the information about the dependency relations in a comment sentence. 
In a sentence, linguistic units, such as words and phrases, are connected to each other by 
dependency relations, which are grammatical relations between a head and a dependent. This 
feature group includes four different types of features: relation head, relation dependent, head, and 
POS of the head. The relation head feature represents whether the current term is the head of the 
selected dependency relations. The relation dependent feature represents whether the current term 
is the dependent of the selected dependency relations. The head feature represents the head of the 
current term in the dependency tree. The POS of the head feature represents the POS tag of the 
head term. Each comment sentence in the training and testing dataset was parsed by the Stanford 
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dependency parser (Manning et al. 2014) to capture the dependency features of each term in the 
sentence.   
Four different dependency relations were considered: the adjectival modifier relation “amod”, the 
determiner relation “det”, the direct object relation “dobj”, and the nominal subject relation 
“nsubj”. For example, for the comment sentence “the preferred alternative would likely impact 
wetlands within and connected to Midewin”, the four term pairs that have the aforementioned 
dependency relations are as follows: “alternative” and “preferred” have the adjectival modifier 
relation “amod”, where “alternative” is the head term and “preferred” is the dependent term; 
“alternative” and “the” have the determiner relation “det”, where “alternative” is the head term 
and “the” is the dependent term; “impact” and “wetland” have the direct object relation “dobj”, 
where “impact” is the head term and “wetland” is the dependent term; and “impact” and 
“alternative” have the nominal subject relation “nsubj”, where “impact” is the head “term” and  
“alternative” is the dependent term.  
During the training process of the linear-chain CRF, all the input features were transformed into 
binary features, resulting in a large increase to the total number of features. The Elastic Net (L1 + 
L2) regularization (Zou and Hastie 2005) was then used to prevent over-fitting and conduct 
implicit feature selection, since the L1 regularization removes the non-effective features by 
assigning their parameters to zero (Ng 2004). For example, the total number of syntactic and 
dependency features (after transformation) was 67,578, but after training with the Elastic Net 
regularization the number of effective features was reduced to 13,462. 
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6.2.5.2 Modeling and Utilizing Semantic Features 
Three models were utilized to capture the semantic features of the text, in order to further improve 
the performance of the information extraction algorithm: a stakeholder concern hierarchy, a key 
phrase list, and a sentiment lexicon. Accordingly, three types of semantic features were defined 
and used: concern features, key phrase features, and sentiment features.  
The concern feature is a domain-specific feature that represents whether a term belongs to a 
concept in the stakeholder concern hierarchy. As mentioned in Chapter 4, the stakeholder concern 
hierarchy – which is part of the TPER Epistemology – was developed based on a literature review 
on transportation decision making and stakeholder involvement processes, and interactions with 
transportation practitioners during one-to-one interviews. The most abstract concept in the 
hierarchy is the “stakeholder concern”, which includes five main subconcepts: “environmental 
concern”, “transportation concern”, “socio-economic concern”, “cultural concern”, and 
“management concern”. These subconcepts were further decomposed, forming a hierarchy, at a 
total of 123 concepts. All 123 concepts were included in a stakeholder concern name list. The 
lemma of each term in a comment sentence was compared with the concepts in the stakeholder 
concern list to find out whether the term belongs to a concept in the stakeholder concern hierarchy. 

















































Figure 6.4 – A Partial View of the Stakeholder Concern Hierarchy 
The key phrase feature is a domain-specific feature that represents whether a term is part of a key 
phrase in the key phrase list. Because concern expressions and subject expressions are mostly noun 
phrases that are frequently mentioned in the stakeholders’ comments, a key phrase list including 
all noun phrases that have three or more appearances in the comment collection (excluding training 
and testing data) was developed. Each comment sentence was first parsed by the Stanford NLP 
parser (Manning et al. 2014) to obtain all the appearing noun phrases, and the frequency of each 
extracted phrase in the whole comment collection was then determined. All the extracted phrases 
that appeared less than three times in the comment collection were deleted, and the remaining 
phrases were included in the key phrase list. The lemma of each term in a comment sentence was 
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compared with the key phrases in the key phrase list to find out whether the term is part of a key 
phrase. 
The sentiment feature is a general feature that represents whether a term is a positive word or a 
negative word in the sentiment lexicon. The sentiment lexicon by Hu and Liu (2004) was utilized, 
which includes 2,006 positive opinion words and 4,780 negative opinion words. The lemma of 
each term in a comment sentence was compared with the terms in the sentiment lexicon to find out 
whether the term is a positive word or a negative word. 
6.2.5.3 Developing and Utilizing a Set of Language Rules 
To further improve the recall of the information extraction algorithms, a set of language rules were 
developed based on the analysis of the linguistic patterns displayed in the stakeholder comment 
collection.  
 Rule R1: If the nominal subject of a verb or verb phrase is a subject expression, then the 
direct object of the verb or verb phrase is a concern expression, and vice versa. For 
example, in the comment “the A3S2 working alignment would impact approximately 10.3 
acres of forested land”, the nominal subject of the verb “impact” is “the A3S2 working 
alignment”, which is a subject expression, then the direct object “10.3 acres of forested 
land” would be labeled as a concern expression. 
 Rule R2: If a noun or verb phrase is in conjunction with another concern expression, then 
the noun or verb phrase is also a concern expression. For example, in the comment “a train 
will be better for the air quality and for seniors, physically handicapped, and others who 
cannot drive on I-25”, the concern expression “air quality” is in conjunction with three 
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other noun phrases: “seniors”, “physically handicapped”, and “others who cannot drive on 
I-25”. These three noun phrases would be labeled as concern expressions. 
 Rule R3: If the nominal subject of a copular verb (such as be, are, appear) is a subject 
expression, then the adjective or the noun compliment that follows the copular verb is an 
opinion expression, and vice versa. For example, in the comment “but the southern route 
would be my first choice”, the nominal subject of the copular verb “be” is “the southern 
route”, which is a subject expression, then the noun compliment “my first choice” would 
be labeled as an opinion expression. 
 Rule R4: If the direct object of a verb or verb phrase that follows a personal pronoun (such 
as I and we) is a subject expression, then the verb or verb phrase is an opinion expression, 
and vice versa. For example, in the comment “ I am strongly opposed the widening of the 
I-5”, the verb phrase “strongly opposed” follows a personal pronoun “I”, and has the direct 
object “widening of I-5”, which is a subject expression, then the verb phrase “strongly 
opposed” would be labeled as an opinion expression. 
The language rules and the selected machine learning algorithm were combined as follows. First, 
the machine learning algorithm was used to extract the initial subject, concern, and opinion 
expressions. Then, the language rules were applied to each comment sentence, iteratively, until 
there were no new subject, concern, or opinion expressions extracted.  
6.3 Experimental Results and Analysis 
A number of experiments were conducted to (1) evaluate and select the supervised machine 
learning algorithm that yields the best performance for stakeholder opinion extraction; and (2) 
evaluate and demonstrate the effects of dependency features, semantic features, and the language 
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rules on the performance of the extraction. The final combination of the methods that were selected 
for all steps forms the proposed information extraction method. 
6.3.1 Performance of Different Machine Learning Algorithms 
The performance of the five algorithms are summarized in Table 6.2. As shown in Table 6.2, the 
performances of concern and subject extraction are much better than the performance of opinion 
extraction for every machine learning algorithm implemented. While the concern and subject 
expressions are mostly noun phrases, opinion expressions can take a number of different forms, 
such as noun phrase (“first choice” in the comment “but the southern route would be my first 
choice”), verb phrase (“opposed to” in the comment “I’m vehemently opposed to this road going 
in”), adjective phrase (“impractical, cumbersome, and most of all ill-advised” in the comment 
“tolls are impractical, cumbersome, and most of all ill-advised for solving costs and traffic”), or 
prepositional phrase (“in support of” in the comment “I am in support of the DEIS package A”).  
Compared with concern and subject expressions, opinion expressions are thus much more difficult 
to capture.   
For the subject extraction, the linear-chain CRF algorithm achieved the best precision of 92%, the 
second-best recall of 79%, and the best F1 measure of 85%, among the five implemented 
algorithms. For the concern extraction, the linear-chain CRF algorithm achieved the second-best 
precision of 92%, the best recall of 80%, and the best F1 measure of 85%. For opinion expression 
extraction, the linear-chain CRF achieved the best precision of 76%, the second-best recall of 63%, 
and the best F1 measure of 69%. Overall, the linear-chain CRF achieved the second-best precision 
89%, the second-best recall of 76%, and the best F1 measure of 82%. Based on the F1 measure 
performance on all the three extraction tasks, the linear-chain CRF algorithm was selected to 
further implement and test the performance of improvement strategies.  
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Table 6.2 – Information Extraction Performance of the Five Machine Leaning (ML) Algorithms 
ML Algorithm 
Subject extraction Concern extraction Opinion extraction Overall 
P* R* F1 P* R* F1 P* R* F1 P* R* F1 
HMM 76% 63% 69% 74% 64% 69% 62% 44% 52% 73% 60% 66% 
MEMM 78% 66% 71% 80% 67% 73% 64% 50% 56% 76% 63% 69% 
Linear-chain CRF 92% 79% 85% 92% 80% 85% 76% 63% 69% 89% 76% 82% 
SP 84% 83% 83% 82% 80% 81% 63% 64% 64% 79% 78% 78% 
SVM-HMM 92% 72% 81% 93% 67% 78% 68% 28% 39% 90% 61% 73% 
* P=precision; R=recall 
6.3.2 Effect of Utilizing Dependency Features 
As shown in Table 6.3, after adding the dependency features, for subject expression extraction, the 
precision was improved from 92% to 95%, the recall was improved from 79% to 80%, and the F1 
measure was improved from 85% to 87%. For concern expression extraction, the precision was 
improved from 92% to 94%, the recall was improved from 80% to 81%, and the F1 measure was 
improved from 85% to 87%. For opinion expression extraction, the precision was improved from 
76% to 77%, the recall was unchanged, and the F1 measure was improved from 69% to 70%. 
Because most of the dependency features generated using the four dependency relations (“amod”, 
“det”, “dobj”, and “nsubj”) are good indicators of noun phrases, opinion extraction did not receive 
an equal improvement in performance (1% increase in F1 measure compared with 2% increase for 
both subject and concern extraction) due to its more complicated nature. Overall, the precision was 
improved from 89% to 92%, the recall was improved from 76% to 77%, and the F1 measure was 
improved from 82% to 84%.   
Table 6.3 – Information Extraction Performance Improvement Using Dependency Features 
Features 
Subject extraction Concern extraction Opinion extraction Overall 
P* R* F1 P* R* F1 P* R* F1 P* R* F1 
Syntactic features 92% 79% 85% 92% 80% 85% 76% 63% 69% 89% 76% 82% 
Syntactic features + 
dependency features 
95% 80% 87% 94% 81% 87% 77% 63% 70% 92% 77% 84% 
* P=precision; R=recall 
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6.3.3 Effect of Utilizing the Proposed Semantic Features 
After adding the three types of semantic features, the linear-chain CRF algorithm was able to 
identify the subject, concern, and opinion expressions that were otherwise not extracted. For 
example, in the comment “it’s simply ridiculous that we don't have an extensive, reliable commuter 
rail”, the opinion expression “ridiculous” was identified due to the use of the sentiment lexicon.  
As shown in Table 6.4, after adding the semantic features (including concern feature, key phrase 
feature, and sentiment feature), for subject expression extraction, the precision was improved from 
92% to 94%, the recall was improved from 79% to 81%, and the F1 measure was improved from 
85% to 87%. For concern expression extraction, the precision was improved from 92% to 95%, 
the recall was improved from 80% to 81%, and the F1 measure was improved from 85% to 87%. 
For opinion expression extraction, the precision was improved from 76% to 88%, the recall was 
improved from 63% to 74%, and the F1 measure was improved from 69% to 80%. Compared with 
subject and concern extraction, opinion extraction showed the greatest performance improvement 
(11% increase in F1 measure) after adding the semantic features. This is largely due to the fact that 
the sentiment lexicon contains many opinion terms that are hard to identify using only syntactic 
and dependency features, such as opinion terms that have no appearance in the training data, and 
verbs or nouns that express positive or negative sentiments. 
Using both the dependency and semantic features with the original syntactic features, for subject 
expression extraction, the precision was improved from 92% to 97%, the recall was improved from 
79% to 81%, and the F1 measure was improved from 85% to 89%. For concern expression 
extraction, the precision was improved from 92% to 96%, the recall was improved from 80% to 
81%, and the F1 measure was improved from 85% to 88%. For opinion expression extraction, the 
precision was improved from 76% to 92%, the recall was improved from 63% to 74%, and the F1 
 
147 
measure was improved from 69% to 82%. Overall, the linear-chain CRF algorithm with syntactic, 
dependency, and semantic features achieved 95% precision, 80% recall, and 87% F1 measure. 
 Because F1 measure integrates both precision and recall, their values were analyzed to evaluate 
whether the performance improvement after using both the dependency and semantic features is 
statistically significant. The Wilcoxon signed-rank test was used to examine whether the 
improvement in F1 measure is significant across the 10-fold cross validation results on the training 
data. The Wilcoxon signed-rank test is a nonparametric test for comparing the differences between 
two-paired samples (Rey and Neuhäuser 2011). The result of the Wilcoxon signed-rank test was 
interpreted according to the probability value (p-value). The p-value is 0.027, which is less than 
the 0.05 significance level. This indicates that there is a significant improvement in F1 measure 
when using both dependency and semantic features. 
Table 6.4 – Information Extraction Performance Improvement Using Semantic Features 
Features 
Subject extraction Concern extraction Opinion extraction Overall 
P* R* F1 P* R* F1 P* R* F1 P* R* F1 
Syntactic features 92% 79% 85% 92% 80% 85% 76% 63% 69% 89% 76% 82% 
Syntactic features +  
semantic features 
94% 81% 87% 95% 81% 87% 88% 74% 80% 93% 80% 86% 
Syntactic features +  
dependency features + 
semantic features 
97% 81% 89% 96% 81% 88% 92% 74% 82% 95% 80% 87% 
* P=precision; R=recall 
6.3.4 Performance of the Proposed Language Rules 
Despite achieving 95% precision, the linear-chain CRF algorithm with syntactic, dependency, and 
semantic features achieved only 80% recall. To improve the recall of stakeholder opinion 
extraction, the set of developed language rules were combined with the linear-chain CRF algorithm 
and the feature combination. Using the language rules can greatly improve the recall by identifying 
the subject, concern, and opinion expressions that are not recognized by the linear-chain CRF. For 
example, for the comment “the 281 corridor needs more capacity”, the linear-chain CRF only 
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identified the concern expression “more capacity”, and applying the language rule R1 would 
extract the subject expression “281 corridor”. However, because the language rules may not work 
in every scenario, they could create errors that decrease the precision of information extraction. 
For example, in the comment “a national cemetery should not be impacted by highway safety 
concerns”, “highway safety concerns” was first extracted as a concern expression by the linear-
chain CRF, but applying language rule R1 resulted in mistakenly labeling “a national cemetery” 
as a subject expression. 
The performance results of the linear-chain CRF, alone and with language rules, are shown in 
Table 6.5. As shown in Table 6.5, after using language rules on the CRF-trained results, for subject 
expression extraction, although the precision dropped from 97% to 94%, the recall was improved 
from 81% to 88%, and the F1 measure was improved from 89% to 91%. For concern expression 
extraction, despite a 2% drop in precision (96% to 94%), the recall was improved from 81% to 
89%, and the F1 measure was improved from 88% to 92%. For opinion expression extraction, 
although the precision dropped from 92% to 88%, the recall was improved from 74% to 88%, and 
the F1 measure was improved from 82% to 88%. Overall, using the CRF plus the language rules 
achieved 93% precision, 89% recall, and 91% F1 measure. To evaluate if the higher performance 
is statistically significant, the Wilcoxon signed-rank test was used to examine the improvements 
in F1 measure for all 10-fold cross validation results on the training data. The p-value for the F1 
measures is 0.0044, which indicates that applying the language rules would significantly improve 
the performance of the opinion extraction. 
As such, based on the experimental results and analysis, the proposed information extraction 
method is using linear chain CRF to extract the initial subject, concern, and opinion expressions 
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based on the syntactic, dependency, and semantic features; and then iteratively applying the 
proposed language rules to improve the extraction performance.  
Table 6.5 – Information Extraction Performance Improvement Using Language Rules 
Algorithm 
Subject extraction Concern extraction Opinion extraction Overall 
P* R* F1 P* R* F1 P* R* F1 P* R* F1 
Linear-chain CRFs 97% 81% 89% 96% 81% 88% 92% 74% 82% 95% 80% 87% 
Linear-chain CRFs + 
language rules 
94% 89% 91% 94% 89% 92% 88% 88% 88% 93% 89% 91% 
* P=precision; R=recall 
 
6.3.5 Error Analysis 
Three main types of errors were identified based on the testing results. First, irrelevant expressions 
were extracted as concern/subject/opinion expressions. For example, in the comment “a national 
cemetery should not be impacted by highway safety concerns”, “a national cemetery” was 
mistakenly extracted as a subject expression because of the language rule R1. To address this type 
of error, some strategies could be considered and tested in future work. For example, more 
sophisticated language rules could be developed to avoid similar errors. Second, relevant 
expressions were extracted with wrong labels (e.g., a concern expression was extracted as a subject 
expression, or vice versa). For example, in the comment “in general, we support bridging of 
wetlands rather than the placement of fill”, the phrase “bridging of wetlands” is supposed to be 
extracted as a subject expression, but was extracted as a concern expression. This is because the 
word “wetlands” appears most frequently as part of a concern expression in the training data. In 
future work, syntactic and semantic features could be incorporated to help recognize the right type 
of expression in cases where the same word appears in different types of expressions. Third, 
uncommon concern/subject/opinion expressions were not extracted.  For example, in the comment 
“why should thousands of acres of farmland be impacted for a white elephant of an airport? “, the 
proposed method failed to extract “white elephant” as an opinion expression because the phrase 
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did not appear in the training data nor in the sentiment lexicon. In future work, more comments 
could be collected and labeled as training data, and the stakeholder concern hierarchy and 





 CHAPTER 7: STAKEHOLDER OPINION CLASSIFICATION FOR SUPPORTING 
ASPECT-LEVEL STAKEHOLDER OPINION MINING 
7.1 State of the Art and Knowledge Gaps 
Opinion classification problems have long been studied in the field of opinion mining, with two 
main approaches that have been proposed in recent years: supervised approach and unsupervised 
approach. The supervised approach treats the opinion classification as a TC problem, and utilizes 
machine learning algorithms to classify stakeholder opinions through learning from labeled 
training data. For example, Gamallo and Garcia (2013) proposed a strategy based on a naïve Bayes 
(NB)-based classifier to classify tweets into two polarity categories: positive and negative. In 
addition to unigram features, they also incorporated n-gram phrases, built a polarity lexicon, and 
considered negative words that can shift the polarity of specific terms. Fang and Zhan (2015) 
compared the performance of three algorithms [NB, SVM, and random forest (RF)] on polarity 
categorization of online product reviews at both sentence and document level. They also proposed 
a negation phrase identification algorithm to incorporate negation phrases into semantic score 
computation, and used the semantic score as an important feature for classification.   
Because sufficient labeled training data can be hard to obtain, many research studies have focused 
on using unsupervised approaches, which utilize topic models or lexicons to classify stakeholder 
opinions. For example, Lin and He (2009) developed a joint sentiment/topic model based on latent 
Dirichlet allocation (LDA) that can directly generate the probability distribution of a sentiment 
label given a document. Taboada et al. (2011) developed a semantic orientation calculator (SO-
CAL) to assign a positive or negative label to a piece of text. The SO-CAL automatically extracts 
sentiment-bearing words to calculate semantic orientation, and incorporates valence shifters such 
as intensifiers and negation. Fernández-Gavilanes et al. (2016) proposed an unsupervised method 
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that aimed to improve the sentiment classification performance through capturing syntactic and 
dependency information using natural language processing (NLP) techniques. They adapted the 
PolarityRank algorithm to create a contextualized sentiment lexicon from a set of positive and 
negative seed words, and propagated the term-level sentiments based on the syntactic structure of 
a sentence to predict the sentiment of the sentence.  
Although a number of opinion classification studies have been conducted, there have been no 
research efforts for conducting aspect-level opinion classification in the infrastructure domain. 
Outside of the infrastructure domain, three primary knowledge gaps have been identified. First, 
most of the existing efforts rely on supervised machine learning algorithms, which require learning 
from a large amount of labeled training data to classify stakeholder opinions. On the other hand, 
existing efforts that took an unsupervised approach utilized algorithms such as topic-modeling, 
which are not suitable for classifying stakeholder opinions into precise and fine-grained concern 
categories to support highway decision making. Second, the majority of existing efforts focus only 
on sentiment classification, which is commonly solved as a binary or multiclass classification 
problem with a limited number of classes to assign (negative/positive or negative/neutral/positive), 
while concern classification is a multilabel classification problem with a greater number of classes 
and granularity levels. Third, there is a lack of comparison between unsupervised and supervised 
machine learning-based opinion classification approaches in terms of classification performance. 
For example, Fernández-Gavilanes et al. (2016) only compared their proposed unsupervised 
sentiment analysis method with other unsupervised methods, and Poria et al. (2016) only compared 





7.2 Proposed Unsupervised Machine Learning-Based Opinion Classification Method 
To address the aforementioned knowledge gaps, this research proposes an unsupervised machine 
learning-based aspect-level stakeholder opinion classification method, which can automatically 
create labeled training data through iteratively generating opinion tuple clusters based on keywords 
for each classification category. A supervised classifier then learns from the automatically-created 
training data to classify opinion tuples – extracted from stakeholder comments – into one or more 
concern categories and one sentiment category. The proposed method includes four primary 
elements (as per Figure 7.1): keyword identification, opinion characterization using semantic 
vectors, opinion tuple clustering, and opinion classification.  













Figure 7.1 – Stakeholder Opinion Classification Methodology 
 
154 
7.2.1 Keyword Identification 
A set of keywords are used to represent each category. For the concern categories, the keywords 
can be defined based on existing domain knowledge in the form of keyword lists, thesauri, 
taxonomies, ontologies, etc. For the sentiment categories, a sentiment lexicon – a domain-specific 
or general one – can be used. For example, for this research, a domain-specific keyword list was 
used for the concern categories. The keyword list was empirically developed based on the 
stakeholder concern hierarchy. An initial list of keywords was defined based on the terms in the 
names of the concern concepts and subconcepts and the synonyms of these terms. The final 
keywords were selected empirically. Figure 7.2 shows the stakeholder concern hierarchy, which 
includes the 14 categories that were used for classification. As mentioned in Chapter 4, the 
hierarchy was developed based on a literature review on transportation decision making and 
stakeholder involvement processes, and interactions with transportation practitioners during one-
to-one interviews. Table 7.1 shows the final list of keywords, including a total of 31 keywords.  
For the sentiment categories, which include three categories – supportive, unsupportive, and 
neutral, a set of keywords from a sentiment lexicon were used. The sentiment lexicon by Liu and 
Hu (2004), which includes 2,006 positive and 4,780 negative opinion words, was utilized. The 
positive and negative opinion words in the sentiment lexicon were used as keywords for the 




























































































Figure 7.2 – A Partial View of the Stakeholder Concern Hierarchy 
Table 7.1 – Sample Concern Category Keywords 
Concern category Keywords 
Air quality Air quality, air emission 
Water resource Water, wetland 
Wildlife and habitat Wildlife, habitat 
Noise control Noise, sound 
Traffic Traffic, congestion 
Mobility and accessibility Mobility, access 
Physical infrastructure Rail, bridge, overpass 
Transportation safety Accident, safety, safe 
Cost and funding Cost, fund 
Land use and property Land, property, home 
Regional development Economic, community, population 
Cultural concern Culture, aesthetic, historical 
Management/administrative concern Government, coordination 
7.2.2 Opinion Characterization using Semantic Vectors 
In order to develop opinion-tuple clusters for each classification category, opinion semantic 
vectors are proposed to capture the semantic similarities between opinion tuples. An opinion 
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semantic vector is a real-valued vector of features that characterize the meaning of an opinion 
tuple, and is the weighted aggregation of the word semantic vectors of its words. A word semantic 
vector represents the contexts in which the word appears in a corpus of text. 
In this research, four different types of opinion semantic vectors were developed and tested – using 
two different word-embedding models (Skip-gram and GloVe models) and two different corpuses 
(Wikipedia and highway stakeholder comment collection). The Ski-gram and GloVe models were 
selected because they are the state-of-the-art word-embedding models. They were tested because 
each offers different advantages to different tasks, and thus performs differently in different 
applications. For example, Levy et al. (2015) showed that the Skip-gram model outperformed the 
GloVe model in word similarity estimation, but Pennington et al. (2014) indicated that the GloVe 
model performed significantly better in word analogy assessment. Therefore, it is important to 
evaluate the performance of these two models when used to create opinion semantic vectors for 
opinion tuple clustering. Two different corpuses were tested to evaluate the impact of using 
opinion semantic vectors learned from a domain-specific corpus, here the highway stakeholder 
comment collection, on the classification performance. 
The skip-gram and GloVe models were tested in generating the word embedding for each term in 
an opinion tuple. The skip-gram model (Mikolov et al. 2013) is a prediction-based model [a model 
that builds the word semantic vector through predicting the current word given the context words 
or vice versa (Baroni et al. 2014)]. It is a shallow, two-layer neural network that takes a word and 
its neighboring words within a context window as input, and predicts the probability for each word 
to actually appear in the context window. The model generates word embeddings from the weight 
matrix of the hidden layer. The GloVe model (Pennington et al. 2014) is a count-based model [a 
model that builds the word semantic vector based on word-cooccurrence statistics (Baroni et al. 
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2014)]. It is an unsupervised learning algorithm for obtaining vector representations for words, 
which performs training on aggregated global word-word cooccurrence statistics from a corpus, 
and learns word embeddings such that their dot product equals the logarithm of the words’ 
cooccurrence probability. For both models, five was selected as the size of the context window, 
and 300 was the dimension of the vector. 
The proposed opinion tuple Oi is represented in Eq. (7.1), where 𝑡𝑗 is a term in the opinion tuple 
and m is the total number of terms in the opinion tuple. 
𝑂𝑖 = {⋃ 𝑡𝑗
𝑚
𝑗=1 }                                                        (7.1)                                                                                                                     
The opinion semantic vector 𝑉𝑖 for the opinion tuple Oi is expressed in Eq. (7.2), where 𝑒𝑗 is the 
word semantic vector for term 𝑡𝑗, 𝑤𝑗 is the weight of term 𝑡𝑗, and m is the total number of terms in 
the opinion tuple Oi. 
𝑉𝑖 = {⋃ 𝑤𝑗 𝑒𝑗
𝑚
𝑗=1 }                                                    (7.2) 
The weight 𝑤𝑗  is proposed to accommodate terms with different discriminating powers and is 
defined in Eq. (7.3), where 𝑇𝐹(𝑡𝑗) is the frequency of term 𝑡𝑗 in the expression and 𝐼𝐸𝐹(𝑡𝑗) is the 
inverse expression frequency of term 𝑡𝑗. 
𝑤𝑗 = 𝑇𝐹(𝑡𝑗) ∗ 𝐼𝐸𝐹(𝑡𝑗)                                              (7.3) 
The inverse expression frequency of term 𝑡𝑗 𝐼𝐸𝐹(𝑡𝑗) is defined in Eq. (7.4), where N is the total 
number of expressions and 𝐸𝐹(𝑡𝑗) is the number of expressions that contain the term 𝑡𝑗. 
𝐼𝐸𝐹(𝑡𝑗) = log (
𝑁
𝐸𝐹(𝑡𝑗)
)                                                (7.4) 
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7.2.3 Opinion Tuple Clustering 
To create opinion tuple clusters for each classification category, the k-means clustering algorithm 
(Aggarwal and Reddy 2013) was adapted to incorporate the semantic similarities between opinion 
tuples and the characteristics of both concern and sentiment classification. Figures 7.3 and 7.4 
provide examples of how opinion tuple clusters are generated for concern and sentiment 












































































































The initialization step prepares the initial members of each classification category. For each 
category, the opinion tuple that contains at least one corresponding keyword is identified as 
relevant to the category, where all relevant opinion tuples become initial members of the category’s 
cluster. For concern classification, all opinion tuples without concern expressions are initially 
assigned to the “general concern” cluster. For sentiment classification, all opinion tuples without 
sentiment expressions are initially assigned to the “neutral” cluster. If an opinion tuple contains a 
keyword and a negation word (e.g., not, no, never) in its opinion expression, the opinion tuple is 
assigned to the opposite sentiment category of the keyword. For example, if an opinion tuple has 
an opinion expression of “not in favor of”, which contains a keyword of the supportive category 
(“favor”) and a negation word (“not”), then the opinion tuple is assigned to the unsupportive 
category. A list of negation words were compiled and utilized, including “not”, “no”, “never”, 
“neither”, “nor”, “none”, “no one”, “nobody”, “hardly”, and “rather”.  
After the initialization step, the iteration step is conducted to assign each opinion tuple in the 
training data to the existing cluster(s) and update the clusters accordingly, in an iterative manner. 
At each iteration, an opinion tuple Oi in the training data is compared and assigned with existing 
clusters based on its semantic similarity with each cluster. As defined in Eq. (7.5), the semantic 
similarity between an opinion tuple Oi and an opinion tuple cluster Ck is denoted as 𝑆𝑖𝑚(𝑂𝑖, 𝐶𝑘), 
and is calculated as the cosine similarity between the opinion semantic vector Vi for opinion tuple 
Oi and 𝐶?̅?, which is the centroid of the cluster Ck. 𝐶?̅? is defined in Eq. (7.6), where 𝑉𝑥 is the opinion 
semantic vector for an opinion tuple 𝑂𝑥 in the cluster Ck, and y is the total number of opinion tuples 












}                                                           (7.6) 
For concern classification, because an opinion tuple Oi can have more than one concern label, a 
threshold value Tk is introduced to determine whether to assign Oi to a cluster Ck. If the 𝑆𝑖𝑚(𝑂𝑖, 𝐶𝑘) 
is greater than or equal to the threshold value Tk, the opinion tuple Oi is assigned to the cluster Ck. 
For a cluster Ck, the threshold Tk is the mean of the semantic similarities between the cluster Ck 
and other clusters. Tk is defined in Eq. (7.7), where 𝑆𝑖𝑚(𝐶𝑘, 𝐶𝑙) is the semantic similarity between 
the cluster Ck and another cluster Cl, and n is the total number of clusters. As defined in Eq. (7.8), 
𝑆𝑖𝑚(𝐶𝑘, 𝐶𝑙) is calculated as the cosine similarity between 𝐶?̅? and 𝐶?̅?, which are the centroids of the 
cluster Ck and a cluster Cl, respectively. If no existing cluster has a semantic similarity over the 











                                                   (7.8) 
Because an opinion tuple Oi can only have one sentiment label, for sentiment classification, the 
opinion tuple Oi would be assigned to the cluster with the largest semantic similarity to the opinion 
tuple Oi. 
After assigning the opinion tuple Oi to one or more clusters, the centroid(s) of the new cluster(s) 
needs to be updated before proceeding to the next opinion tuple. The iteration step stops when the 
centroid of each cluster stabilizes and there is no change in the assignment of each opinion tuple. 
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7.2.4 Opinion Classification 
The generated opinion tuple clusters serve as labeled training data for opinion classification using 
a supervised machine learning algorithm. Because the quality of training data can have a 
significant impact on the performance of the supervised algorithm, the semantic similarity between 
an opinion tuple and the cluster(s) it belongs was selected as a criterion to determine whether the 
opinion tuple should be included as part of the labeled training data. When the final clusters are 
formed, the opinion tuples of each concern category are ranked in descending order based on their 
semantic similarities with the corresponding cluster. Only the opinion tuples with the top p 
semantic similarity become part of the labeled training data. To evaluate the impact of p on the 
classification performance, p values from 50% to 100% with a 10% interval were tested. 
In this research, the concern classification is a multilabel text classification problem, where each 
opinion tuple can be classified into one or more concern categories. Two supervised machine 
learning algorithms were thus tested: the SVM algorithm (as a representative of the PTM) and BP-
MLL algorithm (as representative of the AAM). For the SVM, to avoid the data imbalance 
problem, a multiclass approach was adopted to each subproblem instead of a binary classification 
approach. The multiclass approach requires a multiclass classifier for each label, where a subset 
of the training data was used. For each subproblem with label Lk, the training dataset includes all 
the opinion tuples assigned with the label Lk and other opinion tuples that are assigned with a single 
label other than Lk. Because sentiment classification is a multiclass text classification problem, 
where each opinion tuple can only be labeled as “supportive”, “unsupportive” or “neutral”, the 




7.2.5 Experimental Setup 
7.2.5.1 Data Preparation 
To ensure that the comment collection covers a variety of stakeholder concerns, nine large-scale 
transportation projects from eight states were selected (see Table 7.2). For these projects, the 
comments that were received during the public comment period, including comments submitted 
through project websites, public hearings, emails, and social media, were gathered into a comment 
collection. The comment collection contains 3,132 comments in total. A total of 520 comments 
were randomly selected – 400 for training and 120 for testing – from the collection, which include 
1,823 and 460 sentences, respectively.  
Table 7.2 – Statistics about the Comment Data Collection 
Project name Project location 
Number of 
comments 





Cleveland Opportunity Corridor Ohio 140 399 3 
I-395 Transportation System Maine 136 406 3 
Illiana Corridor Tier 1 Illinois & Indiana 1,129 8,569 8 
OR62 Corridor Oregon 64 407 6 
US281 Texas 641 5,725 9 
Crosstown Parkway Florida 37 336 9 
Gulf Coast Parkway Florida 43 346 8 
I-5 California 343 2,100 6 
North I-25 Colorado 599 3,958 7 
Total NA 3,132 22,246 7 
 
To prepare the gold standard, the opinion tuples in the training and testing datasets were manually 
extracted and classified. An opinion tuple includes three parts: subject expression, concern 
expression, and opinion expression parts. For concern classification, each opinion tuple was 
manually classified into one or more stakeholder concern categories. For sentiment classification, 
each opinion tuple was manually classified into one and only one sentiment category. For example, 
a comment sentence and its corresponding opinion tuple and their classifications are shown in 
 
165 
Figure 7.5. In this example, the opinion tuple has a subject expression “proposed overpass”, two 
concern expressions “increase congestion” and “lack of access”, and an opinion expression “create 
more problem”, which were assigned to the “mobility and accessibility” concern category and the 
“unsupportive” sentiment category.  
Comment sentence:
The proposed overpass would increase 
congestion and create more problems in 
particular the lack of access from Stone 
Oak Parkway.
Opinion tuple:
Subject expression: proposed overpass
Concern expression: increase congestion, 
lack of access
Opinion expression: create more problems
 
Figure 7.5 – An Example of a Comment Sentence, its Opinion Tuples, and their Classifications 
The gold standard labels for the opinion tuples were determined based on mutual agreement among 
three annotators (the author and another two researchers). The number of opinion tuples for each 
concern and sentiment category are shown in Table 7.3. 
Table 7.3 – Number of Comments for each Concern and Sentiment Category  
  Category Number of opinion tuples 
Concern category 
Air quality 102 
Water resource 79 
Wildlife and habitat 98 
Noise control 175 
Traffic 168 
Mobility and accessibility 165 
Physical infrastructure 310 
Transportation safety 246 
Cost and funding 286 
Land use and property 175 
Regional development 119 
Cultural concern 129 
Management/administrative concern 174 







7.2.5.2 Data Preprocessing  
Two data preprocessing techniques were utilized: tokenization and lemmatization. Tokenization 
breaks the opinion tuple into meaningful tokens (terms). Lemmatization transforms a word into its 
base or dictionary form (i.e., lemma). For example, after the lemmatization, the words 
“preferring”, “preferred”, and “prefers” would all be transformed into their lemma “prefer”. 
Lemmatization can reduce the number of features by grouping the words with the same lemma, 
and can in turn be effective when generating opinion tuple clusters.  
7.2.5.3 Supervised Machine Learning Algorithm Implementation 
For opinion classification, six supervised  machine algorithms were implemented and tested: SVM, 
NB, RF, ME, ML-KNN, and BP-MLL. The term frequency and inverse document frequency (TF-
IDF) was used for term weighting, because it is the state-of-the-art weighting scheme for TC. Term 
weighting assigns numerical values to the terms in a document, which represent how much these 
terms contribute to the semantics of the document (Lan et al. 2009). The SVM algorithm with 
linear kernel was adopted, because previous studies (Hsu et al. 2003) indicate that linear kernels 
tend to perform well and nonlinear kernels do not necessarily offer significant performance 
improvement when solving problems with a large number of features, such as text classification. 
For each algorithm, parameter tuning was conducted to optimize the classification performance 
empirically. For example, the ML-KNN algorithm has two important parameters: K, which 
indicates the number of nearest neighbors used for classifying an unseen instance, and a smoothing 
factor S, which controls the strength of the uniform prior in determining the posterior probability. 
To optimize the parameters K and S, a range of values for each parameter (e.g., 1 to 5 with an 
interval of 1 for K, and 0 to 1 with an interval of 0.1 for S) was evaluated and the best combination 
of values (k=2 and S=0.5) was selected based on the classification performance (F1 measure). The 
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SVM, NB, RF, and ME algorithms were implemented using the scikit-learn ML in Python package 
(Pedregosa et al. 2011); the ML-KNN was implemented using scikit-multilearn multilabel 
classification for Python package (Szymanski and Kajdanowicz 2017); and the BP-MLL algorithm 
was implemented using the MATLAB package for multilabel BP neural networks (Zhang and 
Zhou 2006). 
7.2.6 Evaluation 
For concern classification, the example-based multilabel evaluation metrics were adopted. 
Example-based precision and recall were calculated using Eq. (7.9) and Eq. (7.10), where 𝑇𝑃𝑖 is 
the number of labels assigned correctly as positive for opinion tuple Oi; 𝐹𝑃𝑖 is the number of labels 
assigned incorrectly for opinion tuple Oi; 𝐹𝑁𝑖  is the number of labels assigned incorrectly as 
negative for opinion tuple Oi; and t is the total number of testing opinion tuples.  







𝑖=1                                 (7.9) 







𝑖=1                                     (7.10) 
For sentiment classification, both the supervised and unsupervised methods were evaluated using 
precision, recall, and F1 measure, as per Eqs. (7.11), (7.12), and (7.13), where true positive (TP) 
refers to the number of opinion tuples classified correctly, false positive (FP) refers to the number 
of opinion tuples classified incorrectly, and false negative (FN) refers to the number of opinion 
tuples incorrectly classified as negative. Precision, here, is defined as the ratio of the number of 
correctly classified opinion tuples over the total number of classified opinion tuples. Recall, here, 
is defined as the ratio of the number of correctly classified opinion tuples over the total number of 
opinion tuples that should be classified. F1 is the harmonic mean of precision and recall. These 
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measures were calculated based on a comparison of the experimental results with the manually-












                                           (7.13) 
 
7.3 Experimental Results and Analysis 
7.3.1 Opinion Semantic Vectors: Selecting the Word-Embedding Model and Corpus 
For the proposed unsupervised method, when trained on the top 50% of the clustered opinion 
tuples, the performance of concern and sentiment classification utilizing the four different opinion 
semantic vectors with the supervised machine learning algorithms are summarized in Table 7.4. 
As shown in Table 7.4, the performance when utilizing the opinion semantic vectors learned from 
the stakeholder comment collection is generally better than those learned from Wikipedia. This is 
because Wikipedia is not a domain-specific corpus, and may not be able to capture the semantic 
information and relationships between terms in the infrastructure domain well. For example, when 
utilizing the vectors learned from the comment collection, both the skip-gram and GloVe models 
showed greater semantic similarity between the concern expressions “acquisition of land” and 
“highway right-of-way”. In terms of the word-embedding models, the skip-gram model 
outperformed the GloVe model on F1 measure when utilizing the same corpus and the same 
classifier. This is likely because the skip-gram model creates word embeddings based on the 
context information of terms, and thus has a better capability to capture semantic similarities 
between opinion tuples than the GloVe model, which mainly utilizes term cooccurrence statistics.   
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7.3.2 Opinion Classification: Selecting the Supervised Machine Learning Algorithm 
In terms of the supervised machine learning algorithm for concern classification, on average, the 
SVM algorithm achieved 82%, 85%, and 83% example-based precision, recall, and F1 measure, 
respectively, and outperformed the average performance of the BP-MLL algorithm (81%, 83%, 
and 81% example-based precision, recall, and F1 measure, respectively). This is likely arising 
from two reasons. First, the SVM algorithm adopted a multiclass classification approach, which 
avoids the data imbalance problem. Second, the BP-MLL algorithm generally works better when 
the training data show strong label correlations, which is not the case for the generated opinion 
tuple clusters. For example, only 32% of the opinion tuples have more than one label, and the 
average Pearson correlation coefficient for each label pair is approximately -0.02, which indicates 
very low correlations between label pairs.  
Overall, when trained on the top 50% of the clustered opinion tuples, the best performance was 
achieved when using the skip-gram word-embedding model for learning the opinion semantic 
vector representations of words from the comment collection and utilizing the SVM algorithm for 
classification (PTM with multiclass SVM for concern classification and multiclass SVM for 
sentiment classification). These performance results are 85%, 88%, and 87% example-based 
precision, recall, and F1 measure for concern classification; and 84%, 83%, and 84% precision, 







Table 7.4 – Performance of the Proposed Unsupervised Method on Classification 
Proposed unsupervised method  
(trained on top 50% of the clustered opinion tuples) Precision Recall 
F1 
measure 
Word semantic vector model Corpus Supervised ML algorithm 
  Concern classification 
Skip-gram Wikipedia 
SVM 
80% 81% 80% 
GloVe  Wikipedia 79% 81% 80% 
Skip-gram Collection* 85% 88% 87% 
GloVe Collection* 84% 88% 86% 
Average 82% 85% 83% 
Skip-gram Wikipedia 
BP-MLL 
78% 78% 78% 
GloVe  Wikipedia 77% 78% 77% 
Skip-gram Collection* 85% 87% 86% 
GloVe Collection* 82% 87% 84% 
       Average  81% 83% 81% 
  Sentiment classification 
Skip-gram Wikipedia 
Multiclass SVM 
78% 77% 78% 
GloVe  Wikipedia 79% 79% 79% 
Skip-gram Collection* 84% 83% 84% 
GloVe Collection* 83% 83% 83% 
Average 81% 81% 81% 
* Highway stakeholder comments collection 
7.3.3 Opinion Tuple Clustering: Selecting the Portion of Clusters to Use for Training   
Using the aforementioned combination (skip-gram, comment collection, and SVM), the impact of 
varying the percentage of clustered opinion tuples used for training was further evaluated. The 
results are summarized in Table 7.5. Values from 50% to 100%, with a 10% interval, were tested.  
The best concern classification performance – 88%, 90%, and 89% exampled-based precision, 
recall, and F1 measure, respectively – was achieved using the top 80% of the tuples for training. 
From 50% to 80%, the performance gradually improved with the increase in percentage, up to the 
optimal point of 80%, after which the performance started to decline. This is because the top 50% 
to 80% tuples contain more effective examples (opinion tuples that are assigned to the correct 
cluster) than noisy examples (opinion tuples that are assigned to the incorrect cluster, which 
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typically have relatively smaller semantic similarities with the incorrect cluster); while the top 
80% to 100% tuples often contain more noisy examples than effective examples.  
The best sentiment classification performance – 87%, 86%, and 86% precision, recall, and F1 
measure, respectively – was achieved using the top 70% of the tuples for training. Compared with 
concern classification, the optimal point for sentiment classification is lower (70% vs. 80%), which 
indicates that the sentiment clusters contain more noisy examples compared with the concern 
clusters.  
Table 7.5 – Effect of Percentage of Opinion Tuples Used for Training on Classification 
Performance 






50% 85% 88% 87% 4.2% 
60% 87% 89% 88% 4.4% 
70% 87% 89% 88% 4.5% 
80% 88% 90% 89% 4.7% 
90% 86% 87% 86% 4.7% 
100% 84% 86% 85% 4.2% 
Sentiment classification 
50% 84% 83% 84% 3.4% 
60% 85% 85% 85% 3.2% 
70% 87% 86% 86% 4.1% 
80% 85% 85% 85% 3.7% 
90% 85% 84% 85% 3.2% 
100% 84% 84% 84% 3.5% 
7.3.4 Overall Performance of the Proposed Unsupervised Method and Comparison with 
Existing Methods 
Based on the aforediscussed experimental results, the proposed unsupervised method for opinion 
classification (1) uses the skip-gram word-embedding model for learning opinion semantic vector 
representations of words from a stakeholder comment collection, (2) creates opinion tuple clusters 
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for each category based on these learned vectors, and (3) trains the SVM algorithm on the top p% 
– 80% for concern classification and 70% for sentiment classification – of the clustered tuples.  
The proposed unsupervised method was then compared with both the PTM and AAM for 
multilabel concern classification. Four popular algorithms for PTM were selected, including NB, 
RF, ME, and SVM. All the algorithms implemented for the PTM adopted the same multiclass 
approach as the proposed unsupervised method. Two popular algorithms for AAM were also 
selected for comparison, including ML-KNN and BP-MLL. The performance results are 
summarized in Table 7.6. The proposed unsupervised method achieved the best example-based 
recall, and the second-best example-based precision and F1 measure – second by a small margin 
only (88% vs. 90% for precision and 89% vs. 90% for F1 measure). These results show that the 
proposed unsupervised method achieved a similar level of performance – even better performance 
for recall – to that of the best-performing supervised method. This means that the proposed method 
can offer a similar (or even improved) level of performance, while saving a lot of manual effort in 
labeling.  
The proposed unsupervised method was also compared with the supervised method for multiclass 
sentiment classification. Four popular multiclass classification algorithms were selected, including 
multiclass NB, RF, ME, and SVM. The performance results are summarized in Table 7.6. The 
proposed unsupervised method achieved the second-best performance in terms of precision, recall, 
and F1 measure. These results show that the proposed unsupervised method also achieved a 
comparable level of performance (86% vs. 89% for F1 measure) for sentiment classification – 
compared to that of the best-performing supervised method. Compared to concern classification, 
however, sentiment classification showed a lower level of performance (86% vs. 89% for F1 
measure) because the quality of the sentiment clusters depends largely on the choice of keywords. 
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Compared with concern expressions, the sentiment expressions that represent a sentiment category 
can take many different forms and can use a wider variety of terms. Therefore, the use of positive 
and negative opinion words from a sentiment lexicon as keywords may not represent the full 
spectrum of a sentiment category. For example, opinion tuples that contain uncommon sentiment 
expressions such as “first choice”, “draws blanket conclusion”, and “boondoggles” were 
mislabeled into other categories.  
Table 7.6 – Comparison between the Proposed Unsupervised Method and Existing Supervised 
Methods based on Classification Performance 
Opinion classification method Precision Recall F1 measure 
 Concern classification 
NB* 81% 84% 82% 
RF* 78% 85% 81% 
ME* 81% 84% 82% 
SVM* 90% 89% 90% 
ML-KNN** 83% 84% 83% 
BP-MLL** 87% 88% 87% 
Proposed unsupervised method 88% 90% 89% 
 Sentiment classification 
Multiclass NB 82% 82% 82% 
Multiclass RF 82% 80% 81% 
Multiclass ME 85% 84% 84% 
Multiclass SVM 89% 88% 89% 
Proposed unsupervised method 87% 86% 86% 
* Problem transformation methods 
** Algorithm adaption methods 
 
7.3.5 Error Analysis 
Two main types of errors were identified based on the testing results. First, opinion tuples with 
implicit concerns were misclassified. For example, an opinion tuple has a subject expression 
“A3S2 corridor”, and a concern expression “residential and business displacement”. It should be 
classified into the “land use and property” category, because it expresses concerns over businesses 
and residents whose properties would be displaced due to the project land use. However, because 
the opinion tuple does not explicitly mention any words related to this category (e.g., “land”, 
“home”, or “property”), it was mistakenly classified into the “general concern” category. To 
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address this type of error, some strategies could be considered and tested in future work. For 
example, more opinion tuples with implicit concerns could be included in the training data and/or 
the concern key words could be expanded to include more implicit terms/phrases. Second, opinion 
tuples that have uncommon opinion expression were misclassified. For example, an opinion tuple 
has a subject expression “toll road”, a concern expression “congestion”, and an opinion expression 
“boondoggles”. It expresses unsupportive sentiment towards the toll road, but was mistakenly 
classified into neutral category because “boondoggles” is not a negative opinion word in the 
sentiment lexicon. In future work, the sentiment lexicon could be expanded to include more 




 CHAPTER 8: SENTENCE-LEVEL STAKEHOLDER OPINION MINING 
8.1 State of the Art and Knowledge Gaps 
Stakeholder opinion mining is the process of discovering patterns or knowledge from unstructured 
stakeholder opinions (Montoyo et al. 2012; Ravi and Ravi 2015). A stakeholder opinion is a piece 
of text that expresses the attitude of a stakeholder towards a target object, such as a movie, a 
restaurant, or a highway project, in this research. Sentence-level stakeholder opinion mining has 
long been studied in the computer science domain. For example, Khan et al. (2013) developed a 
Twitter opinion mining framework that involves various preprocessing techniques and a hybrid 
scheme of classification algorithms. Sayeedunnissa et al. (2013) developed a Boolean 
classification model for conducting opinion mining on social network using a naïve Bayes 
algorithm and bag-of-word features. Yang and Cardie (2014) proposed a context-aware method 
for analyzing sentiment through modeling of complex linguistic structures and capturing both local 
and global contextual information. To conduct sentiment polarity categorization on Amazon 
reviews at both sentence and document level, Fang and Zhan (2015) proposed a negation phrase 
identification algorithm, a sentiment score computation method, and a feature vector generation 
method. Appel et al. (2016) used a hybrid approach to sentence-level sentiment analysis that 
utilizes a sentiment lexicon enhanced with SentiWordnet, a set of semantic rules, and fuzzy sets to 
estimate the semantic orientation polarity and its intensity.  
Because sufficient labeled training data can be hard or costly to obtain, many efforts have taken 
an unsupervised approach. For example, Hu et al. (2013) proposed an unsupervised sentiment 
analysis framework that incorporated emotion signals as prior knowledge to guide the learning 
process through modelling word-level and post-level emotion indication and correlation. Marrese-
Taylor et al. (2014) developed an unsupervised tourism opinion mining system based on the 
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extension of Liu’s (2007) aspect-based opinion mining method, and proposed complex natural 
language processing (NLP) rules to account for the linguistic features of tourism product reviews 
when determining the sentiment of identified aspects. Jimenez-Zafra et al. (2015) proposed an 
unsupervised approach for aspect-level sentiment analysis that determines the sentiment expressed 
on an aspect based on the polarity of each modifier word calculated through a voting of three 
sentiment classifiers. Garcia-Pablos et al. (2017) developed an almost unsupervised system for 
multi-domain and multi-lingual aspect-level sentiment analysis, which combines the topic-
modelling with the continuous word embeddings and a Maximum Entropy classifier, and requires 
a minimal set of seed words per target domain and language. 
Outside of the computer science domain, a number of research studies have been conducted on 
applying opinion/text mining techniques in the construction domain. Choudhary et al. (2009) 
applied text mining techniques (e.g., feature extraction, information retrieval, and text 
categorization) to uncover patterns, associations, and trends from post-project reviews (PPRs) 
collected by construction companies. Ur-Rahman and Harding (2011) proposed a text mining 
system that combines clustering techniques and a priori association rule mining to improve the 
classification of PPRs collected from the construction industry. Fan and Li (2012) utilized text 
mining techniques to represent unstructured textual cases by a structured vector model to retrieve 
relevant historical construction accident cases from a case library. Nik-Bakht and El-Diraby (2016) 
utilized community detection techniques with information retrieval methods to analyze the 
followers of the Toronto Light Rail Transit project on Twitter, profile them based on their interests 
and opinions, and monitor the dynamics of the follower communities and opinions.  
Despite the abovementioned research efforts, three main knowledge gaps are identified. First, 
existing sentence-level opinion mining methods mostly focus on sentiment analysis, and have 
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limited ability to identify stakeholder concerns from their comments. Second, existing efforts that 
took an unsupervised approach mostly rely on NLP rules or algorithms such as topic-modelling, 
which are not suitable for classifying stakeholder opinions into precise and fine-grained concern 
categories to support highway decision making. Third, there is lack of research efforts that applied 
stakeholder opinion mining in the highway infrastructure domain to discover new patterns and 
knowledge about the opinions of stakeholders on real-life infrastructure projects, and how these 
opinions differ from one stakeholder group to another. 
8.2 Proposed Sentence-Level Stakeholder Opinion Mining Method  
To address the aforementioned knowledge gaps, this research proposes an unsupervised machine 
learning-based sentence-level stakeholder opinion mining method, which can automatically create 
pseudo training data through topic model-based concern labeling and lexicon-based sentiment 
labeling. Compared to the tuple-based method (Chapters 6 and 7), the sentence-level method offers 
an alternative approach when a sentence-level analysis is sufficient. A supervised classifier then 
learns from the automatically-created pseudo training data to classify comment sentences into one 
or more concern categories and one sentiment category. The proposed method includes three 
primary elements: concern labeling, sentiment labeling, and supervised opinion classification. 
8.2.1 Concern Labeling 
The concern labeling aims to assign tentative concern labels to each comment sentence based on 
their respective concern confidence scores, which indicate the probabilities of a comment sentence 
expressing specific stakeholder concerns. The concern confidence scores of the comment 
sentences are estimated based on their respective concern-topic distributions. The LDA model 
(Blei et al. 2003) and the collapse Gibbs sampling method (Griffiths and Steyvers 2004) were 
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adapted to learn the concern-topic distributions. They were adapted in the following ways: (1) 
using pre-defined seed words to guide the topic assignment at the initialization stage, and (2) 
integrating semantic similarities into the topic-word distribution update at the iteration stage. 
So, at initialization stage, each word in every comment sentence is assigned to one of the K concern 
topics. If the word is a seed word of a topic, it gets assigned to that topic. If not, it gets randomly 
assigned to one of the K topics. The seed words are pre-defined words that represent each concern 
topic, and are used to provide guidance for the concern labeling process. Seed words can be defined 
based on existing domain knowledge in the form of keyword lists, thesauri, taxonomies, 
ontologies, etc. For this research, the seed words were empirically defined based on the stakeholder 
concern hierarchy. They were defined based on the terms in the names of the concern concepts 
and subconcepts and the synonyms of these terms. Fourteen (14) stakeholder concern categories 
were used for concern labelling based on the stakeholder concern hierarchy (Figure 8.1). As 
mentioned in Chapter 4, the hierarchy was developed based on a literature review on transportation 
decision making and stakeholder involvement processes, and interactions with transportation 









































































































































Figure 8.1 – A Partial View of the Stakeholder Concern Hierarchy 
Table 8.1 – Sample Concern Category Keywords 
Concern category Keywords 
Air quality 
Air, emission, CO2, PM2.5, PM10, 
atmosphere, ozone, greenhouse 
Water resource 
Water, wetland, river, stream, creek, 
lake, marsh, floodplain, lagoon  
Wildlife and habitat Wildlife, habitat, specie, animal 
Physical infrastructure 
Infrastructure, highway, tollway, 
freeway, bridge, railway, overpass, 
station, airport, terminal  
At the iteration step, the concern topic assigned to each word in the comment sentence is updated 
based on the learned topic-document and topic-word distributions. To account for the semantic 
similarities between different words and concern topics, a word-topic parameter (a parameter that 
varies for each word-topic pair) is proposed and integrated with the topic-word distribution update. 
For a word 𝑤𝑖 and a concern topic k, the topic-word distribution ∅𝑘
𝑤𝑖 is modified and defined in 
Eq. (8.1), where 𝑛−𝑖,𝑘
𝑤𝑖  is the number of times 𝑤𝑖 is assigned to topic k in the comment collection 
excluding the current 𝑤𝑖, ∑ 𝑛−𝑖,𝑘
𝑤𝑖𝑊
𝑖=1  is the total number of words that are assigned to topic k in the 
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comment collection excluding the current 𝑤𝑖, W is the total number of words in the comment 
collection, and 𝛽𝑖,𝑘  is a word-topic parameter that controls the topic distribution based on the 










                                                  (8.1) 
The word-topic parameter, 𝛽𝑖,𝑘, is proposed and defined in Eq. (8.2) based on the notion that words 
similar to the seed words of a topic should be more likely to be assigned to that topic. As per Eq. 
(8.2), 𝑤𝑙
𝑘 is a seed word for topic k, 𝑆𝑖𝑚(𝑤𝑖, 𝑤𝑙
𝑘) is the semantic similarity between 𝑤𝑖 and 𝑤𝑙
𝑘, Q 
is the total number of seed words for topic k, and 𝛽 is a value between 0 and 1 that sets the upper 
bound of 𝛽𝑖,𝑘 and is experimentally determined. 






 𝛽                                                  (8.2) 
As defined in Eq. (8.3), 𝑆𝑖𝑚(𝑤𝑖, 𝑤𝑙
𝑘) is calculated as the cosine similarity between ?̅?𝑖 and ?̅?𝑖
𝑘, 
which are the word embeddings of 𝑤𝑖 and 𝑤𝑙
𝑘, respectively. 
𝑆𝑖𝑚(𝑤𝑖, 𝑤𝑙





                                               (8.3) 
The word embedding of a word is a real-valued vector of features that characterize the meaning 
and context information in which the word appears in a corpus of text. In this research, the skip-
gram model (Mikolov et al. 2013) was used to develop the word embeddings based on the 
stakeholder comment collection. 
The iteration stops when the reassignment probability of each word stabilizes. For a sentence 𝑑𝑗and 
a topic k, the concern confidence score 𝐶𝑜𝑛(𝑐𝑑𝑗 = 𝑘, 𝑑𝑗)  is defined in Eq. (8.4) (Griffiths and 
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Steyvers 2004), where 𝑛𝑑𝑗
𝑘  is the number of words assigned to topic k in 𝑑𝑗, ∑ 𝑛𝑑𝑗
𝑘𝐾
𝑘=1  is the sum 
of the number of words assigned to each topic in 𝑑𝑗, K is the total number of topics, and 𝛼 is a 
parameter that controls the topic-document distribution. 






                                           (8.4) 
For a sentence 𝑑𝑗  and a topic k, if 𝐶𝑜𝑛(𝑐𝑑𝑗 = 𝑘, 𝑑𝑗) is greater than or equal to the threshold T𝑘, 𝑑𝑗 
is labeled with concern k. If none of the concern confidence score surpasses the threshold,  𝑑𝑗 is 
labeled with “general concern”. The threshold T𝑘 is defined in Eq. (8.5), where 𝐶𝑜𝑛(𝑐𝑑𝑗 = 𝑙, 𝑑𝑗) 





∑ 𝐶𝑜𝑛(𝑐𝑑𝑗 = 𝑙, 𝑑𝑗)
𝐾
𝑙=1,𝑙≠𝑘,                                      (8.5) 
8.2.2 Sentiment Labeling 
Sentiment labeling aims to assign sentiment labels (supportive, neutral, and unsupportive) to each 
comment sentence based on their respective sentiment confidence scores. A lexicon-based method 
is proposed to integrate word-level sentiments and word-negation relations to estimate the 
sentiment confidence scores at the sentence level.  
For each comment sentence, the sentiment confidence scores are calculated based on the 
Sentiwordnet 3.0 (Baccianella et al. 2010), which assigns positive and negative real-valued 
sentiment scores to each word that belongs to a WordNet synset. For a comment sentence 𝑑𝑗, the 
supportive sentiment score 𝑆 (𝑑𝑗)
+ and unsupportive sentiment score 𝑆 (𝑑𝑗)
−are defined as per 
Eqs. (8.6) and (8.7), where 𝑆(𝑤𝑖)




negative sentiment score for 𝑤𝑖, 𝑚𝑤𝑖 is the negation modifier for 𝑤𝑖, and q is the total number of 
words in 𝑑𝑗. For a word 𝑤𝑖, both its positive and negative sentiment scores are obtained from the 
Sentiwordnet 3.0 (Baccianella et al. 2010). If the word does not belong to a WordNet synset, it 
gets zero positive and negative sentiment scores. The negation modifier 𝑚𝑤𝑖 indicates whether the 
sentiment orientation of the word  𝑤𝑖 is modified by a negation word, such as “no”, “not”, and 
“nobody“.  If modified, the value of the 𝑚𝑤𝑖 equals to 1, otherwise it equals to 0. In this research, 
two common negation contexts are considered: direct negation and indirect (long-distance) 
negation. The direct negation refers to the scenario where a word or the phrase that contains the 
word directly follows a negation word. For example, in the comment sentence “I do not support 
any plan (now or future) for any form of toll road”, the word “support” is directly negated by “not”. 
Indirect negation refers to the scenario where the directly negated word is followed by a 
complement clause. For example, in the comment sentence “I do not think this project would be a 
success”, the word “think” is directly-negated by “not”. Because the complement clause “this 
project would be a success” follows the directly-negated word “think”, the subject word of the 
clause “success” would be indirectly negated. The Stanford dependency parser (Manning et al. 
2014) was utilized to identify the negated words, in the direct and indirect negation contexts.  
𝑆 (𝑑𝑗)
+ =  ∑ (𝑆(𝑤𝑖)
+ ∗ (1 − 𝑚𝑤𝑖) +
𝑞
𝑖 𝑆(𝑤𝑖)
− ∗ 𝑚𝑤𝑖)                                  (8.6) 
𝑆 (𝑑𝑗)
− =  ∑ (𝑞𝑖 𝑆(𝑤𝑖)
− ∗ (1 − 𝑚𝑤𝑖) + 𝑆(𝑤𝑖)
+ ∗ 𝑚𝑤𝑖)                                 (8.7) 
The supportive and unsupportive sentiment confidence scores 𝑆𝑒𝑛𝑡(𝑑𝑗)
+ and 𝑆𝑒𝑛𝑡(𝑑𝑗)
−  are 
defined in Eqs. (8.8) and (8.9), where 𝑆 (𝑑𝑗)
+ and 𝑆 (𝑑𝑗)
− are the supportive and unsupportive 
sentiment scores for sentence 𝑑𝑗, respectively. 𝑆𝑒𝑛𝑡(𝑑𝑗)
+and 𝑆𝑒𝑛𝑡(𝑑𝑗)
−represent the likelihood 





−  is greater than the threshold value T, then  𝑑𝑗  is labeled with the 
supportive sentiment. If the difference between 𝑆𝑒𝑛𝑡(𝑑𝑗)
− and 𝑆𝑒𝑛𝑡(𝑑𝑗)
+ is greater than T, then 






















−                                                  (8.9) 
8.2.3 Supervised Opinion Classification 
In the proposed method, the labeled comment sentences serve as pseudo training data for opinion 
classification using a supervised machine learning algorithm. Because the unsupervised labeling 
process – for both concern and sentiment labeling – could produce noisy data (comment sentences 
with incorrect labels), which can undermine the performance of the machine learning algorithm, 
only a subset of the created pseudo training data are used. The subset is selected based on the 
concern and sentiment confidence scores. For each concern and sentiment category (except for the 
neutral category), the comment sentences labeled with the category are ranked in descending order 
based on their respective concern/sentiment confidence scores. The comment sentences labeled 
with the neutral category are ranked in ascending order based on the absolute value of the 
difference between their supportive and unsupportive sentiment confidence scores. Only the 
comment sentences with the top p confidence scores become part of the pseudo training data. To 
evaluate the impact of p on the classification performance, p values from 50% to 100% with a 10% 
interval were tested. 
The opinion classification task is divided into two subtask: concern and sentiment classification. 
Concern classification is a multilabel text classification task, which classifies the comment 
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sentences into one or more concern categories. Sentiment classification is a multiclass text 
classification task, which classifies the comment sentences into one concern category out of the 
three possible categories (supportive, neutral, and unsupportive). The convolutional neural 
network (CNN) algorithm was utilized for both concern and sentiment classification, because (1) 
it is the state-of-the-art algorithm for both multi-label and multi-class text classification, and (2) it 
does not require complicated feature engineering.  
8.2.4 Implementation: Unsupervised Stakeholder Opinion Mining Method 
8.2.4.1 Data Preparation  
The stakeholder comment collection includes stakeholder comments on nine large-scale highway 
projects from eight states to ensure the coverage of different stakeholder concerns and opinions 
(see Table 7.2). The comment collection contains 3,132 comments, which were received during 
the projects’ respective stakeholder involvement process, including comments provided through 
project websites, public hearings, emails, and social media. A total of 14,000 and 1,400 comment 
sentences out of the collection were randomly selected for the training and testing datasets.   
To prepare the gold standard, the comment sentences in the testing dataset were manually analyzed 
and annotated. The gold standard annotations were determined based on mutual agreement among 
three annotators – the author, in addition to two researchers with expertise in stakeholder analysis 
and text classification. Table 8.2 shows examples of three comment sentences and their 






Table 8.2 – Example Comment Sentences and their Concern and Sentiment Categories 
Comment sentence Concern categories Sentiment category 
This would create a greater alternative for people 
to travel our county, reduce air pollution, create 
long term jobs and help boost the economy 
without any business or residential acquisitions. 
Mobility,  
air quality, 
regional development  
Supportive 
A review of the DEIS reveals that many of the 
stream crossings will be bridged, but only a 
select few are targeted for wildlife crossings. 
Wildlife and habitat, 
physical infrastructure 
Neutral 
This project is completely unnecessary, and 





8.2.4.2 Data Preprocessing 
To implement the concern and sentiment labeling, the comment sentences were represented using 
the bag of words (BOW) model.  Four commonly used preprocessing techniques were thus 
utilized: sentence splitting, tokenization, stopword removal, and lemmatization. Sentence splitting 
breaks a comment into sentences based on sentence boundary tokens, such as punctuations like 
“.”,”!”, and “?”. Tokenization then divides every comment sentence into meaningful units called 
tokens (e.g., words and punctuations), removes punctuations, and converts all words into their 
lowercase forms. Stopwords are those words (e.g., “to” “in”, “on”, and “the”) that have high 
frequency but low discriminating power, which have little value in determining the category a 
comment sentence belongs to. By eliminating the nondiscriminative high-frequency words, 
stopword removal can reduce the number of features and reveal the discriminative words. 
However, stopword removal was only conducted for concern labeling, not for sentiment labeling. 
This is because certain stopwords can be good indicators of the commenter’s sentiment, and 
removing them could completely change the sentiment of the comment. For example, in the 
comment sentence “I am not in favor of tolling existing roads”, stopword “not” follows the opinion 
phrase “in favor of” and indicates that the commenter has unsupportive attitude. Lemmatization 
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removes the inflectional endings of a word and returns its base or dictionary form, which is known 
as the lemma. By combining words with the same lemma, lemmatization can reduce the number 
of features, and can be effective in enhancing the classification performance. For example, after 
lemmatization, the words “supports”, “supported”, and “supporting” would all be transformed into 
their lemma “support”. 
8.2.4.3 Algorithm Training and Testing 
For concern and sentiment labeling, parameter tuning was conducted to optimize the labeling 
performance of a subset of training data. For example, the adapted LDA model has two important 
parameters: 𝛼, which controls the topic-document distribution, and 𝛽, which controls the topic-
word distribution. To find the optimal 𝛼 and 𝛽 values, a range of values for each parameter (e.g., 
0.01 to 1 with an interval of 0.01 for both 𝛼 and 𝛽) was evaluated and the best combination of 
values (𝛼 = 0.07 and 𝛽 = 0.67) was selected based on labeling accuracy.  
For opinion classification, the CNN architecture by Kim (2014) was utilized, and the same word 
embeddings (that were used for concerns labeling) were used as the feature vectors. When 
developing the word embeddings, five was used as the size of the context window, and 300 was 
the dimension of the vector. The hyper-parameter tuning for the CNN classifiers were conducted 
using a combination of random and grid search based on the average classification performance 
(F1 measure) of 10-fold cross validation. For example, CNN has two important parameters: alpha, 
which is the learning rate that governs the weights update of each backpropagation; and batch_size, 
which controls the number of training data processed per gradient update. To select the optimal 
alpha and batch_size, a set of random combinations of the two parameters were evaluated first 
(e.g., select alph from 0.1 to 1 with an interval of 0.1 and select batch_size from 16 to 128 with an 
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interval of 16). When the best combination (alpha = 0.9 and batch_size = 16) was identified, a 
fine-grained range of values (e.g,. 0.8 to 1.0 with an interval of 0.01 for alpha, and 16 to 32 with 
an interval of 1 for batch_size) were further tested. The optimal combination of values (alpha = 
0.94 and batch_size = 32) was selected based on F1 measure. The LDA was implemented using 
the python topic modeling package genism (Rehurek and Sojka 2010), and the CNN classifier was 
implemented using the Python deep learning library Keras (Chollet 2015) and the Tensorflow 
(Abadi et al. 2016).  
8.2.5 Evaluation 
The performance of concern classification was evaluated using example-based multilabel 
evaluation metrics. Example-based precision and recall are calculated using Eqs. (8.10) and (8.11), 
where 𝑇𝑃𝑖 is the number of labels assigned correctly as positive for comment sentence 𝑑𝑗; 𝐹𝑃𝑖 is 
the number of labels assigned incorrectly for 𝑑𝑗; 𝐹𝑁𝑖 is the number of labels assigned incorrectly 
as negative for 𝑑𝑗; and N is the total number of testing sentences.  







𝑗=1                                  (8.10) 







𝑗=1                                        (8.11) 
The performance of sentiment classification was evaluated using precision, recall, and F1 measure, 
as per Eqs. (8.12), (8.13), and (8.14), where true TP refers to the number of sentences classified 
correctly, FP refers to the number of sentences classified incorrectly, and FN refers to the number 
of sentences incorrectly classified as negative. Precision, here, is defined as the ratio of the number 
of correctly classified sentences over the total number of classified sentences. Recall, here, is 
defined as the ratio of the number of correctly classified sentences over the total number of 
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sentences that should be classified. F1 is the harmonic mean of precision and recall. The 
aforementioned measures were calculated based on a comparison of the experimental results with 












                                          (8.14) 
8.3 Experimental Results and Analysis 
A number of experiments were conducted to evaluate the effects of varying the size of the pseudo 
training data on the opinion classification performance. The proposed unsupervised method was 
then compared with existing supervised methods, and with the proposed tuple-based method 
(Chapters 6 and 7) in terms of classification performance.  
8.3.1 Effect of Varying the Size of Pseudo Training Data 
The effect of varying the size of the pseudo training data was evaluated. The results are 
summarized in Table 8.3. The best concern classification performance – 90.7%, 90.9%, and 90.8% 
exampled-based precision, recall, and F1 measure, respectively – was achieved using the top 90% 
of the pseudo training data. From 50% to 90%, the performance gradually improved despite the 
increase of noisy data (comment sentences mislabeled) in the training set. When using 100% of 
the pseudo training data, the performance did not decline significantly compared with the optimal 
point (90.5% vs 90.8%) in terms of F1 measure. The noisy data did not affect the performance too 
much because of the following two reasons: (1) the size of the noisy data is much smaller compared 
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with the effective data in the training set; and (2) adding noisy data can prevent the CNN classifier 
from overfitting, thus minimizing the negative impact on the performance. 
The best sentiment classification performance – 89.7%, 90.2%, and 89.9% precision, recall, and 
F1 measure, respectively – was achieved using the top 70% of the labeled comment sentences for 
training. Compared with concern classification, the optimal point for sentiment classification is 
lower (70% vs 90%), and the range of the F1 measure is smaller (88.3% - 89.9% vs. 86.8% - 
90.8%), which indicates the sentiment labeling creates more noisy data compared with the concern 
labeling. Compared with concern classification, the standard deviation of the F1 measure across 
each category is smaller at every percentage of the pseudo training data used, which indicates that 
the sentiment classification has less variability in the performance across different categories.   
Based on the aforediscussed experimental results, the proposed unsupervised method (1) uses 
LDA-based concern labelling and lexicon-based sentiment labelling for creating pseudo training 
data, and (2) trains the CNN algorithm on the top p% – 90% for concern classification and 70% 




Table 8.3 – Impact of Varying the Size of Pseudo Training Data on Classification Performance 





50% 86.4% 87.2% 86.8% 4.0% 
60% 88.7% 89.2% 88.9% 3.7% 
70% 89.5% 90.2% 89.8% 3.8% 
80% 89.7% 90.4% 90.0% 4.2% 
90% 90.7% 90.9% 90.8% 3.9% 
100% 90.1% 90.8% 90.5% 4.1% 
Sentiment classification 
50% 87.8% 88.8% 88.3% 1.3% 
60% 88.5% 89.7% 89.1% 1.1% 
70% 89.7% 90.2% 89.9% 0.9% 
80% 89.4% 88.5% 88.9% 1.4% 
90% 89.4% 88.4% 88.9% 1.2% 
100% 88.2% 88.4% 88.3% 1.2% 
8.3.2 Comparison with a Supervised Approach  
A supervised approach was tested for comparison purposes. A support vector machines (SVM) 
model was trained on manually-annotated data, and BOW features, n-gram features, and semantic 
features developed from stakeholder concern lexicon and sentiment lexicon were utilized. SVM 
was selected for comparison because of its good performance indicated in previous opinion mining 
research (Sharma and Dey 2012; Zainuddin and Selamat 2014; Ravi and Ravi 2015). The 
performance results are summarized in Table 8.4. The proposed unsupervised method achieved a 
comparable level of performance (90.8% vs 92.0% and 89.9% vs 91.0% for F1 measure) for both 
concern and sentiment classification.  
Table 8.4 – Comparison of the Proposed Opinion Mining Method with a Supervised Approach 
Opinion mining method Precision Recall  F1 measure 
Concern classification       
Proposed unsupervised method 90.7% 90.9% 90.8% 
Existing supervised method 90.6% 93.5% 92.0% 
Sentiment classification       
Proposed unsupervised method 89.7% 90.2% 89.9% 
Existing supervised method 90.5% 91.5% 91.0% 
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8.3.3 Comparison with the Tuple-based Method 
The proposed sentence-level method was then compared with the aforementioned tuple-based 
stakeholder opinion mining method (Chapters 6 and 7). To convert the tuple-based results to 
equivalent sentence-level results, for the sake of conducting an apple-apple comparison, the labels 
of all tuples in a comment sentence were aggregated to form the label set of the sentence. The 
performance of the two methods are summarized in Table 8.5. The results show that the proposed 
method achieved a better performance, on all metrics.  
The Wilcoxon signed-rank test was further used to examine whether the better performance in F1 
measure is significant across the 10-fold cross validation results. The Wilcoxon signed-rank test 
is a nonparametric test for comparing the differences between two-paired samples (Rey and 
Neuhäuser 2011). The result of the Wilcoxon signed-rank test was interpreted according to the 
probability value (p-value). The p-value is 0.0012, which is less than the 0.05 significance level. 
This indicates that there is a significant improvement in F1 measure when using the proposed 
sentence-level method. This indicates that, among the two methods, the sentence-level method is 
more suitable to use, if a sentence-level analysis is sufficient. If a more detailed, aspect-level 
analysis is desired, then the aspect-level method (Chapters 6 and 7) should be used.  
Table 8.5 – Comparison of the Sentence-level Opinion Classification Method with the Tuple-
based Method  
Opinion mining method Precision Recall  F1 measure 
Concern classification       
Proposed sentence-level method 90.7% 90.9% 90.8% 
Proposed tuple-based method 86.7% 90.5% 88.6% 
Sentiment classification       
Proposed sentence-level method 89.7% 90.2% 89.9% 




8.3.4 Error Analysis 
Two main types of errors were identified based on the testing results. First, comment sentences 
with implicit concerns were misclassified. For example, the following comment sentence should 
be classified into the “land use and property” category, because it expresses concerns over people 
whose properties would be displaced due to the project land use: “the thing that I hope that IDOT 
will consider is certainly treat all individuals who will be displaced in an extremely fair way”. 
However, because the sentence does not explicitly mention any words related to this category (e.g., 
“land”, “home”, or “property”), it was mistakenly classified into the “general concern” category. 
To address this type of error, some strategies could be considered and tested in future work. For 
example, more comment sentences with implicit concerns could be included in the training data 
and/or the concern seed words could be expanded to include more implicit terms/phrases. Second, 
comment sentences that express sentiment in an indirect or implicit way were misclassified. For 
example, the following sentence expresses supportive sentiment towards the project through 
double negatives, “opposing” and “short-sighted”, but was mistakenly classified into the 
unsupportive category: “anyone opposing these measures are short-sighted”. Similarly, the 
following sentence expresses unsupportive sentiment towards the toll road through a rhetorical 
question, but was mistakenly classified into the neutral category”: “how do you expect to get 
people to use the toll road when they could use Peotone Road for free?” In future work, syntactic 
and semantic features that represent such indirect or implicit sentiment expressions could be 
identified and integrated into the learning process, in order to test their effectiveness in dealing 





 CHAPTER 9: CASE STUDIES OF STAKEHOLDER OPINION MINING 
9.1 Case Study Project Selection  
The proposed stakeholder opinion mining method was used in analyzing stakeholder comments 
from three large-scale highway projects. The three projects are: the Illiana corridor project (Illinois 
and Indiana), the US 181 harbor bridge project (Texas), and the Chicago I-290 improvement 
project (Illinois). These particular projects were selected, because they all have significant impact 
on the surrounding environment, and their stakeholder comments are available to the public. For 
each project, two primary stakeholder groups were identified: agency and government, and 
individual and public organization. The agency and government stakeholder group includes 
planning agencies (e.g., FHWA, MPOs), resource agencies (e.g., Environmental Protection 
Agency, Department of Natural Resources), and the local government [e.g., the Cook County 
Board of Commissioners, the governing board and legislative body of the county, which consists 
of commissioners (elected officials)]. The individual and public organization stakeholder group 
includes any individual (e.g., a resident) or public organization (e.g., the Environmental Law and 
Policy Center, a Midwest-based non-profit environmental advocacy group) that has an interest in 
the proposed project, because they are affected by or have a concern about the project. 
The Illiana corridor project was proposed as a toll way connecting northeast Illinois with 
northwestern Indiana. The planning process for Illiana corridor was conducted using a two-tier 
study. Tier-one study focused on identifying the transportation needs, developing and evaluating 
alternatives for all modes, and selecting a preferred corridor at the concept level. Tier-two study 
built on the selected preferred corridor, and conducted engineering analysis and environmental 
impact evaluation to identify specific design alternatives. Stakeholder comments were solicited 
during both studies. Because some comments from the tier-one study were used for training and 
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testing, only comments received during the tier-two study were considered for the application 
study. The US 181 harbor bridge project includes the replacement of the existing harbor bridge 
(built in 1950s), and the reconstruction of portions of the US 181, the I-37, and the Crosstown 
Expressway. The construction of the new bridge began in 2016, and the whole project is expected 
to be completed in 2021. The Chicago I-290 improvement project was proposed to provide an 
improved transportation facility along the Eisenhower Expressway, which was initially 
constructed in the 1950s, and is now severely congested and accident-prone. The section of the 
Eisenhower Expressway that requires improvement is the primary corridor serving the travelers 
and the commuters in the greater Chicago area. Table 9.1 shows the number of comments received 
from the two stakeholder groups for the abovementioned three projects during their respective 
planning processes. 
Table 9.1 – Statistics on Comments from Each Stakeholder Group of the Three Selected Projects 
Project name 













Illiana corridor tier 2 331 1,239 908 5,449 1239 6,688 
US 181 Harbor bridge 52 246 103 741 155 987 
Chicago I-290 
improvement  
36 272 271 1,170 307 1,442 
* A & G=Agency and government; I & P = Individual and public organization 
9.2 Stakeholder Opinion Mining Implementation 
For the three projects, the proposed sentence-level opinion mining method (Chapter 8) was used 
to classify each comment sentence into one or more concern categories and into one support 
category. The concern and sentiment categories of each comment were determined based on the 
categories of all the sentences in that comment. The concern categories of a comment would be an 
aggregate of all the concern categories for each of its sentences. The sentiment category of a 
comment was determined based on the following heuristics: (1) if the comment contains one or 
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more sentences with supportive opinions and other sentences with neutral opinions, and no 
sentences with unsupportive opinions, then the comment is categorized as supportive; (2) if the 
comment contains one or more sentences with unsupportive opinions and other sentences with 
neutral opinions, and no sentences with supportive opinions, then the comment is categorized as 
unsupportive; and (3) if the comment contains one or more sentences with supportive opinions and 
other sentences with unsupportive opinions, then the sentiment category of the whole comment is 
decided based on the majority vote. 
For each project, the concern and sentiment classification results were analyzed to answer the 
following research questions, for each project: (1) what are the support levels of the stakeholders 
to the project? (2) What are the concerns of the stakeholders (i.e., the things that positively or 
negatively affect the stakeholders or are of interest or importance to them)? (3) What are the 
negative concerns of the stakeholders (i.e., the things that negatively affect the stakeholders or 
cause them worry or disturbance)? (4) What are the similarities and differences – in support levels, 
concerns, and negative concerns – across the different stakeholder groups?  
9.3 Case Study Results and Analysis 
9.3.1 The Support Levels of the Stakeholders 
The distributions of the sentiments expressed by the stakeholder groups for the three projects are 
depicted in Figure 9.1. For the agency and government group, the majority of the comments are 
neutral (76%, 88%, and 89% for each project, respectively). For the individual and public 
organization group, the percentages of neutral comments are much lower (36%, 49%, and 58%).  
The difference in the sentiments of the two groups is likely due to their different roles and 
responsibilities in the transportation planning process. During the planning process, agency and 
government stakeholders are often responsible to collaborate with the lead agency (e.g., a state 
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department of transportation) in tasks such as data and information collection and environmental 
impact analysis. They are thus more likely to provide recommendations to the project in the form 
of neutral comments. Individual and public organization stakeholders, on the other hand, have no 
obligation to corporate with the lead agency, and tend to provide comments when they have a 
strong opinion on the project. It is thus more likely to see more non-neutral (supportive or 
unsupportive) opinions in their comments.  
 
Figure 9.1 – Distributions of the Sentiments Expressed by the Stakeholder Groups for the Three 
Projects 
The distribution of sentiments after removing the neutral comments is shown in Figure 9.2. For 
the Illiana corridor, most of the non-neutral comments are unsupportive for both stakeholder 
groups (77% and 91%), which indicates that the project received a consistently low level of 
stakeholder support during the planning process. This could mean that both groups have major 
negative concerns about the need, design concepts, or impacts of the project. For the US 181 
Harbor Bridge, most of the non-neutral comments are supportive for both groups (100% and 87%), 
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which indicates that the project received a consistently high level of stakeholder support during 
the planning process. This could mean that both groups agree on the need for the project, and on 
the proposed design concepts and mitigation measures. For the Chicago I-290 improvement 
project, all non-neutral comments from the agency and government group are supportive, but only 
33% of the comments from the individual and public organization group are supportive. This 
indicates that the project did not receive a consistent level of support across the two groups. This 
could be due to the complex nature of the project, poor stakeholder communication issues, or 
simply differences in the views across both groups. These results indicate that in-depth planning 
studies and more stakeholder involvement activities may be needed for this project to allow both 
stakeholder groups to reach consensus or at least narrow differences in opinions.  
The analysis also indicates that the opinions of the stakeholders, reflected in their comments, could 
be good predictors of the ultimate success or failure of a project. For the Illiana corridor, which 
could be safely categorized as a failing project [it was suspended in June 2015, with environmental 
issues causing the court to rule that the FHWA “erred in approving the project, because the 
project's environmental impact statement was the result of a “faulty” analysis” (Lafferty 2016)], 
90% of the comments are unsupportive. For the US 181 Harbor Bridge, which so far seems to be 
successful (it passed the environmental review process and is currently under construction), 88% 




Figure 9.2 – Distributions of the Sentiments after Removing the Neutral Comments for the 
Three Projects  
9.3.2 The Concerns of the Stakeholders 
The distribution of the concerns by the stakeholder groups for the three projects are shown in Table 
9.2. The top four most frequent concerns for each group, for each project, are highlighted in the 
table. As shown, for both groups, the majority of the concerns in the top-four list (i.e., 20 out of 
24 highlighted values) are transportation and socioeconomic concerns. The impacts on the physical 
infrastructures is the top concern for both groups for both the Illiana corridor and the Chicago I-
290 improvement project, and for the individual and public organization group for the US 181 
Harbor Bridge. Other than that, almost all concerns appear in the top-four list – with the remaining 
ones coming close (in terms of the percentage of comments), which indicates that the stakeholders 
are, collectively, concerned about all environmental, transportation, socioeconomic, cultural, and 
management issues. For the agency and government group, the concerns in the top-four list are 
environmental, transportation, and socioeconomic concerns – in an equally distributed way (i.e., 
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four in each category). For the individual and public organization group, the concerns in the top-
four list are only transportation and socioeconomic concerns. 
On average, for the three projects combined, the impacts on physical infrastructures and regional 
socioeconomic development are the most frequent concerns for both groups. Compared with the 
agency and government group, the individual and public organization group had more 
socioeconomic concerns (50% vs 31%), less environmental concerns (36% vs 68%), and 
comparable level of transportation concerns (51% vs 54%) in their comments. This is could be due 
to the different areas of expertise and interests of the two stakeholder groups. For example, the 
agency and government group includes several resource agencies (e.g., the Environmental 
Protection Agency), which have more expertise and interests in environmental issues than 
socioeconomic issues. The individual and public organization group often includes a larger number 
of stakeholders with more diverse backgrounds. Compared with the agency and government group, 
only a smaller percentage of stakeholders in this group [e.g., environmental nongovernmental 















Illiana corridor  
tier 2 





A & G* I & P* A & G* I & P* A & G* I & P* A & G* I & P* 
Environmental concern                 
Air quality 8% 12% 27% 14% 33% 10% 13% 12% 
Water resource 43% 21% 10% 21% 28% 13% 37% 19% 
Wildlife and habitat 40% 11% 15% 6% 17% 5% 35% 9% 
Noise control 7% 5% 35% 11% 19% 9% 11% 7% 
Subtotal 69% 38% 65% 42% 67% 30% 68% 36% 
Transportation concern                 
Traffic 14% 21% 33% 30% 17% 31% 17% 24% 
Mobility and accessibility 8% 11% 29% 34% 25% 32% 12% 18% 
Physical infrastructure 44% 29% 33% 58% 53% 42% 43% 34% 
Transportation safety 4% 6% 10% 21% 3% 13% 5% 9% 
Subtotal 54% 45% 54% 68% 61% 64% 54% 51% 
Socioeconomic concern                 
Cost and funding 6% 23% 13% 25% 17% 28% 8% 24% 
Land use and property 10% 22% 38% 27% 19% 10% 14% 20% 
Regional development 12% 23% 52% 43% 31% 19% 19% 23% 
Subtotal 23% 52% 63% 50% 56% 41% 31% 50% 
Cultural concern 9% 5% 17% 17% 19% 4% 11% 6% 
Management concern 6% 6% 25% 6% 6% 7% 8% 7% 
General concern 7% 11% 12% 17% 3% 10% 7% 11% 
* A & G=Agency and government; I & P = Individual and public organization 
For each stakeholder group, the top four most frequent concerns are highlighted in red color, and the most frequent 
concern is highlighted in bold 
9.3.3 The Negative Concerns of the Stakeholders 
The distribution of the negative concerns – concerns with unsupportive sentiment – of the 
stakeholder groups for the three projects are shown in Table 9.3. The top four most frequent 
negative concerns for each project are highlighted in the table. As shown, the majority of the 
negative concerns in the top-four list (i.e., 15 out of 16 highlighted values) are transportation and 
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socioeconomic concerns, with an environmental concern only appearing in the list for the Illiana 
corridor project, for the agency and government group. Among these, the impacts on the physical 
infrastructures seems to be a common negative concern for both groups, for the three projects. The 
rankings of the subtypes of the negative concerns are, however, different from one project to 
another. For example the top negative concern for the agency and government group for the Illiana 
project is impacts on regional socioeconomic development, for the individual and public 
organization group is cost and funding, for the US 181 Harbor Bridge is a tie of four (impacts on 
regional socioeconomic development, land use and properties, physical infrastructures, and 
mobility and accessibility), and for the Chicago I-290 improvement project is impacts on physical 
infrastructures.  
For the Illiana corridor, both groups shared similar negative concerns on the impacts on physical 
infrastructures, regional socioeconomic development, and land use and properties, with the 
individual and public organization group showing more concern for cost and funding and the 
agency and government group showing more concern for impacts on water resources (e.g., impact 
of the construction on the water quality).  
On average, for the three projects combined, impacts on physical infrastructures, regional 
socioeconomic development, and land use and properties are the most frequent negative concerns 
for both groups. The results also indicate that, on average, stakeholders have little negative 
concerns about the impacts of the projects on cultural issues and about the process for managing 




Table 9.3 – Distribution of Stakeholder Concerns from Subjective Stakeholder Comments on the 
Three Selected Projects 
Concern  
category 








A & G* I & P* I & P* I & P* A & G* I & P* 
Environmental concern             
Air quality 7% 14% 0% 9% 7% 13% 
Water resource 31% 22% 14% 12% 31% 20% 
Wildlife and habitat 7% 13% 14% 3% 7% 12% 
Noise control 3% 7% 0% 9% 3% 7% 
Subtotal 39% 38% 29% 26% 39% 36% 
Transportation concern             
Traffic 20% 20% 14% 38% 20% 23% 
Mobility and accessibility 20% 8% 29% 36% 20% 12% 
Physical infrastructure 28% 24% 29% 40% 28% 26% 
Transportation safety 5% 5% 14% 14% 5% 6% 
Subtotal 51% 41% 57% 65% 51% 45% 
Socioeconomic concern             
Cost and funding 18% 34% 14% 32% 18% 34% 
Land use and property 25% 26% 29% 14% 25% 25% 
Regional development 34% 26% 29% 16% 34% 25% 
Subtotal 48% 62% 57% 45% 48% 60% 
Cultural concern 5% 5% 0% 4% 5% 4% 
Management concern 3% 7% 0% 3% 3% 6% 
General concern 7% 9% 0% 8% 7% 9% 
* A & G=Agency and government; I & P = Individual and public organization 
For each stakeholder group, the top four most frequent concerns are highlighted in red color, and the most frequent 












 CHAPTER 10: CONCLUSIONS, CONTRIBUTIONS, LIMITATIONS, AND 
RECOMMENDATIONS FOR FUTURE RESEARCH 
10.1 Conclusions 
10.1.1 Conclusions for Discovery of Integration Practices 
A set of integration practices for integrating NEPA into statewide and metropolitan transportation 
project planning processes was discovered. The discovery of practices was based on literature 
review and two-tier expert opinion capturing. A set of potential integration practices were first 
identified based on a comprehensive literature review of existing integration guidelines and efforts 
and using expert input. The final set of practices were selected based on a survey of experts from 
relevant federal, state, and metropolitan planning, regulatory, and resource agencies. The selected 
practices were then integrated into existing transportation project planning processes and 
formalized into an integrated process flow with detailed implementation guidance. The integrated 
process was validated through a second expert survey.  
As a result of the discovery efforts, two types of integration practices were identified and 
represented in the form of an integrated process flow with a detailed implementation guidance: 
process-oriented and collaboration-oriented integration practices. Process-oriented practices aim 
to allow for early and continuous agency participation; early identification of environmental, 
socioeconomic, and cultural impacts and concerns; reduced duplication of work; and reduced 
durations and efforts of project delivery. Collaboration-oriented practices aim to support the 
process-oriented practices by facilitating early, continuous, and in-depth interagency coordination 
and communication. The validation results indicate that the integrated process, including its 
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implementation detail and process representation, provides appropriate guidance for integrating 
NEPA into transportation project planning processes in Illinois.  
10.1.2 Conclusions for the Proposed Semantic Annotation Method and Algorithm 
A domain-specific, deep semantic method for annotating documents in the transportation project 
environmental review (TPER) domain with functional process context concepts, which describe 
the subprocesses of the TPER process, was developed for supporting context-aware information 
retrieval in the TPER domain. The semantic analysis is facilitated through the use of a TPER 
epistemology, which is a semantic model that represents process, project, and resource contexts 
for supporting information retrieval. In developing the semantic annotation (SA) algorithm, a 
number of shallow and deep SA algorithms were proposed and tested on a testing data set of 1,328 
Web pages in terms of mean precision (MP) and mean average precision (MAP) at the top 10, 20, 
30, 40, and 50 documents.  
For the shallow SA algorithms, the effects of syntactic concept expansion and filtering were 
investigated. It was found that syntactic concept expansion improves the overall performance of 
SA but brings a lot of noise at the same time. The results also showed that conducting syntactic 
concept filtering and domain-specific concept expansion after concept expansion is effective in 
enhancing performance through reducing the noise and through expanding the concept index with 
domain-specific concepts. The best-performing shallow SA algorithm, thus, includes syntactic 
concept expansion, syntactic concept filtering and domain-specific concept expansion, and 




For the deep SA algorithms, eight different SS measures were tested. After comparing the 
performance of the shallow and deep methods, the best performance was achieved through a deep 
SA algorithm that uses the Al-Mubaid and Nguyen (2006) SS measure. The final SA algorithm, 
thus, includes semantic concept expansion, semantic similarity assessment using Al-Mubaid and 
Nguyen (2006) measure, and semantic term matching. This algorithm achieved 97% and 96% for 
MP and MAP at the top 10 documents, respectively. Compared with other SA work in other 
domains (Egozi et al. 2011; Fernandez et al. 2011), the proposed algorithm achieved high 
performance results (e.g., Egozi et al.’s and Fernadez et al.’s best MP values at the top 10 
documents are 52.2% and 68%, respectively). The high performance can be mainly attributed to 
the use of: (1) a domain-specific concept space, which allowed for annotation based on specialized 
domain knowledge, (2) a contextualized concept representation, which facilitated annotation using 
contextual information, (3) semantic concept expansion for incorporating semantically related 
concepts in the annotation process, which provided a more complete concept space, and (4) 
semantic similarity measures for assessing the match between the original concept and expansion 
concepts, which led to more accurate annotation weights.  
10.1.3 Conclusions for the Proposed Context-aware Information Retrieval Method and 
Algorithm  
A new context-based relevance assessment method was developed, which allows for enhanced 
context representation through two proposed approaches: (1) a context-aware and deep semantic 
concept indexing approach, and (2) a deep and semantically-sensitive relevance estimation 
approach. Accordingly, two context-enhanced document ranking methods were proposed: (1) a 
context-enhanced vector space model (VSM)-based method, which uses context similarity to 
measure the relevance of a document to a query based on the similarity between their contextual 
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concepts, and (2) a context-enhanced statistical language model (SLM)-based method, which uses 
context probability to measure the relevance of a document to a query based on the likelihood that 
the document is relevant to a query on the contextual level.  
Based on a testing data set of 5,436 Web pages and 18 queries, the context-enhanced VSM-based 
method outperformed the context-enhanced SLM-based method on every performance metric. The 
context-enhanced VSM-based method achieved 48% MAP, and 79%, 70%, 68%, 66%, and 65% 
MP at the top 10, 20, 30, 40, and 50 retrieved documents, respectively. Compared to the keyword-
based VSM method, the results also showed that the integration of the proposed context-based 
relevance assessment method is effective in improving information retrieval performance, and can 
effectively deal with the performance drop due to the increase of query length.  
10.1.4 Conclusions for the Proposed Stakeholder Opinion Extraction Method and 
Algorithm 
A domain-specific, supervised ML-based information extraction method for extracting subject, 
concern, and opinion expressions from stakeholder comments on large-scale transportation 
projects, was developed, for supporting stakeholder opinion mining. This method would facilitate 
the early identification of stakeholder concerns and support by eliminating manual efforts and 
enabling a broader stakeholder outreach. The method has the potential to significantly improve the 
efficiency of the stakeholder involvement process in terms of time and cost. In developing the 
proposed method, several supervised machine learning algorithms were tested and evaluated, and 
the effects of using dependency features and semantic features (including two domain-specific 
semantic features) were also studied. To further improve the recall of the information extraction 
results, a set of language rules based on linguistic patterns were developed and were combined 
with the selected machine learning algorithm and features. All the methods/algorithms were tested 
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on a testing data set of 440 comment sentences, which were selected from a comment collection 
including 3,112 stakeholder comments on nine large-scale transportation projects. Based on the 
experimental results, the final proposed method uses a linear-chain CRF algorithm for learning; 
syntactic, dependency, and semantic features for characterizing the text; and language rules for 
supporting the extraction. The proposed method achieved 93% precision, 89% recall, and 91% F1 
measure on the testing data. 
10.1.5 Conclusions for the Proposed Stakeholder Opinion Classification Method and 
Algorithm 
A domain-specific, unsupervised ML-based stakeholder opinion classification method for 
identifying the concerns and support levels of stakeholders during the early stage of highway 
project decision making was developed. The proposed method classifies the aspect-level opinion 
tuples from stakeholder comments into different concern categories (e.g., mobility and 
accessibility, air quality, transportation safety, etc.) and into one sentiment category (supportive, 
unsupportive, or neutral). The proposed method can automatically create labeled training data 
through iteratively generating clusters of opinion tuples, based on keywords, for each classification 
category. For clustering, semantic similarities between opinion tuples are captured through opinion 
semantic vectors, which are learned from a domain-specific text corpus using the skip-gram word-
embedding model. An adapted k-means algorithm is then used for clustering. The top p% of 
opinion tuples in the clusters are then used for training a supervised ML algorithm in concern and 
sentiment classification. Overall, the proposed method achieved 88%, 90%, and 89% exampled-
based precision, recall, and F1 measure, respectively, for concern classification; and 87%, 86%, 
and 86% precision, recall, and F1 measure, respectively, for sentiment classification. Compared to 
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existing supervised methods, the proposed method achieved a comparable level of classification 
performance – but without any need for manual training data labeling.  
10.1.6 Conclusions for the Proposed Sentence-level Stakeholder Opinion Mining Method 
and Algorithm 
A domain-specific, unsupervised machine learning-based stakeholder opinion mining method to 
identify the concerns and support levels of the stakeholders, from their comments, during the 
highway planning process, was developed. Compared to the tuple-based method (Section 10.1.4 
and 10.1.5), the sentence-level method offers an alternative approach when a sentence-level 
analysis is sufficient. The proposed sentence-level method can automatically create pseudo 
training data through LDA-based concern labeling and lexicon-based sentiment labeling. The 
convolutional neural network (CNN) algorithm is then trained on a subset of the automatically-
labelled comment sentences, which is selected based on the concern and sentiment confidence 
scores of the sentences. Overall, the proposed method achieved 90.7%, 90.9%, and 90.8% 
example-based precision, recall, and F1 measure, respectively, for concern classification; and 
89.7%, 90.2%, and 89.9% precision, recall, and F1 measure, respectively, for sentiment 
classification. Compared to the tuple-based method (Section 10.1.4 and 10.1.5), the proposed 
method achieved a higher level of classification performance – but it could do the analysis on the 
sentence-level only. 
10.1.7 Conclusions for the Case Studies of Stakeholder Opinion Mining 
The implementation of the proposed stakeholder opinion mining method to analyze stakeholder 
comments on three large-scale highway projects shows how different stakeholder groups could 
display different concerns and levels of support because of their different roles and areas of 
expertise or interest. For example, for the three projects combined, the individual and public 
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organization group had more socioeconomic concerns but less environmental concerns compared 
with the agency and government group. It also shows how different stakeholder groups could share 
similar concerns and agree on supporting (or opposing) a project. For example, impacts on physical 
infrastructures was a common negative concern for both groups, for the three projects. The analysis 
also indicates that the opinions of the stakeholders, reflected in their comments, could be good 
predictors of the ultimate success or failure of a project.  
10.2 Contributions to the Body of Knowledge 
10.2.1 Contributions for Discovery of Integration Practices 
This research contributes to the body of knowledge in three main ways. First, it identifies a set of 
context-sensitive integration practices for environmental streamlining to improve project delivery 
without compromising environmental compliance; through an in-depth investigation of existing 
planning processes in Illinois and a thorough assessment of potential integration practices based 
on the opinion of federal, state, and local experts, the practices were adapted to the state of Illinois 
context. Second, this research models the set of integration practices in the form of an integrated 
process model and provides well-defined guidance on the implementation and evaluation of the 
integrated process; a well-defined process flow along with a textual description supports both 
clarity and detail in process description. The integrated process advances the knowledge in the 
area of environmental streamlining area by (1) incorporating NEPA with transportation planning 
at both the system level and the corridor level, (2) providing context-specific implementation detail 
on how to conduct environmental analysis during the planning process, and (3) establishing 
standardized/formalized performance measures to evaluate the implementation of the integrated 
process. Third, this research offers a methodology for process streamlining based on case study 
review and two-tier expert opinion capturing; future process streamlining efforts in the 
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construction domain could benchmark this methodology. The implementation of the integrated 
process would improve interagency coordination and communication, enable early identification 
of potential environmental issues and early consideration of avoidance/mitigation measures, and 
facilitate the use of early planning data/decisions in subsequent NEPA studies; all would result in 
improving the decision-making process, reducing duplication of work, and enhancing project 
delivery in terms of time and cost.  
10.2.2 Contributions for the Proposed Semantic Annotation Method and Algorithm 
This research offers a domain-specific, deep semantic annotation (SA) method for annotating 
documents in the TPER domain with process context concepts using a TPER epistemology. This 
would facilitate context-aware information retrieval in the TPER domain, because it enables 
domain-specific, and thus more accurate, automated semantic annotations. 
Beyond this application, this work additionally contributes to the body of knowledge in six main 
ways. First, this research offers a TPER epistemology for supporting context-aware information 
retrieval in the TPER domain. The TPER epistemology is a formal representation of the knowledge 
in the TPER domain, which can support context-aware information retrieval through semantic 
annotation, semantic query processing, and semantic document ranking. Second, this research  
offers a baseline domain-specific, deep SA method for annotating documents with concepts in the 
TPER epistemology. This algorithm could serve as a benchmark for future research and could 
provide opportunities for adaptation to annotate other types of documents with other concepts in 
the TPER epistemology or in other transportation domain semantic models. Third, this research 
shows the effectiveness of syntactic concept expansion and filtering for shallow SA. The 
experimental results indicate that concept expansion through WordNet can improve the overall SA 
performance but could also bring noise. The results further show that concept filtering and domain-
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specific concept expansion are effective in removing the noise and in expanding concept terms 
with context terms, both which result in enhanced performance. Fourth, this research provides a 
comparison of shallow and deep SA. The experimental results show that deep SA methods 
outperform shallow SA methods. Fifth, this research provides a comparison of different semantic 
similarity (SS) measures for deep SA. Eight SS measures were experimentally tested. The results 
show that Al-Mubaid and Nguyen (2006) SS measure achieved the best performance. Sixth, this 
work offers a dataset of annotated Web pages for the TPER domain. This dataset can serve as the 
gold standard for future researchers to evaluate SA algorithms for the TPER domain. 
10.2.3 Contributions for the Proposed Context-aware Information Retrieval Method and 
Algorithm  
This research offers a new context-based relevance assessment method to support context-
enhanced document ranking for retrieving relevant documents in the TPER domain. The proposed 
context-enhanced document ranking method would improve the ability of transportation 
practitioners to find the right information, at the right time, for the task at hand; this would help 
support project decision making and would reduce the time that agency employees spend to look 
for information in unstructured documents. 
Beyond this application, this work additionally contributes to the body of knowledge in three main 
ways. First, this research offers a new context-based semantic relevance assessment method to 
enrich both the domain-specific representation of context and the contextual information 
considered for enhanced document relevance recognition. The proposed method improves the 
existing state-of-the-art methods from the following two perspectives: (1) it provides an enhanced 
and deep representation of context by using a domain-specific context model and extending the 
original concept terms with concept terms from semantically-related concepts; and (2) it achieves 
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deeper level and semantically-sensitive relevance assessment by representing the original query 
through a semantically-extended set of concepts and considering their relative semantic relatedness 
to differentiate their level of relevance to the original query.  
Second, this research compares the vector space model (VSM) and the statistical language model 
(SLM) in context-enhanced semantic document ranking in the TPER domain. To enable context-
based semantic document ranking, this research proposes the use of context similarity and context 
probability to integrate the proposed context-based semantic relevance assessment into the VSM 
and the SLM, respectively. The experimental results show the effectiveness of the integration from 
two perspectives: (1) using context similarity and context probability can significantly improve 
the overall information retrieval performance of keyword-based methods, and (2) using context 
similarity and context probability is effective in dealing with the performance drops due to the 
increase of query length. When comparing the two context-enhanced methods, the experimental 
results show that the context-enhanced VSM-based method outperforms the context-enhanced 
SLM-based method. 
Third, this work offers a dataset of manually judged Web pages and queries for the TPER domain. 
This dataset can serve as an experimental corpus for future researchers to evaluate information 
retrieval approaches in the same domain. 
10.2.4 Contributions for the Proposed Stakeholder Opinion Extraction Method and 
Algorithm 
This research offers a baseline domain-specific, supervised ML-based information extraction 
method for extracting subject, concern, and opinion expressions from stakeholder comments on 
large-scale transportation projects. This method would facilitate the early identification of 
stakeholder concerns and support during the transportation project development process.  
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Beyond this application, this work additionally contributes to the body of knowledge in sixth main 
ways. First, this method could serve as a benchmark for future research and could provide 
opportunities for adaptation to extract other useful information from stakeholder comments on 
transportation projects or other types of infrastructure projects. Second, this research evaluates the 
performance of five supervised machine learning algorithms in information extraction, particularly 
in opinion extraction from stakeholder comments on large-scale infrastructure projects. The 
experimental results indicate that the linear-chain conditional random fields (CRF) algorithm 
achieves the best performance. Third, this research proposes and develops a stakeholder concern 
hierarchy and a key phrase list to better capture semantic features of the text. Fourth, this research 
evaluates the impact of dependency and semantic features (including two domain-specific 
semantic features) on the performance of information extraction. The experimental results show 
that both dependency and semantic features can enhance the performance of information extraction 
in terms of precision and recall. Fifth, this research offers a set of language rules to improve the 
recall of information extraction when combined with the linear-chain CRF and the syntactic, 
dependency, and sematic features. The experimental results show that despite a slight decrease in 
precision, the use of language rules could improve the recall of information extraction and the 
overall F1 measure. Sixth, this work offers a dataset of labeled stakeholder comment sentences 
that could serve as a gold standard for future researchers to evaluate information extraction 
methods. 
10.2.5 Contributions for the Proposed Stakeholder Opinion Classification Method and 
Algorithm 
This research offers a domain-specific, unsupervised ML-based stakeholder opinion classification 
method for identifying the concerns and support levels of stakeholders during the early stage of 
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highway project decision making. The proposed method would help identify the sentiments and 
concerns of stakeholders through instant and automatic recognition of concerns and support levels 
from stakeholder opinions. The method would enable a broader public outreach through the 
consideration of comments from social media, and would enhance the decision makers’ ability to 
proactively resolve issues before they escalate into bigger problems.  
Beyond this application, this research additionally contributes to the body of knowledge in five 
primary ways. First, this research offers an unsupervised machine learning-based opinion 
classification method that can automatically create labeled training data based on only keywords 
for each classification category. The proposed method captures the semantic similarity between 
opinion tuples through representing the tuples as opinion semantic vectors. It also adapts the k-
means clustering algorithm to incorporate semantic similarity and the characteristics of both 
concern clusters and sentiment clusters. Second, this research evaluates the performance of four 
different opinion semantic vectors in opinion classification. The experimental results indicate that 
the best performance, in both concern and sentiment classification, is achieved when learning the 
opinion semantic vectors from the domain-specific comment collection using the skip-gram word-
embedding model. Third, this research compares the performance of the support vector machines 
(SVM) algorithm and the backpropagation for multilabel learning (BP-MLL) algorithm in 
multilabel concern classification, when trained on the automatically-generated training data. The 
experimental results indicate that the SVM algorithm achieves better performance. Fourth, this 
research investigates the impact of varying the percentage of clustered opinion tuples used for 
training. For the given type of text and categories, the results indicate that the optimal percentages 
for concern and sentiment classification are in the range of 80% and 70%, respectively. Fifth, this 
research compares the performance of the proposed unsupervised opinion classification method 
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with existing supervised methods. The experimental results show that the proposed unsupervised 
method can achieve a comparable level of classification performance, while saving the manual 
effort in labeling. 
10.2.6 Contributions for the Proposed Sentence-level Stakeholder Opinion Mining Method 
and Algorithm 
This research offers a domain-specific, unsupervised machine learning-based stakeholder opinion 
mining method for classifying comment sentences on large-scale highway projects into one or 
more concern categories, and into one sentiment category. Transportation planners could use this 
method to automatically identify the concerns and support levels of the stakeholders from their 
comments, which could allow for a broader and more diverse public outreach and could improve 
the accessibility of the stakeholders to the transportation planning decision making process and 
the responsiveness of the process to the stakeholders’ concerns.  
Beyond this application, this research additionally contributes to the body of knowledge in four 
primary ways. First, the research proposes an unsupervised ML-based stakeholder opinion mining 
method that can automatically create pseudo training data through LDA-based concern labeling 
and lexicon-based sentiment labeling. For concern labelling, the proposed method adapts the LDA 
model and the collapse Gibbs sampling method through integrating the pre-defined seed words 
and semantic similarities into topic-assignment and topic-word distributions. For sentiment 
labeling, a lexicon-based method is proposed to aggregate word-level sentiments and word-
negation relations to estimate the sentence-level sentiment confidence scores. Second, this research 
investigates the impact of varying the size of the pseudo training data on the classification 
performance. For the given type of text and categories, the results indicate that the optimal 
percentages for concern and sentiment classification are in the range of 90% and 70%, respectively. 
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Third, this research compares the performance of the proposed unsupervised method with the 
supervised approach. The experimental results show that the proposed method can achieve a 
comparable level of classification performance, while saving the manual effort in labeling. Fourth, 
this research compares the proposed sentence-level stakeholder opinion mining method with the 
proposed tuple-based method (Section 10.2.4 and 10.2.5). The experimental results show that the 
sentence-level method achieved higher performance, which indicates that, among the two 
methods, the sentence-level method is more suitable to use, if a sentence-level analysis is 
sufficient.  
10.2.7 Contributions for the Case Studies of Stakeholder Opinion Mining 
The use of the proposed stakeholder opinion mining method to analyze stakeholder comments on 
three large-scale highway projects provides a better understanding of stakeholder opinions, and 
how they could be similar or different across different stakeholder groups. The analysis also 
indicates that the opinions of the stakeholders, reflected in their comments, could be good 
predictors of the ultimate success or failure of a project. 
10.3 Limitations 
Seven main limitations of the work are acknowledged. First, for discovering the integration 
practices, the number of transportation practitioners that were involved in the two-tier survey to 
develop and validate the integrated process was limited. In future work, another validation study 
could be conducted to involve more transportation practitioners in the validation of the integrated 
process.  
Second, for the semantic annotation work, the proposed method focused on annotating documents 
with only functional process context concepts, and was evaluated on a small collection of 
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documents. In future work, the proposed semantic annotation method could be extended to use all 
the concepts in the semantic model for annotation, and a larger document collection could be used 
for evaluation.   
Third, for the context-aware information retrieval work, the evaluation was conducted using a 
limited document collection and a limited set of testing queries. Also, the queries were developed 
only using a qualitative method (expert interviews), and the experts (industry practitioners) who 
helped identify the testing queries were not involved in the relevance judgment. Unlike other 
general information retrieval research efforts, where standard document collections and queries 
are commonly used, this work focuses on the transportation environmental review domain, where 
standard collections and queries are not available. Although some variability in the performance 
may occur if the information retrieval methods are evaluated using different datasets and queries, 
a similar performance is expected if the text exhibits similar semantic features.  In future research, 
an information retrieval testing system – that allows actual users to provide their own queries and 
select relevant documents based on their own information needs – could be developed and used 
for improved testing and evaluation.  
Fourth, for the stakeholder opinion extraction work, because of being supervised, the proposed 
method requires manual labeling of a large amount of stakeholder comments for training. In future 
work, an unsupervised or semi-supervised method could be developed to reduce such manual 
effort.  
Fifth, for the stakeholder opinion classification work, the proposed method used the same global 
threshold for all the categories when selecting the size of pseudo training data. In future research, 
more flexible ways of selecting the optimal size of pseudo training data could be explored, such 
as using a set of per-category thresholds.  
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Sixth, for the sentence-level stakeholder opinion mining work, the proposed method can only 
identify coarse-grained sentiments (supportive, neutral, and unsupportive) from stakeholder 
comments, and has limited capabilities in detecting non-typical, complicated opinions. In future 
work, the proposed method could be extended to conduct finer-grained sentiment analysis and 
handle comments with ambiguous or mixed opinions.  
Seventh, for the opinion mining case studies, the studies used all stakeholder comments that were 
received during the projects’ public comment periods, without filtering or analysis of influences 
or potential biases. For example, a single stakeholder could provide multiple comments, which 
could introduce bias or amplify certain concerns over the others. Also, there is no guarantee that 
the comments are representative of all stakeholder opinions, especially that most of the comments 
were either submitted during the public hearings or online – for example senior stakeholders may 
have difficulties in attending public hearings or commenting online. In future work, the proposed 
stakeholder opinion mining methods could be integrated with a stakeholder analysis to identify 
and filter potential biases in the comments, assess the representativeness of the comments, and 
further analyze the profiles of the stakeholders to identify the potential differences in the influences 
of their opinions. 
10.4 Recommendations for Future Research 
Future research is recommended in four main directions. First, a GIS-based, natural language 
processing (NLP)-enabled, semantic system for environmental review and management could be 
developed and used to further support the streamlining of environmental and project development 
processes. Current research efforts towards the use of NLP and semantic analyses in GIS systems 
are becoming increasingly important (Lampoltshammer 2012). Three primary research paths can 
be followed: (1) using NLP-enabled interfaces, in addition to the traditional visual interfaces, to 
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support enhanced interaction between users and the GIS system based on natural language, for 
example through queries; (2) using information retrieval techniques to complement GIS 
information with textual information from the World Wide Web to support environmental review, 
for example through retrieving relevant information about potential mitigation measures used for 
other projects and in other states; and (3) combining GIS with semantic reasoning to support 
enhanced environmental decision making, for example through suggestion-making functions.  
Second, an information retrieval system could be developed to further validate the proposed 
context-aware information retrieval method and investigate its impact on transportation decision 
making. The system could be used to solicit actual search queries from transportation practitioners, 
and allow users to select relevant documents based on their own information needs. It could also 
allow further optimization of the proposed information retrieval method based on user feedback. 
The system could also be used to conduct further case studies to better understand the impact of 
the proposed information retrieval approach on the efficiency of domain-specific information-
seeking tasks and the overall transportation decision making process.  
Third, in future work, an infrastructure project decision making support system could be developed 
to facilitate real-time stakeholder involvement. Throughout the project planning and development 
process, stakeholders could use the system to find project-specific information, such as the 
project’s feasibility study and environmental study, submit comments, and express their sentiments 
towards the project in terms of rating (e.g., four out of five stars). The system could help identify 
concerns from stakeholder comments and prioritize comments for immediate response in a real-
time manner. As the project progresses, the system could monitor the trends of stakeholder 
concerns and sentiments, evaluate the project’s responses to the stakeholder concerns, and provide 
recommendations for project planning and design. 
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Fourth, further research is recommended to integrate stakeholder opinion mining with social 
network analysis and stakeholder analysis to analyze the comments received at different 
timeframes of the project planning process. Time-series analyses could be conducted to evaluate 
the dynamics of the stakeholder opinions and investigate how opinions are affected by key events 
and by opinions from other stakeholder groups. Influential events and stakeholders could be 
identified to provide recommendations for facilitating effective and efficient stakeholder 
involvement. Models could be developed to predict future stakeholder concerns and levels of 
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