SMOOTH DECOMPOSITION OF FINITE MULTIPLICITY MONOMIAL REPRESENTATIONS FOR A CLASS OF COMPLETELY SOLVABLE HOMOGENEOUS SPACES.
BRADLEY N. CURREY Given a finite multiplicity monomial representation r of a completely solvable Lie group G, a smooth decomposition of r is a concrete direct integral decomposition into irreducibles parametrized by a manifold Σ, with the property that compactly-supported elements of ΉJ° are mapped to smooth sections on Σ by the intertwining operator. A natural way of constructing such a decomposition is by means of the distribution-theoretic Plancherel formula for r and a crosssection Σ for coadjoint orbits. However, for irreducible representations π/,lGΣ, the determination of appropriate distributions βι € Ή.\Γ°° is problematic. For the case where r is induced from a "Levi" component, we overcome these problems and give an explicit and natural construction for a smooth decomposition. In the process we show that in this situation the nilradical of G must be two-step.
Introduction.
We are interested in the decomposition of the representation r of a solvable Type I group G induced from a unitary character of closed, connected subgroup H. In one sense, to decompose τ means to describe the spectrum of r, the multiplicities, and the equivalence class of the Plancherel measure, in terms of the coadjoint orbit picture. But there is also a stronger sense of what it means to decompose r: one would like to give a construction for a direct integral, a unitary intertwining map, and a distribution-theoretic Plancherel formula. The goal here is that the construction be as explicit as possible, but at the same time natural: all objects should be naturally and uniquely determined up to the choice of a certain Jordan-Holder basis for the Lie algebra. The base space for the direct integral should be a smooth manifold which naturally parametrizes an explicitly determined set of coadjoint orbit data, and compactly supported smooth vectors for τ should be mapped under the intertwining map to smooth functions on this manifold. Under these circumstances we shall say that we have a smooth decomposition of r. The present paper carries out this program for a particular class of completely solvable homogeneous spaces. 429 Let G and H be as above but also completely solvable. Then G is exponential, hence G is of Type I and one has the canonical bijection between the unitary dual G and the space of coadjoint orbits [3] . For each λ G G, let O\ denote the corresponding coadjoint orbit. Lie algebras of designated Lie groups will be denoted by corresponding German gothic letters. Given a unitary representation π of G acting in a Hubert space Ή, denote by H°° the Frechet space of smooth vectors for π, and by Ή~°° the space of continuous anti-linear functional on W°\ recall that U°° C U C Ή"°°. Elements of H~°° will be called generalized vectors for π.
Let /Gfl* have the property that f) is subordinate to / (that is, [f), f}] C ker (/)), let χ be the corresponding unitary character of if, and let τ = τ f be the representation of G induced from χ. Denote by \) L the space of linear functionals that vanish on (). It was proved first by Corwin, Greenleaf, and Grelaud for G nilpotent [6] , and by Lipsman for G completely solvable [14, 15] , that the spectrum of τ consists of those λ G G for which Oχ Π (/ + ί)- 1 ) φ 0, and that the multiplicity πiχ of λ is given by the number of ίf-orbits contained in O\Π (/ + ϊ) 1 
-).
Either πiχ = oo for a.e. λ, or there is M > 0 such that for a.e. λ, ra λ < M. One has the finite (indeed bounded) multiplicity case if and only if dim(GZ) = 2dim(iϊ7) for a.e. I G / + f) 1 -, whence each iϊ-orbit in Oχ is a connected component of OχΠ (/ + f) 1 -). Of course the preceding references contain more information than is conveyed here. We also remark that the spectral decomposition of r for the more general class of exponential G was obtained by Fujiwara [10] and is similar to the above, though some questions surrounding the finite multiplicity case are still unresolved.
When dim(GZ) = 2dim(iZ7) holds for generic / G / + I) 1 -, there is a one to one correspondence between ϋΓ-orbits in O\ and "appearances" of λ in decomposition of r (for generic λ). The spectral decomposition formula of [14] is (0.1)
[
τ]= [ X θ d[u](θ)
Here [r] stands for the equivalence class of r, and θ is an iϊ-orbit contained in Oχ θ Π (/ + f)-
-). The equivalence class [v\ is that of pushforwards of finite measures on f + ϊ)
± equivalent to Lebesgue measure. Note that in contrast with the usual spectral decomposition with base space G, the multiplicities are "spread out" within the iϊ-orbit picture. Besides being elegant, the formula (0.1) calls our attention to the possibility of a smooth decomposition of r over an H-orbit cross-section, wherein different realizations for the multiple "appearances" of each λ are allowed. The derivation (and application) of this kind of decomposition of r first appears in [5] , where G is nilpotent, but the approach and methods there differ greatly from those of the present work.
Here the smooth decomposition is just a consequence of an explicit Plancherel formula. The distribution-theoretic Plancherel formula (the Penney-Fujiwara Plancherel formula) which is analogous to (0.1) is
where ag is the canonical cyclic generalized vector for r, π# is a realization of λfl, and β θ is an (appropriately iϊ-covariant) generalized vector for π θ The choice of v depends on choices of various Haar measures. In the case that G is nilpotent, (0.2) was obtained by Pujiwara (in a different form) [9] , and derives from the fundamental work of Penney [19] . Groundbreaking work on extending results of [9] to other classes of homogeneous spaces has been done by Pujiwara and Yamagami [11] and Lipsman [16, 17, 18] . However, beyond the nilpotent case, the technical difficulties involved in (0.2) are considerable. One constructs the model π θ and the generalized vector β θ for generic θ by first choosing I 6 θ and a polarization b = b (I) at I (satisfying the Pukanzsky condition), then β θ is obtained by integrating / € (ΉπJ°° over H Π B\H with respect to a certain appropriate measure. At issue is convergence of the integral, as well as the fact that β$ must be appropriately ff-covariant. One must make "good" choices for / and b (/): examples show that not all choices will produce β θ with the required properties. What exactly are the generic 0, and whether good choices for b (/) actually exist are questions which are not settled in general. In any case, one would like to have a natural procedure for determining generic θ and making these choices, in the process describing (f + t) ± ) /H by a smooth orbital cross-section Σ, and the measure v as an explicit measure on Σ. In this paper we consider a special case in which the difficulties surrounding the construction of the ββ are nevertheless very much present. Our main task is to overcome these difficulties and obtain an explicit version of (0.2) by the procedure outlined above.
The class of homogeneous spaces H\G with which we are concerned is that for which G is the semi-direct product G = NH, where N is nilpotent and normal in G, and H is abelian and acts semi-simply on N with real eigenvalues. In the context of algebraic groups H is sometimes called a Levi component [13] (but we need not assume algebraic here). The orbital spectrum formula for the quasi-regular representation τ 0 on this class of homogeneous spaces was known before the more general results of [10, 14, 15] : in [13] the spectrum of τ 0 is computed using the Mackey machine, and it is shown that τ 0 has uniform multiplicity (either a power of 2, or -foo), which is in turn the number of H-orbits in a generic orbital intersection OχΠ^. Now since H is co-normal, Jΐ-orbits in / + ίj x are just translates of iϊ-orbits in I)- 1 , so that if τ f has finite multiplicity for some /, then it does for all /. If this holds we simply say that H\G is finite multiplicity, and we assume that this is the case for the present paper. Our first main result -one which was at first surprising to the present author -is that if H\G is finite multiplicity, then N must be two-step (in fact, a particular type of two-step group which includes the Heisenberg groups). It was already well-known that if H\G as above is symmetric, then the quasi-regular representation r 0 is multiplicity free and N must be abelian. In our context we deduce that each r f has uniform multiplicity 2 ω , where u -dim (cent (TV) ~ N) /2. The reduction to two-step nilpotent groups here parallels a similar reduction that occurs in the situation where N is as above, but H is compact (whence G is no longer necessarily solvable). The result there is that if (H,N) is a Gelfand pair, then N is two-step [1] .
A key to our method is a precise definition of what it means to be a generic element of / + f) 1 -by means of "jump sets" of indices, and this is the first instance known to this author where such techniques have been used to derive canonical structural information about the group itself. For generic / in / + f)
x the so-called Vergne polarizations b(l) vary rationally with / and have central intersection with I). On the other hand, we show that the set of generic ff-orbits admits a natural, smooth, algebraic crosssection Σ. Choosing I E Σ, and Vergne polarizations b(Z), we obtain our models π θ . The main result of Section 2 is that an appropriate integral formula for ββ converges absolutely for every π#-smooth vector; thus the natural, smoothly varying b (/) are in fact "good" polarization choices. In Section 3 we derive the Plancherel formula in terms of Σ. For this class of homogeneous spaces, the choices for Haar measures are natural and the resulting Plancherel measure on Σ is seen to be rational.
Thanks go to Professor Ronald Lipsman for many heplful conversations from which this work benefitted greatly. , λ in as follows: iχ = min{l <i<n:\iφ 0}, i 2 = min{l < i < n : λi is not a multiple of λ^}, i 3 = min{l < i < n : λj 0 spanfλj^λ^}} , and so on. We thus obtain a minimal spanning set {λ^, λ i2 ,... , X id } for the root system {λ l5 λ 2 ,... , λ n }. The minimality of our selection with respect to the ordering of the root system (as well as to cardinality) is crucial. Set Φ = {iι < i 2 Now that a (conveniently chosen) Jordan-Holder basis is in place, we can employ the "layering" construction of [7] . As is well-known, each I G g* determines a degenerate alternating bilinear form For any subset s of g, let $ ι denote the orthogonal complement of 5, and set r(i,5)=s / Πs = the "radical" of the restriction of B t to s. We also denote t (Z,g) by g (/). It is well-known that for each 1, is a subalgebra of g which is totally isotropic for f?/. Note that for any / G tv 1 , b(/ + /) = b(l). Also associated to / and to the above JordanHolder sequence for g, we have the index pair a (I) = (i (I) ,j (/)) (cf. [7] or [8] ). Here Let p : g* -> n* denote the restriction mapping. Obviously p\^± is one-toone, onto, and G-equi variant. In this way we can identify f)-1 -and n*. In a similar way we identify n-1 -and I)* (though in this case the identification is not G-equivariant).
For each index pair α, the corresponding "layer" in 0* is the set Ω α = {I : a (I) = a}. Each layer is a real algebraic subset of 0*, determined by the polynomials which depend only on p (I). We totally order the set of all nonempty layers as in [8, Prop. L . It is necessary that our notion of "generic" iϊ-orbits require that they be contained in ΩoΠ (/ + F)" Proo/. For / G Ωi, and for i k G Φ, we have A* G 0^-1 ~ 0i fc) from which it follows that i k G e(l). But by Lemma 1.1,
Set Ω = Ω o Π Ωi; the functionals in Ω will be the "generic" ones: given &ny / G I)*, the irreducible representations which correspond to G-orbits Gί, / G Ω Π (/ + f) x ), are sufficient to decompose r f . Containment in Ω o will insure that the subalgebras b (I) vary smoothly with Z, while containment in Ω x insures a nice cross-section for the if-orbits in Ω. The abelian group cent (G) Π H is a direct factor of G contained in ΐf, and thus will have no effect on the analysis of τ f . The point of the preceding lemma is therefore that for the remainder of this paper, we can assume that b (I) Π f) = (0) for every I G Ω. Now we introduce the finite multplicity assumption, and derive from it additional algebraic information about 0. In our context here we have H (/ +1) = f + HI , / <E f)*, Z <E n*, so that H\G is a finite multiplicity homogeneous space simply means that for each Z E Ω, dim(GZ) = 2 dim (HI). In the case of finite multiplicity, the above results mean the following. To derive more algebraic information about g, we use the pairing between elements of i° and j°, and between their corresponding basis elements, established in [7] . There the set j° is written as a (not necessarily increasing) sequence {jι,J2, rjd}-, and subalgebras b* (Z), 1 < fc < d, are defined, according to the following inductive scheme: for Z E Ω, set b 0 (0 = 0, define
(The sequence i° = Φ = {ii < ΐ 2 < ... < id} can be obtained within this scheme also by setting 
Similarly The function α/t (I) depends only on i| ni , and by Corollary 1.3 and Lemma
Then P is identically zero on Ω, hence on all of n*. Now if i 0 < i k , then 
e g ik -u and so by Lemma 1.5,
Secondly we show that if k E 7£, and j Φ i k or j Λ , then λ^ (A k ) -0. Note that if j G i°, or if j < i^., then we have λj (A k ) = 0 just by definition of A k . Suppose that j G j°, say j = j r , Zj = M^. We may assume that r G 7?-, and by Lemma 1. Next we show that [Zj, W k ] = 0 for k G TZ and j φ i k , j < n, and here we can assume that j & e and j > j k . Note that from the above we have 
, and now an argument exactly like that of Lemma 1.6 gives Z = 0.
Finally, for i 0 e,j 0 e, 1 < i,j < n, the above shows that both Z { and Zj belong to b (/) for every / G Ω. So / {\Z U Zj}) = 0 for every / G Ω and this implies \Z^ Zj] = 0. This completes the proof. D
Write 11 = {ri < r 2 < < r u } and
(here ~ denotes "set minus"). For the remainder of the paper we change notation for the basis elements of f): set A h = A rh , 1 < h < u, and write 
It is clear that for each I G Ω, n/ ker (/) Π cent (n) is Heisenberg, and
is an abelian ideal in g (and of course a polarization at p (I) = Z| n ). It follows that
where the a h (I) are defined as in Lemma 1.6. Each A k commutes with cent (n) and satisfies
It is immediate from the above that there is a single subset Γ which is a cross-section for all of the coset spaces B (I) \G.
For any I E Ω, the set Γ = {η{x,s) : (x,s) GfxK"} w a cross-section for B (I) \G. Remark 1.10. As mentioned in the introduction, our class of homogeneous spaces H\G has also been studied in [13] . There the irreducibles are constructed by means of the Mackey machine, and the spectrum of the quasi-regular representation r is described by "Mackey parameters". Let G be as in the hypothesis of Theorem 1.8, but without the assumption that H\G is finite multiplicity. Let σ G iV, and let H σ be the stabilizer in H of σ. One of the main ideas of [13] is to choose /En*, belonging to the coadjoint orbit corresponding to σ, such that H σ coincides with the stabilizer H (/) of / in H [13, Theorem 3.2]; such a linear functional is said to be aligned. Then the natural map a : H σ ->> Sp (n/n (/)) is considered. A result of this (though not explicitly stated there) is that H\G has uniform multiplicity 2
On the other hand, suppose that H\G is finite multiplicity, and set ϊ) 0 = span {A k : k 6 7£}, H o = exp (ϊj 0 ). Let / G Ω o C 5*, and let σ E N be the irreducible representation (equivalence class) corresponding to the iV-orbit of / = P (0 I* i s e &sily seen that n-fb (/) = n+n* = n+b 0 , and hence H o = ϋ^. As we said above, a natural choice for / E Ω o when using the Mackey machine is one for which / is aligned, and in this setting that means
Thus the aligned linear functional which are used in [13] are not in Ω. In the present work we shall construct the irreducibles as monomial representations by means of polarizations, and we shall use generic ίf-orbit parameters for the concrete Plancherel formula. For linear functional in generic iϊ-orbits we have f (Y k ) φ 0. Thus for Horbit parameters we use linear functionals in fϊ, while for Mackey parameters one uses linear functionals that are not in Ω.
There is a strong parallel between the present work and the theory of Gelfand pairs (H, N) where N is nilpotent and H acts on N by automorphisms, but now H is a compact Lie group [1, 2] . To begin with, in [1] it is shown that if (H, N) is a Gelfand pair, then N is two-step. Secondly, we can relate our situation to a result of Carcano [4] concerning Gelfand pairs. Let σ G N\ realizing σ in a Hubert space H σ , the Weil representation associated with σ is a representation ω σ of H σ acting in Ή σ that "extends" σ. It is well-known that in the setting of the present paper, ω σ is quasiequivalent to the regular representation of H σ and has uniform multiplicity, and that (1.1) holds if and only if ω σ has finite multiplicity, in which case that multiplicity is 2 U [13, Prop. 3.4] . Thus from the work of [13] and the present work, we can say the following, which parallels the above-mentioned result of Carcano. If ω σ has finite multiplicity for almost every σ G N (with respect to Plancherel measure), then H\G is finite multiplicity (and in this case both multiplicities are 2 U ). Conversely, if H\G is finite multiplicity, then from our structural results on N it is easily seen that for every σ G iV, the multiplicity of ω σ is 2 U \ where v! < u. We conclude this section with the observation that Theorem 1.8 provides a coordinate-free description of all nilpotent groups that can arise in the class of homogeneous spaces we are considering. For X G n let c (X) be the centralizer of X in n. If n is as in the Theorem 1.8, then dim (n/c (X)) < 1, for every X G n. On the other hand if n is a nilpotent Lie algebra such that dim(n/c(X)) < 1, for every X G n, then n is two-step (or abelian) and there are elements X ly X 2 ,... , X^Yi,!^ ,Yu i n n that satisfy conditions (i), (ii), (iii) of the theorem. If n does have this form, it is clear that there is H as in the theorem such that H\NH is finite multiplicity. Hence we have the following. (ii) For every X G n,dim(n/c(X)) < 1.
We remark that the above class of two-step nilpotent groups is very different from the class of nilpotent groups known as Heisenberg-type (or H-type) groups [12] (that occur naturally in the study of Gelfands pairs.) A twostep nilpotent Lie algebra is H-type if dim (n/c (X)) = dim (cent (n)) holds for every X 0 cent (n). Hence if n is H-type and satisfies (ii) above then n is a Heisenberg Lie algebra. There seems to be no simple description of the class of two-step N that can arise in a Gelfand pair (ΐf, N).
Smooth vectors and generalized vectors.
Given a subalgebra ϊ of g, let dk be a right Haar measure on K -exp (£). Let Ajζ be the modular function of K (the derivative of right Haar measure with respect to a left Haar measure). In particular, one can take A G (g) = Yli<i<n ^i (g)> For exponential solvable groups G, it is well know that there is a positive character q on G such that q (k) = A κ (k) / AQ {k), k £ if, and that the space K\G carries a relatively invariant measure dj with modulus qr 1 , that is, a measure dη which satisfies
( Ί ) [

K\G JK\G
for compactly-supported / on K\G. We want to make natural choices of dk^dj for K = B (/), but before addressing that issue, we make some more general comments. [20] . Fix / E Ω, and let B = B (I) = exp (b (/)). We have seen that B = PW, where P -exp (p) is the polarization in n at p (Z), and P7 = exp (tυ (I)) is an abelian group of dimension u. A basis for p is {Z 3 , : 1 < j < n, j' ^ j 0 } and for rt) (/) is {Ak -a,k (I) Xk ' 1 < k < u}. Letting dp and dw be the Lebesgue measures on P and VΓ resp. obtained from these coordinates, a natural choice for right Haar measure on B is just db = dpdw. Recall that we have the index set TZ = {1 < k < d : j k < n}. Define a positive character qβ,G on Gby x, s) ). Ifg E P, then normality of P gives that T g = Id.
Let t be any real number; we compute T g in the cases (a) g = exp (tB h ) for some /ι, 1 < h < v, (b) g = exp(ίX fc ), for some fc, 1 < k < u, and (c)
foτl<k<u.
(a) Here we have
(z, 5) p = exp (xiXx)... exp (a J J x x exp (si^x)... exp ([ί + s h ] B h )... exp (^J5 V )
hence T g (x,s) = (x,sχ,... ,ί+ 5 Λ) ... jS^).
(b) In this case
(ar, s) g = exp (xiXi)... exp ([e a t + x k ] X k )-> exp {x u X u ) x x exp (sxiJx)... exp {s u B v )
where α = Σ r λjA, (-Br), soT p (a;,s) = (x u x 2 ,... ,e a t + x k ,... ,x u ,s).
(c) Here g = x (t) exp (ίAfc) and exp (tA k ) = gy (t) where x(t)=exp{a k (l){e-t -l)X k ) and y(t)=exp{a k (l)(e t -l)X k ).
We have To finish the proof one need only check that in each case,
QB,G (7 (T g (x, s))) J g (x, s) = q ByG (g),
where J g (x, s) is the Jacobian determinant of T p (x, s). We leave this to the reader. We want to construct an appropriately covariant generalized vector for π h that is, an element of (ΉΓ 00 ) 9 
Z G U(fl c ). We can compute π(Z) as an operator on <£>(#) (in the Gcoordinates (rr,s) ) or as an operator on H (in the iϊ-coordinates (£, s)).
In the latter coordinates the algebra π (U (fl c )) is more easily described and provides us with more useful information about Hf°. First we set some notation that will be convenient. For J C {1,2,... , n}, set Λy (£, 5) = Yljςj Aj (£, 5). Recall we have written TZ ~{r 1 < r 2 < < r u }\ set ^ (ί 5 5) = Aj r (^, 5), 1 < A; < u, and for ϋΓ C {1,2,... , n}, set qx (t, s) = UkeK Qk (*, 5) (so that for iί = {1,2,... , u} , g# = ς^G). Denote by C o (fί) the space of continuous functions on H that vanish at infinity. We recall (a weak form of) a standard regularity result that if / and its partial derivatives of all orders belong to L 
Φ (t, s) = q^Q (t, s) Aj (0, s) Aj, (t, s) q κ (t, s) D κ f(t, s) G C o (H), and there is W G U (g c ) and a constant M 7 depending only on J, J 1 , and K, such that
Proof. We begin by computing π (Z) as an operator on if, for certain Z e g. First, consider a basis element Zj which belongs to the center of n. We have Zj G p and by Proposition 1.7, Xj (A k ) = 0,1 < k < u, so one finds that π (Zj) -iAj (t,s) = iλj (0,s) Now in a similar manner as before we find that But it is easily seen that J E q κ (r, s)" 1 dr < 1 on U (P), and this proves the lemma. D Proof of Theorem 2.2. Let S = {1 < j < n : Λ^t, s) ^ 1 for some (t, For each j G 5, let ε^ be a choice of sign, ε 3 = ±1. Set £4 = {(ί, s) eH : log Aj (ί, 5) ε, > 0, for every j G 5} .
q% (t, s) Aj (0, s) Aj, (t, s) q κ (t, s) Df {t, s)
(Of course some of the U ε may be empty). H is the disjoint union of the sets U e , and for each ε, set P = |l < A; < ix: ε irfc = +l| so that U ε C.U (P).
Fix £/ e 7^ 0; we need to show that fq l β%q^G ιs integrable on U ε . We begin by noting that from Lemma 1.5 and Proposition 1.7, we have q^G (^5) We partition P: let Q = {A; G P : log (A <r J > 0 on C7 ε } = {fc G P : t* > 0 on U ε ) and let Q = P ~ Q. Applying Lemma 2.4 with K = P, J = I + , and ; -{*r fc : A: G Q}, we have that Π is bounded on U ε . We claim that the function
is integrable on U ε . If this is so then
is integrable on U ε and we are done. To prove the claim, we partition Q: set Q+ = {keQ:
. Note that / ~ j° consists of indices j for which Z 7 G cent (n). Next we describe the set U ε : define Now that we have generalized vectors β x G (Ή t °°) VHG ,/ G Ω, the results of [16] show that we have a Plancherel formula. Here we shall derive it by simple Fourier inversion. To do so we must choose some / in each Horbit, and we want to do this in a smooth natural way. Hence the first task is to compute a nice cross-section for iϊ-orbits in Ω Π (/ + ϊ) ± ). In our scenario here, since H (f +1) = f + HI and H acts only by "dilations", a cross-section is easy to find. Specifically, given / G f) 
= Σ
Before deriving the Plancherel formula we may as well compute multiplicities, which amounts to just counting the number of iϊ-orbits in each G-orbit intersection with ίiπfj + f) 1 ). Fix l 0 = ΣCΛQ + Σ^rK* + Σ/**-** Ξ Σ ε , and let Z = / + Z o . Set /(^4fc) = ^,1 < fc < tx. An ordered "coexponential" basis for g modg(l) is {Z ei , Z e2 ,... , Z e2d } (where we have written e = {ei < e 2 < ... < e 2< j) and consists of the V r % the X^'s, and the Bh's. Using the methods of [7, 8] , we find that the G-orbit of / is the set of all /' of the form where W Sh runs through (0, +oo), 1 < h < v, x k and y* run through K, 1 < k < u, and z h runs through E, 1 < h < v. 
If V belongs to this intersection, we must put each w Sh = 1,1 < h < ιs y and so every coordinate of /' is fixed except the X k and Y k coordinates, where we are
Hence the intersection GlΓ)(f + t)
± )Γ\(f + Σ) consists of 2 U elements corresponding to the possible choices of signs for ε ri (/'), ε Γ2 (Γ), ... ,ε Γu (/'), and we have proved the following. We turn now to the Plancherel formula and the intertwining operator. Let / G I)*, T -Tf the representation induces by %/, and let a r be the canonical cyclic generalized vector for r, that is, α r (φ) = φ(e),φ G W™. Then for any test function ω G 2? (G), r (ω) α r belongs to %£°, in fact to C c°° (G, H,χ f ), and is given by the formula (cf. [16] )
JH
One also has
Let I e f + \) ± , and let TΓJ and /?/ be as in Section 2. Then π t (ω) βι G Ή, 00 is given by π, (α;) A (<?) = / ωjfi/ (bg) Xι 
so that // (ω HJ ) = (π z (α;) A, A) when / G / + I)" 
Examples.
We provide two examples. The first will be the basic split oscillator group, wherein most of the essential difficulties of the subject are already exhibited.
In the second example we let R act semi-simply on the split oscillator so as to be non-trivial on the center, in order to show the differences created by a non-trivial action of H on the center of the nilradical. By the results of Section 1, in some sense the general case just amounts to taking higher dimensional analogues of these examples (or of the ax + b group), where the commutator [n, n] is allowed to be arbitrarily large, and where the portion of H acting non-trivially on cent (n) can act on n in a fairly arbitrary manner.
In an attempt to make the techniques of Section 2 more transparent, we have related results of that section to computations in these examples. In particular / (t) e*/ 2 = φ x (t) e~ι is absolutely integrable over 0 < t < +cx>. Let φ 2 (t) = e"*/ 2 /' (t) = g B)G (t) π (X) /' (ί); then all derivatives of ^2 are square integrable on H so φ 2 G C o (ίί) and Halloo < M 2 ||π (W) f\\ Uι (this is Lemma 2.3, part (b)). Hence as t -> -00,/' ->> 0 faster than e ί//2 , and we apply the fundamental theorem of calculus to see that / is bounded on -00 < t < 0, and that sup{|/(t)| : -00 < t < 0} < 2M 2 The Jordan-Holder sequence is the obvoius extension of that which was chosen above for g 4 , the set Ω of generic linear functionals is the same as before, and for / G Ω, the polarization b (/) is the same as before, but now qB,G{s,t) = e*" 5 . G is no longer unimodular: Δ^ (2,y,x,t,s) = QH,G {Z, y> x, *? s)~ = For each of the above four subsets U of H, we write f(s,t)e s e^~s^2 as a product of a function φ for which one of the above estimates (i), (ii) or (iii) holds, and a function Φ which is absolutely integrable over U. 
U (++) :φ{s,t)=f
Concluding Remark.
Suppose that G is any connected, simply connected nilpotent Lie group, H a closed connected subgroup, and r an associated finite multiplicity monomial representation. Given choices of appropriate basis for Q and fj, there is a unique construction of a flat cross-section Σ for generic if-orbits in \) L . Attaching the Vergne polarizations to each / € Σ one has a natural, explicit algorithm for deriving Pujiwara's Plancherel fromula, and hence for constructing an explicit, smooth decomposition of r over Σ, as described in the intriduction. Can one give an explicit description of the Plancherel measure on Σ? One could even hope that this decomposition diagonalizes the differential operators on H\G that commute with r, in the manner of [5] . Of course one could also entertain such questions for G completely solvable, once the technical difficulties surrounding the construction of the generalized vectors β t are overcome. 
