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Abstract
Diffusion behavior of Brownian particles in confined spaces was studied for the displacements
notably shorter than the confinement size. The confinements, resembling structure of porous solids,
were modeled using a spatially-varying potential field with an infinitely large potential representing
the solid part and zero potential in the void space. Between them, a smooth transient mimicking
the interaction potential of the tracer molecules with the pore walls was applied. The respective
Smoluchowski equation describing diffusion of tracer particles in the thus created force field was
solved under certain approximations allowing for a general analytical solution. The time-depended
diffusion coefficient obtained was found to agree with that obtained earlier using the Fick’s diffusion
equation, but with a different numerical constant. Numerical solution of the Smoluchowski equation
with selected interaction potentials was used to clarify the origin of this discrepancy. The conditions
under which the solutions obtained within these two approaches converge were established.
PACS numbers:
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INTRODUCTION
Diffusion, or Brownian motion of small matter constitutes, is an ubiquitous phenomenon
in nature and often plays a key role in various practical applications. Under equilibrium
conditions and in spatially-homogeneous and isotropic systems, the Green’s function, i.e.
the probability density that a particle displaces by a vector r within a time interval t,
is a well-known Gaussian function [1]. As a consequence, the mean square displacements
(MSD) 〈r2(t)〉 are found to grow linearly with the observation time. This regime is often
referred to in the literature as normal diffusion. In many cases, however, diffusion takes
place in inhomogeneous media, with the most prominent examples being water transport
in biological cells or fluid transport in porous solids. Under these conditions, some part of
the space becomes inaccessible for the diffusing species, causing the process of diffusion to
deviate from the normal patterns on the length scale comparable to a characteristic size ξ
of the structural inhomogeneities. Concerning porous solids, ξ may be regarded to be of the
order of an average pore size. Quite generally, over these particular length and corresponding
to it time scales MSD grow more slowly than in the case of normal diffusion, i.e. 〈r2(t)〉 ∝ tk
with 0 < k < 1 (k may also be a function of time). This regime is commonly referred to as
sub- or anomalous diffusion. For permeable media, with the porosities above the percolation
threshold, the normal diffusion behavior is recovered for displacements notably exceeding ξ
[2, 3]. The time-dependent MSD contains thus essential information about the pore space,
rendering their measurement a powerful tool of structural analysis. The developments of
theoretical models allowing for the extraction of structural information encoded in MSDs
become thus an important task [4, 5]. Better understanding of the structure-dynamics
relationships may further serve as a basis for predicting molecular transport in practical
applications involving porous solids, including oil recovery, water infiltration, and cellular
transport [6].
A major impact on the establishment of the structure-dynamics relationships for fluids
in different classes of porous solids has been provided by the diffusion measurements using
nuclear magnetic resonance (NMR). The pulsed field gradient technique of this method
(PFG NMR) supplies the most direct way to non-perturbatively and non-invasively trace
MSDs [7–9]. It is essentially based on encoding and subsequent decoding of the nuclear
spin positions via their precessional frequencies coming forth in a magnetic field. For this
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purpose, short pulses of the magnetic field gradients are typically used. The two encoding
and decoding pulses are separated by a well-defined time interval t (also referred to as
diffusion or observation time) during which the molecules diffuse. In PFG NMR, the time
t can be varied in a wide range from about one to several thousands of milliseconds. This
allows to cover the most interesting length scale from tens to thousands of nanometers,
which overlaps with the characteristic length scales typical for variety of industrially- and
biologically-relevant heterogeneous media.
The signal intensity S measured using PFG NMR turns out to be a spatial Fourier
transform of the Green’s function. Thus, if the molecules during the time interval t perform
purely stochastic, translational motion, S has a simple, exponential form
S = S0 exp
{
−1
2
q2〈r2(t)〉
}
, (1)
where q is the wave number defined by the experimentally-controlled parameters and
S0 is the signal intensity obtained without applying the magnetic field gradients (q = 0).
Alternatively, Eq. (1) may also be considered as a first term in the expansion if the Green’s
function deviates from the Gaussian shape [9].
It is more convenient to define the effective diffusion coefficient De via the Einstein
equation,
De(t) = 〈r2(t)〉/6t, (2)
instead of using the experimentally measured quantity 〈r2(t)〉. For the molecular dis-
placements
√〈r2(t)〉 << ξ, De coincides with the bulk self-diffusivity D0 of the fluid under
study. In porous materials, however, De is found to decrease with increasing time for the dif-
fusion times t ∼ ξ2/D0. As mentioned earlier, the time dependence results as a consequence
of the reflecting boundary conditions for the molecular fluxes at the pore walls. Hence,
one may expect De to scale as a function of the surface area. In the context of the PFG
NMR diffusion measurements for fluids confined in porous solids, a notable progress in un-
derstanding of the relationships between the structural parameters of porous media and the
time-dependent diffusivities was put forward in Refs. [10–12]. In particular, by considering
the classical Fick’s diffusion equation in a space with the dimension d and with the boundary
condition posing zero gradient of the Green’s function at the pore walls it was shown that,
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for sufficiently short diffusion times, De is indeed determined by the surface-to-pore volume
ratio S/Vp of the pore space [10]:
De(t) = D0
(
1− 4
3d
S
Vp
√
D0t
π
+O(D0t)
)
. (3)
This result has further been confirmed in a number of the subsequent theoretical works
(see, e.g., [5, 13]). Eq. (3) has provided a convenient route for determining S/Vp for porous
materials with different geometries of their pore spaces by measuring the time-dependent
diffusivity using PFG NMR [14–21]. In turn, these measurements could serve for validation
of the theoretical predictions. However, the data obtained experimentally using PFG NMR
can be affected by the surface relaxivities, which act as a sink for the nuclear magnetization.
Hence the boundary conditions become altered precluding straightforward data analysis.
While Eq. 3 was obtained by solving the diffusion equation with the specific boundary
conditions imposed at the pore walls, an alternative to it approach can be based on the
analysis on the Smoluchowski diffusion equation [22]. The difference between these two ap-
proaches may be traced back to the corresponding Langevin equations. If the Fick’s equation
is obtained by considering only the stochastic noise term in the Langevin equation, the latter
for the Smoluchowski equation contains an additional external force field f(r). The porous
solids can be modeled as composed of two sub-spaces with zero and infinitely large potentials
U(r) with a smooth transition between them described by a certain interaction potential
between the particles and the pore wall. Close to the pore walls the particles experience a
potential change, i.e. they are subject to a force f(r) = −∂U(r)/∂r. Exactly this force field,
which appears in the Smoluchowski equation, replaces effectively the boundary conditions
in the classical diffusion equation approach.
Describing diffusive dynamics of confined fluids by using the Smoluchowski diffusion
equation may be beneficial under conditions of either very tight confinements, such as for
fluids in nanoscale pores of a few nanometers diameter [23], or of spatially-extended confining
potentials, such as for particles trapped in optical traps [24]. In the context of the time-
dependent diffusivities as obtained using PFG NMR, this approach has been partly addressed
in the literature and its potentials have been highlighted [25–28]. In this work, we focused
specifically on the short-time diffusion behavior, as exemplified by Eq. (3) resulting from the
Fick’s diffusion equation. Because with the Smoluchowski diffusion equation the interaction
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of molecules with the solid can be described on a more fundamental level, the main goal
of this work was to analyze the short-time diffusion behavior within this approach. In
particular, we aimed at establishing the conditions under which Eq. (3) can also be obtained
in this way and to compare the approximations needed to be done within the two routes.
THEORETICAL ANALYSIS
In this work, the impact of the solid on the confined molecules was described by means
of an effective potential U(r). Within the solid, which is impermeable for the Brownian
particles, U(r) → ∞, while in the pore space U(r) → 0. At the pore walls, the potential
falls to zero within a surface layer of the thickness a0, which can be of the order of a few
molecular sizes. The transition is considered to be smooth. In addition, only stationary
fields U(r) are considered. This implies that the particle mass is considered to be negligibly
small as compared to the mass of the solid, thus the motion of the latter can be ignored.
The probability density W (r; t) for the molecular displacements, namely the Green’s
function, satisfies the Smoluchowski equation
∂
∂t
W (r; t) = D0
∂
∂r
[
∂
∂r
− 1
kT
f(r)
]
W (r; t), (4)
where D0 is the diffusivity in free fluid, f = −∂U(r)/∂r is the force induced by the
interaction potential near the pore walls, k is the Boltzmann constant, and T is temperature.
Because the differential operator on the right hand side of Eq. (4) is not self-adjoint, the
mathematical treatment becomes increasingly complex. To simplify the problem, a new
function Ψ(r, t), which is related to W (r, t) as
Ψ(r, t) = W (r, t) exp
{
U(r)
2kT
}
, (5)
can be introduced. With Eq. (5), the Smoluchowski equation Eq. (4) becomes
∂
∂τ
Ψ(r; t) = ∆Ψ(r; t) (6)
+1
2
[
∆U˜(r)− 1
2
(∇U˜(r))2
]
Ψ(r; t), (7)
where τ = D0t and U˜(r) = U(r)/kT .
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If the Green’s function is known, MSDs can readily be obtained:
〈r2(t)〉 = 1
Z
∫ ∫
d3r1d
3r0(r1 − r0)2W (r1, r0; t)
× exp
{
−U(r0)
kT
}
,
(8)
where the statistical integral Z is given by
Z =
∫
d3r exp {−U(r)/kT} . (9)
The integration on the right hand side of Eq. (9) yields a straightforward result Z = Vp.
The Boltzmann factor in the integral on the right hand side of Eq. (8) takes into account
the equilibrium distribution of the particles at t = 0. The effective diffusivity De is related
to the MSDs via Eq. (2).
It has earlier been shown that Eq. (4) can be solved exactly to yield the effective diffusivity
De [26, 27]:
De(t) = D0
[
1− D0
3t(kT )2
∫ t
0
∫ t1
0
dt1dt2〈f(t2)f(0)〉
]
, (10)
where the force-force autocorrelation function 〈f(t)f(0)〉 is defined as
〈f(t)f(0)〉 = 1
Z
∫ ∫
d3r1d
3r0W (r1, r0; t)
× exp
{
−U(r0)
kT
}
∂
∂r1
U(r1)
∂
∂r0
U(r0).
(11)
It is interesting to emphasize here that, according to Eq. (10), the initial rate of change
of the diffusivity De is determined by only the molecules which initially were located within
the layer of the thickness a0 close to the pore walls. Otherwise, f(0) = 0 and the integral
in Eq. (10) is zero as well for all times. Thus, because at initial times these particles are
found to be under a continuous action of the force induced by the interaction potential,
one may anticipate that the rate dDe/dt may deviate from the predictions of the classical
diffusion equations, where there are no net forces. On the other hand, the time-dependence
is determined not only by the force acting at initial times, but also by the statistics of the
surface re-visits. In particular, by assuming that the forces act only instantaneously during
the reflection instances (elastic collisions) and by assuming that the re-visits statistics is
described by the Green’s function for a half-space, Eq. (3) has been shown to follow from
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Eq. (11) [28]. Whether this finding is also applicable for arbitrary potential fields will be in
the focus of the subsequent analysis.
By substituting W (r1, r0; t) in Eq. (11) with
W (r1, r0; t) = exp
{
−U(r1)
2kT
}
Ψ(r1, r0; t), (12)
one finds
〈f(t)f(0)〉 =(2kT )
2
Z
∫ ∫
d3r1d
3r0
∂
∂r1
exp
{
−U(r1)
2kT
}
×Ψ(r1, r0; t) ∂
∂r0
exp
{
−U(r0)
2kT
}
.
(13)
Notably, Ψ(r1, r0; t) satisfies Eq. (7). The formal solution of Eq. (7) is
Ψ(r1, r0; t) = exp
{
τLˆ1
}
Ψ(r1, r0; 0), (14)
where the Liouville operator Lˆ1 is given by
Lˆ1 = ∆1 +
1
2
[
∆1U˜(r1)− 1
2
(∇1U˜(r1))2
]
. (15)
The subscript ’1’ in Eq. (15) implies that the differentiation is performed over the final
position coordinates r1. By noting that W (r1, r0; 0) = δ(r1 − r0), where δ(x) is the Dirac
delta function, Eq. (13) becomes
〈f(t)f(0)〉 = (2kT )
2
Z
∫ ∫
d3r1d
3r0
(
∂
∂r1
e−
U(r1)
2kT
∂
∂r0
e−
U(r0)
2kT
)
exp
{
τLˆ1
}
δ(r1 − r0). (16)
The major difficulty in evaluating Eq. (16) is imposed by the necessity to calculate the
function
W˜ (r1, r0; t) ≡ exp
{
τLˆ1
}
= exp
{
D0t
(
∆1 +
1
2kT
[
∆1U(r1)− 1
2kT
(∇1U(r1))2
])}
, (17)
which cannot be performed for the general case. Let us, therefore, consider an approx-
imation in which the terms containing the potential energy in the operator Lˆ1 given by
Eq. (15) are neglected. Thus, we assume that Lˆ1 = ∆1.
Under this condition, W˜ (r1, r0; t) results as the Green’s function for free diffusion, i.e.
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W˜ (r1, r0; t) = exp {τ∆1}
=
(
1
4πD0t
)
3/2
exp
{
−(r1 − r0)
2
4D0t
}
.
(18)
The approximation considered turns out to be reasonable only for sufficiently large pores
sizes R >> a0 (here by R we denote an average pore size) and for the observation times t
satisfying
τR =
R2
D0
>> t >>
a2
0
D0
= τ0. (19)
In Eq. (19), τ0 is the characteristic time to diffuse through the surface layer with the non-
zero potential and τR is the characteristic time to diffuse over the distances comparable to the
pore size R. Note that the behavior of 〈f(t)f(0)〉 is determined by only the particles which
are found within the surface layer of thickness a0 near the pore walls at t = 0 (anywhere
except this layer f(0) = 0). Thus, the condition given by Eq.19 ensures, on one hand, that
the statistics of the particle trajectories between two successive encounters of the surface
layers is described by Eq. (18). On the other hand, it assures that the surface orientation at
these points, where the particle encounters the surface layer, does not change appreciably.
With Eq. (18), the force-force autocorrelation function simplifies to
〈f(t)f(0)〉 = (2kT )
2
Z
(
1
4πD0t
)3/2 ∫ ∫
d3r1d
3r0
(
∂
∂r1
e−
U(r1)
2kT
∂
∂r0
e−
U(r0)
2kT
)
× exp
{
−(r1 − r0)
2
4D0t
}
.
(20)
Let us fix r0 and introduce a local coordinate system with the z(r0)-axis being perpendic-
ular and with the x(r0)- and y(r0)-axes being parallel to the closest pore wall, respectively.
We may further assume that the potential U(r) varies only along z(r0), but not along x(r0)
and y(r0). For the condition given by Eq. (19), Eq. (20) can now be integrated over the
coordinates of the final position vector r1 which are parallel to x(r0) and y(r0):
〈f(t)f(0)〉 = (2kT )
2
Z
(
1
4πD0t
)1/2 ∫ ∫ ∫ ∫
dz˜1dz˜0dx˜0dy˜0
(
∂
∂z˜1
e−
U(z˜1)
2kT
∂
∂z˜0
e−
U(r0)
2kT
)
× exp
{
−(z˜1 − z˜0)
2
4D0t
}
.
(21)
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Note that, under the condition set by Eq. (19), the newly introduced curvilinear coordi-
nate system {x˜i(r0), y˜i(r0), z˜i(r0)} is a function of only the initial position vector r0, but not
of r1. Indeed, as it has been pointed out earlier, the global surface curvature in the short
time approximation is neglected.
The scalar product in the brackets in the integral on the right side hand of Eq. (21)
is non-zero only in the vicinity of the pore walls, i.e. for |z˜i(r0)| < a0 where ∂U(r)/∂r is
non-zero. Hence, due to D0t >> a
2
0
, the exponential term in the integral is
exp
{
−(z˜1 − z˜0)
2
4D0t
}
≈ 1. (22)
This allows to integrate Eq. (21) over z˜i, which results in
∫
dz˜i
∂
∂z˜i
e−
U(z˜i)
2kT = 1. (23)
Integration over x˜i(r0) and y˜i(r0) yields the total surface area S of the pore walls,
∫
dx˜0(r0)dy˜0(r0) = S. (24)
With Eqs. (9), (23), and (24), 〈f(t)f(0)〉 can now be readily obtained:
〈f(t)f(0)〉 = (kT )2 S
Vp
2√
πD0t
. (25)
Finally, by substituting Eq. (25) into Eq. (10), the short-time effective diffusivity De is
found to be
De(t) = D0
(
1− 8
9
S
Vp
√
D0t
π
)
. (26)
Although the functional form of this expression is compliant with that given by Eq. (3)
obtained earlier using the Fick’s diffusion equation, they differ by a numerical constant in
the term containing
√
D0t. In order to enlighten the origin of this discrepancy, i.e. to
elucidate whether this is caused by the particular approximations used or does represent the
fundamental difference between the two approaches, we solved numerically both the Fick’s
and Smoluchowski equations with the appropriate boundary conditions. The respective
results are presented in the next section.
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FIG. 1: The Green’s functions obtained by numerical solution of the (a) Fick’s and (b) Smolu-
chowski diffusion equation with the reflective boundary conditions at the planes located at z = ±1.
The initial density distribution was δ(z − z0) with z0 = 0. The time instances for which the
solutions are shown are indicated in the inset. The black solid line in (b) shows the interaction
potential used for the calculations.
NUMERICAL ANALYSIS
The numerical analysis was performed for the slit-like geometry of the pore space, i.e.
diffusion occurring between two infinite planes was considered. This reduced the problem to
only one spatial dimension without loss of generality. To solve the Fick’s equation, reflective
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FIG. 2: The same as in Fig. 1, but for z0 = −0.7.
Neumann boundary conditions at the pore walls were applied. The Smoluchowski diffusion
equation was numerically solved using several interaction potentials, which all have shown
similar behavior. For the sake of conciseness, only the results obtained with the Lennard-
Jones potential,
U(x) = 4ǫ
[
σ12
(1 + σ + z)12
− σ
6
(1 + σ + z)6
]
+ 4ǫ
[
σ12
(1 + σ − z)12 −
σ6
(1 + σ − z)6
]
,
(27)
are shown. The parameters used for the Lennard-Jones potential were ǫ = 1/4 and
11
0,0 2,0x10-7 4,0x10-7 6,0x10-7 8,0x10-7 1,0x10-6
-241
-240
-239
-238
-237
-236
-235
-234
-233
 numerical solution
 analytical solution for t 0
Time, t
 d
D
in
st
/d
t
FIG. 3: Time derivative of the instantaneous diffusion coefficient Dinst obtained by numerically
solving the Smoluchowski diffusion equation with the interaction potential given by Eq. 27. The
horizontal line shows the theoretical prediction obtained with Eq. 29.
σ = 1/10.
The initial conditions corresponded to the unit densities in the form of the δ-functions
located at certain positions in the pore space. To obtain the solution, a variable-grid implicit
finite difference method was used. Some typical resulting solutions, namely the propagators,
are shown in Figs. 1 and 2. With these propagators, MSDs were obtained as the Boltzmann-
weighted averages over all initial positions.
In order to validate the convergence of the numerical solutions, the limiting cases for
which analytical solutions are known were used. We have considered, in particular, zero-
time limit of the time derivative of the instantaneous diffusion coefficients Dinst defined
as
Dinst =
1
2
d〈z2(t)〉
dt
. (28)
The time derivative of Dinst is just proportional to the dispersion of the external force
[26]. This can be rationalized by recalling the definition of the force-force autocorrelation
function, Eq. (11). For the one-dimensional case it is found to be
12
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FIG. 4: Normalized diffusivity resulting as the numerical solutions of the Fick’s (open circles) and
Smoluchowski (filled circles) diffusion equations as a function of the parameter τ . The solid and
broken lines are the predictions of Eqs. 3 and 26, respectively.
dDinst(t)
dt
|t=0 = − D0
(kT )2
〈f 2(z)〉. (29)
The dispersion 〈f 2(z)〉 is readily obtained with Eq. 27 and can be calculated with known
σ and ǫ. As demonstrated by Fig. 3, the results obtained by the numerical solutions of the
Smoluchowski equation and by direct calculation for the potential field given by Eq. 27 are
found to be in excellent agreement, validating thus the accuracy of the numerical solutions.
Finally, the diffusivities obtained for the short diffusion times using the data of Figs. 1
and 2 are shown in Fig. 4 as a function of the dimensionless parameter τ = (S/V )
√
D0t/π,
determining the functional form of Eqs. 3 and 26. Note that, for the one-dimensional
case S/V = 2/L, where L is the separation between the confining planes. In the case of
the confining potential (given, e.g., by Eq. 27) L2 is the dispersion of the mean square
displacements for t → ∞ and can be calculated exactly. As the main conclusion, the
numerical analysis performed shows that the diffusivities obtained within both approaches
are identical and both are described by Eq. 3. This reveals that the analytical result for the
short-time behavior given by Eq. 26 contains incorrect numerical constant resulting from
the approximations used upon the derivations.
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DISCUSSION
The short-time diffusion behavior, as given by Eq. (3), was derived by Mitra et al. by
solving the Fick’s diffusion equation [10]. The existence of the impermeable pore walls
was accounted for by considering reflective boundary conditions at the pore walls, i.e.
∂W (r; t)/∂rn=0. In contrast, this work treats the confinements on a more fundamental
level by introducing an interaction forces between the particles and solid. Under this con-
dition, namely in the presence of an external, spatially-varying force field, the problem is
described by the Smoluchowski diffusion equation [1]. The penalty for using this way of
modeling the confinements is the complexity of the Smoluchowski equation, which cannot
be solved generally for an arbitrary potential field. Hence, the analysis shall be based on
certain approximations.
As such an approximation, we derived the short-time diffusion behavior by neglecting all
potential-dependent terms in the Liouville operator given by Eq. (15). The result obtained
in this way may be considered as a rigorous upper-bond solution for the numerical constant
in the term containing
√
D0t in Eq. (26). This can be shown by taking into account the
terms in the operator Lˆ1 given by Eq. (15), which were neglected upon the derivation of
Eq. (26). It is easy to see that the integral
∫ √D0t
−
√
D0t
dz˜1
(
∂2U(z1)
∂z2
1
− 1
2kT
(
∂U(z1)
∂z1
)2)
≈ − 1
2kT
∫ √D0t
−
√
D0t
dz˜1
(
∂U(z1)
∂z1
)2
≤ 0 (30)
is always negative. This means that the amplitude of the Green’s function, as given
by Eq. (17), decreases with increasing time faster as compared to the truncated Green’s
function given by Eq. (18). The faster the Green’s function attenuates, the higher is the
effective diffusivity. The latter implies a lower numerical constant in Eq. (26).
It is interesting to note that the difference between the numerical pre-factors in Eqs. 3 and
26 is exactly the factor 2. An analogous difference has already been noted in similar contexts
[29–32]. In particular, it resulted (i) when the effect of the sharp, adsorbing boundaries on
diffusion was modeled by the method of images [32] or (ii) when a statistical mechanics
derivation of a hydrodynamic boundary condition for the diffusion equation was obtained
[31]. In the latter case, the omission of the higher-order density projections terms also
led to a two-fold underestimate of a respective coefficient [30]. In a similar manner, the
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truncation of the Liouville operator in our case left it with only the term resulting in the
propagator for free diffusion, Eq. (18). Under this approximation, the inward net flux
due to the confining potential turns out to be as twice as large than that obtained with the
impermeable boundaries. Thus, one may expect that accounting for the two neglected terms
in the square brackets of Eq. 15 should diminish the flux correspondingly and to result in
Eq. (3).
In this respect, it is instructive to see under which conditions Eq. (3) can be obtained
from the Smoluchowski equation. This can be done phenomenologically. Because we are
concerned with the time intervals satisfying Eq. (19), the Brownian particles can displace
by the distances
√
D0t much smaller than the typical curvature R of the pore walls (near-
field approximation). Hence, diffusion parallel to the pore walls remains unaltered by the
presence of the solid matrix and is described by the Green’s function for free diffusion. In
this case, the integration over the x˜1(r0) and y˜1(r0) in Eq. (20) can be performed. On the
other hand, the times considered are much longer than the typical times τ0 ≈ a20/D0, which
the particles spend within the surface layers where they interact with the pore walls. This
means that, during these time intervals, thermodynamic equilibrium is established. With
this assumption, the functional form of the Green’s function in the direction collinear with
z˜1(r0) can reasonably be approached by the Green’s function obtained for free diffusion in
a half-space convoluted with the equilibrium Boltzmann distribution, i.e.
Wz(z1; t) =
2√
4πD0t
exp
{
− z
2
1
4D0t
}
× exp
{
−U(z1)
kT
}
.
(31)
With Eqs. (31) and (11), Eq. (3) is readily obtained.
The condition expressed by Eq. (19) is, thus, an important prerequisite for the estab-
lishment of the short-time diffusion regime described by Eq. (3). In the opposite case, i.e.
with the displacements being shorter than or of the order of a0, the simple ansatz given
by Eq. (31) is not validated. In this case, notably different functional forms for De may
be expected. Indeed, the flux reflected due to the confining potential determines the rate
of change of De. Under continuous action of the external force, the net flux will not scale
anymore with
√
D0t, which is the property of the purely diffusive dynamics, but will be
determined by the force field. The most illustrative example for this scenario may be pro-
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vided by considering an one-dimensional harmonic potential U(x) = fx2/2. The analytical
solution for the Green’s function for this potential is well known [22] and the short-time
behavior can be easily obtained:
De(t) = D0
(
1−
√
2
3
f
kT
D0t
)
. (32)
This finding demonstrates the effect of the absence of the diffusive randomization, leading
to a totally different short-time asymptotic.
CONCLUSIONS
Diffusion behavior of fluids in porous solids can be described by considering the confining
potential induced by the pore walls on the tracer particles. This interaction potential re-
sults in an additional force exerted on the Brownian particles close to the pore walls within
a surface layer of the thickness a0. Thus, due the occurrence of the external force field
one may expect some deviations from the diffusion behavior predicted for non-interacting
particles near impermeable walls for short diffusion times. In this work, this problem was
addressed using the respective Smoluchowski diffusion equation with the force field created
by the porous solid. Only the short-time diffusion behavior, namely when the particle dis-
placements were notably longer than a0, but still were substantially short to neglect by the
curvature of the pore walls, was analyzed. A general solution for the time-dependent diffu-
sivity was derived, which, however, was obtained under certain approximations. Otherwise,
the problem appears to be intractably complex. The thus obtained solution, Eq. 26, was
found to differ by a numerical constant from that obtained by solving the classical diffusion
equation with reflective boundary conditions applied at the pore walls. Numerical solution of
the Smoluchowski equation with selected interaction potentials allowed to identify the origin
of this discrepancy, which was shown to result as a consequence of the assumptions made.
It was argued that the results obtained within these two approaches should merge if, dur-
ing the time intervals considered, thermodynamic equilibrium is established. The findings
presented in this work may be of relevance for a broad class diffusion problems occurring in
the presence of spatially-varying potential fields, such as ion diffusion near charged objects,
diffusion of colloids in optical traps and viscoelastic media.
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