We present alternative ways of looking at vector elds that complement existing ow visualization methods. These techniques are based on bump mapping and are simple, easy to compute and fast to render. For example, in one of the techniques a surface from the vector eld is extracted and the directions of the vector values on the surface are normalized and used as surface normals. The shading of the surface provides directional information. By manipulating the position and color of light sources, di erent regions with particular vector directions can be highlighted or hidden allowing direction based selection. Since the technique simply uses the directions of the vector as surface normals to bump the surface, it can also be used on irregularly sampled ow elds as well as for visualizing ow directions on curved surfaces. The magnitudes of the vector values can be optionally mapped to color.
INTRODUCTION
There are several features that may be of interest when analyzing a vector eld. The most common would be the magnitudes and directions of the vectors at di erent positions. Other features of interest include twists and divergence as well as general ow patterns in the the vector eld. These features can be visualized by a host of 2D and 3D ow visualization techniques. It is di cult to say that any one particular technique is superior as they all have advantages and disadvantages depending on the attributes that are desired. Di erent users may prefer di erent tools and often, the use of more than one technique will result in better insight.
In this paper, we present alternative ways of visualizing vector elds that add to this collection of techniques. We have investigated several techniques that were inspired by the computer graphics technique of bump mapping. Our techniques are simple, easy to compute and fast to render. In one, a surface is rst extracted from the vector eld and the direction of the vectors at the surface are normalized and used as the normals to the surface. The resulting shading highlights directional changes and regions of similar directions. By manipulating light sources, vectors can be hidden or highlighted based on their directions. A variation on this adds the normalized vector to the normal of the surface rather than replacing it. A third technique uses the magnitude of the vector eld as a bump map.
In section 2 we discuss the main vector eld visualization techniques and compare them in their e ectiveness in displaying the di erent ow features. Next we describe our techniques and show some sample visualizations in section 3.
RELATED WORK
There is a wide selection of ow visualization techniques. These techniques can be categorized using di erent criteria such as: the data dimensionality supported, whether advection is required, whether the method extends to time varying elds, the types of graphics primitives they generate, and the types of ow features the methods are designed to highlight. For example, Max et al. 1 compare several techniques by a variety of parameters such as dimensionality, hardware acceleration, etc. In this section, we rst group various ow visualization methods into three major groups. We then provide a qualitative comparison of the methods under each group as to their strengths in visualizing the di erent ow features.
We choose to organize the di erent ow visualization methods according to the visual representation that is used to present the ow data. The three groups that we have identi ed are those that: (a) map graphics attributes, (b) use iconic representations, and (c) generate geometric primitives.
Attribute Mappping
These methods are characterized by the mapping of physical ow parameters to attributes such as color, roughness or texture. The most common example in this group is pseudocoloring. For example, Johannsen and Moorhead 2 map vector direction to hue, and vector magnitude to saturation or value in an HSV color model. The LIC 3 and spot noise 4 techniques use textures instead. Direct volume rendering techniques for vector visualization may also be considered as one of these methods as ow parameters are simply mapped to visual attributes and rendered. Those methods that use auxiliary information such as lighting and viewing conditions may likewise be grouped here. The method proposed in this paper falls under this category in that ow information is mapped as surface attributes (surface normal) and together with lighting conditions can selectively highlight di erent aspects of the ow eld.
Iconic Representation
This group of methods is characterized by their use of specialized glyphs to represent ow information. The eld to be visualized is usually made up of sparse and discrete measurements, although this is not a requirement. The most popular method in this group is the hedgehog approach where each point in the ow eld where a measurement is available is represented by an arrow. The length of the arrow (sometimes also overloaded with color) is used to represent the vector magnitude. In special domains such as meteorology, specialized glyphs called wind barbs are used to encode ow information. More recent work in this category include the use of moving iconic objects called boids 5 and ow probes. 6 Some of these glyphs may also be extended to include other information such as uncertainties in the measurements. 7 
Geometric Primitives
This group of methods is characterized by the geometric primitives that are generated during the visualization process and left behind in the eld. Geometric primitives may be as simple as points and lines or more complicated such as tetrahedrals. Unlike the discrete and sparse nature of iconic representations, these methods usually work with denser elds. In fact, most of the e ort in ow visualization research today is directed at developing methods that would belong in this group. Examples in this category include: surface particles, 8 streamlines and its numerous variants: stream ribbons, 9 stream polygons 10 and streamballs. 11 
Comparison
Faced with a wide selection of ow visualization techniques, users need to make intelligent choices as to which techniques would best suit their needs. We give a qualitative comparison of the di erent techniques according to the features in the ow eld that the users may be interested in extracting and understanding. The ow features that are commonly of interest are: ow magnitude, ow direction, general ow pattern, twists and vortices, and regions of divergence and convergence. Other features such as acceleration, shear, fronts, and others may also be of interest but are not considered in this comparison. The entries in the following The rankings above are very qualitative in nature and need additional information and quali cation to be e ective as a selection mechanism. For example, while the streamlines technique can give an indication of ow pattern, it is sensitive to the seeding positions of the lines (see gures 2 and 3). Dimensionality of the eld needs to be taken into account as some methods do not extend well, e.g. 3D arrow glyphs need to be projected onto a 2D display and both magnitude and direction can be distorted. The e ectiveness of the di erent methods also vary depending on the spatial density of the data to be visualized. For example, hedgehogs can provide an indication of the ow pattern only if the measurements in the eld are dense. Most of the methods above can also be made more e ective by adding animation. The comparisons are also made among groups of methods instead of among individual methods and thus some generalizations are introduced. Some methods have also been left out of this grouping. At any rate, the table provides a rst pass at selecting a method appropriate for visualizing the ow features of interest.
In the next section, we present a brief description of bump mapping and the di erent options of how to map the di erent ow parameters to surface and lighting attributes.
BUMP MAPPED VECTOR FIELDS
The vector eld visualization techniques presented in this paper are related to a computer graphics technique called bump mapping. Bump mapping was proposed by Blinn to make smooth surfaces appear rough or wrinkled. 12 It is a technique where the normal to the surface at a point is perturbed by an amount dependent on a perturbation function. Given a point on a surface Q(u; w), the normal n at that point is given by n = Q u Q w where Q u and Q w are the partial derivatives in the parameter directions u; w. A new displaced point can be de ned by adding some amount along the normal at that point: Q 0 (u; w) = Q(u; w) + P (u; w) n j n j where P (u; w) is a perturbation function. The new normal to the perturbed surface is then given by n 0 = Q 0 u Q 0 w which can be shown to reduce to n 0 = n + P u (n Q w ) j n j + P w (Q u n) j n j (1) if P is small. In other words, a new normal is calculated based on the original normal and the local e ect of P . The perturbation function can be mathematically de ned or can be a two dimensional lookup table. Even though the surface Q(u; w) is not actually displaced, the use of the perturbed normal n 0 in conjunction with lighting calculations give the illusion of a bumpy surface.
Bump mapping can be applied to vector eld visualization. In this context, the goal is not image synthesis but information extraction. Therefore, rather than trying to make the ow eld appear bumpy, we attempt to map ow parameters to equation 1 in order to highlight ow features. Speci cally, we experimented with three variations. In one, we simply replace the surface normal at a point by the normalized direction of the vector at that point (equation 2). In the second, we add the normalized vector to the normal at the surface (equation 3). A third technique is more faithful to the bump-mapping idea and uses the vector magnitude as the perturbation function (equation 4). The respective equations are as follows: n 0 = v (2) n 0 = n + v (3) P (u; w) = jvj (4) where n is the normal, v is the vector and P (u; w) is the value of the perturbation function at the surface point.
In the rst two variations, the shading resulting from the rendering of the surface possesses the vector eld's directional information. Only the vectors that point towards a light source will be lit. By controlling the number, type and positions of light sources, vectors can be displayed selectively: regions where the vector eld points towards a light source in general will be highlighted while those pointing away will appear dark. For example, regions of easterly ows can be isolated from the rest of the ow eld by placing a light source to the east of the eld; regions of \horizontal" ows (east-west) can be highlighted by placing a light source to the east of the eld and another to the west of the eld; regions of inward (versus outward) ows may also be quickly identi ed by placing a light source on the appropriate side.
There is little di erence between the rst two variations. In the simplest case, the eld is 2D or a slice from a 3D eld. In these situations, the surface normals are all alike and do not contribute to distinguishing features in the eld. Thus, the rst variation of simply replacing surface normals with vectors is su cient. On the other hand, if the surface is 3D such as when visualizing ow elds near surfaces (e.g. over an airfoil or on an isosurface), the surface normal contributes to providing some indication of surface curvature. If the surface normals were simply discarded as in the rst variation, then the rendered surface will appear at. On the other hand, when both surface normals and vectors are combined as in the second variation, care must also be taken in the interpretation as it becomes di cult to isolate shading di erences due to surface curvature separately from those due to vector directions. In this case, it is probably necessary to study the surface prior to visualizing the ow on the surface.
The third variation uses the vector magnitude in the eld to perturb the surface containing the ow information. The resulting images produce a bumpy looking eld where the heights of the bumps correspond to vector magnitudes. Since the vector directions are not included in this method, they must be overloaded using other methods such as mapping directions to hue values in an HSV color scheme (see gure 8). In addition, because of the di culty to parameterize an arbitrary 3D surface, we have only applied this method to 2D rectilinear vector elds.
Aside from the three di erent variations discussed above, we also have many parameters to work with as far as the light sources are concerned. They can be point, in nite, or spot lights. They can also be white or colored. The positions of the light sources can be xed or movable relative to the eld. We can further change the material de nition of the surface to increase or decrease specularity.
Results
We tested our methods and compared them with existing techniques using data from the Naval Research Laboratories' (NRL) Navy Operational Regional Atmospheric Prediction System (NORAPS). 13 The 3D vector elds are made up of two-component vectors stacked up on each other. A horizontal slice of this eld is illustrated using vector glyphs in gure 1. Only every third sample along each axis have been selected. Notice how the image gets cluttered even though we have subsampled the data. Also, in three-component vectors in 3D, the directions and magnitudes would be hard to interpret. Figure 2 and gure 3 show the same slice using streamlines. The streamlines have been seeded at columns i = 30 and i = 80. We obtain di erent images for the same slice by seeding the streamlines at di erent places. Also, the direction of ow is not clear (left to right or right to left), although this can be remedied by placing intermittent glyphs along the streamlines. Figure 4 shows a pseudocolored slice of the eld for reference. The magnitude of the vectors are mapped to color while the directions are not mapped and there are no lights. If we now replace the surface normals with the vector directions at the vertices of the slice and place an in nite light coming from the east, we obtain gure 5. It displays the vectors that are mainly towards the east. Figure 6 shows the same with a second light source placed to the west . The dark areas remaining mean that vectors in those areas are mainly in the north-south direction.
If the shape of the surface is nonplanar, such as when visualizing ow information on an isosurface, it is best to know the surface geometry before overloading ow information. In this case, the second technique of adding vector direction to the normals retains the surface information better while displaying the ow information. Figure 7 shows an isosurface of a temperature eld with the ow eld visualized on it. 
SUMMARY
We have presented alternative ways of visualizing ow elds that allow easy identi cation of regions with similar ow directions. They are based on mapping ow parameters to visual attributes and lighting conditions. Among the advantages of our methods are: cheap to compute can do direction based region selection can be overloaded using more visual attributes and lighting parameters
