The aim of this paper is to introduce and study a dual problem associated to a generalized equilibrium problem (GEP). We show that the solutions of (GEP) and its dual are strictly related to the saddle points of an associated Lagrangian function, and, under some suitable conditions, to the solutions of a family of parametric optimization problems and their dual problems. Our results allow us to show that well-known concepts and results from duality theory of some important particular cases of (GEP) like variational inequalities and optimization problems can be recovered.
Introduction
One of the most important problems arising within nonlinear analysis is the so-called equilibrium problem, which can be formulated as follows:
where A ⊆ R n is a nonempty set and h : A × A → R is a bifunction on A. Equilibrium problems have been extensively studied in recent years (see for instance [1] [2] [3] [4] [5] 8, 9] and the references therein). Blum and Oettli [5] have pointed out that this formulation includes optimization problems, Nash equilibria, complementarity problems, fixed point problems and variational inequalities as particular cases. Multiobjective optimization problems can also be obtained by (EP), as shown by Iusem and Sosa [8] . The above particular cases are useful models of many practical problems arising in game theory, physics, economics, etc.
In this paper we focus on an extended form of (EP), which we call generalized equilibrium problem, namely findx ∈ R n s.t. ϕ(x, y) + f (y) f (x), ∀y ∈ R n ,
where f : R n → (−∞, +∞] is a proper, convex and lower semicontinuous function, while ϕ : R n × R n → R is a function satisfying the following properties:
• ϕ(x, ·) is convex for all x ∈ dom f , • ϕ(x, x) = 0 for all x ∈ dom f . Since f is proper, then any solution of (GEP) belongs to the domain of f . Observe that (EP) can be obtained as a particular case of (GEP) by taking f = δ A , where δ A denotes the indicator function of the set A.
In what follows we describe some of the particular cases of (GEP) which will be considered in this paper.
Optimization problem. Let ψ 1 : R n → (−∞, +∞] and ψ 2 : R n → R. Consider the following optimization problem
Clearly,x solves (1) if and only if it is a solution of (GEP), where ϕ(x, y) = ψ 2 (y) − ψ 2 (x) and f = ψ 1 .
Variational inequality. Let us consider the variational inequality
where
Multiobjective optimization. Let us consider the multiobjective optimization problem
where g = (g 1 , g 2 , . . . , g ) : R n → R and S ⊆ R n . The notation min int R + marks optimality with respect to the cone int R + :x ∈ S is said to be a weak vector minimum point of (3) if and only if there is no x ∈ S such that g(x) − g(x) ∈ int R + . It is easy to show thatx is a weak vector minimum point of (3) if and only if it solves (GEP) with
In the past the following problem has been associated to (EP) under various headings, most frequently as dual equilibrium problem:
Possible relationships between the solution set of (EP) and (4) have been established for instance in [2, 3, 12] . In the framework of variational inequalities, problem (4) collapses into the so-called Minty variational inequality (see for instance [6, 10, 11] ). Unfortunately in the particular case of optimization, problem (4) does not recover any of the well-known dual problems (e.g. Lagrange or Fenchel). Indeed, let us consider the optimization problem
where ψ : R n → R and A ⊆ R n and define h(x, y) = ψ(y) − ψ(x). Then, both (EP) and (4) reduce to the same (5). The aim of this paper is to introduce a dual generalized equilibrium problem (DGEP) for (GEP) in such a way that we are able to recover the classical concepts of duality in the particular case of optimization problems. Some first results in this direction have been presented for (EP) in [13] : an optimization problem is introduced as a dual to (EP), relying on a gap function. On the contrary, the approach of this paper allows to introduce a dual equilibrium problem with no need of a gap function and without formulating it as an optimization problem. In this way also the duality approach for variational inequalities developed by Mosco [14] can be easily recovered within our framework.
The paper is organized as follows. In Section 2 we recall some results concerning duality theory, in particular Fenchel duality with respect to optimization problems in form (1) . Then, in Section 3 we introduce a dual generalized equilibrium problem (DGEP) in such a way that each solution of (GEP) provides a solution of (DGEP) and vice versa. Moreover, we prove that the solutions of (GEP) and (DGEP) are strictly related to the saddle points of the Lagrangian function associated to these problems. We construct a family of parametric minimization problems (primal problems) which serves as a solvability test for (GEP). The Lagrangian representation for the Fenchel duality framework provides the corresponding family of maximization problems (dual problems) with the same set of parameters. It turns out that, in some circumstances, the solution set of (GEP) coincides with the union of the solution sets of the primal problems, while the solution set of (DGEP) coincides with the union of the solution sets of the dual problems. We pay special attention to the case in which the function ϕ involved in (GEP) is Fréchet differentiable with respect to its second variable. In this situation our results can be formulated in a simpler way, as shown at the end of Section 3. Section 4 is devoted to applications: we focus on the three particular cases of (GEP) mentioned above and we apply our results in these frameworks. It turns out that known duality results for optimization and the duality theorem for variational inequalities due to Mosco can be recovered.
Preliminaries
Let us first recall some results concerning duality theory for the constrained extremum problem (5), called primal problem (see [7, 16] ).
It is immediate that (5) is equivalent to the problem
The dual problem of (5) is defined as
Given a Lagrangian representation L, the pair (
The following result shows that the solutions of the primal and dual problems are strictly related to the saddle points of the above Lagrangian (see also [16, Theorem 2] ). 
denotes the conjugate function of ψ i for i = 1, 2. According to (6) , this dual problem can be obtained by means of the following Lagrangian representation
Let us observe that if we change the role of ψ 1 and ψ 2 in the Lagrangian representation, we get the same dual problem but with z * = −x * as dual variable.
The dual equilibrium problem
Givenx ∈ dom f , we can check if it solves (GEP) through the following extremum problem
Theorem 3.1. The following statements are equivalent:
Proof. The equivalence between (i) and (ii) readily follows from the definitions of the problems, since ϕ(x,x) = 0. A necessary and sufficient condition for (ii) to hold is (see [7] )
and therefore, since dom ϕ(
which is equivalent to (iii). 2
Therefore, condition (iii) allows to formulate (GEP) in the following equivalent form: findx ∈ R n such that there existsx * ∈ R n with
Remark 3.1. Condition (p1) is equivalent to ask forx to be a fixed point of the set-valued mapping T −x * (x) = ∂ϕ * (x, ·)(−x * ), where ϕ * (x, ·) denotes the conjugate of ϕ(x, ·). In fact, we havē
where the last equivalence comes from the conjugation theory (see for instance [7, Corollary 1.4.4] ).
Thanks to the relation between the subdifferential of a convex function and that of its conjugate, we can exchange the roles ofx andx * in (GEP). This leads to define a dual generalized equilibrium problem (DGEP) in the following way: findx * ∈ R n such that there existsx ∈ R n with
Conditions (d1) and (d2) imply that ∂ϕ * (x, ·)(−x * ) ∩ ∂f * (x * ) = ∅ but the vice versa does not necessarily hold as the two conditions require thatx itself belongs to the intersection. Notice that on the contrary (iii) in Theorem 3.1 asks simply for a nonempty intersection. Considering the set-valued mapping
the fact thatx * solves (DGEP) is characterized by the nonemptiness of P(x * ). The way the dual problem has been built implies that each solutionx * of (DGEP) provides a solutionx of (GEP) and vice versa. To be precise, ifx * ∈ R n is a solution of (DGEP) then every element of P(x * ) is a solution of (GEP), and vice versa, ifx ∈ R n is a solution of (GEP) then every element of D(x) is a solution of (DGEP). Therefore, D(x) can be referred to as the set of solutions of (DGEP) associated tox and P(x * ) as the set of solutions of (GEP) associated tox * . Clearly, the unions
are respectively the solution sets of (GEP) and (DGEP).
Furthermore, associated solutions are strictly related to the saddle points of the Lagrangian function
as the next result shows.
Theorem 3.2.
The following statements are equivalent:
Proof. The equivalence between (i) and (ii) comes immediately from the conjugation theory. Furthermore, x * ∈ D(x) if and only ifx ∈ ∂ϕ * (x, ·)(−x * ) andx * ∈ ∂f (x), which hold if and only if
and
that is (x,x * ) is a saddle point of Lx . 2 Theorem 3.2 provides the following characterizations of equilibria.
Corollary 3.1. (i)x ∈ R n is a solution of (GEP) if and only if there existsx
* ∈ R n such that (x,x * ) is a saddle point of Lx ; (ii)x * ∈ R n
is a solution of (DGEP) if and only if there existsx ∈ R n such that (x,x * ) is a saddle point of Lx .
Notice that Lx is the Lagrangian representation of (Px) for the Fenchel duality framework, choosing ψ 1 = f and ψ 2 = ϕ(x, ·); therefore, it provides the dual problem
As problem (Px) is related to (GEP) just as a solvability test for the pointx, and thus all the solutions of (Px) do not necessarily solve (GEP), problem (Dx) is not the optimization form of (DGEP); anyway, the following relation holds.
Theorem 3.3. Ifx * is a solution of (DGEP), then there existsx ∈ P(x * ) such thatx * is a solution of (Dx).
Proof. Letx satisfy (d1) and (d2) together with the givenx * ; hence,x ∈ P(x * ). Let f − (x) := f (−x); then, ∂f − (x) = −∂f (−x) and f * − (y * ) = f * (−y * ). Therefore, condition (d2) can be equivalently written as −x ∈ ∂f * − (−x * ), that implies
i.e.x * is a solution of (Dx). 2
The converse implication holds trivially as the assumption requires the nonemptiness of P(x * ). Therefore, Theorem 3.3 allows to deduce the equivalence between the following statements:
(i)x * is a solution of (DGEP); (ii) P(x * ) = ∅; (iii) there existsx ∈ P(x * ) such thatx * is a solution of (Dx).
Notice that the proof of Theorem 3.3 allows to deduce also that the above statements are equivalent to ask the nonemptiness of P(x * ) and thatx * solves (D x ) for every x ∈ P(x * ). As condition (iii) requires the knowledge of the set P(x * ), it is not helpful as a solvability test; unfortunately, the relaxed condition (iv) there existsx ∈ dom f such thatx * is a solution of (Dx), does not imply (i) as shown by the following example. 
is the unique solution of (GEP) andx * = 0 is the unique solution of (DGEP). In fact,x = −1 is the unique solution of
for any x ∈ dom f = [−1, 1]. It can be checked that
and f * (y * ) = |y * |. When x = 0, the domain of the objective function of (D x ) reduces to the single point −2; when x = 0, the dual problem is
is not a solution of (DGEP) whenever x = ±1.
In order to obtain results on the existence of equilibria, the following property on ϕ has been considered in [1, 5] :
This condition turns out to be useful also in the current framework: it guarantees that the set of equilibria for (GEP) and (DGEP) coincides with the union of the minimum and maximum points of the problems (P x ) and (D x ) over x ∈ dom f , respectively.
Theorem 3.4. Suppose ϕ satisfies (7). Then,x is a solution of (GEP) if and only if there exists z ∈ dom f such thatx is a solution of (P z ).
Proof. The "only if" part follows from Theorem 3.1, choosing z =x.
Vice versa, ifx is a solution of (P z ) for some z ∈ dom f , then
By (7) this implies
i.e.x is a solution of (GEP). 2
Analogously, condition (7) guarantees that also all the solutions of (DGEP) can be detected through the dual problems (D z ) with z ∈ dom f . Theorem 3.5. Suppose − ri dom f * ∩ ri dom ϕ * (x, ·) = ∅ for all x ∈ R n and that ϕ satisfies (7) . Then,x * is a solution of (DGEP) if and only if there exists z ∈ dom f such thatx * is a solution of (D z ).
Proof. Due to Theorem 3.3, we have to prove just the "if" part. The assumption can be written as
Under the assumption on the domains this is equivalent to
is satisfied byx andx * and we only have to show that they satisfy also (d1). Sincex ∈ ∂ϕ * (z, ·)(−x * ), then −x * ∈ ∂ϕ(z, ·)(x). Therefore, thanks to (7) we have
Remark 3.2. If dom f * = R n , then the assumption on the domains is obviously satisfied. For instance, this happens when f is the indicator function of a compact set.
It is worth to stress that the point z in the two above theorems is not necessarily a solution of (GEP).
Example 3.2.
Consider the functions ϕ(x, y) = |x − y|−x 2 + 2x + y 2 − 2y and f = δ [−1,1] . Notice that ϕ satisfies (7) . Since
then the solution set of (GEP) is [1/2, 1] and the solution set of (DGEP) is [0, 1]. It can be checked that
and f * (y * ) = |y * |. Therefore, dom f * = R and thus all the assumptions of Theorem 3.5 are satisfied. Notice that the solution of problem (P z ) isȳ = 1/2 and the solution of problem (D z ) isȳ * = 0 for any z ∈ [−1, 1/2), though no such z is a solution of (GEP).
The differentiable case
Let us consider the case in which the function ϕ is Fréchet differentiable with respect to its second variable. Therefore, ∂ϕ(x, ·)(x) reduces to the singleton {∇ϕ(x, ·)(x)}. By Theorem 3.1 it is clear thatx solves (GEP) if and only if −∇ϕ(x, ·)(x) ∈ ∂f (x), and by Theorem 3.2 this is equivalent to ask for (x, −∇ϕ(x, ·)(x)) to be a saddle point of Lx . Moreover, any solution of the dual problem (DGEP) is given by −∇ϕ(x, ·)(x) for some suitablex ∈ R n . Therefore, Theorem 3.2 allows to achieve the following characterizations. (i)x ∈ R n is a solution of (GEP) if and only if (x, −∇ϕ(x, ·)(x)) ∈ R n × R n is a saddle point of Lx ; (ii)x * ∈ R n is a solution of (DGEP) if and only if there existsx ∈ R n such thatx * = −∇ϕ(x, ·)(x) and (x, −∇ϕ(x, ·)(x)) is a saddle point of Lx .
The above proposition validates the fact that any solutionx of (GEP) provides −∇ϕ(x, ·)(x) as the associated solution of (DGEP). Vice versa, if −∇ϕ(x, ·)(x) solves (DGEP) it is not necessarily true thatx solves (GEP) as Proposition 3.1 guarantees only the existence of a solutionx of (GEP) such that ∇ϕ(x, ·)(x) = ∇ϕ(x, ·)(x). The following example provides such a case. Example 3.3. Consider the functions ϕ(x, y) = (x − y)(x − y + 1) and f = δ [−2,2] . Since ϕ * (x, ·)(y * ) = (y * + 1) 2 /4 + y * x and f * (y * ) = 2|y * |, thenx * = 1 is the unique solution of (DGEP). Since ∇ϕ(x, ·)(x) = −1 for all x ∈ R n , then −∇ϕ(x, ·)(x) solves (DGEP) for anyx ∈ [−2, 2) but (x, 1) is not a saddle point of
In fact, the right inequality does not hold as
Therefore, Proposition 3.1 implies that anyx ∈ [−2, 2) does not solve (GEP); as the solution set is not empty, the unique solution isx = 2.
The injectivity of the gradient map allows to achieve a one-to-one correspondence between the primal and dual solutions. 
Applications
The aim of this section is to apply the approach of the previous section to particular types of equilibrium problems.
Optimization
Let us consider the optimization problem (1) introduced in Section 1:
where ψ 1 : R n → (−∞, +∞] is proper, convex and lower semicontinuous and ψ 2 : R n → R is convex. As already mentioned,x solves (1) if and only if it is a solution of (GEP), where ϕ( 
This shows that any solution of (DGEP) is also a solution of the Fenchel dual (8) . The converse relation does not necessarily hold: in fact, the existence of an optimal solution of (8) does not guarantee the existence of an optimal solution of (1) while the solvability of (DGEP) is equivalent to the solvability of (GEP).
As ϕ satisfies (7) 
then any solution of (8) solves also (DGEP) under the assumption − ri dom ψ * 1 ∩ ri dom ψ * 2 = ∅. Notice that this assumption guarantees the existence of an optimal solution of (1) (see for instance [15, Theorem 31 .1]).
Variational inequality
Let us consider the variational inequality (2) Therefore, (DGEP) becomes the problem of findingx * such that there existsx ∈ ∂f * (x * ) withx * = −F (x), i.e. −x, y * −x * + f * y * f * x * , ∀y * ∈ R n , x * = −F (x).
(10)
