We present applications of domain theory in stochastic learning automata and in neural nets. We show that a basic probabilistic algorithm, the so-called linear reward-penalty scheme, for the binary-state stochastic learning automata can be modelled by the dynamics of an iterated function system on a probabilistic power domain and we compute the expected value of any continuous function in the learning process. We then consider a general class of, so-called forgetful, neural nets in which pattern learning takes place by a local iterative scheme, and we present a domain-theoretic framework for the distribution of synaptic couplings in these networks using the action of an iterated function system on a probabilistic power domain. We then obtain algorithms to compute the decay of the embedding strength of the stored patterns.
Introduction
The probabilistic power domain was introduced in 21] and developed in 20, 14] for studying probabilistic computation, in order to provide semantics for probabilistic programming languages. In 3,5], a general framework was established for application of the probabilistic power domain in computation beyond semantics. It was shown that the probabilistic power domain of the upper space of any compact metric space provides a domain-theoretic framework for measure and integration theory on the metric space. The basic idea is that any bounded measure on the metric space can be obtained as the least upper bound of an increasing chain of linear combinations of point measures, or valuations, on the upper space. This leads to a theory of generalised Riemann integration. These results have provided new domain-theoretic and constructive tech- 1 This work has been supported by EPSRC project \Constructive Approximation Using Domain Theory". c 1998 Elsevier Publishers B. V. and the author.
Edalat niques and new algorithms for computation in several elds of mathematics and physics 7, 4] .
The present paper deals with applications in learning algorithms. We will rst consider stochastic learning automata, which have been studied since 1950's and can be regarded as the precursors of neural nets. We show that a basic probabilistic algorithm, the so-called linear reward-penalty scheme, for the binary-state stochastic learning automata 19, 16] can be modelled by the dynamics of an iterated function system on a probabilistic power domain. As a result, we obtain a precise characterisation of the distribution of the states at any stage of the learning process. This enables us to compute the expected value of any continuous function in the learning process. We will then consider a general class of, so-called forgetful, neural nets in which pattern learning takes place by a local iterative scheme 10,2]. Such nets have been proposed in order to overcome the phenomenon of catastrophic forgetting in the well-known Hop eld model. We present a domain-theoretic framework for the distribution of synaptic couplings in forgetful nets. This framework also uses the action of an iterated function system on a probabilistic power domain and it enables us to analyse the local behaviour of the distribution of the synaptic couplings. We then obtain algorithms to compute the decay of the embedding strength of the stored patterns, a quantity which is used in computing the storage capacity of the network.
Domain-theoretic Framework
In this section, we establish the domain-theoretic framework for measure and integration theory that we need in this paper by reviewing the work in 14, 3, 5, 6] and by presenting some new results.
Let X be a compact metric space, and let (UX; ) be its upper space, i.e. the non-empty compact subsets of X ordered by reverse inclusion, which is a bounded complete !-continuous dcpo (directed complete partial order) with bottom X. The Scott topology on UX has basic open sets 2a = fC 2 UX j C ag for any open set a X. The singleton map s : X ! UX embeds X onto the set of maximal elements of UX. Similarly, the set of normalised measures (or probability measures or probability distributions) on X can be embedded into the set of normalised measures on UX. This is done using the normalised probabilistic power domain, which we now aim to de ne.
A valuation on a topological space Y is a map : (Y ) ! 0; 1) which 2 Edalat satis es:
(ii) (;) = 0, and UX. Using Equation (1), it is easy to see that hB i i i 0 is a tower in UX; we call it the associated tower of the chain h i i i 0 . Clearly, the lub in UX of any chain in the associated tower is an element of UX, which is to say that the intersection of a shrinking sequence of non-empty compact subsets of X is a non-empty compact subset. Using Proposition 2.2 and K onig's Lemma, we can prove the following useful result. UX. The invariant measure is obtained in a natural way. We start with the valuation X , which contains no information, and then, at each stage of iteration, we obtain more information about the invariant measure. The chain of valuations gives rise to a tree, called the IFS tree with transitional probabilities as in Figure 1 , whose nth level represents the nth valuation in the chain. The edges from the nodes on the nth level to those on the n + 1st are labelled by probabilities p i , indicating the ratios by which mass is distributed from each node to its children (cf. the Splitting Lemma, Equation (1)). Figure 1 . The IFS tree with transitional probabilities.
What can we say if the IFS is not hyperbolic? Using Proposition 2.3, we can deduce the following.
Proposition 2.4 An IFS with probabilities has a unique invariant measure if 6 the lub of every branch of the associated IFS tree is a singleton set.
The above domain-theoretic framework also provides a nite algorithm for generating on the digitised screen the invariant measure of an IFS with probabilities satisfying the condition of Proposition 2.4. Since the lub of any branch is a singleton subset, every branch in the digitised screen terminates in a leaf which is of pixel size. The total weight assigned to each pixel z is the sum X (5) and it follows that S(g; T n X ) ! Z g d (6) as n ! 1. This result re nes that in 11] which holds for an hyperbolic IFS and continuous functions. If the IFS is hyperbolic and g satis es a Lipschitz condition, then we can obtain a nite algorithm to calculate the integral to any given accuracy as follows 6]. Suppose there exist k > 0 and c > 0 such that
for all x; y 2 X. When k = 1, we call c a Lipschitz constant for g. Let > 0 be given. Then jS(g; T n X ) ?
Z gd j
for n = dlog(( =c) 1=k =jXj)= log se, where s is the contractivity of the hyperbolic IFS and dae is the least integer greater than or equal to a. 15, 19, 16] are learning systems which are the precursors of modern neural nets. We will rst give a brief review. A learning automaton operates in an unknown probabilistic environment with which it is connected by a feedback loop. Each action by the automaton receives a simple response from the environment which indicates its success or failure. This response is taken as input to the automaton which will then reevaluate its action. The automaton has to learn which actions have the highest probability of success. Learning takes place if the automaton tends to increase its chance of success.
More formally, a stochastic learning automata consists of the following.
(i) It has a nite set A of actions, which for convenience we denote by A = f1; 2; : : : ; rg: (ii) The state, s, of the automaton at each step of learning is given by a probability vector, s = (s 1 ; s 2 ; : : : ; s r );
The set of states S is therefore the r ?1 dimensional simplex in R r which is endowed with the induced Euclidean metric, and is, hence, a compact metric space. If g is Lipschitz, we obtain a nite algorithm to obtain the integral up to a given threshold of accuracy as in Equation (7).
Forgetful Neural Nets
Neural networks present models for computational behaviour which resemble those of the brain. In this section, we give a brief review in order to describe the class of so-called forgetful nets . . where X m , m = 1; : : : M, are the patterns to be stored. It can then be easily shown that X m is near a stable local minimum of E. This implies that if we start with a con guration of neuron states which is close to a stored pattern X m , then the network follows a \down the hill" dynamics and ends up with the stable pattern X m . We can, therefore, say that the pattern X m has been embedded in the memory of the net.
The Hop eld breakthrough was an important landmark in the theory and architecture of neural nets. However, the Hop eld model su ered from a serious shortcoming, namely that of catastrophic forgetting. As long as the important 13 parameter = M=N, where M is the number of stored patterns and N is the number of neurons in the net, remains less than the critical value c 0:14, a Hop eld network works quite well and practically all stored patterns are remembered. But for > c the network goes into a state of total confusion and only a negligible amount of patterns is remembered. Technically, in this model, the couplings J ij become arbitrarily large in magnitude. This is obviously very unsatisfactory. Any memory which has been well constructed should not go into a state of total confusion when overloaded; instead old patterns should be forgotten in order to leave room for new inputs.
The task, therefore, is to design networks which forget when overloaded. An attractive method to construct such forgetful neural nets is to model learning through a local, iterative procedure, which makes sure that the couplings J ij remain bounded. with N = kN ?1 . For the sake of exposition, it is convenient to work with this prototype of the smooth model; all our results can be extended to the general case. Note that all the other models, including the marginalist (12) , can be considered, in whole or in part and up to a scalar factor, as a limit of the smooth case, as 00 (x) ! 0.
These di erent models give rise to di erent distributions of the couplings and to di erent storage capacities.
Probabilistic power domain and forgetful nets
The iterative equation (9) can be used to study the distribution of the couplings J ij . This was rst investigated by Behn et al. 2] .
Consider equation (9) 
with x 0 = 0. The choices of (10) and (11) give rise to simple distributions for x m . In fact, it can be easily seen that (10) leads to a random walk on the set of integers, and (11) leads to a nite-state Markov partition.
Behn et al. studied the dynamics of the stochastic equation (14) in the marginalist (12) and smooth (13) cases. Let : R ! R be given by (x) = (x ).
Then, in both cases of (12) and (13), + and ? each have a unique xed point x and the dynamics is con ned in x ? ; x + ]. Using the Perron-Frobenius operator 22] and computer simulation, they inferred that the stochastic equation (14) has a limiting distribution as M ! 1, which has a multi-fractal structure.
Using domain theory, we now present a general framework for the stochastic equation (14) captures the stochastic equation (14) without the speci cation of the initial value x 0 = 0. We show rst that in both the marginalist and smooth case the IFS has a unique invariant measure, and we will deduce some of their properties. We will then show that these invariant measures are in fact the limiting distributions of the stochastic equation (14) . For convenience, we put I = x ? ; x + ].
In the case of (12), we have (x) = N (x 1);
and the IFS is hyperbolic with contractivity N = 1?kN ?1 . Furthermore, for N < 1=2, the two sets + I and ? I have empty intersection and hence, as in Theorem 3.2, the support of the invariant measure is a Cantor set; whereas, for N 1=2, the union of the above two sets is I and, therefore, the support is this whole interval.
In the smooth case of (13) , (x) = tanh(x ) as depicted in Figure 3 . For > 0 where 0 0:957 is the root of the equation = tanh 2 , the IFS is hyperbolic (since 0 (x) < 1 for all x 2 I) and satis es + I \ ? I = ;.
Therefore, for > 0 , the support of the invariant measure is a Cantor set. For 0 < < 0 , the IFS is not hyperbolic (since each 0 takes value 1 when vanishes), but it can be shown to satisfy the condition of Proposition 2.4; therefore, a unique invariant measure exists; furthermore, + I ? I = I, which implies that the support of the invariant measure is the whole interval.
Note that in all cases the invariant measure is given constructively by the unique xed point of the transition operator In this paper, however, we will use Equations (6) and (7) to compute the expected value of any physical quantity with respect to the distribution of the couplings. An important quantity is the decay rate of each stored pattern as new patterns are learned; this is used to compute the storage capacity of the In forgetful nets the embedding strength of a pattern depends on its storage ancestry. That is, if n = M ? m, then e m = e M?n = e(n). The decay rate of e(n) with n is exponentially fast and is given by, e(n) exp( n) as n ! 1 2 is an analytic function in I with jg(x) ? g(y)j cjx ? yj for c = max x ? x x + jg 0 (x)j. For > 0 , we know that the associated IFS is hyperbolic, and therefore Equation (7), with k = 1 and s = 1=2, gives us a formula to compute the integral up to any threshold > 0.
For 0 < 0 , when the associated IFS is not hyperbolic, we have an algorithm to compute the integral up to > 0 accuracy, although we have not yet analysed its complexity. We will describe the algorithm and show its soundness. Since = F n 0 T n I 2 S 1 I, by Proposition 2.2, with = =2 and = =2c, there exists n 0 such that k 2 n < =2 (15) where k is the number of lists hi 1 ; i 2 ; : : : ; i n i (where i 1 ; : : : ; i n = ) of length n such that the diameter of the set i 1 i 2 : : : in I is at least =2c. where the rst summation is over those subsets whose diameters are less than =2c and the second summation is over the rest of the subsets. By Equation (15), the rst term is < =2, since 0 < g(x) 1 for all x 2 R. By the Lipschitz condition, the second term is also < =2, since the sum of the coe cients 1=2 n is at most 1. Hence, jS(g; T n I ) ?
The algorithm, therefore, nds the least n 0 such that the nth level of the IFS tree, equivalently T n I , satis es Equation (15) . Note that since ? and + are both monotone, the diameter of i 1 : : : in I is simply The algorithm then computes S(g; T n I ).
