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Zusammenfassung. Partielle Differentialgleichungen des
Reaktions-Diffusions-TypsbeschreibenPh¨ anomenewieMu-
sterbildung, nichtlineare Wellenausbreitung und determini-
stisches Chaos und werden oft zur Untersuchung komplexer
Vorg¨ ange auf den Gebieten der Biologie, Chemie und Phy-
sik herangezogen. Zellulare Nichtlineare Netzwerke (CNN)
sind eine r¨ aumliche Anordnung vergleichsweise einfacher
dynamischer Systeme, die eine lokale Kopplung untereinan-
der aufweisen. Durch eine Diskretisierung der Ortsvariablen
k¨ onnen Reaktions-Diffusions-Gleichungen h¨ auﬁg auf CNN
mit nichtlinearen Gewichtsfunktionen abgebildet werden.
Die resultierenden Reaktions-Diffusions-CNN (RD-CNN)
weisen dann in ihrer Dynamik n¨ aherungsweise gleiches
Verhalten wie die zugrunde gelegten Reaktions-Diffusions-
Systeme auf. Werden RD-CNN zur Identiﬁkation neuro-
naler Strukturen anhand von EEG-Signalen herangezogen,
so besteht die M¨ oglichkeit festzustellen, ob das gefunde-
ne Netzwerk lokale Aktivit¨ at aufweist. Die von Chua ein-
gef¨ uhrte Theorie der lokalen Aktivit¨ at Chua (1998); Dogaru
und Chua (1998) liefert eine notwendige Bedingung f¨ ur das
Auftreten von emergentem Verhalten in zellularen Netzwer-
ken. ¨ Anderungen in den Parametern bestimmter RD-CNN
k¨ onnten auf bevorstehende epileptische Anf¨ alle hinweisen.
In diesem Beitrag steht die Identiﬁkation neuronaler Struktu-
ren anhand von EEG-Signalen durch Reaktions-Diffusions-
Netzwerke im Vordergrund der dargestellten Untersuchun-
gen. In der Ergebnisdiskussion wird insbesondere auch die
Frage nach einer geeigneten Netzwerkstruktur mit minima-
ler Komplexit¨ at behandelt.
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1 Einleitung
1.1 Reaktions-Diffusions-Systeme
Vielf¨ altige komplexe Ph¨ anomene wie speziell die Ausbrei-
tung elektrischer Nervenimpulse in der Biologie (FitzHugh,
1969) oder oszillierende Reaktionen in der Chemie (Tyson,
1976) sowie generelle Ph¨ anomene wie die Bildung von Tu-
ring Mustern (Turing, 19952; Murray, 1989) werden durch
partielle Differentialgleichungen des Reaktions-Diffusions
Typs beschrieben. Die allgemeine Form eines Reaktion-
Diffusions Systems (Chua, 1998) wird durch
∂
∂t
x = f(x) + D∇2x. (1)
gegeben. Dabei ist die Zustandsvariable x(r,t) eine m-
dimensionale Funktion der Raumkoordinaten r=r1,...,rn
und der Zeit t. Der Reaktionsteil wird allgemein durch ei-
ne nichtlineare Funktion f(·) mit f : Rm→Rm repr¨ asentiert.
Der Diffusionsteil wird durch die zweite r¨ aumliche Ablei-
tung, gegeben durch den Laplaceoperator
∇2x(r,t) =
∂2x(r,t)
∂r2
1
+
∂2x(r,t)
∂r2
2
+ ... +
∂2x(r,t)
∂r2
n
(2)
und eine lineare Gewichtung mit den Diffusionkoefﬁzienten
als Elementen der m×m Diagonalmatrix D repr¨ asentiert.
1.2 Reaktions-Diffusions Zellulare Nichtlineare
Netzwerke
Zellulare Nichtlineare Netzwerke (CNN), wie sie in Chua
und Yang (1988) vorgeschlagen wurden, sind eine r¨ aumliche
Anordnung lokal verkn¨ upfter dynamischer Systeme, die als
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Zellen bezeichnet werden. Die zeitliche Entwicklung des Zu-
stands einer Zelle kann durch eine gew¨ ohnliche Differential-
gleichung – der Zellzustandsgleichung – beschrieben wer-
den (Chua, 1998; Tetzlaff, 2006). Damit ist das Netzwerk als
Ganzes durch ein System gekoppelter gew¨ ohnlicher Diffe-
rentialgleichungen zusammen mit Anfangswerten und Rand-
bedingungen deﬁniert.
Um ein System partieller Differentialgleichungen (1)
auf ein CNN abzubilden, m¨ ussen die r¨ aumlichen Ab-
leitungen diskretisiert werden, was zu einer Diffusions-
Zellkopplung in der Zustandsgleichung f¨ uhrt. Durch eine
ﬁnite Differenzen-Approximation des Laplaceoperators ∇2
wird dieser auf eine diskretisierte Version ˜ ∇2 abgebildet:
∇2x(r) → ˜ ∇2xr ≡
1 X
k=∈N(r)
Ak−r xk (3)
wobei N(r) die Nachbarschaft der Zelle an Position r mit
dem Zellzustand xr und A das Laplace CNN-Template an-
gibt, das durch
n = 1 : A =

1 −2 1

n = 2 : A =


0 1 0
1 −4 1
0 1 0


(4)
im ein- bzw. zweidimensionalen Fall gegeben ist. Mit Hilfe
von Gl. (3) kann ein partielles Differentialgleichungssystem
mit 2 Differentialgleichungen (1) durch ein 2-schichtiges
RD-CNN mit den Zustandsgleichungen
˙ x1
r = f 1(x1
r,x2
r) + D1 ˜ ∇2x1
r
˙ x2
r = f 2(x1
r,x2
r) + D2 ˜ ∇2x2
r
(5)
angen¨ ahert werden, wobei ˙ x`
r den Zellzustand einer Zelle an
Position r in Schicht ` bezeichnet. Die Diffusionskoefﬁzien-
ten D` der Schicht ` k¨ onnen mit den Diagonalelementen der
Matrix D in Gl. (1) identiﬁziert werden und die Komponen-
ten des Reaktionsteils in Gl. (1) ﬁnden als nichtlineare Kopp-
lungsfunktionen f ` Eingang in die Zustandsgleichungen des
RD-CNN (Gl. 5).
1.3 RD-CNN mit polynomialen Gewichtsfunktionen
Um ein RD-CNN gem¨ aß Gl. (5) in numerischen Simulatio-
nen zu untersuchen oder um eine schaltungstechnische Rea-
lisierung f¨ ur RD-CNN zu entwerfen ist eine – m¨ oglichst all-
gemeine – Repr¨ asentation der nichtlinearen Gewichtsfunk-
tionen f ` zu ﬁnden. Nimmt man bei einem 2-schichtigen
Netzwerk
f `(x1
r,x2
r) = f `
`0−`=0(x`0=`
r ) + f `
`0−`(x
`06=`
r ) (6)
an so kann f `
`0−` durch eine eindimensionale Reihenentwick-
lung approximiert werden. In diesem Beitrag soll eine Taylor
Entwicklung der Ordnung P um Null
f `
`0−`(x`
r) = P`,`0(x`0
r ) ≡
P X
p=0
ˆ b
(p)
``0 (x`0
r )p (7)
mit den Koefﬁzienten
ˆ b
(p)
``0 ≡
1
p!
dpf `
`0−`(x`
r)
dx`
r
p

 


0
. (8)
eingef¨ uhrt werden. CNN mit polynomialen Gewichtsfunk-
tionen P`,`0(x`0
r ) k¨ onnen damit eine große Klasse von
Reaktions-Diffusions-Systemen beschreiben und sind bereits
erfolgreich bei der Modellierung nichtlinearer Systeme be-
trachtet worden (Puffer et al., 1996). Ein CNN Cellular Wave
Computer mit nichtlinearen, polynomialen Gewichtsfunktio-
nen wurde k¨ urzlich in Leiho (2003) vorgestellt.
Mit Hilfe der polynomialen Repr¨ asentation nichtlinea-
rer Gewichtsfunktionen kann die Deﬁnition von RD-CNN
gem¨ aß Gl. (5) im Blick auf nichtlinearer Nachbarschafts-
kopplung erweitet werden. So ist etwa eine nichtlineare Dif-
fusion wie im Perona Malik Modell ein erfolgreich verwen-
deter Ansatz im Bereich der Bildverarbeitung (Gilli et al.,
2006). Mit Gl. (7) und Gl. (3) l¨ aßt sich ein nichtlineares
Nachbarschafts-Kopplungs-Gesetz f¨ ur den eindimensionalen
Fall als
P
(xr) ≡
PD X
p=0
D(p) (xr+1)p +
PD X
p=0
D(p) (xr−1)p (9)
deﬁnieren, wobei D(p) einen Koefﬁzienten f¨ ur den Polynom-
grad p angibt. In F¨ allen, in denen keine detaillierten Infor-
mationen ¨ uber die nichtlinearen Kopplungs- und Gewichts-
funktionen vorhanden sind oder aus dem zugrunde liegen-
denModellabgeleitetwerdenk¨ onnten,k¨ onnendieParameter
ˆ b
(p)
``0 und D
(p)
· in einem ¨ uberwachten Lernverfahren bestimmt
werden.
2 Identiﬁzierung von EEG-Signalen durch Zell-
ausg¨ ange von RD-CNN
Die Analyse von Elektroencephalogramm – (EEG) – Signa-
len von Patienten mit Epilepsie steht im Vordergrund zahlrei-
cher Ver¨ offentlichungen (Tetzlaff et al., 2005; Lehnertz und
Elger, 1998; Gollas et al., 2004; Tetzlaff und Hein, 2005;
Gollas und Tetzlaff, 2005a,b). Mit Methoden der Signalana-
lyse werden die EEG-Signale des Gehirns untersucht, um
bestimmte neurophysiologische Zust¨ ande und St¨ orungen zu
diagnostizieren. Das so genannte Epilepsie-Problem, d.h. die
Erkennung von Anzeichen, die einem epileptischen Anfall
vorausgehen, und inh¨ arenter Ver¨ anderungen in der hirnelek-
trischen Aktivit¨ at, ist noch nicht gel¨ ost, und Anf¨ alle k¨ onnen
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Abbildung 1. Approximierung von EEG-Signalwerten durch Zell-
ausg¨ ange eines RD-CNN: In jedem Schritt des Lernverfahrens wird
der Fehler (10) f¨ ur ein EEG-Segment berechnet, dabei wird das
zu approximierende Elektroden-Signal (gr¨ un dargestellt) und der
Zellausgang der Zelle x0 herangezogen. Die Netzwerksparameter
werden durch das verwendete Trainingsverfahren angepasst bis der
Fehlerminimalwird.IndembetrachtetenRD-CNNkoppeltdieZel-
le mit dem Zustand x0 ¨ uber polynomiale Gewichtsfunktionen an ih-
re Nachbarzellen und an sich selbst. Die Nachbarzellen werden als
Randzellen einbezogen und repr¨ asentieren die EEG-Signal-Werte
benachtbarter Elektroden (blau, rot).
Systeme, w¨ urden die M¨ oglichkeit einer zeitlich- und ¨ ortlich
speziﬁschen medizinischen Behandlung, wie z.B. einer lo-
kalen Injektion eines exakt dosierten Medikaments, oder ei-
ner geeigneten elektrischen Stimulation vor Anfallsbeginn,
er¨ offnen.
MitderAnnahme,dassnichtstation¨ areEEG-Signaledurch
Ausgangssignale von zeitvarianten komplexen Systemen
dargestellt werden k¨ onnen, besteht die M¨ oglichkeit, die Mo-
dellparameter im Hinblick auf m¨ ogliche ¨ Anderungen vor ei-
nem epileptischen Anfall zu untersuchen. In diesen Unter-
suchungen soll festgestellt werden, inwieweit Segmente von
EEG-Signalen durch Ausgangswerte von RD-CNN darstell-
bar sind. Dabei wird das den EEG-Signalen zugrundeliegen-
de neuronale Netzwerk f¨ ur aufeinanderfolgende Segmente
durch eine Folge von RD-CNN identiﬁziert. Durch die Wahl
einer geeigneten Segmentl¨ ange, soll gew¨ ahrleistet werden,
dass f¨ ur jedes Segment ein zeitinvariantes RD-CNN herange-
zogen werden kann. Hierbei soll ein einschichtiges RD-CNN
˙ xr = P`,`(xr) + P
(xr)
=
P P
p=0
ˇ b(p)xp
r+
PD P
p=0
D(p)(xr−1)p +
PD P
p=0
D(p)(xr+1)p
(9)
mit (4), (8), und (6) betrachtet werden. In dieser ersten
Untersuchung sollen m¨ oglichst einfache Netzwerkstruktu-
ren zugrunde gelegt werden. W¨ ahrend der Zustand der Zelle
xr=0 das ber¨ ucksichtigte EEG-Elektroden-Signal repr¨ asen-
tiert, liefern die Nachbarelektroden die Signalwerte der
Randzellen x+1,x−1. Im Rahmen der Parameterbestimmung
m¨ ussen daher Netzwerke ermittelt werden, deren Ausgangs-
werte eine minimale Abweichung zu den EEG-Signalen auf-
weisen. Dazu wurde jeweils in einem ¨ uberwachten Lernver-
fahren der Wert des relativen, mittleren quadratischen Feh-
lers
e(m) =
1
N
X
t
(χ − x)2
χ2 (10)
f¨ ur ein Segment m minimiert (siehe Abb. 1). Dabei bezeich-
net x den Zellzustand der Zelle des RD-CNN, das EEG-
Signalwerte χ approximiert.
3 Ergebnisse
Die Simulation des Netzwerks wurde mit der CNN–
Simulationssoftware ’SCNN’ durchgef¨ uhrt 2 (@); 28 (@),
und dabei eine Runge-Kutta Integration 4. Ordnung verwen-
det. Das Parametertraining wurde jeweils mit normal verteil-
ten Startwerten begonnen.
−0.8
−0.6
−0.4
−0.2
 0
 0.2
 0.4
 0.6
 0.8
 0  10  20  30  40  50  60  70
E
E
G
−
S
i
g
n
a
l
e
 
/
 
R
D
−
C
N
N
Zeit
x0
c−1
c+1
c0
Abbildung 2. Zellausg¨ ange x0 des RD-CNN gem¨ aß (9) mit P = 8
und PD = 8, EEG-Elektroden-Signal χ0, das als Referenz verwen-
det wurde und EEG-Signale χ−1, χ+1 benachbarter Elektroden, die
als Randwerte dienten. (Segmentl¨ ange t = 75, minimaler Fehler
e(m) = 0.2567)
Abb. 1. Approximierung von EEG-Signalwerten durch Zell-
ausg¨ ange eines RD-CNN: In jedem Schritt des Lernverfahrens wird
der Fehler (Gl. 11) f¨ ur ein EEG-Segment berechnet, dabei wird das
zu approximierende Elektroden-Signal (gr¨ un dargestellt) und der
Zellausgang der Zelle x0 herangezogen. Die Netzwerksparameter
werden durch das verwendete Trainingsverfahren angepasst bis der
Fehlerminimalwird.IndembetrachtetenRD-CNNkoppeltdieZel-
le mit dem Zustand x0 ¨ uber polynomiale Gewichtsfunktionen an ih-
re Nachbarzellen und an sich selbst. Die Nachbarzellen werden als
Randzellen einbezogen und repr¨ asentieren die EEG-Signal-Werte
benachtbarter Elektroden (blau, rot).
noch nicht mit ausreichender Sensitivitv¨ at und Speziﬁt¨ at vor-
hergesagt werden. Beobachtungen in mehreren neueren Un-
tersuchungen (Lehnertz und Elger, 1998; Gollas et al., 2004)
unterstreichen die Bedeutung nichtlinearer Algorithmen in
der Analyse von EEGs epileptischer Anf¨ alle. Der Einsatz
CNN-basierter Verfahren er¨ offnet hierbei neue M¨ oglichkei-
ten. Zum einen k¨ onnen, indem die Dynamik des komplexen,
nichtlinearen Systems zur Berechnung herangezogen wird,
neue algorithmische Wege beschritten werden. Zum anderen
bieten analoge schaltungstechnische Realisierungen den Vor-
teil hoher Rechenleistung unter Echtzeitbedingungen in Ver-
bindung mit dem Vorteil geringer Leistungsaufnahme und
kleiner Gr¨ oße. Dies l¨ aßt CNN-basierte Systeme als m¨ ogli-
che Implantate f¨ ur den Menschen geeignet erscheinen. Sol-
che mit einer Schnittstelle ausgestatteten Systeme, w¨ urden
die M¨ oglichkeit einer zeitlich- und ¨ ortlich speziﬁschen medi-
zinischen Behandlung, wie z.B. einer lokalen Injektion eines
exakt dosierten Medikaments, oder einer geeigneten elektri-
schen Stimulation vor Anfallsbeginn, er¨ offnen.
MitderAnnahme,dassnichtstation¨ areEEG-Signaledurch
Ausgangssignale von zeitvarianten komplexen Systemen
dargestellt werden k¨ onnen, besteht die M¨ oglichkeit, die Mo-
dellparameter im Hinblick auf m¨ ogliche ¨ Anderungen vor ei-
nem epileptischen Anfall zu untersuchen. In diesen Unter-
suchungen soll festgestellt werden, inwieweit Segmente von
EEG-Signalen durch Ausgangswerte von RD-CNN darstell-
bar sind. Dabei wird das den EEG-Signalen zugrundeliegen-
de neuronale Netzwerk f¨ ur aufeinanderfolgende Segmente
durch eine Folge von RD-CNN identiﬁziert. Durch die Wahl
einer geeigneten Segmentl¨ ange, soll gew¨ ahrleistet werden,
dass f¨ ur jedes Segment ein zeitinvariantes RD-CNN herange-
zogen werden kann. Hierbei soll ein einschichtiges RD-CNN
˙ xr = P`,`(xr) + P
(xr)
=
P P
p=0
ˇ b(p)x
p
r +
PD P
p=0
D(p)(xr−1)p +
PD P
p=0
D(p)(xr+1)p
(10)
mit Gl. (5), (9), und (7) betrachtet werden. In dieser er-
sten Untersuchung sollen m¨ oglichst einfache Netzwerkstruk-
turen zugrunde gelegt werden. W¨ ahrend der Zustand der
Zelle xr=0 das ber¨ ucksichtigte EEG-Elektroden-Signal re-
pr¨ asentiert, liefern die Nachbarelektroden die Signalwer-
te der Randzellen x+1,x−1. Im Rahmen der Parameterbe-
stimmung m¨ ussen daher Netzwerke ermittelt werden, de-
ren Ausgangswerte eine minimale Abweichung zu den EEG-
Signalen aufweisen. Dazu wurde jeweils in einem ¨ uberwach-
ten Lernverfahren der Wert des relativen, mittleren quadrati-
schen Fehlers
e(m) =
1
N
X
t
(χ − x)2
χ2 (11)
f¨ ur ein Segment m minimiert (siehe Abb. 1). Dabei bezeich-
net x den Zellzustand der Zelle des RD-CNN, das EEG-
Signalwerte χ approximiert.
3 Ergebnisse
Die Simulation des Netzwerks wurde mit der CNN–
Simulationssoftware “SCNN” durchgef¨ uhrt (Ames et al.,
2000; Loncar et al., 2000), und dabei eine Runge-Kutta Inte-
gration 4. Ordnung verwendet. Das Parametertraining wurde
jeweils mit normal verteilten Startwerten begonnen.
Die ausgewerteten EEG-Signale stammen aus einer inva-
siven Langzeit-EEG-Ableitung, welche im Rahmen pr¨ achir-
urgischer Diagnostik eines m¨ annlichen Patienten mit foka-
ler Epilepsie in der Klinik f¨ ur Epileptologie der Universit¨ at
Bonn gewonnen wurde. Die Aufzeichnung umfasst einen zu-
sammenh¨ angenden Bereich von 6 Tagen. Die Werte stam-
men von 48 Elektroden, die mit 200Hz abgetastetet wurden.
Im Zeitraum der Aufzeichnung wurden 10 klinische Anf¨ alle
verzeichnet.
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dargestellt werden k¨ onnen, besteht die M¨ oglichkeit, die Mo-
dellparameter im Hinblick auf m¨ ogliche ¨ Anderungen vor ei-
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de neuronale Netzwerk f¨ ur aufeinanderfolgende Segmente
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mit (4), (8), und (6) betrachtet werden. In dieser ersten
Untersuchung sollen m¨ oglichst einfache Netzwerkstruktu-
ren zugrunde gelegt werden. W¨ ahrend der Zustand der Zelle
xr=0 das ber¨ ucksichtigte EEG-Elektroden-Signal repr¨ asen-
tiert, liefern die Nachbarelektroden die Signalwerte der
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m¨ ussen daher Netzwerke ermittelt werden, deren Ausgangs-
werte eine minimale Abweichung zu den EEG-Signalen auf-
weisen. Dazu wurde jeweils in einem ¨ uberwachten Lernver-
fahren der Wert des relativen, mittleren quadratischen Feh-
lers
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f¨ ur ein Segment m minimiert (siehe Abb. 1). Dabei bezeich-
net x den Zellzustand der Zelle des RD-CNN, das EEG-
Signalwerte χ approximiert.
3 Ergebnisse
Die Simulation des Netzwerks wurde mit der CNN–
Simulationssoftware ’SCNN’ durchgef¨ uhrt 2 (@); 28 (@),
und dabei eine Runge-Kutta Integration 4. Ordnung verwen-
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Abbildung 2. Zellausg¨ ange x0 des RD-CNN gem¨ aß (9) mit P = 8
und PD = 8, EEG-Elektroden-Signal χ0, das als Referenz verwen-
det wurde und EEG-Signale χ−1, χ+1 benachbarter Elektroden, die
als Randwerte dienten. (Segmentl¨ ange t = 75, minimaler Fehler
e(m) = 0.2567)
Abb. 2. Zellausg¨ ange x0 des RD-CNN gem¨ aß (10) mit P = 8 und
PD = 8, EEG-Elektroden-Signal χ0, das als Referenz verwendet
wurde und EEG-Signale χ−1, χ+1 benachbarter Elektroden, die
als Randwerte dienten. (Segmentl¨ ange t = 75, minimaler Fehler
e(m) = 0.2567)
Tabelle 1. Fehler e(m) gemittelt ¨ uber 20 zuf¨ allig gew¨ ahlte Segmen-
te und berechnet mit verschiedenen Lernverfahren nach Ames et al.
(2000); Teukolsky et al. (1992).
Lernverfahren e(m)
Simulated Annealing 0.2253
Simplex 0.3096
Iterative Annealing 0.3565
Genetic 0.3680
RPLA 0.3812
Powell 1.3067
RBP ∞1
BFGS ∞1
Conjugated Gradient ∞1
Zun¨ achst wurden verschiedene Lernverfahren zur Mini-
mierung des Fehlers im vorgestellten Verfahren betrachtet.
F¨ ur jedes Lernverfahren wurde der kleinste erreichte Feh-
ler e(m) f¨ ur 20 zuf¨ allig ausgew¨ ahlte Segmente bestimmt.
Der ¨ uber diese 20 Segmente gemittelte Fehler ist in Tab. 1
verzeichnet. Im Vergleich der untersuchten Optimierungs-
verfahren zeigt “Simulated Annealing” das beste Resul-
tat, w¨ ahrend es bei gradientenbasierten Verfahren in vielen
F¨ allen zu keiner Konvergenz f¨ ur einen minimalen Fehler
kam.
Desweiteren wurde der Effekt der Wahl der H¨ ohe der Po-
lynomgrade P und PD der polynomialen Kopplungs- und
Gewichtsfunktionen auf die Genauigkeit der Approximie-
rung untersucht. Das Ergebnis ist in Tab. 2 verzeichnet. Da-
1F¨ ur eine große Zahl von Segmenten konnte durch das Lernver-
fahren kein minimaler Fehler e(m) bestimmt werden.
4 Frank Gollas: Identiﬁkationsverfahren zur Analyse von EEG-Signalen bei Epilepsie mit Reaktions-Diffusions Netzwerken
Die ausgewerteten EEG-Signale stammen aus einer inva-
siven Langzeit-EEG-Ableitung, welche im Rahmen pr¨ achir-
urgischer Diagnostik eines m¨ annlichen Patienten mit foka-
ler Epilepsie in der Klinik f¨ ur Epileptologie der Universit¨ at
Bonn gewonnen wurde. Die Aufzeichnung umfasst einen zu-
sammenh¨ angenden Bereich von 6 Tagen. Die Werte stam-
men von 48 Elektroden, die mit 200Hz abgetastetet wurden.
Im Zeitraum der Aufzeichnung wurden 10 klinische Anf¨ alle
verzeichnet.
Zun¨ achst wurden verschiedene Lernverfahren zur Mini-
mierung des Fehlers im vorgestellten Verfahren betrach-
tet. F¨ ur jedes Lernverfahren wurde der kleinste erreich-
te Fehler e(m) f¨ ur 20 zuf¨ allig ausgew¨ ahlte Segmente be-
stimmt. Der ¨ uber diese 20 Segmente gemittelte Fehler ist in
Tab. 1 verzeichnet. Im Vergleich der untersuchten Optimie-
rungsverfahren zeigt ’Simulated Annealing’ das beste Re-
sultat, w¨ ahrend es bei gradientenbasierten Verfahren in vie-
len F¨ allen zu keiner Konvergenz f¨ ur einen minimalen Fehler
kam.
Tabelle1.Fehlere(m)gemittelt ¨ uber20zuf¨ alliggew¨ ahlteSegmen-
te und berechnet mit verschiedenen Lernverfahren nach 2 (@); 22
(@)
Lernverfahren e(m)
Simulated Annealing 0.2253
Simplex 0.3096
Iterative Annealing 0.3565
Genetic 0.3680
RPLA 0.3812
Powell 1.3067
RBP ∞
1
BFGS ∞
1
Conjugated Gradient ∞
1
Desweiteren wurde der Effekt der Wahl der H¨ ohe der Po-
lynomgrade P und PD der polynomialen Kopplungs- und
Gewichtsfunktionen auf die Genauigkeit der Approximie-
rung untersucht. Das Ergebnis ist in Tab. 2 verzeichnet. Da-
bei wurde wiederum der Fehler e(m) ¨ uber 20 Segmente,
mit der L¨ ange t = 50, gemittelt und es wurde das ’Simu-
lated Annealing’ Verfahren 22 (@) gew¨ ahlt. Die Ergebnis-
sen lassen erkennen, dass nicht nur die Verwendung von Ge-
wichtsfunktionen h¨ oherer Ordnung im Reaktionsteil des RD-
CNN (9), sondern auch Nachbarschaftskopplungsfunktionen
h¨ oherer Ordnung die Genauigkeit des vorgeschlagenen Mo-
dellierungsverfahrens verbessern.
Ferner wurde der minimalen Fehler e(m) bei unterschied-
lichen Segmentl¨ angen bestimmt. Dabei wurden jeweils 20
Segmente mit einer L¨ ange von t = 50 bis zur L¨ ange von
1F¨ ur eine große Zahl von Segmenten konnte durch das Lernver-
fahren kein minimaler Fehler e(m) bestimmt werden
t = 500 untersucht. In Abb. 3 sind die gemittelten Fehler
entsprechend(10)gegendieSegmentl¨ angeaufgetragen.Man
ﬁndet, dass bei gr¨ oßeren Segmentl¨ angen ebenfalls h¨ ohere
Werte f¨ ur den Fehler e(m) auftreten.
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Abbildung3. ¨ Uber20SegmentegemittelterFehlergem¨ aß(10)auf-
getragen gegen die L¨ ange der betrachteten Segmente.
Abbildungen 2 und 4 zeigen beispielhaft das Ergebnis
der Identiﬁkation von EEG-Signalen durch Zellausg¨ ange des
RD-CNN. In Abb. 2 sind die Zellausgangswerte der durch
das beschriebene Parameteroptimierungsverfahren ermittel-
ten RD-CNNs und das Referenz-EEG-Signal sowie die als
Randwerte verwendeten EEG-Signale f¨ ur ein Segment der
L¨ ange t = 75 aufgetragen. Es ist zu erkennen, dass die EEG-
Signalformdurchdaseingef¨ uhrte,einfacheRD-CNNModell
gut approximiert wird.
Abbildung 4 zeigt im Bereich t = 201···500 die Zell-
ausg¨ ange des f¨ ur das vorausgehende Segment t = 1···200
trainierte RD-CNN gegen¨ uber den nachfolgenden EEG-
Signalwerten,diew¨ ahrenddesOptimierungsverfahrensnicht
ber¨ ucksichtigt wurden. Auch hier l¨ aßt sich f¨ ur das betrach-
tete RD-CNN eine gute Ann¨ aherung der Zellausg¨ ange des
Modells an die EEG-Signalwerte festellen, die nicht zur Be-
stimmung des Modells herangezogen wurden.
4 Zusammenfassung
In diesem Beitrag wurden Reaktions-Diffusions Zellula-
re Nichtlineare Netzwerke (RD-CNN) mit polynomialen
Gewichtsfunktionen und nichtlinearen Nachbarschaftskopp-
lungsfunktionen vorgeschlagen, um kurze Segmente von
EEG-Signalen bei Epilepsie zu approximieren. Dabei wer-
den die Parameterwerte in einem ¨ uberwachten Lernverfahren
bestimmt. Die Einﬂ¨ usse verschiedener Segmentl¨ angen, ver-
schiedener Polynomgrade der Gewichtsfunktionen des Re-
aktionsteils und der Nachbarschaftskopplungen, sowie ver-
schiedener Lernverfahren auf die Genauigkeit der vorge-
schlagenen Modellierungsverfahren wurden untersucht. Ge-
genstand weiterer Untersuchung soll die Verfeinerung des
Abb. 3. ¨ Uber 20 Segmente gemittelter Fehler gem¨ aß (11) aufgetra-
gen gegen die L¨ ange der betrachteten Segmente.
bei wurde wiederum der Fehler e(m) ¨ uber 20 Segmente, mit
der L¨ ange t=50, gemittelt und es wurde das “Simulated An-
nealing” Verfahren (Teukolsky et al., 1992) gew¨ ahlt. Die Er-
gebnissen lassen erkennen, dass nicht nur die Verwendung
von Gewichtsfunktionen h¨ oherer Ordnung im Reaktionsteil
des RD-CNN (Eq. 10), sondern auch Nachbarschaftskopp-
lungsfunktionen h¨ oherer Ordnung die Genauigkeit des vor-
geschlagenen Modellierungsverfahrens verbessern.
Ferner wurde der minimalen Fehler e(m) bei unterschied-
lichen Segmentl¨ angen bestimmt. Dabei wurden jeweils 20
Segmente mit einer L¨ ange von t=50 bis zur L¨ ange von
t=500 untersucht. In Abb. 3 sind die gemittelten Fehler
entsprechend Gl. (11) gegen die Segmentl¨ ange aufgetra-
gen. Man ﬁndet, dass bei gr¨ oßeren Segmentl¨ angen ebenfalls
h¨ ohere Werte f¨ ur den Fehler e(m) auftreten.
Abbildungen 2 und 4 zeigen beispielhaft das Ergebnis
der Identiﬁkation von EEG-Signalen durch Zellausg¨ ange des
RD-CNN. In Abb. 2 sind die Zellausgangswerte der durch
das beschriebene Parameteroptimierungsverfahren ermittel-
ten RD-CNNs und das Referenz-EEG-Signal sowie die als
Randwerte verwendeten EEG-Signale f¨ ur ein Segment der
L¨ ange t=75 aufgetragen. Es ist zu erkennen, dass die EEG-
Signalformdurchdaseingef¨ uhrte,einfacheRD-CNNModell
gut approximiert wird.
Abbildung 4 zeigt im Bereich t=201···500 die Zell-
ausg¨ ange des f¨ ur das vorausgehende Segment t=1···200
trainierte RD-CNN gegen¨ uber den nachfolgenden EEG-
Signalwerten,diew¨ ahrenddesOptimierungsverfahrensnicht
ber¨ ucksichtigt wurden. Auch hier l¨ aßt sich f¨ ur das betrach-
tete RD-CNN eine gute Ann¨ aherung der Zellausg¨ ange des
Modells an die EEG-Signalwerte festellen, die nicht zur Be-
stimmung des Modells herangezogen wurden.
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Tabelle 2. Fehler e(m) gemittelt ¨ uber 20 Segmente ermittelt mit verschiedenen polynomialen Ordnungen gem¨ aß Gl. (7) und (9).
PD = 1 PD = 2 PD = 3 PD = 4 PD = 5 PD = 6 PD = 7 PD = 8
P = 1 0.553060 0.407094 0.371738 0.373991 0.334633 0.308310 0.288700 0.273802
P = 2 0.427972 0.373961 0.329795 0.334265 0.292390 0.290451 0.281247 0.267392
P = 3 0.366183 0.323929 0.295558 0.287398 0.276862 0.277051 0.276716 0.243809
P = 4 0.392346 0.326408 0.288364 0.258347 0.264322 0.275421 0.258108 0.262506
P = 5 0.356876 0.296847 0.302006 0.278714 0.276380 0.247402 0.231866 0.235688
P = 6 0.342840 0.281476 0.275603 0.268526 0.256282 0.262545 0.223685 0.236095
P = 7 0.325110 0.292070 0.273210 0.240251 0.256868 0.224650 0.257639 0.234809
P = 8 0.333395 0.280435 0.260762 0.238250 0.230291 0.240105 0.229042 0.222546
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Abb.4.Zellausg¨ angex0 desRD-CNNgem¨ aßGl.(10)mitP=3,PD=1,e(m)=0.395EEG-Elektroden-Signalχ0,dasalsReferenzverwendet
wurde und EEG-Signale χ−1, χ+1 von benachbarten Elektroden. F¨ ur das Parametertraining wurde das Segment von t=1···200 verwendet,
um den Bereich t=201···500 (keine Optimierung) zu identiﬁzieren.
4 Zusammenfassung
In diesem Beitrag wurden Reaktions-Diffusions Zellula-
re Nichtlineare Netzwerke (RD-CNN) mit polynomialen
Gewichtsfunktionen und nichtlinearen Nachbarschaftskopp-
lungsfunktionen vorgeschlagen, um kurze Segmente von
EEG-Signalen bei Epilepsie zu approximieren. Dabei wer-
den die Parameterwerte in einem ¨ uberwachten Lernverfahren
bestimmt. Die Einﬂ¨ usse verschiedener Segmentl¨ angen, ver-
schiedener Polynomgrade der Gewichtsfunktionen des Re-
aktionsteils und der Nachbarschaftskopplungen, sowie ver-
schiedener Lernverfahren auf die Genauigkeit der vorge-
schlagenen Modellierungsverfahren wurden untersucht. Ge-
genstand weiterer Untersuchung soll die Verfeinerung des
Modells und die Analyse bez¨ uglich der Ver¨ anderung von
Modellparametern vor epileptischen Anf¨ allen sein.
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