I study the absorbing-state phase transition in the one-dimensional contact process with mobile disorder. In this model the dilution sites, though permanently inactive, diffuse freely, exchanging positions with the other sites, which host a basic contact process. Even though the disorder variables are not quenched, the critical behavior is affected: the critical exponents δ and z, the ratio β/ν ⊥ and the moment ratio m = ρ 2 /ρ 2 take values different from those of directed percolation, and appear to vary with the vacancy diffusion rate. While the survival probability starting from a single active seed follows the usual scaling, P (t) ∼ t −δ , at the critical point, the mean number of active sites and mean-square spread grow more slowly than power laws. The critical creation rate increases with the vacancy density v and diverges at a value v c < 1. The scaling behavior at this point appears to be simpler than for smaller vacancy densities.
In the FR scenario, the exponent α is replaced by −α/(1 − α), whilst the other static critical exponents (with the exception of η) are multiplied by a factor of 1/(1 −α). Annealed disorder is expected to be relevant for critical dynamics if ν(d + z) < 2, where z is the dynamic exponent [25] . In the case of the contact process, under the FR scenario, the critical exponents β and ν ⊥ would be renormalized by the same factor. (If we confide in the hyperscaling relation α = 2 − dν ⊥ , we would expect that β → β/(dν ⊥ − 1), and similarly for the other static exponents.) It is less clear what would happen to the exponents governing critical dynamics, such as z or δ, or to an order-parameter moment ratio such as m ≡ ρ 2 / ρ 2 .
In this work I study the CP with mobile vacancies. The vacancies diffuse freely, at rate D, exchanging positions with nondiluted sites, be they active or inactive, which host the usual CP. Aside from its intrinsic interest, processes of this sort should find application in epidemic modelling (wandering of immune individuals in a susceptible population), and in population dynamics (for example, a diffusing population of a third species in a predatorprey system). The presence of diffusing impurities is in principle relevant to experimental realizations of directed percolation in fluid media [7] . It transpires that the critical creation rate λ c diverges at a certain vacancy density v c (D) < 1, so that an active state is impossible for v > v c . It is thus of interest to study the limiting case of λ → ∞, which corresponds the limit of an epidemic that propagates extremely rapidly, and can be impeded only by fragmenting the population.
The remainder of this paper is organized as follows. In Sec. II I define the model and discuss some of its basic properties as well as the results of the pair approximation. Sec. III presents the results of various simulation approaches, and in Sec. IV the implications for scaling behavior are discussed.
II. MODEL
In the basic contact process [6] each site of a lattice is in one of two states, "active"
or "inactive". Transitions of an active site to the inactive state occur spontaneously (i.e., independent of the other states of the sites) at unit rate, while an inactive site becomes active at rate λn/q, where n is the number of active nearest neighbors and q the total number of neighbors. The configuration with all sites inactive is absorbing. The model is known to exhibit a continuous phase transition between the active and absorbing states at a critical creation rate λ c ; in the one-dimensional CP λ c = 3.29785 (2) . (Figures in parentheses denote uncertainties.) The transition falls in the universality class of directed percolation.
In the CP with mobile disorder (CPMV), a fraction v of the sites are vacant, and do not participate in the usual CP dynamics. The vacancies hop on the lattice at rate D. In a hopping transition, a vacancy trades its position with its right or left neighbor. Denoting vacancies, and active and inactive sites by v, 1 and 0, respectively, we have the transitions v1 → 1v and v0 → 0v at rate D/2, and similarly for vacancy hopping to the left. (From here on, an "inactive" site denotes one that is not a vacancy, but that happens not to be active.) The typical evolution shown in Fig. 1 illustrates that regions of higher than average vacancy density tend to be devoid of activity, and vice-versa.
The CPMV is related to a model studied recently by Evron, Kessler and Shnerb (EKS) [21] , in which half the sites are "good", meaning they have a creation rate λ 1 , while the creation rate at the other, "bad" sites is λ 2 < λ 1 . The good and bad sites diffuse on the lattice at rate D, independent of their state (active or inactive). The CPMV resembles the limit λ 2 → 0 of the EKS model, but the correspondence is not exact, since bad sites can in fact become active in the latter system, even if λ 2 = 0. (For λ 2 = 0, a bad site can never produce offspring, but it can always be activated by an active neighbor. In the CPMV by contrast, the vacancies can never be activated.)
While the EKS model with λ 2 > 0 represents a weaker form of disorder than the CPMV, one might expect the two models to fall in the same universality class. In principle, both models should have the same continuum limit, given by the following pair of stochastic partial differential equations: 
where ρ(x, t) is the activity density and φ(x, t) the density of nonvacant (or "good") sites, whose evolution is completely independent of ρ. Without the term ∝ φρ, Eq. (1) is the usual continuum description of directed percolation [8, 9, 26] , with η(x, t) a zero-mean, Gaussian at an effective reproduction rate λ ′ = (1 − v)λ, so that the critical point is renormalized to
While disorder that diffuses infinitely rapidly is irrelevant to critical behavior, one may argue that it is relevant for finite D. Consider a correlated region in the CP, with characteristic size ξ and duration τ . If fluctuations in the vacancy density on this spatial scale relax on a time scale τ φ ≪ τ , then the CP will be subject, effectively, to a disorder that is uncorrelated in time, which is irrelevant [27] . But since the fluctuations relax via diffusion, τ φ ∼ ξ 2 .
In the neighborhood of the critical point, ξ ∼ |λ − λ c | −ν ⊥ and τ ∼ ξ z , with z = ν || /ν ⊥ , so that τ φ ∼ τ 2/z , suggesting that diffusing disorder is relevant for z < 2, provided of course that quenched disorder is relevant. (The two conditions are conveniently written as dν ⊥ < 2 and dν || < 4.) In directed percolation this inequality is satisfied in d < 4 space dimensions.
It is perhaps worth mentioning that the present model is not equivalent to the diffusive epidemic process (DEP) [28] . In the latter model, there are two kinds of particle (healthy and infected, say), which diffuse on the lattice. Infected particles recover spontaneously while a healthy particle may become infected if it occupies the same site as an infected particle. (There is no limit on the occupation number at a given site in the DEP.) While it is tempting to identify the active and inactive sites of the CPMV with (respectively) the infected and healthy particles of the DEP, the analogy is not valid since, in the CPMV, vacancy diffusion does not cause the nondiluted sites to change their relative positions, as noted above.
A simple and often qualitatively reliable approach to estimating the phase diagram is via n-site approximations, where n = 1 corresponds to simple mean-field theory. At order n, the m-site joint probability distributions (for m > n) are approximated on the basis of the n-site distribution [29, 30] . Since simple mean-field theory is insensitive to diffusion, the lowest order of interest here is n = 2 (the pair approximation), which is derived in the For a fixed diffusion rate D > 0, we expect λ c to increase monotonically with vacancy concentration v. One may ask whether λ c remains finite for any v < 1, or whether it diverges at some vacancy concentration that is strictly less than unity. Now, for very large λ, a string of two or more active sites is essentially immortal, for each time a site becomes inactive (which occurs at rate 1), it is immediately reactivated by its neighbor. Thus only isolated (nondiluted) sites can remain inactive. For v sufficiently large, we expect an isolated active site to become inactive before it can make contact with another nondiluted site, so that 
III. SIMULATIONS
I performed three series of simulations of the model. The first series follows the evolution starting from a maximally occupied configuration (all nonvacant sites occupied) from the initial transient through the quasi-stationary (QS) state, in which mean properties of surviving realizations are time-independent. These simulations will be referred to as "conventional", to distinguish them from the second series, which employ the QS simulation method [33] .
The third series studies the spread of activity starting from an initial seed. In all cases, the initial positions of the vL vacancies are selected at random from the L sites of the ring. A new selection is performed at each realization.
A. Conventional simulations
In conventional simulations (CS), the fraction ρ of active sites and the moment ratio The behavior of the activity density as a function of time, at criticality, is shown in Fig.   5 , for the case v = 0.1 and D = 1. In the pure contact process the activity follows a power law, with very weak corrections to scaling, for comparable times and system sizes [1] . Here by contrast, there is a significant positive curvature to the plots of ρ(t) on log scales. It is nevertheless possible to estimate the exponent δ from the data at longer times and larger system sizes. Since the graphs of ρ(t) are not linear (on log scales) it is not possible to collapse the data onto a unique master curve describing both the stationary and transient regimes, as is in fact possible in the contact process without dilution. The quantity m(t) − 1 shows cleaner power-law scaling over a somewhat larger period, as shown in Fig. 6 , allowing a rather precise estimate for the exponent z. λ c using linear interpolation. Each fit to the data involves an error bar, to which we must add the (typically larger) uncertainty induced by the uncertainty in λ c itself. In Table I , the values cited for the dynamic exponent z are obtained from the growth of the moment ratio (using m − 1 ∼ t 1/z ), and not from the FSS relation for the lifetime, τ ∼ L z . In fact, the growth of the lifetime appears to be slower than a power law at the critical point, as shown in Fig. 7 
B. Quasistationary simulations
This simulation method is designed to sample directly the quasistationary (QS) regime of a system with an absorbing state, as discussed in detail in [33] . The method involves maintaining a list of active configurations during the evolution of a given realization. When a transition to the absorbing state is imminent, the system is instead placed in one of the depending on the system size), discarded to ensure the system has attained the QS state.
One thousand saved configurations are used to implement the QS simulation procedure [33] .
Values of the replacement probability p rep range from 10 −3 to 6 × 10 
C. Spreading simulations
In light of the surprising results of the conventional simulations, it is of interest to study the model using a complementary approach, which follows the spread of activity, starting from a localized seed. Such spreading or "time-dependent" simulations were pioneered in the context of contact process by Grassberger and de la Torre [35] . Starting with a single active site at the origin, one determines (as an average of a set of many realizations) the survival probability P (t), mean number of active sites n(t), and mean-square spread,
(Here the sum is over all active sites, with x j the position of the j-th active site, and the brackets denote an average over all realizations.) The spreading process is followed up to a certain maximum time t m , with the system taken large enough that activity does not reach the boundaries up to this time. The expected scaling behaviors at the critical point are conventionally denoted P (t) ∼ t −δ , n(t) ∼ t η and R 2 (t) ∼ t zs . Away from the critical point, these quantities show deviations from power laws. P (t), for example, decays exponentially for λ < λ c , and approaches a nonzero asymptotic value, P ∞ , for λ > λ c .
In the CP with mobile disorder, this scaling picture appears to hold for the survival probability but not for n(t) and R 2 (t). For example, Fig. 8 shows the decay of the survival probability for v = 0.1 and D = 2; P (t) is well fit by an asymptotic power law with δ = 0.0971(5). (Note however that at shorter times (t < 100) the decay is governed by a larger exponent, with a value of about 0.147.) The small differences between estimates for δ characterizing the decay of the order parameter in CS, and that of the survival probability in spreading simulations (δ c and δ s , respectively, in Table I ), can be attributed to the deviations from a pure power law noted above in the CS. (Note also that the uncertainties reported for δ s do not include any contribution due to the uncertainty in λ c , and so are smaller than the uncertainties in δ c .) The behaviors of n and R 2 at the critical point are illustrated in Fig. 9 . While I have not found a simple functional form capable of fitting these data, it is clear that the growth is slower than a power law. At short times n and R 2 follow apparent power laws, with exponents of 0.35 and 1.22, respectively, which are comparable to the DP spreading exponents η ≃ 0.314 and z s ≃ 1.27. behavior ρ ∼ t −δ is followed quite clearly (see Fig. 11 ), without the strong crossover effects observed for v = 0.1 (Fig. 5) . Fig. 12 is a scaling plot of m − 1, using t * = t/L z , showing a near-perfect data collapse for three system sizes, and a clean power law, m − 1 ∼ t 1/z . There is also good evidence for power-law scaling of the survival probability and of n and R 2 at v c , as shown in Fig. 13 . Thus the scaling behavior at the critical vacancy density appears to be simpler than that observed for v = 0.1. Results for critical parameters at the critical vacancy density are summarized in Table II . For the two diffusion rates studied, the exponents and m c agree to within uncertainty. The spreading exponents satisfy the hyperscaling relation [35] 4δ + 2η = dz to within uncertainty. The principal inconsistency in these data is in regard to the scaling relation z = 2/z s . In fact 2/z s is about 8% (5%) greater than z m for
. Studies of larger systems and a more precise determination of v c should help to resolve this discrepancy. The scaling behavior is anomalous in several aspects. First, the growth of the lifetime τ at the critical point appears to be slower than a power law, as is also the case for mean number of active sites and mean-square spread in spreading simulations at the critical point.
The latter finding is reminiscent of the one-dimensional CP with quenched disorder in the form of an annihilation rate randomly taking one of two values, independently at each site [14, 15] . In this case an intermediate phase arises, in which the survival probability, starting from a single active site, attains a nonzero value as t → ∞, but the active region grows in a sublinear manner with time. The spreading simulations also show a crossover from scaling with exponent values similar to those of DP at short times, to a different behavior at longer times.
In Sec. II it was argued that λ c → ∞ as D → 0, and that λ c → λ c,pure /(1 − v) in the opposite limit. The available data are consistent with this (see For vacancy density v = 0.1, the critical exponents δ and z, the ratio β/ν ⊥ , and moment ratio m c vary systematically with the vacancy diffusion rate (Table I) . With increasing D these parameters tend to their directed percolation values, as might be expected, since the limit D → ∞ corresponds to the usual contact process, with a renormalized creation rate.
There is preliminary evidence that some critical properties are insensitive to varying the vacancy concentration v at a fixed diffusion rate. Preliminary results for critical behavior at the critical vacancy density v c suggest a simpler scaling behavior, without strong crossover effects, at this point. The static, transient, and spreading behavior is quite analogous to that observed in the basic contact process, but with a different set of critical exponents. The effects of mobile reported here are more extensive than those found by Evron et al.
in a related model (EKS) [21] . These authors do not find, for example, changes in the static critical exponents. In comparing the two models, it should be noted that the disorder in the CPMV is stronger than that involved in the EKS model. The difference nevertheless raises an interesting puzzle regarding the universality of disorder effects.
Intuitively, the anomalous scaling properties of the CP with mobile disorder are associated with fluctuations in the local, time-dependent concentration of vacancies, which relax slowly in the long-wavelength limit. Developing a quantitative theory of how such fluctuations change the critical behavior is a challenge for future work, with potential applications in epidemiology and the dynamics of spatially distributed populations. Investigation of the two-dimensional case is also relevant for applications, and of intrinsic interest for developing a more complete understanding of scaling.
