Abstract Surface drifters released in the central Red Sea during April 2010 detected a well-defined anticyclonic eddy around 23 N. This eddy was 45-60 km in radius, with a swirl speed up to 0.5 m/s. The eddy feature was also evident in monthly averaged sea surface height fields and in current profiles measured on a cross-isobath, shipboard CTD/ADCP survey around that region. The unstructured-grid, Finite-Volume Community Ocean Model (FVCOM) was configured for the Red Sea and process studies were conducted to establish the conditions necessary for the eddy to form and to establish its robustness. The model was capable of reproducing the observed anticyclonic eddy with the same location and size. Diagnosis of model results suggests that the eddy can be formed in a Red Sea that is subject to seasonally varying buoyancy forcing, with no wind, but that its location and structure are significantly altered by wind forcing, initial distribution of water stratification and southward coastal flow from the upstream area. Momentum analysis indicates that the flow field of the eddy was in geostrophic balance, with the baroclinic pressure gradient forcing about the same order of magnitude as the surface pressure gradient forcing.
Introduction
The surface circulation in the Red Sea is poorly observed and our present notions are based largely on models [e.g., Eshel and Haik, 1997; Sofianos and Johns, 2001 for insight. The pictures that have emerged from these studies are not consistent, but it is clear that a significant portion of the circulation is contained in long-lived eddies and small gyres. Models differ substantially in terms of particulars, most notably for the arrangement of boundary layers. However, the prevalence of eddies is consistent with circulation patterns deduced by Quadfasel and Baunder [1993] from geostrophic calculations based on limited hydrography. Our work will examine the properties and formation mechanism of one such eddy as described by recent observations. In the upper 600 m, the flow was southward with a maximum speed of 0.5 m/s near the surface. The drifter-detected anticyclonic eddy was also evident in the monthly averaged images of the altimeter-derived sea level anomaly (SLA) on April 2009 and 2010 (Figure 4 ). The SLA images showed that the location of this eddy varied in the vicinity each year with different magnitudes, however, the eddy was still clearly identified in the April 1999-2012 climatological mean SLA image ( Figure 4 ). This suggested that this eddy could be a persistent mesoscale feature in this region.
What is the physical environment and what are the circumstances under which this anticyclonic eddy can form and persist? The Red Sea is a semienclosed narrow regional basin that connects to the Gulf of Aden through the constricted Bab el Mandeb (BAM) Strait. Previous field measurements were made in or near the BAM Strait, with an aim at investigating the water exchange between the Red Sea and the Gulf of Aden [e.g., Maillard and Soliman, 1986; Pratt et al., 1999 Pratt et al., , 2000 Beal et al., 2000; Bower et al., 2000 Bower et al., , 2002 Bower et al., , 2005 Sofianos and Johns, 2002; Matt and Johns, 2007] . Due to the lack of spatial coverage of direct current measurements, however, our understanding of the dynamical character of the Red Sea circulation has been built on theoretical analyses and modeling experiments [Phillips, 1966; Assaf and Anati, 1974; Tragou and Garrett, 1997; Tragou et al., 1999; Eshel and Haik, 1997; Sofianos and Johns, 2003; € Ozg€ okmen et al., 2003; Jiang et al., 2009; Trommer et al., 2010] . These studies consistently suggest that the Red Sea circulation is driven predominantly by seasonal buoyancy fluxes. Recent three-dimensional modeling experiments made by Sofianos and Johns [2003] suggest that as a result of dynamical adjustment to the meridional pressure gradient, the central Red Sea is characterized by a permanent cyclonic gyre circulation superposed with multiple mesoscale eddies in the interior. The eddy field shown in Figure 2 was resolved in their model-computed near-surface circulation in both winter and summer (see Figures 4 and 5 in their paper), although the model-predicted circulation pattern on the northern area significantly differed from the drifter-derived field shown in Figure 2 . A similar three-dimensional model experiment was also made by Eshel and Haik [1997] under wintertime climatological forcing conditions. However, such an eddy was not present in their simulations. The models used in these experiments were different: Sofianos and Johns [2003] used the Miami Isopycnic Coordinate Ocean Model (MICOM), while Eshel and Haik [1997] employed an Ocean General Circulation Model (OGCM) [Gent and Cane, 1989] . Both models have the same governing equations and featured similar horizontal resolution. The difference in their capabilities of capturing the observed eddy field motivated us to conduct a process-oriented modeling experiment with the aim at investigating the key physical mechanisms for the formation of this eddy. This paper is focused on the physical processes that contribute to the formation of the eddy observed in the 2010 drifter trajectories. The study was approached using the unstructured-grid Finite-Volume Community Ocean Model (FVCOM) [Chen et al., 2003 [Chen et al., , 2006a [Chen et al., , 2006b [Chen et al., , 2012 . We wish to inquire whether, for given meteorological wind forcing and surface buoyancy flux, FVCOM is capable of reproducing the observed anticyclonic eddy. If yes, is the forcing mechanism predominantly wind stress or surface buoyancy flux or some combination of both? In addition, how sensitive are the eddy properties to the initial hydrographic conditions? Finally, what is the dominant momentum balance controlling the swirl of this eddy and its spatial scales? As our simulations will show, the eddy forms over a period of several months and within a complex environment that includes other eddies and boundary currents. It continues to exhibit time dependence after it has formed. It is difficult, therefore, to attribute its formation to a single mechanism such as baroclinic instability or spin-up over confining topography, or to write down a simple description of the step-by-step energy transfers that take place. We have therefore concentrated on identification of the characteristics of the eddy and, broadly speaking, the features that are necessary for its formation and existence.
Remaining sections of this paper are organized as follows. In section 2, FVCOM and the design of the numerical experiments are described. In section 3, results of model simulation and process-oriented experiments are presented. In section 4, comparisons are made for model results driven by different wind forcing and initial conditions. In section 5, relationships of the eddy formation to upstream flow conditions are discussed. In section 6, the conclusions are summarized.
The Model and Design of Numerical Experiments
The ocean model used in this study is a subdomain FVCOM configured for the Red Sea (hereafter referred to as RS-FVCOM) and nested with Global-FVCOM [Gao et al., 2011] . The computational domain of RS-FVCOM covered the entire Red Sea and Gulf of Aden and was enclosed by an open boundary over the western shelf of the Arabian Sea ( Figure 5 ). The domain was discretized by a nonoverlapping triangular grid in the horizontal with resolution varying from 3 km near the coast to 8 km in the interior in the Red Sea and 8-50 km over the Arabian Sea shelf. Resolution is defined here as the length of the longest edge of a triangular grid cell. The design of the horizontal grid resolution was aimed at resolving the mesoscale dynamics with an internal Rossby radius of deformation of 30-40 km in the central Red Sea [Zhai and Bower, 2013] . The vertical grid discretization was implemented using a hybrid terrain-following coordinate with a total of 30 layers [Chen et al., 2012] . The s-coordinate was used in regions with depth greater than 90 m in which five uniform layers with a thickness of 3 m were specified near the surface and bottom, respectively. The uniform thickness r-coordinate was employed in regions of depth less than 90 m. The coordinate transition occurred at the depth of 90 m where all layers have a uniform thickness of 3 m.
RS-FVCOM was driven by a prescribed tidal elevation at the open boundary and meteorological forcing [wind stress, net heat flux plus shortwave irradiance in the water column, and evaporation-precipitation (E-P)] at the sea surface. The tidal forcing was the sum of periodic functions specified by the amplitudes and phases of the eight major tidal constituents M 2 (12.42 h), N 2 (12.66 h), S 2 (12.00 h), K 2 (11.97 h), K 1 (23.93 h), O 1 (25.82 h), P 1 (24.07 h), and Q 1 (26.87 h), which have been obtained through interpolation from the Egbert and Erofeeva Quadfasel and Baunder [1993] and (2) our focus on process-oriented numerical experiments rather than a real-time simulation.
The WRF-produced surface heat flux changed significantly with seasons. The ocean gained heat during spring through summer (April-August) and lost heat during fall through winter (Figure 6 , top). The maximum daily gain was 200 W/m 2 , occurring in April, while the maximum daily loss could exceed 700 W/m 2 , occurring in February. Evaporation was in general one order of magnitude larger than precipitation ( Figure  6 , bottom). The peaks of evaporation and precipitation occurred in February and November, respectively. Both hourly and 6 hourly WRF and NCEP winds varied daily and seasonally. The WRF-produced monthly averaged wind stress field was characterized by coastal mountain gap wind jets: westerly (blowing from the west) during summer and easterly (blowing from the east) during winter ( Figure 7 ) [Jiang et al., 2009] . The northerly and southerly winds converged around 18 N from November through February. The southerly wind significantly weakened in March and disappeared in May through September. NCEP-produced monthly averaged wind stress fields had a similar seasonal distribution as the WRF wind stress but were generally weaker (with maximum differences up to 0.1 N/m 2 ) (Figure 8 ). meteorological and tidal forcing conditions, the model-simulated ocean circulation and stratification in the Red Sea could be influenced by the fields of water temperature (T) and salinity (S) specified as initial conditions. To investigate this issue, we ran RS-FVCOM with two types of the initial T/S conditions: (1) the 50 year Global-FVCOM spin-up field at 00:00 A.M. 1st August and (2) climatologically monthly averaged August T/S fields. The climatological field was built using the historical NODC hydrographic database and averaging over 10 km 3 10 km boxes.
Before the numerical experiments for this study were made, RS-FVCOM was first validated for tidal simulation. Although the tidal elevations in the interior Red Sea are very weak, they are significant in the narrow BAM Strait and in the shallow coastal areas where numerous islands exist. The tidal rectified flow is not negligible in these regions. The comparison of model-predicted and observed tidal elevations was made on 33 tidal gauges (shown in Figure 1 ) with results presented in Appendix A.
RS-FVCOM was run using the mode-split FVCOM solver with a default setup of the modified Mellor and Yamada level 2.5 (MY-2.5) and Smagorinsky turbulent closure schemes for vertical and horizontal mixing, respectively [Mellor and Yamada, 1982; Smagorinsky, 1963] . The time step for the external mode was 4 s and the ratio of internal mode to external mode was 10.
Results of Simulation and Process-Oriented Experiments
Driven by the WRF and tidal forcing with the initial T/S conditions produced by the Global-FVCOM 50 year spin-up fields, RS-FVCOM succeeded in reproducing an anticyclonic eddy very similar to the April 2010 observations ( Figure 9 ). The model-computed, near-surface current field showed that the southern portion of this eddy was intensified as a result of an offshore flow of coastal waters from the eastern shelf. A welldefined southward coastal flow was found on the western shelf, with a small portion entering the anticyclonic eddy around its northern edge. Although the west coast has a peninsula near 24 N, the eddy does appear to have been generated by a partial separation of the western boundary layer: in fact, the bulk of this southward flow continues to hug the coast and passes to the west of the eddy. The distribution of model-computed currents was very similar to the drifter-derived currents shown in Figure 2 . In addition, the entire central Red Sea was characterized by a cyclonic gyre circulation as an adjustment of currents and meridional pressure gradients. Significant cross-isobath westward flows appeared in the northern area, contributing to intensification of the southward coastal flow on the western shelf. The model-produced anticyclonic eddy had the same shape, diameter (120 km), and location as the drifter-derived eddy. The model eddy was subsurface intensified with a maximum velocity of 0.3-0.4 m/s at a depth of 200 m (see inset in Figure 9 ). The Davis-type drifters were designed to measure the current with a 1 m, four-panel sail centered at a depth of 75 cm from the surface. Assuming that the sail averages the current over the vertical extent of the sails, the mean drifter-measured velocity was at the depth of 0.75 m. This is closer to the surface than the center of the top 3 m deep s-coordinate, assuming that the horizontal velocity was computed in the vertical center of the layer. At the measurement depth, the model-computed velocity of this eddy was weaker than the drifterderived velocity, suggesting that the model probably overestimated vertical mixing in the interior of the central Red Sea. Such overestimation could be due to either errors in the WRF-predicted wind stress magnitude, mixing parameterization used in the turbulent closure scheme or the initial stratification. We will discuss this issue later.
The success in reproducing this eddy indicates that RS-FVCOM captured the physical processes that lead to the eddy formation. What is the key critical process: wind forcing or buoyancy flux? To address this question, we conducted four process-oriented experiments. The first experiment (named ''Ex#-a'') was made for the barotropic (constant T/S) case driven by wind forcing only, while the other experiments were made for stratified initial conditions with no wind. These include a case with the surface heat flux plus E-P (named ''Ex#-b''), surface heat flux only (named ''Ex#-c''), and by E-P only (named ''Ex#-d'').
In the barotropic Ex#-a, the wind-driven subtidal circulation in the Red Sea was characterized by narrow southward flows over the eastern and western shelves and a broad northward returned flow in the interior (Figure 10 , top left). The southward flow was intensified over the western shelf with speeds of order 7 cm/s, and the cross-isobath scale of the returned flow was 130 km, with speeds of 0.5-1.0 cm/s below a depth of 50 m (Figure 11 , top left). This circulation pattern is very similar to the dipole gyres derived by an analytical solution for a linear, homogeneous, wind-driven 3-D flow in a rotating sloping bottom basin [Winant, 2004] . This analytical solution can be accurately resolved by FVCOM [Huang et al., 2008] . The primary difference here is that the wind field over the central Red Sea featured a westward convergence, which intensified the southward flow over the western shelf shown in Figure 9 but was unable to generate an anticyclonic eddy as observed in drifter trajectories.
In Ex#-b, the boundary and initial conditions were the same as the simulation for a stratified case shown in Figure 9 except wind forcing was excluded. The anticyclonic eddy still existed in the same area in April, although the intensity and distribution of the coastal flow over the shelf significantly differed (Figure 10 , top right). Here the southward western boundary current veered to the east, leaving the coast and wrapping around the northern portion of the eddy, then continued southward around the eastern edge of the eddy. The water temperature inside the eddy was warmer and velocity had its maximum at the surface and was relatively uniform in the upper 400 m (Figure 11 , top right). Unlike the case with wind forcing and stratification (Figure 9 ), water in the eddy in Ex#-b was supplied mainly from the cyclonic eddy on its southwestern side and the southward coastal flow over the western shelf. The disappearance of the southward coastal flow in the region south of 24 N over the western shelf in this case was consistent with the result from Ex#-a, where the model suggested that this coastal flow formed as the result of wind forcing. With only surface heat flux plus E-P forcing, the entire central Red Sea was characterized by multiple eddies. The southward coastal flow found in the region north of 24 N over the western shelf was from a cyclonic eddy in that region. Ex#-b suggests that the anticyclonic eddy detected in the drifter trajectories could be generated under the forcing condition with only buoyancy forcing at the sea surface. This also means that the wind did not play a critical role in the formation of this eddy.
In Ex#-c and Ex#-d, we attempt to access the relative contribution of surface heat flux and E-P in the generation of observed anticyclonic eddy. Ex#-c, where the buoyancy flux in entirely due to heating, the eddy formed ( Figures 10 and 11 ), though reduced in size, it retained the main characteristics found in Ex#-b. In Ex#-d, where the forcing is due entirely to E-P, there was a broad anticyclonic region in the interior, but the boundary currents reversed direction relative to the previous two experiments. The absence of cooling and the presence of evaporation have conspired to reverse the pressure gradients between the interior and shelf regions. This result is an along-slope southward flow over the eastern area and an along-slope northward flow over the western area in the central Red Sea between 22 N and 24 N ( Figure 10 , bottom right).
The negative vorticity produced by these two flows is consistent with the anticyclonic interior region, but it is difficult to relate this aspect to the generation of the eddy in Ex#-b.
Effects of Wind Forcing and Initial Conditions
The four process-oriented experiments demonstrated that the anticyclonic eddy detected by the drifter trajectories could be formed as a result of oceanic responses to the seasonal surface heat flux in the absence of wind forcing. Although wind forcing did not play a critical role in this eddy formation, it could significantly influence the intensity and structure of this anticyclonic eddy. Wind forcing alone gave rise to a southward coastal current over the western shelf in April, and wind-induced mixing established a relatively strong thermocline below the mixed layer to form a subsurface intensification of this eddy flow. one must drive the model with realistic and accurate wind forcing. That can be seen in a comparison of model results using the WRF and NCEP winds. Keeping buoyancy forcing and initial/boundary conditions unchanged and replacing the WRF wind by the NCEP wind, the model-computed near-surface circulation in the central Red Sea (Figure 11 ) differed significantly from that produced by the WRF wind (Figure 9 ). Although the general patterns of monthly averaged WRF and NCEP winds were similar, the spatial resolution of the NCEP wind was too coarse to resolve the mesoscale variability of the wind in this narrow ocean basin. The WRF wind was generally stronger than the NCEP wind. As a result, the maximum swirl velocity of the anticyclonic eddy was at subsurface in the WRF wind case (Figure 9 ) but at the surface in the NCEP wind case (Figure 12 ). The appearance of the anticyclone in both simulations is consistent with the fact that the wind is not crucial in generating this feature. However, the eddy activity to the south is quite different in the two cases, which indicates sensitivity to the wind elsewhere [see, e.g., Zhai and Bower, 2013] .
The importance of buoyancy flux in the eddy formation was consistent with the previous modeling results by Sofianos and Johns [2003] , who found that ''the circulation produced by the buoyancy forcing is stronger overall and dominates the wind-driven part of the circulation.'' In theory, the oceanic response to buoyancy forcing varies with the background stratification. In the model simulation, the background stratification refers to the initial T/S conditions specified for the model run since both water temperature and salinity initially varied significantly in space. In many shallow coastal regions where the water is vertically well mixed, the memory of the ocean current from its initial condition is about the local inertial time period [Xue et al., 2011] . Since the deep region of central Red Sea is stratified and geostrophic currents satisfy the b-effect dynamics, the spatial and temporal variability of buoyancy forcing-induced stratification could differ for different initial T/S conditions after a long-term simulation. To what degree could such a difference in water stratification influence the formation of the anticyclonic eddy detected by drifter trajectories in the central Red Sea? We have examined this question by driving RS-FVCOM with an initial condition specified by the monthly climatological T/S field and comparing its results with those described above.
The spatial distributions of the initial T/S fields produced by the Global-FVCOM 50 year spin-up simulation and climatologically monthly averaged NODC hydrographic data significantly differed (Figure 13 ), especially over western and eastern shelves. The T/S contours were oriented longitudinally in the fields produced by the model spin-up results, while they were distributed transversely in the field constructed by climatological data. In the region where the water depth is greater than 100 m, both model spinup and climatological T/S fields show similar vertical structure and crossisobath gradients. The modelcomputed flow field with an initial condition specified using the climatological field ( Figure 14) showed a similar general pattern as the results (Figure 9 ) using the Global-FVCOM 50 year spinup field. Looking into the details, however, the flow fields produced by these two initial conditions differed significantly in the regions to the north and south of the anticyclonic eddy. In the case of the 50 year spin-up T/S initial field, the model showed more than five mesoscale eddies in the southern region, but some of these eddies were smoothed out in the case for the climatological T/S initial field. The anticyclonic circulation in the central region was much stronger in the case for the climatological T/S initial field than in the case for the 50 year spin-up T/S initial field. This difference directly affected the structure and intensity of the anticyclonic eddy observed by drifter trajectories: it was weaker in the case with the climatological T/S initial field due to the removal of the water by the cyclonic flow in the northwestern area. Despite these differences, the anticyclonic eddy observed by drifter trajectories was resolved in both cases. This fact suggests that the eddy may be more robust than the surrounding features.
Impacts of Upstream Flows
One question here is: could the anticyclonic eddy form as a result of short-time adjustment to water stratification in spring? To address this question, we have run a series of simulations beginning with first day of each month from December (previous year) to April. In each case, the model was driven with an initial condition set by the climatological monthly averaged T/S fields for the same month. The anticyclonic eddy was produced only for model runs beginning in December or earlier, suggesting that the eddy was not simply a result of short-term adjustment to the local change of stratification due to the surface heat flux. It is clear that the formation of this eddy is caused not only by the seasonal surface heat flux but also by the basinscale adjustment of the flow field to the seasonal change of surface heat flux. To examine these adjustment processes, we conducted a Lagrangian particle tracking experiment in the model-predicted flow field and examined the basin-scale flow connectivity with the evolution of flow field and change of stratification over the winter-spring seasons.
To ensure that the model-computed particle-tracking trajectories are capable of representing the surface motion observed by drifters deployed in 2010, we first released neutrally buoyant surface particles at the same time and locations as the drifters in March 2010 and tracked them until the end of April. The modelcomputed particle trajectories show generally similar circulation patterns as those observed in the drifter trajectories, especially for particles released in the central region (Figure 15 ). This suggests that the model successfully captured the general circulation pattern in this region. With this result, we then released a group of particles in the northern end of the Red Sea in different months before April to determine the time required for water at the northern end to move to the area of the anticyclonic eddy. For particles released at the surface in winter, the model suggested a transit time of 3-4 months. An example is shown in Figure 16 for the trajectory of a particle released on 10 December and tracked until 1 May. The particle slowly flowed westward in December. On 1 January, it entered the coastal flow zone and then moved adjustment could be viewed more clearly in Figures 17 and 18 , which show the monthly averaged flow fields and distributions of water density on the transect labeled A-B for January, February, March, and April, respectively. In January, in the region north of 21.5 N, the central Red Sea surface circulation was characterized by a cyclonic gyre (Figure 17 , top left). This gyre seemed to originate from a well defined, southward coastal flow over the western shelf, which turned cyclonically around 21.5 N. This cyclonic gyre featured a concave sea level and cold-water zone in which the water was vertically well mixed in the upper 300 m (Figure 18 , top left). The current in this gyre had its maximum speed at the surface and was distributed relatively uniformly in the upper mixed layer (Figure 18, top) . In February, the southward coastal flow over the western shelf maintained its same magnitude and extended further south to 20.5 N while the cyclonic gyre separated into multiple cyclonic and anticyclonic mesoscale eddies (Figure 17, top right) . A weak anticyclonic vortex appeared in the eastern region around 23.3 N, not far from where the drifter-detected eddy was located. Correspondingly, a convex sea level developed in the anticyclonic vortex zone. Vertical stratification in this month underwent little change compared to that in January: the water was still vertically well mixed in the upper 300 m (Figure 18 , second row). In March, the anticyclonic vortex developed into a more prominent, circularly shaped eddy with relatively symmetric swirl velocities around the center (Figure 17 , bottom left). The eddy was centered at the same location as the anticyclonic eddy detected by the drifters. During this month, the water temperature increased significantly near the surface as a result of surface heating, with warmer water inside the eddy (Figure 18, third row) . In April, the thermocline was established around a depth of 100 m in the interior and outcropped over the eastern and western shelves (Figure 18 , bottom). The eddy's shape and size remained similar and velocity became subsurface intensified (Figure 17 , bottom right).
Two experimental results described as follows provide guidance here. First, when we forced the model with an initial condition of the monthly climatological T/S in March and integrated it for 2 months until May, the model did not produce the anticyclonic eddy in the area identified by the drifters. We repeated the experiments by shifting the initial state back to February but the model still did not produce the observed eddy. This suggests that the eddy did not form as a short-term adjustment of the oceanic responses to surface heating, so seasonal variation appears important. Second, our diagnostic experiments showed that the eddy could form in the condition with surface heat flux only. This suggests that the surface heat flux played a critical role in producing this eddy. Combining these two facts, we think that the seasonal adjustment of the flow to the surface heat flux played a key role in producing this eddy. An important aspect is that the stratification adjustment occurred in the vertical and across the shelf. Surface heating gradually built the cross-isobath temperature gradient over both eastern and western shelves. The southward flow over the western shelf was primarily wind driven, which did not change significantly over this period. However, the northward and cross-shelf coastal flow on the eastern shelf was closely related to the seasonal onset of the cross-isobath temperature gradient, which increased significantly with time. 
Momentum Balances
We have examined the dynamical balance of the anticyclonic eddy and adjacent coastal currents for the cases without and with inclusion of wind forcing (Figure 19 ). Model-computed velocities were first transformed to the along-shelf and cross-shelf components and then the April monthly averaged value of each term in the momentum equations on the cross-eddy transect labeled A-B in Figure 9 was calculated. Defining the 100 m isobath as the shelfbreak that separates the interior and shelf, we found that the anticyclonic eddy was located in the interior with, to lowest order, a geostrophic balance in which the combined surface and baroclinic pressure gradient was balanced by the Coriolis force in both along-shelf and cross-shelf directions (Figure 19 ). This suggests that the response of the flow field to seasonal buoyancy forcing took place as an adjustment process regardless of the presence of wind forcing. The cross-shelf distributions and magnitudes of pressure gradients significantly differed in the cases without and with wind forcing. For the case without wind forcing, the cross-shelf baroclinic pressure gradient was distributed asymmetrically across the eddy, positive and larger on the eastern side and negative and smaller on the western side. Adding the wind forcing significantly increased the baroclinic pressure gradient over the western side and thus intensified the northward flow of the eddy. The horizontal advection functioned as a first-order term and its contribution became bigger when the wind forcing was included. The eddy was not in steady state. Although the monthly averaged cross-shelf velocity in the interior was in nearly steady state, the along-shelf velocity was first-order term that changed slowly with time. Since both diffusion terms were small inside the eddy, the future development of this eddy was likely related to an interaction of this eddy flow with the surrounding eddy field.
In the regions shallower than 100 m, both eastern and western shelves featured northward and southward coastal flows, respectively. The transect A-B was not ideal to examine the momentum balance for these two flows since it was located in the transition zone between the anticyclonic eddy and these two coastal flows. Even so, the momentum balance in these shallow regions indicated that the flows there were driven by more complex nonlinear processes than the anticyclonic eddy in the interior.
Conclusions and Discussion
The unstructured-grid, Finite-Volume Community Ocean Model (FVCOM) was applied to examine the physical mechanisms for the formation of the anticyclonic eddy that was detected in the central Red Sea using surface drifters deployed in spring 2010. Driven by prescribed tidal elevation at the open boundary and atmospheric forcing at the sea surface, the model was capable of reproducing the observed anticyclonic eddy at the same location and with the same shape. Process-oriented modeling experiments were made to identify and quantify the key forcing that led to the eddy formation. The results suggest that this eddy can be formed as a result of flow adjustment to seasonal variability of buoyancy forcing. The overturning circulation produced by winter cooling spin up eddies by vortex stretching and squashing. Boundary currents are also modified as the overturning circulation over the whole Red Sea changes. The anticyclonic eddy is produced as a result of complex interactions between these features. Since forcing is solely due to surface buoyancy flux, the conversion of potential to kinetic energy is broadly important, but very difficult to attribute to the anticyclonic eddy. For one thing the formation time required was at least 3 months, which was associated with a southward coastal flow from the north over the western shelf. Although wind forcing was not a critical process in generating this eddy, it could significantly alter its location, intensity and structure. Wind-induced mixing could make this eddy flow subsurface intensified. The model experiments with two different T/S initial conditions were both capable of generating the observed anticyclonic eddy, suggesting that the primary physical mechanism proposed in this study was robust and insensitive to the initial T/S fields. Driven by the same forcing, however, the details of the mesoscale flow field in the central Red Sea could significantly differ for cases with different T/S initial conditions. Momentum analysis indicates that the flow field in the anticyclonic eddy was approximately in geostrophic balance, with the surface and baroclinic pressure gradient forcing balanced by the Coriolis acceleration. Within this balance, the baroclinic pressure gradients were compatible to the surface pressure gradient forcing term, demonstrating that in addition to a barotropic response of the flow to the sea level change, a baroclinic response to surface buoyancy forcing also played a key role in the eddy formation. Horizontal advection functioned as a first order of magnitude term and its contribution increased as wind forcing was included. The eddy evolved slowly in time but did not reach steady state on a monthly time scale. The momentum analysis also suggests that the flow over the shallow eastern and western shelves was driven by more complex nonlinear processes than the anticyclonic eddy in the interior.
It should be pointed out here that the magnitude of the model-predicted eddy flow was weaker than the drifter-derived velocity. One possible reason is related to vertical stratification. The CTD/ADCP survey carried out in April 2010 indicated a sharp thermocline in a depth range of 50-200 m, with a thin surface mixed layer in the upper 50 m. Although the model predicted similar vertical stratification in the interior, it seemed to overestimate vertical mixing over the rapidly changing slope. This overestimation was likely related to the initial T/S field specified in the model and vertical model resolution. Since our focus was on the physical mechanisms for the eddy formation rather than on attempting a realistic hindcast for a specific time period, we have not made a further examination of this aspect. This issue, however, must be taken into account if one plans to establish a real-time simulation model for the Red Sea.
Our studies were focused on the diagnostic analysis of the forcing driving the eddy formation. It remains unanswered whether or not this eddy could be produced by baroclinic instability of the southward coastal Journal of Geophysical Research: Oceans 10.1002/2013JC009351 current that developed gradually over the seasons. Chen et al. [2001] applied the energy transfer theory to examine the formation of an eddy resulting from the instability of the Keweenaw Current in Lake Superior where a permanent thermal front developed during the summer. Badin et al. [2009] and Holt and Umlauf [2008] used similar approaches to investigate the instability and eddy formation of tidal mixing fronts in the North Sea, where a well-defined tidal mixing front existed. In these two coastal systems, the mean frontal flow could be well defined, and both barotropic and baroclinic instability criteria could be directly applied to estimate the stability of the current jet. In the Red Sea, however, the eddy formation occurred as a result of a long-term, basin-scale adjustment of flow field and stratification to surface forcing. Since the region is so narrow, the eddy formed with the flow from both western and eastern coasts. It is not easily attributed to the instability of the coastal current along a single coast. Since the observed eddy was evident in the same region in other years (see Figure 4) , the existence of this eddy may be related to coastline geometry in subtle ways. For this reason, we were unable to come up with a clean procedure for conducting an instability analysis, in terms of either growth rate/wavelength or energy analysis. However, such an analysis might be feasible within the context of a more idealized model and we may pursue this in the future as a separate follow-up paper.
Appendix A: Tidal Simulations With Comparisons to ADCIRC RS-FVCOM was configured using high-resolution bathymetric data provided by Dr. Ewa Jarosz at the Naval Research Laboratory (NRL), Stennis Space Center, Mississippi, USA. The sources of this bathymetry data were (1) the Digital Bathymetric Data Base-Variable Resolution (DBDB-V) and (2) charts issued by the Defense Mapping Agency [Jarosz et al., 2005] . This bathymetry was used for the NRL ADCIRC tidal model for The RS-FVCOM-computed tidal amplitudes and phases of M 2 , S 2 , K 1 , and O 1 tidal constituents were compared with observational data at 33 tidal gauges. In addition to estimating the root-square mean error, we also computed an average difference between computed and observed tides following the method used in Davies et al. [1997] . Denoting H to be this averaged difference, it can be calculated by the formula where N is the number of tidal gauges and letters ''A'' and ''g'' represent amplitude and phase, respectively. The subscripts ''obs'' and ''com'' refer to the observed and computed values. Table A1 shows the correlation coefficient, standard deviation, and H values summarized for model-data comparison for M 2 , S 2 , K 1 , and O 1 tidal constituents at 44 tidal gauges. The correlation coefficients between computed and observed M 2 tidal amplitudes and phases were 0.82 and 0.88, with an H value of 10.03 cm. The correlation coefficients between computed and observed amplitudes and phases for S 2 , K 1 , and O 1 tidal constituents were greater than 0.9, with H values < 3 cm. These values show no significant difference from the ADCIRC results. RS-FVCOM showed smaller errors than ADCIRC at some stations, but larger errors at other stations. After averaging, they are at the same accuracy level. The relatively large errors in phase shown in both RS-FVCOM and ADCIRC were probably due to the inaccurate representation of local bathymetry around tidal gauges. 
