Synchronization in a group of linear time-invariant systems is studied where the coupling between each pair of systems is characterized by a different output matrix. A simple method is proposed to generate a (different) linear coupling gain for each pair of systems, which ensures that all the solutions converge to a common trajectory. Both continuous-time and discrete-time cases are considered.
Introduction
The majority of the studies on synchronization (consensus) of dynamical systems cover the simple casė
(where a ij ∈ R ≥0 and x i ∈ R n ) as a corollary of their main result. An equivalent representation of these systems readsẋ = −(M ⊗ I n )x where x = [x
T and M ∈ R q×q is the standard Laplacian matrix [7] whose spectral properties have proved extremely useful in the analysis and design of multi-agent systems.
A pleasant thing about (1) is that its geometric meaning is very clear: "Each agent moves towards the weighted average of the states of its neighbors." as stated in [1] . In fact, in the Euler discretization
the righthand side becomes the weighted average for ε > 0 small enough. There are many ways to define average and, qualitatively speaking, what any average attempts to achieve is to compute some sort of center of the points considered in the computation. Therefore an excusable and sometimes even useful choice for weighted arithmetic mean is obtained by replacing the scalar weights w ij in (2) by symmetric positive semidefinite matrices P ij = P T ij ≥ 0 satisfying j P ij = I n . This suggests on (1) the modificatioṅ
where Q ij ∈ R n×n are symmetric positive semidefinite. (We take Q ii = 0.) Whence follows the dynamicsẋ = −Lx where
. . . . . . . . .
is what we will call the generalized Laplacian. In graph theoretical terms one can say that the graph (with q vertices) associated to this L is such that to each edge a nonzero positive semidefinite matrix Q ij is assigned. Note that for the standard Laplacian the associated graph's edges are assigned weights a ij that are merely positive scalars. This paper deals with linear time-invariant systems. We consider a synchronization problem where the generalized Laplacian naturally appears as a tool for both analysis and design. In particular, we study a group of systems whose uncoupled dynamics (described by the matrix A) are identical and the coupling between each pair (i, j) of systems has to be realized via a (possibly) different output matrix C ij . Our goal for this setup is to generate linear gains G ij to couple the pairs so that all the solutions in the group converge to a common trajectory. We achieve this goal under four assumptions: (i) A is neutrally stable, (ii) (C ij , A) is detectable when C ij = 0, (iii) C ij = C ji , and (iv) the graph representing the network topology is connected. We cover both continuous-time and discrete-time cases. To the best of our knowledge, synchronization in an array where each pair of systems are coupled through a different output matrix C ij giving rise to the generalized Laplacian has not yet been studied.
Synchronization stability for linear systems with general dynamics (as opposed to first or second-order integrators)
has been thoroughly investigated in the last decade. Early results [10, 11] establish synchronization with static linear feedback under the conditions that either B or C T is full row rank and that the network topology is fixed. Later, time-varying network topologies are allowed in [12] . When neither B nor C T is full row rank, it is imperative to employ dynamic feedback and this necessity gave rise to more general results; see, for instance, [9, 4] for fixed and [8, 5] for time-varying network topologies. The present state of the art in linear synchronization seems to have focused on heterogenous networks where the hitherto common triple (A, B, C) is replaced by the custom-made (A i , B i , C i ). When each agent is governed by a different A i matrix, synchronization of the states x i (which may not even reside in the same space) is no longer a meaningful problem. What is studied in [3, 2, 6] therefore is the synchronization of the outputs y i .
Notation
N means the set of nonnegative integers and R ≥0 the set of nonnegative real numbers. Kronecker product is denoted by ⊗. I n ∈ R n×n is the identity matrix.
Continuous-time problem
In the first part of the paper we consider the group of continuous-time linear systemsẋ
with A ∈ R n×n , where x i ∈ R n is the state and u i ∈ R n is the (control) input of the ith system. The output set Y i contains the relative measurements available to the ith system, where C ij ∈ R mij ×n and C ii = 0. We let the graph Γ = (V, E) represent the network topology, where V = {v 1 , v 2 , . . . , v q } is the set of vertices and an (ordered) pair (v j , v i ) belongs to the set of edges E when C ij = 0.
The problem we study in this section is the stability of synchronization for the systems (3). In particular, we search for a simple method for choosing the gains G ij ∈ R n×mij such that under the controls
the systems (3) (asymptotically) synchronize. That is, the solutions satisfy x i (t) − x j (t) → 0 as t → ∞ for all indices i, j and all initial conditions. To this end we make the following assumptions on the systems (3) which will henceforth hold.
(A1) A is neutrally stable. † (A2) The pair (C ij , A) is detectable ‡ for all C ij = 0. † In the continuous-time sense. That is, A has no eigenvalue on the open right half plane and for each eigenvalue on the imaginary axis the corresponding Jordan block is one-by-one.
‡ In the continuous-time sense. That is, no eigenvector of A with eigenvalue on the closed right half plane belongs to the null space of C ij .
Having given the problem description we do not attempt to solve it directly. We first study a simpler problem in Theorem 1, which inspires a method to generate the coupling gains G ij . This method is elaborated in Algorithm 1 and why it should work is demonstrated in our continuous-time main result Theorem 2.
A special case
Here we study a particular case of the general problem we set out to solve. Consider the group of systemṡ
where S ∈ R n×n and H ij ∈ R mij ×n with H ii = 0. We let the graph Λ with q vertices denote the network topology. The graph Λ has an edge from the jth vertex to the ith when H ij = 0. Suppose now the following hold on the systems (5).
(B1) S is skew-symmetric. Proof. We start with constructing the (generalized) Laplacian as
which satisfies L = L T because H ij = H ji by (B3) and L ≥ 0 because we can write
where
By (B1) we have S + S T = 0 yielding
Therefore employing the Lyapunov function
Since L is positive semidefinite the solution ξ(t) has to be bounded. In particular, by LaSalle's invariance principle, ξ(t) should converge to the largest invariant set within the the intersection {ξ :
To complete the proof therefore it should suffice to show that in this largest invariant set we have ξ i = ξ j for all i, j. Now let ξ(t) be a solution that belongs identically to M. Suppose there exist indices i 1 , i p such that
for some t ≥ 0. Since ξ(t) belongs identically to M we have Lξ(t) ≡ 0. In other words
for all i. By (8), (9) , and the observability condition (B2) we can therefore write ξ i (t) ≡ ξ j (t) for all H ij = 0. Since the graph Λ is connected (B4) we can find indices i 2 , i 3 , . . . , i p−1 such that H i ℓ i ℓ+1 = 0 for ℓ = 1, 2, . . . , p − 1. Then we have ξ i ℓ (t) ≡ ξ i ℓ+1 (t) for ℓ = 1, 2, . . . , p − 1, which implies ξ i1 (t) ≡ ξ ip (t). This contradicts (7).
The general case
Algorithm 1 Given A ∈ R n×n that is neutrally stable and the set of matrices {C ij } with C ij ∈ R mij ×n , obtain the set {G ij } with G ij ∈ R n×mij as follows. Let n 1 ≤ n be the number of eigenvalues of A on the imaginary axis and n 2 := n−n 1 .
where S ∈ R n1×n1 is skew-symmetric and F ∈ R n2×n2 stable. Then let
The below lemma will be needed by the proof of Theorem 2. Most readers shall find the statement obvious. Still, for the sake of completeness, a demonstration is provided.
Lemma 1 Let A ∈ R n×n be neutrally stable and the signal w : R ≥0 → R n satisfy w(t) ≤ ce −αt for some constants c, α > 0. Then for each solution x(t) of the systemẋ(t) = Ax(t)+w(t) there exists v ∈ R n such that x(t)−e At v → 0 as t → ∞.
Proof. If A is stable then we can choose v = 0. Otherwise let T ∈ R n×n be a transformation matrix such that
where S ∈ R n1×n1 is skew-symmetric and F ∈ R n2×n2 stable. Apply the coordinate change z = [z
and w 2 (t) ∈ R n2 . Then we can writeż
Note that
because F is stable and w 2 (t) is exponentially decaying. Let
which is well defined because e St is orthogonal (therefore bounded) and w 1 (t) is exponentially decaying. In particular, we have
Finally the below choice
should work. To see that we write
The result follows by (10) and (11).
Theorem 2 Consider the systems (3). Let the gains G ij be constructed according to Algorithm 1. Then under the controls (4) the systems synchronize.
Proof. For n 1 = 0 the matrix A is stable and the result follows trivially. Let us hence consider the n 1 ≥ 1 case. Under the suggested controls, dynamics of the systems (3) becomė
Let H ij := C ij U . We then have H ij = H ji (B3) because we have C ij = C ji by (A3). Let the graph Λ with q vertices be such that Λ has an edge from the jth vertex to the ith when H ij = 0. Note that (H ij , S) is observable when (C ij , A) is detectable. Since the observability of (H ij , S) demands H ij = 0, starting from the assumption (A2) we obtain the following circular chain.
This chain gives us the conditions (B2) and (B4), the latter through realizing the equality of the two graphs Λ = Γ where Γ is connected by (A4). Let now U † ∈ R n1×n and W † ∈ R n2×n be such that
Then define ξ i ∈ R n1 and η i ∈ R n2 through the change of coordinates
Then we can transform (12) tȯ
by using the identities U † U = I n1 and W † U = 0. Stacking the states ξ = [ξ
T we can then writė
where L is the Laplacian (6) and the structure of B ∈ R n1q×n2q is immaterial. Since F is stable, so is (I q ⊗ F ). Hence the solution η(t) and, in particular, the term Bη(t) decay exponentially. Note that S is skew-symmetric by Algorithm 1 (which we can employ thanks to (A1)) and the condition (B1) is satisfied. (By now we have gathered all the conditions (B1)-(B4) required by Theorem 1. Therefore we can invoke it when needed.) Since the matrix (I q ⊗ S − L) is neutrally stable (see the proof of Theorem 1), Lemma 1 applies to the system (13) and allows us to assert that there exists some v ∈ R n1q such that ξ(t) − e (Iq⊗S−L)t v → 0 as t → ∞. In other words the solutions ξ i (t) converge to the solutions ξ nom i (t) of the nominal systemṡ
We know by Theorem 1 that the nominal solutions ξ nom i (t) converge to a common trajectory. Hence we deduce for the actual solutions ξ i (t)−ξ j (t) → 0 for all i, j. Moreover, since F is stable, the solutions η i (t) decay exponentially. We can therefore write η i (t)− η j (t) → 0. Finally, the synchronization of the systems (12) then follows because
Hence the result.
Discrete-time problem
In the second part of the paper we consider the discrete-time version of the problem we studied in Section 3. The road map we adopt is the same as that of the previous section, causing at times some pardonable repetitions. Consider the group of discrete-time linear systems
where x + i denotes the state of the ith system at the next time instant, A ∈ R n×n , and C ij ∈ R mij ×n with C ii = 0. As before we let the graph Γ = (V, E) represent the network topology, where V = {v 1 , v 2 , . . . , v q } is the set of vertices and an (ordered) pair (v j , v i ) belongs to the set of edges E when C ij = 0.
Here, analogous to the continuous-time problem, we search for a simple method for choosing the gains G ij ∈ R n×mij such that under the controls
the systems (14) synchronize for ε > 0 sufficiently small. We make the following assumptions on the systems (14) which will henceforth hold.
(C4) Γ is connected. §
As before, we first analyze a simpler problem (Theorem 3) which inspires a method to generate the coupling gains G ij . This method is then elaborated in Algorithm 2 and why it should work is demonstrated in our discrete-time main result Theorem 4.
A special case
Consider the group of systems
where Q ∈ R n×n , H ij ∈ R mij ×n , H ii = 0, and ε > 0. We let the graph Λ with q vertices denote the network topology. The graph Λ shall have an edge from the jth vertex to the ith when H ij = 0. Suppose now the following hold on the systems (16).
(D1) Q is orthogonal.
(D2) The pair (H ij , Q) is observable for all H ij = 0.
(D4) Λ is connected.
Then:
Theorem 3 The systems (16) synchronize for ε small enough. † In the discrete-time sense. That is, A has no eigenvalue with magnitude larger than one and for each eigenvalue on the unit circle the corresponding Jordan block is one-by-one.
‡ In the discrete-time sense. That is, no eigenvector of A with eigenvalue on or outside the unit circle belongs to the null space of C ij .
§ Note that Γ becomes undirected under (C3).
Proof. Let L be as in (6) . We have L = L T ≥ 0 by (D3). Chooseε > 0 to satisfy L ≥εL 2 . We then let ε ∈ (0,ε] and rewrite (16) in compact form
Therefore employing the Lyapunov function V (ξ) = ξ T ξ = ξ 2 we can write
Since L is positive semidefinite the solution ξ(k) has to be bounded. In particular, by LaSalle's invariance principle, ξ(k) should converge to the largest invariant set within the intersection {ξ :
To complete the proof therefore it should suffice to show that in this largest invariant set we have ξ i = ξ j for all i, j. Now let ξ(k) be a solution that belongs identically to M. Suppose there exist indices i 1 , i p such that
for some k ∈ N. Since ξ(k) belongs identically to M we have Lξ(k) ≡ 0. In other words
for all i, j. Then (16) implies
for all i. By (18), (19), and the observability condition (D2) we can therefore write ξ i (k) ≡ ξ j (k) for all H ij = 0. Since the graph Λ is connected (D4) we can find indices i 2 , i 3 , . . .
This contradicts (17).
The general case
Algorithm 2 Given A ∈ R n×n that is neutrally stable and the set of matrices {C ij } with C ij ∈ R mij ×n , obtain the set {G ij } with G ij ∈ R n×mij as follows. Let n 1 ≤ n be the number of eigenvalues of A on the unit circle and n 2 := n − n 1 .
where Q ∈ R n1×n1 is orthogonal and F ∈ R n2×n2 Schur stable. Then let
The below lemma is the discrete-time version of Lemma 1. It will be called by the proof of Theorem 4. 
Let H ij := C ij U . We then have H ij = H ji (D3) because we have C ij = C ji by (C3). Let the graph Λ with q vertices be such that Λ has an edge from the jth vertex to the ith when H ij = 0. Note that (H ij , Q) is observable when (C ij , A) is detectable. Since the observability of (H ij , Q) demands H ij = 0, starting from the assumption (C2) we obtain the following circular chain.
C ij = 0 =⇒ (C ij , A) det. =⇒ (H ij , Q) obs. =⇒ H ij = 0 =⇒ C ij = 0
This chain gives us the conditions (D2) and (D4), the latter through realizing the equality of the two graphs Λ = Γ where Γ is connected by (C4). Let now U † ∈ R n1×n and W † ∈ R n2×n be such that
