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I. INTRODUCTION

L
ET F q be the finite field with q elements. A linear code C with parameters [n, k] q means that C is an F q -vector subspace of F n q with dimension k = dim F q C. For each r , 0 ≤ r ≤ k, we denote the set of all r -dimensional 
. , d k (C)} is called the weight hierarchy of C. It is obvious that d 1 (C) is just the minimum Hamming distance d(C).
The concept of GHW has appeared as early as in the 1970's [15] , [20] and has become an important research object in coding theory after Wei's paper [28] in 1991, where Wei gives a series of beautiful results on GHW and indicates that it completely characterizes the performance of a linear code when it is used on the wire-tap channel of type II, which has a connection with cryptography. GHW is also used to deal with t-resilient functions and trellis or branch complexity of linear codes [25] .
In the past two decades the value of GHW has been determined or estimated for many series of linear codes (RM codes [13] , [28] , BCH codes [6] , [11] , [12] , trace codes [24] , cyclic codes [9] , [19] , AG codes [2] , [5] , [8] , [10] , [18] , [23] , [30] , binary Kasami codes [16] and other codes [27] , [29] ) and the weight hierarchy is totally determined in several cases. The bounds, asymptotic behaviour and duality of GHW have been found [1] , [14] , [20] , [25] , [28] . But in general, to determine the weight hierarchy is a difficult problem.
There are many papers studying the weight distribution of the irreducible cyclic codes using Gauss sums, see [3] , [21] , [22] for the earlier works. What we show in this paper is that the general Hamming weights can also be expressed in terms of Gauss sum at least for irreducible cyclic codes. In this paper we deal with GHW of q-ary irreducible cyclic codes. For the binary case (q = 2) there exist several results in [17] , [25] , and [26] . We consider the general case where q is any power of a prime number. First we present two general formulas on d r (C) ((6) and (7) in Theorem 6) which involve Gauss sums and the character sum β∈H \{0} ϕ(β), where ϕ is a multiplicative character of F Q (Q = q k ) and H is an F q -subspace of F Q with dimension r or k − r . When the Gauss sums can be calculated and have the same values, the character sum is reduced to the size of H θ e , where θ e is a subgroup of F * Q = θ for some e , θ is a primitive element of F Q . Then we can determine d r (C) for smaller r by (6) and larger r by (7) , and the weight hierarchy {d r (C) : 1 ≤ r ≤ k} can be completely determined in several cases.
The paper is organized as follows. In Section 2 we introduce several basic facts on Gauss sums and previously known results on GHW. Then we present two general formulas on d r (C) and their direct consequences in Section 3. In Section 4 we obtain more results on d r (C) for several particular cases. Section 5 is the conclusion.
II. PRELIMINARIES A. Gauss Sums
We introduce several basic facts on Gauss sums used in this paper. For more details on Gauss sums we refer to the book [4] .
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Let G be a finite abelian group of order |G| with identity element 1 G . A character χ of G is a homomorphism from G into the multiplicative group U of complex numbers of absolute value 1. Note that for every
where χ(g) denotes the complex conjugation of χ(g).
In a finite field F q there are two finite abelian groups, the additive group F q and the multiplicative group F * q = F q \{0} of the field. Therefore, we need to distinguish between the characters pertaining to these two group structures.
Let q = p l where p is a prime number and l ≥ 1, θ be a primitive element of the finite field F q , namely
be a complex number for any positive integer m. An additive character of F q is a homomorphism from additive group of F q into the multiplicative group composed by the qth roots of unity in the complex numbers. The group of additive characters of F q iŝ
and T is the trace mapping from F q to F p . A multiplicative character of F q is a homomorphism from the multiplicative group of F q into the multiplicative group composed by the (q − 1)th roots of unity in the complex numbers. The group of multiplicative characters of F q iŝ
For each χ ∈F * q and λ ∈F q we define the Gauss sum on F q by
If λ = λ 1 , then we denote the Gauss sum as
where | · | is the norm in the complex numbers. From Lemma 1(3), we know that
The exact value of Gauss sums G(χ) has been calculated for several particular cases. The following two cases will be used in this paper. We denote
Lemma 2 (Quadratic Case, [4, Th. 11.5.4] 
Lemma 3 (Semiprimitive Case, [4, Th. 11.6.3] ): Let p be a prime number, e ≥ 3. Suppose that there exists a positive integer t such that p t ≡ −1 (mod e). Let t be the smallest positive integer satisfying p t ≡ −1 (mod e)(so that the multiplicative order of p in Z * e is 2t). For l = 2ts (s ≥ 1), q = p l and a multiplicative character χ of F q with order e, we have
B. Bounds and Duality of GHWs
Several bounds on GHWs of linear codes have been given in [25] . We list three of them.
Lemma 4: Let C be a linear code with parameters
The following beautiful result on the duality of GHWs has been given by Wei [28] .
Hamming weights of C and its dual code C ⊥ respectively. Then
III. GENERAL RESULTS
From now on we fix the following notations. (A) q = p l , where p is a prime number and l ≥ 1. (B) n ≥ 1, (n, q) = 1, where (n, q) denotes the greatest common divisor of n and q. k is the order of q modulo n. Namely, k is the least positive integer such that
In this paper we deal with the irreducible cyclic code C = C(α) over F q with generating polynomial g(x). Namely,
.
The parity-check polynomial of C is the irreducible polynomial h(x). The parameters of C are [n, k] q , where n is the length of codewords and k = dim F q C. It is well-known that the dual code C ⊥ of C is also cyclic with parameters [n, n − k] q and the generating polynomial of C ⊥ is h(x).
Our starting point in this paper is the following trace expression of C = C(α):
where each codeword c(β) in C can be uniquely expressed by ( [7] )
Consider the mapping
It is easy to see that is an F q -linear mapping and Im( ) = C. Moreover, from the uniqueness of the trace expression (4) we know that for β 1 , . . . , β r ∈ F Q , the codewords c(β 1 ), . . . , c(β r ) are F q -linear independent if and only if β 1 , . . . , β r are F q -linear independent. Namely, for any r -dimentional subspace H r of
Thus induces the following bijection
With above preparation, we can get the following two general formulas on generalized Hamming weight d r (C) of irreducible cyclic codes C = C(α).
Theorem 6: With the symbols defined as before, let C = C(α) be the irreducible [n, k] q cyclic code defined by (4) and (5). Then for each r , 1
where ϕ is the multiplicative character of F Q defined by ϕ(θ) = ζ e , and G Q (ϕ τ )(1 ≤ τ ≤ e − 1) is the Gauss sum over F Q . And (2)
Proof: (1) . For each C r ∈ C r q , let H r = −1 (C r ) be the corresponding subspace of F Q . Then
where
and
Let {β 1 , . . . , β r } be an F q -basis of H r . It is easy to see that
Let χ be the multiplicative character of F * Q = θ defined by χ(θ) = ζ e . From α = θ e we know that for each x ∈ F * Q ,
Since H r is an
and we get
. Thus the formula (10) becomes
q−1 and χ(θ) = ζ e we know that
⇐⇒ e e λ where e = e, Q − 1 q − 1 .
Let e = e d. By ϕ(θ) = ζ e and χ(θ) = ζ e we know that ϕ = χ d . Therefore
Then
The formula (6) is derived from (8), (9) and (11).
(2). Now we prove (7) without using Gauss sum.
Let C r ∈ C r q and H r = −1 (C r ) ∈ F Q r q . We have proved in (1) that
For each r -dimensional F q -subspace H of F Q , the dual of H defined by
Now we claim that for y ∈ F Q , H ∈ F Q r q , where
In fact, if
= 0 which completes the proof of (13) . Now (12) becomes that
We claim that for each
where α = θ e , F * Q = θ , e = (
Since x ∈ θ e and F * q = θ
⊆ θ e , we get xF * q ⊆ θ e and |xF q θ e | = |xF * q | = q − 1. Now we count the size |xF q θ e |. From x ∈ θ e , we know that x = θ e a for some a ∈ Z. Then the elements in xF * q can be expressed by . This completes the proof of Theorem 6. 2 As a direct consequence of Theorem 6, we consider the case e = 1. In this case, either by (6) , where the summation in right-hand side is empty, or by (7) (0 ≤ r ≤ 4). Namely,
we know that in the case e = 1, d r (C) meets the Plotkin-like bound and the Griesmer-like bound for all r , 1 ≤ r ≤ k. Namely, both of (2) and (3) in Lemma 4 are equality.
(2) From Lemma 5 we know that for case e = 1 and k ≥ 2, Lemma 4 we know that C ⊥ is r -MDS code for r satisfying 
Proof: From e | q − 1 we get
Namely, e |
θ e | = |H \{0}| = q k−r − 1 reaches the maximum value in the right-hand side of (7) . Therefore 
e (q k−r − 1). Theorems 9 and 10 are general results for case e ≥ 2 by using formula (7) . On the other hand, formula (6) involves related Gauss sums G Q (ϕ τ )(1 ≤ τ ≤ e − 1). In the next section we will get further results on d r (C) for smaller r by using (6) in several particular cases where the Gauss sums G Q (ϕ τ )(1 ≤ τ ≤ e − 1) have the same value.
IV. FURTHER RESULTS ON d r (C)
In Section 3 we have determined the weight hierarchy of the irreducible cyclic code C in case e = 1 and the values of d r (C) for larger r in case e ≥ 2 by (7) . In this section we determine d r (C) for smaller r by using formula (6) for the case e = 2 and in the semiprimitive case.
(I) e = 2 case Theorem 11: Let q = p l , Q = q k , Q − 1 = en and C be the irreducible cyclic code with parameters [n, k] q given in Theorem 6. Suppose that e = (e, Q−1 q−1 ) = 2 so that p is an odd prime number and k = 2s is even. Then the weight hierarchy of C is
Proof: Let η be the quadratic multiplicative character of F Q . Namely, η( θ 2 ) = 1 and η(θ θ 2 ) = −1. We have d r (C) = n − N r and formula (6) becomes
Since Q = p 2ls , by Lemma 2,
Therefore the maximal value in right-hand side of (16) is (q r − 1)q s so that for 0 ≤ r ≤ s,
On the other hand, e = 2| q 2s −1 q s −1 . By Theorem 9 we get
Example 12: Take p = q = 7, k = 4, Q = 7 4 , Q − 1 = en, e = 6, n = 400. We have e = (e,
There are totally 
(II) Semiprimitive Case From now on we assume that e ≥ 3. The semiprimitive (or called "self-conjugated") case means that the following condition ( * ) is satisfied.
( * ) There exists integer t such that p t ≡ −1(mod e ).
We always assume that t is the smallest positive integer satisfying p t ≡ −1(mod e ). Then the order of p in Z * e is 2t and for q = p l , Q = q k = p lk , from e |Q − 1 we get 2t|lk. Namely, lk = 2ts (s ∈ Z).
As in Section 3, the case e ≥ 3 can be divided into the following two subcases: (A ) e |q − 1, namely 2t|l. In this case e |k. (B ) e q − 1, namely 2t l.
Theorem 6 shows that d r (C) = n − N r and N r has the expression (6) . Namely,
where ϕ is the multiplicative character of F * Q = θ with order e defined by ϕ(θ) = ζ e .
For each τ , 1 ≤ τ ≤ e − 1, the order of ϕ τ is e τ = e (e ,τ ) . From the semiprimitive condition ( * ) we have p t ≡ −1(mod e τ ). Let t τ be the least positive integer satisfying p t τ ≡ −1(mod e τ ). Then the order of p in Z * e τ is 2t τ so that 2t τ |2t, and t = t τ m τ (m τ ∈ Z). Then lk = 2ts = 2t τ m τ s. By Lemma 3, for 1 ≤ τ ≤ e − 1 we have
Firstly we consider the subcase (A ).
Assume that the semiprimitive condition ( * ) holds where t is the least positive integer satisfying p t ≡ −1(mod e ), so that lk = 2ts. Let C be the irreducible cyclic code in Theorem 6 with parameters [n, k] q . If e |q − 1 (which means 2t|l) so that k = k e (k ∈ Z), then Q −1 and the conclusion of (1) can be derived from Theorem 9.
(2). If 2|s, then all G(ϕ τ ) (1 ≤ τ ≤ e − 1) are − √ Q by formula (18) . Then formula (17) becomes
For 1 ≤ r ≤ k , we take an r -dimensional F q -subspace H of F Q . Then for F q -subspace H = θ H of F Q we get the minimum value |H θ e | = 0 in the right-hand side of (19) . Therefore
From p t ≡ −1 (mod e ) and p t τ ≡ −1(mod e τ ), we know that all m τ = t/t τ (1 ≤ τ ≤ e − 1) are odd. By (18) we get ε τ = 1 and G Q (ϕ τ ) = q k/2 for all τ , 1 ≤ τ ≤ e − 1. Then formula (17) becomes
e = (e, −1) ), for 0 ≤ r ≤ 3 104 − (3 6−r − 1), for 3 ≤ r ≤ 6.
Remark: In binary case ( p = 2), e is always odd. The assumption of Corollary 15 becomes c ≥ a and 2 s. Particularly for q = 2, l = 1 so that a = 0, the assumption becomes 2 s, since c ≥ 0(= a) is always true. This is just in [17, Th. 3] , but the two proofs are quite different.
V. CONCLUSION
By using Gauss sums, we present two formulas (6) and (7) on the generalized Hamming weights d r (C) for an irreducible cyclic code C. For the cases e = 1 and 2, the weight hierarchy {d r (C) : 1 ≤ r ≤ k} has been completely determined, so that the weight hierarchy of the dual code C ⊥ can also be determined by Lemma 5. In general we can determine d r (C) for smaller r by (6) and for bigger r by (7) . For intermediate values of r , formulas (6) or (7) involve the extreme value of the character sum x∈H \{0} ϕ τ (x) or |H θ e | where H passes through all r -dimensional or (k − r )-dimensional F q -subspace of F q k . To determine these values seems difficult and may be interesting in its own right in finite field theory.
The generalized Hamming weights of reducible cyclic codes will be the next topic for further research. Helleseth and Kumar [16] have determined the weight hierarchy for binary Kasami codes which are cyclic codes C over F q 2 (q = 2 m ) such that C ⊥ has two roots θ and θ q+1 where F * q 2 = θ . Recently many results on the weight distribution of reducible cyclic codes for ordinary minimal Hamming distance d(C) = d 1 (C) have been developed with various techniques. We hope that such techniques may help to determine the generalized Hamming weight d r (C) for r ≥ 2. 
