Certifying that quantum devices behave as intended is crucial for quantum information science. Here, methods are developed for certification of both state preparation devices and measurement devices based on prepareand-measure experiments with independent devices. The experimenter is only assumed to know the Hilbert space dimension and thus no precise characterisation of any part of the experiment is required. The certification is based on a randomised version of unambiguous state discrimination and targets the broad class of state ensembles corresponding to quantum t-designs of any size and any dimension. These quantum designs are sets of states over which the average of any t-degree polynomial equals its average over all pure states -and they accommodate many of the most useful discrete structures in quantum information processing. Furthermore, it is shown that the same experiments also certify the detection efficiency of the measurement devices, as well as their non-projective nature. The presented methods can readily be implemented in experiments.
Introduction.-The precise control of quantum devices is crucial for the development of quantum technologies and experimental tests of foundational phenomena in quantum theory. Therefore, methods for certifying and characterising quantum devices are indispensable in quantum information science. Such methods allow one to ensure that, for example, a state preparation device indeed prepares the intended state or that a measurement device implements the desired measurements. The most common approaches are quantum state tomography [1] and quantum detector tomography [2] . In the former, the state emitted by a preparation device is measured in several different bases and the resulting outcome statistics is used to determine the state. In the latter, the measurement is determined from the outcome statistics obtained from probing it with different states. Therefore, the success of state (detector) tomography hinges on the auxiliary measurement (state preparation) device being precisely calibrated. Consequently, imperfections on experimentally relevant parameters in the auxiliary devices can undermine both state tomography [3] and detector tomography [4] . Moreover, in order to precisely calibrate the auxiliary device itself, one typically also requires a tomographic procedure which leads to an infinite regress.
The requirement of precise control in tomography can be overcome by more sophisticated certification methods. Methods have been developed for certifying states and measurements in experimental settings in which a sender prepares states and a receiver measures them but without neither device requiring a detailed characterisation [5] . Instead, the only assumption is that the Hilbert space dimension is known -which can often be justified from inspecting the specific experimental setup. This so-called semi-device-independent (SDI) approach to certification of quantum devices benefits from the fact that prepare-and-measure experiments are practical to implement [6] [7] [8] [9] [10] [11] while also allowing for realistic experimental imperfections. A variety of SDI certification methods have been developed, e.g. for qubit states and measurements [5] , pairs of mutually unbiased bases and symmetric informationally complete measurements [12, 13] , non-projective qubit measurements [14, 15] and qubit quantum instruments [16, 17] . The practical viability of SDI certification schemes has also been experimentally demonstrated [4, 14, 18] .
With a few notable exceptions focused on dimension witnessing [19, 20] and random number generation [10] , previous works on dimension-bounded quantum correlations in general, and SDI certification schemes in particular, have adopted models in which the involved quantum devices can be classically correlated in a stochastic and (to the experimenter) unknown manner. Such models make the set of quantum correlations convex, thereby considerably simplifying their analysis. However, these models correspond to a paranoid setting in which devices can classically conspire against the experimenter. In experiments that do not involve malicious parties, it is often natural to assume that separate quantum devices are independent.
In this work, we develop SDI certification methods for independent preparation and measurement devices. To this end, we present a SDI variant of the well-studied task of unambiguous state discrimination [21] [22] [23] . We prove that by observing optimal correlations in this task, one can certify the collection of states produced by the preparation device. The certification has a broad scope of relevance since it targets any number of states in any dimension that form a quantum t-design [24, 25] . A quantum t-design is a set of d-dimensional quantum states with the property that the average of any t-degree polynomial over the set equals the average taken over all pure states. These interesting and highly symmetric structures have broad applications in quantum information science. Examples include quantum tomography [26, 27] , quantum key distribution [28, 29] , Bell inequalities [30] , entropic uncertainty relations [31] and entanglement detection [32, 33] . They also accommodate (as special cases) some of the most intensely researched and celebrated discrete Hilbert space structures such as rank-one generalised measurements, complete sets of mutually unbiased bases [34] and symmetric informationally complete sets of states [35] , as well as the Platonic solids [36] . Moreover, we also use the same task to show that useful properties of the measurement device can be certified. Specifically, we show that one can certify the detection efficiency of the setup in a SDI manner. This is motivated by the fact that detectors do not always succeed with detecting an incoming physical system and that this is an important consideration in many quantum information protocols. Importantly, in order to make the certification of states and measurements experi-mentally relevant, we develop its robustness to errors. Finally, we also exemplify the application of the scheme towards certification of non-projective measurements and show that it is substantially more robust to errors than established SDI certification schemes based on classically correlated devices.
Randomised unambiguous state discrimination.-Our platform for certifying quantum states and measurements is inspired by the textbook task of unambiguous state discrimination (USD). In USD, a sender (Alice) randomly chooses one of two possible states, |φ 1 and |φ 2 , and sends it to a receiver (Bob). By measuring the incoming state, Bob tries to unambiguously decide which state he has received. Thus, he must either correctly identify the state or declare that he does not know the answer (inconclusive). His success rate is
while no errors are made, i.e. p(1|φ 2 ) = p(2|φ 1 ) = 0. Naturally, as soon as Alice's two states are not perfectly distinguishable (orthogonal), Bob cannot achieve a perfect success rate and must sometimes declare inconclusive rounds. It is well-known [21] [22] [23] that Bob's best measurement is
and M ⊥ = 1 1−M 1 −M 2 , where "⊥" denotes the inconclusive outcome. This leads to the optimal success rate
In USD, the overlap of Alice's two states is assumed to be known. From this, we draw inspiration in order to construct the task of randomised USD, in which Alice's device requires no precise characterisation but is assumed to produce pure states of a known Hilbert space dimension. In randomised USD, Alice generates a random input x ∈ {1, . . . , N } and subsequently produces a d-dimensional state |ψ x . The state is sent to Bob who generates a random pair of inputs y ≡ (y 1 , y 2 ); these can be any one of the N 2 ordered pairs (y 1 < y 2 ) of two positive integers no larger than N . He then implements a corresponding measurement M y = {M b|y } b with three possible outcomes b ∈ {1, 2, ⊥}. The random input informs him that his task is to unambiguously discriminate between Alice's two states {|ψ y1 , |ψ y2 }. Thus, when x ∈ {y 1 , y 2 }, the task is to perform USD whereas otherwise the round is discarded. Therefore, for a given input y, the success rate is defined as
and the unambiguity requires p(1|y 2 , y) = p(2|y 1 , y) = 0 ∀y, where the probabilities are given by the Born rule p(b|x, y) = ψ x |M b|y |ψ x . The performance in randomised USD is based on all the individual USD tasks (for each y). To specify the figure of merit, we first note that the rate of inconclusive rounds is simply 1 − p y usd . We consider the moments of the rate of inconclusive events accumulated over all the individual USD tasks:
where the integer t ≥ 1 is the order of the moments. Thus, randomised USD is parameterised by the dimension d, the ensemble size N and the order t. Aiming to perform USD well for every y means that Alice and Bob aim to minimise S t . Importantly, we stress that when N > d, it is impossible for Alice to prepare her N states so that they are all pairwise distinguishable (trivialising the task).
Certifying quantum designs.-We show that randomised USD allows us to certify that Alice's states form a quantum t-design. To this end, we first prove a bound on the optimal quantum performance of the task. We use the fact that each of Bob's measurements apply to a single USD task (that corresponding to input y). This allows us to write
Although the states are d-dimensional, every pair of states {|ψ y1 , |ψ y2 } can be viewed as an effective qubit embedded in the larger Hilbert space. Therefore, for every y, it is optimal for Bob to perform a measurement analogous to that in Eq (2). Hence, for any given states of Alice and input y, the optimal success rate is analogous to Eq (3). A simple re-arrangement of the summation then gives
At first sight, evaluating the right-hand-side seems challenging. However, the quantity subject to the minimisation is commonly referred to as the (t'th-order) frame potential [37] and it is both well-studied and closely linked to quantum designs. A quantum design is a set {|φ i } of N pure d-dimensional states with the property that the average of any polynomial, g t of degree t, taken over the set is identical to the average of the same polynomial taken over all pure d-dimensional states. That is,
where dφ is the Haar measure on the space of pure quantum states of dimension d. The polynomial g t can be written as g t (φ) = Φ|G t |Φ where |Φ = |φ ⊗t and G t is some bounded operator in the symmetric subspace of (C d ) ⊗t . It immediately follows that a quantum t-design also is a t ′ -design for t ′ ≤ t. How does one determine whether a set of states is a quantum design? The answer is based on the frame potential. An ensemble of N d-dimensional states constitutes a quantum t-design if and only if it saturates the following lower bound on the frame potential [25] 
With this knowledge of quantum designs in hand, we can assert that the optimal quantum implementation of randomised USD obeys
The bound Q t can be saturated (provided the right measurements of Bob) if Alice's states form a t-design. Conversely, if the bound is saturated, it implies that Alice's states form a t-design. In conclusion, the fact that Alice's states collectively form the discrete structure known as a quantum design can be certified by the observation of the minimal value of S t . Importantly, every quantum design can be certified in this manner.
Certifying detection efficiency.-We turn our attention to the measurement device. A realistic measurement device can be modelled as succeeding with performing the intended detection only with some probability η ∈ [0, 1]. As a typical example, a single-photon avalanche diode for visibile light has a detection efficiency around η = 55% [38] . We show how to certify the overall detection efficiency based on the performance in randomised USD. This requires one to manage the failed detection events. These events must be mapped onto one of the three useful outcomes b ∈ {1, 2, ⊥}. However, failing to detect also means that no information is obtained about Alice's input. Hence, if a failed detection is mapped to the outputs b = 1 or b = 2, it will sometimes (in half the cases) give a wrong answer to the USD task, which is at odds with the unambiguity of the discrimination. Therefore, a failed detection must necessarily be treated as an inconclusive round (b =⊥). From Eq (3), this causes the optimal success probability in USD to become p φ1,φ2
From this, we can evaluate a bound, Q η t , on the optimal quantum implementation of randomised USD when subject to detection losses. A simple calculation asserts the following useful inequality
In randomised USD, we apply this inequality to Eq (6) for every input y and obtain
In the second line we have used the binomial theorem and identified the n'th order frame potential, and in the third line we have used Eq (9) . Notably, by choosing η = 1 (no failed detections) we recover Q 1 t = Q t . However, when η < 1 the bound Q η t is not tight due to our use of Eq (12) . The above implies that for any observed S t , the following 2t-degree polynomial must be positive:
To determine a lower bound on the detection efficiency, we must decide the values of η that respect the positivity of P (η). This is achieved by finding the real-valued roots (in the interval [0, 1]) of P (η).
We exemplify this certification for the one-parameter family corresponding to choosing N = d 2 with t = 2 for any d ≥ 2. This family is of particular interest since for any d, the optimal implementation of randomised USD is achieved with a quantum 2-design composed of d 2 elements, which is equivalent to a symmetric informationally complete set of states [25] . For this family, we evaluate the relevant root of P (η) and find that
Notice that an optimal implementation leads to S 2 = d 2 (d−1)
2(d+1)
which inserted into Eq (14) implies perfect detection efficiency (η = 1). In the other extreme, the bound only becomes trivialised (η ≥ 0) when S 2 reaches its algebraically maximal value, which is S 2 = 1 2 (d 4 − d 2 ). For any intermediate value of S 2 , we obtain a non-trivial bound on η.
Robustness to errors.-Our treatment so far has been focused on the idealised case in which outcome statistics perfectly comply with the constraint that Bob's discrimination is unambiguous for every input y. However, a small rate of wrong announcements (incorretly identifying the state) are to be expected in any realistic experiment. Therefore, it is important to make the certification of the quantum devices robust to errors.
We first consider standard USD when a tunable degree of error is allowed. We adopt a model in which Alice's two preestablished equiprobable states |φ 1 and |φ 2 are to be discriminated in such a way that the rate of incorrect announcements associated to outcome 1 and 2 resepctively does not exceed ǫ ∈ [0, 1 2 ]. That is, the amount of error is bounded by q 1 ≤ ǫ and q 2 ≤ ǫ where
.
Evidently, standard USD corresponds to choosing ǫ = 0. Interestingly, the problem of finding the optimal success rate (1) under the bounded error conditions has been solved [39] . Ref [39] found that the optimal success rate is given by
where
and
Equiped with this, we can now address randomised USD under bounded errors and robustly certify the quantum devices from sub-optimal correlations. From the experimentally measured probabilities, one can appropriately choose ǫ. Then, one accordingly modifies the original figure of merit (5) so that it reads
Notice that the error-free case (ǫ = 0) returns the original figure of merit since α 0 = 1. One uses the measured probabilities to evaluate S ǫ t from which one can determine a bound on how close the state ensemble must be to forming a quantum design. A natural quantifier for this purpose is the frame potential: we consider its largest (worst) value that is compatible with the observed value S ǫ t . This can be achieved by first noticing that α ǫ is monotonically increasing and that the upper expression in (16) therefore serves as an upper bound on the lower expression when ǫ ≥ ǫ c . Therefore, we can use the upper expression in (16) to bound the discrimination (for each y) for any ǫ. This leads to the robust certification of the frame potential;
The bound is tight if and only if there exists a quantum design such that the relation ǫ ≤ ǫ c is satisfied for all pairs of states. For example, this is the case for symmetric informationally complete sets of states in dimension d for reasonably small ǫ:
. It turns out that similar arguments apply in order to make the previously discussed certification of detection efficiency robust to errors. In Appendix A we derive the optimal success rate of bounded error state discrimination with inefficient detectors and apply those relations to bound the figure of merit (18) . We find that for a given detection effciency η and error rate ǫ, every quantum implementation obeys
where Q η t corresponds to the bound derived in the error-free case (13) . Hence, in analogy with the error-free case, we can bound η based on the observed value of S ǫ t by determining the relevant root of the polynomial P ǫ (η) = S ǫ t − α 2t ǫ Q η t . Let us apply the robust certification of states and detection efficiency in concrete example. We consider a scenario with (N, d, t) = (4, 2, 2). Accordingly, Alice's four qubit states ideally form a a tetrahedron on the Bloch sphere (quantum 2-design). If Bob flawlessly performs the optimal measurements, the outcome statistics gives S 2 = S 0 2 = Q 2 = 2/3 and thereby certifies Alice's ensemble as tetrahedron on the Bloch sphere. Now, let us consider a specific noise model (imperfection) in Bob's measurements: the optimal measurements are only implemented with probability 1 − γ whereas with probability γ they correspond to white noise (randomly guessing b ∈ {1, 2}). Hence, we have p y usd = (1 − γ) (1 − | ψ y1 |ψ y2 |) + γ/2 and the probability of a wrong announcement for any given y becomes γ/2. Using that Alice's tetrahedral states have equal overlap (| ψ y1 |ψ y2 | 2 = 1/3), we can establish the error ǫ via (15) and evaluate the right-hand-side of (19) to bound the frame potential. For example, by choosing γ ≈ 0.43% we have ǫ = 0.5% and V 2 ≤ 5.95 which can be compared with the ideal result (γ = 0) of V 2 ≈ 5.33 and the trivial result (γ = 1) of V 2 = 16. By an analogous procedure, we can via Eq (20) bound the detection inefficiency by η ≥ 67.7%.
Certification of non-projective measurements.-An interesting feature of USD is that the optimal implementation uses non-projective measurements. As we have seen, this feature carries over to randomised USD. Due to the increasing interest in non-projective measurements for quantum information applications, it is interesting that such measurements can be certified in randomised USD, i.e. a sufficiently small value of S t allows one to rule out that Bob's measurement can be stochastically simulated with projective measurements. For instance, again choosing (N, d, t) = (4, 2, 2), it can be shown that projective implementations achieve at best S 2 = 32/27 (see Appendix B) whereas non-projective measurements can achieve S 2 = 2/3 due to (10) . Thus, observing S 2 < 32/27 certifies the use of non-projective measurements in a SDI manner. Due to the sizable gap between the projective and non-projective implementation, the certification is robust also to imperfections. For instance, certification can be achieved for a detection efficiency of at least η = 3+ √ 3 6
≈ 78.9%. This result is interesting since the experimental requirement is much lower than the nearly perfect detection efficiency required in other SDI schemes based on classically correlated quantum devices [13-15, 18, 40] .
Conclusions.-Methods have been developed for the certification of quantum state preparation devices and quantum measurement devices in prepare-and-measure experiments in which the devices are assumed to be independent. The certification is robust to errors and therefore applicable to experiments. Moreover, our presented scheme is versatile since it applies to three qualitatively different problems: i) certification of ensembles of quantum states, ii) certification of detection efficiency and iii) certification of non-projective measurements.
The framework, based on independent quantum devices, departs from the more common setting in which devices can be classically correlated. When considering tasks that are not of adversarial nature, the independence assumption is often natural. It is therefore both interesting and relevant to develop such certification schemes targeting various useful properties of quantum systems. More generally, the loss of convexity that comes with the independence assumption makes it challenging to determine the limitations of quantum correlations and consequently also their applications towards various certification tasks. Here, our tool for overcoming this obstacle relied significantly on USD and the theory of quantum designs. It is of general interest to develop tools for characterising the set of quantum correlations without shared randomness. This would be both of foundational interest and a route to interesting protocols for quantum information processing.
Note added.-During the completion of this work, I became aware of the related work of Ref [41] .
We first determine the optimal strategy for USD of two pre-established equiprobable states |φ 1 and |φ 2 when the allowed error rate in the protocol is ǫ and the probability of a successful detection is η. Following the main text, this analysis draws on the discussion of the bounded error USD with perfect detectors considered in Ref [39] .
We can view Bob's measurement as effectively having four outcomes {1, 2, ⊥, ∅} where ∅ corresponds to the failed detection. Bob can employ any post-processing to map ∅ to his three other outcomes. If we have ǫ ≤ ǫ c , then the optimal measurement of Bob (when the detector clicks) already consume the allowed error rate [39] . This means that any attempt on mapping ∅ to the rewarding outcomes {1, 2} will induce a higher-than-allowed error rate. Therefore, Bob is forced to map ∅ to ⊥. It follows that the optimal USD with bounded error rate ǫ and detection efficiency η is
when ǫ ≤ ǫ c . However, when ǫ ≥ ǫ c the situation is less trivial. In this case, the optimal measurement of Bob is the so-called Helstrom measurement which has p(⊥) = 0. This means that the allowed error rate is large enough so that it allows Bob to reduce the bounded error state discrimination to a minimal error state discrimination. In other words, the measurement that maximises the success rate while ignoring the bounded error constraint is still compatible with that constraint. Consequently, the smaller-than-allowed error rate ǫ c is induced. In face of detection losses, this means that Bob can map some of the ∅ events to the rewarding outcomes {1, 2} while still not violating the bounded error condition. Since a failed detection yields no information about Alice's state, the best Bob can do is to randomly choose either outcome 1 or outcome 2. This increases his success rate to p η usd (ǫ) = η
where ν is the probability that ∅ is randomly mapped to either outcome 1 or outcome 2. Thus, with probability 1 − ν, ∅ is simply mapped to the inconclusive outcome ⊥. In order to find the largest ν, one evaluates the bounded error condition and finds that
This equation is valid when ν ∈ [0, 1]. The function is monotonically increasing with ǫ. Therefore, in one end (ν = 0) this corresponds to ǫ = ǫ c . In the other end (ν = 1) it corresponds to
Hence, when ǫ ≥ ǫ c , the optimal success rate is given by Eq (A2) with ν given by Eq (A3) when ǫ ≤ ǫ max and ν = 1 when ǫ ≥ ǫ max . Let us now use these tools for certifying detection efficiency in randomised USD with bounded error. In analogy with the robust certification of states, we first decide ǫ from the observed data and then use the modified figure of merit (18) . For every input y, we face a bounded error discrimination task subject to detection effciency η. However, since we do not know the overlap | ψ y1 |ψ y2 |, we cannot know which of the above two cases is relevant (either ǫ ≤ ǫ c or ǫ ≥ ǫ c ). We can overcome this in a simple way by using the fact that Eq (A1) is an upper bound on Eq (A2) when ǫ ≥ ǫ c . This can be straightforwardly shown by considering the derivatives of both (A1) and (A2) when ǫ ≥ ǫ c . Then, we have that for all ǫ ∈ [0, 1/2], it holds that
with equality if and only if ǫ ≤ ǫ c for the given pair {|ψ y1 , |ψ y2 }. Then, we have that
We have factored out the dependence on ǫ. Thus, up to the prefactor α 2t ǫ , we have recovered the error-free case considered in the main text. Following the results in the main text for the error-free case, we obtain the final result
Appendix B: Randomised USD with stochastic projective measurements
In order to bound the quantum performance of randomised USD under projective measurements, we must first remind ourselves of how projective measurements perform in standard USD. It is a well-known result that for any two preestablished equiprobable non-orthogonal pure states, the optimal USD under stochastic projective measurements is obtained by randomly measuring either the eigenbasis of the first state or the eigenbasis of the second state. This leads to max projective p usd = 1 − | φ 1 |φ 2 | 2 2 .
(B1)
