Here, we review the role of top-down attention in both the acquisition and the expression of perceptual learning, as well as the role of learning in more efficiently guiding attentional modulations. Although attention often mediates learning at the outset of training, many of the characteristic behavioral and neural changes associated with learning can be observed even when stimuli are task irrelevant and ignored. However, depending on task demands, attention can override the effects of perceptual learning, suggesting that even if top-down factors are not strictly necessary to observe learning, they play a critical role in determining how learning-related changes in behavior and neural activity are ultimately expressed. In turn, training may also act to optimize the effectiveness of top-down attentional control by improving the efficiency of sensory gain modulations, regulating intrinsic noise, and altering the read-out of sensory information.
Introduction
Top-down attention is a mechanism that enables the flexible modulation of neural activity so that behaviorally relevant stimuli can be processed more efficiently than competing distracters. In contrast, perceptual learning, or an improvement in sensitivity after repeated exposure to a stimulus (Gibson, 1963 (Gibson, , 1969 , typically induces a long-lasting and stable change that increases the efficiency of sensory processing for a highly specific stimulus.
Despite differences in their time-scale and flexibility, attention and perceptual learning (PL) are supported by similar neural mechanisms and appear to be intricately linked. For instance, both topdown attention and PL operate by increasing the signal-to-noise ratio (SNR) of sensory signals Desimone, 1998; Desimone & Duncan, 1995; Furmanski, Schluppeck, & Engel, 2004; Martinez-Trujillo & Treue, 2004; McAdams & Maunsell, 1999; Moran & Desimone, 1985; Reynolds, Pasternak, & Desimone, 2000; Schoups et al., 2001; Zohary et al., 1994) , by modulating intrinsic neural variability (Adab & Vogels, 2011; Cohen & Kohn, 2011; Cohen & Maunsell, 2009 Gu et al., 2011; Mitchell, Sundberg, & Reynolds, 2007 , 2009 , and by optimizing the readout of sensory information by decision mechanisms (Dosher & Lu, 1998 , 1999 , 2009 Law & Gold, 2008 , 2009 Palmer & Moore, 2009; Palmer, Verghese, & Pavel, 2000; Pestilli et al., 2011; Yu, Klein, & Levi, 2004) . In addition, attention and PL are known to be at least partially co-dependent: attention often acts as a modulator that enables the acquisition of learning-induced improvements in behavioral performance (Ahissar & Hochstein, 1993; Fahle, 2004 Fahle, , 2009 ), but does not always appear to be necessary for the expression of learning-related changes in neural activity after training (Adab & Vogels, 2011; Bao et al., 2010; Furmanski, Schluppeck, & Engel, 2004; Hua et al., 2010) .
However, despite these links, many learning-induced changes in behavioral performance and in neural activity cannot be explained solely by top-down attentional factors (Beste et al., 2011; Frankó, Seitz, & Vogels, 2010; McMahon & Leopold, 2012; Seitz, Kim, & Watanabe, 2009; Seitz & Watanabe, 2003; Watanabe, Náñez, & Sasaki, 2001; Yao & Dan, 2001 ; see and Sasaki, Náñez, and Watanabe (2010) for reviews). Furthermore, task demands and the characteristics of the trained stimulus set can influence both the generality of learning and the extent to which training can improve the efficiency of attentional control. The existing data present a complex picture that is by no means resolved; however, it now seems likely that are multiple routes by which learning can occur, and that these routes might operate in parallel during everyday perceptual experience to regulate the impact of potentially relevant stimuli on perception and decision-making.
Attention can modulate learning
Traditional studies of PL have focused on training-related improvements in the discrimination of basic visual features in a specific retinal location (Ahissar & Hochstein, 1993; Andersen et al., 2010; Fahle, 1997 Fahle, , 2004 Schoups, Vogels, & Orban, 1995; Shiu & Pashler, 1992; Yund & Efron, 1996) . In these studies, attention is usually focused on the trained stimulus, and often interpreted as necessary in order to observe robust improvements in performance (Ahissar & Hochstein, 1993; Fahle, 1997 Fahle, , 2004 . For example, when subjects attend to only one of two vernier stimuli during training, discrimination accuracy only improves for the attended stimulus but not the unattended stimulus (Fahle, 2004) . Similarly, accuracy on an orientation discrimination task improves more quickly when subjects attend to the location of the grating ( Fig. 1 ; Mukai et al., 2011) , and changes in firing rates of sensory neurons that optimally discriminate a trained stimulus can rely on attention during training, and not only on repeated stimulus exposure ( Fig. 2; e.g., Schoups et al., 2001; Yang & Maunsell, 2004) .
Additionally, top-down modulations have been shown to lead to learning even without the presence of a sensory signal (Dupuis-Roy & Gosselin, 2007; Tartaglia et al., 2009 ). For example, Tartaglia et al. (2009) demonstrated that when subjects were asked to repeatedly imagine performing a line bisection task in the absence of any visual input, their performance on a real line bisection task improved. This observation strongly suggests that top-down attentional influences are at least sufficient to observe PL. Similarly, Dupuis-Roy and Gosselin (2007) used a ''no-signal'' task in which subjects chose which of two noise patches matched a target texture. Although there was no actual signal inserted into either noise patch, the experimenters defined the patch that happened (by chance) to correlate more with the target stimulus as the 'target'. Despite the absence of strong bottom-up signals, subjects improved on this task with training, suggesting an influence of top-down feedback on the tuning of lower-level populations in a Hebbian-like fashion. Thus, these studies suggest that merely exerting top-down attentional control, even in the near or complete absence of a bottom-up signal, can induce learningrelated modifications in behavior.
Learning-related gain modulations can also be context-dependent, such that responses to a trained stimulus can be enhanced or suppressed based on whether or not the subject is performing a task with, and thus attending to, a given stimulus (Crist, Li, & Gilbert, 2001; Gilbert et al., 2000) . Crist, Li, and Gilbert (2001) had monkeys perform a task at fixation while previously trained stimuli were presented in flanking spatial positions. Cells that responded to the trained stimuli were suppressed, presumably From Mukai et al., 2011 (their Fig. 5a ). Regression slope analyses for accuracy in three attentional cue conditions: exogenous attention, endogenous attention with an arrow cue, and endogenous attention with a color cue, for attended (blue), divided-attended (green), and unattended (red) locations. Slopes of the learning curves for attended locations were significantly greater than divided-attended locations and unattended locations. Slopes of the learning curves for divided-attended locations were also significantly greater than those for unattended locations. (Reprinted with permission: Mukai, I., Bahadur, K., Kesavabhotla, K., & Ungerleider, L.G. (2011) . Exogenous and endogenous attention during perceptual learning differentially affect post-training target thresholds. Journal of Vision. 11, 1-15. Ó ARVO). Fig. 3a) . Slope of the tuning curve for neurons tuned to orientations 0-50 degrees offset from the trained orientation. The solid red line represents trained neurons and the dashed blue line represents untrained neurons. There is a significant increase in the slope of the tuning curve for trained neurons tuned 12-20 degrees away from the trained orientation, indicating that these neurons were the most informative for accurately discriminating the trained stimulus. because the trained stimuli were actively competing with the taskrelevant stimuli being presented at fixation. However, responses in the same cells were enhanced in a second condition where the monkeys directed attention to the trained stimuli. These contextdependent effects indicate that the expression of learning-induced neural modulations can sometimes depend upon interactions between the bottom-up inputs and feedback connections from higher-level top-down control areas, which facilitate processing of a trained stimulus only when it is task-relevant (Gilbert et al., 2000) . Furthermore, given that responses to trained stimuli were suppressed when they were presented as distracters in this paradigm, the context in which learning is evaluated also impacts the extent to which attention modulates the expression of learning.
Finally, the observation that learning can influence neural activity and connectivity across multiple levels of visual cortex and parietal and frontal areas (Gilbert, Sigman, & Crist, 2001; Kourtzi, 2010; Kourtzi & DiCarlo, 2006; Li, Piëch, & Gilbert, 2004) suggests that top-down attention plays a key role in coordinating task-related information from these areas during decision-making (Kourtzi, 2010; Serences & Yantis, 2006) . This is particularly true in cases where learning is task-dependent (i.e., Crist, Li, & Gilbert, 2001; Li, Piëch, & Gilbert, 2004) , as attention must be recruited to coordinate changes across sensory areas in a way that is sensitive to current task goals. Training with more complex objects may also require attentional coordination in order to efficiently integrate contour and feature information into a size and position invariant representation of a whole object (Kourtzi & DiCarlo, 2006) . Additionally, even though feedback is not strictly required to observe learning (Ball & Sekuler, 1987; Fahle, Edelman, & Poggio, 1995; Karni & Sagi, 1991; Liu, Lu, & Dosher, 2012; McKee & Westheimer, 1978; Shiu & Pashler, 1992) , it can play a facilitatory role (Fahle, 2004 (Fahle, , 2009 Gilbert, Sigman, & Crist, 2001; Herzog & Fahle, 1997; Law & Gold, 2009; Roelfsema, van Ooyen, & Watanabe, 2010; Sasaki, Náñez, & Watanabe, 2010; Seitz et al., 2006; Shibata et al., 2009) , suggesting that top-down influences can be recruited throughout training to dynamically guide learning-induced changes in sensory processing or decision-making.
Learning without attention
In contrast to studies suggesting that PL depends on attentional processing, many studies have found that PL can be induced when a trained stimulus is ignored or even unseen (Beste et al., 2011; Frankó, Seitz, & Vogels, 2010; McMahon & Leopold, 2012; Sasaki, Náñez, & Watanabe, 2010; Seitz, Kim, & Watanabe, 2009; Seitz & Watanabe, 2003; Vogels, 2010; Watanabe, Náñez, & Sasaki, 2001; Watanabe et al., 2002; Yao & Dan, 2001) . Several of these studies induced changes in perception by manipulating the timing of stimulus presentations to exploit spike-timing dependent synaptic plasticity (Beste et al., 2011; McMahon & Leopold, 2012; Yao & Dan, 2001 ; see Seitz and Dinse (2007) for a review). For example, Beste et al. (2011) induced long-term potentiation (LTP) by having subjects passively view high frequency luminance changes. Following exposure to the high frequency stimulus, subjects were better at detecting luminance changes, demonstrating that improvements in a luminance change-detection task could occur even in the absence of a task during training. Moreover, low frequency luminance changes evoked long-term depression-like (LTD) effects and performance was subsequently impaired. Similarly, when cats were repeatedly presented with a target grating that was always preceded by a task-irrelevant grating that was offset by 15°, the tuning curves of neurons that preferred the target were shifted in the direction of the distracter grating (Yao & Dan, 2001 ). This effect was dependent on the timing of the presentation of the preceding grating, such that changes were only induced in tuning when the two stimuli were presented within a 40 ms time window. This indicates that these changes depend on the relative timing of pre-and post-synaptic firing, such that pre-synaptic activity immediately preceding post-synaptic activity leads to synaptic potentiation. The authors also performed an analogous study in human subjects and found parallel timing-dependent changes in perceptual report following repeated exposure.
There is also evidence that PL can be observed for subthreshold stimuli, so long as they are temporally yoked to a task-relevant stimulus or to the delivery of a reward (Leclercq & Seitz, 2012a , 2012b Sasaki, Náñez, & Watanabe, 2010; Seitz & Watanabe, 2003; Seitz, Kim, & Watanabe, 2009; Watanabe, Náñez, & Sasaki, 2001; Watanabe et al., 2002) . In one study, subjects were deprived of food and water before they passively viewed a sub-threshold grating. They then received a water droplet reward that was linked to the presentation of the sub-threshold grating rendered in a particular orientation. After training, subjects were better at detecting the orientation that was paired with the reward than orientations that were not paired with a reward, suggesting that the activation of subcortical reward pathways can automatically gate learning, even in the absence of overt attentional demands (Frankó, Seitz, & Vogels, 2010; Roelfsema, van Ooyen, & Watanabe, 2010; Seitz, Kim, & Watanabe, 2009; Seitz & Watanabe, 2003) . However, other work indicates that this 'task-irrelevant perceptual learning' (TIPL) only occurs when there is no direct competition between target and distracter stimuli, presumably because attention will suppress concurrently presented irrelevant stimuli if they actively interfere with target processing (Choi, Seitz, & Watanabe, 2009; Gál et al., 2009; Tsushima, Seitz, & Watanabe, 2008) . Thus, it appears that TIPL may be a form of learning that acts as a complement to traditional attention-modulated learning, facilitating the processing of stimuli that are temporally associated with a behaviorally relevant target or the delivery of a reward (Seitz & Watanabe, 2005 , 2009 ). However, even though TIPL does not depend on attention in many cases, it is still subject to attentional inhibition if the irrelevant item interferes with target processing (see .
These interactions between TIPL and attention are further supported by more recent studies using 'fast TIPL', where subjects express learning effects for task irrelevant items within a single session (Leclercq & Seitz, 2012a , 2012b . In this paradigm, the subjects' task was to identify rare targets embedded within a rapid serial visual presentation (RSVP) stream of distracters while they simultaneously viewed a series of images that they would need to recall at the end of each trial. Leclercq and Seitz found that subjects were better at remembering images that were presented at the same time as or immediately following the target, indicating that enhanced top-down attention due to target detection also led to better processing of the task-irrelevant image. In a second condition where the distracter stimuli were removed from the RSVP stream, the sudden onset of the rare targets exogenously captured attention. Under these conditions, memory for the task-irrelevant images suffered when they were presented at the same time as the target, presumably because the exogenous capture of attention by the target lead to a concurrent suppression of competing stimuli. Thus, these studies provide converging evidence that attentional factors can play a dominant regulatory role in learning by enhancing relevant signals and suppressing signals associated with competing distracters.
Learning-induced neural changes can persist without attention
In many cases, top-down control appears to play a key role in the acquisition of learning, in part by increasing the impact of attentional control signals on sensory gain in early visual areas (Mukai et al., 2007) . However, just as attention is not always required for the acquisition of learning (e.g., Beste et al., 2011; Seitz, Kim, & Watanabe, 2009; Seitz & Watanabe, 2003) , task-related attention is often not necessary to observe the expression of the learning-induced neural modifications after training, even for tasks where attention is recruited during training. Furmanski, Schluppeck, and Engel (2004) used functional magnetic resonance imaging (fMRI) to scan subjects before and after training on a task that required performing a discrimination on an obliquely oriented grating. Data from the pre-training scan session revealed an over-representation of cardinal compared to oblique angles in primary visual cortex. However, this 'oblique effect' was abolished after training, such that cardinal and oblique gratings evoked a similar response profile in primary visual cortex (V1). This response increase was limited to V1 and not seen in V2 or V3, which the authors interpreted as evidence against a role for attentional factors because the influence of top-down attention tends to be larger in later visual areas (Kastner et al., 1998) . Additionally, if more top-down attentional gain was applied to oblique orientations compared to cardinal orientations then behavioral performance should differ; however, no such difference was observed. Bao et al. (2010) subsequently used EEG to demonstrate that training a specific orientation leads to an increase in the amplitude of the temporally early C1 component of the visual evoked potential (onsetting 50 ms after the presentation of the trained stimulus). The increase in the C1 response was specific to both the location and the orientation of the trained grating, and occurred even when subjects were attending to a demanding RSVP task in the center of the screen ( Fig. 3 ; Bao et al., 2010) . Thus, training-related changes in the amplitude of the C1 component could not be attributed to attentional factors because attention was focused on the center of the screen and not on the trained peripheral grating. Analogous findings have also been reported in single-unit physiology (Adab & Vogels, 2011; Raiguel et al., 2006; Schoups et al., 2001; Vogels, 2010) . For example, Adab and Vogels (2011) found that training monkeys on an orientation discrimination task both increased the mean firing rate and decreased response variability of V4 neurons tuned to the trained orientation, an effect which was observed both during task performance and passive fixation.
More dramatically, perhaps, sensory neurons in animals often show learning-induced modulations of sensory responses even under anesthesia, strongly suggesting that top-down attention is not required for the expression of all types of learning-induced neural modulations. For instance, training cats to discriminate a particular spatial frequency with one eye led to a significant improvement in neural contrast sensitivity functions recorded in V1 under anesthesia (Hua et al., 2010) . These training effects were highly specific: the contrast sensitivity of V1 neurons was not only greater in trained cats compared to untrained controls, but greater for neurons receiving input from the trained eye compared to the untrained eye. Likewise, after training on a shape discrimination task, a greater proportion of neurons in the inferotemporal cortex of anesthetized monkeys responded to a set of trained shapes compared to control animals that had no prior experience with the same set of shapes (Kobatak, Wang, & Tanaka, 1998) . Finally, European starlings can be trained to recognize and discriminate many different motifs and this ability can be used to index plasticity in the auditory system (see Knudsen & Gentner, 2010 , for a review). Akin to visual perceptual learning, starlings improve at discriminating complex songs with practice and these behavioral improvements correspond to changes in the firing rates of neurons in the caudomedial mesopalluim (CMM) and caudolateral mesopallium (CLM), two regions of secondary auditory cortex (Gentner & Margoliash, 2003; Jeanne et al., 2011) . Under anesthesia, neurons respond more strongly to trained songs compared to untrained songs, and this effect is mediated by the training regime ( Fig. 4 ; Gentner, 2007; Gentner & Margoliash, 2003) . In ''go-nogo'' trained birds, the responses to songs associated with positive reinforcement were higher than those to songs associated with no reinforcement. The selective learning of task-relevant songs is consistent with the notion that feedback driven attentional mechanisms may play a role in modulating the acquisition of learning, even though long lasting effects of learning can be instantiated in local circuits without top-down control Crist, Li, & Gilbert, 2001; Gentner, 2007; Gilbert, Sigman, & Crist, 2001) . Collectively, these studies suggest that even though attention can facilitate the instantiation of PL during training, active attention is not strictly necessary for the expression of training-related changes in neural activity. However, it is important to note that even if top-down attention is not necessary to observe the effects of PL, attentional factors can still play an important role in modulating the expression of training-induced neural modulations, depending on specific task demands. Recall that in the study by Crist, Li, and Gilbert (2001) , responses in neurons tuned to a trained peripheral target were enhanced when the peripheral stimulus was attended and suppressed when the monkeys performed an alternate task at fixation. This suggests that, all else being equal, top-down attentional control can override or even reverse the effects of PL on neural activity depending on task demands. Thus, trained stimuli that are task-relevant or completely task-irrelevant can evoke enhanced responses after PL, even when they are not directly attended (Adab & Vogels, 2011; Bao et al., 2010; Schoups et al., 2001; Seitz, Kim, & Watanabe, 2009; Seitz & Watanabe, 2003 , 2009 ). In contrast, top-down attention can override the effects of PL and suppress neural activity when trained stimuli actively compete with another relevant stimulus (as in Crist, Li, & Gilbert, 2001; Li, Piëch, & Gilbert, 2004) .
Can training improve the efficiency of attentional modulations?
Classic PL studies focus on training a specific stimulus feature in a specific retinal location. However, this specificity can limit the applicability of learning studies to real-world cases of perceptual expertise. For example, when a radiologist examines an X-ray, she cannot expect a fracture to always be in the same location and at the same orientation; she must learn a broad strategy for detecting fine discrepancies across the entire image. Therefore, learning often requires acquiring a general strategy so that the neural modulations that support more efficient perception can be flexibly applied to a large set of potentially relevant sensory fea- Serences et al., 2009; Treue, 2003; Treue & Martinez-Trujillo, 1999) , by improving the read-out of sensory information in later decision-making areas (Eckstein et al., 2000; Palmer & Moore, 2009; Palmer, Verghese, & Pavel, 2000; Shaw, 1984) , and by mediating intrinsic neuronal noise (Cohen & Kohn, 2011; Cohen & Maunsell, 2009 Mitchell, Sundberg, & Reynolds, 2007 , 2009 . If the efficiency of these attentional mechanisms increases with training, then whole classes of potentially relevant stimuli could be more readily distinguished from irrelevant distracters.
Relatively few studies have examined the impact of training on the ability to flexibly deploy top-down attentional gain in the context of complex visual search tasks. Rettenbach and colleagues used a variety of visual search tasks that all recruited feature-based attention to a pre-specified target stimulus (Leonards et al., 2002; Sireteanu & Rettenbach, 1995 . Even though the search displays varied in their exact composition and spatial distribution from trial-to-trial, practice led to a significant behavioral improvement, such that reaction times were eventually unaffected by increases in the size of the search array (Sireteanu & Rettenbach, 1995) . The authors argued that training-related reductions in reaction time indicate a shift from inefficient to efficient search by eliminating the need to examine each object in the array serially until the target is detected (Sireteanu & Rettenbach, 2000) . Training also transferred across task type, eyes, and spatial locations, which argues against a low-level locus of the training effects. Instead, the high degree of transfer suggests that subjects were learning a general attentional strategy that allowed them to more efficiently search the array for the target stimulus (Sireteanu & Rettenbach, 2000) . In follow-up studies, these improvements were linked to an enhanced ability to detect both brightness differences between the target and distracters, as well as a unique visual cue associated with the target (Leonards et al., 2002) .
In a related line of work, Ellison and Walsh (1998) found that training on orientation, size, and color singleton search tasks transferred partially to conjunction tasks that combined these features, whereas training on a conjunction task asymmetrically transferred to several different singleton search tasks. In this case, the ability of a search strategy to transfer depends on the complexity of the training task: if subjects were able to more efficiently find a target defined by a conjunction of features, then this ability may more easily transfer to a condition in which there was only one target feature (as opposed to the other way around, see Ahissar & Hochstein, 1997 Ahissar et al., 2009) . This relationship between the broadness of the trained task and the extent of transfer could account for the specificity of many traditional PL tasks, as they often employ a single stimulus feature. By extension, if subjects are trained on a more generalized task, then learning may influence the efficacy of flexible top-down attentional mechanisms and the benefits would extend beyond the specific stimulus exemplars that were used during training (Ahissar et al., 2009) .
Video games have also been used as a form of generalized learning that improves perception and enhances the efficiency of attention (Bavelier et al., , 2011 Clark, Fleck, & Mitroff, 2010; Dye, Green, & Bavelier, 2009; Green & Bavelier, 2003 Green, Pouget, & Bavelier, 2010; Li et al., 2009; Riesenhuber, 2004) . Video game players are better at a variety of behavioral measures, including difficult flanker compatibility tasks, subitizing items in a briefly flashed display, distributing attention across wide eccentricities, overcoming the attentional blink effect, and detecting small changes in a visual array (Clark, Fleck, & Mitroff, 2010; Green & Bavelier, 2003) . Non-video game players who were trained on a video game also showed post-training improvements in contrast sensitivity (Green & Bavelier, 2003; Li et al., 2009 ). The improvements among video game players on a wide variety of tasks suggest that training can increase the efficacy of attentional modulations in a task-general manner, enabling improvements in many different task settings. However, even though Li et al. (2009) found an improvement in contrast sensitivity with controlled training using video games -which is consistent with a relatively low-level change in sensory gain -it is unclear whether these improvements are tied to enhanced sensory representations, more efficient read-out of sensory responses during decision making, or more efficient distracter exclusion.
While the results of studies that employ complex stimuli support the notion that training increases the efficiency of attentional modulations in a fairly general manner that supports extensive transfer, recent data suggest that general improvements in task performance can also be observed even when training is carried out using a restricted stimulus set. For example, double-training paradigms reveal transfer to specific features or locations that are passively exposed while training is carried out with a separate task-relevant stimulus (Xiao et al., 2008; . For instance, the mere presence of a stimulus at the to-be-transferred location during training may enable the global transfer of feature-based learning to the exposed location (Xiao et al., 2008 ; see also Martinez-Trujillo & Treue, 2004; Treue & Martinez-Trujillo, 1999; Saenz et al., 2002; Serences & Boynton, 2007) . Similarly, a brief pre-training exposure to the peripheral transfer location may prime this location, again enabling the transfer of learning . Lu, Liu, and Dosher (2010) further demonstrated that learning in an orientation discrimination task also transfers across external noise conditions, but only from low external noise to high external noise. Guided by the Augmented Hebbian Reweighting Model (AHRM), the authors argued that read-out mechanisms are re-tuned to more selectively pool information about relevant input signals under low noise conditions. After optimization, the re-tuned read-out mechanisms can then be utilized to enhance the stimulus signal even when viewing a stimulus that is corrupted by a high level of external noise. In addition, training with a highly discriminable motion stimulus supports transfer across directions (Liu, 1999) , possibly because low difficulty tasks can be carried out based on signals in higher cortical areas, which in turn leads to a higher degree of transfer after training (see Ahissar & Hochstein, 1997 Ahissar et al., 2009) . Thus, the observation of extensive transfer even with tasks that use fairly basic visual features suggests that training may increase the efficiency of top-down attentional modulations in a manner that can generalize beyond specific low-level features, echoing the general types of learning observed with more complex stimuli, such as video games.
Collectively, the existing data suggest that, just as attention plays a modulatory role in the acquisition and expression of PL, training plays a complementary role in increasing the efficiency of top-down attentional control. In line with this notion, several studies have now demonstrated a reduction in the magnitude of modulations in areas of frontoparietal cortex that are commonly thought to mediate attentional control (Mukai et al., 2007; Sigman et al., 2005) , even while activation in sensory areas simultaneously increases. This suggests that active attentional control is heavily recruited before training, but that learning either improves the efficiency of top-down attentional gain or induces plasticity in local connections so that intervention by top-down attentional modulations can be minimized. In line with these general hypotheses, Sigman et al. (2005) demonstrated that the blood oxygenation level dependent (BOLD) response in posterior parietal cortex (PPC) and supplementary motor area (SMA) was significantly diminished after training on a shape discrimination task. Another study found that successful learners had strong BOLD responses in putative attention-control areas before training, including intraparietal sulcus (IPS), frontal eye fields (FEF), and supplementary eye fields (SEF). However, activation in all of these areas was reduced after training (Mukai et al., 2007) . This decrease in activation was coupled with an increase in the functional connectivity between frontoparietal areas and areas of early visual cortex, which tentatively suggests that the efficacy of attentional control signals improved with training and that the associated behavioral improvements were not due solely to local plasticity in visual cortex. Thus, attentional control signals become more efficient with training and may have an equivalent impact on sensory neurons despite giving rise to a smaller metabolic trace and thus smaller BOLD responses. Since connections between putative control regions and sensory areas are known to mediate top-down attention signals (Armstrong, Fitzgerald, & Moore, 2006; Moore, 2006; Moore & Armstrong, 2003; Moore & Fallah, 2004; Noudoost et al., 2010) , the reinforcement of these pathways may allow faster and more efficient gain modulations after training. Given that the capacity to attend to multiple items is limited (Huang & Pashler, 2005; Huang, Pashler, & Junge, 2004; Mullin & Egeth, 1989; Scharff, Palmer, & Moore, 2011a , 2011b , improving the efficiency of attention through PL would allow these limited attentional resources to be preferentially focused on behaviorally relevant stimuli.
Mechanisms of perceptual learning mirror those of attention
As we have discussed, several studies have shown that performance on complex visual search tasks can improve with training, but the mechanisms supporting these improvements are not always clear: training might improve the efficacy of attentional mechanisms by increasing the magnitude of sensory gain, by improving the read-out of sensory signals, or by more efficiently mediating internal and external sources of variability. Additionally, studies showing learning in the absence of top-down attention suggest that there may also be a separate low-level mechanism that supports learning in cases where no task-related attentional goals are in place (Beste et al., 2011; Frankó, Seitz, & Vogels, 2010; McMahon & Leopold, 2012; Sasaki, Náñez, & Watanabe, 2010; Seitz, Kim, & Watanabe, 2009; Seitz & Watanabe, 2003; Watanabe, Náñez, & Sasaki, 2001; Watanabe et al., 2002; Yao & Dan, 2001) . However, in more typical settings, it may be advantageous for the mechanisms of attention to be recruited during learning in order to increase the efficiency of sensory processing and perceptual decision-making. Furthermore, parallels can be drawn between the perceptual improvements associated with learning and those observed with attention, which might guide future investigations of the two phenomena.
As with attention-driven gain enhancements, PL has been found to increase the magnitude of responses associated with the trained stimulus Furmanski, Schluppeck, & Engel, 2004; Lewis et al., 2009; Op de Beeck et al., 2006; Rainer, Lee, & Logothetis, 2004; Schoups et al., 2001; Schwartz, Marquet, & Frith, 2002; Sigman et al., 2005; Yang & Maunsell, 2004; Yotsumoto, Watanabe, & Sasaki, 2008; Yotsumoto et al., 2009; Zhang, Meeson, et al., 2010; Zohary et al., 1994) . Although the majority of these studies used a limited set of stimuli, it is possible that learning-induced response amplification for trained stimuli corresponds to an improved ability of attention to flexibly enhance the gain of sensory neurons that respond to a wide array of task-relevant stimuli, as in the case of visual search improvements and video gaming (Green & Bavelier, 2003; Sireteanu & Rettenbach, 2000) .
Training-related improvements in the efficiency of attention may also be related to an improvement in the selective read-out of sensory signals, thereby increasing the speed and accuracy of decision-making without necessarily influencing sensory gain (Palmer & Moore, 2009; Palmer, Verghese, & Pavel, 2000; Pestilli et al., 2011) . Similar ideas have been advanced in the PL literature. For instance, Law and Gold (2008) found that there were no changes in the firing rates of MT neurons after training monkeys on a motion discrimination task that varied both motion direction and motion coherence (Fig. 5a ), but there were changes in the firing rates of the neurons in lateral intraparietal area (LIP), an area implicated in accumulating sensory evidence during decision making ( Fig. 5b ; Law & Gold, 2008 , 2009 ). The authors conclude that learning results from a change in read-out of the most informative sensory neurons and that these read-out changes are driven by feedback, which guides the selective enhancement of the connections between the most sensitive populations in MT and LIP in order to optimize performance (Law & Gold, 2009 . This model is akin to similar proposals in the attention literature (Eckstein et al., 2000; Palmer & Moore, 2009; Palmer, Verghese, & Pavel, 2000; Pestilli et al., 2011) , in which responses from the most sensitive sensory neurons are pooled and responses from uninformative sensory neurons are filtered out, leading to overall improvements in the ability to discriminate target features from distracters Palmer & Moore, 2009; Pestilli et al., 2011) .
Other models, such as the Perceptual Template Model (PTM) and the Augmented Hebbian Reweighting Model (AHRM), hold that learning is driven both by improved filtering of internal and external noise as well as by a selective enhancement of the most sensitive sensory inputs (Dosher & Lu, 1998 , 1999 , 2009 Lu & Dosher, 2004; Lu, Liu, & Dosher, 2010; Petrov, Dosher, & Lu, 2005) . As with Law and Gold's model, learning results primarily from changing the weights associated with early sensory inputs being read-out during decision-making. However, in order for learning to occur in high noise environments, sensory systems must simultaneously enhance the representation of the stimulus as well as filter out stimulus noise (Petrov, Dosher, & Lu, 2005) . In these cases, PL results from an improvement in the efficiency with which top-down control selectively modulates sensory gain enhancement and in the filtering of sensory signals.
General improvements in the efficiency of attentional modulations may also involve a reduction in intrinsic neural noise and the extent to which shared noise among sensory neurons is correlated (Cohen & Kohn, 2011; Cohen & Maunsell, 2009 Dosher & Lu, 2000; Mitchell, Sundberg, & Reynolds, 2007 , 2009 ). Reductions in variability at the single-unit level (Mitchell, Sundberg, & Reynolds, 2007) complement increases in gain by further improving the signal-to-noise ratio of cells that encode relevant stimuli. While more complex (Abbott & Dayan, 1999; Cohen & Kohn, 2011; Cohen & Maunsell, 2011) , decorrelating shared variability across populations of sensory neurons is often advantageous, as removing correlated noise increases the precision of a response estimate generated via simple pooling operations (Cohen & Maunsell, 2009; Mitchell, Sundberg, & Reynolds, 2009; Shadlen et al., 1996) . Although many of these empirical observations regarding the modulation of intrinsic noise have been documented in the realm of attention studies, recent PL studies have observed similar modulations. For example, Gu et al. (2011) found that training on a direction-heading task reduced noise correlations across sensory neurons in macaque dorsal medial superior temporal area (MSTd), compared to untrained control animals. Trained monkeys matched controls in terms of the time course of responses, tuning curve bandwidth and amplitude, and sensitivity to the stimulus, which led the authors to conclude that the observed noise decorrelations serve to improve the read-out of sensory inputs to decision-making mechanisms. Mathematical models of PL also indicate that internal noise suppression is a key factor in the behavioral improvements associated with learning (Bejjanki et al., 2010; Dosher & Lu, 1998 , 1999 , 2009 Lu et al., 2011) . Thus, a reduction in neural (co)variability combined with enhanced sensory signals likely increases the amount of information carried by population responses in visual cortex, allowing for more efficient decision-making and improved behavioral performance (Bejjanki et al., 2010) .
Given the broad similarities between documented behavioral and neural manifestations of attention and PL, training subjects on more general tasks may lead to correspondingly general and flexible improvements in sensory gain, read-out, and in the modulation of neural variability. In contrast, training on a highly specific stimulus may instead lead to relatively long lasting changes in local cortical circuits that, once instantiated, no longer need to be guided by top-down attentional control. 
Conclusions
In many cases, top-down attention can mediate PL for taskrelevant stimuli and can support very specific, as well as more general, learning effects that transfer widely across tasks and stimulus features (as in the case of video games, Green & Bavelier, 2003 . On the other hand, PL can also occur for irrelevant stimuli that are presented outside the focus of attention by pairing an irrelevant stimulus with a reward, by pairing an irrelevant stimulus with another task-relevant stimulus, or even via specific types of bottom-up sensory input (e.g. spike-time dependent plasticity; Frankó, Seitz, & Vogels, 2010; McMahon & Leopold, 2012; Yao & Dan, 2001 ). This observation that the acquisition of learning can proceed without top-down attention suggests that at a very basic level, there are multiple routes that can support the instantiation of long lasting changes in the efficiency of perceptual decision making. Moreover, many changes in processing that are induced by PL do not require active attention to be expressed, as learning-related modulations can be observed when subjects are attending elsewhere and even when animals are under anesthesia (Adab & Vogels, 2011; Bao et al., 2010; Gentner & Margoliash, 2003; Mukai et al., 2007; Raiguel et al., 2006; Schoups et al., 2001) . However, attention and PL are not completely independent, as changes in attentional state can override the bottom-up instantiation of PL. This is particularly apparent when trained stimuli actively compete with other stimuli that are currently task relevant (Crist, Li, & Gilbert, 2001; Fahle, 2004 Fahle, , 2009 Gilbert et al., 2000) . Thus, even though PL can occur in the absence of top-down attention, attention may still play a critical role as a 'gatekeeper' to determine how training-induced changes in processing are expressed based on current task demands and behavioral goals. However, developing a more complete characterization of the extent to which attention can override all forms of PL is a major avenue for future research, particularly in situations that involve more complex and ecologically relevant stimulus sets.
