Abstract
Introduction
As the computer vision technology developed, the vision-based pose estimation system has been applied widely in certain fields such as industry, medical care, and aviation. The vision-based pose estimation can be defined as a process of measuring the relative pose of two reference frames by vision-based methods. The pose consists of three translation parameters ( , , ) x y z
T T T and three attitude parameters ( , , )
x y z A A A .
As for typical vision-based pose estimation techniques, there are mainly two categories: stereo vision technique and model-based monocular vision technique. In this paper, only the monocular vision pose estimation will be discussed. The precision of the pose estimation system is related to many factors such as the detection error of image coordinate, the scale error of object model and calibration error of the camera, in which the precision of camera calibration can influence the accuracy of the measure system directly. Generally speaking, the traditional camera calibration is implemented by using some feature points with known precise geometrical characteristics; therefore the error of camera parameters mainly comes from the detection error of feature points in the image.
On condition that the detection error of image points is the same, the calibration error is related to the robust of calibration method and the choice of camera calibration space. Currently, the methods of camera calibration mainly contain DLT (Direct Linear Transformation) [4] , two-step method of Tsai [5] and plane-based calibration technique of Zhang [6] [7] [8] . Among above methods, the most commonly used method is DLT, by which the camera projective matrix can be obtained linearly, which can meet the generic requirement for precision. The camera calibration space can be defined as the spatial distribution of the feature points. As for the same calibration method, a different calibration space could produce quite different calibration parameters. Consequently, choosing appropriate camera calibration space can be a significant means of improving the calibration precision.
In practice the most common feature points for calibration are designed on a planar calibration board, and the calibration process can be implemented by setting the calibration board at different distance. Therefore, selecting calibration space consists of placing calibration board at different distance and setting the distribution of feature points. With regard to choosing the distance of the calibration board, Tsai [5] proposed that at least two calibration planes be presented at the distances of the beginning and the ending of measuring positions. The influence of calibration space to 3D reconstruction had been researched in the literature [9] [10] [11] . It had been mentioned that the geometrical space formed by feature points for calibration should contain an effective measurement space. Also, it also was noticed that the feature points for calibration should be sufficient and even. In the practical application, the camera imaging of measurement area is often only concentrated on a certain small region, under such circumstances, how to design the calibration feature points is important. The feature points not only can be designed in the measurement space but also can be in the full field of the camera view. With a view to the intuition, it seems better that the feature points be confined only in the measurement space. However, through our theoretical analysis and simulation experiment, we got the opposite conclusion: the calibration feature points should be distributed in full view. This result will propose theoretical support for camera calibration in the actual pose measurement system.
To begin with, the camera model is introduced briefly. Then the process of theoretical derivation about relationships between calibration space and calibration parameters error as well as the calibration parameters error and pose estimation error is discussed. Finally, the simulation result and the conclusion are given. ( , ) u v is the coordinate of principle point. Four parameters mentioned above compose the camera intrinsic parameters which are determined by the internal geometric and optical characteristics.
Camera model
In the actual application, the measurement reference system, which we define as the world reference system w w w w O X Y Z , is actually another reference system instead of the camera reference frame. The transform relation between the world reference system and camera reference one can be given by: 
In above expression, T is the translation vector which denotes the relative position of the camera reference system and world reference one, and R is the rotation matrix which can be decomposed into three rotation angles ( , , ) cx cy cz b b b which denote the relative orientation between camera reference system and world reference one. Both R and T are called the camera extrinsic parameters.
Influence of calibration space on the pose estimation
For the sake of analyzing the influence of calibration space on the pose estimation precision, firstly, we deduce the expression relationship between the calibration space and calibration parameters error, then the relationship between the calibration parameters error and pose estimation result can be obtained.
Calibration space and calibration parameters error
As for different calibration space, it is supposed that the number of calibration points which are distributed uniformly and the calibration distance are the same, further more, only the imaging detection error of feature points is considered while the coordinate error of feature points in the world reference system is negligible. In above condition, the different calibration space is due to the difference of the distance between the corresponding imaging points of the calibration feature points. When the calibration space is selected in the full view area, the distance between the imaging of calibration points is farther than the distance when the calibration space is confined in a small region.
For a random feature point, the relation between its imaging coordinates ( , ) x y z in the camera reference frame can be described as:
Using error theory, we can derive that:
Combine the expression (3) with (4), and we have:
By (2) Combine expression (8) with (9):
Similarly, we can yield: 
Under the conditions mentioned above, from expression (12) and (13), we notice that as the distance between the imaging of the calibration feature points becomes farther, the error of focus-ratio and the principle point becomes smaller. Thereby, when the calibration space is of the full view, the calibration parameters error is smaller.
Relationship between calibration parameters error and pose estimation error
The model-based monocular vision measurement system adopts the point-feature model. Firstly, the 3D coordinates of three feature points in the world reference system can be obtained through the imaging coordinates of the three feature points and 3D coordinates in the object reference frame, subsequently the relationship between the world reference system and object reference one can be acquired. In the paper [12] , the solution procedure was described in detail.
Assuming that there only exists the error of calibration parameters without considering detection error of the imaging coordinates of feature points, then the extremum error ( , )
of the pose can be denoted as the expressions of extremum error of the camera intrinsic parameters as follows (i denotes , , x y z respectively): (14) and (15), it can be seen that when the pose of the object is fixed, the differential coefficients of pose ( , ) In conclusion, when the calibration feature points are distributed in the full view, the camera calibration error as well as the pose estimation error is smaller.
In the simulation experiment, we studied the influence of the calibration space on the pose estimation error statistically.
It is supposed that the view angle of camera be 20 20°°× , the image resolution be 512 512 × and the size of CCD target be 5.12 5.12 × mm. Without loss of generality, we can assume that the relative position between world reference frame and camera reference one be (10, 20,100) = T , and the relative attitude be (0,0,0) = A . The object model we have adopted is formed by three feature points, among which there are two points whose distance is 20mm, the third point is 10mm far at the perpendicular bisector of above two points. The measuring distance which the object away from the camera optical center is about 0.4m~2.5m, with the imaging of measuring area distributed at a quarter of the imaging plane.
We calculate the pose based on two calibration spaces respectively: the imaging of the calibration points is in the full view and only in a quarter of the view. For both calibration spaces, we select three calibration planes with the calibration distance from 0.5m to 1.5m. The planar calibration board is composed of 11×11 calibration points distributed uniformly. Then moving the calibration board in the direction of increasing the calibration distance, we can get a suppositional 3D target by the object points on the three calibration planes. Supposing that the distance of each adjacent plane is 0.5m, we add half of a pixel quantitative error on the detection of image points. By the traditional DLT method the camera projective matrix can be obtained. As shown in Table  1 , the calibration parameters error of both calibration spaces is compared, with a result that the calibration parameters obtained from the calibration space of full view outperforms from the other confined calibration space. Based on above two calibration spaces and the pose estimation algorithm in paper [12] , we can get the simulation result of pose estimation. As is illustrated in Figure 1 , the horizontal axis denotes the measuring distance and the vertical one denotes the average of absolute value of pose estimation error, particularly the position error is defined by relative error. The pose error resulted from the calibration space in which the imaging range of calibration points is full view is denoted by the dashed while the error resulted from the other calibration space is denoted by the real lines. Note that the error denoted by the dashed is smaller than that denoted by the real lines, which verifies above theoretical result. As a result, we can deduce that no matter what the imaging range of measuring area is, the camera calibration should be implemented in the full view area. 
Conclusion
In this paper, the relationship between camera calibration space and pose measurement error has been analyzed based on the real project. Through the theoretical deduction and the simulation experiment, it can be concluded that the calibration implemented in the full view area can get higher accuracy no matter what the imaging range of measuring area is. This research result can be proposed as a theoretical reference and provide a guidance to select the calibration space in the engineering application.
