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Zusammenfassung
Die vorliegende Arbeit befasst sich mit Methoden zur modellbasierten Entwicklung und
Applikation von Diagnosefunktionen. Eine modellbasierte Applikation von Diagnose-
funktionen verspricht einen deutlichen Zeitgewinn im Entwicklungsprozess von Kraftfahr-
zeugen. Die Verwendung einer modellbasierten Diagnose ermöglicht eine Unterscheidung
von unterschiedlichen Fehlerquellen. Diese Isolationsfähigkeit ist mit aktuellen Diagnose-
funktionen nicht gegeben. Als Anwendungsbeispiel für die Entwicklung wird die Diagno-
se der Temperatur im Kühlsystem des Kraftfahrzeugs verwendet. Hierfür wird in einem
ersten Schritt ein Simulationsmodell des Kühlkreislaufes aufgebaut. Hierbei muss ein
geeignet Kompromiss zwischen einer ausreichenden Modellgüte und einer akzeptablen
Rechenzeit gefunden werden. Zur Modellierung des Motors wird ein stationäres Ver-
brennungsmodell mit einem dynamischen Wärmeübertragungsmodell kombiniert. Für
die Komponenten des äußeren Kühlkreislaufes wird eine statische Modellierung mittels
Kennfeldern mit einer dynamischen physikalischen Modellierung verglichen. Für die Ap-
plikation der für die Diagnose verwendeten Kennfelder werden zwei mögliche Verfahren
vorgestellt. Zum einen können parametrische Verfahren wie zum Beispiel Least Squares
zur Lösung des Problems verwendet werden. Zum anderen wird eine direkte Optimie-
rung der Kennfelder mit Hilfe eines evolutionären Algorithmus vorgestellt. Um weitere
Anforderungen an die Kennfelder, wie zum Beispiel einen glatten Verlauf zu garantieren,
werden für beide Verfahren Erweiterungen eingeführt. Zur Entwicklung einer modell-
basierten Diagnosefunktion wird mit Hilfe einer Strukturanalyse eine Untersuchung zur
Isolierbarkeit auftretender Fehler bei unterschiedlichen Sensorkonfigurationen durchge-
führt. Für eine geeignete Sensorkonfiguration wird eine Diagnosefunktion prototypisch
umgesetzt und ihre Funktionsfähigkeit simulativ bestätigt.
vii

Abstract
The focus of this work lies on model-based methods for the development and the calibra-
tion of diagnosis functions. Using model-based calibration methods in the development of
diagnosis functions reduces the required time significantly. A model-based diagnosis func-
tion allows an isolation of errors, which is not possible with diagnosis functions currently
in use. The temperature diagnosis in the cooling system of a vehicle is used as an example
application. In a first step, a simulation model of the cooling system is developed. For
this model, a balance between the accuracy of the model and the calculation time has to
be found. For the engine, a static combustion model is combined with a dynamic model
of the heat transfer. For the elements in the outer cooling circuit, a static model using
maps is compared with a physical, dynamic model. For the calibration of the maps used
in the diagnosis, two methods are described. On the one hand, parametric methods like
a least squares algorithm can be used. On the other hand, a direct optimization with
the help of evolutionary algorithms is presented. Both algorithms are further extended,
in order to satisfy additional requirements, like a smooth surface of the maps. For the
development of a model-based diagnosis function, several sensor configurations are in-
vestigated in regard to the isolation of errors with the help of a structural analysis. A
diagnosis function is implemented for a suitable sensor configuration. The functionability
is tested in simulation.
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1 Einleitung
Bereits in den 1960er Jahren wurden durch das California Air Ressources Board (CARB)
erste Gesetze zur Begrenzung der Abgaswerte von Kraftfahrzeugen eingeführt. Diese Ge-
setze wurden immer weiter verschärft und auch in anderen Ländern wurden über die
Jahre ähnliche Gesetze eingeführt, sodass heutzutage in allen Industrienationen Emissi-
onsgrenzwerte existieren [60].
Abbildung 1.1: Motorkontrollleuchte
Um die Einhaltung der Abgasgrenzwerte nicht nur bei der Produktion sondern auch im
Betrieb des Fahrzeugs zu garantieren, ist es jedoch nötig, auch während der Fahrt ab-
gasrelevante Bauteile zu überprüfen. Solche On Board Diagnose (OBD) Systeme wurden
zuerst durch das CARB im Jahr 1988 vorgeschrieben. Die dort eingeführte OBD-I-Norm
regelt die Überwachung von abgasrelevanten Komponenten. Enthalten ist eine elektri-
sche Überprüfung der Komponenten auf Kurzschlüsse und Leitungsunterbrechungen. Ein
Fehler in den Komponenten muss in einem Fehlerspeicher abgespeichert werden und dem
Fahrer über die Motorkontrollleuchte (Malfunction indicator light, MIL) angezeigt wer-
den. Ein Auslesen des Fehlers ist zum Beispiel über einen Blinkcode möglich. Die vor-
geschriebenen Diagnosefunktionen im Gesetzesrahmen von OBD-I beschränkt sich auf
die Diagnose der Lambdasonde, der Abgasrückführung, der Kraftstoffzufuhr und der
Motorsteuerung. Die Verbindung von Diagnosegeräten ist nicht standardisiert, sodass
unterschiedliche herstellerspezifische Lösungen existieren [9].
Eine Erweiterung der OBD I-Vorgaben wurde in Kalifornien 1994 eingeführt. Mit Ein-
führung von OBD II wird die Überwachung aller Komponenten und Systeme, die eine
Erhöhung der Emissionswerte bei einer Fehlfunktion verursachen können, die ihrerseits
emmissionsrelevante Komponenten überwachen oder die Diagnoseergebnisse beeinflussen
können vorgeschrieben [60]. Der Umfang der zu überwachenden Teilsysteme hat sich so-
mit deutlich erweitert. Außerdem sind in OBD II neben der elektrischen Überwachung
auf Kurzschluss und Leitungsunterbrechungen Plausibilitätsprüfungen von Sensorsigna-
len und die aktive Funktionsüberprüfung von Aktoren enthalten. Eine weitere Neuerung
von OBD II ist die Standardisierung der Fehlerspeicherung. Liegt ein Fehler über einen
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Tabelle 1.1: Emissionsgrenzwerte für PKW mit Ottomotor nach Euro-Norm
Wert Euro 5 Euro 6-1 Euro 6-2
(09/2009) (09/2014) (09/2017)
CO in mg/km 1900 1900 1900
NMHC in mg/km 250 170 170
NOx in mg/km 300 150 90
PM 50 25 12
bestimmten Zeitraum - die sogenannte Entprellzeit - vor, wird im Steuergerät ein Fehler-
code (Diagnostic Trouble Code, DTC) sowie alle relevanten Sensorsignale zum Zeitpunkt
des Auftretens (Freeze Frame) gespeichert. Führt der Fehler zum Überschreiten der Emis-
sionsgrenzwerte wird er dem Fahrer über die MIL angezeigt. Ein einmal erkannter Fehler
kann auch wieder geheilt werden, wenn er über eine definierte Heilungszeit nicht mehr
anliegt [90]. Über einen - ebenfalls normierten - OBD-Stecker kann bei Vorliegen eines
Fehlers der DTC, das Freeze Frame sowie eine Information, ob die Diagnose durchlaufen
wurde und der Fehler somit entdeckt werden konnte, ausgelesen werden.
Identische Normen zu den amerikanischen OBD II-Normen wurden in Europa für Fahr-
zeuge mit Ottomotor im Jahr 2000 und für Fahrzeuge mit Dieselmotor im Jahr 2003
eingeführt (EOBD). Die zugehörige ISO-Norm 15031 ist inhaltlich beinahe identisch zu
den Normen der amerikanischen Society of Automotive Engineers (SAE). Beide Normen
wurden seit ihrer Einführung beständig erweitert [85]. Im Zuge der Euro 5- und Eu-
ro 6-Gesetzgebung wurden auch die Emissionsgrenzwerte immer weiter verschärft. Die
aktuellen Grenzwerte für Ottomotoren fasst Tabelle 1.1 zusammen [20,60].
Gegenwärtig bestehen ausgehend von den Vereinten Nationen Planungen zur Vereinheit-
lichung der regional unterschiedlichen OBD-Gesetzgebungen in einer Norm, der soge-
nannten „World-Wide-Harmonized OBD“ (WWH-OBD). Die Definition geschieht in der
ISO-Norm 27145.
Die Erweiterung des Funktionsumfangs - nicht nur in der On Board Diagnose sondern
auch in anderen Funktionsbereichen - stellt Automobilhersteller jedoch auch vor eine neue
Herausforderung. Durch die wachsende Anzahl und Komplexität der Funktionen steigt
auch der Aufwand in der Bedatung immer weiter. Während die ersten eingeführten OBD-
Funktionen aus einfachen Grenzwertbetrachtungen mit wenigen Parametern bestanden,
bestehen aktuelle Funktionen teilweise aus mehreren Kennfeldern, die über langwierige
Prüfstandsversuche herausgefahren werden müssen.
Um eine lange Verzögerung durch die Bedatung zu vermeiden, sind Automobilhersteller
darauf angewiesen, diese Applikationszeit deutlich zu verringern. Eine Möglichkeit, die im
Folgenden untersucht werden soll, ist die Verwendung modellbasierter Verfahren. Diese
bieten die Möglichkeit, eine erste Bedatung bereits früh im Entwicklungsprozess am PC
durchzuführen.
Die vorliegende Arbeit möchte einen Beitrag zur Verwendung modellbasierter Verfahren
in der Entwicklung und Applikation von On Board Diagnose-Funktionen liefern. Hierfür
2
wird als Beispielsystem die Diagnose des Kühlsystems im Kraftfahrzeug betrachtet.
Die Arbeit gliedert sich insgesamt in sieben Kapitel. Im Anschluss an die Einleitung wird
in Kapitel 2 eine Einführung in die allgemeinen Grundlagen gegeben. Dabei wird auf
Grundlagen der Thermodynamik sowie der Wärmeübertragung und der Wärmetauscher
eingegangen.
In Kapitel 3 wird der Aufbau des Simulationsmodells theoretisch beschrieben. Nach
einer Einführung in das Kühlsystem eines Verbrennungsmotors wird zuerst auf die Mo-
dellierung der Wärmeerzeugung im Verbrennungsmotor eingegangen. Hier wird zwischen
der Verbrennungsreaktion und dem Übergang der Verbrennungswärme in das Kühlmittel
unterschieden. Im äußeren Kühlkreislauf wird das Hauptaugenmerk auf die physikalische
Modellierung des Kühlmittelkühlers und des Thermostats gelegt.
Nach der theoretischen Betrachtung des Modells beschäftigt sich Kapitel 4 mit der
Implementierung und Validierung des Modells. Zur Validierung des vorgestellten Modells
werden - wo möglich - sowohl Messdaten für einzelne Komponenten als auch komplette
Messfahrten betrachtet.
Der Hauptanwendungszweck hinter dem vorgestellten Modell ist eine modellbasierte Be-
datung von Diagnosefunktionen im Kühlsystem. Hierauf wird in Kapitel 5 eingegangen.
Zuerst wird die Unterscheidung zwischen einer konventionellen und einer modellbasierten
Bedatung sowie die zu bedatende Funktion eingeführt. Zur Bedatung werden insgesamt
drei unterschiedliche Verfahren vorgestellt und verglichen.
Da die aktuell implementierte Diagnosefunktion Nachteile im Hinblick auf die Isolierbar-
keit von Fehlern besitzt, liegt der Gedanke nahe, das vorhandene Modell des Kühlsystems
direkt für eine modellbasierte Diagnose zu verwenden. Die entworfene Diagnosefunktion
wird in Kapitel 6 vorgestellt. Zuerst werden allgemein die Grundlagen der modellba-
sierten Diagnose sowie der zum Entwurf verwendeten Strukturanalyse vorgestellt. An-
schließend werden verschiedene Sensorkonfigurationen im Hinblick auf die Isolation der
vorliegenden Fehler analysiert. Das Kapitel schließt mit einer simulativen Validierung
der Diagnosefunktion
Den Abschluss bildetKapitel 7. Hier wird die Arbeit noch einmal zusammengefasst und
ein Ausblick auf mögliche Anknüpfungspunkte gegeben.
Im Zuge des Projektes sind mehrere Studentische Arbeiten ([S1]-[S10]) entstanden. Eine
Aufstellung findet sich im Anhang. Kapitel, die auf den Arbeiten basieren sind an der
passenden Stelle im Text gekennzeichnet. Teile der vorliegenden Arbeit sind zudem in
[34], [35] und [36] veröffentlicht.
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2 Physikalische Grundlagen
Zum besseren Verständnis der in Kapitel 3 beschriebenen Modelle werden nachfolgend
die benötigten physikalischen Grundlagen eingeführt. Für die Modellierung der Verbren-
nungsreaktion sind Grundlagen der Thermodynamik von Relevanz. Durch die Hauptsätze
der Thermodynamik lässt sich beschreiben, wie das Reaktionsgemisch nach der Reaktion
zusammengesetzt ist und welcher Teil der im Kraftstoff gespeicherten Energie freigesetzt
wird. Der zweite Teil des Kapitels befasst sich mit den Grundlagen der Wärmeübertra-
gung. In diesem Teil sollen die unterschiedlichen Arten des Wärmeübergangs zwischen
verschiedenen Medien betrachtet sowie der grundsätzliche Aufbau und mögliche Berech-
nungsmethoden für Wärmeübertrager eingeführt werden.
2.1 Grundlagen der Thermodynamik
Thermodynamik lässt sich als allgemeine Energielehre bezeichnen [3]. Sie beschreibt folg-
lich alle Arten der Energie sowie ihre Verknüpfung und Umwandlung. Die Basis der Ther-
modynamik sind die vier Hauptsätze - aus historischen Gründen nummeriert von null bis
drei. Es existieren viele mögliche Formulierungen für die vier Hauptsätze, die folgende
Formulierung beschreibt damit nur eine Möglichkeit.
Nullter Hauptsatz der Thermodynamik
Zwei Systeme im thermischen Gleichgewicht mit einem dritten stehen auch unter-
einander im thermischen Gleichgewicht.
Erster Hauptsatz der Thermodynamik
Die Energie eines abgeschlossenen Systems ist konstant.
Zweiter Hauptsatz der Thermodynamik
Es kann nie Wärme aus einem kälteren in einen wärmeren Körper übergehen, wenn
nicht gleichzeitig eine andere damit zusammenhängende Änderung eintritt.
Dritter Hauptsatz der Thermodynamik
Der absolute Nullpunkt der Temperatur ist unerreichbar.
Der nullte Hauptsatz definiert den Gleichgewichtszustand verschiedener Systeme und
soll im Folgenden als gegeben vorausgesetzt werden. Der dritte Hauptsatz definiert den
absoluten Nullpunkt der Temperatur als Referenz und die Nichterreichbarkeit dieser
Temperatur. Die Verbrennungsreaktionen im Motor spielen sich bei Temperaturen ober-
halb der Umgebungstemperatur ab, sodass der Hauptsatz für die vorliegende Arbeit nur
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Abbildung 2.1: Thermodynamische Betrachtung einer Verbrennung (nach [32])
am Rande von Bedeutung ist. Relevant für die Beschreibung des Verbrennungsprozesses
im Motor sind vor allem der erste und der zweite Hauptsatz. Diese sollen im Folgenden
näher beschrieben und die nötigen Gleichungen hergeleitet werden. Dabei stützt sich die
Beschreibung hauptsächlich auf [3] und [32].
2.1.1 Der erste Hauptsatz der Thermodynamik
Der erste Hauptsatz sagt aus, dass Energie weder vernichtet, noch aus dem Nichts er-
schaffen, sondern höchstens umgewandelt werden kann. Mögliche Arten der Energieüber-
tragung sind zum Beispiel das Verrichten von Arbeit, der Transport von Materie oder
ein Wärmeübergang [3].
Im Folgenden soll beispielhaft das in Abbildung 2.1 dargestellte System der Masse m
betrachtet werden. Eine chemische Reaktion in dem System führt zu einer Änderung der
Zusammensetzung. Für das beschriebene System lässt sich die Energiebilanz aufstellen.
Q1→2 −W1→2 = U2 − U1 (2.1)
Dabei bezeichnet Q1→2 einen Wärmeübergang über die Systemgrenze, W1→2 eine am
System verrichtete Arbeit und Ui die innere Energie des Systems vor und nach der
Reaktion. Als Vorzeichenkonvention wird ein Wärmeübergang in das System und eine
vom System ausgeführte Arbeit als positiv definiert. Die innere Energie des Systems
beschreibt die in den Stoffen gespeicherte Energie, die sich aus thermischer, chemischer
und nuklearer Energie zusammen setzt.
Zur Berechnung der im Motor freigesetzten Energie kann der Motor als offenes Sys-
tem aufgefasst werden, das Wärme und Arbeit mit seiner Umgebung austauscht [32].
Hierbei wird über einen Verbrennungszyklus gemittelt. Kurzfristige Temperatur- und
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Druckschwankungen werden vernachlässigt. Deshalb kann davon ausgegangen werden,
dass die Umwandlung bei konstantem Druck geschieht. In diesem Fall lässt sich die vom
Verbrennungsmotor geleistete Arbeit berechnen.
W1→2 =
2∫
1
pdV = p (V2 − V1) (2.2)
Setzt man diese Gleichung in die durch Gleichung (2.1) definierte Energieerhaltung ein,
so ergibt sich
Q1→2 = (U2 + pV2)︸ ︷︷ ︸
H2
− (U1 + pV1)︸ ︷︷ ︸
H1
= (∆H)p,T (2.3)
mit der Enthalpie Hi in Zustand i. Durch Variablennamen im Index werden hier und
im Folgenden alle Größen bezeichnet, die über den Prozess konstant gehalten werden
müssen. Da eine Verbrennung ein exothermer Prozess ist, sind sowohl Q1→2 als auch
(∆H)p,T negativ.
Ist die Zusammensetzung des Systems vor und nach der Reaktion bekannt, lässt sich
die Enthalpie berechnen. Diese setzt sich aus zwei Teilen zusammen. Der erste Teil ist
die Standardbildungsenthalpie ∆h˜◦f . Durch die Standardbildungsenthalpie eines Stoffes
wird die Änderung der Energie bei Herstellung des Moleküls aus den jeweiligen Ele-
menten unter Standardbedingungen beschrieben. Die Standardbildungsenthalpie ist für
Moleküle negativ, für einzelne, reaktionsfreudige Atome positiv und für eine stabile Ele-
mentform exakt null. Als Standardbedingung wird ein Druck von 1 atm beziehungsweise
101, 325 kPa und eine Temperatur von 298, 15 K beziehungsweise 25 ◦C verwendet. Für
die Bezeichnung einer Standardbildungsenthalpie wird der Index ◦ verwendet. Die Stan-
dardbildungsenthalpie ist eine Stoffgröße und kann dementsprechend für jeden Stoff im
Voraus angegeben werden.
Weicht die Temperatur von den Standardbedingungen ab, muss die Bildungsenthalpie
dementsprechend korrigiert werden.
∆h˜f = ∆h˜◦f + ∆h˜(T ) (2.4)
Die Korrekturwerte für unterschiedliche Stoffe in Abhängigkeit der Temperatur T lassen
sich in Tabellenwerken, wie zum Beispiel [16, 17] nachlesen. Insgesamt ergibt sich die
Enthalpieänderung damit zu
(∆H)p,T =
∑
Produkte
ni∆h˜f,i −
∑
Edukte
nj∆h˜f,j (2.5)
mit der Stoffmenge ni und der Bildungsenthalpie ∆h˜f,i des Stoffes i. Für die weitere
Verarbeitung interessant ist jedoch nicht die entstehende Gesamtwärme, sondern der
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Wärmestrom. Durch Ableiten von Gleichung 2.3 und Einsetzen von Gleichung 2.5 erhält
man
Q˙1→2 =
∑
Produkte
n˙i∆h˜f,i −
∑
Edukte
n˙j∆h˜f,j. (2.6)
Die korrigierten Bildungsenthalpien können dabei als stückweise konstant angesehen wer-
den.
2.1.2 Der zweite Hauptsatz der Thermodynamik
Während mit dem ersten Satz die Durchführbarkeit von Energieumwandlungen durch
die Energieerhaltung eingeschränkt wird, führt der zweite Satz durch eine Vorgabe der
Umwandlungsrichtung eine weitere Einschränkung ein. Dadurch ist nicht mehr jeder
Prozess, der auf Grund des ersten Hauptsatzes möglich ist, auch durchführbar. Beispiel
hierfür ist die vollständige Umwandlung von Wärme in Arbeit.
Die Richtung, in der eine Energieumwandlung abläuft ist über die Entropie S bestimmt.
Auf eine Herleitung soll an dieser Stelle verzichtet werden. Über die Wärme Q und die
thermodynamische Temperatur ϑ lässt sich die Entropie
dS = δQ
ϑ
(2.7)
beziehungsweise der Entropiestrom
S˙ = Q˙
ϑ
(2.8)
bestimmen. Die Entropie ist keine Erhaltungsgröße. Zur Erläuterung soll beispielhaft ein
geschlossenes System ohne Massentransport über die Systemgrenze betrachtet werden.
In diesem Fall lassen sich zwei Prozessgrößen definieren. Der Entropiestrom, der mit
der Wärme über die Systemgrenze fließt, wird mit Hilfe des Entropietransportstroms S˙Q
beschrieben. Abhängig vom Wärmestrom kann dieser Entropiestrom positiv oder negativ
sein. Im Gegensatz dazu ist der Entropieproduktionstrom S˙irr - also der durch irreversible
Prozesse im Inneren des Systems erzeugte Entropiestrom - in seiner Form eingeschränkt.
Für den Entropieproduktionsstrom gilt grundsätzlich
S˙irr ≥ 0. (2.9)
Dabei kann der Grenzfall S˙irr = 0 nur für reversible Prozesse erreicht werden. Bei ir-
reversiblen Prozessen ist der Entropieproduktionsstrom positiv. Folglich kann in einem
System ohne Zutun von Außen niemals Entropie vernichtet werden. Im Folgenden soll
wiederum ein System reagierender Stoffe betrachtet werden, das eine Zustandsänderung
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bei konstantem Druck und konstanter Temperatur erfährt. Durch den ersten Hauptsatz
ergibt sich die Gleichung
δQ = dH, (2.10)
aus dem zweiten Hauptsatz erhält man
δQ ≤ ϑ dS. (2.11)
Setzt man Gleichung 2.11 in Gleichung 2.10 ein, ergibt sich für konstante Temperaturen
∆H − ϑ∆S︸ ︷︷ ︸
∆G
≤ 0. (2.12)
Dabei wird der Ausdruck G = H − ϑS als Gibbs-Energie bezeichnet. Gleichung 2.12
zeigt, dass nur eine Reaktion stattfinden kann, wenn die Gibbs-Energie der Produkte
kleiner ist als die Gibbs-Energie der Edukte.
2.1.3 Der chemische Gleichgewichtszustand
Von einem chemischen Gleichgewicht spricht man, wenn in einem Reaktionsgemisch
alle chemischen Reaktionen in beide Richtungen mit gleicher Reaktionsrate ablaufen.
Dementsprechend sind die Stoffmengenanteile aller Stoffe im chemischen Gleichgewicht
konstant. Für die Verbrennungsreaktion im Motor gilt diese Annahme natürlich nicht.
Trotzdem ist die Betrachtung des Gleichgewichtszustandes eine gute Näherung zur Be-
stimmung der Stoffmengenanteile aller an der Verbrennung beteiligten Stoffe [32].
Im weiteren Verlauf soll von einer Reaktion von Edukten mit den Molmassen Med,1,
Med,2,. . . zu Produkten mit den Molmassen Mpro,1, Mpro,2,. . . im Gleichgewichtszustand
ausgegangen werden. Unter Kenntnis der stöchiometrischen Koeffizienten νi der Reaktion
lässt sich eine Massenerhaltungsgleichung aufstellen.
∑
i
νed,iMed,i −
∑
j
νpro,jMpro,j = 0 (2.13)
Nach Konvention sind dabei die stöchiometrischen Koeffizienten für die Produkte positiv
und für die Edukte negativ. Betrachtet man Gleichung 2.12, so sieht man, dass im Gleich-
gewichtszustand die Änderung der Gibbs-Energie bei konstantem Druck und konstanter
Temperatur null sein muss. Für ideale Gase lässt sich die Änderung der Gibbs-Energie
berechnen [32].
(∆G)p,T =
∑
i
µ˜iδni = 0 (2.14)
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Dabei bezeichnet µ˜i das chemische Potential der Spezies i. Dieses chemische Potential
stellt ein Maß für die Bereitschaft eines Stoffes dar, chemische Reaktionen einzugehen
oder die Phase zu ändern. Das chemische Potential lässt sich aus der Gibbs-Energie
berechnen [25].
µ˜i =
(
δG
δni
)
p,T,nj(j6=i)
(2.15)
Mit dem Ausdruck nj(j 6= i) soll dabei dargestellt werden, dass zusätzlich zum Druck
p und der Temperatur T auch alle restlichen Stoffmengen nj konstant gehalten werden
müssen. Für ideale Gase lässt sich die Berechnung zu
µ˜i = µ˜◦i (T ) +RT ln
pi
p0
(2.16)
vereinfachen. Eingesetzt in Gleichung 2.14 erhält man
∑
i
(
µ˜◦i (T ) +RT ln
pi
p0
)
δni = 0. (2.17)
Die Stoffmenge δni ist allein von der Gesamtstoffmenge abhängig.
δni = νiδn (2.18)
Durch Einsetzen und Umsortieren erhält man damit
∑
i
ln
(
pi
p0
)νi
= −
∑
i (µ˜◦i νi)
RT
= −∆G
◦
RT
= lnKp. (2.19)
Kp bezeichnet die Gleichgewichtskonstante bei konstantem Druck. Der Partialdruck pi
eines Stoffes ist nach dem Dalton-Gesetz proportional zum Stoffmengenanteil.
pi = xip (2.20)
Setzt man diese Beziehung in Gleichung 2.19 ein und löst den Logarithmus auf, so ergibt
sich
∏
i
(xi)νi
(
p
pUmg
)∑
i
νi
= ln−1
(
−∆G
◦
RT
)
. (2.21)
Durch diese Gleichung lässt sich der Einfluss des Druckes auf die Zusammensetzung des
Reaktionsgemisches im chemischen Gleichgewicht beschreiben.
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2.2 Grundlagen der Wärmeübertragung
Als Beispielfunktion für die in den folgenden Kapiteln hergeleiteten Applikations- und
Diagnosefunktionen soll die Diagnose des Temperatursensors im Kühlsystem des Kraft-
fahrzeugs betrachtet werden. Bei der Modellierung tauchen deshalb hauptsächlich Pro-
bleme der Thermodynamik und der Wärme- und Stoffübertragung auf. Die für die Be-
schreibung des Modells nötigen Grundlagen der Wärmeübertragung sollen im Folgenden
kurz beschrieben werden. Die Beschreibung der Grundlagen stützt sich hauptsächlich auf
[4], [8] und [76]. Für eine vollständige Beschreibung sei hier auf die Grundlagenliteratur
verwiesen.
2.2.1 Wärmeleitung
Unter Wärmeleitung versteht man einen Wärmetransport innerhalb eines Stoffes auf
Grund von Temperaturunterschieden. Dabei fließt der Wärmestrom stets in Richtung
der niedrigeren Temperatur. Gerade in Feststoffen ist die Wärmeleitung die einzige Form
der Wärmeübertragung, während sie in Flüssigkeiten und Gasen durch andere Formen
des Wärmetransports überlagert wird.
Bei einem instationären Wärmetransportproblem ist die Wärmestromdichte abhängig
von Ort und Zeit. Die Wärmestromdichte ergibt sich folglich als Vektorfeld. Nach dem
von J.B. Fourier aufgestellten Grundgesetz der Wärmeleitung ergibt sich das Vektorfeld
durch
q˙ = q˙ (x, t) = −λ∇T (2.22)
mit dem Temperaturgradienten∇T 1 und der Wärmeleitfähigkeit des Stoffes λ. Durch das
Minuszeichen wird dabei die bereits erwähnte Strömungsrichtung in Richtung niedriger
Temperaturen festgelegt. Alle im Kühlsystem verwendeten Stoffe können als isotrop an-
genommen werden. Dadurch hängt die Wärmeleitfähigkeit nicht mehr von der Richtung
des Wärmetransports ab und ergibt sich als skalar.
Zur Berechnung des über die Oberfläche fließenden Wärmestroms Q˙ betrachten wir ein
Oberflächenelement dA mit der Normalen n. Der Wärmestrom ergibt sich zu
dQ˙ = −q˙n· dA. (2.23)
Durch Integration über die gesamte Oberfläche erhält man
1Da im Folgenden hauptsächlich mit Temperaturdifferenzen gearbeitet wird, ist der Referenzpunkt
der Temperaturangabe nicht von Relevanz. Wo möglich wird zur Vereinfachung deshalb mit der
empirischen Temperatur T statt der thermodynamischen Temperatur ϑ gerechnet.
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Abbildung 2.2: Wärmeleitung in einer ebenen Wand und einem Hohlzylinder (nach [4])
Q˙ = −
∫
(A)
q˙n· dA = −
∫
(V )
divq˙ dV. (2.24)
Als einfache Sonderfälle sollen eine stationäre Wärmeleitung in einem Hohlzylinder sowie
in einer ebenen Wand behandelt werden, da diese Fälle im Kühlsystem zum Beispiel bei
Wärmetransportphänomenen in Rohrleitungen relevant sind. Durch den symmetrischen
Aufbau des Problems erhalten wir einen Wärmestrom, der nur von einer Raumkoordi-
nate (im Folgenden als x bezeichnet) abhängig ist. Diese Raumkoordinate bezeichnet im
ebenen Fall die Richtung senkrecht zur Wand und im Hohlzylinder die Richtung radi-
al zur Wand. Abbildung 2.2 zeigt den Aufbau in beiden Fällen. Dabei ist die jeweilige
Wandfläche schraffiert dargestellt. Gleichung (2.22) vereinfacht sich in beiden Fällen zu
Q˙ = q˙(x)A(x) = −λ(x)dT
dx
A(x) (2.25)
und durch Integration über die Wanddicke δ = x2 − x1
Q˙ = λm
δ
Am (TW1 − TW2) . (2.26)
Dabei bezeichnet λm die mittlere Wärmeleitfähigkeit und Am die mittlere Fläche. Diese
ist definiert als
Am =
1
δ
x2∫
x1
dx
A(x)
−1 (2.27)
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Mit den geometrischen Zusammenhängen
A(x) =
A1 = A2 ebene Wand2piLx Zylinder (2.28)
erhält man für die mittlere Fläche
Am =

A1 = A2 ebene Wand
A2 − A1
ln A2
A1
Zylinder. (2.29)
2.2.2 Konvektion
Unter Konvektion versteht man die Wärmeübertragung zwischen einem festen Körper
und einem strömenden Fluid. Es kann unterschieden werden zwischen freier Konvekti-
on, wobei die Strömung durch die entstehenden Temperaturunterschiede hervorgerufen
wird und erzwungener Konvektion, wobei die Strömung von außen aufgeprägt ist. Wie
auch in [8] beschrieben, ist eine Unterscheidung zwischen Wärmeleitung und Konvektion
schwierig, da ein konvektiver Wärmeübergang ohne Wärmeleitung nicht möglich ist. Im
Folgenden soll der Übersichtlichkeit halber trotzdem an einer Unterscheidung festgehal-
ten werden.
Die Wärmestromdichte bei einem konvektiven Wärmeübergang hängt von dem Tempe-
ratur- und Geschwindigkeitsfeld der bewegten Flüssigkeit ab und kann sich damit über
die Position deutlich ändern. Betrachtet man eine Stelle der Strömung lässt sich die
Wärmestromdichte als
q˙ = αLok (TW,Lok − TF,Lok) (2.30)
mit dem örtlichen Wärmeübergangskoeffizienten αLok definieren. Eine exakte Berechnung
der von der Wand auf das Fluid übergehenden Wärmestromdichte ist auf Grund der
komplexen Zusammenhänge oftmals nicht möglich. Meist wird deshalb auf eine globale
Betrachtung übergegangen. Geht man anstatt der lokalen Betrachtung von einem örtlich
gemittelten Wärmeübergangskoeffizienten α über die gesamte wärmeübertragende Fläche
aus, kann aus Gleichung (2.30) durch Integration über die wärmeübertragende Fläche
der gesamte Wärmestrom bestimmt werden.
Q˙ = αA (TW − TF ) (2.31)
Eine exakte Berechnung des örtlich gemittelten Wärmeübergangskoeffizienten ist nur in
einigen, geometrisch einfachen Fällen möglich. Auch eine experimentelle Bestimmung er-
fordert meist einen erheblichen Versuchsaufwand. Meist beschränkt man sich deshalb auf
die Verwendung von Ergebnissen, die mit Hilfe von Modellversuchen gewonnen wurden.
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Tabelle 2.1: Definition der Kenngrößen bei konvektivem Wärmeübergang
Kenngröße Zeichen Einheit Dimension
Wärmeübergangskoeffizient α kg/ (s3 K) MT−3Θ−1
charakteristische Länge L m L
charakteristische Geschwindigkeit v m/s LT−1
Dichte ρ kg/m3 ML−3
dynamische Viskosität η kg/ (m s) ML−1T−1
Wärmeleitfähigkeit λ kg m/ (s3 K) MLT−3Θ−1
spezifische Wärmekapazität cp m2/ (s2 K) L2T−2Θ−1
Eine Vielzahl solcher Ergebnisse ist in Tabellenwerken wie zum Beispiel [76] gesammelt.
Eine Übertragung solcher Ergebnisse ist jedoch nur möglich, wenn beide Aufbauten ähn-
lich zu einander sind. Die Forderung der Ähnlichkeit beinhaltet, dass bei der Verwendung
eines Satzes von dimensionslosen Kennzahlen diese Kennzahlen in beiden Systemen den
gleichen Zahlenwert annehmen müssen [71].
Eine Aussage über die Menge der nötigen dimensionslosen Kennzahlen lässt sich über
das Π-Theorem von Buckingham gewinnen [14]. Dieses Theorem sagt aus, dass ein Sys-
tem, das über n physikalische Variablen mit Basiseinheiten bestehend aus m Grunddi-
mensionen beschrieben wird, gleichzeitig auch mittels n−m dimensionslosen Variablen
beschrieben werden kann. Betrachtet man Wärmeübergangsprobleme, lassen sich diese
durch sieben physikalische Variablen beschreiben: Der gesuchte Wärmeübergangskoeffi-
zient α, eine charakteristische Länge L, eine charakteristische Geschwindigkeit v sowie
als Materialeigenschaften des Fluids die Dichte ρ, die dynamische Viskosität η, die Wär-
meleitfähigkeit λ und die spezifische Wärmekapazität cp.
In Tabelle 2.1 sind die Variablen inklusive der Basiseinheiten und der daraus zu be-
stimmenden Dimension aufgetragen. Man sieht, dass sich die Basiseinheiten der sieben
Kenngrößen aus den vier Dimensionen Länge L, Masse M , Zeit T und Temperatur Θ
zusammensetzen. Damit ist die Definition von 3 unabhängigen dimensionslosen Kenn-
größen nötig. Eine mögliche Definition der dimensionslosen Variablen soll im Folgenden
vorgestellt werden. 2
Die erste Kenngröße ist die Reynolds-Zahl, die das Verhältnis zwischen Trägheits- und
Reibungskräften beschreibt. Sie ist definiert als
Re = vρL
η
= vL
ν
(2.32)
mit der Geschwindigkeit des Fluids v, einer charakteristischen Länge L, der Dichte ρ,
der dynamischen Viskosität η und der kinematischen Viskosität ν. An der Reynolds-
Zahl lässt sich ablesen, ob die zu Grunde liegende Strömung sich laminar oder turbulent
2Definiert man als zusätzliche Variable eine charakteristische Temperaturdifferenz ∆T , wird zusätz-
lich die Definition der Eckert-Zahl Ec nötig. Diese Kenngröße ist jedoch nur relevant, wenn eine
nennenswerte Erwärmung des Fluids durch Reibungseffekte auftritt [8].
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verhalten wird. So kann zum Beispiel bei Rohrströmungen davon ausgegangen werden,
dass sich bis zu der kritischen Reynolds-Zahl Rekrit = 2320 eine laminare Strömung
ausbildet, während höhere Reynolds-Zahlen auf eine turbulente Strömung hindeuten [69].
Die Prandtl-Zahl Pr beschreibt das Verhältnis zwischen dem Geschwindigkeitsfeld und
dem Temperaturfeld des Fluids. Sie kann mit Hilfe der dynamischen Viskosität η, der
Wärmekapazität cp und der Wärmeleitfähigkeit λ des Fluids berechnet werden.
Pr = ηcp
λ
(2.33)
Die Prandtl-Zahl ist temperaturabhängig und setzt sich ausschließlich aus Stoffgrößen
zusammen. Damit kann sie für jedes Fluid im Voraus bestimmt werden. Für Gase ist
eine Prandtl-Zahl von 0,7 zu erwarten, die Prandtl-Zahl für Flüssigkeiten variiert in ei-
nem weiteren Bereich [8]. Die dritte, für das beschriebene Probleme relevante Kennzahl
ist die Nußelt-Zahl. Sie beschreibt das Verhältnis der übertragenen Wärme bei strömen-
dem und ruhendem Fluid und kann mit Hilfe des Wärmeübergangskoeffizienten α, der
charakteristischen Länge L und der Wärmeleitfähigkeit des Fluids λ definiert werden.
Nu = αL
λ
(2.34)
Somit ist die Bestimmung des Wärmeübergangskoeffizienten α zurückführbar auf eine
Bestimmung der Nußelt-Zahl Nu. Eine exakte Bestimmung ist jedoch nur für wenige,
geometrisch einfache Fälle möglich. Meist muss auf numerische Näherungslösungen oder
Tabellenwerke übergegangen werden. Es lässt sich aber zeigen, dass die Nußelt-Zahl im
Falle einer erzwungenen Konvektion mit Hilfe der Reynolds-Zahl und der Prandtl-Zahl
dargestellt werden kann.
Nu = f (Re,Pr) (2.35)
Für viele Strömungsprobleme findet sich eine Näherungslösung zum Beispiel in [76]. Die
Definition der beschriebenen dimensionslosen Kennzahlen ist nicht die einzig mögliche.
Für unterschiedliche Wärmeübertragungsprobleme lassen sich teilweise andere Kennzah-
len definieren, die sich aus den beschriebenen Kennzahlen zusammensetzen.
2.2.3 Wärmedurchgang
Unter einem Wärmedurchgang versteht man die Wärmeübertragung zwischen zwei von
einer Wand getrennten Fluiden. Ein Wärmedurchgang ist eigentlich keine eigenständige
Art der Wärmeübertragung, sondern setzt sich aus konvektiven Anteilen und Wärmelei-
tungsanteilen zusammen.
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Abbildung 2.3: Stationärer Wärmedurchgang durch eine Wand
Abbildung 2.3 zeigt allgemein einen Wärmedurchgang durch eine Wand. Man sieht, dass
sich der Wärmedurchgang in drei Teile aufteilen lässt: Ein konvektiver Wärmeübergang
von Fluid 1 auf die Wand
Q˙1 = α1A1 (T1 − TW1) , (2.36)
ein zweiter konvektiver Wärmeübergang von der Wand auf das Fluid 2
Q˙2 = α2A2 (TW2 − T2) (2.37)
und die Wärmeleitung in der Wand
Q˙3 =
λ
δ
AW (TW1 − TW2) . (2.38)
Dabei wird vereinfachend davon ausgegangen, dass die Wärmeübertragung nur in norma-
ler Richtung zur Oberfläche stattfindet. Erreicht das System einen stationären Zustand,
lassen sich die beiden Wandtemperaturen aus den Gleichungen (2.36)-(2.38) eliminieren.
Der Wärmestrom, der von Fluid 1 auf die Wand übergeht entspricht dann dem Wärme-
strom, der von der Wand auf Fluid 2 übergeht. Für diesen Wärmestrom erhält man die
Gleichung
Q˙ = kA (T1 − T2) (2.39)
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mit dem auf die Fläche A bezogenen Wärmedurchgangskoeffizienten k. Da die wärme-
übertragende Fläche A gerade bei komplizierteren Geometrien nur schwer zu berechnen
ist, wird als charakteristischer Wert meist direkt das Produkt kA angegeben.
1
kA
= 1
α1A1
+ δ
λAW
+ 1
α2A2
. (2.40)
2.2.4 Wärmestrahlung
Im Gegensatz zur Wärmeleitung und zur Konvektion ist Wärmestrahlung eine nicht an
Materie gebundene Art der Wärmeübertragung. Die Wärmeübertragung geschieht statt-
dessen über elektromagnetische Wellen. Für die Modellierung des Kühlsystems relevant
ist die Wärmeübertragung durch Strahlung von einem Körper mit Temperatur T an die
Umgebung mit Temperatur TUmg < T . In diesem Fall lässt sich der durch Strahlung
übertragene Wärmestrom durch die Gleichung
Q˙ = Aσ
(
T 4 − T 4Umg
)
(2.41)
beschreiben. A bezeichnet dabei die wärmeübertragende Oberfläche des Objekts und σ
die Stefan-Boltzmann-Konstante.  bezeichnet den Emissionsgrad des Körpers. Dabei
steht ein Emissionsgrad von 1 für einen Körper, der in der Lage ist, jegliche Strahlung zu
absorbieren beziehungsweise mit maximaler Intensität zu strahlen (schwarzer Körper).
Dementsprechend beschreibt  = 0 einen Körper, der jegliche Strahlung reflektiert.
2.2.5 Wärmewiderstände
Betrachtet man die Mittels der Gleichungen (2.26), (2.31) und (2.39) beschriebenen Arten
der Wärmeübertragung fällt auf, dass in allen Fällen der Wärmestrom nicht von der
absoluten Temperatur sondern von einer Temperaturdifferenz T1 − T2 abhängt. Fasst
man diese Temperaturdifferenz als Potentialdifferenz und damit als Spannung auf, lässt
sich eine Analogie zu elektrischen Schaltungen finden. Der Wärmestrom lässt sich so
definieren als
Q˙ = T1 − T2
R
. (2.42)
Je nach Situation wird der Widerstand R ersetzt durch den Wärmeleitwiderstand
R = δ
λmAm
=

δ
λmA
ebene Wand
ln (A2/A1)
2piLλm
Zylinder
(2.43)
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Abbildung 2.4: Schematische Darstellung eines Wärmeübertragers
oder den Wärmeübergangswiderstand
R = 1
αA
. (2.44)
Auch der Ausdruck 1/kA in Gleichung (2.39) lässt sich analog als Wärmedurchgangs-
widerstand deuten, der sich aus der Reihenschaltung der beiden Wärmeübergangswider-
ständen 1/ (α1A1) und 1/ (α2A2) und dem Wärmeleitwiderstand δ/ (λAW ) ergibt.
Für Strahlungsterme ist diese Betrachtung auf Grund der vierten Potenzen der Tempera-
tur nicht möglich. Mit Hilfe der binomischen Formeln lässt sich Gleichung (2.41) jedoch
in die Form
Q˙ = Aσ
(
T 21 + T 22
)
(T1 + T2) (T1 − T2) (2.45)
bringen. Damit lässt sich ein Strahlungswiderstand
RS =
1
Aσ (T 21 + T 22 ) (T1 + T2)
≈ 14AσT 3m
(2.46)
mit der mittleren Temperatur Tm = (T1 + T2) /2 definieren. Wie man sieht, hängt der
Strahlungswiderstand allerdings noch von der Temperatur ab. Durch die Definition der
Wärmewiderstände lassen sich auch kompliziertere Geometrien leicht durch eine Reihen-
oder Parallelschaltung der Widerstände darstellen.
2.2.6 Wärmeübertrager
Unter einem Wärmeübertrager (oder auch Wärmetauscher) versteht man ein Apparat
zur Wärmeübertragung zwischen zwei (oder mehr) Fluiden. Die Fluide sind dabei durch
eine Wand voneinander getrennt, sodass kein Stoffaustausch stattfinden kann. Abbildung
2.4 zeigt allgemein den Aufbau eines Wärmetauschers. Dabei kann davon ausgegangen
werden, dass Fluid 1 dem Fluid mit der höheren Temperatur entspricht. Dieses strömt
in den Wärmeübertrager mit der Temperatur T ′1 und verlässt ihn mit der Temperatur
T ′′1 . Dabei gibt es einen Wärmestrom Q˙ an das Fluid 2 ab, wodurch dieses von der
Eintrittstemperatur T ′2 auf die Temperatur T ′′2 erwärmt wird.
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Unabhängig von der tatsächlichen Geometrie des Wärmeübertragers kann die Wärme-
übertragung von Fluid 1 auf Fluid 2 als Wärmedurchgang durch eine Wand betrachtet
werden. Geht man vereinfachend davon aus, dass der Wärmedurchgangskoeffizient über
die gesamte wärmeübertragende Fläche gleich ist, erhält man
Q˙ = kA∆Tm (2.47)
mit der mittleren Temperaturdifferenz
∆Tm =
1
A
∫
(A)
(T1 − T2) dA. (2.48)
Durch den übertragenen Wärmestrom ergibt sich eine Änderung der Enthalpien in beiden
Fluiden.
Q˙ = m˙1 (h′1 − h′′1) = −m˙2 (h′2 − h′′2) (2.49)
Geht man von einer Fluidströmung ohne Phasenübergang aus, können die Enthalpiedif-
ferenzen aus den Temperaturdifferenzen bestimmt werden. Dadurch ergibt sich
Q˙ = m˙1cp1 (T ′1 − T ′′1 ) = −m˙2cp2 (T ′2 − T ′′2 ) (2.50)
oder mit den den Wärmekapazitätsströmen W˙1 = m˙1cp1 und W˙2 = m˙2cp2
Q˙ = W˙1∆T1 = −W˙2∆T2. (2.51)
Auch bei der Auslegung von Wärmeübertragern wird mit dimensionslosen Kenngrößen
gearbeitet. Aus Abbildung 2.4 sowie den Gleichungen (2.47) und (2.51) lassen sich sieben
unabhängige physikalische Kenngrößen ableiten, die sich aus vier Basiseinheiten ergeben:
Der Wärmedurchgangskoeffizient kA, die beiden Wärmekapazitätsströme W˙1 und W˙2 so-
wie die vier auftretenden Temperaturen. Eine vollständige Beschreibung ist damit mit
drei dimensionslosen Kenngrößen möglich. Zuerst sollen die dimensionslosen Tempera-
turänderungen definiert werden. Dies erhält man durch Division der in Gleichung (2.50)
auftretenden Temperaturdifferenzen durch die größte auftretende Temperaturdifferenz.
1 =
T ′1 − T ′′1
T ′1 − T ′2
(2.52a)
2 =
T ′′2 − T ′2
T ′1 − T ′2
(2.52b)
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Eine zweite von den jeweiligen Fluidströmen abhängige Kenngröße ist die dimensionslose
Übertragungsfähigkeit
N1 =
kA
W˙1
(2.53a)
N2 =
kA
W˙2
. (2.53b)
Sie wird gerade in der englischsprachigen Literatur oft auch als Number of Transfer Units
NTU bezeichnet. Alternativ kann man zu den beiden Übertragungsfähigkeiten auch das
Verhältnis der Wärmekapazitätsströme verwenden.
C1 =
W˙1
W˙2
= N2
N1
(2.54)
Aus dem ersten Hauptsatz der Thermodynamik lässt sich außerdem ein Zusammenhang
zwischen C1 und den beiden Temperaturdifferenzen 1 und 2 aufstellen. Die Tempera-
turänderung des zweiten Fluids ergibt sich dann zu
2 = C11. (2.55)
Damit lässt sich bei gegebener Stromführung ein Zusammenhang zwischen drei der di-
mensionslosen Kenngrößen definieren.
f (1, N1, C1) = 0 (2.56)
Dieser Zusammenhang wird Betriebscharakteristik genannt. Für viele Stromführungen
finden sich Näherungsgleichungen zur Bestimmung der Betriebscharakteristik in der Li-
teratur. So liefert zum Beispiel [70] Gleichungen für circa 50 mögliche Stromführungen.
Aus der Betriebscharakteristik ergeben sich zwei Arten der Berechnung von Wärme-
übertragern. Bei der Nachrechnung sind neben der Differenz der Eingangstemperaturen
(T ′1 − T ′2) die Wärmekapazitätsströme W˙1 und W˙2 und der Wärmedurchgangskoeffizient
kA gegeben. Gesucht werden die dimensionslosen Temperaturänderungen
1 = f (N1, C1) . (2.57)
Bei der Auslegung eines Wärmeübertragers sind die Wärmekapazitätsströme W˙1 und
W˙2 sowie die Temperaturänderungen 1 und 2 bekannt. Gesucht wird in diesem Fall die
Übertragungsfähigkeit
N1 = f (1, C1) , (2.58)
aus der sich dann der nötige Wärmestrom berechnen lässt.
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Sowohl für eine modellbasierte Applikationsroutine als auch für eine modellbasierte Dia-
gnose muss das größte Augenmerk natürlich auf das Modell selbst gelegt werden. Nur
mit einem guten Modell des Prozesses ist es möglich, realitätsnahe Simulationsergebnis-
se zu erhalten. Je exakter die Simulationsergebnisse sind, desto näher an der Realität
liegt auch die daraus gewonnene Funktionsbedatung. Damit steht auch der Zeitaufwand
der Nachbedatung im Fahrzeug mit der Güte der Simulationsergebnisse im Zusammen-
hang.
Das folgende Kapitel soll einen Einblick in das verwendete Modell geben. Dafür wird in
Abschnitt 3.1 zuerst das zu modellierende System - namentlich das Kühlsystem eines
BMW Achtzylinder-Motors - vorgestellt. Im Anschluss werden in Kapitel 3.2 die Anfor-
derungen an das Modell spezifiziert, bevor in den folgenden Abschnitten ausführlich auf
die einzelnen Komponenten eingegangen wird. Die Modellierung des Motors lässt sich in
zwei Teile aufteilen. In Abschnitt 3.3.1 wird die Verbrennungsmodellierung beschrieben.
Abschnitt 3.3.2 behandelt den Wärmeübergang vom Zylinder in das Kühlmittel. Für die
restlichen Komponenten werden zwei Modellierungsansätze vorgestellt. Abschnitt 3.5 be-
schreibt eine kennfeldbasierte Modellierung der Komponenten. Für einige Komponenten
ist auch eine physikalische Modellierung möglich. Ein physikalisches Modell des Kühlmit-
telkühlers wird in Abschnitt 3.6 vorgestellt. Das Kapitel schließt mit der physikalischen
Modellierung des Thermostats in Abschnitt 3.7.
3.1 Aufbau des Kühlsystems
Abbildung 3.1 zeigt den prinzipiellen Aufbau des betrachteten Kühlsystems. Der gesamte
Kühlkreislauf kann in zwei Teile aufgeteilt werden. Der innere Kühlkreislauf besteht aus
dem Verbrennungsmotor (1). Der äußere Kühlkreislauf enthält neben dem Wärmetau-
scher (2), der für eine Abgabe der Wärme an die Umgebung sorgt, zusätzliche Aggregate,
wie die Innenraumheizung (7), den Getriebeölkühler (3) und die Ladeluftkühlung (4). Der
zur Kühlung nötige Volumenstrom wird durch eine Wasserpumpe (6) bereit gestellt. Zu-
sätzlich dazu ist ein Thermostat (5) verbaut, der für die Regelung der Volumenströme
im Kühlkreislauf verantwortlich ist.
Für einige der im Kühlsystem verbauten Komponenten soll im Folgenden noch einmal
eine genauere Beschreibung gegeben werden, um die für die spätere Modellierung nötigen
Grundlagen zu erläutern.
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Abbildung 3.1: Prinzipskizze des Kühlsystems eines Verbrennungsmotors
Motor
Als Beispielanwendung wird der Motor N63TÜ verwendet. Hierbei handelt es sich um
einen von BMW entwickelten Achtzylinder-Ottomotor, der zur Zeit unter anderem in
den 5er und 7er Modellen sowie im X5 verbaut wird.
Wärmetauscher
Um die im Motor produzierte Wärme abzuführen, sind im Kühlkreislauf mehrere Wär-
metauscher installiert. Der Kühlmittelkühler, der für eine Abkühlung des vom Motor
kommenden Kühlmittels sorgt, trägt dabei die hauptsächliche Kühlleistung. Um in Län-
dern mit hohen Durchschnittstemperaturen zusätzliche Kühlleistung bereitzustellen, ist
es außerdem möglich, einen zusätzlichen Kühler im Radkasten zu verbauen. Für das
Getriebeöl existiert ebenfalls ein separater Kühler, der die dort produzierte Wärme an
das Kühlmittel abgibt. Um für einen ausreichenden Wärmestrom zwischen Getriebeöl
und Kühlmittel zu sorgen, wird ein Teil des Kühlmittels zusätzlich durch einen hinter
dem Kühlmittelkühler eingebauten Niedertemperaturkühler abgekühlt. Im Normalfall
wird durch die Wärmetauscher eine Wärmeübertragung vom Kühlmittel an die Luft rea-
lisiert. Einzige Ausnahme ist hier der Getriebeölwärmetauscher, bei dem Wärme vom
Getriebeöl an das Kühlmittel übertragen wird.
Aus Kosten- und Gewichtsgründen haben sich im Automobil Wärmetauscher aus Alu-
minium durchgesetzt. Konstruktiv sind ein Großteil der im Automobilbau verwendeten
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Wärmetauscher als Rohr/Rippen-Wärmetauscher aufgebaut. Um einen guten Wärme-
übergang zu garantieren, werden auf der Luftseite gewellte Kühlrippen angebracht. Auch
in den Kühlmittelrohren besteht die Möglichkeit, Lamellen einzusetzen, um eine laminare
Strömung zu erzeugen [53].
Thermostat und Wasserpumpe
Um für den zur Wärmeabgabe nötigen Volumenstrom zu sorgen, enthält der Kühlkreis-
lauf eine Wasserpumpe, die mechanisch oder elektrisch angetrieben werden kann. Eine
mechanisch angetriebene Wasserpumpe wird über den Keilriemen angetrieben. Der Volu-
menstrom der Wasserpumpe ist damit fest an die Motordrehzahl gekoppelt. Im Gegensatz
dazu sind elektrische Wasserpumpen von der Motordrehzahl entkoppelt und lassen damit
eine Regelung der Kühlmitteltemperatur über den Volumenstrom zu.
Der Thermostat sorgt für die Aufteilung der Volumenströme im Kühlkreislauf. Dadurch
wird zum einen ein schnelles Aufwärmverhalten sichergestellt, um hohe Emissionen in
der Kaltstartphase zu vermeiden. Zum anderen sorgt der Thermostat für eine konstante
Temperatur, sobald der Motor aufgewärmt ist.
Obwohl schon seit geraumer Zeit das Verschwinden von Wachsthermostaten vorherge-
sagt wird [77], sind auch Thermostate immer noch in mechanischer und elektrischer
Bauart erhältlich. Ein mechanisches Wachsthermostat wird über ein eingeschlossenes
Wachselement geöffnet. Schmilzt das Wachselement, dehnt es sich aus und drückt so
den Thermostat auf. Da bei einem mechanisch aufgebauten Thermostat kein aktiver
Eingriff in die Temperaturregelung möglich ist, wird bei einem Kennfeldthermostaten
das Wachselement um ein elektrisches Heizelement ergänzt. Dadurch ist es möglich, die
Schmelztemperatur des Wachselements zu beeinflussen.
In Abbildung 3.2 ist das prinzipielle Verhalten des Thermostats in vollständig geschlosse-
nem und vollständig geöffneten Zustand dargestellt. Bei geschlossenem Thermostat fließt
das aus dem Motor austretende Wasser über den Bypass direkt in den Motor zurück. Erst
wenn die Kühlmitteltemperatur die spezifische Öffnungstemperatur des Thermostaten
überschreitet, öffnet er sich und erlaubt einen Volumenstrom durch die Kühlmittelküh-
ler.
Aus regelungstechnischer Sicht sind elektrische Komponenten im Kühlsystem vorzuzie-
hen. Durch die Verwendung einer elektrischen Wasserpumpe ist eine Entkopplung des
Volumenstroms von der Motordrehzahl möglich. Ein elektrischer Thermostat erlaubt ei-
ne direkte Reaktion auf die Fahrweise des Fahrers. Insgesamt ist damit eine exaktere
Regelung der Motortemperatur möglich [18]. Trotzdem sind mechanische Komponenten
auf Grund ihrer Robustheit und des Preises immer noch verbreitet.
Temperatursensoren
Im Automobilbereich werden zu großen Teilen sogenannte Heißleiter beziehungsweise
NTC-Thermistoren (Negative Temperature Coefficient) zur Temperaturmessung einge-
setzt. Diese aus halbleitenden Keramikmaterialien bestehenden Temperatursensoren sind
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(a) Thermostat komplett geschlossen (b) Thermostat komplett geöffnet
Abbildung 3.2: Temperaturverhalten eines Thermostats (nach [19])
kostengünstig in größeren Mengen herzustellen. Im Gegensatz zu anderen Sensorkonzep-
ten ist die Langzeitstabilität jedoch geringer [33]. Im Kühlkreislauf sind insgesamt zwei
Temperatursensoren verbaut. Der erste Sensor misst die Motoraustrittstemperatur, der
zweite Sensor ist für die Messung der Kühleraustrittstemperatur verantwortlich.
Flüssigkeiten und Gase
Als Kühlmittel wird in Kraftfahrzeugen im Normalfall eine Mischung aus 40 bis 60 Volu-
menprozent Kühlerschutzmittel und Wasser verwendet. Das Kühlerschutzmittel basiert
meist auf Stoffen wie Glycerin, Ethylenglycol oder Ethanol und dient als Frost- und Kor-
rosionsschutz. Außerdem erhöht das Kühlerschutzmittel den Siedepunkt des Kühlmittels,
wodurch eine höhere Kühlmitteltemperatur ohne Blasenbildung möglich wird [60]. Das
Wasser stellt die für den Wärmetransport nötige Wärmekapazität bereit. Einige wichtige
Werte des Kühlmittels sind in Tabelle 3.1 zusammengefasst.
Tabelle 3.1: Relevante Stoffwerte des verwendeten Kühlmittels bei 20 ◦C (nach [6])
physikalische Größe Einheit Wert
Dichte kg/m3 1121− 1123
Kin. Viskosität mm2/s 24− 28
spez. Wärmekapazität J/ (kg K) 3310
Wärmeleitfähigkeit W/ (K m) 0,391
Siedepunkt ◦C > 165
In einem Ottomotor reagiert Benzin mit dem in der Luft vorhanden Sauerstoff. Das
Benzin besteht dabei aus einer Mischung aus unterschiedlichen Kohlenwasserstoffverbin-
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dungen. Zur Modellierung wird für die Verbrennung von Oktan als einer der Hauptbe-
standteile von Kraftstoffen ausgegangen [22]. Die angesaugte Luft wird als Gasgemisch
bestehend aus 79,05 Vol.-% Stickstoff und 20,95 Vol.-% Sauerstoff modelliert. Dadurch
ergibt sich ein Verhältnis von 3,773 mol Stickstoff pro mol Sauerstoff. Sonstige Stoffe
wie zum Beispiel das Edelgas Argon sind in der Luft nur in Spuren von unter einem
Prozent vorhanden. Damit spielen sie für die Modellierung der Verbrennung keine große
Rolle und können vernachlässigt werden. Alle relevanten Stoffwerte sind in Tabelle 3.2
aufgeführt.
Tabelle 3.2: Relevante Stoffwerte der Luft bei 20 ◦C und 1 bar (nach [76])
physikalische Größe Einheit Wert
Dichte kg/m3 1,189
Dyn. Viskosität kg/ (m s) 1,821· 10−5
spez. Wärmekapazität kJ/ (kg K) 1,006
Wärmeleitfähigkeit W/ (K m) 0,026
3.2 Anforderungen an das Modell
Aus der Verwendung des zu erstellenden Modells zur modellbasierten Bedatung von
OBD-Funktionen ergeben sich einige zusätzliche Anforderungen, die erfüllt werden müs-
sen. Diese sollen im Folgenden definiert werden.
• Um durch die Verwendung eines modellbasierten Applikationsansatzes tatsächlich
Zeit sparen zu können, muss das Modell einen geringen Applikationsaufwand
besitzen. Ein schwer zu applizierendes Modell würde den Applikationsaufwand nur
verschieben und damit nicht zu einer Verringerung der Gesamtdauer führen. Des-
halb werden zur Modellierung ausschließlich Daten verwendet, die im Laufe des
Entwicklungsprozesses bereits vorliegen. Auf eine dynamische Vermessung von Bau-
teilen wird verzichtet.
• Ein Vorteil der modellbasierten Applikation ist, dass bei geeigneter Wahl der Mo-
delle die Simulationen auch deutlich schneller als Echtzeit durchgeführt werden
können. Damit lässt sich die gesamte Testzeit deutlich verringern. Voraussetzung
dafür ist jedoch eine geringe Rechenzeit des Gesamtmodells. Deshalb soll auf
rechenzeitintensive Modellierungsansätze verzichtet werden.
• Wie bei jedem Modell ist eine möglichst hohe Modellierungsgüte anzustreben.
Diese Anforderung ist jedoch im Bezug auf den Applikationsaufwand und die Re-
chenzeit zu sehen, sodass hier Abstriche nicht zu vermeiden sind.
• Um das Modell auch für zukünftige, noch zu entwickelnde Motortypen verwen-
den zu können, muss eine schnelle Anpassung des Modells gewährleistet sein.
Es soll vermieden werden, dass bei dem Aufbau eines neuen Motormodells große
Modellteile neu programmiert werden müssen.
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Abbildung 3.3: Allgemeiner Aufbau des Motormodells
Durch die Form des Problems bieten es sich an, die verschiedenen Komponenten des Kühl-
systems einzeln zu modellieren. Durch die hohe Ähnlichkeit zum realen System ist es für
den späteren Applikateur möglich, den Aufbau des Modells auch ohne genauere Kennt-
nis des dahinter liegenden Modellierungsprinzips direkt zu verstehen und somit schnell
Änderungen am Aufbau oder an der Bedatung des Modells durchzuführen. Außerdem
ist eine schnelle Austauschbarkeit der Komponenten gewährleistet. Dadurch kann das
Modell ohne großen Aufwand an Änderungen im Kühlsystem angepasst werden und die
einzelnen Komponenten können ohne größere Anpassung in einem anderen Motormodell
wiederverwendet werden.
3.3 Modellierung der Motordynamik
Der innere Kühlkreislauf enthält mit dem Motor die größte Wärmequelle des gesamten
Kühlkreislaufs. Da gerade bei einem Kaltstart die Dynamik der Wärmeübertragung im
Motor den Haupteinfluss auf die Kühlmitteltemperatur darstellt, ist hier eine möglichst
exakte Modellierung nötig. Die Wärmeübertragung im Motor lässt sich in zwei Haupt-
komponenten aufteilen, namentlich die Wärmefreisetzung im Zylinder und die Wärme-
übertragung vom Zylinder in das Kühlmittel. Abbildung 3.3 zeigt den prinzipiellen Auf-
bau sowie alle relevanten Ein- und Ausgangsgrößen des Motormodells. Die Ein- und
Ausgangsgrößen des Motormodells sind der Übersichtlichkeit halber in Tabelle 3.3 noch
einmal zusammengefasst.
26
3.3 Modellierung der Motordynamik
Tabelle 3.3: Ein- und Ausgangsgrößen des Motormodells
Symbol Variablenname
m˙ein Luftmassenstrom
PMech Mechanische Arbeit
pGas Gasdruck
Q˙verb Verbrennungswärmestrom
TGas Gastemperatur
TKM Kühlmitteltemperatur
TKM,ein Kühlmitteltemperatur (Motoreingang)
V˙KM Kühlmittelvolumenstrom
λ Verbrennungsluftverhältnis
3.3.1 Verbrennung und Wärmefreisetzung1
Unter einer Verbrennung wird allgemein eine chemische Reaktion eines Kraftstoffes mit
einem Oxidanten - meist Sauerstoff - verstanden. Eine Verbrennung läuft exotherm ab.
Die dabei frei werdende thermische Energie kann als antreibende Kraft verwendet wer-
den. Der Anteil der zum Antrieb nutzbaren Energie ist jedoch nur gering. Wie auch in
Abbildung 3.4 zu sehen ist, kann bei einem Verbrennungsmotor davon ausgegangen wer-
den, dass nur circa ein Drittel der zur Verfügung gestellten Energie zum Antrieb genutzt
werden kann. Ein weiteres Drittel der Energie wird über das Abgas abtransportiert. Das
restliche Drittel muss mit dem Kühlsystem über die Zylinderwand abgeführt werden
[7].
Zur Modellierung der Verbrennung ist es nötig, sich die Verbrennungsreaktion anzuse-
hen. Dazu sind alle Stoffe, die im Verbrennungsprozess eine relevante Rolle spielen, in
Tabelle 3.4 zusammengefasst. Der Verlauf der Verbrennung hängt stark davon ab, wie
viel Luft im Verhältnis zum eingespritzten Kraftstoff zur Verfügung steht. Das Luft-
Kraftstoff-Verhältnis (im englischen Air-Fuel-Ratio, kurz AFR) berechnet sich aus der
zur Verfügung stehenden Masse an Luft und Kraftstoff
AFR = mLuft
mKS
(3.1)
Entspricht die vorhandene Luftmasse exakt der zur Verbrennung nötigen Luftmasse,
spricht man von stöchiometrischen Verhältnissen. In diesem Fall lässt sich das Luft-
Kraftstoff-Verhältnis berechnen. Für Benzin erhält man zum Beispiel [41]
AFRst =
mLuft,st
mKS
= 14,66. (3.2)
Setzt man das aktuelle Luft-Kraftstoff-Verhältnis in Verhältnis zum stöchiometrischen,
erhält man das Verbrennungsluftverhältnis λ.
1Dieser Abschnitt basiert auf Arbeiten aus [S5].
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Abbildung 3.4: Sankey-Diagramm der Energieströme in einem Verbrennungsmotor (nach [7])
λ = AFR
AFRst
(3.3)
Durch die Normierung gilt bei stöchiometrischen Verhältnissen λ = 1. Ist λ < 1 herrscht
Luftmangel. Das Verbrennungsgemisch wird dann als fett bezeichnet. Dementsprechend
herrscht bei λ > 1 Luftüberschuss und das Verbrennungsgemisch wird als mager bezeich-
net.
Für stöchiometrische und magere Gemische kann davon ausgegangen werden, dass die
Verbrennung vollständig abläuft und der gesamte Kraftstoff verbrannt wird. Die Reak-
tionsgleichung ergibt sich in dem Fall zu
C8H18 +12,5λ (O2 + 3,773 N2) −→ 9 H2O+8 CO2 +47,16λ N2 +12,5 (λ− 1) O2. (3.4)
Die während der Verbrennung freigesetzte Energie ergibt sich aus den Stoffmengen n und
der Änderung in der Enthalpie ∆h. Die Stoffströme lassen sich aus dem Luftmassenstrom
m˙Luft und dem Verbrennungsluftverhältnis λ bestimmen, die beide als Eingangsgrößen
zur Verfügung stehen. Da die Zusammensetzung des Kraftstoffes unbekannt ist, kann die
Standardbildungsenthalpie nicht bestimmt werden. Stattdessen kann auf Eduktseite mit
dem unteren Heizwert hl gerechnet werden.
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Tabelle 3.4: Standardbildungsenthalpie verschiedener Stoffe (nach [32])
Stoff Symbol Aggregatzustand ∆h˜◦f in kJ/mol
Wasserstoff (atomar) H Gasförmig 218,0
Wasserstoff (molekular) H2 Gasförmig 0
Sauerstoff (atomar) O Gasförmig 249,17
Sauerstoff (molekular) O2 Gasförmig 0
Stickstoff (molekular) N2 Gasförmig 0
Wasser H2O Flüssig −285,84
Wasser H2O Gasförmig −241,83
Kohlenstoffdioxid CO2 Gasförmig −393,52
Kohlenstoffmonoxid CO Gasförmig −110,54
Stickstoffmonoxid NO Gasförmig 90,29
Hydroxid OH Gasförmig 38,99
Oktan C8H18 Flüssig −249,35
Q˙V ollst = hl,KS · m˙KS − ( nH2O∆hH2O + nCO2∆hCO2 + nN2∆hN2 + nO2∆hO2 ) (3.5)
Wie bereits in Kapitel 2.1.1 beschrieben, setzt sich die Enthalpieänderung ∆h aus der
Standardbildungsenthalpie unter Standardbedingungen ∆h◦f und der Enthalpieänderung
auf Grund der erhöhten Temperatur zusammen. Tabelle 3.4 listet die Standardbildungs-
enthalpien für alle relevanten Stoffe auf.
Ein λ-Wert kleiner als eins führt zu einer unvollständigen Verbrennung. Dadurch kann
die bei der Verbrennung entstehende Menge an Zwischenprodukten, die nicht mehr wei-
ter oxidiert werden können, nicht mehr vernachlässigt werden. Die Stoffmengenströme
der einzelnen Produkte sind damit nicht mehr durch die chemische Reaktion gegeben,
sondern hängen zusätzlich zum Verbrennungsluftverhältnis von der Temperatur und dem
Druck im Zylinder ab. Die chemische Reaktionsgleichung ergibt sich in diesem Fall zu
C8H18 + 12,5λ (O2 + 3,773 N2) −→ nH2O H2O + nCO2 CO2 + nN2 N2
+nO2 O2 + nCO CO + nNO NO + nOH OH + nH H + nH2 H2 + nO O.
(3.6)
Weitere Zwischenprodukte werden auf Grund der geringen zu erwartenden Massenanteile
vernachlässigt. So zeigt [67], dass für atomaren Stickstoff im relevanten Bereich ein Stoff-
mengenanteil zwischen 10−7 und 10−6 zu erwarten ist. Zur Bestimmung der Stoffmengen
wird angenommen, dass die Verbrennung einen chemischen Gleichgewichtszustand er-
reicht hat. Damit lässt sich Gleichung (3.6) in sechs Elementarreaktionen zerlegen.
1
2 H2 
 H (3.7a)
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1
2 O2 
 O (3.7b)
1
2 H2 +
1
2 O2 
 OH (3.7c)
1
2 N2 +
1
2 O2 
 NO (3.7d)
H2 +
1
2 O2 
 H2O (3.7e)
CO + 12 O2 
 CO2 (3.7f)
Im Gleichgewichtszustand wird die Änderung der Gibbs-Energie ∆G null.
(∆G)p,T = ∆H − T∆S = 0 (3.8)
Wie in Abschnitt 2.1.3 beschrieben, lässt sich Gleichung (3.8) für ideale Gase in die
Form
∏
i
(xi)νi
(
p
pUmg
)∑
i
νi
= ln−1
(
−∆G
◦
RT
)
(3.9)
bringen. Dabei bezeichnet xi die Stoffmengenanteile der jeweiligen Stoffe, νi die stöchio-
metrischen Koeffizienten, p den Druck, pUmg den Umgebungsdruck und R die universelle
Gaskonstante. Da die Temperatur im Zylinder nicht als Messgröße zur Verfügung steht,
wird in Gleichung (3.9) stattdessen die Abgastemperatur verwendet. Damit lassen sich
sechs Gleichungen für die Stoffmengenanteile und damit auch für die Stoffmengen auf-
stellen. Die vier restlichen, benötigten Gleichungen ergeben sich aus der Massenerhaltung
für Kohlenstoff, Sauerstoff und Wasserstoff
∑
mC,Edukt =
∑
mC,Produkt (3.10a)∑
mH,Edukt =
∑
mH,Produkt (3.10b)∑
mO,Edukt =
∑
mO,Produkt (3.10c)
sowie aus der Definition der Stoffmengenanteile
10∑
i=1
xi = 1. (3.11)
Die Gleichungen (3.9) bis (3.11) ergeben ein nichtlineares Gleichungssystem für die
Bestimmung der zehn Stoffmengen. Zur Lösung des Gleichungssystems werden in [55]
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drei Methoden vorgeschlagen: Die Methode der Sukzessiven Substitution, das Newton-
Raphson Verfahren sowie eine Kombination beider Verfahren. Die erste Methode besitzt
sehr gute Konvergenzeigenschaften, ist allerdings nicht für alle möglichen Verbrennungs-
luftverhältnisse anwendbar. Die Newton-Raphson Methode ist weniger einschränkend, die
Berechnungen können allerdings sehr aufwendig werden, da in jedem Durchlauf mehrere
Matrixinversionen durchgeführt werden müssen. Um die in Abschnitt 3.1 aufgestellten
Echtzeitanforderungen zu erfüllen, müssen diese Matrixinversionen während der Laufzeit
verhindert werden. Hierfür bietet es sich an, die Stoffmengen oﬄine zu berechnen und
in einem Kennfeld in Abhängigkeit von der Temperatur, dem Zylinderdruck und dem
λ-Wert abzulegen. Dadurch wird der Rechenaufwand deutlich verringert ohne auf Er-
gebnisgüte verzichten zu müssen. Sind die Stoffmengen berechnet, lässt sich die während
der Verbrennung freigesetzte Energie analog zur vollständigen Verbrennung berechnen.
Q˙Unvollst = hl,KS · m˙KS − ( nH2O∆hH2O + nCO2∆hCO2 + nN2∆hN2
+ nO2∆hO2 + nCO∆hCO + nNO∆hNO + nOH∆hOH + nH∆hH + nO∆hO )
(3.12)
Von dem in Abbildung 3.4 definierten gesamten Energieinhalt des Kraftstoffes gehen nur
der später durch die Kühlung abtransportierte Energieanteil sowie der Strahlungsanteil
auf die Zylinderwand über und sind für die weitere Modellierung von Interesse. Die über
die Abgase abtransportierte Energie ist bereits in den Gleichungen (3.5) und (3.12) ent-
halten. Die nutzbare mechanische Arbeit Pmech kann für die Simulation des Kühlsystems
als Störgröße betrachtet werden. Sie steht als Messgröße zur Verfügung. Insgesamt ergibt
sich der vom Zylinder an die Zylinderwand übertragene Wärmestrom Q˙V erb folglich zu
Q˙V erb =
Q˙V ollst − PMech fürλ ≥ 0Q˙Unvollst − PMech fürλ < 0. (3.13)
3.3.2 Wärmeübertragung2
Der Motorblock ist neben dem Kühlmittel der größte Wärmespeicher im Kühlsystem
und trägt damit einen großen Teil zum Zeitverhalten des Systems bei. Gleichzeitig ist er
allerdings sehr unregelmäßig geformt, sodass eine exakte Berechnung der Wärmeströme
im Motor nur unter großem Aufwand möglich ist. Eine gute Abbildung wäre mit einem
dreidimensionalen Modell möglich, würde jedoch auf Kosten der Rechenzeit und auch auf
Kosten des Bedatungsaufwandes gehen, weshalb darauf verzichtet wurde. Das vorgestellte
Modell basierend auf [19] bildet die größten Wärmespeicher ab, verzichtet jedoch auf eine
ausführliche Betrachtung aller Wärmeübergänge.
Wie in [19] vorgeschlagen, wird der Motor zur Modellierung des dynamischen Verhaltens
des Wärmeübergangs in drei Zonen aufgeteilt. Die drei Zonen repräsentieren den Zylinder
2Dieser Abschnitt basiert auf Arbeiten aus [S1].
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Abbildung 3.5: Dreizonen-Modell (nach [19])
samt Zylinderwand (Zone 1 in Abbildung 3.5), das Kühlmittel im Motor (Zone 2) und
den restlichen Motorblock. Da Veränderungen während eines Arbeitszyklusses durch die
großen vorhandenen Massen und die dadurch deutlich veränderten Zeitkonstanten keine
Auswirkung mehr auf die Kühlmitteltemperatur haben, werden diese vernachlässigt und
stattdessen gemittelte Werte verwendet. Die drei Zonen sowie die zugehörigen Tempera-
turen und Wärmeströme sind in Abbildung 3.5 dargestellt. Die erste Zone wird über die
Wandtemperatur TW beschrieben. Diese Temperatur kann mittels
dTW
dt
= Q˙V erb − Q˙W,KM
cp,WmW
. (3.14)
berechnet werden. Die Wandtemperatur wird hauptsächlich durch zwei Wärmeströme
bestimmt, den Verbrennungswärmestrom Q˙V erb und dem Wärmestrom von der Wand in
das Kühlmittel Q˙W,KM . Die Bestimmung des Verbrennungswärmestrom wurde bereits
in Abschnitt 3.3.1 beschrieben und kann direkt an das Modell übergeben werden. Der
Wärmestrom von der Wand in das Kühlmittel ist hauptsächlich konvektiv.
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Q˙W,KM = αKMAW (TW − TKM) (3.15)
Die zweite Zone beschreibt das Verhalten des Kühlmittels im Motor. Für das Kühlmittel
wird angenommen, dass es im Motor homogen durchmischt ist. Damit entspricht die
Motoraustrittstemperatur des Kühlmittels TKM,aus der Temperatur des Kühlmittels im
Motor TKM . Die Motoraustrittstemperatur ergibt sich damit zu
dTKM,aus
dt
= Q˙W,KM − Q˙KM,Mot − Q˙KM
cp,KMmKM
. (3.16)
Die bestimmenden Wärmeströme sind der bereits beschriebene Wärmestrom von der
Wand in das Kühlmittel Q˙W,KM , der Wärmestrom vom Kühlmittel in den Motorblock
Q˙KM,Mot und der mit dem Kühlmittel transportierte Wärmestrom Q˙KM . Der Wärme-
strom vom Kühlmittel in den Motorblock ist ebenfalls konvektiv.
Q˙KM,Mot = αKMAb (TKM − TMot) (3.17)
Der mit dem Kühlmittel transportierte Wärmestrom Q˙KM ergibt sich aus einer Enthal-
piebilanz mit einer Temperaturdifferenz zwischen Eintritts- und Austrittstemperatur. Die
Eintrittstemperatur ist für das Motormodell eine Eingangsgröße und damit bekannt.
Q˙KM = cp,KMm˙KM (TMot,aus − TMot,ein) (3.18)
Die letzte Zone entspricht dem Motorblock. Die zugehörige Temperatur wird durch Glei-
chung (3.19) beschrieben.
dTMot
dt
= Q˙KM,Mot − Q˙V erl + Q˙Abg,Mot
cp,MotmMot
(3.19)
Als Wärmeströme ergeben sich der Wärmestrom Q˙KM,Mot, der vom Kühlmittel auf den
Motorblock übergeht, der Wärmeverlust von der Oberfläche des Motors zur Umgebung
Q˙V erl und der Wärmestrom vom aufgeheizten Motor zum Motorblock Q˙Abg,Mot. Der Ver-
lustwärmestrom Q˙V erl kann in einen konvektiven und einen Strahlungsteil aufgeteilt wer-
den
Q˙V erl = αLuftAMot (TMot − TLuft) + σAMot
(
T 4Mot − T 4Luft
)
. (3.20)
Außerdem wird ein konvektiver Wärmestrom vom aufgewärmten Abgasstrang an den
Motor zurück betrachtet.
Q˙Abg,Mot = αAbgAAbg (TAbg − TMot) . (3.21)
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Zur Berechnung der beschriebenen konvektiven Wärmeströme müssen die Wärmeüber-
gangskoeffizienten α bestimmt werden. Hierfür wird auf die in Abschnitt 2.2.2 eingeführ-
ten dimensionslosen Kenngrößen zurückgegriffen. Für das hier vorliegende Problem wird
als Beziehung zwischen den Kenngrößen wie in [48] vorgeschlagen die Dittus und Boehler
Gleichung verwendet.
Nu = 0,023Re
4
5Pr
1
3 (3.22)
Eine weitere Möglichkeit, den Wärmeübergang zu modellieren, ist die Verwendung eines
thermischen Widerstandsnetzes, wie es zum Beispiel in [12], [78] oder [82] vorgeschlagen
wurde. Hierfür wird angenommen, dass sich der gesamte Motor aus einzelnen, isothermen
Knoten zusammensetzen lässt. Über die Anzahl der verwendeten Knoten lässt sich die
Komplexität und die Güte des Modells einstellen. Eine minimale Anzahl an nötigen
Knoten beschreibt dabei die Biot-Zahl Bi.
Bi = L0/λ1/α (3.23)
Sie gibt das Verhältnis des spezifischen Wärmeleitwiderstands L0/λ zum spezifischen
Wärmeübergangswiderstand 1/α an. Kleine Biot-Zahlen sind somit ein Zeichen niedri-
ger Temperaturunterschiede, das Gebiet kann als isotherm betrachtet werden [4]. Die
jeweiligen Wärmewiderstände lassen sich entweder aus den physikalischen Motordaten
errechnen oder über eine Optimierung bestimmen. Somit ist eine fließende Skalierung
zwischen einer Whitebox- und einer Greybox-Modellierung möglich.
Die Modellierung mittels eines Widerstandsnetzes ist vorteilhaft, wenn genügend Infor-
mationen über den Aufbau des Motors bekannt sind. Bekannte Zusammenhänge lassen
sich direkt umsetzen, für größere Bauteile wie zum Beispiel den Motorblock lässt sich die
Modellgüte und die Komplexität einfach über die Anzahl der verwendeten Knoten adap-
tieren. Zudem lässt sich auf diese Weise eine durchgehende Modellierung des gesamten
Systems realisieren. Im vorliegenden Fall sind jedoch über den Motor nur rudimentäre
Informationen vorhanden. Zudem ist bei einer Modellierung des gesamten Systems als
Widerstandsnetz die Separierbarkeit der einzelnen Komponenten nicht mehr direkt ge-
geben. Deshalb weist das Vorgehen hier keine nennenswerten Vorteile auf und auf eine
Implementierung wird verzichtet.
3.4 Modellierung des äußeren Kühlkreislaufs
Da der Thermostat während des Aufwärmvorgangs geschlossen ist und damit die Volu-
menströme im äußeren Kühlkreislauf in dieser Zeit nur sehr klein sind, muss das Hauptau-
genmerk während der Modellierung auf der Motorcharakteristik liegen. Trotzdem spielt
auch die Modellierung des äußeren Kühlkreislaufs eine entscheidende Rolle, da der Ther-
mostat einen Leckvolumenstrom besitzt auch wenn er komplett geschlossen ist. Zudem
34
3.4 Modellierung des äußeren Kühlkreislaufs
T
KM
TKM , V˙KM
Thermostat
nMot
Schlauch KMK Schlauch
Mischung
vFzg TUmg
TKM,ein, V˙KM
Abbildung 3.6: Allgemeiner Aufbau des Modells des äußeren Kühlkreislaufs
Tabelle 3.5: Ein- und Ausgangsgrößen des Modells des äußeren Kühlkreislaufs
Symbol Variablenname
nMot Motordrehzahl
TKM Kühlmitteltemperatur
TKM,ein Kühlmitteltemperatur (Motoreingang)
TUmg Umgebungstemperatur
V˙KM Kühlmittelvolumenstrom
vFzg Fahrzeuggeschwindigkeit
muss das Modell auch in der Lage sein, Fehlerfälle abzubilden. Dadurch ist auch das
Aufwärmverhalten des Motors bei offen klemmendem Thermostat ein relevanter Anwen-
dungsfall.
Abbildung 3.6 zeigt den prinzipiellen Aufbau des Modells des äußeren Kühlkreislaufs. Die
Ein- und Ausgangsgrößen sind in Tabelle 3.5 zusammengefasst. Um die Übersichtlichkeit
zu erhöhen, wurde die Darstellung auf den Kühlmittelkühler als einzige Wärmesenke
beschränkt. Alle anderen im System vorkommenden Kühler sind allerdings analog zu
Abbildung 3.1 verschaltet.
Wie schon in Abbildung 3.3 angedeutet, ist der Zustand des Kühlmittels nicht durch
eine einzelne Größe abbildbar. Deshalb wird der Zustand des Kühlmittels im äußeren
Kühlkreislauf durchgehend durch den Zustandsvektor
z =
(
TKM
V˙KM
)
(3.24)
beschrieben. Für die Bauteile des externen Kühlkreislaufes werden zwei verschiedene Her-
angehensweisen untersucht. Zum einen soll eine kennfeldbasierte Vorgehensweise vorge-
stellt werden. Die relevanten zeitlichen Effekte werden dann allein über die Modellierung
der Kühlmittelvolumina berücksichtigt. Dieses Vorgehen ermöglicht eine schnelle Simu-
lation und besitzt einen geringen Applikationsaufwand, da die vorhandenen Kennfelder
direkt in das Modell eingebunden werden können. Problematisch ist jedoch, dass die nö-
tigen Kennfelder nicht über den gesamten Arbeitsbereich des Motors vorliegen. Dadurch
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muss aus den vorhandenen Kennfeldern extrapoliert werden. Die Modellgüte ist in diesen
Bereichen deutlich geringer. Deshalb wird - wo möglich - alternativ auch eine physika-
lische Modellierung vorgestellt. Ein Vergleich der Ergebnisse beider Modellierungsarten
erfolgt in Kapitel 4.
3.5 Kennfeldbasierte Modellierung des äußeren
Kühlkreislaufs
Für die Komponenten des äußeren Kühlkreislaufes stehen Kennfelder zur Verfügung.
Diese können direkt zur Modellierung verwendet werden. Für den Thermostaten ist die
Öffnungscharakteristik in Abhängigkeit der Kühlmitteltemperatur vorhanden. Jegliche
Volumenströme, die im System vorliegen, ergeben sich als Kennfeld in Abhängigkeit von
der Motordrehzahl und der Thermostatöffnung. Die Ausgangstemperaturen der Wärme-
tauscher ergeben sich abhängig von den Eingangstemperaturen und den Volumenströmen
beider Medien.
Das zeitliche Verhalten des äußeren Kühlkreislaufes ergibt sich durch die Wärmeübertra-
gung in den Kühlmittelvolumina. Das Kühlmittel wird als inkompressibel angenommen.
Änderungen im Volumenstrom werden folglich ohne Zeitverzögerung übertragen. Als re-
levante Kühlmittelvolumina werden das Leitungssystem sowie die Rohrbündel und die
Wasserkästen der Wärmetauscher betrachtet.
Für die Kühlmittelleitungen und die Rohrbündel wird von einem zylindrischen Aufbau
mit der Länge L und dem Radius r ausgegangen. Die Strömung wird als Pfropfenströ-
mung modelliert. Das bedeutet, dass das Geschwindigkeitsprofil über die gesamte Rohr-
querschnittsfläche konstant ist [49].
v = V˙
pir2
(3.25)
Diese Näherung ist vor allem für Strömungen mit hohen Reynolds-Zahlen geeignet. Da-
mit ergibt sich für die Totzeit Tt zwischen Rohreintritt und Rohraustritt der implizite
Zusammenhang
t∫
t−Tt
v (x) dx = L (3.26)
mit der Fließgeschwindigkeit v [30]. Solange sich die Geschwindigkeit im Vergleich zur
Totzeit nur langsam verändert, kann die Totzeit durch
Tt ≈ L
v
(3.27)
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bzw. mit Hilfe der Definition des Geschwindigkeitsprofils aus Gleichung (3.25) durch
Tt =
pir2L
V˙
(3.28)
angenähert werden. Die Wassertanks der Wärmetauscher werden als thermisch ideal
isoliert betrachtet. Eine Aufheizung der metallischen Teile des Wärmetauschers wird
vernachlässigt.
m˙eincp,einTein − m˙auscp,ausTaus = ρV cp,ausdTaus
dt
(3.29)
An den Kreuzungspunkten, an denen Kühlmittel mit unterschiedlichen Massenströmen
m˙1 und m˙2 sowie unterschiedlichen Temperaturen T1 und T2 aufeinandertreffen, kann von
perfekter Vermischung ausgegangen werden. Geht man davon aus, dass sich die Wärme-
kapazität des Kühlmittels nicht ändert, erhält man für die Mischungstemperatur
Taus =
m˙1T1 + m˙2T2
m˙1 + m˙2
. (3.30)
3.6 Physikalische Modellierung des
Kühlmittelkühlers3
Das in Abschnitt 3.5 beschriebene, kennfeldbasierte Modell des Kühlmittelkühlers ist
zwar in der Lage, die in Abbildung 3.7 gezeigten Temperaturdifferenzen des Kühlmittels
exakt wiederzugeben, vernachlässigt aber einen Großteil der physikalischen Effekte. Da-
durch ist zum einen eine exakte Wiedergabe des dynamischen Verhaltens nicht möglich,
zum anderen ist die Extrapolationsfähigkeit des Modells nicht gegeben. Deshalb ist es
gewünscht, die Kennfelder durch physikalische Modelle der Komponenten zu ersetzen.
Im Folgenden soll die Modellierung der Kühler beschrieben werden. Da das Vorgehen
für die unterschiedlichen Kühler identisch ist, beschränkt sich die Beschreibung auf die
Modellierung des Kühlmittelkühlers.
Der Kühlmittelkühler lässt sich in das Kühlernetz und die seitlich angebrachten Wasser-
kästen unterteilen. Bei heutigen Kühlern wird als Werkstoff für das Kühlernetz haupt-
sächlich Aluminium eingesetzt [60]. Die Wasserkästen bestehen aus Kunststoff. Für die
Wasserkästen kann analog zu Abschnitt 3.5 von einem ideal isolierten Wassertank aus-
gegangen werden.
Die Modellierung des dynamischen Verhaltens von Wärmetauschern ist bereits seit län-
gerem Gegenstand der Forschung (siehe zum Beispiel [65]). In der Literatur existieren
verschiedene Modellansätze in unterschiedlichen Komplexitätsstufen zur Abbildung des
3Dieser Abschnitt basiert auf Arbeiten aus [S6].
37
3 Modellierung
0
1
2
3
4
0
0,5
1
1,5
2
2,5
−60
−40
−20
0
Volumenstrom
Külmittel / (10−3 m/s)
Massenstrom
Luft / (kg/s)
Te
m
pe
ra
tu
rd
iff
er
en
z
/
◦ C
−50
−40
−30
−20
−10
Abbildung 3.7: Normalisierte Temperaturdifferenzen des Kühlmittels
Temperaturverhaltens von Wärmetauschern. Einen guten Überblick über mögliche Me-
thoden liefert zum Beispiel [45]. Im Folgenden sollen zwei Möglichkeiten zur physikali-
schen Modellierung des Kühlmittelkühlers vorgestellt werden. Das statische Kühlermo-
dell basiert auf den in Abschnitt 2.2.6 vorgestellten Berechnungsvorschriften. Mit Hilfe
von dimensionslosen Kennzahlen kann der erwartete Endwert der Ausgangstemperaturen
in Abhängigkeit von den Eingangstemperaturen, den Massenströmen und des Wärme-
durchgangskoeffizienten bestimmt werden. Im Gegensatz dazu werden für eine dynami-
sche Modellierung des Kühlers die Energiebilanzen im Kühler aufgestellt, um auch das
zeitliche Verhalten des Wärmetauschers zu erfassen.
3.6.1 Statisches Kühlermodell
Zur statischen Modellierung des Wärmeübergangs zwischen Kühlmittel und Luft wird
der Kühlmittelkühler als einseitig vermischter Kreuzstrom-Wärmetauscher aufgefasst.
Dadurch ist gegeben, dass die Temperatur eines der beiden Fluide nur von einer Ortsko-
ordinate abhängt, während sich die Temperatur des zweiten Fluids in Abhängigkeit von
beiden Ortskoordinaten ändert. Dies ist dadurch gegeben, dass das Kühlmittel in den
Rohrleitungen als ideal quervermischt angenommen werden kann. Abbildung 3.8 zeigt
den prinzipiellen Aufbau des Wärmetauschers. Dabei entspricht Fluid 1 dem Kühlmittel
und Fluid 2 der Luft. Für die Modellierung werden folgende vereinfachende Annahmen
getroffen [76]:
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Abbildung 3.8: Schematische Darstellung des einseitig vermischten Kreuzstroms (nach [4])
• Der Wärmeübertrager wird im stationären Zustand betrieben.
• Die einzige Möglichkeit des Energietransfers ist der Wärmestrom. Verluste sowie
kinetische oder potentielle Energieterme werden vernachlässigt.
• Es tritt keine Phasenänderung auf.
• Wärmeleitung und Vermischung in Strömungsrichtung werden vernachlässigt.
Die Herleitung der Betriebscharakteristik ist durch die Betrachtung der in dem Flächen-
element dA = dxdy übertragenen Wärmeströme möglich (siehe Abbildung 3.9). Für die
Herleitung der Gleichungen sei auf [4] verwiesen.
Insgesamt lässt sich die Betriebscharakteristik eines einseitig quervermischten Kreuz-
strom-Wärmetauschers in der Form
1 = 1− exp
[
− 1
C1
(
1− e−C1N1
)]
(3.31)
angeben. Da der Fluidstrom auf der Luftseite unvermischt ist, kann hier lediglich eine
mittlere Ausgangstemperatur T ′′m2 berechnet werden. Analog zu Gleichung (2.55) erhält
man für die dimensionslose Temperaturänderung auf der Luftseite
2 =
T ′′m2 − T ′2
T ′1 − T ′2
= C11. (3.32)
Ist der Wärmedurchgangskoeffizient k bekannt, lassen sich somit aus den Eingangsgrößen
die Ausgangstemperaturen berechnen. Zur Berechnung des Wärmedurchgangskoeffizien-
ten wird davon ausgegangen, dass die Rohrwand ausreichend dünn ist. Damit können
Wärmeleitungseffekte in der Wand vernachlässigt werden. Betrachtet man Gleichung
(2.40), erhält man den Wärmedurchgangskoeffizienten damit aus den Wärmeübergangs-
koeffizienten vom Kühlmittel an die Wand αKM und von der Wand an die Luft αLuft.
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Abbildung 3.9: Temperaturverlauf im einseitig quervermischten Kreuzstrom (nach [4])
3.6.2 Dynamisches Kühlermodell
Durch die im vorigen Kapitel getroffene Annahme eines stationären Zustands werden die
Wärmekapazitäten der im Kühler vorhandenen Kühlmittel- und Luftmenge sowie des
Kühlernetzes vollständig vernachlässigt. Eine Änderung der Eingangsgrößen führt da-
mit zu einer sprunghaften Änderung der Ausgangsgrößen. Dies hat zur Folge, dass zum
Beispiel beim Stillstand des Fahrzeugs und damit einem Einbrechen der Volumenströme
auch sofort die Ausgangstemperaturen abfallen. Um diese Problematik zu umgehen, soll
von der reinen Betrachtung des globalen Wärmedurchgangs Abstand genommen wer-
den. Stattdessen erfolgt eine Betrachtung der Wärmeübergänge zwischen Kühlmittel,
Kühlerwand und Luft. Auf eine Modellierung der Wärmeleitung in der Wand sowie in
Strömungsrichtung der beiden Fluide wird wie auch in Abschnitt 3.6.1 verzichtet. Unter
dieser Annahme kann für jede der drei Zonen eine Energiebilanz aufgestellt werden. Für
die Temperatur des Kühlmittels TKM ergibt sich
cp,KM · ρKM ·VKM ·
δTKM
δt
= Q˙KM,ein − Q˙KM,aus − Q˙KM,W (3.33)
mit den mit dem Kühlmittel ein- und ausgehenden Wärmeströmen
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Q˙KM,ein = cp,KM,ein· ρKM,ein· V˙KM,ein·TKM,ein (3.34a)
Q˙KM,aus = cp,KM,aus· ρKM,aus· V˙KM,aus·TKM,aus (3.34b)
(3.34c)
und dem vom Kühlmittel an die Wand übertragenen Wärmestrom
Q˙KM,W = αKMAKM∆Tm. (3.35)
Dabei bezeichnet ∆Tm eine Mitteltemperatur. Da der Temperaturverlauf über die Länge
des Wärmetauschers jedoch nicht linear ist, kann hier kein arithmetischer Mittelwert ver-
wendet werden. Stattdessen wird eine logarithmische Temperaturdifferenz berechnet.
∆Tm =
(TW − TKM,ein)− (TW − TKM,aus)
ln TW − TKM,ein
TW − TKM,aus
(3.36)
Gleichermaßen ergibt sich die Energiebilanz für die Luftseite zu
cp,Luft· ρLuft·VLuft·
δTLuft
δt
= Q˙Luft,ein − Q˙Luft,aus − Q˙W,Luft (3.37)
mit den Wärmeströmen
Q˙Luft,ein = cp,Luft,ein· m˙Luft,ein·TLuft,ein (3.38a)
Q˙Luft,aus = cp,Luft,aus· m˙Luft,aus·TLuft,aus (3.38b)
Q˙W,Luft = αLuftALuft (TW − TLuft) . (3.38c)
Die letzte Energiebilanz umspannt das Kühlernetz und lässt sich in der Form
cp,W ·mW ·
δTW
δt
= Q˙KM,W − Q˙W,Luft (3.39)
aufstellen. Analog zur statischen Modellierung ergeben sich als unbekannte Größen somit
die Wärmeübergangskoeffizienten αKM und αLuft und die wärmeübertragenden Flächen
AKM und ALuft.
41
3 Modellierung
3.6.3 Bestimmung der Wärmeübergangskoeffizienten
Zur Berechnung der Wärmeübergangskoeffizienten αKM und αLuft wird, wie bereits in
Abschnitt 2.2.2 beschrieben, die Nußelt-Zahl
Nu = αL
λ
(3.40)
verwendet. Zur Berechnung lassen sich Näherungsformeln in der Form
Nu = f (Re,Pr) (3.41)
aufstellen. In der Literatur finden sich unterschiedliche Ansätze zur Berechnung. Eine
Auswahl, die für die vorliegende Problematik geeignet ist, soll im Folgenden vorgestellt
werden.
Für den Wärmeübergang vom Kühlmittel auf das Kühlernetz αKM kann der
Kühler als Rohrreihe betrachtet werden. Damit kann als Szenario von einem strömenden
Medium in einem Rohr ausgegangen werden. Der mittlere Wärmeübergangskoeffizient
ist in diesem Fall über die Gleichung
q˙ = αm∆Tm (3.42)
mit der bereits in Kapitel 3.6.2 beschriebenen mittleren logarithmischen Temperatur-
differenz ∆Tm definiert. Für die Berechnung des Wärmeübergangskoeffizienten muss je
nach Situation eine Fallunterscheidung getroffen werden. Die Strömung kann abhängig
von der Reynolds-Zahl laminares oder turbulentes Verhalten aufweisen. Dabei wird für
Reynolds-Zahlen Re ≤ 2300 davon ausgegangen, dass das Verhalten laminar ist. Ab einer
Reynolds Zahl von Re ≥ 104 kann von turbulentem Verhalten gesprochen werden.
Eine zweite Unterscheidung muss auf Grund der Rohrlänge getroffen werden. Betrach-
tet man das Strömungsprofil am Eintritt des Kühlmittels in die Rohrleitung, so erkennt
man, dass die Flüssigkeit in Wandnähe auf Grund von Wandreibung verlangsamt wird.
Über die Länge des Rohrs nähert sich das Strömungsprofil dem in Abbildung 3.10 ge-
zeigten parabelförmigen Profil an. In diesem Fall spricht man von einer hydrodynamisch
ausgebildeten Strömung [4]. Im laminaren Fall lässt sich die Einlauflänge, bis zu der die
Strömung ausgebildet ist zu
xe ≈ 0,056Re· d (3.43)
berechnen. Im turbulenten Fall ist die Einlauflänge deutlich kürzer, sodass sie bei der
Berechnung des Wärmeübergangskoeffizienten vernachlässigt werden kann.
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Abbildung 3.10: Strömungsprofil bei einer Rohrströmung (nach [4])
Alle folgenden Berechnungsvorschriften gehen von kreisförmigen Rohren aus. Sollte dies
- wie im Kühlmittelkühler - nicht der Fall sein, muss zur Berechnung der Reynolds-Zahl
als charakteristische Länge der hydraulische Durchmesser
dh =
4Aq
U
(3.44)
mit dem durchströmten Rohrquerschnitt Aq und dem vom Fluid benetzten Umfang U
des Rohres verwendet werden. Die Geschwindigkeit des Fluids v kann aus dem bekannten
Volumenstrom und der Rohrgeometrie bestimmt werden.
In der Literatur werden unterschiedliche Ansätze zur Berechnung der Nußelt-Zahl bei
einer Rohrströmung angegeben. Eine Auswahl soll im weiteren Verlauf vorgestellt wer-
den.
Für den Fall einer ausgebildeten laminaren Strömung lässt sich die mittlere Nußelt-Zahl
prinzipiell exakt über eine Reihenentwicklung bestimmen. Diese Reihe konvergiert jedoch
sehr schlecht, wodurch eine hohe Anzahl an Reihengliedern benötigt werden würde [29].
Eine Näherungslösung wird deshalb zum Beispiel in [4] und [29] in der Form
Nul,a =
3,657
tanh
(
2,264Gz−
1
3 + 1,7Gz−
2
3
) + 0,0499Gz tanh( 1Gz
)
(3.45)
vorgeschlagen. Die Graetz-Zahl Gz beschreibt dabei die Wärmeübertragung der Rohr-
strömung. Mit Hilfe der Prandtl-Zahl Pr und der Reynoldszahl Re, sowie der Länge L
und des Durchmessers d des Rohres ergibt sich die Graetz-Zahl zu
Gz = RePr d
L
. (3.46)
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Für den nicht ausgebildeten Bereich ergibt sich die mittlere Nußelt-Zahl dann in der
Form
Nul =
Nul,aGz
1
6
tanh
(
2,432Pr
1
6
) . (3.47)
Gleichung (3.47) ist gültig im Bereich
0 ≤ Gz ≤ ∞, 0,1 ≤ Pr ≤ ∞. (3.48)
Zur Berechnung der mittleren Nußelt-Zahl für den turbulenten Bereich wird in [4] die
Gleichung
Nut =
(ζ/8)RePr
1 + 12,7
√
ζ/8
(
Pr
2
3 − 1
)
1 + ( d
L
) 2
3
 (3.49)
mit dem Widerstandsbeiwert
ζ = 1
(0,78 lnRe − 1,5)2 (3.50)
verwendet. Der Gültigkeitsbereich ist dabei auf
104 ≤ Re ≤ 106, 0,1 ≤ Pr ≤ 1000, L
d
> 1 (3.51)
beschränkt. Auch [76] verwendet für den turbulenten Bereich der Strömung Gleichung
(3.49). Allerdings unterscheidet sich die Gleichung zur Berechnung des Widerstandsbei-
werts von Gleichung (3.50).
ζ = 1
(1,8 logRe − 1,5)2 (3.52)
Abbildung 3.11 zeigt den Verlauf des Widerstandsbeiwerts ζ in Abhängigkeit von der
Reynolds-Zahl Re. Man sieht, dass die Berechnung nach den Gleichungen (3.50) und
(3.52) im relevanten Bereich sehr ähnliche Ergebnisse liefert und damit beide Berech-
nungsmethoden gleichwertig verwendet werden können.
Für den laminaren Bereich ergibt sich die mittlere Nußelt-Zahl nach [76] aus einer asymp-
totischen Betrachtung in Abhängigkeit der Graetz-Zahl Gz . Für den Bereich der ausge-
bildeten Strömung lässt sich die mittlere Nußelt-Zahl für kleine Graetz-Zahlen in der
Form
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Abbildung 3.11: Vergleich der Berechnungsmethoden für den Widerstandsbeiwert ζ
Nul,1 = 3,66 (3.53)
sowie für große Graetz-Zahlen in der Form
Nul,2 = 1,615Gz
1
3 (3.54)
bestimmen. Für den Bereich des thermischen Anlaufs erhält man
Nul,3 =
( 2
1 + 22Pr
) 1
6
Gz
1
2 . (3.55)
Eine Gleichung, die das Verhalten für laminare Strömungen im gesamten Bereich
0 ≤ Gz ≤ ∞ (3.56)
beschreibt, ergibt sich nach [28] zu
Nul =
[
Nu3l,1 + 0,73 + (Nul,2 − 0,7)3 + Nu3l,3
] 1
3 . (3.57)
Zusätzlich wird in [76] eine Interpolationsvorschrift zwischen dem laminaren und dem
turbulenten Bereich gegeben, um einen Sprung in der Nußelt-Zahl zu verhindern. Im
Übergangsbereich zwischen laminarer und turbulenter Strömung (2300 < Re < 104)
ergibt sich die Nußelt-Zahl zu
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Nu = (1− γ)Nul
∣∣∣
Re=2300
+ γNut
∣∣∣
Re=104
. (3.58)
Der Intermittenzfaktor
γ = Re − 2300104 − 2300 (3.59)
beschreibt dabei den Übergang von laminarem zu turbulenten Verhalten. [42] gibt für
eine laminare Strömung mit thermischem und hydrodynamischen Anlauf einen Zusam-
menhang in der Form
Nul =
3,66 + 0,0677Gz1,33
1 + 0,1Pr
(
Re d
L
)0,83
( η
ηw
)0,14
(3.60)
an. Für die turbulente Strömung orientiert sich [42] an [31].
Nut = 0,0235
(
Re0,8 − 230
) (
1,8Pr0,3 − 0,8
)1 + ( d
L
) 2
3
( η
ηw
)0,14
(3.61)
Die Gültigkeitsgrenzen ergeben sich dabei zu
0,6 ≤ Pr ≤ 500, L
d
> 1, Re ≥ 2300. (3.62)
Es sei noch einmal darauf hingewiesen, dass die beschriebenen Berechnungsvorschrif-
ten nicht die einzig möglichen sind. Da eine analytische Beschreibung des Problems auf
Grund der hohen Komplexität nicht möglich ist, beschränkt sich die Beschreibung auf
empirisch bestimmte Zusammenhänge. Einen Überblick über die in der Literatur vor-
handenen Beschreibungsformen findet sich zum Beispiel in [61].
Der Wärmeübergangskoeffizient für denWärmeübergang vom Kühlernetz zur Luft
αLuft lässt sich unter der Annahme einer quer angeströmten Rohrreihe berechnen. Folgt
man [27], so ergibt sich die mittlere Nußelt-Zahl in diesem Fall analog zu einem queran-
geströmten einzelnen Rohr in einem engen Strömungskanal. Dafür muss in den Berech-
nungsvorschriften für ein einzelnes querangeströmtes Rohr die Reynolds-Zahl geeignet
ersetzt werden. Für ein einzelnes, quer angeströmtes Rohr kann die mittlere Nußelt-Zahl
aus den einzelnen Nußelt-Zahlen im laminaren und turbulenten Fall zusammen gesetzt
werden [26,76].
Nu = 0,3 +
√
Nu2l + Nu2t (3.63)
Dabei berechnet sich die Nußelt-Zahl im laminaren Fall zu
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Nul = 0,664
√
Re 3
√
Pr (3.64)
und im turbulenten Fall zu
Nut =
0,037Re0,8Pr
1 + 2,443Re−0,1
(
Pr
2
3 − 1
) . (3.65)
Die angegebenen Formeln sind im Bereich
10 ≤ Re ≤ 107, 0,6 ≤ Pr ≤ 1000 (3.66)
gültig. Will man von der mittleren Nußelt-Zahl eines quer angeströmten Rohres auf die
mittlere Nußelt-Zahl einer Rohrreihe, wie sie in Abbildung 3.12 beispielhaft gezeigt ist
schließen, muss zur Anpassung der Reynolds-Zahl als charakteristische Geschwindigkeit
des strömenden Fluids die mittlere Geschwindigkeit zwischen den Rohren v/ψ verwendet
werden. Dabei bezeichnet v die Geschwindigkeit des Mediums im freien Querschnitt
und
ψ = 1− pida4a (3.67)
mit dem Außendurchmesser der Rohre da und dem Abstand der Rohrmittelpunkte a den
Hohlraumanteil. Als charakteristische Länge wird die Überstromlänge
L = pi2da (3.68)
verwendet. Die Reynolds-Zahl ergibt sich damit zu
Reψ =
vLρ
ψη
= Re
ψ
. (3.69)
da
a
v
Abbildung 3.12: Geometrische Variablen bei einer Rohrreihe (nach [76])
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[76] gibt zusätzlich noch eine Kompensationsgleichung für die Temperaturabhängigkeit
der Stoffwerte an. Da alle Stoffwerte jedoch in Abhängigkeit der Temperatur vorliegen,
kann auf eine Kompensation verzichtet werden.
Eine zusätzliche Verbesserung des Wärmeübergangs lässt sich durch das Hinzufügen von
Rippen auf der Luftseite erreichen. Diese verändern sowohl den Wärmeübergangskoeffi-
zienten als auch die wärmeübertragende Fläche. Zur Modellierung wird der Wärmeüber-
gangskoeffizient für die Rohrleitung und die Rippen als gleich angenommen. Die durch
die Rippen hervorgerufenen Veränderungen werden durch den Rippenwirkungsgrad ηR
berücksichtigt. Insgesamt ergibt sich der korrigierte, übertragene Wärmestrom zu
Q˙W,Luft = αLuft (ALuft + ηRAR) (TW − TLuft) (3.70)
mit der wärmeübertragenden Oberfläche der Rippen AR. Der Rippenwirkungsgrad ηR
ist definiert als das Verhältnis der verfügbaren Temperaturdifferenzen an der Rippe und
am Rohr. Er lässt sich nach [76] zu
ηR =
TR − TLuft
TW − TLuft =
tanhX
X
(3.71)
mit
X = ϕd2
√
2αLuft
λRs
(3.72)
definieren. Dabei bezeichnet ϕd2 eine je nach Art und Bauform gewichtete Rippenhöhe
und s die Rippendicke. Für rechteckige Rippen gibt [76] den Formfaktor ϕ als
ϕ = (ϕ′ − 1) (1 + 0,35 lnϕ′) (3.73)
mit
ϕ′ = 1,28BR
da
√(
LR
BR
− 0,2
)
(3.74)
mit der in Abbildung 3.13 definierten Breite BR und Länge LR der Rippen an.
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BR
LR
da
s
Abbildung 3.13: Aufbau und geometrische Variablen bei rechteckigen Rohrrippen (nach [76])
3.7 Physikalische Modellierung des Thermostats4
Abbildung 3.14 zeigt den prinzipiellen Verlauf des Öffnungsgrades β eines Wachsthermo-
stats in Abhängigkeit von der Kühlmitteltemperatur TKM . Wie man sieht, ergibt sich
unterhalb der Öffnungstemperatur To nur eine minimale, annähernd konstante Öffnung,
die zu einem geringen Volumenstrom selbst bei einem Kaltstart führt. Der Thermostat
öffnet sobald die Kühlmitteltemperatur die Öffnungstemperatur To erreicht.
In Abbildung 3.14 ist zu sehen, dass der Thermostat ein stark nichtlineares Verhalten
zeigt. Durch das unterschiedliche Verhalten des Wachselements beim Schmelz- und Er-
starrvorgang, unterscheidet sich das Verhalten beim Öffnen und Schließen deutlich.
Ein physikalisches Modell wird in [91] vorgeschlagen. Die Wachstemperatur wird über
die Gleichung
d
dT
(cp,WachsTWachs + βτ) = α (TKM − TWachs) (3.75)
beschrieben. Dabei bezeichnet τ die latente Wärme des Wachses β(t) den Öffnungsgrad
des Thermostats. Mit dem Term βτ wird die Energie bestimmt, die nötig ist, um einen
Teil des Wachses zu schmelzen. Der Öffnungsgrad wird über den Hystereseoperator Hβ
bestimmt, der sich aus einer Hysterese in Verbindung mit einem nichtlinearen Verstär-
kungsfaktor zusammensetzt. Die Öffnungscharakteristik ergibt sich damit zu
β(t) = Hβ (TWachs(t)) . (3.76)
4Dieser Abschnitt basiert auf Arbeiten aus [S9].
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Abbildung 3.14: Schematische Darstellung des Verhaltens eines Wachsthermostats
Der spezifische Wärmekoeffizient des Wachses hängt ebenfalls stark von der Wachstem-
peratur ab. Es wird davon ausgegangen, dass das Wachs für TWachs ≤ TL vollständig
fest und für TWachs ≥ TR vollständig flüssig ist. Die Interpolation im Zwischenbereich
geschieht über
cp,Wachs =

cp,fe, TWachs ≤ TL
cp,fl, TWachs ≥ TR
cp,fe + (cp,fl − cp,fe) TWachs−TLTR−TL , TL ≤ TWachs ≤ TR.
(3.77)
Die nötigen physikalischen Größen des Thermostats stehen hier jedoch leider nicht zur
Verfügung, sodass auf eine physikalische Modellierung verzichtet werden muss. In [19]
wird zur Modellierung des dynamischen Verhaltens des Thermostats ein Verzögerungs-
glied erster Ordnung mit Totzeit (PT1Tt-Glied) vorgeschlagen. Das statische Verhalten
wird über eine temperaturabhängige Kennlinie realisiert. Auch in [51] wird aus Sprun-
gantworten des Thermostats das Zeitverhalten als PT1Tt-Glied
H(s) = β(s)
TKM(s)
= K/T
s+ 1/T e
−Tts (3.78)
mit der Thermostatöffnung β(s) als Ausgang und der Kühlmitteltemperatur TKM(s)
als Eingang identifiziert. Gleichzeitig wird aber auch festgestellt, dass ein rein lineares
Modell das Verhalten nicht exakt abbilden kann, weswegen das Modell wie in Abbildung
3.15 gezeigt um eine Hysterese und einen nichtlinearen Verstärkungsfaktor sowie ein
zweites PT1-Glied ergänzt wird. Außerdem wird auf die Totzeit verzichtet, da sich das
50
3.7 Physikalische Modellierung des Thermostats
Totzeitverhalten explizit durch die Hysterese und die nichtlineare Verstärkung erklären
lässt.
K(T )
TKM TWachs TBolzen β
Abbildung 3.15: Nichtlineare Beschreibung des Thermostatverhaltens
Die nichtlineare Kennlinie und die Hysteresebreite lassen sich direkt aus der in Abbildung
3.14 gezeigten Öffnungscharakteristik des Thermostats bestimmen. Da das Aufwärmen
des Motors simuliert werden soll, wird als Kennlinie die Kurve für steigende Motortem-
peraturen verwendet. Für die Hysteresebreite wird ein über die Temperatur gemittelter
Wert verwendet. Zur Bestimmung der Zeitkonstanten stehen leider keine Messwerte zur
Verfügung. Da die Öffnungstemperatur des Thermostats über 100◦C liegt, ist eine Be-
stimmung der Zeitkonstanten mittels Sprungversuchen auch nur mit großem Aufwand
möglich. Deshalb werden hier die in [51] definierten Zeitkonstanten verwendet. Sollte das
Abkühlverhalten modelliert werden, wäre hier prinzipiell eine Umschaltung zwischen den
Kennlinien und eine Vorzeichenumkehr der Hysterese möglich, um genauere Ergebnisse
zu erzielen. Da für die Diagnose und Applikation allerdings nur der Aufwärmvorgang
relevant ist, wird dieses Vorgehen im Folgenden nicht weiter verfolgt.
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Nachdem im vorherigen Kapitel der theoretische Aufbau des Modells beschrieben wurde,
widmet sich dieses Kapitel den realen Problemen bei der Implementierung des Modells.
Ein physikalisch valides Modell ist zwar als Grundlage unerlässlich, aber nur mit einer
geeigneten Implementierung lassen sich die Anforderungen an Modellgüte und Anpass-
barkeit des Modells erfüllen.
Das folgende Kapitel lässt sich in zwei Teile gliedern. Da nicht alle Modellparameter
bekannt sind, werden im ersten Abschnitt die unbekannten Parameter herausgearbeitet
und ein Vorgehen zur Identifikation vorgestellt. Der größte Teil des Kapitels widmet sich
der Validierung des Modells. Hierfür werden - wo möglich - zuerst die Modelle einzelner
Komponenten validiert. Das Kapitel schließt mit einem Vergleich der Ergebnisse unter
unterschiedlichen Bedingungen.
4.1 Identifikation von Prozessparametern
Damit das in Kapitel 3 beschriebene Modell das reale Aufwärmverhalten gut abbildet,
müssen alle Modellparameter möglichst exakt identifiziert werden. Geschehen bei der
Parameteridentifikation Fehler, führt dies zu einer Verringerung der Modellgüte. Im Ex-
tremfall kann das komplette Verhalten physikalisch unplausibel oder das Modell instabil
werden. Durch die in Abschnitt 3.2 aufgestellten Anforderungen an das Modell ist aller-
dings sichergestellt, dass für die Parameteridentifikation keine aufwendigen Prüfstands-
messungen durchgeführt werden müssen. Im Folgenden soll kurz auf die Identifikation
der Modellparameter eingegangen werden.
Die erste Gruppe der Parameter sind Stoffgrößen. Hierunter fallen unter anderem Dich-
ten, Wärmekapazitäten und Standardbildungsenthalpien der einzelnen im Kühlkreislauf
vorkommenden Stoffe. Für die meisten Stoffe lassen sich entsprechende tabellierte Werte
in der Literatur, wie zum Beispiel in [6, 16, 17, 32] finden. Teilweise sind entsprechende
Größen schon in Kapitel 3 angegeben.
Ein Großteil der sonstigen Modellparameter sind geometrische Parameter, wie zum Bei-
spiel Rohrdurchmesser und -längen. Auch diese lassen sich aus technischen Zeichnungen
oder Datenblättern leicht ermitteln. Ein besonderes Augenmerk muss jedoch auf die wär-
meübertragenden Flächen im Motor und im Kühler gelegt werden. Auch diese können bei
Kenntnis des Motoraufbaus exakt bestimmt werden. Für den verwendeten Motor liegen
jedoch keine exakten Daten über den Aufbau vor, sodass hier eine Schätzung getroffen
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werden muss. Diese Schätzung kann außerdem genutzt werden, um Fehler, die durch
andere Modellvereinfachungen gemacht werden auszugleichen.
Zur Identifikation der wärmeübertragenden Flächen wird zunächst eine Annahme getrof-
fen, die anschließend entsprechend korrigiert wird. Für die Wärmeübertragung von der
Zylinderwand in das Kühlmittel und vom Kühlmittel auf den Motorblock wird angenom-
men, dass die Zylinder vollständig von Kühlmittel umflossen sind. Die Außenwand der
Kühlmittelleitung wird als zylinderförmig angenommen. Mit Hilfe der Skizze in Abbil-
dung 3.5 lassen sich die wärmeübertragenden Flächen zu
Aw = pi(di + 2δW )hZylnZyl (4.1a)
Ab = pi(di + 2δW + 2dKM)hZylnZyl (4.1b)
mit dem Innendurchmesser des Zylinders di, der Wanddicke δW , der Breite der Kühl-
mittelleitung dKM , der Zylinderhöhe hZyl und der Zylinderanzahl nZyl bestimmen. Für
die Wärmeübertragung im Kühlmittelkühler wird wie schon in Kapitel 3.6.2 beschrieben
von einer quer angeströmten Rohrreihe mit Außenrippen ausgegangen. Unter Kenntnis
der Rohranzahl nRohr, dem Innen- beziehungsweise Außendurchmesser der Rohre di und
da, der Rohrlänge L sowie der Rippenlänge LR, -breite BR und -dichte υR lassen sich die
wärmeübertragenden Flächen mittels
AKM = nRohrpidiL (4.2a)
ALuft = nRohrpidaL+ 2LRBRυRLnRohr (4.2b)
berechnen. Zur Optimierung der Korrekturfaktoren für die Flächen wird das Simulated
Annealing Verfahren verwendet. Als heuristisches Optimierungsverfahren liefert es nur
eine Approximation der optimalen Lösung. Im Gegensatz zu anderen, einfacheren heuris-
tischen Lösungsansätzen ist jedoch auch eine Verschlechterung des Gütemaßes erlaubt.
Dadurch ist es dem Algorithmus möglich, ein lokales Optimum wieder zu verlassen. Das
exakte Vorgehen wird in Anhang B.1 beschrieben.
Für die Bestimmung der Parameter wird ein zweistufiges Vorgehen gewählt. In einer ers-
ten Stufe werden die Motorparameter bestimmt. Hierfür werden Messfahrten verwendet,
in denen der Thermostat vollständig geschlossen bleibt, sodass der Einfluss des äuße-
ren Kühlkreislaufs auf die Motordynamik vernachlässigbar bleibt. Als zweites werden
die Kühlerparameter einzeln optimiert. Zur Optimierung können Messfahrten mit offen
klemmendem Thermostat verwendet werden. Da sowohl die Motoraustrittstemperatur
als auch die Kühleraustrittstemperatur als Messung zur Verfügung stehen, ist es mög-
lich, das Kühlermodell aus der Gesamtsimulation herauszutrennen und die Identifikation
rein für das Kühlermodell auszuführen. Die Ergebnisse werden mit Hilfe einer Simulati-
on des kompletten Kühlkreislaufes noch einmal validiert. Auch hier werden Messfahrten
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Abbildung 4.1: Ergebnisse Optimierung Motorparameter
mit offen klemmendem Thermostat zur Optimierung verwendet, um einen Einfluss von
Modellierungsfehlern des Thermostats auf die Parametrierung zu vermeiden.
Abbildung 4.1 zeigt die Ergebnisse der Optimierung der Motorparameter. Als Gütemaß
wurde der mittlere quadratische Fehler der Motoraustrittstemperatur TMot gewählt. Um
die Übersichtlichkeit gerade am Ende der Optimierung zu erhöhen, ist das Gütemaß
logarithmisch aufgetragen. Als Initiallösung wurden die unveränderten Flächen nach den
Gleichungen (4.1a) und (4.1b) verwendet.
Es zeigt sich, dass durch die Optimierung eine deutliche Verbesserung des Gütemaßes
zu erreichen ist. Wie bereits erwähnt, liegt der Grund dieser Verbesserung in der sehr
verallgemeinerten Annahme der wärmeübertragenden Flächen. Durch die Optimierung
wurde wie erwartet eine größere Fläche gewählt, die jedoch noch im sinnvollen Rahmen
liegt. Auch eine Validierung der Optimierungsergebnisse mittels anderer Testfahrten lie-
fert ähnliche Parameter.
Abbildung 4.1 zeigt auch, dass das Simulated Annealing Verfahren - obwohl es relativ
schnell eine deutliche Verbesserung erreicht - trotzdem eine gute Explorationsfähigkeit
besitzt. Auch Lösungen, die weit weg vom Optimum liegen, werden untersucht. Durch
die über die Zeit sinkende Temperatur wird zum Abschluss der Optimierung nur noch
die unmittelbare Umgebung der optimalen Lösung untersucht.
Die Ergebnisse der Optimierung für die Kühlerparameter zeigt Abbildung 4.2. Hier fällt
die Änderung des Gütemaßes deutlich kleiner aus. Dieses Resultat war zu erwarten, da
mit der Näherung einer quer angströmten Rohrreihe bereits ein relativ gutes Abbild
der Realität gefunden wurde. Dementsprechend liegen auch die identifizierten Parameter
näher an eins.
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Abbildung 4.2: Ergebnisse Optimierung Kühlerparameter
Zur Validierung der Optimierungsergebnisse werden alle vier Parameter noch einmal
gemeinsam optimiert. Es zeigt sich, dass sich alle Parameter weiterhin in der gleichen
Größenordnung bewegen. Die geringen auftretenden Abweichungen lassen sich dadurch
erklären, dass trotz des geschlossenen Thermostats der Einfluss des äußeren Kühlkreis-
laufs auf die Motortemperatur nicht vollständig verschwindet, da der Thermostat nicht
vollständig schließt und damit weiterhin ein kleiner Volumenstrom durch den äußeren
Kühlkreislauf auftritt. Insgesamt ergibt sich für die optimierten Parameter eine Abwei-
chung von circa 2 ◦C. Eine Verwendung der Parameter für das Modell erscheint demnach
angemessen.
4.2 Validierung des Verbrennungsmodells
Eine vollständige Validierung des Verbrennungsmodells ist leider nicht möglich. Es liegen
für den Motor keine Messdaten zu der Stoffzusammensetzung nach der Verbrennung zur
Verfügung. Die berechneten Stoffmengenanteile lassen sich jedoch mit in der Literatur
berechneten Werten vergleichen, sodass Aussagen über die Realitätsnähe des Modells
getroffen werden können.
Die Abbildungen 4.3 und 4.4 zeigen die durch die Verbrennungssimulation oﬄine berech-
neten Stoffmengenanteile für alle zehn an der Reaktion beteiligten Stoffe. Aufgetragen
sind beispielhaft die berechneten Werte für zwei unterschiedliche Drücke und Verbren-
nungsluftverhältnisse. Vergleicht man diese Werte mit in der Literatur berechneten Wer-
ten, wie sie zum Beispiel in [55,67] oder ähnlichen Veröffentlichungen bestimmt wurden,
so zeigt sich, dass alle Stoffmengenanteile in den erwarteten Bereichen liegen. Wird das
Verbrennungsluftverhältnis gesenkt, so verringern sich auch die Stoffmengenanteile von
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Sauerstoff sowie den sauerstoffhaltigen Verbindungen. Auch für andere Druck- und λ-
Werte ergeben sich realistische Stoffmengenanteile.
4.3 Validierung des Kühlermodells
Die Validierung der unterschiedlichen Kühlermodelle geschieht in drei Schritten. Zuerst
sollen die drei, in Kapitel 3.6.3 vorgestellten Berechnungsmethoden zur Bestimmung des
Wärmeübergangskoeffizienten auf Kühlmittelseite verglichen werden. Anschließend er-
folgt ein Vergleich der Ergebnisse des dynamischen und des statischen Kühlers im Bezug
auf die im Kennfeld vorliegenden realen Messdaten. Da keine isolierten dynamischen Mes-
sungen für den Kühlmittelkühler vorliegen, beschränkt sich die Validierung der Modellie-
rungsmethoden auf einen statischen Vergleich mit den im Kennfeld hinterlegten Werten.
Als letzter Schritt wird der Einfluss der verschiedenen Kühlermodelle auf das gesamte
Kühlsystemmodell verglichen. Hierfür wird der Bereich zwischen dem Motoraustritt und
dem Kühleraustritt des Kühlmittels isoliert betrachtet.
4.3.1 Berechnung des Wärmeübergangskoeffizienten auf
Kühlmittelseite
Abbildung 4.5 zeigt einen Vergleich der nach den in Kapitel 3.6.3 beschriebenen Be-
rechnungsmethoden bestimmten Wärmeübergangskoeffizienten sowie die dazu passenden
Temperaturverläufe des Kühlmittels. Simuliert wurde der Aufwärmvorgang des Kühl-
mittels in Reaktion auf eine sprunghafte Änderung der Kühlmitteltemperatur. Zusätz-
lich eingezeichnet ist der zu erwartende statische Endwert der Kühlmitteltemperatur,
der vom Kühlerhersteller durch Prüfstandsmessungen bestimmt wurde und als Kennfeld
vorliegt.
Man erkennt, dass die berechneten Wärmeübergangskoeffizienten in der gleichen Größen-
ordnung liegen. Der zeitliche Verlauf aller Berechnungsmethoden ähnelt sich sehr. Für
andere Kombinationen der Massenströme und Eingangstemperaturen lassen sich ähnli-
che Ergebnisse hinsichtlich der Unterschiede in der Berechnung erhalten. Den maximalen
Unterschied im Endwert der drei Berechnungsarten erhält man für hohe Temperaturen,
hohen Luftmassenstrom und geringen Kühlmittelvolumenstrom. Er ergibt sich zu circa
2 ◦C.
Gut erkennbar ist der Übergang von laminarer zu turbulenter Strömung. Wie zu erwarten
war, liefert die Berechnung nach [4] und [76] im laminaren Bereich der Strömung identi-
sche Ergebnisse. Zum Zeitpunkt des Übergangs von laminarer auf turbulente Strömung
zeigt die Berechnungsmethode nach [76] durch die gegebene Interpolationsvorschrift einen
glatten Verlauf, während sich der Wärmeübergangskoeffizient bei den beiden anderen
Berechnungsmethoden stark verändert und es deshalb zu einem Knick in den Tempera-
turverläufen kommt. Durch die geringen Unterschiede im endgültigen Temperaturverlauf
wird deshalb im Folgenden auf die Berechnung nach [76] zurückgegriffen.
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Abbildung 4.3: Stoffmengenanteile der an der Verbrennung beteiligten Stoffe (λ = 0, 9)
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Abbildung 4.4: Stoffmengenanteile der an der Verbrennung beteiligten Stoffe (λ = 0, 6)
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Abbildung 4.5: Berechnung des Wärmeübergangskoeffizienten αKM
Tabelle 4.1: Fehlermaße für die Berechnung des Wärmeübergangskoeffizienten
Berechnungsmethode RMSE [◦C] maximaler Fehler [◦C]
Berechnung nach [76] 3,12 37,07
Berechnung nach [42] 3,06 34,86
Berechnung nach [4] 3,10 36,14
Tabelle 4.1 gibt für alle drei Berechnungsmethoden den mittleren und maximalen Fehler
an. Auch hier ist der Unterschied zwischen den drei Berechnungsmethoden noch einmal
erkennbar. Auffällig ist jedoch der gegenüber dem mittleren Fehler sehr hohe maximale
Fehler, auf den im folgenden Abschnitt noch einmal eingegangen werden soll.
4.3.2 Statischer Vergleich der Kühlermodelle
Um die Modellgüte des dynamischen und des statischen Modells zu vergleichen, ist
in Abbildung 4.6 die Differenz zwischen der vom jeweiligen Modell berechneten und
der im Kennfeld hinterlegten Endtemperatur in Abhängigkeit vom Luftmassenstrom
und vom Kühlmittelvolumenstrom aufgetragen. Der Vergleich geschieht bei konstanten
Kühlmittel- und Lufteintrittstemperaturen. Bei einer Änderung der Eintrittstemperatu-
ren erhält man jedoch qualitativ ähnliche Ergebnisse.
Der Vergleich der Ergebnisse zeigt, dass beide Modelle über einen großen Bereich der
vorliegenden Daten sehr gute Ergebnisse liefern. Die größte Abweichung von den realen
Werten erhält man für hohe Luftmassenströme und geringe Kühlmittelvolumenströme.
Hier ist die Annahme der idealen Durchmischung nicht mehr gerechtfertigt, so dass für
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Abbildung 4.6: Temperaturdifferenz zwischen Kennfeld und Modell
Tabelle 4.2: Fehlermaße statischer Modellvergleich
Berechnungsmethode RMSE [◦C] maximaler Fehler [◦C]
dynamisches Modell 3,12 37,07
statisches Modell 3,66 53,77
diesen Bereich andere Modellierungsmethoden verwendet werden müssten. Grundsätzlich
überschätzen beide Modellvarianten die Kühlmittelaustrittstemperatur durchweg. Durch
eine exaktere Modellierung des Wärmeübergangs wären hier folglich noch Verbesserun-
gen möglich. Wie auch Tabelle 4.2 zeigt, liefert das dynamische Modell auf Grund der
exakteren Abbildung der Wärmeübergänge im Kühler durchweg bessere Ergebnisse als
der statisch modellierte Kühler. Auf eine Verwendung des statischen Kühlermodells wird
deshalb im Folgenden verzichtet.
4.3.3 Dynamische Simulation bei geöffnetem Thermostat
Abbildung 4.7 zeigt den Vergleich des dynamischen Modells sowie des reinen Kennfeldmo-
dells mit Totzeiten mit einer realen Messfahrt. Als Testfahrt wurde ein FTP72-Zyklus
mit offen klemmendem Thermostat gewählt. Dadurch ist eine ausreichende Anregung
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Abbildung 4.7: Statische und dynamische Modellierung des Kühlmittelkühlers
des Kühlmittelkühlers über die gesamte Testfahrt sichergestellt. Um eine Beeinflussung
der Ergebnisse durch Fehler im Motormodell zu vermeiden, wird auf eine Simulation
des Motors verzichtet. Stattdessen wird die Motoraustrittstemperatur des Kühlmittels
an der passenden Stelle direkt als Eingangsgröße in das Modell übergeben. Abgebil-
det sind die Kühleraustrittstemperaturen des Kühlmittels und der Luft aus Simulation
und Messung. Für die Luftaustrittstemperatur liegen keine Messdaten vor, hier können
dementsprechend nur qualitative Aussagen getroffen werden.
Es ist zu sehen, dass beide Kühlermodelle in der Lage sind, das dynamische Verhalten der
Kühlmitteltemperatur gut abzubilden. Beide Modelle folgen sowohl im Aufheizvorgang
als auch im vollständig erwärmten Zustand der Referenzmessung sehr gut. Allerdings
schaffen es beide Modelle nicht, kurzfristige Abkühlvorgänge, die durch einen Anstieg
der Motordrehzahl und dadurch durch einen höheren Kühlmittelvolumenstrom hervor-
gerufen werden, abzubilden. Betrachtet man den Aufwärmvorgang genauer, so ist zu er-
kennen, dass das kennfeldbasierte Modell das Aufwärmverhalten exakter abbilden kann.
Allerdings erreicht das Kennfeldmodell die höhere nötige Temperatur durch mehrere sehr
große Sprünge direkt am Anfang der Simulation und zeigt damit ein unrealistisches Ver-
halten. Der Grund hierfür liegt darin, dass das Kennfeldmodell zu diesem Zeitpunkt im
Extrapolationsbereich ist. Gerade bei einem Kaltstart ist das Kennfeldmodell damit we-
nig vertrauenswürdig. Auch im stationären Betrieb zeigt das Kennfeldmodell ein deutlich
unruhigeres Verhalten. Da die im Kühler vorhandenen Kühlmittel- und Aluminiummas-
sen nur durch Totzeiten berücksichtigt sind, reagiert das Kennfeldmodell sofort auf jede
Änderung der Eingangsgrößen, während das dynamische Modell durch die Bildung der
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Energiebilanzen hier ein Tiefpassverhalten aufweist. Tabelle 4.3 zeigt Kennwerte für die
dynamische Simulation. Beide Verfahren liefern ähnliche Ergebnisse. Auf Grund der be-
schriebenen Probleme ist ein dynamisches Modell jedoch vorzuziehen.
Tabelle 4.3: Fehlermaße dynamischer Modellvergleich
Berechnungsmethode RMSE [◦C] maximaler Fehler [◦C]
dynamisches Modell 1,59 7.51
statisches Kennfeld 1,68 12.44
Auf der Luftseite zeigen die beiden Modelle ein deutlich verschiedenes Verhalten. Das
Kennfeldmodell gibt hier eine weitaus höhere Temperatur sowie sehr große Temperatur-
änderungen in sehr kurzer Zeit aus. Die großen Sprünge in der Temperatur können auch
hier durch die schlechte Extrapolationsfähigkeit sowie die fehlende Dynamik des Kenn-
feldmodells erklärt werden. Die durch das dynamische Modell berechnete Lufttemperatur
zeigt dem gegenüber einen deutlich glatteren Verlauf.
4.4 Validierung der Thermostatdynamik
Da im Fahrzeug weder die Thermostatöffnung noch der Kühlmittelvolumenstrom als
Messgröße zur Verfügung stehen, ist eine quantitative Aussage über die Modellgüte nicht
möglich. Deshalb können im Folgenden nur qualitative Aussagen getroffen werden. Ab-
bildung 4.8 zeigt einen Ausschnitt aus einer Messfahrt sowie die zugehörige simulier-
te Thermostatöffnung. Verglichen wird hier die nach [19] aus dem Kennfeld und einem
PT1Tt-Glied bestimmte sowie die aus der nichtlinearen Beschreibung nach [51] bestimmte
Thermostatöffnung. Die Zeitkonstanten wurden direkt aus den Quellen übernommen. Da-
durch ist ein Vergleich des zeitlichen Verlaufes natürlich nur sehr eingeschränkt möglich.
Für eine exakte Modellierung müssen diese Konstanten auf jeden Fall noch experimen-
tell bestimmt werden. Als Referenz ist außerdem die rein aus dem Kennfeld bestimmte
Thermostatöffnung eingezeichnet.
Auf Grund der fehlenden Dynamik reagiert das Kennfeld erwartungsgemäß sehr stark
auch auf kleine Änderungen der Kühlmitteltemperatur. Auch auf ein Absinken der Kühl-
mitteltemperatur reagiert das reine Kennfeldmodell direkt, sodass es als Beschreibung
für das Thermostatverhalten hier nicht geeignet ist. Die Beschreibung des Thermostats
als Kombination aus Kennfeld und PT1Tt-Glied reagiert durch die zusätzliche Filterung
deutlich träger. Auch hier ergibt sich jedoch auch bei kleinen negativen Änderungen der
Kühlmitteltemperatur bereits ein Schließen des Thermostats, sodass das Hystereseverhal-
ten hier nicht exakt abgebildet werden kann. Die vollständige, nichtlineare Beschreibung
des Systems schafft die Abbildung des Hystereseverhaltens. Trotz der fehlenden Totzeit
zeigt sich durch die nichtlinearen Elemente ein passendes Totzeitverhalten. Insgesamt
zeigt diese Beschreibungsform ein Verhalten, das am ehesten mit dem zu erwartenden
Verhalten übereinstimmt.
63
4 Implementierung und Validierung
105
110
115
120
M
ot
or
te
m
pe
ra
tu
r
/
◦ C
800 900 1000 1100 1200 13000
0,2
0,4
0,6
0,8
1
Zeit / s
T
he
rm
os
ta
tö
ffn
un
g
β
/
-
Kennfeld
Kennfeld + PT1Tt
Nichtlinear
Abbildung 4.8: Modellierung der Öffnungscharakteristik des Thermostats
4.5 Validierung des Gesamtsystems
Als letzter Schritt muss das aufgebaute Gesamtmodell validiert werden. Hierfür wird
wiederum ein FTP72-Zyklus als Testfahrt verwendet. Im Gegensatz zu den vorherigen
Versuchen wird hier das Verhalten bei funktionierendem Thermostat untersucht. Abbil-
dung 4.9 zeigt den Vergleich der gemessenen und der simulierten Motortemperatur. Es
ist zu erkennen, dass die Simulation den Messdaten sehr gut folgt. Es ergibt sich ein ma-
ximaler relativer Fehler von 1,5 %. Das Modell ist zudem in der Lage, die in Abschnitt 3.2
beschriebenen Echtzeitanforderungen zu erfüllen. Für die in Abbildung 4.9 verwendete
Messfahrt benötigt die Simulation auf einem Standard PC circa 350 Sekunden, läuft also
in knapp 4-facher Echtzeit. Insgesamt sind die in Kapitel 3.2 aufgestellten Anforderungen
an das Modell folglich erfüllt.
4.6 Bewertung des Modells
Wie in den vorherigen Abschnitten bereits gezeigt, ist das vorgestellte Modell in der
Lage, das Aufwärmverhalten des Motors gut abzubilden. Allerdings ergeben sich durch
die zur Verfügung stehenden Daten und die Modellanforderungen einige Beschränkungen
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Abbildung 4.9: Vergleich der simulierten und gemessenen Kühlmitteltemperatur
für die Güte des Modells. Diese sollen im Folgenden kurz beschrieben und mögliche
Verbesserungsvorschläge aufgestellt werden.
In Kapitel 3.2 wurde die Forderung nach einem geringen Applikationsaufwand des Mo-
dells aufgestellt. Durch diese Forderung wurde auf Prüfstandsmessungen zu einzelnen
Komponenten verzichtet und nur Daten verwendet, die während des Entwicklungspro-
zesses anfallen. Diese sind nicht zwangsläufig zum Zweck der Modellierung des Aufwärm-
verhaltens erstellt worden. So werden zum Beispiel die für die Modellierung des Kühlers
verwendeten Daten eigentlich zur Auslegung der Kühler verwendet. Hier muss sicher-
gestellt werden, dass der Kühler im Extremfall in der Lage ist, die nötige Kühlleistung
zur Verfügung zu stellen. Deshalb beschränken sich die Daten auf hohe Kühlmittel- und
Lufttemperaturen, decken jedoch den Bereich der Aufwärmung nicht ab. Für die küh-
lende Seite des Wärmetauschers steht aus den Kennfeldern nur eine einzige Messstelle
zur Verfügung. Besonders kritisch stellt sich der Fall beim Getriebeölkühler dar, da hier
die kühlende Seite dem Kühlmittelstrom entspricht. Hier ist mit dem gegebenen Kühler-
kennfeld keine gesicherte Validierung des Modells möglich. Für den realen Einsatz in der
Fahrzeugentwicklung ist deshalb noch einmal eine Vergleichsmessung anzustreben, die si-
cherstellt, dass die entworfenen Modelle auch im Extrapolationsbereich der Kühlerdaten
valide sind.
Eine weitere Herausforderung in der Modellierung des Kühlsystems ist die Menge an zur
Verfügung stehenden Messstellen. Die im Fahrzeug verbauten Temperatursensoren am
Motorausgang und am Kühlerausgang sind zwar für den laufenden Betrieb des Fahrzeugs
ausreichend, lassen jedoch keine vollständige Validierung des Modells zu. Auch hier wird
für den Einsatz im Entwicklungsprozess eine Vergleichsmessung mit zusätzlich verbauter
Sensorik im Fahrzeug zur Modellvalidierung empfohlen.
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Die Innenraumheizung stellt einen großen Unsicherheitsfaktor bei der Berechnung der
Kühlmitteltemperatur dar. Aus Sicht des Kühlkreislaufs wird das durch den Motor er-
hitzte Kühlmittel von der Heizung zur Aufwärmung des Innenraums verwendet. Deshalb
stellt diese eine nicht zu vernachlässigende Wärmesenke dar. Für eine vollständige Mo-
dellierung wäre ein Modell des Fahrzeuginnenraums sowie eine Umsetzung der Heizungs-
steuerung von Nöten, worauf in dieser Arbeit verzichtet wurde. Trotzdem ist die Heizung
für die Applikation relevant, sodass diese auf Dauer im Modell ergänzt werden muss.
Mögliche Verbesserungen des Modells lassen sich zum Beispiel im Bereich der Wärme-
übertragung im Motor erreichen. Das vorgestellte Dreizonen-Modell stellt eine sehr ver-
einfachte Darstellung der komplexen Motorgeometrie dar. Die in Kapitel 4.1 bestimmten
Parameter liegen zwar in einem vernünftigen Rahmen, sind durch die getroffenen Ver-
einfachungen jedoch höchstens als halbphysikalisch anzusehen. Stehen hier mehr Daten
zur Verfügung, ist hier eine Modellierung des Wärmeübergangs in Form von RC-Netzen
möglich, wie sie auch in [12] vorgeschlagen wurde.
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Durch eine immer höhere Anzahl an Funktionen und Fahrerassistenzsystemen, die in heu-
tigen Fahrzeugen verbaut sind, steigt auch der softwaretechnische Umfang im Fahrzeug.
In heutigen Fahrzeugen sind deshalb bereits siebzig bis hundert Steuergeräte verbaut
[1,79]. Es ist zu erwarten, dass dieser softwaretechnische Aufwand auch über die nächste
Zeit noch wachsen wird. Dieser Aufwand ist auch in der Entwicklung der Fahrzeuge selbst
spürbar. Eine Reduktion des Aufwandes kann erreicht werden, indem man die Softwa-
refunktionen selbst von den Parametern trennt. Während die Software vom Zulieferer
geschützt abgelegt wird, besitzt der Fahrzeughersteller die Möglichkeit, die dazu gehöri-
gen Daten, wie zum Beispiel Konstanten oder Grenzwerte anzupassen. Dieser Vorgang
wird als Applikation oder Kalibrierung bezeichnet. Doch auch hier kann die Anzahl der
zu applizierenden Größen immer noch fünfstellig sein [13].
Die Applikation spielt eine wichtige Rolle im Entwicklungsprozess eines neuen Fahrzeugs.
Eine schlecht kalibrierte Fahr- oder Motorsteuerungsfunktion kann Effizienz und Sicher-
heit eines Fahrzeugs senken und im Extremfall sogar zu sicherheitskritischen Systemaus-
fällen führen. Bei Diagnosefunktionen führt eine Fehlkalibrierung zu einer Erhöhung der
Wahrscheinlichkeit von Fehldiagnosen. Ein nicht erkannter Fehler kann weitere, even-
tuell kritische Fehler nach sich ziehen, die das Fahrzeug dauerhaft schädigen können.
Zu häufige Fehlalarme führen zu unnötigen Werkstattbesuchen und dadurch zu erhöhten
Kosten. Im Extremfall kann das Vertrauen in das System verloren gehen, wodurch Fehler
ignoriert werden. Beide Fälle gilt es durch eine sorgfältige Applikation der Funktionen
zu vermeiden.
Gleichzeitig ist die Applikation im Entwicklungsprozess allerdings auch zeitkritisch. Erst
wenn das Grundkonzept des neuen Fahrzeugs steht, ist eine Applikation möglich. Schon
geringe Änderungen im Aufbau können eine komplette Neuapplikation nötig machen.
Deshalb steht die Applikation im Entwicklungsprozess am Ende. Verzögerungen können
hierbei zu einer Verschiebung des Produktionsbeginns (Start of Production, SOP) führen
[59].
Klassisch wird als Ausgangslage für die Applikation zum Beispiel der Parametersatz
des Vorgängermodells eines Motors verwendet. Mit Hilfe von Prüfstandsmessungen oder
Testfahrten auf der Teststrecke oder der Straße kann diese Anfangsparametrierung an-
gepasst werden, um eine Verbesserung auf Basis einer vorgegebenen Zielsetzung wie zum
Beispiel der Verringerung von Emissionen zu erreichen. Unter Verwendung des neuen
Parametersatzes kann eine neue Messfahrt durchgeführt werden. Der Aufwand der Ap-
plikation lässt sich deutlich verringern, wenn ein geschickter Messplan verwendet oder
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auf Expertenwissen zurückgegriffen wird. Nichtsdestotrotz ist die Applikation auf diese
Weise ein zeitaufwändiges und kostenintensives Vorgehen [63].
5.1 Verwendung modellbasierter Verfahren
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Abbildung 5.1: Beschreibung der modellbasierten Applikation als Flowchart
Abbildung 5.1 zeigt den prinzipiellen Ablauf einer modellbasierten Applikationsroutine.
Sobald die mechanische Struktur des Motors feststeht, kann ein passendes Modell auf-
gestellt werden. Hier hilft das in Kapitel 3 vorgeschlagene Vorgehen, da durch die kom-
ponentenorientierte Vorgehensweise einzelne Bauteile des Modells auch für einen neuen
Motor übernommen werden können. Die Unterschiede, die sich durch den Übergang auf
einen neuen Motor ergeben, zeigen sich vor allem in der Parametrierung. Hierfür müssen
die für das aktuelle Projekt benötigten Daten in den Fachabteilungen gesammelt wer-
den. Nach der Parametrierung des Modells ist es möglich, eine erste Qualitätskontrolle
durchzuführen. Hier kann die Modellgüte zum Beispiel mit Hilfe von Testfahrten mit
einem realen Fahrzeug auf einem Prüfstand oder in realer Umgebung oder einer exak-
teren rechenzeitintensiven Simulation bestimmt werden. Sollten zu große Abweichungen
im Simulationsmodell auftreten, kann die Schleife frühzeitig geschlossen werden, um die
Qualität des Modells dementsprechend anzupassen.
Ist eine ausreichende Modellgüte erreicht, können die nötigen Testfahrten simuliert wer-
den. Nötige Testfahrten ergeben sich zum Beispiel aus der aktuellen Gesetzgebung. Um
den Simulationsaufwand möglichst klein zu halten, kann die Auswahl der Testläufe mit
Methoden des Design of Experiments (DoE) geschehen. Dieser Bereich der Applikation
ist allerdings nicht Teil dieser Arbeit. Hier sei auf die Fachliteratur verwiesen (siehe zum
Beispiel [73]). Mit den aus der Simulation erzeugten Ergebnissen lässt sich dann eine
erste Kalibrierung für die Funktionswerte finden. Hierzu kann auf unterschiedliche Op-
timierungsmethoden zurückgegriffen werden. Einige mögliche Methoden werden in den
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folgenden Abschnitten vorgestellt. Eine erste Güteprüfung der simulativ erhaltenen Ap-
plikationsergebnisse lässt sich bereits in der Simulation durchführen. Auch hier kann bei
zu geringer Güte noch einmal nachgebessert werden, indem zum Beispiel zusätzliche Si-
mulationsfahrten durchgeführt werden. Dadurch kann die Datenlage in den ungenügend
abgebildeten Gebieten verbessert werden.
Eine modellbasierte Applikation kann eine Applikation am realen Fahrzeug niemals voll-
ständig ersetzen. Da zur Modellierung des zu applizierenden Systems zwangsläufig ver-
einfachende Annahmen getroffen werden müssen um den Modellierungsaufwand gering
zu halten, werden die so erhaltenen Applikationsergebnisse suboptimal sein. Eine Ve-
rifikation der Ergebnisse an einem Realfahrzeug ist deshalb trotzdem vorzusehen. Die
Verwendung von modellbasierten Applikationswerten stellt jedoch trotzdem eine große
Verbesserung im Gegensatz zu einem beliebig gewählten Startwert dar. Durch die Ver-
wendung eines Modells werden die Applikationswerte bereits nahe an einem Optimum
liegen. Die Anzahl der nötigen Prüfstandsläufe lässt sich dadurch deutlich verringern.
In dieser Arbeit soll bewusst eine Unterscheidung zu einer modellbasierten Applikation
getroffen werden, wie sie zum Beispiel in [39] vorgeschlagen wird. Dort wird anstatt
der Verwendung eines physikalisch motivierten Whitebox-Modells ein datengetriebenes
Blackbox-Modell verwendet. Zur Applikation werden Messungen an einem Prüfstand
aufgenommen. Ein passender Messplan kann wiederum mittel DoE-Methoden bestimmt
werden. Diese Messdaten werden dann zur Bedatung eines datengetriebenen Modells,
wie zum Beispiel eines Neuronalen Netzes, verwendet. Die Optimierung der gesuchten
Prozessparameter wird dann rein am Modell durchgeführt.
Dieses Vorgehen bietet den Vorteil, dass der Modellierungsaufwand deutlich gesenkt
wird. Steht ein passender Prüfstand zur Verfügung, kann mit vergleichsweise wenigen
Messungen bereits ein gutes Ergebnis erzielt werden. Damit eignet sich dieses Vorgehen
zum Beispiel für die Applikation von Motorgrößen wie zum Beispiel die Anpassung des
Zündwinkels. Gerade im vorliegenden Beispiel des Kühlsystems ist ein originalgetreuer
Prüfstand im Entwicklungsprozess jedoch nicht vorhanden und auch nur unter hohem
Aufwand aufbaubar. Zudem verliert man mit der Verwendung von Blackbox-Modellen
die physikalische Interpretierbarkeit der Ergebnisse. Deshalb wird dieses Vorgehen hier
nicht als sinnvoll erachtet.
5.1.1 Stand der Technik
Wie bereits beschrieben, ist die Steuergerätefunktion ein wichtiger Schritt im Entwick-
lungsprozess. Dadurch verfügt jeder Automobilhersteller natürlich über einen großen Er-
fahrungsschatz in dieser Thematik. Das Herangehen an die Applikation ist jedoch meist
problemgetrieben und auf das aktuelle Projekt konzentriert. Dadurch entstehen in jeder
Firma Einzellösungen für viele Probleme. Eine geordnete und wissenschaftliche Heran-
gehensweise an das Problem ist dabei oftmals nebensächlich und wird deshalb nicht ver-
folgt. Dies macht eine ausführliche Literaturrecherche an dieser Stelle schwierig, da viele
Ansätze nicht wissenschaftlich dokumentiert sind. Zudem existieren für viele Probleme
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eigene Ansätze, die sich im Hinblick auf die verwendete Modellform und die verwendete
Methodik stark unterscheiden können. Im Folgenden soll ein Überblick über mögliche
Herangehensweisen gegeben werden, wobei eine Unterscheidung im Bezug auf die Mo-
dellform und das verwendete Optimierungsverfahren getroffen werden soll.
Ein großes Interessensgebiet für modellbasierte Applikationsansätze ist die Applikation
der Motorsteuerung. Hier ist eine große Menge an Parametern zu bestimmen. Für die
Modellbildung werden hier meistens Blackbox-Ansätze verwendet, da eine Modellierung
der zu Grunde liegenden physikalischen Effekte oftmals sehr aufwändig ist. So wird in
[63] und [64] zum Beispiel ein Framework für die modellbasierte Bedatung von Steuer-
gerätefunktionen vorgestellt, das den Applikateur von der Spezifikation über das Design
of Experiments und die Modellierung bis zur Optimierung führen soll. Als Beispiel wird
unter anderem auf die Emissionierung eingegangen.
In [68] wird ein modellbasierter Ansatz zur Kalibrierung von Zünd- und Ventilsteuerzei-
ten bei einem Ottomotor vorgestellt. Als Referenzsystem wird eine GT-Power Simulation
verwendet. Die Planung der Messfahrten wurde mit einem raumfüllenden Design durch-
geführt. Dabei werden die Messpunkte so gelegt, dass sich in keiner Dimension des Mess-
raumes eine Überlappung von Messpunkten ergibt. Als Applikationsmodell wurde ein
zweistufiges Blackbox-Modell basierend auf Radialen Basisfunktionen (RBF) verwendet.
Durch die Betrachtung mehrerer Kalibrierungsziele gleichzeitig ergibt sich ein multikrite-
rielles Optimierungsproblem unter Nebenbedingungen [50]. [81] nutzt zur Modellierung
der Drehmomentcharakteristik und des Kraftstoffverbrauchs Künstliche Neuronale Netze
(KNN). Auch hier führt die Optimierung auf ein multikriterielles Optimierungsproblem
mit Nebenbedingungen.
Die Applikation von Parametern im Einlasssystem des Verbrennungsmotors wird in [86],
[87], [88] und [89] behandelt. Die Beschreibung des Einlasssystems erfolgt mit einer phy-
sikalisch motivierten, nichtlinearen Funktion, die mittels vier Parametern voll bestimmt
ist. Die Optimierung erfolgt mittels eines genetischen Algorithmus. Hierbei wird zusätz-
lich zu dem mittleren absoluten Fehler auch die Glattheit der entstehenden Kennfelder
optimiert um große Gradienten in den Kennfeldern zu verhindern.
[40] verwendet einen modellbasierten Applikationsansatz zur Optimierung von Zündzei-
ten, Verbrennungsluftverhältnis und Einspritzzeiten für einen Ottomotor. Zur Modellie-
rung werden Polynome vierter Ordnung verwendet. Unterschiedliche Optimierungsme-
thoden werden zur Bestimmung der Modellparameter verglichen. Um Überanpassung zu
vermeiden wird anschließend eine Modellreduktion durchgeführt.
Ein Vergleich von insgesamt fünf unterschiedlichen Applikationsmethodiken wird in [15]
geführt. Die Autoren unterscheiden dabei zwischen lokalen Modellen, die das Verhalten
für einen festen Betriebspunkt wiedergeben, globalen Modellen, die eine Repräsentation
für einen vollständigen Fahrzyklus bieten sowie verschiedenen Zwischenstufen. Der Ver-
gleich der Methodiken konzentriert sich unter anderem auf Robustheit und Glattheit der
Modelle sowie die Applikationszeit.
Aber auch außerhalb der Motorsteuerung werden modellbasierte Applikationsansätze
verwendet. So präsentieren die Autoren in [37] einen Ansatz zur Bedatung von Ladezu-
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Abbildung 5.2: Berechnung des Temperaturgradienten zur Diagnose
standsschätzern für Hybridfahrzeuge. Die Modellierung der Batterie geschieht in einem
Greybox-Ansatz mittels einer äquivalenten elektrischen Schaltung. Zur Parametersuche
wird ein genetischer Algorithmus verwendet.
5.2 Beschreibung der Diagnosefunktion
Die zu applizierende Diagnosefunktion ist die Diagnose des Kühlmitteltemperatursensors.
Die Funktion ist von der Robert Bosch GmbH umgesetzt worden und ist in [56] und [57]
genauer beschrieben.
Das Ziel der Diagnosefunktion ist das Erkennen einer zu langsamen Erwärmung des
Motors, wie sie zum Beispiel durch einen offen klemmenden Thermostaten erklärt werden
kann. Dieser Fehler ist zwar nicht kritisch für die Funktionalität des Motors, allerdings
führt eine zu geringe Erwärmung zu einer verlängerten Aufwärmphase und damit zu
einem erhöhten Emissionsgrad. Damit ist dieser Fehler diagnoserelevant im Sinne der
ISO-Norm 15031.
Zur Diagnose wird für die Kühlmitteltemperatur ein Modellwert berechnet. Dazu wird
ein Temperaturgradient in Abhängigkeit der Fahrzeugbedingungen bestimmt und konti-
nuierlich aufaddiert. Dieser Modellwert liefert eine untere Abschätzung der Kühlmittel-
temperatur und kann in der Diagnose zur Validierung des Sensorsignals benutzt werden.
Die Diagnosefunktion gibt einen Fehler aus, wenn das Sensorsignal unter dem Modellwert
liegt. Die Abschätzung nach oben ist Teil einer anderen Diagnosefunktion und wird an
dieser Stelle nicht betrachtet.
5.2.1 Berechnung der Temperaturgradienten
Kern der Diagnosefunktion ist die Berechnung des Temperaturgradienten. Diese unter-
scheidet sich abhängig von der Fahrsituation deutlich. Bei normaler Fahrt kann der
Temperaturgradient aus dem Luftmassenstrom m˙Luft, der Umgebungstemperatur TUmg
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und der Motortemperatur TMot berechnet werden. Um die Verwendung speicherintensiver
dreidimensionaler Kennfelder zu vermeiden, wird die Berechnung in zwei unabhängige
Zweige aufgeteilt (siehe auch Abbildung 5.2) [34].
Insgesamt ergibt sich damit ein Temperaturgradient in der Form
dT
dt
= fges (mLuft, TMot, TUmg) = fKF1 (m˙Luft, TMot) + fKF2 (m˙Luft, TUmg) . (5.1)
5.3 Bedatung der Diagnosefunktion
Die zu bedatenden Größen sind die beiden Temperaturkennfelder fKF1 (m˙Luft, TMot) und
fKF2 (m˙Luft, TUmg). Für diese werden zwei verschiedene Ansätze vorgestellt: Ein para-
metrischer Ansatz basierend auf einer Least-Squares-Schätzung (LS) und ein nicht para-
metrischer Ansatz basierend auf evolutionären Algorithmen.
5.3.1 Parametrische Bedatung mittels Least-Squares-
Verfahren1
Eine einfache und schnelle Möglichkeit zur Bedatung ist eine Applikation mit Hilfe des
LS-Ansatzes. Dafür wird von einem quadratischen Ansatz für die Kennfelder ausgegan-
gen. Wie auch in Abbildung 5.2 zu sehen ist, existiert durch die Beschreibung des Gra-
dienten durch zwei zweidimensionale Kennfelder keine Beziehung zwischen der Motor-
und der Umgebungstemperatur. Der in den Kennfeldern nicht vorhandene Koppelterm
wird deshalb vernachlässigt. Damit ergibt sich für den Temperaturgradienten
dT
dt
= a1 + a2TMot + a3m˙Luft + a4TUmg
+ a5T 2Mot + a6m˙2Luft + a7T 2Umg
+ a8m˙LuftTMot + a9m˙LuftTUmg
(5.2)
beziehungsweise in Matrixschreibweise
Ax = b (5.3)
mit
A =
(
1 TMot m˙Luft TUmg T 2Mot m˙2Luft T 2Umg m˙LuftTMot m˙LuftTUmg
)
, (5.4)
x =
(
a1 a2 a3 a4 a5 a6 a7 a8 a9
)T
(5.5)
1Dieser Abschnitt basiert auf Arbeiten aus [S2] und [S4].
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und
b =
(
dT
dt
)
(5.6)
Problematisch an dieser Formulierung ist die starke Kopplung der Terme für die Umge-
bungstemperatur. Es muss davon ausgegangen werden, dass sich das Verhalten gerade
bei einem Kaltstart in Abhängigkeit von der Umgebungstemperatur stark ändern kann.
Ein quadratischer Ansatz kann deshalb zu restriktiv sein. Deshalb soll im Folgenden ei-
ne zweite, alternative Formulierung aufgestellt werden. Dafür wird für beide Kennfelder
einzeln ein quadratischer Ansatz verwendet.
fKF1 (m˙Luft, TMot) = a1 + a2m˙Luft + a3m˙2Luft
+ a4TMot + a5T 2Mot
+ a6m˙LuftTMot
(5.7a)
fKF2 (m˙Luft, TUmg) = a7 + a8m˙Luft + a9m˙2Luft
+ a10TUmg + a11T 2Umg
+ a12m˙LuftTUmg
(5.7b)
Um die Anzahl der zu identifizierenden Parameter zu verringern, wird vereinfachend
davon ausgegangen, dass eine vollständige Messfahrt immer bei konstanter Umgebungs-
temperatur aufgenommen wurde. Werden die Testfahrten in der Simulation dement-
sprechend ausgewählt, ist diese Vereinfachung keine Einschränkung. Dadurch kann das
umgebungstemperaturabhängige Kennfeld fKF2 (m˙Luft, TUmg) für einen Zyklus mit der
festen Umgebungstemperatur TUmg,x in der Form
fKF2 (m˙Luft, TUmg,x) = a7 + a8m˙Luft + a9m˙2Luft
+ a10TUmg,x + a11T 2Umg,x
+ a12m˙LuftTUmg,x
(5.8)
geschrieben werden. Da die Umgebungstemperatur als bekannt und konstant voraus-
gesetzt werden kann, kann sie den zu identifizierenden Parameterwerten zugeschlagen
werden. Dadurch ergibt sich ein vereinfachtes Kennfeld
fKF2,TUmg,x (m˙Luft) = a′7,x + a′8,xm˙Luft + a′9,xm˙2Luft (5.9)
mit den neuen Koeffizienten
a′7,x = a7 + a10TUmg,x + a11T 2Umg,x (5.10a)
a′8,x = a8 + a12TUmg,x (5.10b)
a′9,x = a9 (5.10c)
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Das Kennfeld hängt jetzt nur noch vom Luftmassenstrom m˙Luft ab. Somit lässt sich der
gesamte Temperaturgradient aus einem Kennfeld fKF2,TUmg,x (m˙Luft) für jeden Fahrzyklus
und einem Basiskennfeld fKF1 (m˙Luft, TMot), das für jede Umgebungstemperatur gleicher-
maßen gültig sein muss, berechnen. Da die Parameter selbst linear eingehen, lässt sich
die Berechnung des Gradienten wieder in der Form
Ax = b (5.11)
aufstellen. Die Matrizen setzen sich dann aus den Parametern und den aus der Simu-
lation bestimmten Messwerten zusammen. Um die Übersichtlichkeit zu wahren, soll im
Folgenden davon ausgegangen werden, dass für die Erstellung der Matrizen zwei Mess-
zyklen mit bekannten Umgebungstemperaturen verwendet werden. Dadurch erhält man
die Matrizen
A =(
1 m˙Luft m˙2Luft TMot T 2Mot m˙LuftTMot 1 m˙Luft m˙2Luft 0 0 0
1 m˙Luft m˙2Luft TMot T 2Mot m˙LuftTMot 0 0 0 1 m˙Luft m˙2Luft
)
,
(5.12)
x =
(
a1 a2 a3 a4 a5 a6 a
′
7,1 a
′
8,1 a
′
9,1 a
′
7,2 a
′
8,2 a
′
9,2
)T
(5.13)
und
b =
(
dT
dt
)
. (5.14)
Werden zusätzliche Messfahrten verwendet, vergrößern sich die Matrix A und der Vektor
x entsprechend. Da beide beschriebenen Ansätze linear in den Parametern sind, ist eine
Parameteroptimierung mittels eines LS-Ansatzes möglich. Der optimale Parametersatz
ergibt sich damit in beiden Fällen zu
x =
(
ATA
)−1
ATb (5.15)
5.3.2 Erweiterung des Least-Squares-Ansatzes durch
Begrenzung des Kennfeldgradienten
Während die erste beschriebene Formulierung die Kopplungen zwischen verschiedenen
Umgebungstemperaturen überschätzen könnte, werden diese in der zweiten Formulie-
rung vollständig vernachlässigt. Dieses Vorgehen könnte zu großen Unterschieden in den
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Kennlinien für die einzelnen Umgebungstemperaturen und damit zu einer sehr inho-
mogenen Beschreibung führen. Eine Möglichkeit, dieses Problem zu umgehend, ist den
maximalen im Kennfeld auftretenden Gradienten zu beschränken.
Als Startpunkt für den Ansatz können die Kennfelder, die mit Hilfe des unbeschränkten
LS-Ansatzes berechnet wurden, verwendet werden. Die Nebenbedingung ergibt sich aus
dem Maximum des in Gleichung (5.1) definierten Kennfeldes fges (mLuft, TMot, TUmg)
zu
max∇fges − kd max∇fges,LS < 0. (5.16)
Der Faktor kd dient zur Bestrafung des maximalen Gradienten. Wird kd = 1 gewählt,
so ist der Gradient unbeschränkt. Für kd = 0 ist der maximal erlaubte Kennfeldgradient
max∇fges = 0. Dadurch ergibt sich als Lösung eine konstante Ebene. Das beschriebene
Problem lässt sich in die allgemeine Form
min
x∈X
f (x) mit X = {x|g (x) = 0 ∧ h (x) ≤ 0}. (5.17)
bringen. Dabei beschreibt f (x) die zu optimierende Funktion. In den Vektoren g (x) und
h (x) werden jeweils die m Gleichungsnebenbedingungen und die n Ungleichungsneben-
bedingungen zusammengefasst. Durch die zusätzliche Verwendung einer Ungleichungsne-
benbedingung ist eine einfache analytische Lösung nicht mehr möglich. Um die Lösung
zu ermöglichen, muss Gleichung (5.17) umformuliert werden. Man erhält dadurch die
sogenannte Lagrange-Funktion in der Form
L (x,λ,µ) = f (x) + λTg (x) + µTh (x) , (5.18)
wobei λ ∈ Rm die Lagrange-Multiplikatoren und µ ∈ Rn die Kuhn-Tucker-Multiplikator-
en darstellen. Für ein reguläres Lokales Minimum x∗ der Funktion lassen sich notwendige
Bedingungen 1. Ordnung (auch Kuhn-Tucker-Bedingungen genannt) aufstellen [54].
Es existieren λ ∗ und µ ∗, so dass
∇xL (x ∗,λ ∗,µ ∗) = ∇xf (x ∗) + gx (x ∗)T λ ∗ + hx (x ∗)T µ ∗ = 0 (5.19a)
∇λL (x ∗,λ ∗,µ ∗) = g (x ∗) = 0 (5.19b)
h (x ∗) ≤ 0 (5.19c)
h (x ∗)T µ ∗ = 0 (5.19d)
µ ∗ ≥ 0 (5.19e)
Ohne Herleitung seien hier außerdem die notwendigen Bedingungen 2. Ordnung für ein
reguläres lokales Minimum gegeben [54].
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Es gelten die Bedingungen aus den Gleichungen (5.19) und
∇2xxL (x ∗,λ ∗,µ ∗) ≥ 0 (5.20)
unter der Restriktion
Y = {δx|gx (x ∗) δx = 0,hx (x ∗) δx ≤ 0} . (5.21)
Eine Lösung des Optimierungsproblems mit Nebenbedingungen ist im Normalfall nur
noch numerisch möglich. Nur für einfache Probleme lässt sich noch eine analytische Lö-
sung finden. Es existiert eine große Menge an möglichen Lösungsverfahren, die alle spe-
zifische Vor- und Nachteile besitzen. Zur Lösung sei hier auf die Fachliteratur verwiesen
[54].
5.3.3 Quantilsregression
Die durch Gleichung (5.1) gegebene Formulierung des Temperaturgradienten mittels drei
Faktoren ist in der Lage, das hauptsächliche Verhalten des Kühlsystems abzubilden. Klei-
ne Abweichungen werden durch die Formulierung jedoch ignoriert. Dadurch können im
Modell Ausreißer nicht abgebildet werden. Ein weiteres Problem ist, dass die zu Grunde
liegende Wahrscheinlichkeitsverteilung eventuell schiefsymmetrisch ist, da ausschließlich
das Aufwärmverhalten betrachtet wird. Sowohl Ausreißer, als auch schiefsymmetrische
Verteilungen können unter Verwendung von LS-Ansätzen das Ergebnis jedoch deutlich
verschlechtern.
Eine Möglichkeit, diese Probleme zu umgehen, ist die Verwendung einer Quantilsregressi-
on, wie sie zum Beispiel in [43] beschrieben wird. Der Hauptunterschied dieses Verfahrens
im Vergleich zum LS-Verfahren liegt in der Definition der zu minimierenden Funktion.
Während mit dem LS-Verfahren die Summe der Fehlerquadrate (Mean Squared Error,
MSE)
J = min
n∑
i=1
(b−Ax)2 (5.22)
minimiert wird, minimiert die Quantilsregression die Summe der absoluten Fehler (Mean
Absolute Error, MAE)
J = min
n∑
i=1
|b−Ax| . (5.23)
Das Optimierungsproblem lässt sich als Problem der linearen Programmierung formu-
lieren. Eine Lösung ist damit zum Beispiel mit dem Simplex Algorithmus möglich [43].
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Gleich dem LS-Ansatz lässt sich auch dieses Vorgehen interpretieren. Während die Op-
timierung des MSE einen Schätzwert für den Mittelwert ergibt, erhält man durch die
Optimierung des MAE einen Schätzwert für den Median. Da der Median deutlich robus-
ter gegenüber Ausreißern und schiefsymmetrischen Verteilungen ist, ist hierdurch eine
Verbesserung der Schätzung zu erwarten.
Wird Gleichung (5.23) um einen Gewichtungsfaktor ρτ erweitert, so lassen sich zusätzlich
zum Median auch andere Quantile schätzen. Die zu minimierende Funktion ergibt sich
dann zu
J = min
n∑
i=1
ρτ |b−Ax| . (5.24)
Wird statt dem Median ein kleineres Quantil zur Parameterschätzung verwendet, so ver-
schiebt sich die Funktion hin zu kleineren Temperaturen. Die gesamte Diagnosefunktion
wird damit robuster gegenüber Fehlalarmen. Gleichzeitig erhält man durch die Verschie-
bung ein quantitatives Robustheitsmaß.
5.3.4 Nichtparametrische Bedatung mittels evolutionären
Algorithmen2
Wie bereits beschrieben entstehen viele Probleme in der Anwendung des LS-Ansatzes
durch die explizite Vorgabe einer Kennfeldform. Durch die Vorgabe einer quadratischen
Funktion ergibt sich eine direkte Kopplung benachbarter Werte, die jedoch nicht zwangs-
läufig gewünscht ist. In den Kapiteln 5.3.2 und 5.3.3 wurde versucht, diese Probleme
durch eine Erweiterung des Ansatzes zu lösen. Ein alternativer Ansatz ist, anstatt der
Parameter einer zu Grunde liegenden Funktion direkt die Kennfelder zu optimieren.
Da für die Kennfelder keine geschlossene mathematische Beschreibung mehr zur Ver-
fügung steht, stoßen parametrische Verfahren hier an ihre Grenzen. Im Folgenden soll
deshalb eine Optimierung der Kennfelder mit Hilfe von genetischen Algorithmen vorge-
stellt werden. Diese Algorithmen ziehen ihre Inspiration aus der Biologie und imitieren
den natürlichen Evolutionsprozess. Sie zählen damit zu den naturanalogen Optimierungs-
verfahren. Im Folgenden soll eine kurze Einführung in das Vorgehen gegeben werden. Für
eine ausführliche theoretische Beschreibung wird auf die entsprechende Fachliteratur, wie
zum Beispiel [24], [44] oder [80] verwiesen, an denen sich die Beschreibung auch orientiert.
Anschließend wird auf die Umsetzung der beschriebenen Schritte noch einmal ausführ-
lich eingegangen. Dabei soll zuerst die Basisimplementierung vorgestellt werden, bevor
Erweiterungen vorgestellt werden.
Abbildung 5.3 zeigt den Ablauf eines evolutionären Algorithmus. Zur prinzipiellen Be-
schreibung von evolutionären Algorithmen wird eine Gruppe von Individuen betrachtet.
2Dieser Abschnitt basiert auf Arbeiten aus [S8].
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Abbildung 5.3: Prinzipieller Ablauf eines evolutionären Algorithmus (nach [80])
Diese Gruppe wird Population genannt. Jedes der Individuen der Population stellt ei-
ne mögliche Lösung des Optimierungsproblems dar. Die Gesamtheit der im Individuum
gespeicherten genetischen Informationen wird dabei als Genotyp G bezeichnet. Im Gegen-
satz dazu beschreibt der Phänotyp Ω eines Individuums die Auswirkung des Individuums
auf den realen Suchraum. Die Zuordnung ist nicht eindeutig. So können Individuen mit
unterschiedlichem Genotyp einen identischen Phänotyp aufweisen.
Über die Zeit betrachtet werden immer wieder neue Populationen gebildet. Jede neu ent-
stehende Population wird als Generation bezeichnet. Die Bildung einer neuen Population
geschieht dabei über Rekombination. Hierfür werden aus zwei oder mehr Elternindividu-
en neue Kinder erzeugt.
Eine weitere Möglichkeit zur Veränderung der Population ist die Mutation. Für jedes
Individuum einer Generation besteht eine Chance, dass sich einzelne Gene zufällig ver-
ändern. Hierdurch wird gewährleistet, dass der Algorithmus eine gewisse Explorations-
fähigkeit besitzt.
Um Konvergenz auf ein Optimum zu erreichen, muss dafür gesorgt werden, dass Indi-
viduen, die besser an ihre Umgebung angepasst sind in jeder Generation eine höhere
Chance auf ein Überleben besitzen. Zur Bestimmung dieser Überlebenschance muss ei-
ne Selektionsfunktion in Abhängigkeit des Genotyps definiert werden, die sogenannte
Fitness.
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Genotyp und Phänotyp
Der Genotyp eines jeden Individuums besteht aus den einzelnen in Abschnitt 5.2.1 be-
schriebenen Kennfeldern. Prinzipiell können jedoch auch die Kennfelder, die in anderen
Betriebszuständen des Fahrzeugs verwendet werden Teil des Genotyps sein, sodass eine
direkte Optimierung der gesamten Diagnosefunktion möglich ist.
Für die Bestimmung des Phänotyps wird die Diagnosefunktion mit den durch das Indivi-
duum bestimmten Kennfeldern simuliert. Der Phänotyp ist dementsprechend die Menge
an Temperaturverläufen, die durch die verwendeten Messfahrten bestimmt wurden.
Fitness
Wie auch schon bei der parametrischen Optimierung ist die Hauptanforderung an ein
Individuum eine gute Übereinstimmung der Diagnoseergebnisse mit den Messwerten.
Dementsprechend wird als Fitnessfunktion der Unterschied zwischen den Temperatur-
verläufen - also dem Phänotypen - und der realen Messfahrt verwendet. Als Fehlermaß
wurde der absolute Fehler verwendet. Betrachtet man zuerst eine Messfahrt m mit n
Messwerten, so ergibt sich der Fehler für ein Individuum I zu
e(m,I) = 1
n
n∑
i=1
|T (m,I)Diag − T (m)Ref |. (5.25)
Über alle M Messfahrten gemittelt erhält man so die gesamte Fitness
F
(I)
Abw =
1
M
M∑
m=1
e(m,I). (5.26)
Da die berechneten Fitnesswerte in einem sehr weiten Bereich streuen können, werden
die Werte innerhalb einer Generation zusätzlich normiert. Damit ist zwar kein Vergleich
der Werte unterschiedlicher Generationen mehr möglich. Es kann aber garantiert werden,
dass der Selektionsdruck konstant bleibt.
Paarungsselektion
Die Aufgabe der Paarungsselektion ist es, aus der Population der Größe µ eine Menge
von λ Elternindividuen zu wählen, die durch Rekombination λ Nachfahren erzeugen. Je
nach Wahl des Verfahrens besteht hier eine Möglichkeit, die Konvergenzeigenschaften
des Verfahrens zu beeinflussen. So führen rein zufallsbasierte Verfahren zu einer geringen
Konvergenzgeschwindigkeit. Gleichzeitig kann ein zu hoher Selektionsdruck jedoch dazu
führen, dass Gebiete des Suchraums nicht erforscht werden und das Verfahren in einem
lokalen Optimum hängen bleibt.
Für das vorliegende Problem wurde die Glücksradauswahl als fitnessproportionale Selek-
tionsmöglichkeit ausgewählt [44]. Hierbei wird jedes Individuum mit einer Wahrschein-
lichkeit die seiner relativen Fitness entspricht als Elternindividuum ausgewählt. Als Ana-
logie dient hier ein Glücksrad, auf dem jedes Individuum ein Sektor entsprechend der
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Abbildung 5.4: Rekombination zweier Kennfelder
Fitness zugewiesen wird. Aus den ausgewählten Elternindividuen werden für die Rekom-
bination zufällig Paare gebildet.
Rekombination
Bei der Rekombination wird aus einer Menge an Elternindividuen neue Individuen er-
zeugt. Während in der natürlichen Evolution die Anzahl der Eltern fest vorgegeben ist,
können bei der Definition eines evolutionären Algorithmus auch mehr als zwei Eltern zu
einem neuen Individuum rekombiniert werden. Bei Beschränkung auf zwei Eltern spricht
man auch von Cross-Over-Operatoren (CO).
Das Hauptproblem bei der Wahl eines Rekombinationsoperators liegt in der Wahl der
Darstellungsform der Genotypen als Kennfeld. Hierdurch wird die Rekombination schnell
unübersichtlich. Um den Aufwand klein zu halten, wird ein zweidimensionales Einpunkt-
Cross-Over gewählt. Das Vorgehen hierfür ist in Abbildung 5.4 dargestellt. Die Kennfel-
der der beiden Eltern werden hierfür an jeder Seite einmal geschnitten und gegeneinander
ausgetauscht. Die beiden hellgrauen Teile in Abbildung 5.4 sind dabei nicht eindeutig
einem Kennfeld zuzuordnen und werden deshalb zufällig zugewiesen.
Ein Nachteil dieses Operators ist die ortsabhängige Verzerrung. Ein Rekombinationsope-
rator zeigt ortsabhängige Verzerrung, wenn die Wahrscheinlichkeit, dass zwei Elemente
dem gleichen Individuum zugeordnet werden von der Position im Genotyp abhängt.
Prinzipiell ist eine ortsabhängige Verzerrung zu vermeiden, da der Erfolg des Verfahrens
damit von der Darstellung abhängt. Allerdings ist bei diesem Problem eine ortsabhän-
gige Verzerrung schon durch die Formulierung als Kennfeld gegeben, da die Werte im
Kennfeld durch die zugehörigen Stützstellenvektoren sortiert sind. Ein Zusammenhang
zwischen benachbarten Werten ist damit vorhanden und auch erwünscht.
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Mutation
Als Mutationsoperator wird eine einfache Punktmutation gewählt. Für jedes Element der
Kennfelder besteht eine festgelegte Wahrscheinlichkeit zur Mutation. Wird ein Parame-
terwert mutiert, so wird der Dezimalwert um einen zufällig bestimmten Wert verändert.
Die Mutation kann damit über die beiden Parameter der Mutationswahrscheinlichkeit
und der Mutationsstärke eingestellt werden.
Bewertung
Um den Suchraum auf die interessanten Teile einzuschränken und sehr schlechte Indi-
viduen von vorne herein auszuschließen wird die reine Bewertung der Fitness um eine
Zulässigkeitsbewertung erweitert. Dies widerspricht eigentlich dem Grundgedanken ei-
nes evolutionären Algorithmus, da damit Teile des Suchraums nicht mehr erreicht wer-
den können. Dem gegenüber steht aber wiederum eine verbesserte Konvergenz. Um den
Suchraum nicht unnötig zu begrenzen, werden nur sehr weiche Kriterien verwendet. Die
Kriterien werden für jeden verwendeten Fahrzyklus einzeln geprüft. Diese Kriterien für
einen Ausschluss eines Individuums sind im Folgenden aufgeführt.
• Ein Individuum wird ausgeschlossen, wenn mehr als 2 % der Werte unterhalb der
Referenztemperatur zu Beginn der Messfahrt liegen. Hiervon sind Individuen be-
troffen, die eine Abkühlung statt einer Erwärmung des Motors erzeugen.
• Individuen, die nach oben von der Referenz abweichen werden ausgeschlossen, wenn
mehr als 30 % der berechneten Werte mehr als 5 ◦C oberhalb des Referenzwertes
liegen oder wenn mehr als 90 % der Werte oberhalb des Referenzwertes liegen.
• Als letztes Kriterium wird die unter den vorherigen Bedingungen maximal mögliche
Abweichung betrachtet. Diese wird erreicht, wenn die berechneten Werte durchge-
hend bei 0 ◦C liegen. Ein Individuum wird ausgeschlossen, wenn seine Abweichung
über 75 % der maximal möglichen Abweichung beträgt.
Umweltselektion
Nach der Rekombination und Mutation ist eine Menge von insgesamt µ + λ Individuen
entstanden. Aus dieser Menge an Individuen muss im letzten Schritt einer Iteration
entschieden werden, welche µ Individuen in die neue Generation eingehen. Auch bei der
Umweltselektion gelten die Überlegungen zum Selektionsdruck die schon im Zuge der
Paarungsselektion getroffen wurden.
Als Selektionsmechanismus wurde hier eine Eliteselektion verwendet. Hierbei gehen aus
der Menge der Individuen die Individuen mit dem besten Fitnesswert in eine neue Gene-
ration über. Diese Methode besitzt einen starken Selektionsdruck und damit auch eine
gute Konvergenz.
Als Strategie mit niedrigem Selektionsdruck wurde zudem eine Tournament-Selektion
versucht. Hierfür werden aus der Menge aller Individuen zwei Individuen per Zufall aus-
gewählt und miteinander verglichen. Der Gewinner geht in die neue Population mit ein.
Der Verlierer wird zurück gelegt und kann dementsprechend noch einmal ausgewählt
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werden. Da dieses Vorgehen jedoch keine Vorteile gegenüber der Eliteselektion zeigte,
wird auf eine weitere Untersuchung verzichtet.
Initialisierung
Im Gegensatz zu einer natürlichen Evolution, die weder Anfang noch Ende besitzt, muss
für einen Evolutionären Algorithmus eine Startpopulation erzeugt werden. Für eine mög-
lichst breite Abdeckung des Suchraums ist eine Zufallsgenerierung der Population von
Vorteil. Im vorliegenden Fall ist allerdings bereits ein potentieller Lösungskandidat be-
kannt, sei es durch die Bedatung eines Vorgängermodells oder durch die Verwendung der
parametrischen Verfahren. Dieser Lösungskandidat wird als Initialindividuum verwendet.
Die restlichen Individuen der Startpopulation werden mit Hilfe des bereits beschriebenen
Mutationsoperators erzeugt. Allerdings wird hier eine höhere Mutationsrate und -stärke
verwendet. Damit ist eine ausreichende Streuung der Werte garantiert.
Auch die erzeugte Initialpopulation wird nach den bereits beschriebenen Ausschlusskri-
terien bewertet. Unzulässige Individuen werden direkt ausgeschlossen. Da dadurch die
Gesamtzahl der zulässigen Individuen kleiner sein kann als die nötige Anzahl der Indi-
viduen, wird die Initialisierung iterativ durchgeführt, bis genügend zulässige Individuen
erzeugt worden sind.
5.3.5 Erweiterung des evolutionären Algorithmus zur
mehrkriteriellen Optimierung
Wie schon in Abschnitt 5.3.2 beschrieben, ist es zu vermeiden, dass die Kennfelder zu
inhomogen werden. Gerade Bereiche, in denen nur wenige Messwerte liegen besitzen je-
doch kaum eine Auswirkung auf die Fitness. Hier besteht die Gefahr, dass sich die Werte
unkontrolliert verändern. Deshalb wird als weitere Bedingung für den evolutionären Al-
gorithmus eine Beschränkung der Kennfeldglattheit eingeführt.
Ein ähnliches Problem wird auch in [88] und [89] beschrieben. Hier wird ein evolutio-
närer Algorithmus für die Applikation des Motoreinlasssystems verwendet. Auch die hier
entstehenden Kennfelder sollen möglichst glatt verlaufen, um eine sprunghafte Änderung
der Parameter zu vermeiden. In [88] wird deshalb als Gütekriterium eine Kennfeldenergie
vorgeschlagen. Hierfür wird die Verbindungsenergie zweier benachbarter Punkte xi und
xi+1 einer Kennlinie f(x) zu
E(i)(f(x)) =
1 |f(xi)− f(xi+1)| > c0 |f(xi)− f(xi+1)| ≤ c (5.27)
mit der zu bestimmenden Schranke c definiert. Die gesamte Energie der Kennlinie ergibt
sich dann aus der Summe der Verbindungsenergien.
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E(f(x)) =
∑
i
E(i)(f(x)) (5.28)
Für zweidimensionale Kennfelder lässt sich die Definition entsprechend erweitern. Diese
Funktion ist jedoch zur Bestimmung der Fitness nur schlecht geeignet. Durch den binären
Charakter der Verbindungsenergien ist keine Information über eine mögliche Richtung
zur Verbesserung in der Energie enthalten. In [89] wird eine Erweiterung der Kennfeld-
energie gegeben. Für ein Kennfeld der Form f(x, y) mit den Stützstellen x und y ergibt
sich die Verbindungsenergie in einem spezifischen Punkt (xi, yj) zu
E(i,j)(f(x, y)) =
∣∣∣∣∣f(xi+1, yj)− f(xi, yj)xi+1 − xi − f(xi, yj)− f(xi−1, yj)xi − xi−1
∣∣∣∣∣
+
∣∣∣∣∣f(xi, yj+1)− f(xi, yj)yj+1 − yj − f(xi, yj)− f(xi, yj−1)yj − yj−1
∣∣∣∣∣ .
(5.29)
Damit wird dafür gesorgt, dass die Steigung zwischen den jeweils benachbarten Punkten
identisch ist. Die gesamte Kennfeldenergie ergibt sich analog zu Gleichung (5.28).
FGlatt = E(f(x, y)) =
∑
i
∑
j
E(i,j)(f(x, y)) (5.30)
Um auch schiefsymmetrische Kennfelder zu erlauben, werden die Rand- und Eckpunkte
der Kennfelder außen vor gelassen. Die Kennfeldenergie in dieser Form lässt sich somit
als zweiten Teil der Fitnessfunktion verwenden. Um vergleichbare Werte zu erhalten,
wird auch dieser Wert wieder normiert. Die gesamte Fitness ergibt sich damit als Linear-
kombination der einzelnen mit den Gewichtungsfaktoren ρi gewichteten Fitnesswerte.
F = ρAbwFAbw + ρGlattFGlatt (5.31)
5.4 Applikationsergebnisse
Im Folgenden soll eine simulative Validierung der Verfahren durchgeführt werden. Diese
Validierung ist in insgesamt fünf Schritte aufgeteilt. Damit eine Übertragung der Ergeb-
nisse auf ein reales Fahrzeug möglich ist, muss zuerst das für die Simulation verwendete
Modell der Diagnosefunktion selbst validiert werden. Hierfür werden in Abschnitt 5.4.1
die Diagnoseergebnisse aus der Simulation mit einer realen Messfahrt verglichen. Als
zweiter Schritt erfolgt in Abschnitt 5.4.2 ein Vergleich der Applikationsergebnisse der
vier parametrischen Verfahren. Nachdem die prinzipielle Funktionsfähigkeit der unter-
schiedlichen Verfahren gezeigt wurde, wird in Abschnitt 5.4.3 ein Vergleich der Applika-
tionsergebnisse mit einer von BMW mittels Testfahrten bestimmten Referenzbedatung
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durchgeführt. Die Ergebnisse werden physikalisch begründet. Abschnitt 5.4.4 widmet
sich den Ergebnissen der Applikation mittels des evolutionären Algorithmus. Als letzter
Schritt muss geklärt werden, ob mit den ermittelten Ergebnissen eine Diagnose möglich
ist. Dafür wird in Abschnitt 5.4.5 das System mit einem offen klemmenden Thermostat
simuliert und ein Vergleich der Dauer bis zu einer erfolgreichen Diagnose durchgeführt.
5.4.1 Validierung des Diagnosemodells
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Abbildung 5.5: Vergleich der berechneten und gemessenen Temperaturgradienten
Zur Validierung des Diagnosemodells werden die mit der modellierten Funktion berech-
neten Gradienten sowie der Temperaturverlauf mit den Daten aus einer realen Messfahrt
verglichen. Als Messfahrt wird ein FTP72-Zyklus verwendet. Abbildung 5.5 vergleicht
die berechneten und gemessenen Gradienten. Verglichen werden die Gradienten für den
Fall eines angeschalteten und eines abgeschalteten Motors.
Im Fall eines laufenden Motors stimmen die Gradienten größtenteils sehr gut überein. Ab-
weichungen ergeben sich ausschließlich, wenn der Motor in Schubabschaltung ist. Schließt
man die Phasen der Schubabschaltung aus, so erhält man einen RMSE von unter 1 %.
Für einen ausgeschalteten Motor folgt der berechnete Gradient den experimentellen Da-
ten ebenfalls sehr gut. Der Zeitpunkt der Abschaltung wird exakt getroffen, allerdings
ergeben sich teilweise große Abweichungen im Wert.
Abbildung 5.6 zeigt die durch die Summation berechneten Modelltemperaturen für beide
Fälle. Es zeigt sich, dass die Unterschiede in den Gradienten durch die Summation auch
zu einem über die Zeit wachsenden Fehler in der Modelltemperatur führt. Dadurch ergibt
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Abbildung 5.6: Vergleich der Modelltemperaturen
sich ein maximaler relativer Fehler von 5 %. Im Gegensatz zu der Messung wird in der
Simulation die Maximaltemperatur nicht erreicht.
Es zeigt sich allerdings auch, dass das prinzipielle Verhalten der Diagnosefunktion sehr
gut abgebildet wird. Qualitativ ergibt sich eine hohe Übereinstimmung der Kurven. Ins-
gesamt kann also geschlossen werden, dass die Funktion richtig abgebildet wurde. Die
sichtbaren Abweichungen lassen sich mittels Unterschieden in der Bedatung erklären.
Die während der Messung verwendeten Parameter standen zur Validierung nicht zur
Verfügung. Diese sind jedoch für das weitere Vorgehen auch nicht von Relevanz.
5.4.2 Vergleich der parametrischen Verfahren
Abbildung 5.7 zeigt den insgesamt berechneten Temperaturgradienten für alle vier pa-
rametrischen Ansätze aufgetragen über die Zeit. Alle vier Ansätze zeigen ähnliches Ver-
halten. Tendentiell zeigen die mittels der Quantilsregression bestimmten Kennfelder den
höchsten Schätzwert für den Gradienten, während der entkoppelte LS-Algorithmus den
niedrigsten Wert liefert. Dieses Verhalten ist auch für andere Testfahrten reproduzier-
bar.
Die dazugehörigen, mittels der Diagnosefunktion berechneten Temperaturverläufe sind
in Abbildung 5.8 dargestellt. Wie schon in Abschnitt 5.4.1 beschrieben, führt auch hier
die Integration der Gradienten zu einem über die Zeit steigenden Unterschied der Er-
gebnisse. Dieser kann sich über die Zeit zu einer Temperaturdifferenz von 5 bis 10 ◦C
aufsummieren. Vergleicht man die Ergebnisse mit der real gemessenen Kühlmitteltem-
peratur, so zeigt sich jedoch, dass alle vier Verfahren in der Lage sind, den prinzipiellen
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Abbildung 5.7: Vergleich der berechneten Gradienten für verschiedene Verfahren
Verlauf der Temperatur wiederzugeben. Es ist jedoch nicht möglich, eine allgemeingül-
tige Aussage über die Güte der Verfahren zu treffen. Obwohl in dem dargestellten Fall
die Quantilsregression die besten Ergebnisse liefert, hängt die Güte der vier Verfahren
von der verwendeten Messfahrt ab. Auch bei anderen Messfahrten liefern jedoch alle vier
Verfahren realistische Werte und sind damit für eine erste Applikation geeignet.
5.4.3 Vergleich mit einer Beispielbedatung
Um eine Aussage über die Qualität der Applikationsergebnisse zu treffen, werden im Fol-
genden die Ergebnisse mit einer von BMW zur Verfügung gestellten Bedatung verglichen.
Der Vergleich erfolgt auf Basis einer Testfahrt. Hierfür wurde ein FTP72-Zyklus verwen-
det. Zur Erhöhung der Übersichtlichkeit beschränkt sich der Vergleich auf die Ergebnisse
des LS-Verfahren mit Beschränkung.
Abbildung 5.9 zeigt einen Vergleich der berechneten Temperaturgradienten aus den
Kennfeldern fKF1 (m˙Luft, TMot) (Oben) und fKF2 (m˙Luft, TUmg) (Mitte) sowie der Ad-
dition beider Kennfelder (Unten) mit einer von der BMW AG zur Verfügung gestellten
Referenzbedatung. Es ist zu erkennen, dass die einzelnen Werte der Gradienten aus bei-
den Kennfeldern deutlich von den Gradienten aus der Referenzmessung abweichen. Für
Kennfeld 1 ergibt sich ein RMSE von 0, 22 ◦C/s, für Kennfeld 2 ein RMSE von 0, 21 ◦C/s.
Betrachtet man den Gradient aus fKF1 (m˙Luft, TMot), so tendiert dieser zum Beispiel im
Laufe der Zeit gegen Null, während der dazugehörige Referenzgradient negative Werte
annimmt. Durch die Addition beider Kennfelder werden die entgegengesetzten Effekte
der beiden Kennfelder jedoch wieder kompensiert, sodass die Verläufe der Gesamtgradi-
enten nahezu übereinstimmen. Der RMSE verringert sich dadurch auf 0, 05 ◦C/s.
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Abbildung 5.8: Vergleich der Diagnoseergebnisse für verschiedene Verfahren
Das Ergebnis der Applikation lässt sich physikalisch interpretieren. Durch die Aufteilung
in zwei getrennte Kennfelder lassen sich auch die zu Grunde liegenden physikalischen
Effekte auftrennen. So beschreibt das Kennfeld fKF1 (m˙Luft, TMot) die lastabhängige
Komponente der Erwärmung des Kühlmittels und das Kennfeld fKF2 (m˙Luft, TUmg) den
Einfluss der Umgebungstemperatur. Da die Umgebungstemperatur über eine Messfahrt
annähernd konstant ist, wird auch der Effekt auf den Temperaturgradienten annähernd
konstant sein. Im Gegensatz dazu beschreibt die lastabhängige Komponente ein zeitva-
riantes Verhalten. Der Einfluss der Verbrennung auf die Kühlmitteltemperatur ist am
größten, wenn der Motor kalt ist. Dieser Effekt wird über die Zeit abnehmen, da sich die
Kühlmitteltemperatur der Temperatur im Zylinder annähert. Im Laufe der Zeit stellt
sich im Motor ein Gleichgewichtszustand ein, da der über den Kühlmittelkühler abge-
führte Wärmestrom dem aus der Verbrennung zugeführten entspricht. Ein gegen null
tendierender Gradient scheint hier physikalisch sinnvoller als ein stark negativer Wert.
Die Qualität der Applikationsergebnisse zeigt sich, wenn das Ergebnis der Diagnose mit
dem real gemessenen Temperaturverlauf verglichen wird. Abbildung 5.10 zeigt, dass die
mit der hier vorgestellten Applikationsmethodik berechneten Kennfelder ein Diagnose-
ergebnis liefern, das dem gegebenen Temperaturverlauf durchgehend gut folgt. Erst für
hohe Motortemperaturen ergibt sich eine größere Abweichung. Hier wird jedoch das Dia-
gnosemodell beschränkt, sodass eine weitere Erwärmung nicht mehr abgebildet wird.
5.4.4 Applikation mittels evolutionärer Algorithmen
Zur Validierung der Applikationsergebnisse mit Hilfe des evolutionären Algorithmus sol-
len zwei Alternativen verglichen werden. Die erste Variante entspricht dem Algorithmus
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Abbildung 5.9: Vergleich der Diagnoseergebnisse mit dem realen Temperaturverlauf
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Abbildung 5.10: Vergleich der Diagnoseergebnisse mit dem realen Temperaturverlauf
ohne Beschränkung des Kennfeldgradienten, wie er in Abschnitt 5.3.4 vorgestellt wur-
de. Zur Fitnessbestimmung wurden insgesamt fünf Messfahrten bei unterschiedlichen
Umgebungstemperaturen verwendet. Dem Vergleich dient eine Variante mit zusätzlicher
Bestrafung der Glattheit. Dafür wurde die Abweichung mit 80 %, die Glattheit dement-
sprechend mit 20 % gewichtet. Zur Generation der Initialpopulation wurde in beiden
Fällen Kennfelder verwendet, die von BMW zur Verfügung gestellt wurden.
Abbildung 5.11 zeigt den Verlauf des gesamten, über alle fünf Messfahrten akkumulierten
Fehlers über die Generationenzahl. Aufgetragen ist sowohl der durchschnittliche Fehler
einer Generation als auch der Gesamtfehler des besten Individuums. Wie bereits in Ka-
pitel 4.1 wird eine logarithmische Darstellung gewählt, um die Unterschiede zu Ende der
Optimierung deutlicher hervorzuheben. Es zeigt sich, dass beide Varianten eine deutliche
Verbesserung des Fehlers erreichen. Während eine reine Bestrafung des Fehlers zu einer
Abweichung von 4, 08 ◦C führt, erreicht die Variante mit zusätzlicher Bestrafung der
Glattheit eine Abweichung von 4, 41 ◦C. Eine zusätzliche Bestrafung der Kennfeldglatt-
heit führt damit zu einem größeren Gesamtfehler. Allerdings ist die Verschlechterung mit
unter einem halben Grad nur gering.
Einen Vergleich der durch die Optimierung erzeugten Kennfelder zeigt Abbildung 5.12.
Beide Varianten decken einen ähnlichen Wertebereich ab. Die zusätzliche Bestrafung
der Glattheit der Kennfelder führt jedoch zu einem ruhigeren Kennfeldverlauf. Mit dem
Gewichtungsfaktor steht dem Applikateur folglich eine Möglichkeit zur des Aussehens
der Beeinflussung der Kennfelder zur Verfügung.
Vergleicht man die hier entstehenden Kennfelder mit der Referenzbedatung und den
mittels der parametrischen Optimierung erzeugten Kennfeldern, so sieht man, dass die
Kennfelder hier nicht verschoben wurden. Dies lässt sich durch den verwendeten Mu-
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Abbildung 5.11: Entwicklung des Gesamtfehlers über die Generationenzahl
tationsoperator erklären. Dieser Operator ist nur in der Lage, einzelne Kennfeldpunkte
zu verschieben. Um ein Kennfeld parallel zu verschieben, müsste folglich jeder Punkt
einzeln verschoben werden. Die Chance hierfür ist jedoch sehr gering, sodass sich die
Lösung des evolutionären Algorithmus tendenziell nicht weit von der Initiallösung ent-
fernen wird. Durch Einführen eines zusätzlichen Mutationsoperators, der das komplette
Kennfeld verschiebt könnte hier eventuell eine Verbesserung erreicht werden und damit
auch die Explorationsfähigkeit des Algorithmus noch verbessert werden.
Abschließend soll die Funktionsfähigkeit des evolutionären Algorithmus an einem Testda-
tensatz gezeigt werden. Hierfür wird eine Testfahrt verwendet, die nicht zur Applikation
herangezogen wurde. Abbildung 5.13 zeigt die Ergebnisse. Die durch den evolutionären
Algorithmus gewählte Bedatung liegt leicht oberhalb der gemessenen Motortemperatur,
bildet allerdings den unbekannten Verlauf sehr gut ab. Da ein Überschreiten der gemes-
senen Temperatur eventuell zu einem Fehlalarm führen könnte, könnte der Algorithmus
noch verbessert werden, indem zu hohe Temperaturen durch eine zusätzliche Gewichtung
deutlicher bestraft werden, um niedrigere Werte in den Kennfeldern zu bevorzugen.
Ein Nachteil des evolutionären Algorithmus ist die nötige Rechenzeit. Für jede Selek-
tionsentscheidung muss die Fitness aller Individuen berechnet werden. Dafür ist eine
Simulation der Diagnosefunktion nötig. Auch wenn diese Simulation relativ schnell ab-
läuft, ist die dafür nötige Zeit doch der beschränkende Faktor für die Optimierung. Die
hier gewählte Anzahl von 125 Generationen wurde gewählt, um eine Laufzeit von einem
Tag zu erreichen. Prinzipiell wäre eine Verbesserung der Rechenzeit durch eine Paral-
lelisierung der Abläufe möglich. Durch die lange Rechenzeit erscheint ein Einsatz zur
Erstapplikation nicht sinnvoll. Das Verfahren kann aber dazu verwendet werden, um
eine mit Hilfe der parametrischen Optimierung gefundene Lösung noch zu verfeinern.
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Abbildung 5.12: Bestimmung der Kennfelder durch den evolutionären Algorithmus
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Abbildung 5.13: Validierung der Ergebnisse durch den evolutionären Algorithmus
Ein weiteres Problem, das kurz angesprochen werden soll ist die Gefahr der Überanpas-
sung. Da dem evolutionären Algorithmus mit den einzelnen Kennfeldpunkten sehr viele
Möglichkeiten zur Anpassung an den Verlauf zur Verfügung stehen, kann es passieren,
dass der Algorithmus die vorgegebenen Verläufe auswendig lernt. Wird diese Bedatung
dann unter realen Bedingungen verwendet, ist das Ergebnis jedoch deutlich schlechter.
Diese Gefahr besteht vor allem, wenn zur Bedatung sehr ähnliche Messfahrten verwendet
werden. Die Gefahr zur Überanpassung kann verringert werden, wenn eine ausreichend
große Anzahl unterschiedlicher Messfahrten verwendet wird.
5.4.5 Diagnoseergebnisse
Um sicherstellen zu können, dass es mit der gewählten Parametrierung möglich ist, Feh-
ler zu entdecken, müssen die Ergebnisse auch im fehlerhaften Fall verglichen werden.
Abbildung 5.14 zeigt die Ergebnisse im Fall eines offen klemmenden Thermostats. Man
sieht, dass die reale Motortemperatur deutlich unter der Temperatur im fehlerfreien Fall
bleibt. Da das Diagnosemodell das fehlerfreie System abbilden soll, liefern beide Para-
metrierungen ein ähnliches, realistisches Aufwärmverhalten. Die Abweichung vom realen
Verlauf ist in beiden Fällen groß genug, um den existierenden Fehler zu entdecken.
Eine wichtige Größe für die Bewertung der Parametrierung ist die Detektionsgüte. Die
Diagnosefunktion muss in der Lage sein, auch kleine Fehler zu erkennen und darauf
zu reagieren. Im vorliegenden Fall wird dies mit einem fest klemmenden Thermostat
mit unterschiedlichen Öffnungswerten simuliert. Unter Variation des Öffnungsgrades des
Thermostates wurde die Dauer bis zu einer erfolgreichen Diagnose des Fehlers gemessen.
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Abbildung 5.14: Vergleich der Diagnoseergebnisse im Fehlerfall
304050607080901000
20
40
60
80
Thermostatöffnung / %
D
ia
gn
os
ed
au
er
/
%
Optimierung
Referenzbedatung
Abbildung 5.15: Diagnose eines klemmenden Thermostats unter Variation der Öffnung
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In Abbildung 5.15 ist die bis zur Diagnose verstrichene Zeit normiert auf die Gesamt-
dauer des verwendeten Fahrzyklus über den Öffnungsgrad des klemmenden Thermostats
aufgetragen. Erwartungsgemäß liefern beide Varianten durch das sehr ähnliche Modell-
verhalten auch ähnliche Ergebnisse. Für beide Fälle ergibt sich für ein ausreichend weit
geöffnetes Thermostat eine annähernd gleiche Diagnosedauer von circa 20 % des gesam-
ten Fahrzyklus. Die Verzögerung der Diagnose liegt an der Definition der Einschaltbe-
dingungen sowie an einer groß gewählten Sicherheitszone. Die Diagnosebedatung besitzt
hier nur einen relativ kleinen Einfluss. Beide Bedatungsvarianten sind in der Lage auch
relativ kleine Öffnungen bis circa 40 % der Maximalöffnung zu detektieren. Wird die
Referenzbedatung verwendet, so ergibt sich unter 37 % Öffnung des Thermostats eine
schnell ansteigende Diagnosedauer. Eine Diagnose des Fehlers ist hier nicht mehr ge-
zielt, sondern nur noch zufällig möglich. Unter 33 % Thermostatöffnung wird bei beiden
Varianten das System als fehlerfrei erkannt.
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In Kapitel 5.2 wurde die aktuell in Fahrzeugen verwendete Diagnosefunktion eingeführt
und skizzenhaft beschrieben. Diese Funktion ist in der Lage Fehler im Kühlsystem zu
erkennen und den Fahrer rechtzeitig zu warnen. Wie bereits erwähnt bildet das gradi-
entenbasierte Modell die Realität jedoch nur sehr rudimentär ab und ist dementspre-
chend nicht in der Lage, den Aufwärmvorgang adäquat abzubilden. Zudem ist es mit der
Diagnosefunktion nicht möglich, die Fehlerquelle zu ermitteln. Diese Information würde
dabei helfen, Werkstattzeiten auf Grund einer Fehlersuche zu verringern. Dadurch ergibt
sich für den Fahrzeugbesitzer eine deutliche Kostenreduktion. Eine Ermittlung der Feh-
lerquelle benötigt zusätzliche Sensorik, was wiederum für den Automobilhersteller mit
Kosten verbunden ist. Die aktuelle Diagnosefunktion verwendet allerdings ausschließlich
den Motortemperatursensor als Diagnosequelle und ignoriert die Kühleraustrittstempe-
ratur - die bereits jetzt als Messwert zur Verfügung steht völlig. Damit ließe sich bereits
ohne Verwendung neuer Sensorik die Diagnosefähigkeit deutlich verbessern.
Nachdem im vorherigen Kapitel das entworfene Modell ausschließlich zur Bedatung einer
existierenden Funktion genutzt wurde, soll im Folgenden untersucht werden, in wie weit
sich die gesammelten Informationen nutzen lassen, um eine modellbasierte Diagnosefunk-
tion zu entwerfen. Dafür werden zuerst einige wichtige Grundlagen und Definitionen aus
dem Bereich der Diagnose eingeführt. Nach einer Vorstellung der im Kühlsystem mög-
lichen Fehler wird das Vorgehen zur Erstellung der Diagnosefunktion definiert. Hierfür
wird zuerst eine Diagnose rein auf existierender Sensorik untersucht. Die zweite Variante
ermöglicht eine Unterscheidung aller Fehler mit nur geringem sensorischen Mehraufwand.
Das Kapitel schließt mit einer Validierung der Diagnosefunktion.
6.1 Theoretische Grundlagen
Das folgende Kapitel gibt eine Einführung in das Feld der Fehlerdiagnose. Auf eine exakte
Begriffsdefinition soll jedoch im Folgenden bis auf wenige wichtige Stellen verzichtet
werden. Diese findet sich zum Beispiel in [11] oder [38], auf die sich dieses Kapitel auch
hauptsächlich bezieht.
Die Hauptaufgabe eines Diagnosesystems ist das Erkennen von Abweichungen in einem
System von einem Nominalzustand. Das betrachtete System kann dabei ein dynamisches
System in jeder beliebigen Form sein, zur Beschreibung wird in diesem Fall der Ein-
gang u und der Ausgang y1 verwendet. Die Menge aller möglichen Paare von Ein- und
1Die Herleitung erfolgt hier für ein Eingrößensystem, ist jedoch auch auf MIMO-Systeme übertragbar.
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Ausgangsgrößen beschreibt das Verhalten B des Systems. Während des Betriebs kann
ein Fehler f auftreten, der das Systemverhalten beeinflusst. Es wird dabei im Folgen-
den davon ausgegangen, dass maximal ein Fehler gleichzeitig auftritt und die Menge der
möglichen Fehler F bekannt ist. Die Aufgabe des Diagnosesystems lässt sich demnach in
folgender Form beschreiben [11]:
Diagnoseproblem
Für eine gegebene Menge an Eingängen U = {u(0), u(1), . . . , u(k)} und Ausgängen
Y = {y(0), y(1), . . . , y(k)}, finde f ∈ F .
Zur Implementierung lässt sich das Problem in drei Teilprobleme unterteilen:
• In einem ersten Schritt muss eine Fehlererkennung durchgeführt werden. In die-
sem Schritt muss erkannt werden, ob ein Fehler vorliegt oder das System fehlerfrei
ist.
• Ist ein Fehler erkannt worden, folgt als nächster Schritt eine Fehlerisolation. Da-
durch wird die Fehlermenge eingeschränkt und der wahrscheinlichste Fehler ausge-
wählt.
• Der letzte Schritt ist eine Fehleridentifikation. Hier wird die exakte Fehlerausprä-
gung und -größe bestimmt.
Die folgenden Ausführungen beschränken sich auf die Fehlererkennung und -isolation,
eine Fehleridentifikation ist nicht Teil der Betrachtung.
Damit eine Diagnose durchgeführt werden kann, muss der auftretende Fehler einige Vor-
aussetzungen erfüllen. Tritt ein Fehler auf, so muss eine Veränderung des Systemverhal-
tens erkennbar sein. Wird durch einen Fehler das Verhalten nicht verändert, so ist eine
Unterscheidung zwischen dem Fehlerfall und dem fehlerfreien Fall nicht möglich - der
Fehler ist dann nicht diagnostizierbar. In gleicher Weise gilt dies auch für eine Menge
unterschiedlicher Fehler. Führen mehrere Fehler zu dem gleichen Systemverhalten, so ist
diese Fehlermenge nicht isolierbar.
Die einfachste Möglichkeit einer Fehlererkennung ist eine signalbasierte Diagnose, wie
sie zum Beispiel auch in Kapitel 5.2 angewendet wurde. Hierbei wird ein Sensorsignal
mit einem Grenzwert verglichen. Dieser Grenzwert kann konstant oder - wie in diesem
Fall - adaptiv an Eingangsgrößen angepasst werden. Das System wird dann als fehlerhaft
erkannt, wenn dieser Grenzwert nicht mehr eingehalten wird. Dieses Vorgehen erlaubt
eine sehr einfache Fehlererkennung, ist jedoch für eine Fehlerisolation problematisch.
Für eine Fehlerisolation bieten sich daher modellbasierte Verfahren an. Hierfür wird
dem realen System ein Systemmodell parallel geschaltet. Die Form des Modells kann sich
dabei je nach gewähltem Vorgehen unterscheiden. Mit Hilfe der aus dem Modell bestimm-
ten Größen werden dann Residuen r bestimmt. Diese geben den Unterschied zwischen
dem erwarteten und dem realen Systemverhalten wieder. Im fehlerfreien Fall bestimmen
sich die Residuen zu null, erst wenn ein Fehler auftritt ergeben sich von null verschiedene
Werte. Sind die Residuen geeignet gewählt, so gibt die Auslenkung bestimmter Residuen
Informationen über die Art des Fehlers, sodass auch eine Fehlerisolation möglich ist.
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Abbildung 6.1: Prinzipieller Aufbau der beobachterbasierten Diagnose (nach [38])
Zur Bestimmung der Residuen können verschiedene Verfahren angewendet werden. Eine
Alternative ist eine Fehlerdiagnose mit Hilfe einer Parameterschätzung. Hierzu wird
angenommen, dass ein Fehler keine Auswirkung auf die Signale sondern ausschließlich
auf die Prozessparameter besitzt. Eine Fehleridentifikation ist in diesem Fall über eine
Detektion von Veränderungen der Prozessparameter möglich. Die Parameter lassen sich
aus den gemessenen Ein- und Ausgangssignalen u(t) und y(t) bestimmen. Hierfür ist eine
große Anzahl an verschiedenen Ansätzen vorhanden, auf die im Folgenden nicht genauer
eingegangen werden soll. Einen Überblick liefert zum Beispiel [38]. Eine Parameterschät-
zung eignet sich vor allem zur Diagnose multiplikativer Fehler. Nötig ist zudem eine
ausreichende Anregung des Prozesses. Erreicht das System einen stationären Zustand ist
dementsprechend keine Diagnose mehr möglich [66].
Ist das Prozessmodell sehr gut bekannt, bietet sich die Verwendung von Zustandsschät-
zern, wie zum Beispiel Kalman-Filtern oder Luenberger-Beobachtern an. Hierbei werden
die nicht messbaren Zustände des Systems auf Basis des Ausgangsfehlers
e(t) = y(t)− yˆ(t) (6.1)
rekonstruiert. Abbildung 6.1 zeigt das prinzipielle Vorgehen am Beispiel eines Luenberger-
Beobachters. Durch die Rückführung des Fehlers ergibt sich die geschätzte Änderung des
Zustandes zu
ˆ˙x(t) = (A−HC) xˆ(t) +Bu(t) +Hy(t). (6.2)
Für den Zustandsfehler x˜(t) ergibt sich in diesem Fall
˜˙x(t) = x˙(t)− ˆ˙x(t) = (A−HC) x˜(t) (6.3)
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Damit der Beobachter stabil arbeitet, muss die Rückführmatrix H passend ausgelegt
werden. In diesem Fall tendiert der Zustandsfehler gegen null. Stimmt das Modell gut
mit dem realen System überein, nimmt damit auch der Ausgangsfehler e(t) Werte na-
he null ein. Bei einem fehlerhaften System ist die Abweichung jedoch größer. Damit
kann der Ausgangsfehler gut als Residuum verwendet werden. Um eine Fehlerisolation
zu gestatten, müssen die Residuen geeignet gefiltert werden. Alternativ können auch Be-
obachterbänke benutzt werden, bei denen jeweils ein Beobachter zur Bestimmung eines
einzelnen Residuums verwendet wird.
Besonderes Augenmerk muss auf die Auslegung des Beobachters gelegt werden. Durch
die Zustandsschätzung versuchen Beobachterkonzepte aktiv, den Modellausgang dem
realen Ausgang nachzuführen und damit den Ausgangsfehler zu null zu bekommen. Die
Zustandsschätzung spielt im Falle einer Diagnose jedoch nur eine untergeordnete Rol-
le. Ist der Beobachter deshalb zu schnell ausgelegt, werden Auswirkungen des Fehlers
unterdrückt, bevor eine Diagnose möglich ist.
Alternativ ist es auch möglich, auf die Rückführung des Fehlers zu verzichten. In diesem
Fall spricht man von einer Diagnose mittels Paritätsgleichungen. Hierfür wird das
Modell dem Prozess, wie in Abbildung 6.2 dargestellt parallel geschaltet. Die Ausgänge
des Prozesses und des Modells können dann direkt subtrahiert werden, um die Residuen
zu erhalten. Besitzt das Model die Übertragungsfunktion GM(s), so ergeben sich die
Residuen zu
R(s) = Y (s)− Yˆ (s) = Y (s)−GM(s)U(s) (6.4)
Dieses Vorgehen besitzt den Vorteil einer sehr einfachen Umsetzung. Allerdings sind
die Paritätsgleichungen anfällig gegenüber Störungen und Modellungenauigkeiten, sodass
oftmals eine geeignete Nachbehandlung der Residuen, zum Beispiel über eine Filterung
unumgänglich ist.
6.2 Strukturanalyse
Mit Hilfe der Strukturanalyse lassen sich strukturelle Eigenschaften eines Systems be-
stimmen. An Stelle der dynamischen Modellbeschreibung wird hierfür die Modellstruktur
betrachtet. Mit Hilfe der Strukturanalyse ist es zum Beispiel möglich, Rückschlüsse auf
die Isolierbarkeit von Fehlern und die Beobachtbarkeit des Systems zu ziehen. Die theo-
retischen Grundlagen der Strukturanalyse werden ausführlich in [11] beschrieben. Der
folgende Abschnitt bezieht sich deshalb auch großteils darauf.
Zur Herleitung des Strukturmodells wird das System in zwei disjunkte Mengen (C,Z)
aufgeteilt. Dabei beschreibt die Menge C = {c1, c2, . . . , cM} die über die Modellgleichun-
gen eingeführten Beschränkungen. Die Menge Z = {z1, z2, . . . , zN} enthält alle Variablen,
seien es unbekannte Variablen wie berechnete Zwischengrößen und unsichere Parameter
oder die bekannten Ein- und Ausgangsgrößen. Das gesamte System lässt sich dann als
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Abbildung 6.2: Modellbasierte Diagnose
bipartiter Graph (C,Z, E) darstellen. Die Menge der Kanten E ⊂ C×Z beschreibt dabei,
ob eine Variable Teil einer Beschränkung ist. Um die Übersichtlichkeit zu erhöhen, wird
anstatt des Graphen im Folgenden die dazu gehörige Inzidenzmatrix verwendet, wobei
eine vorhandene Kante durch eine eins in der Matrix dargestellt wird.
Eine Analyse des Strukturmodells wird über die Suche nach Paarungen durchgeführt.
Dabei ist eine Paarung M eine Untermenge von E , bei der keine zwei Kanten aus M
einen gemeinsamen Knoten besitzen. Eine Paarung wird als maximal bezeichnet, wenn
es keine andere Paarung gibt, die mehr Kanten enthält. Man spricht zusätzlich von einer
vollständigen Paarung im Bezug auf C (beziehungsweise Z), wenn die MengenM und C
(beziehungsweise Z) gleich mächtig sind.
Es ist offensichtlich, dass eine vollständige Paarung im Bezug auf beide Mengen nur exis-
tieren kann, wenn |C| = |Z| gilt. Ist eine der beiden Mengen weniger mächtig als die
andere, so kann keine vollständige Paarung im Bezug auf diese Menge existieren. Ab-
hängig davon, ob eine vollständige Paarung gefunden werden kann, lassen sich Graphen
in drei Kategorien einteilen.
• Ein Graph (C,Z, E) wird als überbestimmt bezeichnet, wenn eine vollständige
Paarung im Bezug auf die Menge Z, nicht aber im Bezug auf die Menge C existiert.
• Ein Graph (C,Z, E) wird als unterbestimmt bezeichnet, wenn eine vollständige
Paarung im Bezug auf die Menge C, nicht aber im Bezug auf die Menge Z existiert.
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• Ein Graph (C,Z, E) wird als exakt bestimmt bezeichnet, wenn eine vollständige
Paarung im Bezug auf die Menge Z und auf die Menge C existiert.
Es lässt sich außerdem zeigen, dass jeder Graph in drei Subgraphen mit den jeweiligen
Eigenschaften aufgeteilt werden kann. Aus dieser Aufteilung lassen sich wichtige Eigen-
schaften eines Systems ableiten. Zuerst soll dabei auf die strukturelle Beobachtbarkeit
eines Systems eingegangen werden. Allgemein gilt folgendes Theorem [11].
Ein System kann als strukturell beobachtbar bezeichnet werden, wenn folgende
notwendigen und hinreichenden Bedingungen erfüllt sind.
1. Alle unbekannten Variablen sind von den bekannten Variablen aus erreichbar.
2. Der überbestimmte und der exakt bestimmte Subgraph sind kausal.
3. Der unterbestimmte Subgraph ist leer.
Die ersten beiden Bedingungen stellen dabei sicher, dass die unbekannten Variablen
kausal berechenbar sind. Mit der dritten Bedingung ist garantiert, dass eine eindeutige
Zuordnung besteht. Zu beachten ist jedoch, dass aus einer strukturellen Beobachtbar-
keit nicht zwangsläufig auf eine Beobachtbarkeit geschlossen werden kann. Durch die
Vernachlässigung der zu Grunde liegenden Gleichungen besteht die Chance, dass sich
Einflüsse aufheben. Damit muss eine Beobachtbarkeit trotzdem geprüft werden.
Eine weitere Eigenschaft, die mittels der Strukturanalyse geprüft werden kann, ist die
Detektierbarkeit von Fehlern. Damit für einen auftretenden Fehler ein passendes Re-
siduum gefunden werden kann, muss der Fehler detektierbar sein. Zur Herleitung der
Detektierbarkeit wird eine Beschränkung ϕ betrachtet, die durch den Fehler beeinflusst
wird. Die Menge Xϕ beschreibt die Menge an unbekannten Variablen, die Teil von ϕ
sind. Für den Fehler f gilt dann:
Ein Fehler f ist detektierbar, wenn eine der folgenden notwendigen Bedingungen
erfüllt ist.
1. Die Menge Xϕ ist strukturell beobachtbar im System (C\ {ϕ} ,Z).
2. Die Beschränkung ϕ gehört zum strukturell beobachtbaren überbestimmten Teil
des Systems (C,Z).
Das Design passender Residuen kann gleichgesetzt werden mit der Suche nach einer
maximalen Paarung. Die Beschränkungen, die nicht Teil der maximalen Paarung sind,
können dann als Residuum verwendet werden. Eine dementsprechende vollständige und
kausale Paarung wird als Analytic Redundancy Relation (ARR) bezeichnet. Eine Mög-
lichkeit, Paarungen zu finden wird zum Beispiel in [11] beschrieben und in Anhang B.2
noch einmal aufgegriffen.
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6.3 Modellbasierte Diagnose des Kühlsystems
6.3.1 Stand der Technik
Das folgende Kapitel beschränkt sich hauptsächlich auf die Diagnose von Fehlern im
Kühlsystem. Ein kompletter Überblick über Diagnoseanwendungen im Kraftfahrzeug
würde den Rahmen der Arbeit sprengen und wird deshalb nicht verfolgt.
Erste Ansätze zur Diagnose von Fehlern im Kühlsystem finden sich bereits sehr früh.
Diese Ansätze sind meist rein signalbasiert und beschränken sich auf die Diagnose ein-
zelner Komponenten. So schlägt zum Beispiel [2] eine Diagnosefunktionalität für ein
Kühlmittelthermostat vor. Die Diagnosefunktion prüft dafür die Kühlmitteltemperatur
sowie den Temperaturgradienten. Falls die Temperatur 15◦F über der Maximaltempera-
tur liegt wird von einem geschlossen feststeckenden Thermostat ausgegangen. Falls die
Temperatur über längere Zeit nicht mehr als 2◦F pro 2 Minuten ansteigt wird angenom-
men, dass der Thermostat offen feststeckt. In [52] wird ein adaptiver Grenzwert für die
Kühlmitteltemperatur verwendet. Diese berechnet sich abhängig von der Motorlast.
Eine Methode zur Erkennung und Isolation von Fehlern im Kühlsystem wird in [83, 84]
vorgestellt, wobei [83] hauptsächlich auf das zu Grunde liegende Modell eingeht und
[84] eine ausführliche Beschreibung der Diagnosefunktion liefert. Das Modell basiert auf
zwei Wärmebilanzen, die die Motortemperatur sowie die Kühleraustrittstemperatur be-
schreiben. Die in [84] vorgestellte signalbasierte Diagnosefunktion ist in der Lage, ein fest
steckender Thermostat und Sensorfehler zu erkennen und zu isolieren.
Ein anderer Ansatz wird in [46] und [47] gewählt. Hier wird eine prinzipielle Methode
zur Erkennung und Isolation von Fehlern basierend auf einer Merkmalsextraktion sowie
die Anwendung auf das Motorkühlsystem vorgestellt. Die Diagnose beschränkt sich auf
abrupt auftretende Fehler. Dafür werden als Merkmale Unstetigkeiten im Signalverlauf
sowie der Verlauf der Ableitungen betrachtet. Zur Bestimmung beider Arten von Merk-
malen werden in [46] jeweils drei Methoden vorgestellt und verglichen. Zur Identifikation
von Unstetigkeiten wird eine statistische Herangehensweise basierend auf dem Genera-
lized Likelihood Ratio gewählt. Die zeitliche Ableitung der Signale wird mittels eines
LS-Ansatzes bestimmt [5]. Die Modellierung des Kühlsystems geschieht mit Hilfe von
Bond Graphen. Die Autoren zeigen am Beispiel einer Leckage in der Rohrleitung, dass
eine Fehlerisolation unter Verwendung von zwei Temperatursensoren sowie zwei Druck-
sensoren prinzipiell möglich ist.
Die in [66] entwickelte Diagnosefunktion beschäftigt sich hauptsächlich mit der Erken-
nung der durch die im Zuge von OBD II nicht diagnostizierten Fehler. Die beschriebene
Funktion ist in der Lage einen fehlerhaften Thermostathub, eine Verblockung des Küh-
lers sowie ein Ausfall des Kühlers zu erkennen und zu isolieren. Hierzu wird als Sen-
sorinformation die Kühlmitteltemperatur, der Kältemitteldruck der Klimaanlage sowie
die Batteriespannung verwendet. Die Implementierung der Diagnosefunktion wird in der
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Arbeit nur sehr rudimentär beschrieben. Stattdessen konzentriert sich der Autor auf ei-
ne Fehleridentifikation. Basierend auf dem identifizierten Fehlerausmaß wird zudem eine
adaptive Begrenzung der Motorleistung bestimmt, um Folgeschäden zu vermeiden.
Um Ungenauigkeiten in der Modellierung zu vermeiden, wählen die Autoren in [75] einen
Fuzzy Ansatz zur Modellierung. Dadurch lässt sich eine gute Approximation des Tem-
peraturverhaltens erreichen, obwohl viele Systemparameter nur ungenau bekannt sind.
Da der gewählte rekursive Modellansatz anfällig gegenüber Instabilitäten ist, wird das
Modell mit Hilfe der bekannten Parameter um einen Greybox-Anteil erweitert. Auch
die Bestimmung der drei verwendeten Residuen geschieht über einen Fuzzy Ansatz. Die
Autoren sind mit dem beschriebenen Ansatz in der Lage, ein offen klemmender Ther-
mostat, eine Verblockung des Kühlers sowie einen verringerten Volumenstrom mit einer
Erfolgsrate zwischen 73 und 97,7 % zu diagnostizieren.
Während alle vorher beschriebenen Ansätze zur Diagnose von Fehlern nur fahrzeugintern
gemessene Größen verwenden, nutzen die Autoren in [72] zusätzlich Informationen aus
einer Flotte von Fahrzeugen. Die Auswahl der zu diagnostizierenden Fehler muss damit
nicht mehr vor Entwurf der Diagnosefunktion geschehen, sondern kann von der Dia-
gnosefunktion selbst übernommen werden. Zur Fehlerbestimmung und Diagnose werden
selbstorganisierende Karten verwendet. Am Beispiel des Kühlsystems zeigen die Autoren,
dass sie eine Verblockung des Kühlers diagnostizieren können. Allerdings liegt die Detek-
tionsrate unter 33 % [58]. Die Autoren erklären die niedrige Detektionsrate mit ähnlichen
Ergebnissen für unterschiedliche Fahrzeuggrößen und unterschiedliche Verblockungen.
6.3.2 Definition der Fehlerfälle
Zur Entwicklung einer Diagnosefunktion muss geklärt werden, welche Fehler das System
erkennen soll. Einen Überblick über die betrachteten Fehler liefert Abbildung 6.3. Es
wurde sich dabei auf Fehler im Hauptkühlkreislauf beschränkt. Die Beschreibung der im
Kühlsystem möglichen Fehler orientiert sich an [66]. Hier wurden häufige Ausfallursachen
aus Gesprächen mit Entwicklung, Service und Zulieferern sowie aus Feldinformationen
der Marke Mercedes-Benz extrahiert. Innerhalb der hier vorgestellten Diagnosefunktion
werden folgende Fehler betrachtet:
1. Feststecken des Thermostats
Der im Fahrzeug verbaute Wachsthermostat kann aus zweierlei Gründen festste-
cken. Nimmt der Thermostat Kühlmittel auf, erhöht sich das Volumen in der
Wachspatrone und der Thermostat ist dauerhaft geöffnet. Dadurch verlängert sich
der Aufwärmvorgang des Motors signifikant, was zu einer Verschlechterung der
Emissionswerte führen kann. Im umgekehrten Fall läuft die Wachspatrone aus.
Damit ist keine Volumenausdehnung mehr möglich - der Thermostat ist dauer-
haft geschlossen. Der Motor wird dadurch nur ungenügend gekühlt wodurch es zu
Schäden am Motor kommen kann.
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Abbildung 6.3: Definition der Fehlerfälle
2. Ausfall der Wasserpumpe
Ein Ausfall der Wasserpumpe führt zu einem Ausbleiben des für die Kühlung nöti-
gen Volumenstroms. Auch in diesem Fall heizt der Motor auf und kann beschädigt
werden.
3. Sensorfehler Kühlmitteltemperatursensor
Durch einen Sensorfehler, wie zum Beispiel eine Drift zeigt der Temperatursen-
sor nicht den real vorliegenden Temperaturwert an. Da das Kühlsystem passiv ist,
ist die Funktionsfähigkeit des Kühlsystems durch einen Sensorfehler nicht beein-
trächtigt. Allerdings kann ein Sensorfehler andere Funktionen beeinflussen. Geht
das Fahrzeug auf Grund eines Sensorfehlers fälschlicherweise davon aus, dass der
Motor aufgeheizt ist, können sich die Emissionen erhöhen. Deswegen ist ein Sen-
sorfehler auf jeden Fall zu diagnostizieren.
4. Sensorfehler Kühleraustrittstemperatursensor
Die gleichen Punkte, die bei einem Ausfall des Kühlmitteltemperatursensors gelten,
sind auch hier relevant.
5. Verblockung des Kühlers
Wird der Kühler von Außen zum Beispiel durch Laub, Dreck oder Vereisung ver-
stopft, verringert das den Strom an Kühlluft. Dadurch sinkt die Kühlleistung des
Kühlers und das Kühlmittel heizt unzulässig auf.
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6. Leckage in den Kühlmittelschläuchen
Eine Leckage der Kühlmittelschläuche kann zum Beispiel durch Marderbiss ent-
stehen. Aber auch der Kühler kann auf Grund von Steinschlag Leck schlagen.
Das fehlende Kühlmittel wird durch Umgebungsluft ersetzt, wodurch wiederum
die Kühlleistung des Systems sinkt.
[66] gibt weitere Fehlerquellen an, die jedoch im Folgenden nicht betrachtet werden sol-
len. Eine Überwachung von Sensorkurzschlüssen würde eine Abbildung des elektrischen
Systems benötigen, auf die verzichtet werden soll. Zudem ist eine Kurzschlussüberwa-
chung aller Sensoren bereit im OBD-Umfang enthalten. Da der Ausgleichsbehälter nicht
im Modell abgebildet ist, können auch Fehler in dieser Komponente nicht abgebildet
werden. Für eine Beschädigung des Lüfters gibt [66] die Wahrscheinlichkeit durch den
gut geschützten Einbauort als gering an, sodass auf eine Überwachung verzichtet werden
kann.
6.3.3 Diagnosemodell
Das in Kapitel 3 hergeleitete Modell kann theoretisch direkt zur Diagnose verwendet wer-
den. Um eine allgemeine Aussage unabhängig von der gewählten Modellform zu treffen,
soll jedoch für die Strukturanalyse auf eine exakte Beschreibung der einzelnen Kompo-
nenten verzichtet werden. Für die Beschreibung des Motors und des Kühlmittelkühlers
wird deshalb eine allgemeine Beschreibungsform gewählt, die eine spätere Umsetzung
verschiedener Modellformen ermöglicht.
Zur Übersichtlichkeit soll außerdem auf die Beschreibung zusätzlicher Komponenten im
äußeren Kühlkreislauf wie zum Beispiel der Heizung verzichtet werden. Als einzige Wär-
mesenke wird der Kühlmittelkühler betrachtet.
Mit den beschriebenen Vereinfachungen ergibt sich ein Modell in der folgenden Form:
C1 :TKM = f (TEin, m˙KS, TLuft, m˙KM) (6.5a)
C2 :TEin = βTKA + (1− β)TKM (6.5b)
C3 :TKA = f
(
TKM , TLuft, V˙K,L, vFzg
)
(6.5c)
C4 :V˙KM = f (nMot) (6.5d)
C5 :β = f (TKM) (6.5e)
C6 :V˙K,L = V˙K − V˙L (6.5f)
C7 :V˙K = βV˙KM (6.5g)
C8 :m˙KM = ρV˙KM (6.5h)
C9 :yKM = TKM (6.5i)
C10 :yKA = TKA (6.5j)
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6.3 Modellbasierte Diagnose des Kühlsystems
Jeder der in Abschnitt 6.3.2 beschriebenen Fehler lässt sich einer der Gleichungen zu-
ordnen, die im Fehlerfall nicht mehr erfüllt ist. Ein feststeckender Thermostat führt
dazu, dass der Öffnungsgrad β in Gleichung (6.5e) konstant wird. Bei einem Ausfall der
Wasserpumpe verliert Gleichung (6.5d) ihre Gültigkeit. Ein Sensorfehler der jeweiligen
Temperatursensoren spiegelt sich in den Gleichungen (6.5i) und (6.5j) wieder. Fehler im
Kühlmittelkühler verändern das Verhalten von Gleichung (6.5c). Zur Detektion einer
Leckage wurde in Gleichung (6.5f) ein Leckvolumenstrom V˙L eingeführt. Dieser ist im
fehlerfreien Fall null.
6.3.4 Diagnose ohne zusätzliche Sensorik
Tabelle 6.1 zeigt die zur Strukturanalyse verwendete Inzidenzmatrix. Die über den Ran-
kingalgorithmus ausgewählten Kanten sind mit einem Kreis gekennzeichnet. Durch die
Strukturanalyse wurden zwei Residuen ausgewählt. Diese entsprechen den Definitions-
gleichungen für die beiden gemessenen Temperaturen. Durch die vorgegebene Struktur
war dieses Ergebnis zu erwarten. Es ist außerdem zu erkennen, dass das gesamte Sys-
tem überbestimmt ist. Das System ist damit strukturell beobachtbar und jeder Fehler
ist strukturell detektierbar. Damit ist eine Fehlererkennung mit dem gegebenen System
möglich.
In Tabelle 6.2 ist die Fehlersignaturmatrix für die Diagnose dargestellt. Hierbei sind die
Beschränkungen mit einem X gekennzeichnet, wenn eine Beeinflussung des jeweiligen
Residuums zu erwarten ist. Wie man sieht, ist die einzige Aussage, die getroffen werden
kann, ob der Fehler im äußeren oder inneren Kühlkreislauf auftritt. Für eine Fehleriso-
lation ist das System in der gegebenen Form nicht geeignet.
6.3.5 Diagnose mit zusätzlicher Sensorik
Um alle möglichen systematischen Fehler nicht nur detektieren sondern auch isolieren
zu können, ist der Verbau eines weiteren Sensors nötig. Dieser muss in der Lage sein,
Änderungen im Kühlmittelfluss zu erfassen. Um Veränderungen an der Kühlfähigkeit des
Fahrzeugs zu vermeiden, darf der Sensor den Kühlmittelstrom jedoch nicht beeinflussen.
Da der Sensor im Motorraum des Fahrzeugs eingebaut wird, muss er ausreichend klein so-
wie unempfindlich gegenüber Erschütterungen und hohen Temperaturen sein. Als letzten
Punkt sind die Kosten zu nennen. Ein preisgünstiger Sensor ist hier vorzuziehen.
Eine Möglichkeit der rückwirkungsfreien Messung ist eine Volumenstrommessung mittels
Ultraschall. Hierfür wird in einem Winkel zur Leitung eine Ultraschallwelle aufgeprägt.
Da die Schallwelle durch das bewegte Medium mitgetragen wird, ergibt sie die Schall-
geschwindigkeit c(x, y) als vektorielle Überlagerung aus der Schallgeschwindigkeit c0 im
ruhenden Medium und der ortsabhängigen Strömungsgeschwindigkeit v(x, y). Das Mess-
verfahren ist prinzipiell temperaturabhängig. Die Temperaturabhängigkeit kann jedoch
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Tabelle 6.1: Strukturanalyse - Inzidenzmatrix
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6.3 Modellbasierte Diagnose des Kühlsystems
Tabelle 6.2: Fehlersignaturmatrix
Gl. R1 = C1 R2 = C7 Fehlercode
C2 X 10
C3 X 01
C4 X X 11
C5 X X 11
C6 X 01
C8 X 10
C9 X X 11
C10 X X 11
herausgerechnet werden - entweder unter Verwendung der bekannten Kühlmitteltempe-
ratur oder unter Verwendung eines zweiten, über Kreuz angebrachten Ultraschallsensor.
Dieses Messprinzip erfüllt damit alle aufgestellten Voraussetzungen [74].
Durch die Einführung eines Volumenstromsensors erweitert sich das Diagnosemodell um
eine Gleichung. Es wird angenommen, dass der Sensor am Kühlereingang und damit
hinter der Leckage angebracht ist.
C11 : yV KM = V˙K,L (6.6)
Auch die Menge der möglichen Fehler erhöht sich durch den Einbau, da auch der Volu-
menstromsensor gestört sein kann. Das Ergebnis der Strukturanalyse ist in Tabelle 6.3
zu sehen. Wie zu erwarten war hat sich die Anzahl der Residuen durch die Hinzunah-
me eines dritten Sensors auf drei erweitert. Da sonst keine Änderungen an dem System
vorgenommen wurden, ist das System weiterhin strukturell beobachtbar und alle Fehler
sind strukturell detektierbar. Die drei Residuen ergeben sich in diesem Fall zu
yKM − f ([f (yKM) yKA + (1− f (yKM)) yKM ] , m˙KS, TLuft, ρf (nMot)) = 0 (6.7a)
yKA − f (yKM , TLuft, f (yKM) f (nMot) , vFzg) = 0 (6.7b)
yV KM − f (yKM) f (nMot) = 0 (6.7c)
Die dazu gehörige Fehlersignaturmatrix ist in Tabelle 6.4 gezeigt. Wie man sieht, haben
sich die Möglichkeiten der Fehlerisolation deutlich verbessert. Mit der Einführung eines
Volumenstromsensors lassen sich alle bis auf zwei Beschränkungen eindeutig isolieren. Ei-
ne Fehlerisolation ist damit größtenteils möglich. Lediglich eine fehlerhafte Wasserpumpe
und ein fehlerhafter Thermostat lassen sich auf diese Weise strukturell nicht unterschei-
den.
Vorteilhaft an der gegebenen Umsetzung ist zudem, dass das zweite Residuum, also die
Abweichung der Kühleraustrittstemperatur wie in der Fehlersignaturmatrix zu sehen
als Indikator für einen Sensorfehler genutzt werden kann. Damit ist es möglich, eine
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Tabelle 6.3: Strukturanalyse erweitertes Modell - Inzidenzmatrix
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6.3 Modellbasierte Diagnose des Kühlsystems
Tabelle 6.4: Fehlersignaturmatrix erweitertes Modell
Gl. R1 = C1 R2 = C3 R3 = C7 Fehlercode
C2 X 100
C4 X X 101
C5 X X 101
C6 X 001
C8 X 100
C9 X X X 111
C10 X X 110
C11 X X 011
Unterscheidung zwischen einem kritischen Fehler, der die Funktionsfähigkeit des Mo-
tors einschränkt und einem unkritischen Sensorfehler zu treffen und somit den Fahrer
dementsprechend zu informieren.
6.3.6 Zweistufige Diagnose
Die fehlende Isolierbarkeit lässt sich auf die hohe Abhängigkeit des Systems von der Mo-
toraustrittstemperatur yKM erklären. Dadurch, dass auch der Öffnungsgrad des Thermo-
stats von der Kühlmitteltemperatur abhängt, ergibt sich eine strukturelle Querverbin-
dung zwischen der Motoraustrittstemperatur und dem Volumenstrom. Dieses Problem
lässt sich jedoch umgehen, wenn man den Aufwärmvorgang des Motors betrachtet. In
diesem Fall ist der Thermostat durchgehend geschlossen, die Motoraustrittstemperatur
besitzt folglich keinen Einfluss auf den Volumenstrom.
Es ist somit zu erwarten, dass sich das Problem der fehlenden Isolationsfähigkeit dadurch
auflösen lässt, dass die Diagnose in zwei Teile aufgeteilt wird. Ein erster Diagnoseschritt
erfolgt in der Zeit, in der der Thermostat vollständig geschlossen ist. Dadurch entfällt
die Temperaturabhängigkeit des Volumenstroms. Sobald der Thermostat beginnt, sich
zu öffnen, kann eine endgültige Fehlerisolation erfolgen.
Tabelle 6.5 zeigt die reduzierte Strukturanalyse für den Fall eines geschlossenen Thermo-
stats. Dabei wurden Variablen, die nur im geschlossenen Zustand keinen Einfluss haben,
mit einer null gekennzeichnet und nicht in die Strukturanalyse mit aufgenommen. Die
Strukturanalyse liefert die gleichen Residuen, die sich allerdings in ihrer Form ändern.
Setzt man den Öffnungsgrad o des Thermostats in den Gleichungen (6.7a) bis (6.7c) zu
null, so erhält man reduzierte Residuen in der Form
yKM − f (yKM , m˙KS, TLuft, ρf (nMot)) = 0 (6.8a)
yKA − TLuft = 0 (6.8b)
yV KM = 0. (6.8c)
109
6 Modellbasierte Diagnose
Tabelle 6.5: Strukturanalyse reduziertes Modell - Inzidenzmatrix
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6.4 Validierung der Diagnoseergebnisse
Tabelle 6.6: Fehlersignaturmatrix reduziertes Modell
Gl. R1 = C1 R2 = C3 R3 = C7 Fehlercode
C2 X 100
C4 X 100
C5 X X 101
C6 X 001
C8 X 100
C9 X 100
C10 X 010
C11 X X 011
Die Fehlersignaturmatrix ist in gleicher Form wieder in Tabelle 6.6 dargestellt. Erwar-
tungsgemäß ist die Fehlerisolationsfähigkeit bei geschlossenem Thermostat deutlich ge-
ringer. Interessant ist jedoch, dass Thermostat- und Wasserpumpenfehler - die bei der
kompletten Diagnose nicht isolierbar waren - bei geschlossenem Thermostat isolierbar
sind, da in diesem Fall die Kühlmitteltemperatur keinen Einfluss mehr auf den Volumen-
strom besitzt.
Der Ablauf der zweistufigen Diagnose ist in Abbildung 6.4 dargestellt. Wie man sieht,
gibt es nur zwei Beschränkungen, die nicht unterscheidbar sind. Schaut man sich jedoch
die dahinter stehenden Modellgleichungen an, so sieht man, dass Gleichung (6.5h) den
physikalischen Zusammenhang zwischen Massen- und Volumenstrom beschreibt. Diese
Gleichung kann nicht fehlerbehaftet sein und muss dementsprechend auch nicht isoliert
werden. Somit ist eine Isolation jedes Fehlers strukturell möglich. Eine Fallunterscheidung
und Umsetzung der reduzierten Residuen ist dabei nicht nötig, da diese bereit in den
Gleichungen (6.7a) bis (6.7c) enthalten sind. Die Fallunterscheidung ist damit lediglich
in der Auswertung der Residuen nötig.
6.4 Validierung der Diagnoseergebnisse
Nachdem theoretisch die Funktionsfähigkeit der Diagnosefunktion gezeigt wurde, soll die
Diagnosefunktion im Folgenden auch simulativ validiert werden. Ein großes Problem bei
der Validierung der Diagnoseergebnisse ist jedoch, dass weder ein reales Fahrzeug noch
ein passendes Validierungsmodell zur Verfügung steht. Dementsprechend geschieht die
Validierung an dem selben Modell, das auch zum Entwurf der Diagnosefunktion ver-
wendet wurde. Eine komplette Validierung der Diagnosefunktion ist damit folglich nicht
möglich. So können zum Beispiel keine Aussagen über die Robustheit der entworfenen
Diagnosefunktion hinsichtlich Rauscheinflüssen und Modellfehlern getroffen werden. Al-
lerdings ist es möglich, die Durchführbarkeit der Diagnose zu überprüfen und die in den
vorherigen Kapiteln getroffenen Annahmen zu validieren.
Das nächste Kapitel zeigt Simulationsergebnisse unter Berücksichtigung der in Kapitel
6.3.2 definierten Fehlerfälle. Damit kann sichergestellt werden, dass eine Diagnose und
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Abbildung 6.4: Ablauf der 2-stufigen Diagnose
Isolation der Fehler prinzipiell möglich ist. Um trotzdem die Durchführbarkeit der Dia-
gnose auch in einem realen Fahrzeug zu zeigen, kann eine Messfahrt mit offen klemmen-
dem Thermostat verwendet werden. Hierfür wird die Diagnosefunktion rein mit Messda-
ten als Eingangsgrößen simuliert. Die Ergebnisse sind in Kapitel 6.4.2 dargestellt.
6.4.1 Simulative Validierung
Offen klemmender Thermostat
Abbildung 6.5 zeigt die Diagnoseergebnisse bei einem offen klemmenden Thermostat,
also einer Abweichung in Gleichung C5. Als Vergleich ist außerdem der Verlauf der Re-
siduen im fehlerfreien Fall eingezeichnet. Es zeigt sich erwartungsgemäß eine sofortige
Abweichung in Residuum 3 sowie eine über die Zeit ansteigende Abweichung in Resi-
duum 1. Die Abweichung von Residuum 2 ist dagegen sogar geringer als im fehlerfreien
Fall. Diese verringerte Abweichung lässt sich mit dem erhöhten Volumenstrom erklären,
der als Messwert direkt in die Berechnung eingeht. Dieser erhöhte Volumenstrom führt
zu einer besseren Durchmischung des Kühlmittels im Kühler. Damit sind die getroffenen
Annahmen besser erfüllt.
Stehende Wasserpumpe
Ein Ausfall der Wasserpumpe würde eigentlich zu einem vollständigen erliegen des Vo-
lumenstroms führen. Für die Funktionsfähigkeit des Modells ist jedoch grundsätzlich ein
Volumenstrom größer null nötig. Deshalb wird zur Simulation eines Pumpenfehlers von
einer geringen Drehzahl der Pumpe ausgegangen, die deutlich unter der Leerlaufdrehzahl
des Motors liegt. Abbildung 6.6 zeigt die Ergebnisse in diesem Fall. Zu erwähnen ist, dass
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Abbildung 6.5: Diagnoseergebnis offen klemmender Thermostat
die Simulation im Fehlerfall frühzeitig beendet wurde, da zu diesem Zeitpunkt die Sie-
detemperatur des Kühlmittels erreicht wurde und damit keine realistischen Ergebnisse
mehr zu erwarten waren. Es zeigt sich auch in diesem Fall eine deutliche Abweichung der
Residuen 1 und 3. Die Abweichung des dritten Residuums ergibt sich jedoch erst, wenn
sich der Thermostat öffnet. Damit ist mittels der beschriebenen zweistufigen Diagnose
eine Isolation dieses Fehlers von einem offen klemmenden Thermostat möglich.
Auffällig ist die starke Reaktion des ersten Residuums. Hier ist in Realität auf Grund des
fehlenden Volumenstroms eventuell eine schwächere und etwas verzögerte Reaktion zu
erwarten. Trotzdem kann das erste Residuum dazu genutzt werden, um kritische Fehler,
die zu einer Beschädigung des Motors führen zu erkennen und zu melden.
Leckage
Auch die Abbildung einer Leckage ist im Modell nicht direkt möglich. Da die Modellie-
rung der Volumenströme ausschließlich kennfeldbasiert ist, lässt sich ein Auslaufen des
Kühlmittels nicht realisieren. Es wird deshalb davon ausgegangen, dass die Leckage zu
einem Zeitpunkt diagnostiziert wird, zu dem noch genügend Kühlmittel im Kühlsystem
vorhanden ist. Allerdings ist zu erwarten, dass die Auswirkungen von nur teilweise ge-
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Abbildung 6.6: Diagnoseergebnis stehende Wasserpumpe
füllten Kühlmittelleitung noch deutlich größer sind, sodass eine Diagnose in diesem Fall
einfacher wird.
Die Ergebnisse der Diagnose sind in Abbildung 6.7 zu sehen. Auffällig ist hier, dass sich
eine geringe Veränderung des ersten Residuums ergibt, obwohl eigentlich keine Verän-
derung zu erwarten war. Hier muss die Entscheidungsschwelle passend gewählt werden,
um eine fehlerhafte Isolation zu vermeiden. Es zeigt sich jedoch, dass zumindest für die
beschriebenen Fehler eine Isolation prinzipiell möglich ist. Das dritte Residuum reagiert,
sobald sich der Thermostat öffnet.
Sensorfehler
Zur Validierung der Diagnosefunktion bei Sensorfehlern werden zwei Fälle betrachtet,
namentlich eine sprunghafte Änderung des Messsignals und eine Drift. Eine sprunghafte
Änderung des Sensorsignals ergibt sich bei elektrischen Fehlern in der Spannungsversor-
gung des Sensors, wie zum Beispiel bei einem Kabelbruch oder einem Kurzschluss. Über
die elektrische Überwachungsfunktionen im Funktionsumfang von OBD ist die Diagnose
dieser Fehler eigentlich abgedeckt. Trotzdem soll im Folgenden die Funktionsfähigkeit
der vorgestellten Diagnosefunktion auch in diesen Fällen gezeigt werden.
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Abbildung 6.7: Diagnoseergebnis Leckage
Eine Drift im Sensorsignal erhält man durch Alterungseffekte des Sensors. Über die Zeit
ist für NTC-Temperatursensoren zum Beispiel eine Drift der Sensorkennlinie von bis zu
100 mK pro Jahr zu erwarten [10]. Ein Effekt dieser Größenordnung lässt sich natürlich
nicht über eine einzelne Messfahrt darstellen. Zur Validierung wurde deshalb eine deutlich
schnellere Drift gewählt.
Den Einfluss eines sprunghaften Fehlers zeigt Abbildung 6.8. Schön zu sehen ist der
deutliche Einfluss aller Sensorfehler auf das zweite Residuum, wodurch eine Unterschei-
dung von Sensorfehler und Bauteilfehlern möglich ist. Problematisch für die Isolierbarkeit
zeigt sich ein Fehler im Sensorwert für die Kühleraustrittstemperatur. Der Fehler zeigt
nur einen sehr geringen Einfluss auf das erste Residuum. Der Hauptgrund hierfür liegt in
der Öffnungscharakteristik des Thermostats. Da der Thermostat in der gewählten Mess-
fahrt größtenteils geschlossen ist und sich auch zum Ende der Messfahrt nicht vollständig
öffnet, ist der Einfluss der Kühleraustrittstemperatur auf die Motortemperatur nur sehr
gering. Es ist allerdings zu erwarten, dass der Einfluss bei einer größeren Öffnung des
Thermostats deutlich höher ist und damit eine Fehlerisolation bei höheren Thermostat-
öffnungen möglich wird.
In Abbildung 6.9 ist die Auswirkung einer Sensordrift aufgezeigt. Auch hier sieht man
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Abbildung 6.8: Diagnoseergebnis Sensorfehler bei sprunghafter Änderung
sehr gut die Auswirkung der Sensorfehler auf das zweite Residuum. Eine Isolation eines
Sensorfehlers von einem Bauteildefekt im Kühlkreislauf ist folglich auch in diesem Fall gut
möglich. Auffällig ist auch hier der geringe Einfluss einer Drift in der Kühleraustrittstem-
peratur auf das Residuum 1 auf Grund der Thermostatöffnung. Wie bereits beschrieben,
ist jedoch zu erwarten, dass der Einfluss bei steigender Thermostatöffnung größer wird.
6.4.2 Ergebnisse bei Verwendung einer realen Messfahrt
Die zur Validierung in den letzten Kapiteln gezeigten Grafiken sind für eine endgültige
Validierung der Funktion nur bedingt geeignet, da das zur Diagnose verwendete Modell
in großen Teilen mit dem Simulationsmodell übereinstimmt. Um die Anwendbarkeit der
Funktion am realen Fahrzeug zu zeigen werden deshalb im Folgenden die Ergebnisse
aus der Simulation mit einer realen Messfahrt verglichen. Dafür wurden die simulierten
Temperatursensorwerte durch die in der Messfahrt aufgezeichneten Werte ersetzt. Da
jedoch keine Messwerte für den Volumenstrom vorliegen, kann der Vergleich nur für
zwei der drei Residuen durchgeführt werden. Als Messfahrt wurde ein FTP72-Zyklus
verwendet, bei dem der Thermostat offen klemmt.
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Abbildung 6.9: Diagnoseergebnis Sensorfehler bei Sensordrift
Abbildung 6.10 zeigt die Ergebnisse des Vergleiches. Es zeigt sich, dass sich für Residuum
2 signifikante Unterschiede ergeben. Während sich bei Verwendung von simulierten Ein-
gangstemperaturen eine maximale Abweichung von 1 ◦C einstellt liegt die Abweichung
bei Verwendung von Messwerten bei knapp 4 ◦C. Wie schon erwähnt lässt sich diese Ab-
weichung durch die Verwendung von identischen Modellen erklären. Trotzdem zeigt das
Residuum auch bei Verwendung von Messwerten keinen Drift, sodass das Residuum bei
geeignet gewählten Grenzwerten für die Diagnose geeignet ist. Das erste Residuum zeigt
dagegen in beiden Fällen keine signifikante Abweichung. Die zu erwartende Drift stellt
sich auch bei Verwendung von Messwerten ein, sodass eine Diagnose hier möglich ist.
Zu erwähnen ist noch, dass auf Grund der sehr groben Wertequantifizierung der Messwer-
te auch die Residuen teilweise sprunghafte Änderungen durchgeführt haben. Um dieses
Verhalten zu verhindern wurden die Residuen entsprechend gefiltert. Gleichzeitig ist die
Wertequantisierung für die Diagnose allerdings auch sehr vorteilhaft, da das Sensorrau-
schen in der Größenordnung unterhalb der Quantisierungsstufe liegt. Das Sensorrauschen
wird somit fast vollständig unterdrückt und hat damit auch keine Auswirkung auf die
Diagnosegüte. Es ist zu erwarten, dass die Funktion insgesamt sehr robust gegenüber
Sensorrauschen ist.
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Abbildung 6.10: Diagnoseergebnis offen klemmender Thermostat Messfahrt
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Kraftfahrzeuge haben sich über die Jahre hinweg von ihrer früheren, sehr rudimentären
Form immer weiter entwickelt. Während frühere Automobile noch größtenteils auf me-
chanischen Komponenten beruhten setzen sich - auch bedingt durch die Zunahme der
Leistung von Mikroprozessoren - immer mehr elektronische Systeme durch. Die Einfüh-
rung elektronischer Systeme eröffnet neue Möglichkeiten, das Fahrzeug effizienter, sau-
berer und sicherer, aber auch schneller und agiler zu machen. Gleichzeitig steigt jedoch
auch die Komplexität des Fahrzeugaufbaus, sodass konventionelle, über Jahre entwickelte
Verfahren zur Regelung und Steuerung sowie zur Entwicklung an ihre Grenzen kommen.
Um mit dieser Entwicklung Schritt zu halten, sind Automobilhersteller gezwungen, neue
Verfahren zu entwickeln und veraltete Verfahren zu ersetzen.
Durch die Verwendung modellbasierter Verfahren im Entwicklungsprozess möchte die
vorliegende Arbeit einen Beitrag hierzu leisten. Der Begriff der modellbasierten Verfah-
ren fasst dabei eine große Klasse an Algorithmen zusammen, die ein Ergebnis unter
Zuhilfenahme eines Simulationsmodells bestimmen. Modellbasierte Verfahren lassen sich
im Entwicklungsprozess zum Beispiel zur Versuchsplanung oder zur Applikation verwen-
den. Aber auch im Fahrzeug selbst setzen sich modellbasierte Verfahren immer weiter
durch, hier zum Beispiel verwendet zur Regelung, Steuerung oder Diagnose.
Eine Gemeinsamkeit all dieser Verfahren ist, dass in der Entwicklung anfallende Informa-
tionen, die sonst nur durch empirisches Expertenwissen zur Verfügung stehen, direkt in
das Verfahren mit einfließen. Richtig eingesetzt kann dieses zusätzliche Wissen zu einer
Verbesserung gegenüber konventionellen Methoden beitragen.
Das Hauptaugenmerk bei der Entwicklung modellbasierter Verfahren muss natürlich auf
dem Modell liegen. Nur mit Hilfe eines guten Modells ist es möglich, Entwicklungen exakt
vorherzusagen. Auch diese Arbeit legt ihren Schwerpunkt deshalb auf die Modellierung.
Als Beispielanwendung wurde das Kühlsystem eines Ottomotors betrachtet. Die hierfür
nötigen physikalischen Grundlagen werden in Kapitel 2 vorgestellt. Betrachtet werden
Grundlagen der Thermodynamik und der Wärmeübertragung.
Kapitel 3 widmet sich der eigentlichen Modellierung. Hierfür werden zuerst Anforde-
rungen an das Modell definiert. Aus den definierten Anforderungen an das Modell ergibt
sich, dass auf langwierige Prüfstandsmessungen zur Applikation des Modells verzichtet
werden soll. Hierdurch lässt sich Zeit in der Modellentwicklung sparen, da ausschließlich
auf bereits existierende Daten zurückgegriffen wird. Allerdings müssen hierdurch Ein-
schränkungen in der Modellgüte in Kauf genommen werden. Zur Modellierung wurde
ein komponentenbasierter Whitebox-Ansatz gewählt. Dieser bietet den Vorteil, dass das
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Modell einfach interpretierbar ist. Damit ist es für den Verwender des Modells möglich,
Änderungen am Modell durchzuführen, ohne Kenntnisse über die zu Grunde liegende
Programmstruktur zu besitzen.
Zur Modellierung der Verbrennung wurde ein statischer Ansatz gewählt. Die Simula-
tion unterscheidet zwischen magerer und fetter Verbrennung. Informationen über die
Zusammensetzung der Verbrennungsprodukte können aus den chemischen Elementarre-
aktionen gewonnen werden. Die Wärmeübertragung in das Kühlmittel wird mit einem
Dreizonenmodell beschrieben. Es bildet die Wärmeübertragung zwischen der Zylinder-
wand, dem Kühlmittel und dem Motorblock ab. Für den äußeren Kühlkreislauf werden
zwei verschiedene Ansätze untersucht. Für einen ersten Ansatz können die zur Verfügung
stehenden Kennfelder der Komponenten direkt im Modell umgesetzt werden. Alternativ
wurden für die Kühlmittelkühler und den Thermostat physikalische Modelle umgesetzt.
Die Kühlmittelkühler können ebenfalls über ein Mehrzonenmodell beschrieben werden,
das Verhalten des Thermostats kann über eine Reihenschaltung nichtlinearer Elemente
abgebildet werden.
Die Validierung des in Kapitel 3 entworfenen Gesamtmodells sowie der einzelnen Modell-
teile behandelt Kapitel 4. Es zeigt sich, dass das Modell in der Lage ist, das Verhalten
des Kühlsystems gut nachzubilden. Die Simulation der Kühlmitteltemperatur folgt auch
kleinen Änderungen gut und liefert damit einen guten Ausgangspunkt für die Implemen-
tierung modellbasierter Ansätze. Allerdings war es im Laufe der Arbeit nicht möglich,
sämtliche Komponenten zu validieren, da nötige Messgrößen nicht zur Verfügung stan-
den. Vor einem Einsatz des Modells im Entwicklungsprozess sollten deshalb auf jeden
Fall noch einmal Vergleichsmessungen zur Validierung durchgeführt werden.
Das hergeleitete Modell soll auf zwei verschiedene Arten genutzt werden - zur modell-
basierten Applikation der Kühlmitteltemperaturdiagnose sowie zur Entwicklung einer
modellbasierten Diagnosefunktion. Der modellbasierten Applikation widmet sich Kapi-
tel 5. Das Kapitel beschreibt das prinzipielle Vorgehen zur Einführung einer modellba-
sierten Applikationsmethodik, von der Modellierung über die Versuchsplanung bis zur
eigentlichen Optimierung. Anschließend werden verschiedene Verfahren zur Optimierung
der Diagnosekennfelder vorgestellt und verglichen. Auf der einen Seite stehen hier pa-
rametrische Verfahren. Basierend auf einem einfachen LS-Ansatz wird eine alternative
Formulierung vorgeschlagen. Um die Glattheit der Kennfelder zu garantieren, werden
zusätzliche Beschränkungen eingeführt. Da LS-Ansätze anfällig gegenüber schiefsym-
metrischen Wahrscheinlichkeitsverteilungen sind, wird außerdem eine Verwendung der
Quantilsregression, die auf der Schätzung des Medians beruht, in Erwägung gezogen. Auf
der anderen Seite wird außerdem eine Verwendung von heuristischen Optimierungsver-
fahren untersucht. Vorgestellt wird eine Optimierung mittels evolutionärer Algorithmen.
Die Auswertung zeigt, dass alle Verfahren in der Lage sind, eine gute Anfangsbedatung
für die Parametrierung der Diagnosefunktion zu liefern. Auf Grund von Nachteilen in
der Rechenzeit sowie der zerklüfteten Kennfelder wird jedoch auf eine Verwendung des
evolutionären Algorithmus verzichtet.
Da das vorgestellte Modell in der Lage ist, das Verhalten des Kühlkreislaufes bei über-
schaubarer Rechenzeit gut nachzubilden, liegt der Gedanke nahe, das aufgestellte Modell
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direkt für eine modellbasierte Diagnose zu verwenden. Kapitel 6 zeigt den Aufbau die-
ser Diagnosefunktion und erste Validierungsergebnisse. Hierfür werden zuerst die nötigen
Grundlagen der modellbasierten Diagnose eingeführt. Als Methode werden Paritätsglei-
chungen verwendet, da diese einfach und schnell zu implementieren sind und gut inter-
pretiert werden können. Zur Auswahl der Residuen kann eine Strukturanalyse verwendet
werden. Damit ist es auch möglich, positive Eigenschaften der Residuen wie zum Beispiel
eine Fehlerdetektierbarkeit zu zeigen. Mit Hilfe der Strukturanalyse kann gezeigt wer-
den, dass die gegebene Struktur des Kühlsystems keine Isolation aller Fehler ermöglicht.
Eine komplette Isolierbarkeit erreicht man erst durch die Einführung eines zusätzlichen
Volumenstromsensors sowie eine Fallunterscheidung je nach Öffnungsgrad des Thermo-
stats.
Wie in Kapitel 6 beschrieben, kann eine Validierung der aufgestellten Diagnosefunktion
nur simulativ durchgeführt werden. Damit ist es möglich, eine prinzipielle Funktionsfä-
higkeit der Diagnose zu zeigen. Durch die Implementierung im realen Fahrzeug ergeben
sich jedoch Probleme auf Grund von Modellunsicherheiten, die einer erfolgreichen Fehler-
erkennung und -isoliation im Weg stehen können. Ein nächster Schritt muss dementspre-
chend auf jeden Fall eine Validierung der Diagnosefunktion im realen Fahrzeug sein.
Die zur Umsetzung der Diagnosefunktion gewählten Paritätsgleichungen bieten einige
Vorteile gegenüber Parameter- und Zustandsschätzern, namentlich die einfache Imple-
mentierbarkeit und Interpretierbarkeit. Außerdem zeigen Schätzerkonzepte bei fehlen-
der Anregung Probleme. Da bei geschlossenem Thermostat eine Anregung der Küh-
leraustrittstemperatur und des Kühlmittelvolumenstroms fehlt, müssten diese Fälle ge-
eignet abgefangen werden, was jedoch dem beschriebenen Konzept der zweistufigen Dia-
gnose widerspricht. Schätzerbasierte Konzepte bieten jedoch auch einige Vorteile. Hier
ist zuallererst die höhere Robustheit gegenüber Rauschen und Modellfehlern zu nennen.
Deshalb ist ein Vergleich der unterschiedlichen Konzepte auf jeden Fall anzustreben.
Auch für die vorgestellte Applikationsroutine muss der nächste Schritt eine Validierung
der Funktion am realen Fahrzeug sein. Erst durch die Einbindung der beschriebenen
Routine in den realen Applikationsbetrieb kann eine Abschätzung des zeitlichen Ein-
sparpotentials gegeben werden. Hierfür wäre es sinnvoll, das in Kapitel 5.1 beschriebene
Vorgehen noch einmal komplett für einen neuen, zu applizierenden Motor durchzufüh-
ren.
Bewusst ausgeklammert wurde für die Applikation die Versuchsplanung. Stattdessen
wurden zur Simulation bestehende Messfahrten verwendet. Erst durch eine geeignete
Wahl der Messfahrten ist es möglich, den gesamten Parameterraum abzudecken. Gleich-
zeitig muss jedoch auch darauf geachtet werden, die Versuchszeit nicht zu weit auszu-
dehnen. Zur Versuchsplanung existieren etablierte Verfahren. Außerdem kann hier auf
die Erfahrung der Applikateure zurück gegriffen werden.
Wie bereits in Kapitel 4.6 beschrieben, ist die Modellgüte vor allem durch die zur Ver-
fügung stehenden Daten beschränkt. Durch eine Verbesserung der Datenlage in einigen
Bereichen ist es möglich, noch eine deutliche Erhöhung der Modellgüte zu erreichen.
Zu nennen sind hier vor allem Daten zur Modellierung der Heizung sowie geometrische
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Daten zum Aufbau des Motorblocks, die eine feinere Modellierung der jeweiligen Kompo-
nenten erlauben würden. Auch für die Validierung der Modelle ist es nötig, noch einmal
Vergleichsdaten aufzunehmen. So wäre es möglich, einige Komponenten, die im Moment
nur implizit über die Simulation des Gesamtsystems validiert sind einzeln zu vermessen
und zu validieren. Zusätzlich zur Vermessung von einzelnen Komponenten wären auch
Messfahrten mit zusätzlich verbauter Sensorik hilfreich.
Die vorliegende Arbeit beschäftigt sich ausschließlich mit der Diagnose im Kühlsystem.
Das Vorgehen lässt sich jedoch prinzipiell auch auf andere Diagnosefunktionen anwen-
den. Viele Teile des Vorgehens ergeben sich hierbei analog. Als Beispiel sei hier die
Katalysator-Diagnose im Ottomotor genannt. Hier wird mittels eines Befüllvoganges die
Sauerstoffspeicherfähigkeit (Oxygen Storage Capacity, OSC) des Katalysators geprüft um
eine Alterung zu erkennen. Eine Modellierung der Alterungsprozesse ist möglich [21] und
wurde schon für die Entwicklung einer modellbasierten Diagnose verwendet (siehe zum
Beispiel [22] oder [23]). Im Unterschied zur Diagnose der Kühlmitteltemperatur greift die
Katalysator-Diagnose jedoch aktiv in das Motormanagement ein. Dieser Umstand muss
dementsprechend auch in der Applikation berücksichtigt werden.
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A.1 Physikalische Größen
Lateinische Buchstaben
Zeichen Einheit Bedeutung
A m2 Fläche
a m Abstand
AFR - Luft-Kraftstoff-Verhältnis
B m Breite
Bi - Biot-Zahl
C - Verhältnis der Wärmekapazitätsströme
cp J/ (kg K) spezifische Wärmekapazität
c m/s Schallgeschwindigkeit
d m Durchmesser
E J Energie
Ec - Eckert-Zahl
G J Gibbs-Energie
Gz - Graetz-Zahl
H J Enthalpie
h m Höhe
∆h˜f J/mol Bildungsenthalpie
hl J/kg unterer Heizwert
Kp - Gleichgewichtskonstante
k W/ (K m2) Wärmedurchgangskoeffizient
L m Länge
M kg/mol Molmasse
m kg Masse
m˙ kg/s Massenstrom
N - Dimensionslose Übertragungsfähigkeit
n mol Stoffmenge
n 1/s Drehzahl
Nu - Nußelt-Zahl
P W Leistung
p Pa Druck
pi Pa Partialdruck
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Zeichen Einheit Bedeutung
Pr - Prandtl-Zahl
Q J Wärme
Q˙ W Wärmestrom
q˙ W/m2 Wärmestromdichte
R J/ (mol K) universelle Gaskonstante
R K/W Wärmewiderstand
r m Radius
Re - Reynolds-Zahl
S J/K Entropie
s m Dicke
T ◦C Temperatur
t s Zeit
U m Umfang
U J innere Energie
V m3 Volumen
V˙ m3/s Volumenstrom
v m/s Geschwindigkeit
W J Arbeit
W˙ W/K Wärmekapazitätsstrom
x - Stoffmengenanteil
z
(
◦C m3/s
)T
Zustandsvektor des Kühlmittels
Griechische Buchstaben
Zeichen Einheit Bedeutung
α W/ (m2 K) Wärmeübergangskoeffizient
β - Öffnungsgrad
γ - Intermittenzfaktor
δ m Wanddicke
 - Emissionsgrad
 - Dimensionslose Temperaturänderung
ζ - Widerstandsbeiwert
η Pas dynamische Viskosität
η - Wirkungsgrad
ϑ K Thermodynamische Temperatur
λ W/ (m K) Wärmeleitfähigkeit
λ - Verbrennungsluftverhältnis
µ˜ J/mol chemisches Potential
ν m2/s kinematische Viskosität
ν - stöchiometrischer Koeffizient
ρ kg/m3 Dichte
σ W/ (m2 K4) Stefan-Bolzmann-Konstante
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Zeichen Einheit Bedeutung
τ J/kg latente Wärme
υ 1/m Dichte
ϕ - Formfaktor Rippe
ψ - Hohlraumanteil
A.2 Mathematische Größen
Zeichen Bedeutung
A Beobachtungsmatrix
A,B,C Zustandsraummatrizen
a Parameter
b Ausgangsvektor
B Verhalten eines Systems
C Menge der Beschränkungen
c Beschränkung
c Schranke
E Menge der Kanten
e Fehler
F Fitness
F Menge aller möglichen Fehler
f, g, h Allgemeine Funktion
f Fehler
G Genotyp
H Operator
H Rückführmatrix
I Individuum
J Gütemaß
K Verstärkungsfaktor
L Lagrange-Funktion
M Paarung
n Normaler Vektor zu Fläche
p Wahrscheinlichkeit
r Residuum
T Zeitkonstante
Tt Totzeit
U Menge der Eingänge
u Eingangssignal
W Gewichtungsmatrix
x, y Ortsvariable
x Zustand
x Parametervektor
Y Menge der Ausgänge
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Zeichen Bedeutung
y Ausgangssignal
Z Menge der Variablen
κ Abkühlungsfaktor
λ Lagrange-Multiplikator
µ Kuhn-Tucker-Multiplikator
ρ Gewichtungsfaktor
ϕ Beschränkung
Ψ Zustand in der Optimierung
Ω Phänotyp
A.3 Indizes
Index Bedeutung
0 Standardbedingung
1→ 2 Übergang von Zustand 1 in Zustand 2
a Außen
a Ausgebildet
Abg Abgas
Abw Abweichung
aus Ausgehend
Diag Diagnose
e Einlauf
ed Edukt
ein Eingehend
F Fluid
Fzg Fahrzeug
fe Fest
fl Flüssig
Glatt Glattheit
h Hydraulisch
i Innen
irr Irreversibel
krit Kritisch
K Kühler
KA Kühlerausgang
KF Kennfeld
KL Kennlinie
KM Kühlmittel
KS Kraftstoff
L Leckage
Lok Lokal
LS Least Squares
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A.3 Indizes
Index Bedeutung
l Laminar
M Modell
Mot Motor
m Mittel
Mech Mechanisch
o Öffnung
pro Produkt
q Querschnitt
R Rippe
Ref Referenz
st Stöchiometrisch
t Turbulent
Umg Umgebung
Unvollst Unvollständig
V erb Verbrennung
V erl Verlust
V ollst Vollständig
W Wand
Zyl Zylinder
Ψ Auf den Hohlraumanteil bezogen
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A.4 Abkürzungen
Abkürzung Bedeutung
AFR Air-Fuel-Ratio, Luft-Kraftstoff-Verhältnis
ARR Analytic Redundancy Relation
BMW Bayrische Motoren Werke AG
CARB California Air Resources Board
CO Cross-Over, Rekombinationsart
DoE Design of Experiments, statistische Versuchsplanung
DTC Diagnostic Trouble Code, Fehlercode
EOBD Europäische On Board Diagnose
FTP72 Federal Test Procedure, ein standardisierter Testzyklus
ISO International Organization for Standardization
KMK Kühlmittelkühler
KNN Künstliche Neuronale Netze
LS Least Squares, Methode der kleinsten Quadrate
MAE Mean Absolute Error, Mittlerer absoluter Fehler
MIL Malfunction Indicator Light, Motorkontrollleuchte
MSE Mean Squared Error, Mittlerer quadratischer Fehler
N63TÜ verwendeter Motorentyp
NMHC Nichtmethankohlenwasserstoffe
NOx Stickoxide
NTC Negative Temperature Coefficient, Negativer Temperaturkoeffizient
NTU Number of Transfer Units, Übertragungsfähigkeit
OBD On Board Diagnose
OSC Oxygen Storage Capacity, Sauerstoffspeicherfähigkeit
PM Particulate Matter, Feinstaub
PWM Pulsweitenmodulation
QR Quantilsregression
RBF Radiale Basisfunktionen
RMSE Root Mean Square Error, mittlerer quadratischer Fehler
SAE Society of Automotive Engineers, Verband der Automobilingenieure
SoP Start of Production, Beginn der Serienproduktion
THC Total hydrocarbon, Gesamtkohlenwasserstoffe
WWH-OBD World-Wide-Harmonized OBD
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B.1 Simulated Annealing
Wie die evolutionären Algorithmen auch, lässt sich das Simulated Annealing - zu deutsch
simuliertes Abkühlen - zu den naturanalogen Optimierungsverfahren zählen. Die Ana-
logie liegt hierbei in der Auskühlung von metallischen Werkstoffen. Hierfür wird ein
Werkstück zuerst auf hohe Temperatur gebracht um danach langsam wieder abzukühlen.
Dadurch kann erreicht werden, dass sich die Atome im Werkstück regelmäßiger verteilen
und somit insgesamt ein niedrigeres Energieniveau erreichen [62].
Zur Optimierung wird eine Temperatur Tk definiert, die über den Ablauf der Optimierung
monoton sinkt. Bei einer unendlich hohen Anzahl an Iterationen muss zudem
lim
k→∞
Tk = 0 (B.1)
gelten. Eine oft getroffene Wahl ist hier zum Beispiel
Tk+1 = κ·Tk (B.2)
mit einem Abkühlungsfaktor von 0, 8 < κ < 0, 99 [80]. Der aktuelle Zustand wird mit
Ψk bezeichnet. Ein neuer Zustand Ψk+1 wird dann mit der Wahrscheinlichkeit
p(Ψk+1) = e
− ∆E
Tk+1 (B.3)
als Lösung übernommen [44]. Dabei bezeichnet ∆E die Energieänderung von Zustand Ψk
in Zustand Ψk+1 und gibt damit eine Veränderung im Gütemaß an. Tritt im Iterations-
schritt eine Verbesserung ein, so ist ∆E negativ, die Wahrscheinlichkeit zur Übernahme
also größer eins. Die Lösung wird folglich auf jeden Fall übernommen. Man sieht jedoch,
dass auch Zustände, die zu einer Verschlechterung des Gütemaßes führen mit einer ge-
wissen Wahrscheinlichkeit übernommen werden. Diese Wahrscheinlichkeit nimmt jedoch
mit zunehmender Anzahl an Iterationen durch die sinkende Temperatur ab.
Der Vorteil des Simulated Annealing gegenüber einfacheren heuristischen Verfahren wie
zum Beispiel dem Hill Climbing ist, dass dieses Verfahren in der Lage ist, durch die
Wahrscheinlichkeit der Übernahme einer schlechteren Lösung aus lokalen Minima zu
entfliehen. Auf Grund des heuristischen Vorgehens kann jedoch natürlich nicht garantiert
werden, dass das Verfahren das globale Optimum findet.
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B.2 Ranking Algorithmus
Der in [11] beschriebene Ranking Algorithmus ist eine Möglichkeit, in einem Graphen
Paarungen zu finden. Ausgangspunkt für die Suche ist in diesem Fall die Inzidenzmatrix.
Der Algorithmus selbst ist im Folgenden noch einmal gegeben.
1. Markiere alle bekannten Variablen.
i = 0
2. Finde Beschränkungen mit exakt einer unmarkierten Variable. Diese erhalten
Rang i und werden zusammen mit allen Variablen markiert.
3. Falls unmarkierte Beschränkungen bestehen, deren Variablen alle markiert
sind, markiere die Beschränkung und vergib Rang i.
i = i+ 1
4. Wenn unmarkierte Variablen oder Beschränkungen vorhanden sind, gehe zu
Schritt 2.
Durch die Rangvergabe ist damit eine Reihenfolge der Berechnung gegeben.
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