Looping of a long chain polymer in solution: Simple derivation for exact
  solution for a delta function sink by Ganguly, Moumita & Chakraborty, Aniruddha
ar
X
iv
:1
80
4.
08
72
7v
1 
 [c
on
d-
ma
t.s
tat
-m
ec
h]
  2
2 M
ar 
20
18
Looping of a long chain polymer in solution: Simple derivation for exact solution for a
delta function sink
Moumita Ganguly* and Aniruddha Chakraborty
School of Basic Sciences, Indian Institute of Technology Mandi,
Kamand Campus, Himachal Pradesh 175005, India.
(Dated: April 25, 2018)
A simple analytical method for solving intra-molecular reactions of polymer chain in dilute solution
is formulated. The physical problem of looping can be modeled mathematically with the use of
a Smoluchowski-like equation with a Dirac delta function sink of finite strength. Here we have
proposed a very simple method of solution. The solution is expressed in terms of Laplace Transform
of the Green’s function for end-to-end motion of the polymer in absence of the sink. We have
used two different rate constants, the long term rate constant and the average rate constant. The
average rate constant and long term rate constant varies with several parameters such as length of
the polymer (N), bond length (b) and the relaxation time τR. Our results are in agreement with
that produced by more general and detailed method.
I. INTRODUCTION
The theory of end-to-end polymer looping is one of the most widely acclaimed research area both for theoretical and
experimental chemical scientists. The phenomenon of looping is fundamental and central to many essential biological
intra-cellular processes like protein folding [4, 12], RNA folding [13]. The looping of a polymer molecule in solution
has been mathematically represented by a Smoluchowski-like equation with a Dirac delta sink of infinite and finite
strength [7, 19, 21]. But the detailed derivation of rate constants in case of sink of finite strength include complicated
calculations involving operatpr algebra. In this paper, we derive the same analytical expression for rate constants
using a very simple method.
II. END-TO-END MOTION OF ONE-DIMENSIONAL POLYMER
Here we use the simplest possible one dimensional description of a polymer as introduced by Szabo et.al., [7]. The
model consists of a total 2N segments of length unity. This chain consists of a total 2N monomers doing random
walk. As it is one dimensional random walk, so each monomer is allowed to take two possible orientations, one along
the right and the other among the left direction. So the polymer can have any of one of 22N different conformations.
In the following, we define x as the end-to-end distance, such that x = 2j. After N number of steps the polymer
segments can be either on the right N + j or on the left N − j. So it is possible to solve the polymer looping problem
using the standard techniques of probability theory. Hence the equilibrium end-to-end distribution P0j of this long
polymer chain is given by the following equation.
P0j = 2
−2N (2NN+j). (1)
Now if we consider a general random walk problem, then the probability distribution can be calculated by knowing
the rate of fluctuations between the polymers moving to either side, either right or left. If we imagine the polymer
molecule to be immersed in solvent, the motion of polymer will be determined by various intra-molecular and inter-
molecular forces between the polymer and the solvent, so the polymer motion would appear to be random. Then
assuming the variation of all right and left monomer segments being independent of each other the fluctuation is
directed by the following rate equation.
d
dt
[pn] =
1
τR
[ −1 1
1 −1
]
[pn] , (2)
where the vector [pn] represents the activity of right and left segments orientations. τR is the relaxation time between
any two different configurations. Now, entire event of end-to-end looping of a polymer molecule in a solution, can
be considered as a very simple random walk model confined in 22N -dimensional configuration space. The individual
monomer’s reorientation would result in 2N ways to reorder a x = 2j conformation either to a x = 2j+2 or x = 2j−2
conformation and N−J+1 ways to reorient a x = 2j+2 conformation into a x = 2j conformation. Then the resulting
Master equation for the end-to-end distribution P (j, t) in the (2N + 1)-dimensional space is given by [7]
τR
d
dt
P (j, t) = −2NP (j, t) + (N + j + 1)P (j + 1, t) + (N − j + 1)P (j − 1, t). (3)
2As we see that for long chain molecule (N very large), what we try to search for and measure is a distribution, i.e., the
probability for finding the particular end-to-end distance of a long polymer molecule. The equilibrium distribution of
Eq.(1) is generally approximated by the continuous Gaussian distribution (x = 2bj)
P0(x) =
e−
x
2
4b2N
(4πb2N)1/2
. (4)
The end-to-end distribution of a long chain polymer molecule in solution can be represented in a continuum limit as
in Eq. (4) as its equilibrium distribution. Then the corresponding probability conservation equation is given below
τR
∂P (x, t)
∂t
= 4Nb2
∂2P (x, t)
∂x2
+ 2
∂
∂x
xP (x, t). (5)
In the above ‘b’ denotes the bond length of the polymer and x denotes the end-to-end distance.
III. END-TO-END REACTION OF ONE-DIMENSIONAL POLYMER
Now if the two ends of this long chain polymer molecule in solution come into a particular distance, a loop would
form, i.e., at x = xc. The occurrence of the looping reaction is incorporated in our model by adding a x dependent
sink term S(x) [19, 21] (taken to be normalized i.e.,
∫∞
−∞ S(x)dx = 1) in the above equation to get
τR
∂P (x, t)
∂t
= 4Nb2
∂2P (x, t)
∂x2
+ 2
∂
∂x
xP (x, t)− k0S(x)P (x, t). (6)
The above equation can be used to describe the dynamics of loop formation. The term P (x, t) describes the probability
density of end-to-end distance at a given time t. In our model, the effect of all other chemical reactions involving at
least one of the end group, other than the end-to-end loop formation are incorporated through the ksP (x, t) term.
τR
∂P (x, t)
∂t
= 4Nb2
∂2P (x, t)
∂x2
+ 2
∂
∂x
xP (x, t)− k0S(x)P (x, t) − ksP (x, t). (7)
The rate ks may be regarded as the rate of loss of probability of end-to-end distance.
IV. EXACT ANALYTICAL RESULT
In our earlier paper, we have used a very detailed method involving operator algebra to drive the exact analytical
expression for rate constants. In the following, we give a very simple derivation for the same problem. Now we do
the Laplace transform of P (x, t) by using the following formula
P˜ (x, s) =
∫ ∞
0
P (x, t)e−stdt. (8)
Laplace transformation of Eq.(7) gives[
sP˜ (x, s) − 4Nb
2
τR
∂2P˜ (x, s)
∂x2
− 2
τR
∂P˜ (x, s)
∂x
x+
k0
τR
S(x)P˜ (x, s) +
ks
τR
P˜ (x, s)
]
= P (x, 0). (9)
In the following we assume that S(x) may be represented as Dirac delta function of arbitrary location i.e., S(x) =
δ(x− xc). So Eq. (9) becomes[
sP˜ (x, s)− 4Nb
2
τR
∂2P˜ (x, s)
∂x2
− 2
τR
∂P˜ (x, s)
∂x
x+
k0
τR
δ(x− xc)P˜ (x, s) + ks
τR
P˜ (x, s)
]
= P (x, 0). (10)
The Eq.(10) can be further simplified to[
sP˜ (x, s)− 4Nb
2
τR
∂2P˜ (x, s)
∂x2
− 2
τR
∂P˜ (x, s)
∂x
x+
k0
τR
δ(x− xc)P˜ (xc, s) + ks
τR
P˜ (x, s)
]
= P (x, 0). (11)
3The solution of this equation using Green’s function G(x, s|x0) is given below
P˜ (x, s) =
∫ ∞
−∞
dx0G(x, s+
ks
τR
|x0)P (x0, 0)− k0
τR
P˜ (xc, s)
∫ ∞
−∞
dx0G(x, s+
ks
τR
|x0)δ(x0 − xc). (12)
After doing integration in the last term of the right hand side of the above equation, we get
P˜ (x, s) =
∫ ∞
−∞
dx0G(x, s +
ks
τR
|x0)P (x0, 0)− k0
τR
P˜ (xc, s)G(x, s +
ks
τR
|xc). (13)
Now we put x = xc in the above equation to get
P˜ (xc, s) =
∫ ∞
−∞
dx0G(xc, s+
ks
τR
|x0)P (x0, 0)− k0
τR
P˜ (xc, s)G(xc, s+
ks
τR
|xc). (14)
Now we solve the above equation for P˜ (xc, s) to get
P˜ (xc, s) =
∫∞
−∞ dx0G(xc, s+
ks
τR
|x0)P (x0, 0)
1 + k0τRG(xc, s+
ks
τR
|xc)
. (15)
When we substituted back into Eq. (14) we get
P˜ (x, s) =
∫ ∞
−∞
dx0
[
G(x, s+
ks
τR
|x0)−
k0
τR
G(x, s+ ksτR |xc)G(xc, s+ ksτR |x0)
1 + k0τRG(xc, s+
ks
τR
|xc)]
]
P (x0, 0). (16)
The above equation is exactly the same as reported by us earlier [19, 21]. It is difficult to calculate survival probability
in time domain Pe(t) =
∫∞
−∞ dxP (x, t). Instead one can easily calculate the Laplace transform of survival probability
Pe(s) of Pe(t) directly. Pe(s) is associated to P (x, s) by
Pe(s) =
∫ ∞
−∞
dxP˜ (x, s). (17)
Using Eq. (17) and the fact that
∫∞
−∞ dx0(G(x, s|x0) = 1/s, we get
Pe(s) =
1
s+ ks/τR
[
1− [1 + k0
τR
G(xc, s+ ks/τR|xc)]−1 k0
τR
×
∫ ∞
−∞
dx0G(xc, s+ ks/τR|x0)P (x0, 0)
]
. (18)
The average and long time rate constants can be easily evaluated from the formula of Pe(s). Thus, k
−1
I = Pe(0) and
kL = negative of the pole of Pe(s), which is close to the origin. From Eq. (19), we obtain
k−1I =
τR
ks
[
1− [1 + k0
τR
G(xc, ks/τR|xc)]−1 k0
τR
×
∫ ∞
−∞
dx0G(xc, ks/τR|x0)P (x0, 0)
]
. (19)
Thus kI depends on the initial probability distribution P (x, 0), whereas kL = − pole of [ [1 + 2k0ǫτR G(xc, s +
ks/τR|xc)][s + ks/τR] ]−1, the one which is closest to the origin, on the negative s - axis, and is independent of
the initial distribution, P (x0, 0). The G0(x, s;x0) can be found out by using the following equation [15]:
(s− L)G0(x, s;x0) = δ(x− x0). (20)
Using standard method [20] to obtain.
G0(x, s;x0) = F (z, s; z0)/(s+ ks) (21)
with
F (z, s; z0) = Dν(−z<)Dν(z>)e(z
2
0
−z2)/4Γ(1− ν)[1/(4πNb2)]1/2. (22)
In the above, z defined by z = x(2Nb2)1/2 and zj = xj(2Nb
2)1/2, ν = sτR/2 and Γ(ν) is the gamma function. Also,
z< = min(z, z0) and z> = max(z, z0). Dν represent parabolic cylinder functions. To understand the behavior of kI
and kL, we assume the initial distribution P
0
e (x0) is represented by δ(x− x0). Then, we get
kI
−1 = (ks/τR)
−1
(
1−
k0
τR
F (zs, ks/τR|z0)
ks/τR +
k0
τR
F (zs, ks/τR|zs)
)
. (23)
4Again
kL =
ks
τR
− [values of s for which s+ k0
τR
F (zs, s|zs) = 0]. (24)
We should mention that kI is dependent on the initial position x0 and ks whereas kL is independent of the initial
position. In the following, we consider ksτR → 0, in this limit we get the conclusions, which we expect to be valid even
when ks is finite. Using the properties of Dv(z), we find that when
ks
τR
→ 0, F (zs, ks/τR|z0) and F (zs, ks/τR|zs) →
exp(−z2s/2)[1/(4πNb2)]
1
2 so that
k0
τR
F (zs, ks/τR|z0)/[ks/τR + k0
τR
F (zs, ks/τR|zs)]→ 1. (25)
Hence, we get
k−1I = −[
∂
∂ks/τR
[
k0
τR
F (zs, ks/τR|z0)
ks/τR +
k0
τR
F (zs, ks/τR|zs)
]
(ks/τR)→0
. (26)
If we take z0 < zs, so that the particle is initially placed to the left side of the sink. Then we get
k−1I =
ezs
2/2τR
k0
[1/(4πNb2)]
1/2
+
[
∂
∂ks
[
e[(z
2
0
−z2
s
)/4]Dv(−z0)
Dv(−zs)
]]
v=0
. (27)
After simplification we get the following expression
k−1I =
ezs
2/2τR
k0
[1/(4πNb2)]
1/2
+
(∫ zs
z0
dze(z
2/2)
[
1 + erf(z/
√
2
])
(π/2)(τR/2). (28)
The long-term rate constant kL is determined by the value of s, which satisfy s +
k0
τR
F (zs, s|zs) = 0. This equation
can be written as an equation for ν(= −sτR/2)
ν = Dν(−zc)Dν(zc)Γ(1− ν) 2k0ǫ
4b
√
πN
(29)
For integer values of ν, Dν(z) = 2
−ν/2e−z
2/4Hν(z/
√
2), Hν are Hermite polynomials. Γ(1−ν) has poles at ν = 1, 2, .....
Our interest is in the case where ν ∈ [0, 1], as kL = 2τR ν for ks = 0. If
k0
(4b
√
πN)
≪ 1, or zc ≫ 1 then ν ≪ 1 and one
can arrive
ν = D0(−zs)D0(zs) k0
(4b
√
πN)
(30)
and hence
kL =
k0e
−zs2/2
τR
[1/(4πNb2)]
1/2
. (31)
In this limit, the rate constant kL exhibits Arrhenius type activation. Interestingly both the rate constants are directly
proportional to the width of the sink.
V. CONCLUSIONS:
In this paper, we have proposed a simple analytical method for calculating rate constants of looping of a long polymer
molecule in solution. Explicit expressions for kI and kL have been derived. Results obtained using our new method
is same as that found earlier by a more detailed and complicated method [19, 21].
VI. ACKNOWLEDGMENTS:
One of the author (M.G.) would like to thank IIT Mandi for HTRA fellowship and the other author (A.C.) thanks
IIT Mandi for providing PDA grant.
5VII. REFERENCES
[1] A. Winnik, In Cyclic Polymers, Chapter 9 (Elsivier, 1986).
[2] Z. Haung, H. Ji, J. Mays, and M. Dadmun, Langmuir 26, 202 (2010).
[3] L. J. Lapidus, P. J. Steinbach, W. A. Eaton, A. Szabo, and J. Hofrichter, J. Phys. Chem. B 106, 11628 (2002).
[4] R. R. Hudgins, F. Huang, G. Gramlich, and W. M. Nau, J. Am. Chem. Soc. 124, 556 (2002).
[5] G. Wilemski and M. Fixman, J. Chem. Phys. 60, 866 (1974).
[6] M. Doi, Chem. Phys. 9, 455 (1975).
[7] A. Szabo, K. Schulten, and Z. Schulten, J. Chem. Phys. 72, 4350 (1980).
[8] R. W. Pastor, R. Zwanzig, and A. Szabo, J. Chem. Phys. 105, 3878 (1996).
[9] J. J. Portman, J. Chem. Phys. 118, 2381 (2003).
[10] I. M. Sokolov, Phys. Rev. Lett. 90, 080601 (2003).
[11] N. M. Toan, G. Morrison, C. Hyeon, and D. Thirumalai, J. Phys. Chem. B 112, 6094 (2008).
[12] M. Buscaqlia, J. Kubelka, W. A. Eaton, and J. Hofrichtev, J. Mol. Biol. 347, 657 (2005).
[13] D. Thirumalai, N. Lee, S.A. Woodson, D. Klimov, Annu. Rev. Phys. Chem. 52, 751 (2001).
[14] A. Samanta and S. K. Ghosh, Phys. Rev. E 47, 4568 (1993).
[15] K. L. Sebastian, Phys. Rev. A 46, R1732 (1992).
[16] A. Chakraborty, Mol. Phys. 107, 165 (2009).
[17] K. Schulten, Z, Schulten and A. Szabo, Physica A 100, 599 (1980).
[18] A. Chakraborty, Mol. Phys. 107, 2459 (2009).
[19] M. Ganguly and A. Chakraborty, Physica A, 484, 163 (2017).
[20] R. Courant and D. Hilbert, Methods of Mathematical Physics Physics, Vol:1; p.351, (Wiley Eastern, 1975).
[21] M. Ganguly and A. Chakraborty, Chem. Phys. Lett., (under revision) (2017).
