The abstract integro-differential equation
It is well known [1] 
that for B(t) = 0 and u(0) e &(A) the formally simpler homogeneous linear differential equation ( 2 ) du(t)/dt = Au(t) has the unique solution u(t) = T(t)u(0) e £&(A), where on [0, oo) T(t) is the semi-group of class (C o ) with infinitesimal generator A and there exists positive real numbers M and β such that || T(t) \\ S Mexp(βt).
If we restrict the adjoint problem of (2) 
to the ®-adjoint Banach space 9c® = &(A*), the solution of du®(t)/dt = A®u®{t), with initial value u®(0) e Sf(A®), is given by T®(t)u®(0). Both A® and T®(t) are restrictions of A* and T*(t) to X®. T®(t) is generated by A® and is likewise a strongly continuous semi-group on [0, oo). Both solutions u(t)
and u®(t) are strongly continuously differentiate on [0, oo). The more general problem with time-dependent A,
du(t)/dt = A(t)u(t)
when the initial value u(0) is prescribed was investigated by Kato [2, 3] . A special case of this,
du(t)/dt = Au(t) + B(t)u(t)
with given initial value %(0), Dealing now with integro-differential equations of type (1) some properties of solutions of (2) or (4) remain valid for solutions of (1). Specifically we obtain: (a) The homogeneous problem has for u(0) e &{A) and t ^ 0 the unique strongly continuously differentiable solution
The series expansion converges likewise absolutely in the uniform operator topology, uniformly in each finite subinterval of [0, oo).
(b) The inhomogeneous problem has for u(0) e &{A) and t ^ 0 the unique strongly continuously differentiable solution
2* Existence and uniqueness of a strong solution of the homogeneous problem (I)* Let A be a closed linear operator on a Banach space X to itself with domain &(A) dense in 36 and let @(3£) be the Banach algebra of all bounded linear transformations on X to itself. We choose A such that the resolvent R(X, A) for n = 1, 2, and some real numbers M > 0 and /3 Ξ> 0 satisfies
By the Hille-Yosida-Phillips theorem [4, Theorem 2.1] this implies that A generates a semi-group of class (C o ) of linear operators on the semi-module [0, oo) to (0)x -x. Instead of this we first investigate the homogeneous integro-differential equation
B(t -s)U(s)xds

Jo for U(t)x e &(A), t ^ 0 where the initial condition is U(0)x = x. We take B(t) as a strongly continuous family of operators on [0, oo) to
We have now the following theorem: (7) with
it exists a unique
Jo
one-parameter family of bounded linear operators U(t) on
[0, oo) to ©(X) satisfying ( i) U(t)
is strongly continuous on [0, oo). (ii) For xe£^(A) U(t)x is strongly continuously differentiable in [0, oo) and (iii) is the unique solution of the integro-diff erential equation
(iv) U(0) = I. (v) U(t) has the representation (8) ± 102 JURG T. MARTI
where S 0 (t) -T(t) and
S n {t) = ϊ*Γ(ί -s)ds \ S B(s -σ)S n _ ι {σ)xdσ .
Jo Jo
The 
. If f(t) is strongly continuously differentiable then so is g(t) and with g'(t) -dg(t)/dt we have
g\t) -F{t)fφ) + \*F(t -s)f'(s)ds .
Jo
First of all we prove the uniform and absolute convergence of sum (8) (8) is absolutely and uniformly convergent in the uniform operator topology that proves (v). (vi) follows immediately from (10) and (iv) holds since S 0 (0) = I and S n (0) = 0, n > 0. Let
(ii) u n (t) = Σ s A (ί).
For n -> oo U n (t) converges to U(t) in the uniform operator topology, likewise absolutely and uniformly in each finite interval of [0, oo). Statement (i) then follows from the strong continuity of U n (t). In order to prove (ii) we consider the sum
Since for x e 3ί{A) S 0 (t)x is strongly continuously differentiable Lemma 2 together with the definition of S n (t) indicates the strong continuous differentiability of S n (t)x for all n ^ 0. For n > 0 
J Jo
Taking the strong limit for n -+ ^ on both sides we get an integral equation for U(t)x, x e K:
Jo Jo
With the use of (13) 
U\t)x -AT(t)x = lim -T(t + δ -s)ds B(s -σ)U(σ)xdσ
δ->0+ § LJo JO τ(έ s)d #(s -σ)U(σ)xdσ] o Jo J
= lim 4(T(δ) -I)(U(t)x -T(t)x)
-s)U(s)xds .
We know that U'(t)x -AT(t)x e X. Hence the last limit exists in the strong topology, by (14) U(t)x -T(t)x e &(A) and so also U(t)x e and we get the integro-differential equation for x e (15) dU(t)x/dt = AU(t)x + [*B(t -s)U(s)xds .
Jo
In order to prove that for x e &(A) the solution u(t) -U(t)x is unique
and thus (iii) of Theorem 1, we show that every nul solution, i.e., every strongly continuously differentiate solution u(t) of (15) 
\\B(s)\\ds and let f(t) be a strongly
Jo continuously differentiable function of [0, oo) to Tί with K t = I \\f(s)\\ds. Then the inhomogeneous problem
Jo (16) du(t)/dt = Au(t) + \*B(t -s)u(s)ds + f(s)
Jo has for each u(Q) e &{A) a unique continuously differentiate solution u(t) on [0, oo) to 3ί(A). u(t) has the representation where U(t)u(0) is the solution of the homogeneous problem described in Theorem 1, g o (t) = Γ(ί -s)f(s)ds and for n > 0
Jo g n (t) = [T(t -s)ds
Jo
The sum converges absolutely and uniformly in each finite interval of [0, oo). Further \\ u{t) || ^ Λf(l + K t ) exp ((/S + M t )t) \\ u(0) ||.
Proof. Through repeated application of Lemma 2 it follows inductively that for %^0 the g n (t) are strongly continuously differentiable. We obtain in an analogous way as in the proof of Theorem 1
\ t T(t-s)Γ(s)ds
Jo
9n{t) -\τ{t -s)ds \ S B(s
Jo Jo
and for n ^ 0 (15) from the integral equation (13), we obtain
Since for fixed t the limit exists in the strong topology we have g(t) e £${A) and the last term on the right side of (17) equals Ag(t). Hence g(t) is a particular solution of (16) and by Theorem 1 u(t) -
is a solution of (16) where u(0) e 3f{A) implies u(t) e &(A), t ^ 0.
To pove the uniqueness of this solution we suppose to have two solutions of (16) is not dense in X* so that A* is not necessarily the infinitesimal generator of a strongly continuous semi-group in X*. Therefore we restrict the treatment of the adjoint problem of (7) to the ®-adjoint space X® of X, defined by X® = ^(A*) β In case A e @(X) or if X is reflexive we have X® = X*, else X® may be a proper subset of X*. Given a linear operator Q on X to itself with dense domain we denote by Q® the restriction of Q* with domain &(Q®) = [x*; x* e &(Q*) Π X®, <2*α;* e X®]. Let Γ*(ί) then be the adjoint transformation of T(t) and T®(t) the restriction of T*(t) to X® in the sense described above. Then by [1, Theorem and 
(X®). Then the solution V(t) of the ®-adjoint problem (18) is identical with the ®-adjoint U®(t) of the solution U(t) of problem (7).
Proof. By Theorem 1 V{t) has the representation
V{t) = Σ VJyt)
where V 0 (t) = Γ®(ί), for x® e dc® and n > 0
is strongly continuous on [0, oo) and the expansion converges absolutely in the uniform operator topology.
We now prove that V n (t) is identical to the ®-adjoint S®(t) of the term S n (t) occurring in (8). This is trivial for n -0. For n > 0 S n (t) is bounded so that S*(t) exists as a bounded linear operator on X* to itself, for each x e 96 and #* e X* defined by
[Sϊ(t)x*]x = x*[S*(t)x] = x*\[ .. [τ(t -s L ) Π {B(s τ -t
LJo
Jo i=i where we take s π+1 = 0, t Q = ί and jB(ί) = Γ(t) = 0 for t < 0. Since For x* = α; ® 6 3ί® it follows since Γ®(ί) and J5®(ί) are strongly continuous and elements of therefore S%(t)x® e ϊ® and we have for each x® e X® F Λ (ί)α® = S®(ί)a;® .
For Q G @(X) the transformation Q --> Q* is an isometry of G?(£) into ). Due to the absolute convergence in the uniform operator topology of expansion (8) Thus for x® G X® we get U*(f)x® -Σ S*(t)x® = Σ F Λ (ί)α?® -V(t)x® , hence U*{t)x® eX® and
