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Abstract
ESSAYS ON ROBUST ESTIMATORS FOR NONIDENTICALLY DISTRIBUTED
OBSERVATIONS IN SPATIAL ECONOMETRIC AND TIME SERIES MODELS
by
Süleyman Taşpınar
Adviser: Professor Wim Vijverberg
This thesis proposal consists of three essays on the estimation methods and applications
of spatial econometric models and one essay on the generalized autoregressive conditionally
heteroskedastic (GARCH)-type models in financial time series. The first essay discusses
the heteroskedasticity robust generalized method of moments estimator (RGMME) for the
spatial models that allow for spatial dependence in both the dependent variable and the
disturbance term (SARAR(1,1)). First, we show that the maximum likelihood estimator
(MLE) is generally inconsistent in the presence of unknown heteroskedasticity. Then, we
extend robust GMM approach in Lin and Lee (2010) to SARAR(1,1). The large sample
properties are rigorously studied and presented for the RGMME. Through a comprehensive
Monte Carlo study, we compare the finite sample properties of the RGMME with some other
estimators proposed in the literature.
The second essay focuses on the GMM estimation of the spatial autoregressive models
which impose a moving average process for the disturbance term (SARMA). We extend the
best GMM estimator (BGMME) of Liu et al. (2010) to the SARMA models and provide the
best set of instruments for the SARMA(1,1) and the SARMA(0,1) specifications. The large
sample properties are rigorously studied and presented for the BGMME. The finite sample
properties are investigated through an extensive Monte Carlo study. To confirm our results
from the Monte Carlo study, we replicate the results for the SARMA(1,1) specification in
Behrens et al. (2012) in an empirical illustration.
The third essay investigates the effect of foreign direct investment (FDI) on economic
growth through a spatially augmented Solow growth model. The current literature on the re-
lationship between FDI and economic growth uses canonical cross-country growth regression
specifications that are derived from the textbook Solow growth model for closed economies.
iv
We claim that these specifications cannot reflect the relationship between economic growth
and FDI, because they model each country as an isolated island that does not interact with
the rest of the world. On the other hand, a spatially augmented Solow growth model al-
lows for technological interdependence among countries through spatial externalities. The
modified growth model yields regression specifications that properly account for spatial au-
tocorrelations. We construct a panel of 85 countries for the period 1980–2010 and estimate
the modified specifications with the tools from spatial econometrics. Our findings indicate
that FDI inflows have a significant positive effect on the growth rate of host countries.
The final essay proposes a flexible distribution for the maximum likelihood estimation
of the GARCH-type time series models. The new distribution can better account for the
potential skewness and leptokurticity in the driving noise sequence. We study the large
sample properties of the new estimator following the methodology presented in Francq and
Zakoïan (2004). To investigate the finite sample properties of the new estimator, we first
conduct a Monte Carlo study. Furthermore, to test the relative out-of-sample predictive
power of the new estimator, we test for its prediction power on two data sets using the
methods described in White (2000) and Hansen et al. (2003).
v
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1 GMM Estimation of Spatial Autoregressive Models with
Autoregressive and Heteroskedastic Disturbances
with Osman Doğan
1
Abstract
We consider a spatial econometric model containing a spatial lag in the dependent variable
and the disturbance term with an unknown form of heteroskedasticity in innovations. We
first prove that the maximum likelihood (ML) estimator for spatial autoregressive models is
generally inconsistent when heteroskedasticity is not taken into account in the estimation.
We show that the necessary condition for the consistency of the ML estimator of spatial
autoregressive parameters depends on the structure of the spatial weight matrices. Then,
we extend the robust generalized method of moment (GMM) estimation approach in Lin and
Lee (2010) for the spatial model allowing for a spatial lag not only in the dependent variable
but also in the disturbance term. We show the consistency of the robust GMM estimator
and determine its asymptotic distribution. Finally, through a comprehensive Monte Carlo
simulation, we compare finite sample properties of the robust GMM estimator with other
estimators proposed in the literature.
Author Keywords: Spatial autoregressive models, Unknown heteroskedasticity, Robust-
ness, GMM, Asymptotics, MLE
JEL classification codes: C13, C21, C31
1.1 Introduction
Spatial econometric models that have a long history in regional science and geography has
been receiving attention in economics in recent years. Spatial econometric models allow
regression specifications through which spatial dependence among observations can be in-
corporated in economic analysis and in the estimation of models. The spatial dependence
is a special form of cross-sectional dependence among observations determined by locations
of observations in space. The estimation of models with spatial dependence requires spe-
cial estimation techniques. There are three main estimation approaches: (i) the maximum
likelihood (ML) estimation method, (ii) the generalized method of moment (GMM/IV) es-
timation method, and (iii) the Bayesian Markov Chain Monte Carlo (MCMC) estimation
method. For many spatial model specifications, the ML estimation has been the most widely
used technique and has often been the only technique that is implemented (Anselin, 1988,
LeSage and Pace, 2009). However, formal results concerning the asymptotic properties of
the (quasi) ML estimator have recently been established in Lee (2004) only for pure spatial
and spatial autoregressive models. The ML estimation can involve a significant computa-
tional difficulty due to the presence of the determinant of a matrix in the likelihood function,
whose dimensions depend on the sample size. (Kelejian and Prucha, 1998, Das et al., 2003,
Kelejian and Prucha, 2010). Several solutions have been suggested to overcome the compu-
tational burden of the ML method (Ord, 1975, Pace and Barry, 1997b,a, Barry and Pace,
1999, Simirnov and Anselin, 2001, LeSage and Pace, 2004, 2007).1
The GMM and IV estimators have the advantage that they do not require any distribu-
tional assumption for the disturbance term and remain to be computationally more feasible
than ML estimation. In the literature, different kinds of two stage least squares (2SLS)
estimators corresponding to the different set of instrumental variables have been suggested
(Anselin, 1988, Kelejian and Prucha, 1998, Lee, 2003, 2007a, Kelejian and Prucha, 2007,
2010). The spatial structure of regression equations motivate the selection of the instru-
ments which are usually constructed from the exogenous variables and spatial weight ma-
1For the Bayesian MCMC approach, see Lesage (1997), Parent and Lesage (2007) and LeSage and Pace
(2009).
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trices. Despite its computational simplicity, the 2SLS estimator is inefficient relative to the
ML estimator. The inefficiency arises because the 2SLS estimator focuses only on the de-
terministic part of the endogenous variable (i.e., the spatial lag term) and the information
in the stochastic part is not used in the estimation.
Kelejian and Prucha (1998, 2010) propose a multi-step estimation method that involves
a combination of IV and GMM estimation for the spatial model that has a spatial autore-
gressive process in the dependent variable and disturbance term (for short SARAR(1,1)).
This kind of model specification is often referred as the Kelejian-Prucha Model (Elhorst,
2010). In the first step, the initial estimates of the parameters of the exogenous variable and
the autoregressive parameter of the spatial lag of the dependent variable are estimated by
the 2SLS estimator. In the second step, residuals from the first step are used to estimate the
autoregressive parameter of the spatial lag of the disturbance term by the GMM estimator.
In the final step, the parameters are re-estimated by the 2SLS estimator after transforming
the model via a Cochrane-Orcut type transformation to account for the spatial correlation.
However, the estimation approach in Kelejian and Prucha (1998) is inefficient relative to
the ML estimation (Prucha, Forthcoming 2012). The extensive Monte Carlo results in Das
et al. (2003) demonstrate that the difference between finite sample efficiency, measured with
root mean squared errors (RMSE), between the ML and the GMM and IV estimators of
Kelejian and Prucha (1998, 1999) is very small. Drukker et al. (2012) consider the specifi-
cation SARAR(1,1) where they allow for endogenous regressors in addition to spatial lag of
the dependent variable. The estimation approach involves several steps and is an extension
of GMM/IV estimation method of Kelejian and Prucha (1998, 1999).
To increase the efficiency of the GMM estimator, Lee (2007a,b), Lin and Lee (2010),
Liu et al. (2010), and Lee and Liu (2010b) suggest sets of moment functions that are linear
and quadratic in the disturbance term for the GMM estimation. In this approach, the
linear moment functions are based on the deterministic part of the spatial lag term and the
quadratic moment functions are constructed for exploiting the stochastic part of the spatial
lag variable (i.e., the endogenous variable). The quadratic moment functions are chosen
in a such way that the GMM estimator is asymptotically equivalent to the ML estimator
when disturbances are independent and identically distributed (i.i.d.) with a normal density.
4
When disturbances are simply i.i.d., Liu et al. (2010) and Lee and Liu (2010b) show that
the one step GMM estimator (joint GMM estimator) is more efficient than the quasi ML
estimator, respectively for the case of an SARAR(1,1) and an SARAR(p,q).
Most of the estimation methods mentioned above are valid under the assumption that
the disturbance terms are i.i.d. In many regression applications, heteroskedasticity is likely
to be present.2 In the presence of unknown heteroskedasticity, the ML and GMM estimators
are generally not consistent. The ML estimator is inconsistent if the heteroskedasticity is
not incorporated into the estimation. For an SARAR(1,0), Lin and Lee (2010) shows that
the likelihood function is not maximized at the true parameter values in the presence of
the unknown heteroskedasticity. The GMM estimators are also inconsistent since the mo-
ment functions are often designed under the assumption that disturbances are i.i.d. Hence,
the orthogonality conditions for the moment functions might not be satisfied. To handle
unknown heteroskedasticity, Kelejian and Prucha (2010) extend their estimation approach
by modifying the moment functions for the case of an SARAR(1,1). Badinger and Egger
(2011) extend the robust estimation approach in Kelejian and Prucha (2010) to the case of
SARAR(p,q). Likewise, Lin and Lee (2010) suggest a one-step robust GMM estimator for
the model with only spatial dependence in the dependent variable.3
In the present study, the one-step robust GMM estimation approach suggested by Lin and
Lee (2010) is extended to the spatial model with a spatial autoregressive process in both the
dependent variable and the disturbance term under the assumption that there is unknown
form of heteroskedasticity in the disturbance term. We show that the ML estimator might
not be consistent in the presence of the unknown heteroskedasticity, as the probability limits
of the first order conditions evaluated at the true parameter values are generally not zero.
We show that the necessary condition for the consistency of the ML estimator of spatial
autoregressive parameters depends on the structure of the spatial weight matrices. Then, a
robust GMM estimator is derived from a set of moment functions that are composed of both
linear and quadratic moment functions. The consistency of the estimator is established and
its asymptotic distribution is determined. Finite sample properties are compared with that
2For an example, see the empirical application in Lin and Lee (2010).
3For a robust 2SLS estimator of SARAR(1,0), see Anselin (2006).
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of other estimators through a comprehensive Monte Carlo simulation.
This paper is organized in the following way. In Section 2, the theoretical motivation
for the case of an SARAR(1,1) is provided along with the model assumptions and their
implications. In Section 3, the GMM estimators that have been suggested in the literature
are reviewed. In Section 4.1, we show the inconsistency of the ML estimator in the presence
of unknown heteroskedasticity. We determine the asymptotic bias of the parameters of the
exogenous variables. In Section 4.2, a robust GMM estimation method is considered for
the case of an SARAR(1,1). The identification conditions are determined. The main large
sample properties of the robust GMM estimator are stated in three propositions. The Monte
Carlo simulations are carried out in Section 5. Section 6 closes with concluding remarks.
1.2 The Model Specification and Theoretical Motivation
In the literature, spatial dependence in regression specifications is categorized in two broad
categories known as spatial lag and spatial error models. The spatial lag model includes
functional forms in which a dependent variable at a point in space depends on dependent
variables of surrounding locations. The equilibrium outcome of theoretical economic models
of interacting spatial units motivates this kind of specification. In spatial error models,
cross-sectional correlations among error terms are incorporated into the specification and
estimation of models. Measurement error in data usually tends to vary systematically over
space, which causes spatial dependence among error terms of a specification.4
In this study, the following first order SARAR(1,1) specification is considered:
Yn = λ0WnYn +Xnβ0 + un, un = ρ0Mnun + εn, (1.1)
where Yn is an n × 1 vector of observations for the dependent variable, Xn is an n × k
matrix of nonstochastic exogenous variables, Wn and Mn are n× n spatial weight matrices
of known constants with zero diagonal elements, and εn is an n × 1 vector of disturbances
(or innovations). The variables WnYn and Mnun are known respectively as spatial lag of
the dependent variable and the disturbance term. The spatial effect parameters λ0 and
4For the motivation of model specifications, see Anselin (1988, 2006) and LeSage and Pace (2009)
6
ρ0 are known as the spatial autoregressive parameters. The above specification is fairly
general in the sense that it allows for spatial spillovers in the dependent variable, exogenous
variables and disturbances.5 As the spatial data is characterized with triangular arrays, the
variables in (1.1) have subscript n.6 Let Θ be the parameter space of the model. In order to
distinguish the true parameter vector from other possible values in Θ, the model is stated
with the true parameter vector θ0 =
(
ρ0, ς
′
0)
′ with ς0 =
(
λ0, β
′
0
)′
.
For the notational simplicity, we denote Sn(λ) =
(
In − λWn
)
, Rn(ρ) =
(
In − ρMn
)
,
Gn(λ) = WnS
−1
n (λ) and Hn(ρ) = MnR−1n (ρ). Also, at the true parameter values
(
ρ0, λ0
)
,
we denote Sn(λ0) = Sn, Rn(ρ0) = Rn, Gn(λ0) = Gn, Hn(ρ0) = Hn andGn = RnGnR−1n .
Next, assumptions that are required for the asymptotic properties of estimators are
elaborated and then their interpretations are considered for (1.1).
Assumption 1.1. The elements εni of the disturbance term εn are distributed independently
with mean zero and variance σ2ni, and E
∣∣εin∣∣ν <∞ for some ν > 4 for all n and i.
This assumption allows independent and heteroskedastic disturbances. The elements
of the disturbance term have moments higher than the fourth moment. This condition is
specifically required for the application of the central limit theorem for the quadratic form
given in Kelejian and Prucha (2010) for the GMM estimator. In addition, the variance of
a quadratic form in εn exists and is finite when the first four moments are finite.7 Finally,
Liapunov’s inequality guarantees that the moment less than ν are also uniformly bounded
for all n and i.
Assumption 1.2. The spatial weight matrices Mn and Wn are uniformly bounded in abso-
lute value in row and column sums. Moreover, S−1n , S−1n (λ), R−1n and R−1n (ρ) exist and are
uniformly bounded in absolute value in row and column sums for all values of ρ and λ in a
compact parameter space.
In the literature, weight matrices are usually treated as exogenous and fixed. Lee (2004,
5Elhorst (2010) names the model with spatial spillovers in the dependent variable, exogenous variable and
disturbance term as the Manski Model. He states that that the parameter estimates cannot be interpreted in
a meaningful way for this kind of model since the endogenous and exogenous effects cannot be distinguished
from each other. See also Anselin (2006).
6See Kelejian and Prucha (2010).
7For the variance of the quadratic form in εn, see Lemma 1.2 (3).
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2007b) formulate the weight matrix as a function of the sample size. According to this
formulation, the sequence of weight matrix {Wn} is uniformly bounded in both row and
column sums and its elements wn,ijs are O( 1hn ). The sequence {hn} can be bounded or
divergent with the property that limn→0 hnn = 0, which implies that hn is allowed to diverge
only at a rate slower than that of n. This formulation provides an explicit way that describes
how the spatial weight matrix Wn is expanding as the sample size increases. For example,
assume that an economy consists of r regions and each region is populated by k agents. Then,
the total number of observations from this economy is n = rk. In addition, in each region
each agent is equally affected by other agents of the same region. There is no interaction
among regions. Denote the row normalized spatial weight matrix of a region by Ck which
is given by 1k−1(lkl
′
k − Ik) where lk is a k−dimensional vector of ones. Then, the spatial
weight matrix Wn for this economy is block diagonal Wn = Ir ⊗ Ck. Each element in a
diagonal block is given by 1k−1 , so that wn,ij = O(
1
k−1). Then,
hn
n =
k−1
k×r = O(
1
r ). Assume
that the increase in n is generated by the increase of both r and k. Then, the fraction hnn
tends to zero, as hn diverges to infinity. This kind of spatial weight matrix is used for large
group interactions scenarios which have important implications for the convergence rate of
estimators (Lee, 2004).8
For large group interactions for which limn→∞ hnn 6= 0, consistency of estimators might
not be available. As an example, Kelejian and Prucha (2002) and Yuzefovich et al. (2006)
consider a row normalized spatial weight matrix that has equal weights for all observations.
The spatial weight matrix is formulated as Wn = 1n−1 lnl
′
n − 1n−1In where each off-diagonal
element is 1n−1 . In that case, wn,ij = O
(
1
n−1
)
and limn→∞ hnn = limn→∞
n−1
n = 1. With
this specification, Kelejian and Prucha (2002) show that OLS, 2SLS and ML estimators are
inconsistent for spatial autoregressive models. In this study, we assumed that hn is bounded.
The uniform boundedness of the terms in Assumptions 1.1 and 1.2 is motivated to control
spatial autocorrelations in the model at a tractable level (Kelejian and Prucha, 1998).9
Assumption 1.2 also implies that the model in (1.1) represents an equilibrium relation for
the dependent variable. By this assumption, the reduced form of the model becomes feasible
8For examples of this kind of weight matrices, see Case (1991, 1992).
9For a definition and some properties of uniform boundedness see Kelejian and Prucha (2010).
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as Yn = S−1n Xnβ0 +S−1n R−1n εn. Finally, the statement of Assumption 1.2 is assumed to hold
at the true and arbitrary autoregressive parameter vector. The uniform boundedness of
S−1n (λ) and R−1n (ρ) is required for the ML estimator not for the GMM estimator (Liu et al.,
2010).
In the literature, the parameter space for spatial autoregressive parameters λ0 and ρ0 is
restricted to the interval
(−1, 1), when spatial weight matrices are row normalized.10 In that
case, matrices Sn and Rn are nonsingular. More general parameter spaces have also been
considered in the literature.11 Let νjn for j = 1, . . . , n be eigenvalues ofWn. The spectral ra-
dius of Wn is defined by τn = max1≤j≤n
∣∣νjn∣∣. Then, Sn is nonsingular for all values of λ0 in
the interval
(−1
τn
, 1τn
)
. However, the computation of eigenvalues involves computational dif-
ficulties, and becomes numerically unstable for spatial weight matrices with more than 1000
observations (Simirnov and Anselin, 2001). Another formulation for the parameter space
base on the maximum row and column sums of spatial weight matrices is also considered in
the literature. Denote Ri and Cj respectively as ith row sum and jth column sum of Wn
in absolute value. Let the maximum row sum be given by R = maxi
∑n
j=1
∣∣wij∣∣ = maxni Ri.
Likewise, the maximum column sum is defined by C = maxj
∑n
i=1
∣∣wij∣∣ = maxnj Cj . Let
m = max{C,R}. Then, Sn is nonsingular for all values of λ0 in the interval
(−1
m ,
1
m
)
.12
The following assumptions are the usual regularity conditions required for the GMM
estimator. Throughout this study, the vector of moment functions considered for the GMM
estimator is in the form of g(θ0) =
(
ε
′
nP1nεn, . . . , ε
′
nPmnεn, ε
′
nQn
)′
. The moment functions
involving n × n constant matrices Pjn for j = 1, . . . ,m are known as quadratic moment
functions. The last moment function Q′nεn is the linear moment function, where the full
column rank matrix Qn is n×r with r ≥ k+1. The matrices Pjns and Qn are chosen in such
way that orthogonality conditions of population moment functions are not violated. LetP1n
be the class of n× n constant matrices with zero trace and P2n be class of n× n constant
matrices with zero diagonal elements.13 The quadratic moment functions involving matrices
10Kelejian and Prucha (2010) states that the interval (−1, 1) is not natural in the sense that equivalent
model formulation are possible by applying an arbitrary scale factor to autoregressive parameters and its
inverse to weight matrices and therefore the parameter space will depend on the scaling factor.
11Elhorst (2012) outline a simple procedure for finding the parameter space for models with multiple
spatial weights matrices.
12For a proof of this result see Kelejian and Prucha (2007).
13Note that P2n is a subclass of P1n, i.e., P2n ⊂P1n.
9
from these both classes satisfy the orthogonality conditions when disturbance terms are i.i.d.
As it will be shown, when disturbance terms are merely independent, matrices from the class
P1n \P2n can not be used to form quadratic moment functions.14 Assumption 1.4 states
regularity conditions for these matrices and the last assumption characterizes the parameter
space.
Assumption 1.3. The regressors matrix Xn is an n × k matrix consisting of uniformly
bounded constant elements. It has full column rank of k. Moreover, limn→∞ 1nX
′
nXn exists
and is nonsingular.
Assumption 1.4. The IV matrix Qn has r ≥ k + 1 linearly independent columns and its
elements are uniformly bounded. Pjn matrices for j = 1, . . . ,m is uniformly bounded in
absolute value in row and column sums.
Assumption 1.5. The parameter space Θ is a compact subset of Rk+2 and θ0 is in the
interior of Θ.
1.3 GMM Estimation of Spatial Autoregressive Models
The GMM estimation approach depends on the moment functions that are derived from the
structure of the model. The endogenous variableWnYn on the right hand side of the model is
given more explicitly byWnYn = WnS−1n Xnβ0 +WnS−1n R−1n εn = GnXnβ0 +GnR−1n εn where
Gn = WnS
−1
n = Wn(In − λ0Wn)−1 exists by Assumption 1.2. Thus, WnYn is a function
of a non-stochastic term GnXnβ0 and a stochastic term GnR−1n εn. Lee (2001a, 2007a),
Liu et al. (2010), Lee and Liu (2010b) and Lin and Lee (2010) form moment functions
based on stochastic and non-stochastic terms. The non-stochastic term is instrumented by
Q1n =
[
RnGnXnβ0, RnXn
]
, which forms the linear moment function Q′1nεn. The linear
moment matrix Q1n is constructed from the expectation of Zn =
[
WnYn, Xn
]
. Given
consistent initial estimates of λ0, ρ0 and β0, the IV matrix Q1n becomes available. Lee
(2003) shows that the 2SLS estimator with Q1n is best in the sense that its asymptotic
variance covariance matrix is the smallest among the class of 2SLS estimators based on
linear moment conditions.
14Here, P1n \P2n denotes set-theoretic difference of P1n and P2n.
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The stochastic part GnR−1n εn of WnYn is instrumented by Pjnεn, where Pjn ∈ P1n
and/or Pjn ∈ P2n for j = 1, . . . ,m. In this case, the quadratic moment is in the form
of ε′nPjnεn and the orthogonality (or population moment) condition is satisfied when dis-
turbances are simply i.i.d. In that case, E
(
ε
′
nPjnεn
)
= tr
(
PjnE(εnε
′
n)
)
= 0 for Pjns from
either P1n or P2n.15 For both stochastic and non-stochastic term, the IVs are constructed
in a such way that they are correlated with WnYn but uncorrelated with εn.16
The consistency of the GMM estimator does not depend on a particular Pjn but the
asymptotic variance-covariance matrix is a function of Pjns. Therefore, for the selection of
Pjns, the asymptotic efficiency of estimators needs to be considered. Liu et al. (2010) and
Lee and Liu (2010b) provide the best selection of Pjn ∈ P1n in the case of an SARAR
(1,1) and SARAR(p,q), respectively.17 In the case of SARAR (1,1) with i.i.d. normal
innovations, the best selection is (1) P1n = RnGnR−1n − 1n tr
(
RnGnR
−1
n
)
In, and (2) P2n =
Hn− 1n tr
(
Hn
)
In. Let gn(θ) =
(
ε
′
n(θ)P1nεn(θ), ε
′
n(θ)P2nεn(θ), ε
′
n(θ)Q1n
)′
be the set of sample
moment functions. Liu et al. (2010) show that given the set of moment function gn(θ), any
other moment functions that can be added to this set is redundant. They also show that
the ML estimator is characterized by the set of moment functions gn(θ), therefore, the
GMM estimator based on these moment functions is asymptotically equivalent to the ML
estimator. When the innovations are simply i.i.d, Liu et al. (2010) suggest another best set
of quadratic moment functions so that the optimal GMM estimator is asymptotically more
efficient than the quasi ML estimator.
When disturbances are independent and heteroskedastic, some matrices Pjn with zero
trace property cannot be used in the formation of the quadratic moment functions. Let
Σn = D
(
σ21n, . . . , σ
2
nn
)
be the diagonal variance matrix of the disturbance terms. If Pjn ∈
(P1n \P2n) for any j = 1, . . . ,m, then the covariance E
(
ε
′
nPjnεn
)
= tr
(
PnE(εnε
′
n)
)
=
tr
(
PjnΣn
) 6= 0. On the other hand, Pjn with zero diagonal property is still available for
the formation of the quadratic moments, since tr
(
PnE(εnε
′
n)
)
= tr
(
PjnΣn
)
= 0 for any
Pjn ∈P2n. Thus, the class of matrices with zero diagonal elements provides robustness for
15tr
( · ) returns the sum of the diagonal elements of an input matrix.
16Note that cov
(
Q1n, εn
)
= 0(k+1)×1 and cov(Pjnεn, εn) = 0.
17Liu et al. (2010) also consider the best GMM estimation for the case of an SARAR(1,0) and an
SARAR(0,1).
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the heteroskedasticity.
Lin and Lee (2010) extend the GMM estimation method in Lee (2001a, 2007a) to
SARAR(1,0) that has an unknown form of heteroskedasticity in innovations. The quadratic
moment functions are based on the class P2n. Let ς0 =
(
λ0, β
′
0
)′
be the parameter
vector of the model, Lin and Lee (2010) suggest the set of moment functions gn(ς) =(
ε
′
n(ς)P1nεn(ς), ε
′
n(ς)Q2n
)′
, where P1n = Gn −D
(
Gn
) ∈P2n and Q2n = [GnXnβ0, Xn].18
The optimal robust GMM estimator derived from minς∈Θ g
′
n(ς)Ωˆ
−1
n gn(ς) is consistent and
asymptotically normally distributed. Here, Ωˆn is an estimate of var
(
gn(ς0)
)
= Ωn based on
an initial
√
n−consistent estimator of ς0. For the heteroskedastic case, the best selection of
Pnj is not available. Lin and Lee (2010) suggest that the selection from P2n for the simply
i.i.d case can be used for the case of independently distributed disturbance terms. Thus, the
consistent estimates of
(
Gn −D(Gn)
)
and
[
GnXnβ0, Xn
]
are used in gn(ς) for the robust
optimal GMM estimator.
The computationally simple two-step GMM estimation approach in Kelejian and Prucha
(1998, 1999) for the case of an SARAR(1,1) is based on two quadratic moment matrices
from P1n: (1) P1n = v
(
M
′
nMn − 1n tr(M
′
nMn)
)
with v = 1
1+
(
n−1tr(M ′nMn)
)2 , and (2) P2n =
Mn. When the innovations are heteroskedastic, the orthoganality condition of the quadratic
moment function based on P1n is violated, therefore Kelejian and Prucha (2010) consider a
quadratic moment matrix from the classP2n. In that case, the first moment is formed with
P1n = M
′
nMn −D
(
M
′
nMn
)
.
The linear moment conditions in Kelejian and Prucha (1998) are based on the linearly
independent columns of the set Q3n =
[
Xn,WnXn,W
2Xn, . . . ,MnWnXn,MnW
2
nXn, . . .
]
.
The IV matrix Q3n provides an approximation for E
(
Zn
)
and E
(
MnZn
)
.
For the illustration of two-step GMM estimation approach of Kelejian and Prucha (2010),
let gn
(
ρ, ς
)
= 1n
(
ε
′
n(θ)P1nεn(θ), ε
′
n(θ)P2nεn(θ)
)′
be the set of sample moment functions,
and let ς˜n be an initial consistent estimator based on the instrument matrix Q3n. The
optimal GMM estimator of ρ0 is defined as ρˆn = arg minρ g
′
n(ρ, ς˜n)Ψˆ
−1
n gn
(
ρ, ς˜n
)
, where Ψˆn
is an estimator of the variance matrix of the limiting distribution of the normalized sample
18D(·) is an operator that creates a matrix from the diagonal elements of an input matrix.
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moment
√
ngn
(
ρ, ς˜n
)
.19 The estimator ρˆn is used for the two step GMM estimator of ς0,
which is based on the linear instrumental matrix Q3n. Let g2n
(
ρˆn, ς
)
= 1nQ
′
3nεn
(
ρˆn, ς
)
be
the sample moment function, where εn
(
ρˆn, ς
)
= Rn(ρˆn)Sn(λ)Yn − Rn(ρˆn)Xnβ. Then the
optimal two-step GMM estimator of ς0 is defined by ςˆn = arg minς g
′
2n
(
ρˆn, ς
)
Υng2n
(
ρˆn, ς
)
,
where Υn =
(
1
nQ
′
3nQ3n
)−1.20
As illustrated, the estimation approach in Kelejian and Prucha (1998), Kelejian and
Prucha (2010) and Drukker et al. (2012) is characterized by a sequential two-step GMM
estimation method.21 The sequential GMM estimation is motivated by computational sim-
plicity as the ML estimation involves significant computational burden for the large samples.
In addition, the Kelejian-Prucha methodology also does not involve the computation of the
inverse of the n×n matrix Sn in the GMM framework. A possible disadvantage of the two-
step GMM approach is that the resulting estimators may be inefficient relative to the joint
GMM estimator (one step GMM estimator) derived by using the complete set of moment
functions with an optimal weight matrix (Lee, 2007b, Lee and Liu, 2010b).22
1.4 Estimation Approach under Unknown Heteroskedasticity
In this section, we consider GMM and ML estimation of spatial autoregressive models with
heteroskedastic disturbances. In the first subsection, the necessary condition for the consis-
tency of the ML estimator is studied. The results show that the ML estimator of autore-
gressive parameters is generally inconsistent when heteroskedasticity is not incorporated
into estimation. The next subsection covers a robust GMM estimation method for a spatial
model with spatial dependence in the dependent variable and in the disturbance term. The
results indicate that the robust GMM estimator is consistent and asymptotically normally
distributed.
19For the explicit form of Ψˆn, see Arraiz et al. (2010). Note that ς˜n can be updated by using the weight
matrix In for an initial first step ρˆn.
20The estimator ςˆn has been called the feasible generalized spatial two-stage least squares (FGS2SLS)
estimator.
21For the description of the estimation steps, see Arraiz et al. (2010) and Drukker et al. (2012).
22For a different approach of the GMM estimation method, see Conley (1999).
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1.4.1 The Inconsistency of Maximum Likelihood Estimator
Lin and Lee (2010) show that the MLE is inconsistent for the case of an SARAR(1,0). In this
section, we show that the ML estimator is also inconsistent for the spatial model in (1.1) when
there is an unknown form of heteroskedasticity in the innovation terms. Let ζ = (θ′ , σ2)′
with θ = (ρ, λ, β′)′ . The log likelihood of the model in (1.1) under the assumption that
disturbances are i.i.d. N(0, σ20) is given by
lnLn(ζ) = −n
2
ln(2pi)− n
2
ln(σ2) + ln
∣∣Sn(λ)∣∣+ ln ∣∣Rn(ρ)∣∣ (1.2)
− 1
2σ2
[
Sn(λ)Yn −Xnβ
]′
R
′
n(ρ)Rn(ρ)
[
Sn(λ)Yn −Xnβ
]
.
For notational simplicity, let Rn(ρ)Xn = Xn(ρ), and Mn(ρ) = In − Pn(ρ), where Pn(ρ) =
Xn(ρ)
[
X
′
n(ρ)Xn(ρ)
]−1
X
′
n(ρ), and δ =
(
ρ, λ
)′
. Note thatX
′
n(ρ)Mn(ρ) = 0k×n andMn(ρ)Xn(ρ) =
0n×k. The solution of the first order conditions for β and σ2 yields the following ML esti-
mators.23
βˆn(δ) =
[
X
′
n(ρ)Xn(ρ)
]−1
X
′
n(ρ)Rn(ρ)Sn(λ)Yn (1.3a)
σˆ2n(δ) =
1
n
ε
′
n(θ)εn(θ) = Y
′
nS
′
n(λ)R
′
(ρ)Mn(ρ)Rn(ρ)Sn(λ)Yn. (1.3b)
For a given value of δ, the ML estimators βˆn(δ) and σˆ2n(δ) can be seen as OLS estimators from
the regression equation Rn(ρ)Sn(λ)Yn = Rn(ρ)Xnβ + εn. Substitution of Rn(ρ)Sn(λ)Yn =
Rn(ρ)Xnβ + εn into σˆ2n(δ) yields σˆ2n(δ) =
1
nε
′
nMn(ρ)εn.
For the asymptotic argument of this section, we modify Assumption 1.3.
Assumption 1.6. The exogenous variables matrix Xn is an n×k matrix consisting of con-
stant elements that are uniformly bounded. It has full column rank k. Moreover, limn→∞ 1nX
′
nXn
and limn→∞ 1nX
′
nR
′
n(ρ)Rn(ρ)Xn exist and are nonsingular for all values of ρ in Θ.
The compact parameter space contains ρ0 by Assumption 1.5, therefore the modified
assumption also requires a finite and nonsingular limit for the term 1nX
′
nR
′
nRnXn. With
this new assumption, orders of certain terms can be obtained via the asymptotic analysis
23The first order conditions from (1.2) are given in Appendix 1.7.2.
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given in Appendix 1.7.2. From (1.3b), we have
plim
n→∞
σˆ2n(δ0) = plim
n→∞
1
n
ε
′
nεn − plim
n→∞
1
n2
εnXn
(
1
n
X
′
nXn
)−1
X
′
nεn. (1.4)
The first term on the right hand side converges to 1n
∑n
i=1 σ
2
ni by Chebyshev Weak Law of
Large numbers. The second term vanishes in probability so that the average of variances of
the disturbance terms is asymptotically equivalent to σˆ2n(δ0), namely, σˆ2n(δ0) =
1
n
∑n
i=1 σ
2
ni+
op(1).24
The concentrated loglikelihood function is obtained by substituting βˆn(δ) and σˆ2n(δ) into
(1.2):
lnLn(δ) = −n
2
(
ln(2pi) + 1
)− n
2
ln(σˆ2n(δ)) + ln
∣∣Sn(λ)∣∣+ ln ∣∣Rn(ρ)∣∣. (1.5)
The MLE δˆn =
(
λˆn, ρˆn
)′
is the extremum estimator derived from the concentrated loglike-
lihood function. The first order conditions of the concentrated loglikelihood function with
respect to ρ and λ are given by
∂ lnLn(δ)
∂ρ
= − n
2σˆ2n(δ)
∂σˆ2n(δ)
∂ρ
− tr(Hn(ρ)), (1.6)
∂ lnLn(δ)
∂λ
= − n
2σˆ2n(δ)
∂σˆ2n(δ)
∂λ
− tr(Gn(λ)), (1.7)
where Gn(λ) = WnS−1n (λ) and Hn(ρ) = MnR−1n (ρ). The consistency of the MLE δˆn requires
that the first order conditions evaluated at the true parameter value δ0 converges in proba-
bility to zero i.e., plimn→∞
1
n
∂ lnLn(δ0)
∂δ = 0. This necessary condition for the consistency of
the ML estimator of δ0 is
1
n
∂ lnLn(δ0)
∂δ
=

1
n
∑n
i=1 Hn,iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
− 1n tr
(
Hn
)
+ op(1)
1
n
∑n
i=1Gn.iiσ2ni
1
n
∑n
i=1 σ
2
ni
− 1n tr
(
Gn
)
+ op(1)
 . (1.8)
Denote σ2 = 1n
∑n
i=1 σ
2
ni, H
∗
n =
1
n tr
(
Hn
)
= 1n
∑n
i=1Hn,ii, and G
∗
n =
1
n tr
(
Gn
)
= 1n
∑n
i=1Gn,ii
24For the asymptotic argument see Appendix 1.7.2.
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whereGn = RnGnR−1n . Then, (1.8) can be written in a more convenient form25
1
n
∂ lnLn(δ0)
∂δ
=

1
n
∑n
i=1
(
Hn,ii−H∗n
) (
σ2ni−σ
2
)
σ2
+ op(1)
1
n
∑n
i=1
(
Gn.ii−G
∗) (
σ2ni−σ
2
)
σ2
− 1n tr
(
Gn −Gn
)
+ op(1)

=

cov
(
Hn,ii, σ
2
ni
)
σ2
+ op(1)
cov
(
Gn,ii, σ2ni
)
σ2
+ op(1)
 , (1.9)
which shows that the ML estimators λˆn and ρˆn are inconsistent unless
cov
(
Hn,ii, σ
2
ni
)
σ2
= 0
and
cov
(
Gn,ii, σ2ni
)
σ2
= 0. The inconsistency of λˆn and ρˆn depends on the covariance between
variances of elements of the disturbance terms and diagonal elements of Hn and Gn. It is
obvious that when εn is homoskedastic, 1n
∂ lnLn(δ0)
∂δ is op(1) as σ
2
ni = σ
2 for i = 1, . . . , n. This
result also holds for the trivial case of ρ0 = λ0 = 0. Intuitively, the result in (1.9) indicates
that the concentrated loglikelihood function is not maximized at the true parameter vector
when disturbance terms have unknown heteroskedasticity.
The ML estimator of β0 in (1.3a) is also inconsistent, since it is a function of inconsistent
estimators λˆn and ρˆn. Explicitly,
βˆn(δˆn) = β0 +
(
λ0 − λˆn
)
Dn(ρˆn)X
′
nGnXnβ0 +
(
λ0 − λˆn
)(
ρ0 − ρˆn
)
Dn(ρˆn)X
′
nH
(s)
n GnXnβ0
+
(
λ0 − λˆn
)(
ρ0 − ρˆn
)2Dn(ρˆn)X′nH ′nHnGnXnβ0 + op(1), (1.10)
where Dn(ρˆn) =
[
X
′
n(ρˆn)Xn(ρˆn)
]−1.26 The above result shows that the asymptotic bias
of βˆn(δˆn) depends on weight matrices and the regressors matrix, and is not zero unless
autoregressive parameters are consistent. For the special case of λˆn = λ0 + op(1), the
inconsistency of ρˆn has no effect on the asymptotic bias of βˆn(δˆn), so that βˆn(δˆn) = β0+op(1).
For the spatial autoregressive model, where ρ0 = 0 in (1.1), the result in the second
row of (1.9) simplifies to 1n
∂ lnLn(λ0)
∂λ =
cov
(
Gn,ii, σ
2
ni
)
σ2
+ op(1) since Gn = Gn. The term
Dn(ρˆn)X
′
nGnXnβ0 in (1.10) simplifies to
(
X
′
nXn
)−1
X
′
GnXnβ0 so that βˆn(λˆn) = β0 +
(
λ0 −
25Note thatσ2 = 1
n
∑n
i=1 σ
2
ni is the average of the variance of the disturbance terms, and 1n tr
(
Gn−Gn
)
= 0.
26For the asymptotic argument, see Appendix 1.7.2.
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λˆn
)(
X
′
nXn
)−1
X
′
GnXnβ0 + op(1), which is the exact result stated in Lin and Lee (2010).
The concentrated loglikelihood function is nonlinear in δ, which makes it hard to make
any general conclusion about the asymptotic bias of the MLE δˆn = (λˆn, ρˆn)
′ . For the spatial
autoregressive model, Lin and Lee (2010) investigate the asymptotic bias of βˆn(λˆn) for a
case of group interactions, where Wn is assumed to be a block-diagonal matrix such that
each block has different number of units and each unit is equally affected by the other units.
Lin and Lee (2010) shows that when covariates are i.i.d with mean zero for all blocks, the
asymptotic bias of the intercept is larger than those of other coefficients, and the bias of all
coefficients are negatively related to the average block size.
The specification in (1.1) with λ0 = 0 is called the special error model (SEM or SARAR
(0,1)) in the literature (LeSage and Pace, 2009). For this model, the necessary condi-
tion for the consistency of the ML estimator of ρ0 is not satisfied, since the result in
the first row of (1.9) is generally not zero. The MLE of β0 for the SEM is given by
βˆn(ρ) = Dn(ρ)X
′
n(ρ)Rn(ρ)Yn for a given ρ, which is the OLS estimator from the artifi-
cial regression Rn(ρ)Yn = Rn(ρ)Xnβ + εn. Substituting Yn = Xnβ0 + R−1n εn into βˆn(ρ)
yields βˆn(ρ) = β0 + Dn(ρ)X
′
n(ρ)Rn(ρ)R
−1
n εn. Under Assumption 1.6, it can be shown that
βˆn(ρˆn) = β0 + op(1).27 This result indicates that under unknown form of heteroskedasticity,
the MLE βˆn(ρˆn) has no asymptotic bias, even when the MLE ρˆn is inconsistent.
The spatial model specification with β0 = 0 and ρ0 = 0 in (1.1) is known as the pure
spatial autoregressive model in the literature. The MLE estimator of λ0 for this kind of
model is also inconsistent under heteroskedastic disturbances. The first order condition of
the concentrated loglikelihood function of this model with respect to λ is 1n
∂ lnLn(λ0)
∂λ =
1
n
1
σˆ2n(λ)
Y
′
nW
′
nSn(λ)Yn − 1n tr
(
Gn(λ)
)
, where σˆ2n(λ) =
1
nε
′
n(λ)εn(λ) with εn(λ) = Sn(λ)Yn. At
λ0, σˆ2n(λ0) =
1
n
∑n
i=1 σ
2
ni + op(1). Then,
1
n
∂ lnLn(λ0)
∂λ =
cov
(
Gn,ii, σ
2
ni
)
σ2
+ op(1) by the same
asymptotic argument applied in the derivation of (1.9). This result is the same as with the
one obtained in Lin and Lee (2010) for the case of an SARAR(1,0).
In the special case, where the spatial weight matrices are the same and the true parameter
values λ0 and ρ0 are equal, the covariance terms in (1.9) are equal.28 In this special case,
27For the asymptotic argument, see Appendix 1.7.2.
28In this case,Wn = Mn and Rn = Sn so that Hn = WnS−1n = Gn andGn = SnGnS−1n = SnWnS−1n S−1n =
Gn.
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the result in (1.9) simplifies to 1n
∂ lnLn(δ0)
∂δ =
cov
(
Gn,ii, σ
2
ni
)
σ2
+ op(1), which is the necessary
condition stated in Lin and Lee (2010) for a spatial model with only a spatial lag in the
dependent variable. Despite this result, the asymptotic bias of the MLE βˆn(δˆn) will not
simplify to the one derived for a spatial model with a spatial lag in the dependent variable.
A natural question is that under what conditions the covariance terms in (1.9) are zero.
An obvious case is when bothGn and Hn have diagonal elements that are equal. Then, the
necessary condition for the consistency of λˆn and ρˆn is not violated, even if the disturbances
are heteroskedastic. As an example, consider a circular world weight matrix with equal
diagonal elements that relate each unit to the units in front and in back. In that case, both
Hn andGn have equal diagonal elements. Another case arises, when the weight matricesWn
and Mn are block-diagonal matrices with an identical submatrix in the diagonal blocks and
zeros elsewhere. This is a special case of group interactions example in Lee (2001a) where
all group sizes are equal and each neighbor of the same unit has equal weight.
In this section, we have shown that the ML estimators for autoregressive spatial mod-
els are generally inconsistent when heteroskedasticity is present in the disturbance terms.
Besides its computational burden, the consistency of ML estimator is not ensured.
1.4.2 Robust GMM Estimation of SARAR(1,1)
In this section, the robust GMM estimation method suggested by Lin and Lee (2010) is ex-
tended for the model in (1.1). For the estimation, we consider the set of population moment
functions gn(θ0) =
(
ε
′
nP1nεn, . . . , ε
′
nPmnεn, ε
′
nQn
)′
where Pjn ∈P2n for j = 1, . . . ,m. This
set defines the orthogonality conditions that are considered for the estimation. Throughout
this section, we assume that the model in (1.1) satisfies Assumptions 1.1–1.6. First, we
discuss the identification of the parameter vector θ0 in the GMM framework and state con-
ditions for the identification. Then, we determine the large sample properties of the robust
GMM estimator.29
The identification of parameters in a GMM framework requires limn→∞ 1nE
(
gn(θ0)
)
=
29The arguments provided here is general, and issues about the selection of paticular Pjn and Qn are
presented in the final part of Section 4.2.
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0.30 For any value of the parameter vector θ ∈ Θ, consider the expectation of the set of
moment functions in (1.11):
E
(
gn(θ)
)
=

E
(
ε
′
n(θ)P1nεn(θ)
)
E
(
ε
′
n(θ)P2nεn(θ)
)
...
E
(
ε
′
n(θ)Pmnεn(θ)
)
E
(
Q
′
nεn(θ)
)

. (1.11)
From (1.1), εn(θ) can be written in terms of the model parameters in the following way:
εn(θ) = Rn(ρ)Sn(λ)S
−1
n R
−1
n εn +Rn(ρ)
[
Sn(λ)S
−1
n Xnβ0 −Xnβ
]
= Kn(δ)K
−1
n εn +Rn(ρ)kn(ς), (1.12)
where Kn(δ) = Rn(ρ)Sn(λ), Kn = RnSn, kn(ς) =
[
Sn(λ)S
−1
n Xnβ0−Xnβ
]
, and ς =
(
λ, β
′)′
are introduced for notational simplicity. Substituting (1.12) into (1.11) and taking expecta-
tion yield
E(gn(θ)) =

k
′
n(ς)R
′
n(ρ)P1nRn(ρ)kn(ς) + tr
(
ΣnK
′−1
n K
′
n(δ)P1nKn(δ)K
−1
n
)
k
′
n(ς)R
′
n(ρ)P2nRn(ρ)kn(ς) + tr
(
ΣnK
′−1
n K
′
n(δ)P2nKn(δ)K
−1
n
)
...
k
′
n(ς)R
′
n(ρ)PmnRn(ρ)kn(ς) + tr
(
ΣnK
′−1
n K
′
n(δ)PmnKn(δ)K
−1
n
)
Q
′
nRn(ρ)kn(ς)

. (1.13)
where Σn = D
(
σ2ni, . . . , σ
2
nn
)
. The identification of the parameter vector θ0 can be verified
from E
(
gn(θ)
)
= 0, i.e., θ0 is identified if θ0 is the unique solution for E(gn(θ)) = 0. The
term Q′nRn(ρ)kn(ς) in (1.13) can be written more explicitly as
Q
′
nRn(ρ)kn(ς) = Q
′
nRn(ρ)
[
Xn, GnXnβ0
] [ β0 − β
λ0 − λ
]
= 0r×1. (1.14)
The unique solution of (1.14) is (β0, λ0) if the matrix,
[
(Q
′
nRn(ρ)Xn, Q
′
nRn(ρ)GnXnβ0
]
30See Lemma 2.3 in Newey and McFadden (1994).
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has full column rank k + 1 for each possible value of ρ ∈ Θ by the virtue of Lemma 1.1 of
Appendix 1.7.1. Since the linear IV matrix Qn has column rank greater than or equal to
k + 1, this rank condition is equivalent to the fact that the matrix
[
Xn, GnXnβ0
]
has full
column rank k + 1.
Under this rank condition, the remaining moment equations in E
(
gn(θ)
)
are for the
identification of ρ0. To this end, Kn(δ) is decomposed in the following way31
Kn(δ) = Rn(ρ)Sn(λ) = (Rn − (ρ− ρ0)Mn)(Sn − (λ− λ0)Wn)
= Kn + (ρ0 − ρ)MnSn + (λ0 − λ)RnWn + (ρ0 − ρ)(λ0 − λ)MnWn. (1.15)
Consider the terms with Pjn, k
′
n(ς)R
′
n(ρ)Rn(ρ)Pjnkn(ς) + tr
(
ΣnK
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n
)
.
Since β0 and λ0 are identified from the rank condition of the last moment equation, the first
term in the jth moment equation is zero and Kn(δ) term reduces to Kn +
(
ρ0 − ρ
)
MnSn.
The remaining term in the jth moment equation can be explicitly written as
tr
(
ΣnK
′−1
n K
′
(δ)PjnKn(δ)K
−1
n
)
=
(
ρ0 − ρ
)
tr
(
P
(s)
jn MnR
−1
n Σn
)
+
(
ρ0 − ρ
)2
tr
(
R
′−1
n M
′
nPjnMnR
−1
n Σn
)
= 0, (1.16)
where P (s)jn = Pjn + P
′
jn. There are two roots for ρ in (1.16). The first root is the true
parameter value ρ0, and the second root is
ρ = ρ0 +
tr
(
P
(s)
jn MnR
−1
n Σn
)
tr
(
R
′−1
n M
′
nPjnMnR
−1
n Σn
) . (1.17)
There are three cases in which ρ0 is the unique root. If tr
(
P
(s)
jn MnR
−1
n Σn
)
= 0 and the
denominator is not zero, then ρ0 is the unique root. If the numerator is not zero but the
denominator is zero, then the second root is not defined. In both cases, ρ0 is uniquely
identified. If there is more than one matrix for the quadratic moment equations, then there
is another case in which ρ0 can be uniquely identified. The condition for this case is that
the fraction in (1.17) must be different for each Pjn for j = 1, . . . ,m so that the second root
31Kn(δ) can be decomposed by using identities Sn(λ) = Sn−
(
λ−λ0
)
Wn and Rn(ρ) = Rn−
(
ρ− ρ0
)
Mn.
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does not exist,
tr
(
P
(s)
in MnR
−1
n Σn
)
tr
(
R
′−1
n M
′
nPinMnR
−1
n Σn
) 6= tr(P (s)jn MnR−1n Σn)
tr
(
R
′−1
n M
′
nPjnMnR
−1
n Σn
) for all i 6= j. (1.18)
When the rank condition for Q′nRn(ρ)kn(ς) = 0 fails then β0 and λ0 are not identified
separately from the last moment equation in E(gn(θ)). In this case, the column rank of the
matrix
[
Xn, GnXnβ0
]
is less than k + 1. This implies that there exists a constant vector v
such that Xnv = GnXnβ0. Using this relation in (1.14)
Q
′
nRn(ρ)kn(ς) = Q
′
nRn(ρ)
[
Xn(β − β0) +Xnv
(
λ− λ0
)]
= Q
′
nRn(ρ)Xn
[(
β − β0
)
+ v
(
λ− λ0
)]
= 0r×1. (1.19)
The regressors matrix Xn has full column rank k by Assumption 1.3. Thus, the matrix
Q
′
nRn(ρ)Xn in the above equation has full column rank k for each ρ ∈ Θ. This implies that
all solutions of (1.19) satisfies the relation β = β0 − v
(
λ − λ0
)
by virtue of Lemma 1.1 in
Appendix 1.7.1. This indicates that β0 and λ0 are not separately identified from this moment
equation and that only once λ0 is identified the identification of β0 will be feasible. The
remaining moment equations in (1.13) are functions of δ =
(
ρ, λ
)′
. Hence, these moment
functions may provide identification for the parameter vector δ0. In this case, these moment
equations are simplified to tr
(
ΣnK
′−1
n K
′
(δ)PjnKn(δ)K
−1
n
)
= 0 for j = 1, . . . ,m (since,
kn(ς) = Xn
[(
β − β0
)
+ v
(
λ− λ0
)]
= 0n×1 at β = β0 − v(λ− λ0)). Lee (2001b) makes the
observation that these remaining moment equations corresponds to the moment equations
of the following process:
Yn = λ0WnYn + un, un = ρ0Mnun + εn. (1.20)
For the above process, εn(θ) = Rn(ρ)Sn(λ)Yn = Rn(ρ)Sn(λ)
(
S−1n R−1n εn
)
= Kn(δ)K
−1
n εn.
Thus, for the jth quadratic moment E
(
ε
′
n(θ)Pjnεn(θ)
)
= tr
(
ΣnK
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n
)
.
Therefore, the identification of δ0 can be investigated from (1.20). When Mn = Wn, the
reduced form of (1.20) is Yn = (ρ0+λ0)WnYn−ρ0λ0W 2nYn+εn. The identification of δ0 is not
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possible from this process since λ0 and ρ0 can not be distinguished from each other (Anselin,
1988, p. 88). Thus, only under the condition that Mn 6= Wn, the identification issue can be
investigated from the equation tr
(
ΣnK
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n
)
= 0. This equation can be
explicitly written as
tr
(
ΣnK
′−1
n K
′
(δ)PjnKn(δ)K
−1
n
)
= tr
(
Σn
[
In +
(
ρ0 − ρ
)
MnSnK
−1
n +
(
λ0 − λ
)
RnWnK
−1
n
+
(
ρ0 − ρ
)(
λ0 − λ
)
MnWnK
−1
n
]′
Pjn
[
In +
(
ρ0 − ρ
)
MnSnK
−1
n +
(
λ0 − λ
)
RnWnK
−1
n
+
(
ρ0 − ρ
)(
λ0 − λ
)
MnWnK
−1
n
])
= 0. (1.21)
In order to simplify the notation, we introduce the following variables.
αρ,j = tr
(
ΣnP
(s)
jn Hn
)
αλ,j = tr
(
ΣnP
(s)
jnGn
)
αρ2,j = tr
(
ΣnH
′
nPjnHn
)
αλ2,j = tr
(
ΣnG
′
nPjnGn
)
αρλ,j = tr
(
ΣnP
(s)
jn HnGn + ΣnG
′
nP
(s)
jn Hn
)
αρ2λ,j = tr
(
ΣnG
′
nH
′
nP
(s)
jn Hn
)
αρλ2,j = tr
(
ΣnG
′
nH
′
nP
(s)
jnGn
)
αρ2λ2,j = tr
(
ΣnG
′
nH
′
nPjnHnGn
)
Using these variables, the equation (1.21) simplifies to
tr
(
ΣnK
′−1
n K
′
(δ)PjnKn(δ)K
−1
n
)
= αρ,j
(
ρ0 − ρ
)
+ αλ,j
(
λ0 − λ
)
+ αρ2,j
(
ρ0 − ρ
)2
+ αλ2,j
(
λ0 − λ
)2
+ αρλ,j
(
ρ0 − ρ
)(
λ0 − λ
)
+ αρ2λ,j
(
ρ0 − ρ
)2(
λ0 − λ
)
+ αρλ2,j
(
ρ0 − ρ
)(
λ0 − λ
)2
+ αρ2λ2,j
(
ρ0 − ρ
)2(
λ0 − λ
)2
= 0 for j = 1, . . . ,m. (1.22)
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The above system of equations can be written in matrix form in the following way

αρ,1 αρ,2 · · · αρ,m
αλ,1 αλ,2 · · · αλ,m
αρ2,1 αρ2,2 · · · αρ2,m
αλ2,1 αλ2,2 · · · αλ2,m
αρλ,1 αρλ,2 · · · αρλ,m
αρ2λ,1 αρ2λ,2 · · · αρ2λ,m
αρλ2,1 αρλ2,2 · · · αρλ2,m
αρ2λ2,1 αρ2λ2,2 · · · αρ2λ2,m

′
ρ0 − ρ
λ0 − λ(
ρ0 − ρ
)2(
λ0 − λ
)2(
ρ0 − ρ
)(
λ0 − λ
)
(
ρ0 − ρ
)2(
λ0 − λ
)
(
ρ0 − ρ
)(
λ0 − λ
)2(
ρ0 − ρ
)2(
λ0 − λ
)2

= 0. (1.23)
By Lemma 1.1 in Appendix 1.7.1, the system in (1.23) has a unique solution at δ0 if columns
of the above matrix do not have a linear combination with nonlinear non-zero constant
coefficients of the form
αρc1 + αλc2 + αρ2c
2
1 + αλ2c
2
2 + αρλc1c2 + αρ2λc
2
1c2 + αρλ2c1c
2
2 + αρ2λ2c
2
1c
2
2 = 0, (1.24)
where αs represent the column vectors of the above matrix and c1 and c2 are arbitrary
nonzero constant coefficients. With this condition, ρ0 and λ0 are uniquely identified from
the system in (1.23). Once λ0 is identified, the identification of β0 follows from the last
moment function in (1.13).
Assumption 1.7 summarizes conditions for the identification of the parameter vector
θ0 from the set of moment functions in gn(θ) for sufficient large n. The similarity of this
assumption with Assumption 1.5 in Liu et al. (2010) is revealing: the main difference is that
the identification conditions now involve covariance matrix Σn.32
Assumption 1.7. For the identification of the parameter vector θ0 ∈ Θ, one of the following
cases is assumed.
(1) (i) The limiting matrix limn→∞ 1nQ
′
nRn
[
Xn, GnXnβ0
]
has full column rank k + 1 for
each ρ ∈ Θ,
32See also the identification assumptions in Lee and Liu (2010b) and Lin and Lee (2010), which have a
similar structure.
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(ii) The limiting value limn→∞ 1n tr
(
P
(s)
jn HnΣn
) 6= 0 for some j, and the limiting vector
[
lim
n→∞
1
n
tr
(
P
(s)
1n HnΣn
)
, . . . , lim
n→∞
1
n
tr
(
P (s)mnHnΣn
)]′
is linearly independent of the limiting vector
[
lim
n→∞
1
n
tr
(
H
′
nP1nHnΣn
)
, · · · , lim
n→∞
1
n
tr
(
H
′
nPmnHnΣn
)]′
.
(2) (i) The limiting matrix limn→∞ 1nQ
′
nRnXn has full column rank k for each ρ ∈ Θ,
(ii) Wn 6= Mn,
(iii) The vector αs defined above do not have a linear combination with some nonlinear
non-zero constant coefficients c1 and c2 in the form of αρc1 + αλc2 + αρ2c21 + αλ2c
2
2 +
αρλc1c2 + αρ2λc
2
1c2 + αρλ2c1c
2
2 + αρ2λ2c
2
1c
2
2 = 0.
The first condition in case (1) ensures the identification of β0 and λ0 from the linear
moment function. The second condition in case (1) provides the identification for ρ0 from
the quadratic moment functions. In case (2), the quadratic moment functions ensures the
identification of ρ0 and λ0 under the condition of Wn 6= Mn. Once λ0 is identified, the
identification of β0 follows from the first condition in case (2).
Let Ωn = E
[
gn(θ0)g
′
n(θ0)
]
. By Lemma 1.2 in Appendix 1.7.1, we obtain the variance-
covariance matrix of the set of moment functions as
Ωn =

tr
(
ΣnP1n(P
′
1nΣn + ΣnP1n)
) · · · tr(ΣnP1n(P ′mnΣn + ΣnPmn)) 01×r
tr
(
ΣnP2n(P
′
1nΣn + ΣnP1n)
) · · · tr(ΣnP2n(P ′mnΣn + ΣnPmn)) 01×r
...
...
...
tr
(
ΣnPmn(P
′
1nΣn + ΣnP1n)
) · · · tr(ΣnPmn(P ′mnΣn + ΣnPmn)) 01×r
0r×1 · · · 0r×1 Q′nΣnQn

.
(1.25)
The variance-covariance matrix Ωn has the same structure as the one in Lin and Lee (2010).
Let Γn=−E
(
∂gn(θ0)
∂θ′
)
. A straightforward application of matrix calculus yields (1.26). Ele-
ments of Γn are functions of matrices that are uniformly bounded in absolute value in row
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and column sums so that the order of elements is either O(n) or O(1), which in turn implies
that 1nΓn is bounded.
Γn =

tr
(
ΣnH
′
nP
(s)
1n
)
tr
(
ΣnG
′
nP
(s)
1n
)
01×k
tr
(
ΣnH
′
nP
(s)
2n
)
tr
(
ΣnG
′
nP
(s)
2n
)
01×k
...
...
...
tr
(
ΣnH
′
nP
(s)
mn
)
tr
(
ΣnG
′
nP
(s)
mn
)
01×k
0r×1 Q
′
nRnGnXnβ0 Q
′
nRnXn

(1.26)
Let Ψ′nΨn be an arbitrary non-stochastic weighting matrix for the GMM objective function.
The weighting matrix plays the role of a metric by which the sample moment functions are
made as close as possible to zero. Assume that Ψn converges to a constant matrix Ψ0 that
has full rank, and limn→∞ 1nΨnΓn exists and has full rank (Hansen, 1982).
33 The following
proposition shows that the generic GMM estimator based on the set of moment functions
gn(θ0) =
(
ε
′
nP1nεn, . . . , ε
′
nPmnεn, ε
′
nQn
)′
with general Pjns and Qn is consistent and has an
asymptotic normal distribution.34
Proposition 1.1. Suppose Pjn ∈P2n for j = 1, . . . ,m and Qn is linear IV matrix. Under
Assumptions 1.1–1.7, the estimator θˆn derived from the objective function minθ∈Θ g
′
n(θ)Ψ
′
nΨngn(θ)
is a consistent robust GMM estimator (RGMME) of θ0. It has an asymptotic normal dis-
tribution, namely
√
n
(
θˆn − θ0
) d−→ N(0, Υ), (1.27)
where Υ = limn→∞
[
1
nΓ
′
nΨ
′
nΨn
1
nΓn
]−1
1
nΓ
′
nΨ
′
nΨn
1
nΩnΨ
′
nΨn
1
nΓn
[
1
nΓ
′
nΨ
′
nΨn
1
nΓn
]−1
.
The estimator in Proposition 1.1 is the generic GMM estimator considered in Hansen
(1982).35 The variance-covariance matrix of the RGMME of Proposition 1.1 is a function of
unknown terms Γn and Ωn. As usual, consistent estimates of these terms can be obtained
33For our case, matrices {Ψn} have dimensions equal or bigger than k+ 2. Let Qn be n× (k+ 1) linear IV
matrix. In that case, g : Rn×Rk+2 → Rm+k+1, where (m+k+1) is the number of orthogonality conditions.
Then, matrices {Ψn} are dimensioned (m + k + 1) × (m + k + 1). See Assumption 2.5 in Hansen (1982,
p.1033).
34The details of the proofs for all propositions are given in Appendix 1.7.3.
35The structure of the asymptotic variance-covariance matrix Υ is also generic and it has the same structure
with the one given in Theorem 3.1 of Hansen (1982, see p. 1042).
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from an initial consistent estimator of θ0. In the following proposition, consistent estimators
for Γn and Ωn are given.
Proposition 1.2. Let εˆni be the residual of the model based on consistent initial estimates
of θ0 and denote Σˆn = D
(
εˆ2n1, εˆ
2
n2, . . . , εˆ
2
nn
)
. Then, under the assumed regularity conditions,
(1) 1n Ωˆn − 1nΩn = op(1),
(2) 1n Γˆn − 1nΓn = op(1).
The proof of Proposition 1.2 utilizes the facts that quadratic moment matrices are uni-
formly bounded in absolute value in row and column sums and disturbance terms have
uniformly bounded fourth moments. These two properties ensure that the elements involv-
ing the trace operator in 1n Ωˆn and
1
n Γˆn converge in probability to the corresponding elements
of 1nΩn and
1
nΓn. The remaining element in
1
n Ωˆn is
1
nQ
′
nΣˆnQn. The asymptotic argument
for this term is in line with that of White (1980). Under certain regularity conditions, White
(1980) shows that 1nX
′
nΣˆnXn converges almost surely to
1
nX
′
nΣnXn, where εˆni is a consistent
estimate of εni.
In Proposition 1.1, the GMM estimator is derived from the objective function with an
arbitrary weighting matrix. It is clear that different choices of weighting matrices give rise
to GMM estimators with different asymptotic covariance matrices. The optimal estimator
is the one that has an asymptotic covariance matrix at least as small as that of any other
GMM estimator. Hansen (1982) shows that the optimal GMM estimator is based on the
weighting matrix Ψ′nΨn = Ω−1n . This matrix plays a prominent role for the optimal GMM
estimator under the following regularity condition.
Assumption 1.8. The limiting matrix limn→∞ 1nΩn exists and is nonsingular.
In (1.25), notice that the terms in Ωn are functions of matrices that are uniformly
bounded in absolute value in row and column sums. For example, a generic term is
tr
(
ΣnPin(P
′
jnΣn + ΣnPjn
)
which has an order of O(n). Therefore, 1nΩn is order of O(1)
which implies that 1nΩn is bounded. Proposition 1.2 yields a consistent estimator Ωˆn for this
optimal weighting matrix. The next proposition shows that the optimal GMM estimator
based on the weighting matrix Ωˆn is consistent and asymptotically normal.
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Proposition 1.3. Under Proposition 1.2 and Assumptions 1.1–1.8, the optimal robust GMM
estimator derived from minθ∈Θ g
′
n(θ)Ωˆ
−1
n gn(θ) has the asymptotic distribution given by
√
n
(
θˆo,n − θ0
) d−→ N(0, ( lim
n→∞
1
n
Γ
′
nΩ
−1
n Γn
)−1)
. (1.28)
An estimator of the asymptotic variance covariance matrix of
√
n
(
θˆo,n − θ0
)
is needed
to make asymptotically valid inferences and construct asymptotically correct confidence
regions. Proposition 1.2 guarantees that the consistent estimator for the asymptotic variance
covariance matrix in Proposition 1.3 is
(
1
n Γˆ
′
nΩˆ
−1
n Γˆn
)−1, where Γn and Ωn are evaluated at
θˆo,n.
The remaining issue is about the selection of Qn and the selection of the possible best
Pjns from the classP2n. The asymptotic variance-covariance matrix of the GMM estimator
depends on Pjns and Qn. By using the generalized Schwartz inequality, Lee (2001b) shows
that the best selection of Pjns from the class P2n are given by (i)
(
Hn − D(Hn)
)
and
(ii)
(
Gn − D(Gn
)
. With a similar argument, Lee (2003) shows that the best IV matrix is
Qn =
[
RnGnXnβ0, RnXn
]
. However, the arguments given in Lee (2001b, 2003) are based on
the assumption that the disturbance terms are i.i.d. In case of unknown heteroskedasticity,
the application of the generalized Schwartz inequality to the variance covariance matrix in
the equation (1.28) might not provide the best selection of Pjns and Qn, since it involves
unknown matrix Σn. Hence, Lin and Lee (2010) state that the consistently estimated
Pjns and Qn for the i.i.d. disturbances case may still be desirable. Therefore, the optimal
robust GMM estimator in Proposition 1.3 is considered with consistently estimated quadratic
moment matrices: (i)
(
Hn − D(Hn)
)
and (ii)
(
Gn − D(Gn)
)
and linear IV matrices Qn =[
RnGnXnβ0, RnXn
]
. An initial consistent estimator of θ0 can be obtained from an initial
GMM estimation with quadratic moment matrices (i) M ′nMn − D
(
M
′
nMn
)
, (ii) WnMn −
D
(
WnMn
)
, and linear moment matrix Qn =
[
MnWnXn, WnXn, Xn
]
.36
36For other candidates, see Section 5.
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1.5 Monte Carlo Experiments
1.5.1 Design
In order to study the finite sample properties of various robust and non-robust estimators,
we design an extensive Monte Carlo experiment. The specifications that are used to generate
1000 replications of each Monte Carlo experiment are described below. For three different
values of the sample size, n: 100, 500, and 1000, the data generating process follows from
the model in (1.1). There are three regressors and no intercept term such that Xn =(
xn,1, xn,2, xn,3
)
and β0 =
(
β10, β20, β30
)′, where xn,1, xn,2, and xn,3 are n× 1 independent
random vectors that are generated from a Normal(0, 1). We letWn = Mn and set β10 = 0.7,
β20 = 0.4 and β30 = 1.2 for all experiments. For the spatial autoregressive parameters
(λ0, ρ0), we employ combinations of D = (−0.8, −0.3, 0, 0.3, 0.8) to allow for weak and
strong spatial interactions. We consider two specifications for the innovation vector εn. To
generate the heteroskedastic errors, we follow Lin and Lee (2010) and consider small group
interactions structure for the spatial weight matrix (block diagonal weight matrix). For
each sample size n, we generate random groups where the size of each group is drawn from
Uniform(3, 20) distribution.37 For each group, if the group size is greater than 10, we set
the variance equal to the group size; otherwise we set the variance to the square of the
inverse of the group size. Lin and Lee (2010) also consider creating heteroskedastic errors
by simply letting them equal to inverse of the group sizes. We do not consider the latter case
in our experiments. This small group interaction scenario is similar to the one in the Monte
Carlo design of Kelejian and Prucha (2007), where they focus on a circular world in which
the first and the last one third of a sample observations have 5 neighbors in front and 5 in
back, while the middle third only has 1 neighbor in front and 1 in back. Figure 1.1 illustrates
weight matrices and variance processes for a sample of n = 100. As figure shows, Lin and
Lee (2010) small group interactions set-up yields a richer design for heteroskedasticity. We
let the i-th element of the innovation vector εn be εni = σniξni, where σni is the standard
error for the i-th observation and ξni’s are i.i.d. Normal(0, 1). Also, in order to evaluate
37The weight matrices are row normalized.
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each estimator’s relative performance under heteroskedasticity, we consider a corresponding
homoskedastic case in which disturbances εnis are i.i.d. Normal(0,σ20), where σ20 = 1.
Figure 1.1: Weight Matrices
(a) Small Group Interactions Scenario (b) Circular World
(c) Variance processes
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In all experiments, the following estimators are considered: (i) Gaussian maximum likeli-
hood estimator (MLE), (ii) Generalized spatial two-stage least squares estimator (GS2SLSE)
in Kelejian and Prucha (1998)38, (iii) Best two-stage least squares estimator (B2SLS) in Lee
(2003) with IV set Qn = (RˆnGˆnXnβˆn RˆnXn) based on initial estimates from the GS2SLSE,
and ρ0 is estimated by the MOM in Kelejian and Prucha (1998), (iv) Best generalized method
of moments estimator (BGMME) in Liu et al. (2010) based on initial estimates from the
GS2SLSE, (v) Robust generalized spatial two-stage least squares estimator (RGS2SLSE) in
Kelejian and Prucha (2010)39, (vi) Robust best two-stage least squares estimator (BR2SLSE)
in Lee (2003) with IV set Qn = (RˆnGˆnXnβˆn RˆnXn) based on initial estimates from the
RGS2LSE, and ρ0 is estimated by the GMME in Kelejian and Prucha (2010), (vii) Robust
generalized method of moment estimator of Proposition 1.3 (RGMME1) based on the initial
estimates from the RGS2SLSE, and (viii) Robust generalized method of moment estimator
of Proposition 1.3 (RGMME2) based on the initial estimates from the BR2SLSE.40
1.5.2 Simulation Results
In Tables 1.1–1.7, the empirical mean (mean), the bias (Bias), the empirical standard er-
ror (SD) and the root mean square error (RMSE) are reported for the estimates of each
parameter. We do not present the results for all 8 estimators and all 25 combinations of
(λ0, ρ0) due to space limitation.41 The focus will be on the MLE, the RGMME1, and the
RGMME2. In each table for these three estimators, the results for the homoskedastic and
heteroskedastic disturbances are presented next to each other for easy comparison. Before
we evaluate the results in each table, a couple of general points need to be stated. First,
as Arraiz et al. (2010) and Das et al. (2003) point out, if λ0 is large in absolute value, it
results in larger variances of the elements of the disturbance vector, which deteriorates the
estimation precision. Yet, at the same time, the variation in the explanatory variable WnYn
is also larger, which tends to improve the estimation precision. The net of these opposing
38In Kelejian and Prucha (1998), ρ0 is estimated by the method of moment, and δ0 = (β
′
0, λ0)
′
by the
GS2SLSE. For short, we call both estimators simply as the GS2SLSE.
39In Kelejian and Prucha (2010), ρ0 is estimated by the GMMmethod and δ0 = (β
′
0, λ0)
′
by the GS2SLSE.
For short, we call both estimators simply as the RGS2SLSE.
40Matlab routines for estimation are available on request.
41The experiments that are not presented here are available by request.
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effects determines the estimation precision. A similar argument applies to the magnitude
(in absolute value) of ρ0. Second, as expected regardless of variance structure of the distur-
bances, all estimators improve in terms of corresponding bias, SD, and RMSE as the sample
size increases. Third, for all sample sizes and non-zero combinations of (λ0, ρ0) the MLE
under heteroskedasticity is inconsistent and impose severe bias on all parameters. Fourth,
the results for the sample size of 100 for all estimators ought to be interpreted with caution.
We need to emphasize the fact that sample size of 100 is intentionally chosen to observe the
behavior of the estimators when the sample size is extremely small.42
Table 1.1 presents the results for the specification which employs a strong spatial de-
pendence in the dependent variable and a weak spatial dependence in the disturbances.
For n = 100, the MLE performs poorly even when the disturbances are homoskedastic. It
imposes significant bias on all parameters with much higher SDs, thus with much higher
RMSEs. On the other hand, both RGMMEs impose quite smaller bias on both λ0 and ρ0
relative to MLE, and almost no bias on β0 under both homoskedasticity and heteroskedas-
ticity. As the sample size increases, the RGMMEs improve faster relative to the MLE in
terms of the bias and the SD. For n = 500 and n = 1000, the RGMMEs under heterokedas-
ticity impose trivial bias on all parameters. The MLE imposes trivial bias on all parameters
under homoskedasticity only for n = 1000. Although the negative bias on both λ and ρ is
less now, it is still significant under heteroskedasticity. Also, the RGMMEs are as efficient
as the MLE for n = 1000 under homoskedasticity. Table 1.2 presents the results for the
specification which employs a weak spatial dependence both in the dependent variable and
the disturbances. We have similar findings in terms of biases, but all estimators are more
precise compared to Table 1.1, which confirms the first general point stated above. Under
heteroskedasticity, the MLE imposes significant bias on both λ0 and ρ0 regardless of the
sample size but surprisingly not on β0 for n = 500 and n = 1000. As expected, RGMMEs
perform better under heteroskedasticity for all samples sizes. For n = 500 and n = 1000
under homoskedasticity, all estimators impose small trivial bias on both λ0 and ρ0 and the
RGMMEs are as efficient as the MLE.
42Lin and Lee (2010) employ number of groups of 100 and 200, where the size of each group is drawn from
Uniform(3, 20) and rounded to the closest integer. This set up yields two intervals from which the sample
size is drawn: [300, 2000] and [600, 4000]. Arraiz et al. (2010) choose sample sizes of 486 and 945.
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Table 1.3 presents the results for the specification in which there is no special dependence
in both the dependent variable and the disturbances. For this case, our large sample result
for the MLE suggests that the necessary condition for the consistency of autoregressive
parameters is not violated. That is, the case of ρ0 = λ0 = 0 implies 1n
∂ lnLn(δ0)
∂δ = op(1)
even if the innovation terms are heteroskedastic. These observation also suggest that the
MLE of the parameters of the exogenous variable is also consistent. For n = 100, the
MLE has significant biases, but as n increases both the biases and the RMSEs decreases
significantly. This pattern is consistent with the aforementioned large sample results. For
n = 1000 under heteroskedasticity, the MLE imposes trivial bias on all parameters and is as
precise as the RGMMEs except for ρ0. The RGMMEs perform as good as the MLE under
homoskedasticity for all samples sizes.
Table 1.4 presents the results for the specification which employs a weak spatial de-
pendence in the dependent variable and a strong special dependence in the disturbances.
For n = 100, the RGMMEs relatively perform better than the MLE especially under het-
eroskedasticity as expected. The MLE with hetereoskedastic disturbances seems to be in-
consistent and imposes significant bias on all parameters with larger SDs and RMSEs, and
it does not improve in the larger samples. Under homoskedasticity, all estimators impose
trivial biases in the larger samples and the RGMMEs are as efficient as the MLE.
Table 1.5 presents the results for the specification which employs a strong spatial depen-
dence in the dependent variable and a weak special dependence in the disturbance terms. For
all sample sizes under homoskedasticity, all estimators result in trivial bias on all parameters.
Under heteroskedasticity, the MLE imposes significant bias on all parameters especially on
ρ0 for n = 100. However, as the sample size increases the MLE improves and surprisingly
imposes a small bias on all parameters. The RGMMEs are robust to heteroskedasticity and
do not seem to be affected by the sample size. Under homoskedasticity, the RGMMEs are
again as efficient as the MLE.
Overall, significant biases and high RMSEs for the MLE in the heteroskedastic case are
suggesting inconsistency. The results in Tables 1.1–1.5 indicate that the relative size of the
bias and the RMSE for the MLE depends on the true values of autoregressive parameters.
Since the concentrated loglikelihood function is nonlinear in these parameter, it is hard to
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make any general conclusion about the asymptotic biases of these parameters. However, as
seen in Tables 1.1–1.5, when the true values of the autoregressive parameters are large, the
MLE imposes larger biases in general. As a result, in Table 1.1 and Table 1.5, the biases
and RMSEs of the MLE of λ0 is higher than that of the MLE of ρ0, and this situation is
in the reverse direction in Table 1.4. The results in Tables 1.1–1.5 indicate that the biases
of the MLE of β10, β20 and β30 is higher in general when the biases of the autoregressive
parameters are higher under heteroskedastic cases.
We compare the performance of the RGMME1 with other estimators suggested in the
literature. We only present the estimation results for n = 500 and n = 1000 and for only two
combinations of (λ0, ρ0) due to space limitation. Tables 1.6 and 1.7 present the estimation
results for both homoskedastic and heteroskedastic cases. For the homoskedastic case, all
estimators perform better and are almost unbiased. The estimation results for the GS2SLSE
and the B2SLSE indicates small biases for all parameters under homoskedasticity in both
tables. In particular, the RMSEs of the GS2SLSE and the B2SLSE for λ0 β10, β20 and β30
are almost identical, which suggest that the set of linear instruments suggested in Kelejian
and Prucha (1998) provides a reasonable approximation to the optimal instruments. The
same pattern repeats itself in the comparison of the RGS2SLSE and the RB2SLSE for the
biases and RMSEs under homoskedasticity. This results confirm the conclusion that the
efficiency gain based on the set of the optimal instruments in Lee (2003) is limited (Das
et al., 2003).
As expected, the GS2SLSE and B2SLSE impose significant biases on ρ0 under het-
eroskedastic cases. As stated, the GS2SLSE of ρ0 is inconsistent as the orthogonality condi-
tions of moments in Kelejian and Prucha (1998) do not hold in the presence of heterokedastic
disturbances. The results in Tables 1.6 and 1.7 for the GS2SLSE and the B2SLSE of ρ0 are
consistent with this asymptotic argument. The estimation approach in Kelejian and Prucha
(1998) is a two-step GMM estimation method as a result of which the inconsistency of the
estimator of ρ0 affects the estimates of other parameters.
Overall, the estimation results in Tables 1.6 and 1.7 indicate that the GS2SLSE, the
MLE, the B2SLSE and the BGMME are inconsistent under heteroskedasticity. Finally, the
performance of the RGS2LSE and the RB2SLSE is compared with that of the RGMME1
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under heteroskedasticity. In Table 1.6, both RGS2LSE and RB2SLSE impose significant
biases on the autoregressive parameters. In Table 1.7, both RGS2LSE and RB2SLSE impose
small biases on the autoregressive parameters and they are as efficient as RGMME1.
In general, our Monte Carlo results are consistent with our analytical large-sample re-
sults: the RGMME of Proposition 1.3 is consistent and the MLE of spatial autoregressive
parameters is generally inconsistent when there is heteroskedasticity in the model.
1.6 Conclusion
Heteroskedasticity of unknown form has important consequences for the estimation of spatial
econometric models. Asymptotic properties of estimators for spatial models are significantly
affected in the presence of unknown heteroskedasticity. Therefore, heteroskedasticity should
be accounted in the design of any estimation approach.
If heteroskedasticity is not accounted in estimation, the ML estimator for spatial au-
toregressive models (including the SAR model, the Kelejian-Prucha model, and the SEM) is
generally inconsistent. We show that the probability limit of derivative of the concentrated
loglikelihood function evaluated at the true parameter vector is generally not zero for the
spatial autoregressive models—the concentrated loglikelihood function is not maximized at
the true parameter vector. This necessary condition for the consistency of the ML estimator
of the autoregressive parameters depends on the structure of the spatial weight matrices. We
also show that the ML estimator of the parameters of the exogenous variable in the SAR and
the Kelejian-Prucha model is inconsistent, and we state the expressions of the corresponding
asymptotic biases. For the SEM, we show that the MLE of the parameters of the exogenous
variable is consistent, despite the fact that the MLE of the autoregressive parameter of the
spatial lag of the disturbance terms is inconsistent. Thus, besides its computational burden,
the consistency of ML estimators for the autoregressive spatial models is not ensured in the
presence of unknown form of heteroskedasticity.
In GMM estimation framework, heteroskedasticity of unknown form can be incorporated
into estimation through formation of the moment functions. We extend the robust GMM
approach in Lin and Lee (2010) for the spatial model that has a spatial lag both in the de-
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pendent variable and the disturbance term. For the GMM estimator, the quadratic moment
matrices are constructed from the spatial weight matrices in the way that the orthogonality
conditions of the quadratic moment functions are not violated under the unknown form of
heteroskedasticity. These quadratic moment functions are combined with the linear mo-
ment function for the GMM estimation. In particular, we show that the robust GMME is
consistent and has a properly centered asymptotic normal distribution.
The small sample properties of the RGMM estimator along with the ML and other
estimators are studied. In general, our Monte Carlo results are consistent with our ana-
lytical large-sample results, namely that the RGMME of Proposition 1.3 is consistent, and
the ML estimator of autoregressive parameters of spatial models is generally inconsistent
when there is unknown form of heteroskedasticity in the model. The RGMME of Propo-
sition 1.3 has desirable finite sample properties under both cases of heteroskedasticity and
homoskedasticity.
As Monte Carlo experiments clearly indicate, researchers ought to be careful in inter-
preting the estimation results if the sample size is smaller than 500 and heteroskedastic
errors might be present. The MLE clearly performs very poorly under these circumstances
regardless of heteroskedasticity. It is quite convenient for researchers to estimate spatial
econometric models with spatial dependence both in the dependent variable and the distur-
bance term via ML method, as the spatial econometrics toolbox by James LeSage provides
the routine. However, in our opinion a more rigorous approach is (i) to estimate the model
with the RGMMEs for the sample sizes less than 500, and (ii) to estimate the model with the
RGMMEs along with the MLE for the larger samples to compare the parameter estimates.
35
1.7 Appendix
1.7.1 Some Useful Lemmas
Lemma 1.1. Let A ∈ Rm×n be matrix of coefficients and x ∈ Rn be vector of unknowns.
Consider the homogeneous equation Ax = 0. Then,
(1) There always exists a solution of Ax = 0.
(2) If rank(A) < n, then infinitely many solutions exist.
(3) Ax = 0 has only the trivial solution x = 0 if and only if rank(A)=n.
Proof. (1) Obviously, x = 0 satisfies the equation. This solution is the trivial one.
(2) First, we will show that there exist a non-trivial solution when rank(A) < n. Let
a1, a2, . . . , an be the column vectors of A. If rank(A) < n, then columns of A are lin-
early dependent. There exist real number x1, x2, . . . , xn (not all zero) such that a1x1 +
a2x2+, . . . , anxn = 0. This implies that x = (x1, x2, . . . , xn)
′ satisfies Ax = 0. Therefore
there exist a nontrivial solution x. Secondly, we will show that there exist infinitely many
solution when rank(A) < n. Let x 6= 0 be the non-trivial solution, then cx is also a solution
for any c ∈ R.
(3) Assume that rank(A)=n. Consider the column and the null space (or kernel) of A.
In set notation, col(A) = {y ∈ Rm : y = Ax for some x ∈ Rn} and ker(A) = {x ∈ Rn : Ax =
0}. It can be shown that the sum of the dimension of col(A) and the dimension of ker(A) is
n.43 That is, dim(col(A)) + dim(ker(A)) = n. Since dim(col(A)) = rank(A), the dimension
of the kernel is n−rank(A). When rank(A) = n, the dimension of the kernel is zero. This
means that there are no linearly independent vectors satisfying Ax = 0. Thus, x = 0 is the
only element of ker(A). On the other hand, if x = 0 is the only solution of Ax = 0, then
the columns of A are linearly independent, which implies rank(A) = n.
Lemma 1.2. Let An, Bn and Cn be n× n matrices with ijth elements respectively denoted
by an,ij, bn,ij and cn,ij. Assume that An and Bn have zero diagonal elements, and Cn has
43For a proof see Exercise 4.4 in Abadir and Magnus (2005, page 77).
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uniformly bounded row and column sums in absolute value. Let qn be n × 1 vector with
uniformly bounded elements in absolute value. Assume that εn satisfies Assumption 1.1 with
covariance matrix denoted by Σn=D(σ2n1, . . . , σ
2
nn). Then,
(1) E(ε
′
nAnεn · ε
′
nBnεn) =
n∑
i=1
n∑
j=1
an,ij(bn,ij + bn,ji)σ
2
niσ
2
nj
= tr
(
ΣnAn(B
′
nΣn + ΣnBn)
)
whereΣn = D(σ
2
n1, . . . , σ
2
nn).
(2) E(εnCnε)
2 =
n∑
i=1
c2n,ii
[
E(ε4ni)− 3σ4ni
]
+ (
n∑
i=1
cn,iiσ
2
ni)
2 +
n∑
i=1
n∑
j=1
cn,ij(cn,ij + cn,ji)σ
2
niσ
2
nj
=
n∑
i=1
c2n,ii
[
E(ε4ni)− 3σ4ni
]
+ tr2(ΣnCn) + tr(ΣnCnC
′
nΣn + ΣnCnΣnCn),
(3) var(εnCnε) =
n∑
i=1
c2n,ii
[
E(ε4ni)− 3σ4ni
]
+
n∑
i=1
n∑
j=1
cn,ij(cn,ij + cn,ji)σ
2
niσ
2
nj
=
n∑
i=1
c2n,ii
[
E(ε4ni)− 3σ4ni
]
+ tr(ΣnCnC
′
nΣn + ΣnCnΣnCn).
(4) E(ε
′
nCnεn) = O(n), var(ε
′
nCnεn) = O(n), ε
′
nCnεn = Op(n).
(5) E(Cnεn) = 0, var(Cnεn) = O(n), Cnεn = Op(n), var(q
′
nCnεn) = O(n), q
′
nCnεn = Op(n).
Proof. For (1), (2) and (3) see Lin and Lee (2010). For the rest of proof, let c1, c2, c3, c4
and m be positive constant real numbers.
(4) E(ε′nCnεn) = tr(CnE(ε
′
nεn)) = tr(CnΣn) =
∑n
i=1 cn,iiσ
2
ni. By hypothesis and As-
sumption 1.1, cn,iis and σ2nis are uniformly bounded. Then, E(ε
′
nCnεn) = O(n). The order of
var(εnCnεn) can be obtained from (3). The first term in (3) is
∑n
i=1 c
2
n,ii
[
E(ε4ni)− 3σ4ni
]
=
O(n), since σ2ni, E(ε
4
ni) and cn,ii are uniformly bounded ∀i. The second term in (3) is
tr(ΣnCnC
′
nΣn + ΣnCnΣnCn) = O(n), since ΣnCnC
′
nΣn and ΣnCnΣnCn are uniformly
bounded in both row and column sums. Thus, var(εnCnεn) = O(n). The next result
can be obtained by Markov’s inequality: P (|ε′nCnεn| > m) ≤ 1mE(ε
′
nCnεn) =
1
mO(n) and
hence, ε′nCnεn = Op(n).
(5) By Assumption 1.1, E(Cnεn) = 0 and var(Cnεn) = CnΣnC
′
n =
∑n
i=1 σ
2
nicn,ic
′
n,i,
where cn,i is the ith column of Cn. By hypothesis and Assumption 1.1, there are constants c1
and c2 such that |σ2ni| ≤ c1 and ||cn,i|| ≤ c2 ∀i, n. Hence, ||
∑n
i=1 σ
2
nicn,ic
′
n,i|| ≤
∑n
i=1 |σ2ni| ×
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||cn,i||2 ≤ nc1c22 = O(n). The next result follows from Chebyshev’s inequality: P (||Cnεn −
E(Cnεn)|| > m) ≤ 1m2var(Cnεn) = 1m2O(n). Hence, Cnεn = Op(n). Next, var(q
′
nCnεn) =
q
′
nCnΣnC
′
nqn =
∑n
i=1 σ
2
nik
2
ni, where kni is the ith element of q
′
nCn. By hypothesis, there
are constants c3 and c4 such that |qni| ≤ c3 and |
∑n
j=1 cn,ji| ≤ c4 ∀i, n. Then, |kni| =
|∑nj=1 qnjcn,ji| ≤ c3c4 ∀i, n. Thus, var(q′nCnεn) = ∑ni=1 σ2nik2ni ≤ nc1(c3c4)2 = O(n).
The last result follows from Chebyshev’s inequality: P (|q′nCnεn − E(q
′
nCnεn)| > m) ≤
1
m2
var(q
′
nCnεn) =
1
m2
O(n) and hence, q′nCnεn = Op(n).
Lemma 1.3. Assume that n × k matrix Xn has uniformly bounded elements in absolute
value, and limn→∞ 1nX
′
nR
′
nRnXn exits and is nonsingular. Let Mn be given by (In − Pn),
where Pn = RnXn(X
′
nR
′
nRnXn)
−1X ′nR
′
n. Assume that εn satisfies Assumption 1.1 with
covariance matrix denoted by Σn=D(σ2n1, . . . , σ
2
nn). Then,
(1) Mn and Pn are uniformly bounded in absolute value in both row and column sums.
(2) var(Pnεn) = O(
1
n
), Pnεn = op(1), var(εnPnεn) = O(
1
n
), εnPnεn = Op(1).
(3) Elements of Pn are O(
1
n
).
Proof. (1) Let Kn = ( 1nX
′
nR
′
nRnXn)
−1. By hypothesis, Kn has finite limit so that there
exist constant c1 such that |kn,ij | ≤ c1 for all i, j and n, where kn,ij is the (i, j)th element
of Kn. Let Xn = RnXn. Elements of Xn are uniformly bounded since both Xn and Rn
are uniformly bounded in absolute value in row and column sums. Denote (i,j)th element
of Xn by xn.ij , then there exists a constant c2 such that |xn,ij | ≤ c2 for all i, j and n.
Then, Pn = 1nXn(
1
nX
′
nR
′
nRnXn)
−1X
′
n =
1
nXnKnX
′
n =
1
n
∑k
s=1
∑k
r=1 kn,srxn,sx
′
n,r, where xn,r
and xn,s are respectively the rth and the sth columns of Xn. Denote (i,j)th element of Pn
by pn,ij , then
∑n
j=1 |pn,ij | = 1n
∑n
j=1 |
∑k
s=1
∑k
r=1 kn,rsxn,isx
′
n,jr| ≤ k2c1c22 for all i and n.
Likewise,
∑n
i=1 |pn,ij | = 1n
∑n
i=1 |
∑k
s=1
∑k
r=1 kn,rsxn,isx
′
n,jr| ≤ k2c1c22 for all j and n. These
results show that Pn is uniformly bounded in absolute value in row and column sums, which
implies that Mn = (In−Pn) is also uniformly bounded in absolute value in row and column
sums. (2) These results directly follow from Lemma 1.2 (4) and Lemma 1.2 (5). (3) The
(i,j)th element of Pn is |pn,ij | = 1n |
∑k
s=1
∑k
r=1 kn,rsxn,isx
′
n,jr| ≤ k
2c1c22
n = O(
1
n).
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1.7.2 The Inconsistency of the ML Estimator
The first order conditions of the loglikelihood function with respect to β and σ2 are
∂ lnLn(ζ)
∂β
=
1
σ2
X
′
nR
′
n(ρ)Rn(ρ)
[
Sn(λ)Yn −Xnβ
]
, (1.29a)
∂ lnLn(ζ)
∂σ2
=
−n
2σ2
+
1
2σ4
ε
′
n(θ)εn(θ). (1.29b)
The solutions of the above first order conditions yield the ML estimators for β and σ2:
βˆn(δ) =
[
X
′
n(ρ)Xn(ρ)
]−1
X
′
n(ρ)Rn(ρ)Sn(λ)Yn, (1.30a)
σˆ2n(δ) =
1
n
ε
′
n(θ)εn(θ). (1.30b)
where, Xn(ρ) = Rn(ρ)Xn and εn(θ) = Rn(ρ)
[
Sn(λ)Yn − Xnβˆn(δ)
]
. Explicitly, the MLE
σˆ2n(δ) can be written as
σˆ2n(δ) =
1
n
Y
′
nS
′
n(λ)R
′
n(ρ)Mn(ρ)Rn(ρ)Sn(λ)Yn, (1.31)
where Mn(ρ) = (In − Pn(ρ)) with Pn(ρ) = Xn(ρ)
(
X
′
n(ρ)Xn(ρ)
)−1
X
′
n(ρ) is a projection
type matrix. Note that X
′
n(ρ)Mn(ρ) = 0k×n and Mn(ρ)Xn(ρ) = 0n×k. Substitution of
Rn(ρ)Sn(λ)Yn = Rn(ρ)Xnβn + εn into σˆ2n(δ) yields σˆ2n(δ) =
1
nε
′
nMn(ρ)εn.
At δ0, the probability limit of σˆ2n(δ0) is
plim
n→∞
σˆ2n(δ0) = plim
n→∞
1
n
ε
′
nεn − plim
n→∞
1
n2
εnXn[
1
n
X
′
nXn]
−1X
′
nεn. (1.32)
The first term on the right hand side converges to 1n
∑n
i=1 σ
2
ni by Chebyshev Weak Law of
Large numbers. The second term vanishes by the virtue of Lemma 1.2 (4) and Lemma 1.3.
Therefore, we have
σˆ2n(δ0) =
1
n
n∑
i=1
σ2ni + op(1). (1.33)
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Concentrating out β and σ2 from the loglikelihood function yield
lnLn(δ) = −n
2
(ln(2pi) + 1)− n
2
ln σˆ2n(δ) + ln |Sn(λ)|+ ln |Rn(ρ)| . (1.34)
For the first order conditions with respect to ρ and λ, the partial derivatives ∂σˆ
2
n(δ)
∂ρ and
∂σˆ2n(δ)
∂λ are required. These terms are given by
∂σˆ2n(δ)
∂ρ
= − 2
n
Y
′
nS
′
n(λ)R
′
n(ρ)Mn(ρ)MnSn(λ)Yn (1.35)
+
2
n
Y
′
nS
′
n(λ)R
′
n(ρ)Pn(ρ)H
′
n(ρ)Mn(ρ)Rn(ρ)Sn(λ)Yn
∂σˆ2n(δ)
∂λ
= − 2
n
Y
′
nS
′
n(λ)R
′
n(ρ)Mn(ρ)Rn(ρ)WnYn. (1.36)
The first order conditions of the concentrated loglikelihood function with respect to ρ and
λ are given by
∂ lnLn(δ)
∂ρ
= − n
2σˆ2n(δ)
∂σˆ2n(δ)
∂ρ
− tr(Hn(ρ)), (1.37a)
∂ lnLn(δ)
∂λ
= − n
2σˆ2n(δ)
∂σˆ2n(δ)
∂λ
− tr(Gn(λ)), (1.37b)
where Gn(λ) = WnS−1n (λ) and Hn(ρ) = MnR−1n (ρ). For the consistency of the ML esti-
mators λˆn and ρˆn, the necessary condition is plimn→∞
1
n
∂ lnLn(δ0)
∂δ = 0. More explicitly, the
probability limit of the following equation must be zero:
1
n
∂ lnLn(δ0)
∂δ
=

1
n
(
− n2
n
ε′nMnεn
∂σˆ2n(δ0)
∂ρ
)
− 1n tr
(
Hn
)
1
n
(
− n2
n
ε′nMnεn
∂σˆ2n(δ0)
∂λ
)
− 1n tr
(
Gn
)
 . (1.38)
The probability limit of ∂σˆ
2
n(δ0)
∂ρ and
∂σˆ2n(δ0)
∂λ are required for the above equation, which can
be found by using the derivative expressions in (1.35) and (1.36).
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The probability limit of the first term in the first row of (1.38) can be written as
plim
n→∞
1
n
(
− n2
nε
′
nMnεn
∂σˆ2n(δ0)
∂ρ
)
= plim
n→∞
1
nY
′
nS
′
nR
′
nMnMnSnYn
1
nε
′
nMnεn
(1.39)
− plim
n→∞
1
nY
′
nS
′
nR
′
nPnH
′
nMnRnSnYn
1
nε
′
nMnεn
.
Each term is handled separately below by using equalities RnSnYn = RnXnβ0 + εn and
SnYn = Xnβ0 +R
−1
n εn. Note thatX
′
nMn = 0k×n and MnXn = 0n×k. The first term on the
r.h.s. of (1.39) can be written as plimn→∞
1
n
Y
′
nS
′
nR
′
nMnMnSnYn
1
n
ε′nMnεn
= plimn→∞
1
n
ε
′
nMnMnXnβ0
1
n
ε′nMnεn
+
plimn→∞
1
n
ε
′
nMnMnR
−1
n εn
1
n
ε′nMnεn
. Substitution of Mn =
(
In −Xn[X
′
nXn]
−1X
′
n
)
into r.h.s. yields
plim
n→∞
1
nY
′
nS
′
nR
′
nMnMnSnYn
1
nε
′
nMnεn
= plim
n→∞
1
nε
′
nHnεn
1
nε
′
nMnεn
+ plim
n→∞
1
nε
′
nMnMnXnβ0
1
nε
′
nMnεn
− plim
n→∞
1
n2
ε
′
nXn[
1
nX
′
nXn]
−1X
′
nMnR
−1
n εn
1
nε
′
nMnεn
. (1.40)
By Lemma 1.2 (5) and (1.33), the second term on the r.h.s of (1.40) vanishes. The third
term vanishes by Lemma 1.2 (4) and (1.33). The probability limit of the first term on
the r.h.s. of (1.40) can be found by Chebyshev inequality. By Lemma 1.2 (4), the vari-
ance of the term 1nε
′
nHnεn is O(
1
n) = o(1). Hence, plimn→∞
(
1
nε
′
nHnεn − E( 1nε
′
nHnεn)
)
=
plimn→∞
(
1
nε
′
nHnεn− 1n
∑n
i=1Hn,iiσ
2
ni
)
= 0. Combining this result with the result in (1.33),
we get
plim
n→∞
(
1
nY
′
nS
′
nR
′
nMnMnSnYn
1
nε
′
nMnεn
−
1
n
∑n
i=1Hn,iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
)
= 0. (1.41)
Now, we return to the second term on the r.h.s of (1.39): plimn→∞
1
n
Y
′
nS
′
nR
′
nPnH
′
nMnRnSnYn
1
n
ε′nMnεn
=
plimn→∞
1
n
(Xnβ0)
′PnM
′
nMnεn
1
n
ε′nMnεn
+plimn→∞
1
n
ε
′
nXn[X
′
nXn]−1X
′
nH
′
nMnεn
1
n
ε′nMnεn
. The first term on the r.h.s.
converges in probability to zero by Lemma 1.2 (5) and (1.33). The second term on the r.h.s.
converge in probability to zero by the virtue of Lemma 1.2 (4), (1.33) and Lemma 1.3.
Hence,
plim
n→∞
(
1
n
(
− n2
nε
′
nMnεn
∂σˆ2n(δ0)
∂ρ
)
−
1
n
∑n
i=1Hn,iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
)
= 0. (1.42)
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Now, we evaluate the probability limit of the expression in the second row of (1.38):
plim
n→∞
1
n
(− n2
nε
′
nMn(ρ0)εn
∂σˆ2n(δ0)
∂λ
)
= plim
n→∞
1
nε
′
nMnRnGnR−1n εn
1
nε
′
nMnεn
+ plim
n→∞
1
nε
′
nMnRnGnXnβ0
1
nε
′
nMnεn
+ plim
n→∞
1
nβ
′
0X
′
nR
′
nMnRnGnXnβ0
1
nε
′
nMnεn
+ plim
n→∞
1
nβ
′
0X
′
nR
′
nMnRnGnR−1n εn
1
nε
′
nMnεn
. (1.43)
The first term on the r.h.s. of (1.43) is handled separately later. First, the third and the
fourth term on the r.h.s. are zero since X ′nR
′
nMn =X
′
nMn = 0k×n. The second term on the
r.h.s. vanishes in probability, since
plim
n→∞
1
nε
′
nMnRnGnXnβ0
1
nε
′
nMnεn
= plim
n→∞
1
nε
′
nRnGnXnβ0
1
nε
′
nMnεn
− plim
n→∞
1
n2
ε
′
nXn[
1
nX
′
nXn]
−1X
′
nRnGnXnβ0
1
nε
′
nMnεn
.
(1.44)
The numerators on the r.h.s. of (1.44) converge in probability to zero by Lemma 1.2 (5)
and Lemma 1.3, and the term in the denominator converges to 1n
∑n
i=1 σ
2
ni as shown in
(1.33). The overall result is zero since 1n
∑n
i=1 σ
2
ni is uniformly bounded for all n and i by
Assumption 1.1. As for the first term on the r.h.s. of (1.43), letGn = RnGnR−1n . Then,
plim
n→∞
1
nε
′
nMnGnεn
1
nε
′
nMnεn
= plim
n→∞
1
nεnGnεn
1
nε
′
nMnεn
− plim
n→∞
1
nεnXn[X
′
nXn]
−1X
′
nGnεn
1
nε
′
nMnεn
. (1.45)
The numerator of the last term on the r.h.s. of (1.45) is Op( 1n) by Lemma 1.2 (4) and
Lemma 1.3. Hence, as n goes to infinity the numerator converges in probability to zero.
The denominator converges to the uniformly bounded sum in (1.33). Hence, this term
vanishes. Now, we can return to the first term on the r.h.s. of (1.45). By Lemma 1.2
(4), the variance of 1nε
′
nGnεn is O(
1
n) = o(1). Then, Chebyshev inequality implies that
plimn→∞
(
1
nε
′
nGnεn−E( 1nε
′
nGnεn)
)
= plimn→∞
(
1
nε
′
nGnεn− 1n
∑n
i=1Gn.iiσ
2
ni
)
= 0. Therefore,
plim
n→∞
( 1
nεnGnεn
1
nε
′
nMnεn
−
1
n
∑n
i=1Gn.iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
)
= 0. (1.46)
These results imply that the probability limit in (1.43) is given by
1
n
(
− n2
nε
′
nMnεn
∂σˆ2n(δ0)
∂λ
)
=
1
n
∑n
i=1Gn.iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
+ op(1). (1.47)
42
Combining (1.47) and (1.42), we obtain:
1
n
∂ lnLn(δ0)
∂δ
=

1
n
∑n
i=1 Hn,iiσ
2
ni
1
n
∑n
i=1 σ
2
ni
− 1n tr
(
Hn
)
+ op(1)
1
n
∑n
i=1Gn.iiσ2ni
1
n
∑n
i=1 σ
2
ni
− 1n tr
(
Gn
)
+ op(1)
 . (1.48)
The result in (1.9) of the main text follows from (1.48).
The asymptotic bias of the MLE βˆn(δ) can be determined from (1.30a). Let Dn(ρ) =[
X
′
n(ρ)Xn(ρ)
]−1. Then, the MLE βˆn(δ) can be written as
βˆn(δ) =
[
X
′
n(ρ)Xn(ρ)
]−1
X
′
n(ρ)Rn(ρ)Sn(λ)Yn
= β0 + Dn(ρ)X
′
n(ρ)Rn(ρ)R
−1
n εn + (λ0 − λ)Dn(ρ)X
′
n(ρ)Rn(ρ)GnXnβ0
+ (λ0 − λ)Dn(ρ)X
′
n(ρ)Rn(ρ)GnR
−1
n εn, (1.49)
where we use Sn(λ) = Sn + (λ0 − λ)Wn. Substitution of Rn(ρ) = Rn + (ρ0 − ρ)Mn into the
MLE βˆn(δ) yields
βˆn(δ) = β0 + Dn(ρ)X
′
nεn + (ρ0 − ρ)Dn(ρ)X
′
nM
′
nεn + (ρ0 − ρ)Dn(ρ)X
′
nHnεn
+ (ρ0 − ρ)2Dn(ρ)X ′nM
′
nHnεn + (λ0 − λ)Dn(ρ)X
′
nGnXnβ0
+ (λ0 − λ)(ρ0 − ρ)Dn(ρ)X
′
nH
(s)
n GnXnβ0 + (λ0 − λ)(ρ0 − ρ)2Dn(ρ)X
′
nH
′
nHnGnXnβ0
+ (λ0 − λ)Dn(ρ)X
′
nGnεn + (λ0 − λ)(ρ0 − ρ)Dn(ρ)X
′
nM
′
nGnεn
+ (λ0 − λ)(ρ0 − ρ)Dn(ρ)X
′
nHnGnεn + (λ0 − λ)(ρ0 − ρ)2Dn(ρ)X
′
nH
′
nHnGnεn (1.50)
Assumption 1.6 along with Lemma 1.3 implies that Dn(ρ) is uniformly bounded in abso-
lute value in row and column sums. Then, using Lemma 1.2 (5), terms with εn vanish in
probability in the MLE βˆn(δ). Thus,
βˆn(δ) = β0 + (λ0 − λ)Dn(ρ)X
′
nGnXnβ0 + (λ0 − λ)(ρ0 − ρ)Dn(ρ)X
′
nH
(s)
n GnXnβ0
+ (λ0 − λ)(ρ0 − ρ)2Dn(ρ)X
′
nH
′
nHnGnXnβ0 + op(1).
The asymptotic bias of βˆn(δˆn) follows from the above equation.
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The specification with λ0 = 0 in (1.1) is called spatial error model (SEM). For the SEM,
the loglikelihood function simplifies to lnLn(ζ) = −n2 ln(2pi)− n2 ln(σ2) + ln |Rn(ρ)|
− 1
2σ2
(
Yn − Xnβ
)′
R
′
n(ρ)Rn(ρ)
(
Yn − Xnβ
)
, where ζ = (θ′ , σ2)′ with θ = (ρ, β′)′ . The first
order conditions yield βˆn(ρ) = Dn(ρ)X
′
n(ρ)Rn(ρ)Yn and σˆ2n(ρ) =
1
nε
′
n(θ)εn(θ). The necessary
condition for the consistency the MLE ρˆn can be obtained from (1.48). From the first row
of (1.48), we get 1n
∂ lnLn(ρ0)
∂ρ =
cov(Hn,ii, σ2ni)
σ2
+ op(1), which implies that the MLE ρˆn is
inconsistent. Substitution of Yn = Xnβ0 +R−1n εn into βˆn(ρ) yields
βˆn(ρ) = β0 + Dn(ρ)X
′
n(ρ)Rn(ρ)R
−1
n εn = β0 + Dn(ρ)X
′
nR
′
nεn + (ρ0 − ρ)Dn(ρ)X
′
nM
′
nεn
+ (ρ0 − ρ)Dn(ρ)X ′nR
′
nHnεn + (ρ0 − ρ)2Dn(ρ)X
′
nM
′
nHnεn. (1.51)
Assumption 1.6 along with Lemma 1.3 implies that Dn(ρ) is uniformly bounded in abso-
lute value in row and column sums. By Lemma 1.2 (5), terms with εn have variances of
O( 1n). Then, Chebyshev’s inequality implies that βˆn(ρ) = β0 + op(1) so that βˆn(ρˆn) has no
asymptotic bias.
1.7.3 Proof of Main Propositions
Proof of Proposition 1.1. The GMM estimator is an extremum estimator. The con-
ditions for the consistency of extremum estimators are established in Theorem 4.1.1 in
Amemiya (1985, see p. 106-107). Let Ln(θ) be the objective function of the GMM estima-
tor. The GMM estimator θˆn = arg minθ∈Θ Ln(θ) = arg minθ∈Θ g
′
n(θ)Ψ
′
nΨngn(θ) is consistent
under the following conditions: (1) The parameter space is a compact subset of Rk+2 and
θ0 ∈ Θ, (2) Ln(θ) is continuous in θ, (3) 1nLn(θ) converges to the non-stochastic function
1
nE(Ln(θ)) in probability uniformly in θ ∈ Θ as n→∞, and (4) L(θ) = limn→∞ 1nE(Ln(θ))
attains a unique global maximum at θ0 (i.e. the identification conditions given in Assump-
tion 1.7 are satisfied).
The conditions (1), (2) and (4) are satisfied under our assumptions. For condition (3),
it is enough to show that 1nΨngn(θ) converges to its limit
1
nE
(
Ψngn(θ)
)
uniformly in θ ∈ Θ.
Let Ψn = (Ψn1, . . . ,Ψnm,Ψnx), where Ψnj is the jth column and Ψnx is a submatrix.
Also, let Ψi,nbe the ith row of the matrix Ψn such that Ψi,n = (Ψi,n1, . . . ,Ψi,nm,Ψi,nx)
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where Ψi,nj , j = 1, . . . ,m, are scalars and Ψi,nx is a row subvector with its dimension r as
the number of rows of Qn. It is sufficient to show the uniform convergence of Ψi,ngn(θ) for
each i.
More explicitly, Ψi,ngn(θ) = ε
′
n(θ)
(∑m
j=1 Ψi,njPjn
)
εn(θ)+Ψi,nxQ
′
nεn(θ). Since εn(θ) =
Rn(ρ)
(
Sn(λ)Yn −Xnβ
)
, Sn(λ) = Sn + (λ0 − λ)Wn, and Rn(ρ) = Rn + (ρ0 − ρ)Mn, then
εn(θ) =
(
Rn + (ρ0 − ρ)Mn
)(
hn(ς) + R
−1
n εn + (λ0 − λ)GnR−1n εn
)
where hn(ς) = Xn(β0 −
β) + (λ0 − λ)GnXnβ0 and ς = (λ, β′)′ . More explicitly,
εn(θ) = Rnhn(ς) +
(
ρ0 − ρ
)
Mnhn(ς) + εn +
(
λ0 − λ
)
Gnεn +
(
ρ0 − ρ
)
Hnεn
+
(
ρ0 − ρ
)(
λ0 − λ
)
MnGnR
−1
n εn,
where Hn = MnR−1n andGn = RnGnR−1n . Hence,
ε
′
n(θ)
( m∑
j=1
Ψi,njPjn
)
εn(θ) =
(
h
′
n(ς)R
′
n + (ρ0 − ρ)h
′
n(ς)M
′
n
)( m∑
j=1
Ψi,njPjn
)
×
(
Rnhn(ς) + (ρ0 − ρ)Mnhn(ς)
)
+
(
h
′
n(ς)R
′
n + (ρ0 − ρ)h
′
n(ς)M
′
n
)( m∑
j=1
Ψi,njPjn
)
×
(
εn + (λ0 − λ)Gnεn + (ρ0 − ρ)Hnεn + (ρ0 − ρ)(λ0 − λ)MnGnR−1n εn
)
+
(
ε
′
n + (λ0 − λ)ε
′
nG
′
n + (ρ0 − ρ)ε
′
nH
′
n + (ρ0 − ρ)(λ0 − λ)ε
′
nR
′−1
n G
′
nM
′
n
)( m∑
j=1
Ψi,njPjn
)
×
(
Rnhn(ς) + (ρ0 − ρ)Mnhn(ς)
)
+
(
ε
′
n + (λ0 − λ)ε
′
nG
′
n + (ρ0 − ρ)ε
′
nH
′
n
+ (ρ0 − ρ)(λ0 − λ)ε′nR
′−1
n G
′
nM
′
n
)( m∑
j=1
Ψi,njPjn
)(
εn + (λ0 − λ)Gnεn + (ρ0 − ρ)Hnεn
+ (ρ0 − ρ)(λ0 − λ)MnGnR−1n εn
)
.
For notational simplifications define ln(θ) and qn(θ) in the following way.
ln(θ) =
(
h
′
n(ς)R
′
n + (ρ0 − ρ)h
′
n(ς)Mn
′
)( m∑
j=1
Ψi,njP
(s)
jn
)(
εn + (λ0 − λ)Gnεn + (ρ0 − ρ)Hnεn
+ (ρ0 − ρ)(λ0 − λ)MnGnR−1n εn
)
,
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where P (s)jn = Pjn + P
′
jn, and
qn(θ) =
(
ε
′
n + (λ0 − λ)ε
′
nG
′
n + (ρ0 − ρ)ε
′
nH
′
n + (ρ0 − ρ)(λ0 − λ)ε
′
nR
′−1
n G
′
nM
′
n
)
×
( m∑
j=1
Ψi,njPjn
)(
εn + (λ0 − λ)Gnεn + (ρ0 − ρ)Hnεn + (ρ0 − ρ)(λ0 − λ)MnGnR−1n εn
)
.
More compactly,
ε
′
n(θ)
( m∑
j=1
Ψi,njPjn
)
εn(θ) =
(
h
′
n(ς)R
′
n + (ρ0 − ρ)h
′
n(ς)Mn
′
)( m∑
j=1
Ψi,njPjn
)
×
(
Rnhn(ς) + (ρ0 − ρ)Mnhn(ς)
)
+ ln(θ) + qn(θ).
Notice that
h
′
n(ς)R
′
n =
(
β0 − β
)′
Xn
′Rn′ +
(
λ0 − λ
)(
Xnβ0
)′
G
′
nRn
′
and
h
′
n(ς)M
′
n =
(
β0 − β
)′
Xn
′Mn′ +
(
λ0 − λ
)(
Xnβ0
)′
G
′
nMn
′.
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By expansion,
1
n
ln(θ) =
(
λ0 − λ
) 1
n
(Xnβ0)
′
G
′
nR
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
εn +
(
β0 − β
)′ 1
n
X
′
nR
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
εn
+
(
ρ0 − ρ
)(
λ0 − λ
) 1
n
(Xnβ0)
′
G
′
nM
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
εn +
(
ρ0 − ρ
)(
β0 − β
)′ 1
n
X
′
nM
′
n
×
( m∑
j=1
Ψi,njP
(s)
jn
)
εn +
(
λ0 − λ
)2 1
n
(
Xnβ0
)′
G
′
nR
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
Gnεn +
(
λ0 − λ
)
× (β0 − β)′ 1
n
X
′
nR
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
Gnεn +
(
ρ0 − ρ
)(
λ0 − λ
)2 1
n
(
Xnβ0
)′
G
′
nM
′
n
×
( m∑
j=1
Ψi,njP
(s)
jn
)
Gnεn +
(
ρ0 − ρ
)(
λ0 − λ
)(
β0 − β
)′ 1
n
X
′
nM
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
Gnεn
+
(
ρ0 − ρ
)(
λ0 − λ
) 1
n
(
Xnβ0
)′
G
′
nR
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
Hnεn +
(
ρ0 − ρ
)(
β0 − β
)′ 1
n
X
′
nR
′
n
×
( m∑
j=1
Ψi,njP
(s)
jn
)
Hnεn +
(
ρ0 − ρ
)2(
λ0 − λ
) 1
n
(
Xnβ0
)′
G
′
nM
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
Hnεn
+
(
ρ0 − ρ
)2(
β0 − β
)′ 1
n
X
′
nM
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
Hnεn +
(
ρ0 − ρ
)(
λ0 − λ
)2 1
n
(
Xnβ0
)′
G
′
nR
′
n
×
( m∑
j=1
Ψi,njP
(s)
jn
)
MnGnR
−1
n εn +
(
ρ0 − ρ
)(
λ0 − λ
)(
β0 − β
)′ 1
n
X
′
nR
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
×MnGnR−1n εn +
(
ρ0 − ρ
)2(
λ0 − λ
)2 1
n
(
Xnβ0
)′
G
′
nM
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
MnGnR
−1
n εn
+
(
ρ0 − ρ
)2(
λ0 − λ
)(
β0 − β
)′ 1
n
X
′
nM
′
n
 m∑
j=1
Ψi,njP
(s)
jn
MnGnR−1n εn. (1.52)
Each matrix in the above expansion is uniformly bounded. Thus, applying Lemma 1.2 (5),
all the terms on the r.h.s. of (1.52) converge in probability to zero. Hence, 1n ln(θ) = op(1)
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uniformly in θ ∈ Θ.44 Similarly,
1
n
qn(θ) =
1
n
ε
′
n
( m∑
j=1
Ψi,njPjn
)
εn +
(
λ0 − λ
) 1
n
ε
′
nG
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
εn +
(
ρ0 − ρ
) 1
n
ε
′
nH
′
n
×
( m∑
j=1
Ψi,njP
(s)
jn
)
εn +
(
ρ0 − ρ
)(
λ0 − λ
) 1
n
ε
′
nR
′−1
n G
′
nM
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
εn +
(
λ0 − λ
)
× (ρ0 − ρ) 1
n
ε
′
nG
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
Hnεn +
(
λ0 − λ
)2(
ρ0 − ρ
) 1
n
ε
′
nG
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
×MnGnR−1n εn +
(
ρ0 − ρ
)2(
λ0 − λ
) 1
n
ε
′
nH
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
MnGnR
−1
n εn +
(
λ0 − λ
)2
× 1
n
ε
′
nG
′
n
( m∑
j=1
Ψi,njPjn
)
Gnεn +
(
ρ0 − ρ
)2 1
n
ε
′
nH
′
n
( m∑
j=1
Ψi,njPjn
)
Hnεn +
(
λ0 − λ
)2
× (ρ0 − ρ)2ε′nR′−1n G′nM ′n( m∑
j=1
Ψi,njPjn
)
MnGnR
−1
n εn. (1.53)
By Lemma 1.2 (4), the variance of the first term on the r.h.s. of (1.53) has order O( 1n).
Then, by generalized Chebyshev inequality, this term converges in probability to zero since
1
n
∑m
j=1 Ψi,njE[ε
′
nPjnεn] =
1
n
∑m
j=1 Ψi,njtr(ΣnPjn) = 0 for Pjn ∈ P2, j = 1, . . . ,m. All
others term has the same structure. Therefore the same asymptotic argument applies.
Here, we just provide the asymptotic argument for a generic term. Again by Lemma 1.2
(4), the variance of all the remaining terms have order O( 1n). Consider the second term of
the r.h.s. of (1.53) and denote it with ζ(θ). Taking expectation yields
E
(λ0 − λ) 1
n
ε
′
nG
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
εn
 = (λ0 − λ) 1
n
( m∑
j=1
Ψi,nj
)
E
[
tr
(
ε
′
nG
′
nP
(s)
jn εn
)]
=
(
λ0 − λ
) 1
n
( m∑
j=1
Ψi,nj
)
tr
(
ΣnG
′
nP
(s)
jn
)
.
Let  > 0 be any real number and P(·) be the probability measure. Then, by the generalized
44The uniform convergence in θ follows since Θ is a compact set and ln(θ) is a quadratic and continuous
function in θ. Thus, ln(θ) has a bounded range. From this observation, the uniform convergence follows
from Lemma 2.4 of Newey and McFadden (1994, see p. 2129). The same argument can also be seen in the
proof of Proposition 1.1 in Lee (2007a)
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Chebyshev inequality, we obtain
P
[∣∣∣∣(λ0 − λ) 1nε′nG′n
( m∑
j=1
Ψi,njP
(s)
jn
)
εn
− E
((
λ0 − λ
) 1
n
ε
′
nG
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
εn
)∣∣∣∣ > 
]
≤ var(ζ(θ))
2
.
By Lemma 1.2 (4), var(ζ(θ) is O( 1n) . As n→∞, the r.h.s of the above equation converges
to zero. Thus, we have
(
λ0 − λ
) 1
n
ε
′
nG
′
n
( m∑
j=1
Ψi,njP
(s)
jn
)
εn =
(
λ0 − λ
) 1
n
( m∑
j=1
Ψi,nj
)
tr
(
ΣnG
′
nP
(s)
jn
)
+ op(1).
Applying the same asymptotic argument to the remaining terms, the equation in (1.53)
simplifies to
1
n
qn(θ) =
(
λ0 − λ
) 1
n
m∑
j=1
Ψi,njtr
(
ΣnG
′
nP
(s)
jn
)
+
(
ρ0 − ρ
) 1
n
m∑
j=1
Ψi,njtr
(
ΣnH
′
nP
(s)
jn
)
+
(
ρ0 − ρ
)
× (λ0 − λ) 1
n
m∑
j=1
Ψi,njtr
(
ΣnP
(s)
jn MnGnR
−1
n
)
+
(
λ0 − λ
)(
ρ0 − ρ
) 1
n
m∑
j=1
Ψi,njtr
(
ΣnG
′
nP
(s)
jn Hn
)
+
(
λ0 − λ
)2(
ρ0 − ρ
) 1
n
m∑
j=1
Ψi,njtr
(
ΣnG
′
nP
(s)
jn MnGnR
−1
n
)
+
(
λ0 − λ
)(
ρ0 − ρ
)2 1
n
m∑
j=1
Ψi,nj
× tr(ΣnH ′nP (s)jn MnGnR−1n )+ (λ0 − λ)2 1n
m∑
j=1
Ψi,njtr
(
ΣnG
′
nPjnGn
)
+
(
ρ0 − ρ
)2 1
n
m∑
j=1
Ψi,nj
× tr(ΣnH ′nPjnHn)+ (λ0 − λ)2(ρ0 − ρ)2 1n
m∑
j=1
Ψi,njtr
(
ΣnR
′−1
n G
′
nM
′
nPjnMnGnR
−1
n
)
+ op(1), (1.54)
uniformly in θ ∈ Θ. The uniform convergence in θ follows since Θ is a compact set and
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qn(θ) is quadratic and continuous function in θ. Hence,
1
n
ε
′
n(θ)
( m∑
j=1
Ψi,njPjn
)
εn(θ) =
1
n
(
h
′
n(ς)R
′
n +
(
ρ0 − ρ
)
h
′
n(ς)M
′
n
)( m∑
j=1
Ψi,njPjn
)(
Rnhn(ς)
+
(
ρ0 − ρ
)
Mnhn(ς)
)
+
(
λ0 − λ
) 1
n
m∑
j=1
Ψi,njtr
(
ΣnP
(s)
jnGn
)
+
(
ρ0 − ρ
) 1
n
m∑
j=1
Ψi,nj
× tr(ΣnP (s)jn Hn)+ (ρ0 − ρ)(λ0 − λ) 1n
m∑
j=1
Ψi,njtr
(
ΣnP
(s)
jn MnGnR
−1
n
)
+
(
λ0 − λ
)(
ρ0 − ρ
)
× 1
n
m∑
j=1
Ψi,njtr
(
ΣnH
′
nP
(s)
jnGn
)
+
(
λ0 − λ
)2(
ρ0 − ρ
) 1
n
m∑
j=1
Ψi,njtr
(
ΣnG
′
nP
(s)
jn MnGnR
−1
n
)
+
(
ρ0 − ρ
)2(
λ0 − λ
) 1
n
m∑
j=1
Ψi,njtr
(
ΣnH
′
nP
(s)
jn MnGnR
−1
n
)
+
(
λ0 − λ
)2 1
n
m∑
j=1
Ψi,nj
× tr(ΣnG′nPjnGn)+ (ρ0 − ρ)2 1n
m∑
j=1
Ψi,njtr
(
ΣnH
′
nPjnHn
)
+
(
λ0 − λ
)2(
ρ0 − ρ
)2 1
n
m∑
j=1
Ψi,nj
× tr(ΣnR′−1n G′nM ′nPjnMnGnR−1n )+ op(1), (1.55)
uniformly in θ ∈ Θ. The r.h.s of the above equation is simply expectation of the term in the
l.h.s. The above relation holds for all i. Therefore, 1nΨngn(θ) converges to
1
nE
(
Ψngn(θ)
)
uniformly in θ ∈ Θ. By the identification condition and the above uniform convergence
result, GMM estimator θˆn is consistent.
Next, we show the asymptotic normality of the GMM estimator θˆn. The first order
condition implies that ∂gn
′(θˆn)
∂θ Ψ
′
nΨngn(θˆn) = 0. By the mean value theorem at θn, we have
θˆn = θ0 −
(
∂gn
′(θˆn)
∂θ
Ψ
′
nΨn
∂gn(θn)
∂θ′
)−1
∂gn
′(θˆn)
∂θ
Ψ
′
nΨngn(θ0)
√
n(θˆn − θ0) = −
(
1
n
∂gn
′(θˆn)
∂θ
Ψ
′
nΨn
1
n
∂gn(θn)
∂θ′
)−1
1
n
∂gn
′(θˆn)
∂θ
Ψ
′
n
1√
n
Ψngn(θ0), (1.56)
50
where
1
n
∂gn(θ)
∂θ′
=
1
n

ε
′
n(θ)P
(s)
1n
∂εn(θ)
∂θ′
ε
′
n(θ)P
(s)
2n
∂εn(θ)
∂θ′
...
ε
′
n(θ)P
(s)
mn
∂εn(θ)
∂θ′
Q
′
n
∂εn(θ)
∂θ′

. (1.57)
We will show that 1n
∂gn(θ)
∂θ′
converges to 1nE(
∂gn(θ)
∂θ′
) uniformly in θ ∈ Θ. Given this result
and the fact that 1nE(
∂gn(θ)
∂θ′
) is continuous in θ and plimn→∞ θˆn = θ0, we have
1
n
∂gn(θˆn)
∂θ′
=
1
nE(
∂gn(θ0)
∂θ′
) + op(1) = − 1nΓn + op(1) (Amemiya, 1985, Theorem 4.1.5, p.113).
Since ∂εn(θ)
∂θ′
= −(MnSn(λ)Yn −MnXnβ, Rn(ρ)WnYn, Rn(ρ)Xn), the gradient in (1.57)
can be written as
1
n
∂gn(θ)
∂θ′
=
− 1
n

ε
′
n(θ)P
(s)
1n
(
MnSn(λ)Yn −MnXnβ
)
ε
′
n(θ)P
(s)
1n Rn(ρ)WnYn ε
′
n(θ)P
(s)
1n Rn(ρ)Xn
ε
′
n(θ)P
(s)
2n
(
MnSn(λ)Yn −MnXnβ
)
ε
′
n(θ)P
(s)
2n Rn(ρ)WnYn ε
′
n(θ)P
(s)
2n Rn(ρ)Xn
...
...
...
ε
′
n(θ)P
(s)
mn
(
MnSn(λ)Yn −MnXnβ
)
ε
′
n(θ)P
(s)
mnRn(ρ)WnYn ε
′
n(θ)P
(s)
mnRn(ρ)Xn
Q
′
n
(
MnSn(λ)Yn −MnXnβ
)
Q
′
nRn(ρ)WnYn Q
′
nRn(ρ)Xn

.
The probability limit of the above gradient is evaluated below. By using Sn(λ) = Sn+(λ0−
λ)Wn and Rn(ρ) = Rn+(ρ0−ρ)Mn equalities, the rows of the above gradient involving Pjn
is given as
1
n
(
∂gn(θ)
∂θ′
)
j,n
= − 1
n
(
ε
′
n(θ)P
(s)
jn MnSnYn + (λ0 − λ)ε
′
n(θ)P
(s)
jn MnWnYn − ε
′
n(θ)P
(s)
jn MnXnβ,
ε
′
n(θ)P
(s)
jn RnWnYn + (ρ0 − ρ)ε
′
n(θ)P
(s)
jn MnWnYn, ε
′
n(θ)P
(s)
jn RnXn + (ρ0 − ρ)ε
′
n(θ)P
(s)
jn MnXn
)
.
Each term of the above jth row is evaluated separately. One of the terms is 1nε
′
n(θ)P
(s)
jn RnWnYn =
1
nε
′
n(θ)P
(s)
jn RnGnXnβ0 +
1
nε
′
n(θ)P
(s)
jnGnεn. More explicitly, by substituting the expansion of
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εn(θ) into this term:
1
n
ε
′
n(θ)P
(s)
jn RnGnXnβ0 =
1
n
(
Rnhn(ς) +
(
ρ0 − ρ
)
Mnhn(ς) + εn +
(
λ0 − λ
)
Gnεn
+ (ρ0 − ρ)Hnεn +
(
ρ0 − ρ
)(
λ0 − λ
)
MnGnR
−1
n εn
)′
P
(s)
jn RnGnXnβ0
=
1
n
h
′
n(ς)R
′
nP
(s)
jn RnGnXnβ0 +
1
n
(
ρ0 − ρ
)
h
′
n(ς)M
′
nP
(s)
jn RnGnXnβ0 +
1
n
ε
′
nP
(s)
jn RnGnXnβ0
+
1
n
(
λ0 − λ
)
ε
′
nG
′
nP
(s)
jn RnGnXnβ0 +
1
n
(
ρ0 − ρ
)
ε
′
nH
′
nP
(s)
jn RnGnXnβ0 +
1
n
(
ρ0 − ρ
)(
λ0 − λ
)
× ε′nR
′−1
n G
′
nM
′
nP
(s)
jn RnGnXnβ0. (1.58)
Notice that all terms except first two elements have the same structure; therefore, they are
subject to the same asymptotic argument. By Lemma 1.2 (5), all terms except the first two
terms vanish. Thus, 1nε
′
n(θ)P
(s)
jn RnGnXnβ0 =
1
nh
′
n(ς)R
′
nP
(s)
jn RnGnXnβ0 +
1
n(ρ0 − ρ)h
′
n(ς)
M
′
nP
(s)
jn RnGnXnβ0 + op(1). Similarly, by Lemmas 1.2 (4) and (5), we have
1
n
ε
′
n(θ)P
(s)
jnGnεn =
1
n
(
Rnhn(ς) +
(
ρ0 − ρ
)
Mnhn(ς) + εn +
(
λ0 − λ
)
Gnεn +
(
ρ0 − ρ
)
Hnεn
+
(
ρ0 − ρ
)(
λ0 − λ
)
MnGnR
−1
n εn
)′
P
(s)
jnGnεn
=
1
n
h
′
n(ς)R
′
nP
(s)
jnGnεn +
1
n
(
ρ0 − ρ
)
h
′
n(ς)M
′
nP
(s)
jnGnεn +
1
n
ε
′
nP
(s)
jnGnεn +
1
n
(
λ0 − λ
)
ε
′
nG
′
nP
(s)
jnGnεn
+
1
n
(
ρ0 − ρ
)
ε
′
nH
′
nP
(s)
jnGnεn +
1
n
(
ρ0 − ρ
)(
λ0 − λ
)
ε
′
nR
′−1
n G
′
nM
′
nP
(s)
jnGnεn
=
1
n
tr
(
ΣnP
(s)
jnGn
)
+
1
n
(
λ0 − λ
)
tr
(
ΣnG
′
nP
(s)
jnGn
)
+
1
n
(
ρ0 − ρ
)
tr
(
ΣnH
′
nP
(s)
jnGn
)
+
1
n
(
ρ0 − ρ
)(
λ0 − λ
)
tr
(
ΣnGnP
(s)
jn MnGnR
−1
n
)
+ op(1), (1.59)
uniformly in θ ∈ Θ. Combining these results, we get
1
n
ε
′
n(θ)P
(s)
jn RnWnYn =
1
n
h
′
n(ς)R
′
nP
(s)
jn RnGnXnβ0 +
1
n
(
ρ0 − ρ
)
h
′
n(ς)M
′
nP
(s)
jn RnGnXnβ0
+
1
n
tr
(
ΣnP
(s)
jnGn
)
+
1
n
(
λ0 − λ
)
tr
(
ΣnG
′
nP
(s)
jnGn
)
+
1
n
(
ρ0 − ρ
)
tr
(
ΣnH
′
nP
(s)
jnGn
)
+
1
n
(
ρ0 − ρ
)(
λ0 − λ
)
tr
(
ΣnGnP
(s)
jn MnGnR
−1
n
)
+ op(1), (1.60)
uniformly in θ ∈ Θ. Since hn(ς0) = 0 at θ0, 1nε
′
n(θ0)P
(s)
jn RnWnYn =
1
n tr
(
ΣnP
(s)
jnGn
)
+ op(1).
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Now we turn to another element in the jth row. A similar analysis applies to 1nε
′
n(θ)P
(s)
jn MnSnYn =
1
nε
′
n(θ)P
(s)
jn MnXnβ0 +
1
nε
′
n(θ)P
(s)
jn MnR
−1
n εn. By substituting the expansion of εn(θ) in this
terms, we get
1
n
ε
′
n(θ)P
(s)
jn MnXnβ0 =
1
n
(
Rnhn(ς) +
(
ρ0 − ρ
)
Mnhn(ς) + εn +
(
λ0 − λ
)
Gnεn
+
(
ρ0 − ρ
)
Hn +
(
ρ0 − ρ
)(
λ0 − λ
)
MnGnR
−1
n εn
)′
P
(s)
jn MnXnβ0
=
1
n
h
′
n(ς)R
′
nP
(s)
jn MnXnβ0 +
1
n
(
ρ0 − ρ
)
h
′
n(ς)M
′
nP
(s)
jn MnXnβ0 +
1
n
ε
′
nP
(s)
jn MnXnβ0
+
1
n
(
λ0 − λ
)
ε
′
nG
′
nP
(s)
jn MnXnβ0 +
1
n
(
ρ0 − ρ
)
ε
′
nH
′
nP
(s)
jn MnXnβ0
+
1
n
(
ρ0 − ρ
)(
λ0 − λ
)
ε
′
nR
′−1
n G
′
nM
′
nP
(s)
jn MnXnβ0
=
1
n
h
′
n(ς)R
′
nP
(s)
jn MnXnβ0 +
1
n
(
ρ0 − ρ
)
h
′
n(ς)M
′
nP
(s)
jn MnXnβ0 + op(1), (1.61)
uniformly in θ ∈ Θ by Lemmas 1.2 (4) and (5). Similarly,
1
n
ε
′
n(θ)P
(s)
jn MnR
−1
n εn =
1
n
(
Rnhn(ς) +
(
ρ0 − ρ
)
Mnhn(ς) + εn +
(
λ0 − λ
)
Gnεn
+
(
ρ0 − ρ
)
Hnεn +
(
ρ0 − ρ
)(
λ0 − λ
)
MnGnR
−1
n εn
)′
P
(s)
jn MnR
−1
n εn
=
1
n
h
′
n(ς)R
′
nP
(s)
jn MnR
−1
n εn +
1
n
(
ρ0 − ρ
)
h
′
n(ς)M
′
nP
(s)
jn MnR
−1
n εn +
1
n
ε
′
nP
(s)
jn MnR
−1
n εn
+
1
n
(
λ0 − λ
)
ε
′
nG
′
nP
(s)
jn MnR
−1
n εn +
1
n
(
ρ0 − ρ
)
ε
′
nH
′
nP
(s)
jn MnR
−1
n εn
+
1
n
(
ρ0 − ρ
)(
λ0 − λ
)
ε
′
nR
′−1
n G
′
nM
′
nP
(s)
jn MnR
−1
n εn
=
1
n
tr
(
ΣnP
(s)
jn MnR
−1
n
)
+
1
n
(
λ0 − λ
)
tr
(
ΣnG
′
nP
(s)
jn MnR
−1
n
)
+
1
n
(
ρ0 − ρ
)
tr
(
ΣnH
′
nP
(s)
jn MnR
−1
n
)
+
1
n
(
ρ0 − ρ
)(
λ0 − λ
)
tr
(
ΣnR
′−1
n G
′
nM
′
nP
(s)
jn MnR
−1
n
)
+ op(1), (1.62)
uniformly in θ ∈ Θ. Since Hn = MnR−1n ,
1
n
ε
′
n(θ)P
(s)
jn MnR
−1
n εn =
1
n
tr
(
ΣnP
(s)
jn Hn
)
+
1
n
(
λ0 − λ
)
tr
(
ΣnG
′
nP
(s)
jn Hn
)
+
1
n
(
ρ0 − ρ
)
× tr(ΣnH ′nP (s)jn Hn)+ 1n(ρ0 − ρ)(λ0 − λ)tr(ΣnH ′nP (s)jn MnGnR−1n )
+ op(1). (1.63)
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Then, combining the above results, we get
1
n
ε
′
n(θ)P
(s)
jn MnSnYn =
1
n
h
′
n(ς)R
′
nP
(s)
jn MnXnβ0 +
1
n
(
ρ0 − ρ
)
h
′
n(ς)M
′
nP
(s)
jn MnXnβ0
+
1
n
tr
(
ΣnP
(s)
jn Hn
)
+
1
n
(
λ0 − λ
)
tr
(
ΣnG
′
nP
(s)
jn Hn
)
+
1
n
(
ρ0 − ρ
)
tr
(
ΣnH
′
nP
(s)
jn Hn
)
+
1
n
(
ρ0 − ρ
)(
λ0 − λ
)
tr
(
ΣnH
′
nP
(s)
jn MnGnR
−1
n
)
+ op(1), (1.64)
uniformly in θ ∈ Θ. Since hn(ς0) = 0 at θ0, 1nε
′
n(θ0)P
(s)
jn MnSnYn =
1
n tr
(
ΣnP
(s)
jn Hn
)
+ op(1).
With the same line of argument, we have 1nε
′
n(θ0)P
(s)
jn RnXn = op(1) and
1
nε
′
n(θ0)P
(s)
jn MnXnβ0 =
op(1). All the remaining terms in the jth row vanishes when evaluated at the true parameter
value.
Now, we return 1nQ
′
n
∂εn(θ)
∂θ′
in (1.57). This term can be written as
1
n
Q
′
n
∂εn(θ)
∂θ′
=
1
n
(
Q
′
nMnSnYn +
(
λ0 − λ
)
Q
′
nMnWnYn −Q
′
nMnXnβ, Q
′
nRnWnYn
+
(
ρ0 − ρ
)
Q
′
nMnWnYn, Q
′
nRnXn +
(
ρ0 − ρ
)
Q
′
nMnXn
)
.
The first term in the r.h.s of the above equation vanishes when evaluated at the true pa-
rameter θ0. For the second term, we have 1nQ
′
nRnWnYn =
1
nQ
′
nRnGnXnβ0 +
1
nQ
′
nGnεn =
1
nQ
′
nRnGnXnβ0 + op(1). Likewise the last term converges to Q
′
nRnXn.
Combining all the previous results, we get the relation 1n
∂gn(θˆn)
∂θ′
= − 1nΓn + op(1) uni-
formly in θ, where Γn is given in (1.26). By CLT in Theorem 1 of Kelejian and Prucha
(2001), 1√
n
Ψngn(θ0) =
1√
n
[
ε
′
n
(∑m
j ΨnjPjn
)
εn + ΨnxQ
′
nεn
] d−→ N(0, limn→∞ 1nΨnΩnΨ′n).
The asymptotic distribution of
√
n(θˆn−θ0) in (1.27) now follows from (1.56) by the Slutzky
theorem.
Proof of Proposition 1.2. We first show the consistency of 1n Ωˆn by showing that each
element in 1n
(
Ωˆn − Ωn
)
is op(1). Notice that some of the elements 1nΩn are of the form:
1
n
∑n
i=1
∑n
j=1 P∆n,ijσ
2
niσ
2
nj , where P∆n,ij = Pan,ij
(
Pbn,ij + Pbn,ji
)
by Lemma 1.2 (1). Also,
notice that P∆n,ii = 0. Following the same steps of Lin and Lee (2010), we first show
1
n
∑n
i=1
∑n
j=1 P∆n,ijε
2
niε
2
nj =
1
n
∑n
i=1
∑n
j=1 P∆n,ijσ
2
niσ
2
nj + op(1). Then, we show that this
relation still holds, when εˆni replaces εni. As an initial step, we need to establish the uniform
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boundedness of P∆n in both the row and column sum norms. Pbn is uniformly bounded in
both row and column sum norms and therefore its elements are uniformly bounded by
Assumption 1.4. Hence, there exists a constant c such that |Pbn,ij + Pbn,ji| ≤ c, for all i, j
and n. This implies |P∆n,ij | ≤ c|Pan,ij |. Since Pan is bounded in both row and column sum
norms, P∆n is uniformly bounded in both row and the column sum norms.
By expansion, ε2niε
2
nj − σ2niσ2nj = (ε2ni− σ2ni)(ε2nj − σ2nj) + σ2ni(ε2nj − σ2nj) + σ2nj(ε2ni− σ2ni).
Hence,
1
n
n∑
i=1
n∑
j=1
P∆n,ij
(
ε2niε
2
nj − σ2niσ2nj
)
=
1
n
n∑
i=1
n∑
j=1
P∆n,ij
(
ε2ni − σ2ni
)(
ε2nj − σ2nj
)
︸ ︷︷ ︸
An
+
1
n
n∑
i=1
n∑
j=1
P∆n,ijσ
2
ni
(
ε2nj − σ2nj
)
︸ ︷︷ ︸
Bn
+
1
n
n∑
i=1
n∑
j=1
P∆n,ijσ
2
nj
(
ε2ni − σ2ni
)
︸ ︷︷ ︸
Cn
. (1.65)
First, we express An, Bn and Cn in terms of quadratic forms for notational simplification.
To this end, let un =
(
un1, . . . , unn
)′
such that uni = ε2ni − σ2ni for i = 1, . . . , n and let
Σσn =
(
σ2n1, . . . , σ
2
nn
)
. Then, An = 1nu
′
nP∆nun, Bn =
1
nu
′
nP∆nΣ
′
σn , and Cn =
1
nΣσnP∆nun.
As E
(
u′nP∆nun
)
= tr
(
P∆nΛn
)
where Λn = E
(
unu
′
n
)
= D
(
µ
(4)
n1 − σ4n1, . . . , µ(4)nn − σ4nn
)
,
where µ(4)ni = E
(
ε4ni
)
. This implies E
(
u′nP∆nun
)
= tr
(
P∆nΛn
)
= 0 since P∆n,ii = 0 ∀i. By
Lemma 1.2 (4), plimn→∞An = 0. By Lemma 1.2 (5) and Assumption 1.1, plimn→∞Bn = 0
and plimn→∞Cn = 0. Hence,
plim
n→∞
(
1
n
n∑
i=1
n∑
j=1
P∆n,ijε
2
niε
2
nj −
1
n
n∑
i=1
n∑
j=1
P∆n,ijσ
2
niσ
2
nj
)
= 0.
Next, we will show that 1n
∑n
i=1
∑n
j=1 P∆n,ij εˆ
2
niεˆ
2
nj =
1
n
∑n
i=1
∑n
j=1 P∆n,ijε
2
niε
2
nj + op(1).
By expansion, εˆ2niεˆ
2
nj − ε2niε2nj =
(
εˆ2ni − ε2ni
)(
εˆ2nj − ε2nj
)
+ ε2nj
(
εˆ2ni − ε2ni
)
+ ε2ni
(
εˆ2nj − ε2nj
)
.
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Then,
1
n
n∑
i=1
n∑
j=1
P∆n,ij
(
εˆ2niεˆ
2
nj − ε2niε2nj
)
=
1
n
n∑
i=1
n∑
j=1
P∆n,ij
(
εˆ2ni − ε2ni
)(
εˆ2nj − ε2nj
)
︸ ︷︷ ︸
ϑn1
+
1
n
n∑
i=1
n∑
j=1
P∆n,ijε
2
nj
(
εˆ2ni − ε2ni
)
︸ ︷︷ ︸
ϑn2
+
1
n
n∑
i=1
n∑
j=1
P∆n,ijε
2
ni
(
εˆ2nj − ε2nj
)
︸ ︷︷ ︸
ϑn3
. (1.66)
From the model, we have εˆn = Rn(ρˆ)
(
Sn(λˆ)Yn − Xnβˆ
)
. By using the relations Rn(ρˆ) =
Rn +
(
ρ0 − ρˆ
)
Mn and S(λˆ) = Sn +
(
λ0 − λˆ
)
Wn, we get
εˆn =
[
Rn +
(
ρ− ρˆ)Mn] [SnYn + (λ0 − λˆ)WnYn −Xnβˆ]
=
[
Rn +
(
ρ− ρˆ)Mn] [Xn(β0 − βˆ) + (λ0 − λˆ)GnXnβ0 +R−1n εn + (λ0 − λˆ)GnR−1n εn] .
Let hn(ςˆ) = Xn
(
β0 − βˆ
)
+
(
λ0 − λˆ
)
GnXnβ0 where ςˆ =
(
λˆ, βˆ
′)′ . Hence,
εˆn = εn +
(
Rn +
(
ρ− ρˆ)Mn)hn(ςˆ) + (λ0 − λˆ)Gnεn + (ρ0 − ρˆ)Hnεn
+
(
λ0 − λˆ
)(
ρ0 − ρˆ
)
MnGnR
−1
n εn.
Let ei,n be the i-th row of the n×n identity matrix. Then, in scalar form, εˆni = εni + ani +
bni + cni + fni, where ani = ei,nRnhn(ςˆ) +
(
ρ0 − ρˆ
)
ei,nMnhn(ςˆ), bni =
(
λ0 − λˆ
)(
ei,nGnεn
)
,
cni =
(
ρ0 − ρˆ
)(
ei,nHnεn
)
, and fni =
(
λ0 − λˆ
)(
ρ0 − ρˆ
)
ei,nMnGnR
−1
n εn. Then, εˆ2ni =
(
εni +
ani + bni + cni + fni
)2
= ε2ni + a
2
ni + b
2
ni + c
2
ni + f
2
ni + 2εniani + 2εnibni + 2εnicni + 2εnifni +
2anibni + 2anicni + 2anifni + 2bnicni + 2bnifni + 2cnifni.
Next, we will evaluate all three terms ϑnl, l = 1, 2, 3 and show that they converge in
probability to zero. First, consider ϑn2:
ϑn2 =
1
n
n∑
i=1
n∑
j=1
P∆n,ijε
2
nj
(
a2ni + b
2
ni + c
2
ni + f
2
ni + 2εniani + 2εnibni + 2εnicni + 2εnifni
+ 2anibni + 2anicni + 2anifni + 2bnicni + 2bnifni + 2cnifni
)
.
We focus on terms with the higher orders in εs. Consider 1n
∑n
i=1
∑n
j=1 P∆n,ijε
2
njεnibni =
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(λ0 − λˆ) 1n
∑n
i=1
∑n
j=1
∑n
l=1 P∆n,ijGn,ilεniε
2
njεnl. By Cauchy-Schwartz inequality,
E
∣∣εniεnlε2nj∣∣ ≤ [E(εniεnl)2] 12 [E(ε4nj)] 12 ≤ [E(ε4ni)] 14 [E(ε4nl)] 14 [E(ε4nj)] 14 ≤ c,
where c is a constant, for all i,j,l, and n since {µ(4)ni } is a bounded sequence by Assump-
tion 1.1. This implies
E
∣∣∣∣∣ 1n
n∑
i=1
n∑
j=1
n∑
l=1
P∆n,ijGn,ilεniε
2
njεnl
∣∣∣∣∣ ≤ c 1n
n∑
i=1
( n∑
j=1
∣∣P∆n,ij∣∣)( n∑
l=1
∣∣Gn,il∣∣) = O(1),
since P∆n andGn are uniformly bounded in row and column sums. By the Markov inequality,
1
n
∑n
i=1
∑n
j=1
∑n
l=1 P∆n,ijGn,ilεniε
2
njεnl = Op(1), i.e., stochastically bounded. Since λ0−λˆ =
op(1),
(
λ0 − λˆ
)
1
n
∑n
i=1
∑n
j=1
∑n
l=1 P∆n,ijGn,ilεniε
2
njεnl converges in probability to zero.
Another term with high order is εs is
1
n
n∑
i=1
n∑
j=1
P∆n,ijε
2
njf
2
ni = (λ0 − λˆ)2(ρ0 − ρˆ)2
× 1
n
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
P∆n,ijMn,ikGn,ikR
−1
n,ikMn,ilGn,ilR
−1
n,ilε
2
njεnkεnl.
From the proof of the previous term, it follows that
E
∣∣∣∣∣ 1n
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
P∆n,ijMn,ikGn,ikR
−1
n,ikMn,ilGn,ilR
−1
n,ilε
2
njεnkεnl
∣∣∣∣∣
≤ c 1
n
n∑
i=1
( n∑
j=1
∣∣P∆n,ij∣∣)( n∑
k=1
∣∣Mn,ikGn,ikR−1n,ik∣∣)( n∑
l=1
∣∣Mn,ilGn,ilR−1n,il∣∣) = O(1),
since P∆,n, MnGnR−1n are uniformly bounded in row and column sums. An application of
the Markov inequality provides that
1
n
n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
P∆n,ijMn,ikGn,ikR
−1
n,ikMn,ilGn,ilR
−1
n,ilε
2
njεnkεnl = Op(1).
Since λ0− λˆ = op(1) and ρ0− ρˆ = op(1), 1n
∑n
i=1
∑n
j=1 P∆n,ijε
2
njf
2
ni converges in probability
to zero. The remaining terms in ϑn2 are either of the same order or less in ε’s. A similar
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analysis with Markov inequality can be applied to each of the remaining terms, which yields
ϑn2 = op(1). The structure of ϑn3 is the same as that of ϑn2, i.e., i’s replaced by j’s and
vice versa. Hence, ϑn3 converges to zero in probability.
Now we turn to the first term ϑn1:
1
n
n∑
i=1
n∑
j=1
P∆n,ij
(
a2ni + b
2
ni + c
2
ni + f
2
ni + 2εniani + 2εnibni + 2εnicni + 2εnifni + 2anibni
+ 2anicni + 2anifni + 2bnicni + 2bnifni + 2cnifni
)(
a2nj + b
2
nj + c
2
nj + f
2
nj + 2εnjanj + 2εnjbnj
+ 2εnjcnj + 2εnjfnj + 2anjbnj + 2anjcnj + 2anjfnj + 2bnjcnj + 2bnjfnj + 2cnjfnj
)
.
We will again focus on those terms with highest order in ε’s.
These terms are 1n
∑n
i=1
∑n
j=1 P∆n,ijp
2
niq
2
nj , where p, q = {b, c, f}. Let p = q = b for
exposition. Then,
1
n
n∑
i=1
n∑
j=1
P∆n,ijb
2
nib
2
nj =
1
n
n∑
i=1
n∑
j=1
P∆n,ij
(
ei,nGnεn
)2(
ej,nGnεn
)2(
λ0 − λˆ
)4
=
(
λ0 − λˆ
)4 1
n
n∑
i=1
n∑
j=1
n∑
k1=1
n∑
k2=1
n∑
l1=1
n∑
l2=1
P∆n,ijGn,ik1Gn,ik2Gn,jl1Gn,jl2εnk1εnk2εnl1εnl2︸ ︷︷ ︸
Ln
.
Applying Cauchy-Schwartz inequality to the following term yields E
∣∣εnk1εnk2εnl1εnl2∣∣ ≤(
E(ε2nk1ε
2
nk2
)
) 1
2
(
E(ε2nl1ε
2
nl2
)
) 1
2 ≤ E(ε4nk1) 14E(ε4nk2) 14E(ε4nl1) 14E(ε4nl2) 14 ≤ c, for some c for
all n since µ(4)nk1 , µ
(4)
nk2
, µ(4)nl1 , and µ
(4)
nl2
are bounded by Assumption 1.1. Note that Ln is
stochastically bounded, since
E
∣∣∣∣∣ 1n
n∑
i=1
n∑
j=1
n∑
k1=1
n∑
k2=1
n∑
l1=1
n∑
l2=1
P∆n,ijGn,ik1Gn,ik2Gn,jl1Gn,jl2εnk1εnk2εnl1εnl2
∣∣∣∣∣
≤ c 1
n
n∑
i=1
( n∑
j=1
∣∣P∆n,ij∣∣)( n∑
k1=1
∣∣Gn,ik1∣∣)( n∑
k2=1
∣∣Gn,ik2∣∣)( n∑
l1=1
∣∣Gn,jl1∣∣)( n∑
l2=1
∣∣Gn,jl2∣∣)
= O(1),
and by the Markov inequality, Ln is stochastically bounded, i.e., Ln = Op(1). Since λ0− λˆ =
op(1), 1n
∑n
i=1
∑n
j=1 P∆n,ijb
2
nib
2
nj converges in probability to zero.
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A similar analysis with an application of the Markov inequality ensures that each of the
remaining combinations p, q = {b, c, f} in 1n
∑n
i=1
∑n
j=1 P∆n,ijp
2
niq
2
nj is op(1). The rest of the
terms in ϑn1 are of smaller order in εs and can easily verified to be stochastically convergent
to zero. Hence, ϑn1 converges in probability to zero.
Then, ϑn1 = ϑn2 = ϑn3 = op(1) implies the following 1n
∑n
i=1
∑n
j=1 P∆n,ij εˆ
2
niεˆ
2
nj −
1
n
∑n
i=1
∑n
j=1 P∆n,ijε
2
niε
2
nj = op(1). Combining with the result of
1
n
∑n
i=1
∑n
j=1 P∆n,ijε
2
niε
2
nj−
1
n
∑n
i=1
∑n
j=1 P∆n,ijσ
2
niσ
2
nj = op(1) yields
1
n
n∑
i=1
n∑
j=1
P∆n,ij εˆ
2
niεˆ
2
nj −
1
n
n∑
i=1
n∑
j=1
P∆n,ijσ
2
niσ
2
nj = op(1).
The remaining term left in 1nΩn is
1
nQ
′
nΣnQn =
1
n
∑n
i=1 σ
2
niq
′
i,nqi,n, where qi,n is the
ith row of Qn. The previous discussion applied to 1n
∑n
i=1
∑n
j=1 P∆n,ijσ
2
niσ
2
nj ensures that
1
n
∑n
i=1 εˆ
2
niq
′
i,nqi,n − 1n
∑n
i=1 σ
2
niq
′
i,nqi,n = op(1). Then, it follows that
1
n Ωˆn − 1nΩn = op(1).
Next, we show the consistency of 1n Γˆn. One type of the elements with εs in
1
nΓn is
1
n
∑n
i=1
(
H
′
nP
(s)
jn
)
ii
σ2ni. Since Pns and Hns are all uniformly bounded in both row and
column sums, so are matrices HnP
(s)
jn s. Hence, it follows from the same argument in the
proof of the consistency of 1n Ωˆn that
1
n
∑n
i=1
(
H
′
nP
(s)
jn
)
ii
εˆ2ni− 1n
∑n
i=1
(
H
′
nP
(s)
jn
)
ii
σ2ni = op(1).
The other type of elements with εs in 1nΓn is
1
n
∑n
i=1
(
G
′
nP
(s)
jn
)
ii
σ2ni. By Assumption 1.2, Rn,
Gn, and R−1n are all uniformly bounded in both row and column sums. Hence, the matrices
G
′
nP
(s)
jn = O(1). By the same argument from the proof of the consistency of
1
n Ωˆn, it follows
that 1n
∑n
i=1
(
G
′
nP
(s)
jn
)
ii
εˆ2ni− 1n
∑n
i=1
(
G
′
nP
(s)
jn
)
ii
σ2ni = op(1). Then,
1
n Γˆn− 1nΓn = op(1).
Proof of Proposition 1.3. The proof follows in parallel to the proof of Proposition 1.3 in
Lin and Lee (2010). By generalized Schwartz inequality, the optimal weighting matrix in
Proposition 1.1 is ( 1nΩn)
−1. First, we show that 1ng
′
n(θ)Ω̂
−1
n gn(θ)− 1ng
′
n(θ)Ω
−1
n gn(θ) = op(1).
Consider 1ng
′
n(θ)Ω̂
−1
n gn(θ) =
1
ng
′
n(θ)Ω
−1
n gn(θ) +
1
ng
′
n(θ)(Ω̂
−1
n − Ω−1n )gn(θ). Letting Ψn =
( 1nΩn)
− 1
2 in Proposition 1.1, Assumption 1.8 implies that Ψ0 = (limn→∞ 1nΩn)
− 1
2 exists.
Because Ψ0 is nonsingular, θ0 corresponds to the unique root of limn→∞E( 1ngn(θ)) = 0 at
θ0, which is satisfied by Assumption 1.7. A similar argument in the proof of Proposition 1.1
ensures that 1ng
′
n(θ)Ω
−1
n gn(θ) converges in probability to a well defined limit uniformly in
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θ ∈ Θ. Now, we show that 1ng
′
n(θ)
(
Ω̂−1n − Ω−1n
)
gn(θ) = op(1) uniformly in θ ∈ Θ. Let ‖.‖
be the maximum row sum norm for vectors and matrices. Then, by the submultiplicative
property of a matrix norm, ‖ 1ng
′
n(θ)
(
Ω̂−1n − Ω−1n
)
gn(θ)‖ ≤
(
1
n‖gn(θ)‖
)2‖( Ω̂nn )−1 − (Ωnn )−1‖.
From the proof of Proposition 1.1, 1n
(
gn(θ) − E
(
gn(θ)
))
= op(1). Also, from the proof of
Proposition 1.1,
1
n
E
(
ε
′
n(θ)Pjnεn(θ)
)
= h
′
n(ς)R
′
n(ρ)PjnRn(ρ)hn(ς) +
(
λ0 − λ
) 1
n
tr
(
ΣnP
(s)
jnGn
)
+
(
ρ0 − ρ
)
× 1
n
tr
(
ΣnP
(s)
jn Hn
)
+
(
ρ0 − ρ
)(
λ0 − λ
) 1
n
tr
(
ΣnP
(s)
jn MnGnR
−1
n
)
+
(
λ0 − λ
)(
ρ0 − ρ
)
× 1
n
tr
(
ΣnH
′
nP
(s)
jnGn
)
+
(
λ0 − λ
)2(
ρ0 − ρ
) 1
n
tr
(
ΣnGnP
(s)
jn MnGnR
−1
n
)
+
(
ρ0 − ρ
)2(
λ0 − λ
)
× 1
n
tr
(
ΣnH
′
nP
(s)
jn MnGnR
−1
n
)
+
(
λ0 − λ
)2 1
n
tr
(
ΣnG
′
nPjnGn
)
+
(
ρ0 − ρ
)2 1
n
tr
(
ΣnH
′
nPjnHn
)
+
(
ρ0 − ρ
)2(
λ0 − λ
)2 1
n
tr
(
ΣnR
′−1
n G
′
nM
′
nPjnMnGnR
−1
n
)
= O(1),
uniformly in θ ∈ Θ, as
1
n
h
′
n(ς)R
′
n(ρ)PjnRn(ρ)hn(ς) =
(
λ0 − λ
)2 1
n
(
Xnβ0
)′
G
′
n
(
Rn + (ρ0 − ρ)Mn
)′
Pjn
× (Rn + (ρ0 − ρ)Mn)Gn(Xnβ0)+ (λ0 − λ) 1
n
(
Xnβ0
)′
G
′
n
(
Rn + (ρ0 − ρ)Mn
)′
P
(s)
jn
× (Rn + (ρ0 − ρ)Mn)Xn(β0 − β)+ (β0 − β)′ 1
n
X
′
n
(
Rn + (ρ0 − ρ)Mn
)′
Pjn
× (Rn + (ρ0 − ρ)Mn)Xn(β0 − β) = Op(1),
uniformly in θ ∈ Θ. Similarly, 1nE
(
Q
′
nεn(θ)
)
= 1nQ
′
nRn(ρ)hn(ς) =
(
λ0− λ
)
1
nQ
′
n
(
Rn + (ρ0−
ρ)Mn
)
GnXnβ0 +
1
nQ
′
n
(
Rn + (ρ0 − ρ)Mn
)
Xn
(
β0 − β
)
= O(1) uniformly in θ ∈ Θ. Hence,
‖ 1nE
(
gn(θ)
)‖ = O(1) uniformly in θ ∈ Θ. Then, 1n‖gn(θ)‖ = Op(1) uniformly in θ ∈ Θ by
the Markov inequality. These imply that ‖ 1ng
′
n(θ)
(
Ω̂−1n − Ω−1n
)
gn(θ)‖ = op(1) uniformly in
θ ∈ Θ. This result shows the consistency of the optimal robust GMME.
From the proof of Proposition 1.1, we have 1n
∂gn(θˆn)
∂θ′
= − 1nΓn + op(1) uniformly in θ. To
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find the limiting distribution, by (1.56)
√
n
(
θˆo,n − θ0
)
= −
[
1
n
∂g
′
n(θˆn)
∂θ
(
Ω̂n
n
)−1 1
n
∂gn(θn)
∂θ′
]−1
1
n
∂g
′
n(θˆn)
∂θ
(
Ω̂n
n
)−1 1√
n
gn(θ0)
=
[
Γ
′
n
n
(
Ωn
n
)−1 Γn
n
]−1
Γ
′
n
n
(
Ωn
n
)−1 1√
n
gn(θ0) + op(1). (1.67)
Hence, the limiting distribution of
√
n
(
θˆo,n − θ0
)
follows immediately from (1.67) by the
CLT in Theorem 1 of Kelejian and Prucha (2001) and the Slutzky theorem.
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1.7.4 Simulation Results
Table 1.1: (λ0, β10, β20, β30, ρ0) = (−0.8, 0.7, 0.4, 1.2,−0.3).
Homoskedasticity Heteroskedasticity
n Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ -1.309 -0.509 1.105 1.217 -1.220 -0.420 3.330 3.356
β1 0.643 -0.057 0.129 0.141 0.396 -0.304 0.389 0.494
β2 0.364 -0.036 0.171 0.121 0.199 -0.201 0.311 0.370
β3 1.105 -0.095 0.116 0.195 0.671 -0.529 0.526 0.746
ρ -0.651 -0.351 1.621 1.659 -4.886 -4.586 5.054 6.825
RGMME1 λ -0.853 -0.053 0.363 0.367 -0.876 -0.076 0.875 0.878
β1 0.696 -0.004 0.105 0.106 0.698 -0.002 0.340 0.340
β2 0.394 -0.006 0.102 0.102 0.369 -0.031 0.336 0.338
β3 1.194 -0.006 0.102 0.102 1.188 -0.012 0.344 0.344
ρ -0.356 -0.056 0.492 0.496 -0.498 -0.198 0.888 0.910
RGMME2 λ -0.862 -0.062 0.351 0.357 -0.693 0.107 1.003 1.009
β1 0.696 -0.004 0.105 0.105 0.710 0.010 0.348 0.348
β2 0.394 -0.006 0.101 0.102 0.371 -0.029 0.346 0.347
β3 1.193 -0.007 0.102 0.102 1.204 0.004 0.352 0.352
ρ -0.348 -0.048 0.497 0.499 -0.552 -0.252 0.812 0.850
500 MLE λ -1.028 -0.228 0.624 0.665 -2.275 -1.475 3.748 4.028
β1 0.680 -0.020 0.064 0.067 0.475 -0.225 0.337 0.405
β2 0.390 -0.010 0.052 0.053 0.271 -0.129 0.225 0.260
β3 1.168 -0.032 0.086 0.091 0.817 -0.383 0.547 0.668
ρ -0.227 0.073 0.363 0.370 -1.227 -0.927 3.183 3.315
RGMME1 λ -0.811 -0.011 0.124 0.124 -0.819 -0.019 0.288 0.289
β1 0.697 -0.003 0.046 0.046 0.692 -0.008 0.150 0.150
β2 0.399 -0.001 0.046 0.046 0.397 -0.003 0.149 0.149
β3 1.196 -0.004 0.044 0.045 1.184 -0.016 0.151 0.152
ρ -0.312 -0.012 0.169 0.169 -0.313 -0.013 0.276 0.277
RGMME2 λ -0.813 -0.013 0.124 0.124 -0.815 -0.015 0.269 0.269
β1 0.697 -0.003 0.046 0.046 0.693 -0.007 0.150 0.150
β2 0.399 -0.001 0.046 0.046 0.397 -0.003 0.149 0.149
β3 1.196 -0.004 0.044 0.045 1.185 -0.015 0.150 0.151
ρ -0.310 -0.010 0.169 0.169 -0.313 -0.013 0.267 0.268
1000 MLE λ -0.890 -0.090 0.408 0.418 -2.235 -1.435 3.666 3.937
β1 0.694 -0.006 0.041 0.042 0.546 -0.154 0.305 0.342
β2 0.397 -0.003 0.035 0.035 0.314 -0.086 0.193 0.212
β3 1.189 -0.011 0.056 0.057 0.931 -0.269 0.506 0.573
ρ -0.271 0.029 0.226 0.228 -0.461 -0.161 1.791 1.798
RGMME1 λ -0.802 -0.002 0.089 0.089 -0.802 -0.002 0.224 0.224
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.105 0.105
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.108 0.108
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.107 0.107
ρ -0.304 -0.004 0.119 0.119 -0.315 -0.015 0.214 0.214
RGMME2 λ -0.803 -0.003 0.089 0.089 -0.803 -0.003 0.221 0.221
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.105 0.105
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.108 0.108
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.107 0.107
ρ -0.304 -0.004 0.118 0.118 -0.313 -0.013 0.211 0.211
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Table 1.2: (λ0, β10, β20, β30, ρ0) = (−0.3, 0.7, 0.4, 1.2, 0.3).
Homoskedasticity Heteroskedasticity
n Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ -0.459 -0.159 0.771 0.787 0.207 0.507 1.349 1.441
β1 0.685 -0.015 0.118 0.119 0.490 -0.210 0.428 0.477
β2 0.389 -0.011 0.103 .104 0.262 -0.138 0.331 0.359
β3 1.175 -0.025 0.140 0.142 0.821 -0.379 0.593 0.704
ρ 0.146 -0.154 0.730 0.746 -4.421 -4.721 5.238 7.052
RGMME1 λ -0.370 -0.070 0.435 0.440 -0.156 0.144 1.242 1.250
β1 0.694 -0.006 0.106 0.106 0.718 0.018 0.358 0.359
β2 0.394 -0.006 0.100 0.100 0.380 -0.020 0.353 0.353
β3 1.192 -0.008 0.107 0.107 1.211 0.011 0.366 0.366
ρ 0.253 -0.047 0.361 0.364 0.069 -0.231 0.593 0.637
RGMME2 λ -0.342 -0.042 0.413 0.415 0.276 0.576 1.394 1.509
β1 0.696 -0.004 0.105 0.105 0.740 0.040 0.386 0.388
β2 0.395 -0.005 0.100 0.100 0.392 -0.008 0.367 0.367
β3 1.195 -0.005 0.105 0.105 1.243 0.043 0.420 0.422
ρ 0.240 -0.060 0.350 0.355 -0.084 -0.384 0.677 0.779
500 MLE λ -0.315 -0.015 0.153 0.154 -0.101 0.199 0.872 0.894
β1 0.697 -0.003 0.047 0.047 0.697 -0.003 0.176 0.176
β2 0.400 0.000 0.046 0.046 0.399 -0.001 0.162 0.162
β3 1.195 -0.005 0.046 0.046 1.189 -0.011 0.207 0.207
ρ 0.282 -0.018 0.123 0.124 0.021 -0.279 0.776 0.825
RGMME1 λ -0.323 -0.023 0.161 0.162 -0.397 -0.097 0.468 0.478
β1 0.697 -0.003 0.047 0.047 0.686 -0.014 0.156 0.157
β2 0.400 0.000 0.046 0.046 0.395 -0.005 0.154 0.154
β3 1.195 -0.005 0.046 0.047 1.173 -0.027 0.160 0.162
ρ 0.297 -0.003 0.126 0.126 0.281 -0.019 0.250 0.250
RGMME2 λ -0.320 -0.020 0.158 0.159 -0.282 0.018 0.478 0.479
β1 0.697 -0.003 0.047 0.047 0.694 -0.006 0.159 0.159
β2 0.400 0.000 0.046 0.046 0.399 -0.001 0.156 0.156
β3 1.195 -0.005 0.046 0.046 1.186 -0.014 0.165 0.166
ρ 0.295 -0.005 0.125 0.125 0.242 -0.058 0.231 0.238
1000 MLE λ -0.302 -0.002 0.113 0.113 -0.067 0.233 0.699 0.737
β1 0.700 0.000 0.031 0.031 0.706 0.006 0.120 0.120
β2 0.400 0.000 0.032 0.032 0.407 0.007 0.114 0.114
β3 1.200 0.000 0.032 0.032 1.206 0.006 0.141 0.141
ρ 0.289 -0.011 0.088 0.088 0.082 -0.218 0.086 0.234
RGMME1 λ -0.306 -0.006 0.115 0.115 -0.335 -0.035 0.326 0.328
β1 0.700 0.000 0.031 0.031 0.696 -0.004 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.402 0.002 0.110 0.110
β3 1.199 -0.001 0.032 .032 1.191 -0.009 0.112 0.113
ρ 0.298 -0.002 0.089 0.089 0.280 -0.020 0.186 0.187
RGMME2 λ -0.304 -0.004 0.114 0.114 -0.291 0.009 0.258 0.258
β1 0.700 0.000 0.031 0.031 0.699 -0.001 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.110 0.110
β3 1.199 -0.001 0.032 0.032 1.196 -0.004 0.112 0.112
ρ 0.297 -0.003 0.089 0.089 0.265 -0.035 0.172 0.175
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Table 1.3: (λ0, β10, β20, β30, ρ0) = (0, 0.7, 0.4, 1.2, 0).
Homoskedasticity Heteroskedasticity
n Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ -0.063 -0.063 0.443 0.447 0.359 0.359 0.991 1.054
β1 0.685 -0.015 0.121 0.122 0.444 -0.256 0.403 0.478
β2 0.388 -0.012 0.109 0.109 0.235 -0.165 0.313 0.354
β3 1.175 -0.025 0.146 0.148 0.758 -0.442 0.581 0.730
ρ -0.335 -0.335 1.248 1.292 -5.490 -5.490 5.502 7.772
RGMME1 λ -0.067 -0.067 0.306 0.313 -0.095 -0.095 1.001 1.006
β1 0.696 -0.004 0.105 0.105 0.703 0.003 0.347 0.347
β2 0.395 -0.005 0.102 0.102 0.370 -0.030 0.347 0.349
β3 1.194 -0.006 0.101 0.101 1.189 -0.011 0.348 0.348
ρ -0.058 -0.058 0.422 0.426 -0.147 -0.147 0.769 0.873
RGMME2 λ -0.062 -0.062 0.284 0.290 0.220 0.220 1.145 1.166
β1 0.696 -0.004 0.104 0.104 0.716 0.016 0.361 0.361
β2 0.395 -0.005 0.101 0.101 0.376 -0.024 0.357 0.358
β3 1.195 -0.005 0.100 0.100 1.209 0.009 0.394 0.394
ρ -0.064 -0.064 0.418 0.423 -0.276 -0.276 0.828 0.873
500 MLE λ -0.011 -0.011 0.100 0.100 0.030 0.030 0.206 0.208
β1 0.698 -0.002 0.046 0.046 0.674 -0.026 0.193 0.195
β2 0.400 0.000 0.046 0.046 0.385 -0.015 0.166 0.167
β3 1.196 -0.004 0.045 0.045 1.150 -0.050 0.253 0.257
ρ -0.023 -0.023 0.145 0.147 -0.493 -0.493 2.244 2.298
RGMME1 λ -0.013 -0.013 0.101 0.102 0.070 0.070 0.335 0.342
β1 0.698 -0.002 0.046 0.046 0.690 -0.010 0.154 0.154
β2 0.400 0.000 0.046 0.046 0.396 -0.004 0.152 0.152
β3 1.196 -0.004 0.045 0.045 1.180 -0.020 0.156 0.157
ρ -0.008 -0.008 0.148 0.148 -0.002 -0.002 0.282 0.282
RGMME2 λ -0.013 -0.013 0.100 0.101 -0.034 -0.034 0.241 0.244
β1 0.698 -0.002 0.046 0.046 0.692 -0.008 0.154 0.154
β2 0.400 0.000 0.046 0.046 0.397 -0.003 0.153 0.153
β3 1.196 -0.004 0.045 0.045 1.183 -0.017 0.154 0.155
ρ -0.008 -0.008 0.147 0.148 -0.017 -0.017 0.263 0.264
1000 MLE λ -0.002 -0.002 0.071 0.071 0.003 0.003 0.082 0.082
β1 0.700 0.000 0.031 0.031 0.699 -0.001 0.113 0.113
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.111 0.111
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.126 0.126
ρ -0.013 -0.013 0.104 0.104 -0.056 -0.056 0.712 0.715
RGMME1 λ -0.003 -0.003 0.071 0.072 -0.025 -0.025 0.205 0.206
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.107 0.107
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.110 0.110
β3 1.200 0.000 0.031 0.031 1.194 -0.006 0.109 0.109
ρ -0.004 -0.004 0.104 0.104 -0.009 -0.009 0.216 0.216
RGMME2 λ -0.003 -0.003 0.071 0.071 -0.020 -0.020 0.195 0.196
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.107 0.107
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.110 0.110
β3 1.200 0.000 0.031 0.031 1.194 -0.006 0.109 0.109
ρ -0.004 -0.004 0.104 0.104 -0.012 -0.012 0.211 0.211
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Table 1.4: (λ0, β10, β20, β30, ρ0) = (0.3, 0.7, 0.4, 1.2,−0.8).
Homoskedasticity Heteroskedasticity
n Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ 0.359 0.059 0.232 0.239 0.603 0.303 0.924 0.972
β1 0.630 -0.070 0.159 0.174 0.322 -0.378 0.345 0.512
β2 0.354 -0.046 0.131 0.139 0.171 -0.229 0.262 0.348
β3 1.080 -0.120 0.224 0.254 0.552 -0.648 0.507 0.823
ρ -2.560 -1.760 2.237 2.846 -8.711 -7.911 4.898 9.304
RGMME1 λ 0.276 -0.024 0.146 0.148 0.108 -0.192 0.756 0.780
β1 0.700 0.000 0.700 0.105 0.708 0.008 0.343 0.343
β2 0.396 -0.004 0.105 0.101 0.376 -0.024 0.333 0.334
β3 1.201 0.001 0.101 0.104 1.203 0.003 0.363 0.363
ρ -0.935 -0.135 0.589 0.604 -0.861 -0.061 1.275 1.276
RGMME2 λ 0.273 -0.027 0.145 0.147 0.226 -0.074 0.461 0.467
β1 0.701 0.001 0.105 0.105 0.711 0.011 0.343 0.343
β2 0.397 -0.003 0.101 0.101 0.378 -0.022 0.335 0.335
β3 1.202 0.002 0.104 0.104 1.205 0.005 0.365 0.366
ρ -0.934 -0.134 0.587 0.602 -0.951 -0.151 1.268 1.277
500 MLE λ 0.357 0.057 0.120 0.133 0.601 0.301 0.437 0.531
β1 0.648 -0.052 0.099 0.112 0.329 -0.371 0.305 0.480
β2 0.369 -0.031 0.068 0.075 0.187 -0.213 0.193 0.288
β3 1.112 -0.088 0.156 0.179 0.563 -0.637 0.501 0.811
ρ -0.816 -0.016 1.447 1.682 -7.626 -6.826 5.399 8.703
RGMME1 λ 0.297 -0.003 0.045 0.045 0.281 -0.019 0.127 0.128
β1 0.698 -0.002 0.046 0.046 0.696 -0.004 0.147 0.147
β2 0.399 -0.001 0.045 0.045 0.398 -0.002 0.141 0.141
β3 1.198 -0.002 0.046 0.046 1.192 -0.008 0.159 0.159
ρ -0.825 -0.025 0.186 0.188 -0.771 0.029 0.366 0.368
RGMME2 λ 0.297 -0.003 0.045 0.045 0.277 -0.023 0.126 0.128
β1 0.698 -0.002 0.046 0.046 0.697 -0.003 0.147 0.147
β2 0.399 -0.001 0.045 0.045 0.399 -0.001 0.141 0.141
β3 1.198 -0.002 0.046 0.046 1.193 -0.007 0.159 0.159
ρ -0.824 -0.024 0.186 0.187 -0.765 0.035 0.362 0.364
1000 MLE λ 0.336 0.036 0.096 0.102 0.572 0.272 0.446 0.522
β1 0.670 -0.030 0.077 0.083 0.346 -0.354 0.310 0.471
β2 0.383 -0.017 0.052 0.055 0.203 -0.197 0.192 0.275
β3 1.148 -0.052 0.127 0.137 0.594 -0.606 0.523 0.801
ρ -1.312 -0.512 1.193 1.299 -7.258 -6.458 5.640 8.574
RGMME1 λ 0.300 0.000 0.032 0.032 0.291 -0.009 0.095 0.096
β1 0.700 0.000 0.031 0.031 0.699 -0.001 0.105 0.105
β2 0.401 0.001 0.032 0.032 0.405 0.005 0.105 0.105
β3 1.200 0.000 0.032 0.032 1.197 -0.003 0.115 0.115
ρ -0.810 -0.010 0.132 0.132 -0.791 0.009 0.272 0.272
RGMME2 λ 0.299 -0.001 0.032 0.032 0.289 -0.011 0.095 0.096
β1 0.700 0.000 0.031 0.031 0.700 0.000 0.105 0.105
β2 0.401 0.001 0.032 0.032 0.405 0.005 0.105 0.105
β3 1.200 0.000 0.032 0.032 1.198 -0.002 0.115 0.115
ρ -0.809 -0.009 0.132 0.132 -0.787 0.013 0.271 0.271
65
Table 1.5: (λ0, β10, β20, β30, ρ0) = (0.8, 0.7, 0.4, 1.2, 0.3).
Homoskedasticity Heteroskedasticity
n Mean Bias SD RMSE Mean Bias SD RMSE
100 MLE λ 0.769 -0.031 0.197 0.199 0.827 0.027 0.187 0.189
β1 0.693 -0.007 0.111 0.111 0.451 -0.249 0.429 0.496
β2 0.393 -0.007 0.103 0.103 0.240 -0.160 0.322 0.360
β3 1.190 -0.010 0.124 0.124 0.769 -0.431 0.631 0.764
ρ 0.083 -0.217 0.884 0.910 -5.214 -5.514 5.978 8.133
RGMME1 λ 0.745 -0.055 0.336 0.341 0.728 -0.072 0.732 0.735
β1 0.697 -0.003 0.106 0.106 0.706 0.006 0.346 0.346
β2 0.396 -0.004 0.101 0.101 0.379 -0.021 0.347 0.348
β3 1.197 -0.003 0.104 0.104 1.197 -0.003 0.349 0.349
ρ 0.255 -0.045 0.357 0.360 0.154 -0.146 0.629 0.646
RGMME2 λ 0.764 -0.036 0.181 0.185 0.875 0.075 0.458 0.464
β1 0.698 -0.002 0.104 0.104 0.709 0.009 0.353 0.353
β2 0.397 -0.003 0.101 0.101 0.377 -0.023 0.350 0.351
β3 1.199 -0.001 0.100 0.100 1.194 -0.006 0.358 0.358
ρ 0.235 -0.065 0.350 0.356 0.024 -0.276 0.693 0.746
500 MLE λ 0.797 -0.003 0.033 0.033 0.730 -0.070 0.112 0.132
β1 0.698 -0.002 0.046 0.046 0.679 -0.021 0.183 0.185
β2 0.400 0.000 0.046 0.046 0.389 -0.011 0.163 0.164
β3 1.197 -0.003 0.045 0.045 1.158 -0.042 0.236 0.240
ρ 0.271 -0.029 0.131 0.134 0.020 -0.280 1.935 1.955
RGMME1 λ 0.794 -0.006 0.033 0.034 0.752 -0.048 0.483 0.486
β1 0.698 -0.002 0.046 0.046 0.693 -0.007 0.157 0.157
β2 0.400 0.000 0.046 0.046 0.398 -0.002 0.155 0.155
β3 1.197 -0.003 0.044 0.045 1.185 -0.015 0.165 0.165
ρ 0.296 -0.004 0.128 0.128 0.307 0.007 0.286 0.286
RGMME2 λ 0.794 -0.006 0.033 0.034 0.774 -0.026 0.271 0.273
β1 0.698 -0.002 0.046 0.046 0.691 -0.009 0.161 0.161
β2 0.400 0.000 0.046 0.046 0.397 -0.003 0.156 0.156
β3 1.197 -0.003 0.044 0.045 1.181 -0.019 0.171 0.172
ρ 0.295 -0.005 0.127 0.127 0.247 -0.053 0.734 0.736
1000 MLE λ 0.800 0.000 0.023 0.023 0.742 -0.058 0.098 0.114
β1 0.700 0.000 0.031 0.031 0.697 -0.003 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.401 0.001 0.109 0.109
β3 1.200 0.000 0.031 0.031 1.193 -0.007 0.114 0.115
ρ 0.284 -0.016 0.093 0.094 0.299 -0.001 0.471 0.471
RGMME1 λ 0.798 -0.002 0.022 0.023 0.777 -0.023 0.116 0.118
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.106 0.106
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.109 0.110
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.109 0.109
ρ 0.297 -0.003 0.090 0.090 0.295 -0.005 0.218 0.218
RGMME2 λ 0.799 -0.001 0.022 0.022 0.780 -0.020 0.098 0.100
β1 0.700 0.000 0.031 0.031 0.698 -0.002 0.106 0.106
β2 0.400 0.000 0.032 0.032 0.403 0.003 0.109 0.109
β3 1.200 0.000 0.031 0.031 1.195 -0.005 0.110 0.110
ρ 0.296 -0.004 0.090 0.090 0.290 -0.010 0.214 0.215
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Table 1.6: (λ0, β10, β20, β30, ρ0) = (0.3, 0.7, 0.4, 1.2, 0.3), n = 500.
Homoskedasticity Heteroskedasticity
Mean Bias SD RMSE Mean Bias SD RMSE
GS2SLSE λ 0.302 0.002 0.100 0.100 0.442 0.142 0.223 0.265
β1 0.698 -0.002 0.046 0.046 0.681 -0.019 0.158 0.159
β2 0.400 0.000 0.046 0.046 0.390 -0.010 0.155 0.155
β3 1.197 -0.003 0.045 0.045 1.166 -0.034 0.162 0.166
ρ 0.263 -0.037 0.125 0.125 -0.094 -0.394 0.355 0.530
MLE λ 0.285 -0.015 0.103 0.104 0.299 -0.001 0.133 0.133
β1 0.698 -0.002 0.046 0.046 0.686 -0.014 0.175 0.176
β2 0.400 0.000 0.046 0.046 0.394 -0.006 0.160 0.160
β3 1.196 -0.004 0.044 0.045 1.170 -0.030 0.210 0.212
ρ 0.282 -0.018 0.129 0.130 0.023 -0.277 1.551 1.576
B2SLSE λ 0.282 -0.018 0.106 0.107 0.039 -0.261 3.329 3.340
β1 0.697 -0.003 0.046 0.046 0.667 -0.033 0.822 0.823
β2 0.400 0.000 0.046 0.046 0.428 0.028 1.039 1.040
β3 1.196 -0.004 0.045 0.045 1.158 -0.042 0.369 0.371
ρ 0.263 -0.037 0.125 0.131 -0.094 -0.394 0.355 0.530
BGMME λ 0.255 -0.045 0.218 0.222 -1.412 -1.712 3.420 3.825
β1 0.696 -0.004 0.049 0.049 0.344 -0.356 0.305 0.469
β2 0.398 -0.002 0.047 0.047 0.193 -0.207 0.206 0.292
β3 1.193 -0.007 0.051 0.051 0.581 -0.619 0.482 0.785
ρ 0.330 0.030 0.153 0.156 -2.393 -2.693 3.791 4.650
RGS2SLSE λ 0.301 0.001 0.100 0.100 0.437 0.137 0.222 0.261
β1 0.698 -0.002 0.046 0.049 0.692 -0.008 0.156 0.156
β2 0.400 0.000 0.046 0.047 0.398 -0.002 0.154 0.154
β3 1.197 -0.003 0.044 0.051 1.181 -0.019 0.159 0.160
ρ 0.329 0.029 0.130 0.155 0.120 -0.180 0.255 0.312
RB2SLSE λ 0.281 -0.019 0.106 0.100 0.113 -0.187 2.026 2.035
β1 0.697 -0.003 0.046 0.046 0.684 -0.016 0.295 0.295
β2 0.400 0.000 0.046 0.046 0.405 0.005 0.295 0.295
β3 1.197 -0.003 0.045 0.045 1.166 -0.034 0.279 0.281
ρ 0.279 -0.021 0.130 0.132 0.120 -0.180 0.255 0.312
RGMME1 λ 0.281 -0.019 0.106 0.107 0.270 -0.030 0.399 0.400
β1 0.697 -0.003 0.046 0.046 0.691 -0.009 0.158 0.158
β2 0.400 0.000 0.046 0.046 0.397 -0.003 0.155 0.155
β3 1.196 -0.003 0.045 0.045 1.181 -0.019 0.165 0.166
ρ 0.297 -0.003 0.128 0.128 0.255 -0.045 0.382 0.385
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Table 1.7: (λ0, β10, β20, β30, ρ0) = (0.8, 0.7, 0.4, 1.2,−0.3), n = 1000.
Homoskedasticity Heteroskedasticity
Mean Bias SD RMSE Mean Bias SD RMSE
GS2SLSE λ 0.801 0.001 0.012 0.012 0.806 0.006 0.038 0.038
β1 0.700 0.000 0.031 0.031 0.692 -0.008 0.110 0.110
β2 0.400 0.000 0.032 0.032 0.401 0.001 0.109 0.109
β3 1.199 -0.001 0.033 0.033 1.185 -0.015 0.118 0.118
ρ -0.319 -0.019 0.116 0.117 -0.554 -0.254 0.290 0.386
MLE λ 0.801 0.001 0.012 0.012 0.639 -0.161 0.115 0.197
β1 0.700 0.000 0.031 0.031 0.670 -0.030 0.206 0.208
β2 0.400 0.000 0.032 0.032 0.384 -0.016 0.149 0.150
β3 1.199 -0.001 0.032 0.032 1.143 -0.057 0.322 0.327
ρ -0.322 -0.022 0.115 0.117 -0.705 -0.405 3.363 3.387
B2SLSE λ 0.800 0.000 0.012 0.012 0.795 -0.005 0.042 0.042
β1 0.701 0.001 0.031 0.031 0.700 0.000 0.109 0.109
β2 0.400 0.000 0.032 0.032 0.404 0.004 0.110 0.110
β3 1.200 0.000 0.033 0.033 1.197 -0.003 0.115 0.115
ρ -0.319 -0.019 0.116 0.117 -0.554 -0.254 0.290 0.386
BGMME λ 0.801 0.001 0.013 0.013 0.951 0.151 0.055 0.161
β1 0.700 0.000 0.031 0.031 0.259 -0.441 0.295 0.530
β2 0.400 0.000 0.033 0.033 0.149 -0.251 0.186 0.313
β3 1.199 -0.001 0.033 0.033 0.438 -0.762 0.489 0.905
ρ -0.302 -0.002 0.116 0.116 -6.161 -5.861 3.681 6.921
RGS2SLSE λ 0.801 0.001 0.012 0.012 0.806 0.006 0.037 0.038
β1 0.700 0.000 0.031 0.031 0.694 -0.006 0.109 0.109
β2 0.400 0.000 0.032 0.032 0.401 0.001 0.110 0.110
β3 1.199 -0.001 0.032 0.033 1.188 -0.012 0.116 0.117
ρ -0.313 -0.013 0.115 0.115 0.362 -0.062 0.233 0.241
RB2SLSE λ 0.800 0.000 0.012 0.012 0.794 -0.006 0.041 0.042
β1 0.700 0.000 0.031 0.031 0.700 0.000 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.404 0.004 0.110 0.110
β3 1.199 -0.001 0.033 0.033 1.197 -0.003 0.114 0.114
ρ -0.313 -0.013 0.115 0.115 -0.362 -0.062 0.233 0.241
RGMME1 λ 0.800 0.000 0.012 0.012 0.795 -0.005 0.038 0.039
β1 0.700 0.000 0.031 0.031 0.699 -0.001 0.108 0.108
β2 0.400 0.000 0.032 0.032 0.404 0.004 0.110 0.110
β3 1.200 0.000 0.032 0.032 1.197 -0.003 0.115 0.116
ρ -0.306 -0.006 0.115 0.115 -0.301 -0.001 0.247 0.247
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2 An Efficient GMM Estimator for A Spatial Cliff-Ord-
Type Model with Moving Average Disturbances
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Abstract
In this paper, we introduce the one-step generalized method of moments (GMM) estimation
methods considered in Lee (2007a) and Liu et al. (2010) to spatial models that impose a
spatial moving average process for the disturbance term. First, we determine the set of the
best linear and quadratic moment functions for the GMM estimation. Second, we show
that the GMM estimator (GMME) formulated from this set is the most efficient estimator
within the class of GMMEs formulated from the set of linear and quadratic moment func-
tions. Our analytical results show that the GMME can be asymptotically equivalent to the
maximum likelihood estimator (MLE), when the disturbance term is i.i.d. normal. When
the disturbance term is simply i.i.d., the one-step GMME can be more efficient than the
quasi MLE (QMLE). With an extensive Monte Carlo study, we compare its finite sample
properties against the MLE, the QMLE and the estimators suggested in Fingleton (2008a).
Author Keywords: Spatial moving-average models, GMM, Asymptotics, Efficiency, MLE
JEL classification codes: C13, C21, C31
2.1 Introduction
Spatial econometrics models that have a long history in regional, urban and public economics
have recently found many applications in macro growth models. These models enable re-
searchers to incorporate spatial dependence among observations into economic analysis.
Spatial dependence is a special form of cross-sectional dependence that is determined by
locations of observations in space, and is often incorporated into regression specifications
in three ways: (i) spatial lag (SAR) model, (ii) spatial error (SEM) model, and the com-
bination of (i) and (ii). The SAR specification involves an autoregressive (AR) process for
the spatial lags of the dependent variable such that the dependent variable at a point in
space depends on the dependent variables of the surrounding locations. An equilibrium out-
come of a theoretical economic model of interacting spatial units often motivates the SAR
specification. The SEM specification incorporates the AR process for the spatial lags of the
disturbance term. The spatial dependence may stem from measurement errors that tend to
vary systematically over space.
A well-known feature of the AR process is that it allows for a global transmission of
shocks through global spillovers that agglomerate from higher order neighbors (Anselin,
1988, LeSage and Pace, 2009). However, the AR specification may not be appropriate,
if there is strong evidence towards localized transmission of shocks, i.e., shocks that are
not transmitted globally. For example, the findings in the empirical literature about the
diffusion of technology indicate that the diffusion is more localized in the sense that the
productivity effects of innovations decline with the geographical distance between countries
(Keller, 2002, Bottazzi and Peri, 2003). Hence, an alternative specification that allows for
a localized transmission of shocks is needed. Haining (1978), Anselin (1988) and recently
Hepple (2003), Fingleton (2008a,b) consider a moving average (MA) process for the distur-
bances. Following Baltagi and Liu (2011), we will refer to this model as the spatial moving
average (SMA) model. As pointed out by these authors, applied researchers sometimes need
to treat the transmission of shocks as a local phenomenon. Alternatively, researchers may
just be interested in local effects arising from immediate neighbors. Anselin and Bera (1998)
suggest a spatial regression specification (i.e., SARMA) that combines the SMA process for
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the disturbances and a SAR process for the dependent variable. For example, pollution in a
certain location can be modeled as a function not only of the local income, but of the income
of the neighbors, and their neighbors’ neighbors, and so on. In other words, spillovers travel
throughout the whole system and are not limited to the immediate neighbors. Contrarily,
the unobserved factors that are affecting pollution in that location are bounded to a small
local neighborhood.
The spatial econometrics literature has mainly focused on the estimators proposed for
the estimation of the models that assume an AR process for the spatial dependence in the
disturbance term (Kelejian and Prucha, 1998, 1999, Das et al., 2003, Kelejian and Prucha,
2010, Lee, 2003, 2004, 2007a,b, Liu et al., 2010). The maximum likelihood (ML) method
has received the most attention (Anselin, 1988, LeSage and Pace, 2009). However, the
large sample properties of the maximum likelihood estimator (MLE) and the quasi MLE
(QMLE) have recently been established by Lee (2004) only for models with spatial AR de-
pendence. The ML estimation can involve a significant computational difficulty for certain
weight matrices, when the sample size is large.1 On the other hand, the generalized method
of moments (GMM) and instrumental variable (IV) methods are proven to be computation-
ally more feasible than the ML method. Various two stage least squares estimators (2SLSE)
corresponding to the different sets of instrumental variables have been proposed by Anselin
(1988), Kelejian and Prucha (1998, 1999, 2007, 2010), and Lee (2003, 2007a). The struc-
ture of spatial regression specification determines the possible instruments, which are often
constructed from exogenous variables and spatial weight matrices.
Kelejian and Prucha (1998, 1999, 2010) propose a multi-step estimator (GS2SLSE) that
involves a combination of the IV and the GMM methods for the spatial model that has a
spatial autoregressive process in the dependent variable and the disturbances (SARAR(1,1)).
First, an initial estimate of the parameters of the exogenous variables and the autoregressive
parameter of the spatial lag of the dependent variable are estimated by the 2SLSE. Then,
the residuals from the first step are used to estimate the autoregressive parameter of the
spatial lag of the disturbance term by the GMME formulated from a combination of a set of
1The likelihood involves the determinant of a matrix, whose dimensions depend on the sample size. For
further information, see Kelejian and Prucha (1998), Das et al. (2003), Kelejian and Prucha (2010).
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quadratic moment functions. In the final step, the parameters are estimated by the 2SLSE,
after transforming the model via a Cochrane-Orcut type transformation to account for the
spatial correlation. However, the estimation approach in Kelejian and Prucha (1998) is
inefficient relative to the ML method (Prucha, Forthcoming 2012). To increase the efficiency
of the GMME, Lee (2007a,b), Liu et al. (2010), and Lee and Liu (2010b) suggest sets of
moment functions that are linear and quadratic in disturbance terms. The linear moment
functions are based on the deterministic part of the spatial lag term and the quadratic
moment functions are constructed for exploiting the stochastic part of the spatial lag variable
(i.e., the endogenous variable). The quadratic moment functions are chosen in such a way
that the resulting GMME can be asymptotically equivalent to the MLE, when disturbances
are i.i.d. normal.
The spatial moving average model introduces a different interaction structure. Therefore,
it is of interest to investigate the implications of a moving average process for estimation
and testing issues. Recently, Fingleton (2008a,b) extends the GMM methodology of Kelejian
and Prucha (1998) to a SARMA(1,1) specification. Although the finite sample properties
of GS2SLSE is explored in detail for the SARMA(1,1) model, the asymptotic properties are
not provided. Also, Baltagi and Liu (2011) suggest an improvement for the GS2SLSE for
SARMA(0,1) in small samples based on Arnold and Wied (2010).
In this study, we extend the one-step GMM methodology proposed by Lee (2007a) and
Liu et al. (2010) to the spatial models that have a moving average process in the disturbance
term. For the SARMA(0,1) and SARMA(1,1) specifications, we consider the class of optimal
GMM estimators that are formulated from a set of moment functions involving both linear
and quadratic moment functions. The best GMME (BGMME) within this class is the one
that has the highest asymptotic efficiency. We determine the set of the moment functions for
both SARMA(0,1) and SARMA(1,1) specifications that leads to the most efficient GMME,
i.e., the BGMME. Along the same line of arguments in Breusch et al. (1999), we show that
this set of moment functions is the best one in the sense that any other moment function
that can be added to this set does not increase the asymptotic efficiency. Finally, through
a Monte Carlo study, the finite sample properties of the BGMME are compared with the
MLE, the QMLE and the GS2SLSE. Also, we replicate the empirical results of Behrens
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et al. (2012) for the SARMA(1,1) specification to evaluate the performance of estimators in
an applied research.
This paper is organized as follows. Section 2 elaborates further on the AR and the MA
disturbance processes. Section 3 presents the model assumptions and their implications.
Section 4 and 5 discuss the GMM estimation of the SARMA(0,1) and the SARMA(1,1)
specifications and propose the best moment functions along with the large sample properties
of the GMME. The Monte Carlo study and the empirical illustration are carried out in
Sections 6 and 7, respectively. Finally, there are concluding remarks.
2.2 Spatial Dependence Specifications for the Disturbance Term
In the literature, three parametric specifications have been proposed to model the spatial
dependence in the disturbance term: (i) the spatial autoregressive process (SAR), (ii) the
spatial moving average process (SMA), and (iii) the spatial error components (SEC) process.
In this section, we briefly show the implications of these specifications in terms of their
respective covariance structure and the transmission of shocks under each specification.
The SAR specification involves a spatial AR process and is specified as un = ρ0Mnun +
εn, where Mn is the n × n spatial weight matrix of known constants with zero diagonal
elements, ρ0 is the spatial autoregressive parameter, and εn is the n × 1 vector of i.i.d.
innovations with variance σ20. Under the assumption of an equilibrium, i.e., (In − ρ0Mn)
is nonsingular, the solution implies un = (In − ρ0Mn)−1εn with the variance-covariance
matrix E(unu′n) = σ20
(
(In − ρ0Mn)−1(In − ρ0Mn)−1′
)
. Notice that even if the innovations
are homoskedastic, the diagonal elements of the product of the inverted matrices are not
constant, implying that un is heteroskedastic. An expansion of (In − ρ0Mn)−1 for |ρ0| < 1
yields (In−ρ0Mn)−1 =
∑∞
j=0 ρ
j
0M
j
n = In+ρ0Mn+ρ
2
0M
2
n+· · · . Hence, the SAR specification
of disturbances implies that a shock at location i is transmitted to all other locations.The
first term In implies that the shock at location i directly affects location i, and then its
higher order neighbors through the powers of Mn. Eventually, the shock feeds back to
location i through the interconnectedness of neighbors. Notice that |ρ0| < 1 ensures that
the transmitted shock decreases with higher orders of neighbors. Hence, it satisfies the first
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law of geography which states that “everything is related to everything else, but near things
are more related than distant thing” (Tobler, 1970). As a result, the SAR specification
allows researchers to model global transmission of shocks where the full effect of a shock to
location i is the total of initial shock and the feedback from other locations.
If a more localized spatial dependence is conjectured for an economic model, then the
SMA specification is more appropriate. The SMA process involves a spatial MA pro-
cess and is specified as un = εn − ρ0Mnεn, where ρ0 is the spatial moving average pa-
rameter. Notice that the reduced form does not involve the inverse of a square matrix.
Hence, the transmission of a shock at location i is limited to its immediate neighbors given
by the nonzero elements in ith row in Mn. The variance-covariance matrix E(unu′n) =
σ20
(
(In − ρ0Mn)(In − ρ0Mn)′
)
= σ20
(
In − ρ0(Mn +M ′n) + ρ20MnM
′
n
)
indicates that the
spatial correlations are limited to first and second order neighbors only, i.e., to nonzero
elements in Mn +M
′
n and MnM
′
n, respectively. In comparison with the SAR specification,
the range of the effect of a shock is much smaller.
Kelejian and Robinson (1993) propose an alternative specification to the SAR and the
SMA specifications. The SEC specification of Kelejian and Robinson (1993) is specified as
un = Mnεn + ξn, where εn and ξn are n × 1 vectors of independent disturbances. Specif-
ically, Mnεn is the weighted average of neighboring innovations whereas ξn represents the
location specific one. The variance-covariance matrix under the SEC specification becomes
E(unu
′
n) = σ
2
ξIn+σ
2
εMnM
′
n. In this specification, the location specific shocks are not trans-
mitted to other locations, whereas neighboring innovations (εn) are transmitted to only the
first order neighbors.
2.3 Model Specification and Assumptions
In this study, the following first order SARMA(1,1) specification is considered:
Yn = λ0WnYn +Xnβ0 + un, un = εn − ρ0Mnεn (2.1)
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where Yn is the n×1 vector of observations of dependent variable, Xn is the n×k matrix of
non-stochastic exogenous variables, with the associated k×1 vector of population coefficients.
Wn and Mn are the n × n spatial weight matrices of known constants with zero diagonal
elements, and εn is the n × 1 vector of disturbances (or innovations). The variables WnYn
andMnεn are known respectively as the spatial lag of the dependent variable and the spatial
lag of the disturbance term. The spatial effect parameters λ0 and ρ0 are respectively known
as the spatial autoregressive and spatial moving average parameters. Since spatial data
is characterized with triangular arrays, the variables in (2.1) have the subscript n.2 The
model specifications with λ0 6= 0, ρ0 = 0 and λ0 = 0, ρ0 6= 0 are known respectively as the
SARAR(1,0) and the SARMA(0,1) specifications in the literature.3
Let Θ be the parameter space of the model. In order to distinguish the true param-
eter vector from other possible values in Θ, the model is stated with the true parameter
vector θ0 = (ς
′
0, ρ0)
′ with ς0 = (λ0, β
′
0)
′ . Also, let δ0 = (λ0, ρ0)
′ . For the notational
simplicity, we denote Sn(λ) = (In − λWn), Rn(ρ) = (In − ρMn), Gn(λ) = WnS−1n (λ),
Gn(δ) = R
−1
n (ρ)Gn(λ)Rn(ρ), Hn(ρ) = MnR−1n (ρ) and Xn(ρ) = R−1n (ρ)Xn. At the true
parameter values, we denote Sn(λ0) = Sn, Rn(ρ0) = Rn, Gn(λ0) = Gn, Hn(ρ0) = Hn,
Gn(δ0) = R
−1
n GnRn and Xn = R−1n Xn. Then, Xn = (R−1n ln, R−1n X∗), where ln denotes
n×1 vector of ones and X∗ is the sub-matrix of Xn with the intercept column deleted. The
sub-matrix R−1n X∗n =X
∗
n is assumed to be n×k? matrix with column vectors denoted byX∗nl
for l = 1, . . . k?. In the case where Xn has no column of ones, R−1n Xn = R−1n X∗n =X
∗
n and
k? = k. Let D(·) be the operator which either creates a matrix from the diagonal elements
of an input matrix or returns a diagonal matrix if the input is a vector. Furthermore, let
vec(·) be the operator that creates a column vector from the elements of an input matrix
and vecD(·) be the operator that creates a column vector from the diagonal elements of an
input matrix. The trace operator tr(·) returns the sum of the diagonal elements of an input
matrix. We also employ two other notional simplifications in terms of superscripts t and
s for square matrices: for any n × n matrix An, let (i) A(t)n = An − 1n tr(An)In, and (ii)
A
(s)
n = An +A
′
n. Finally, ln denotes n× 1 vector of ones.
2Since the elements of (In−λ0Wn)−1 and (In−ρ0Mn) is generally a function of n, Y and u will generally
depend on n. See Kelejian and Prucha (2010).
3SARAR(1,0) is also called simply the SAR model and SARMA(0,1) is also called the SMA.
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Next, the assumptions that are required for the asymptotic properties of estimators and
their interpretations for (2.1) are elaborated.
Assumption 2.1. The elements εni of the disturbance term εn are i.i.d. with with mean
zero and variance σ20, and E |εin|ν <∞ for some ν > 4 for all n and i.
The elements of the disturbance term have moments higher than the fourth moment.
The existence of moments greater than the fourth is required for the application of a central
limit theorem for the quadratic form given in Kelejian and Prucha (2010) for the GMME.
In addition, the variance of quadratic form in εn exists and is finite when the first four
moments are finite. Finally, Lyapounov’s inequality guarantees that the moment less than
ν are also uniformly bounded for all n and i.
Assumption 2.2. The spatial weight matrices Mn and Wn are uniformly bounded in abso-
lute value in row and column sums. Moreover, S−1n , S−1n (λ), R−1n and R−1n (ρ) exist and are
uniformly bounded in absolute value in row and column sums for all values of ρ and λ in a
compact parameter space.
The uniform boundedness of the terms in Assumptions 2.1 and 2.2 are motivated to con-
trol spatial autocorrelations in the model at a tractable level (Kelejian and Prucha, 1998).4
Assumption 2.2 also implies that the model in (2.1) represents an equilibrium relation for the
dependent variable. The reduced form of the model becomes Yn = S−1n Xnβ0 + S−1n R−1n εn.
Finally, Assumption 2.2 is assumed to hold at an arbitrary autoregressive parameter vector
as well as the true one. The uniform boundedness of S−1n (λ) and R−1n (ρ) is required for the
MLE but not for the GMME (Liu et al., 2010). In the literature, the parameter space for
the spatial autoregressive parameters λ0 and ρ0 is restricted to the interval (−1, 1), when
spatial weight matrices are row normalized.5
The following assumptions are the usual regularity conditions required for the GMME.
Throughout this study, the vector of moment functions considered for the GMME is in the
4For a definition and some properties of uniform boundedness, see Kelejian and Prucha (2010).
5For other formulations of the parameter space of autoregressive parameters, see Kelejian and Prucha
(2007, 2010), Elhorst et al. (2012).
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form of g(θ0) =
(
ε
′
nP1nεn, . . . , ε
′
nPmnεn, ε
′
nQn
)′
. The moment functions involving n × n
constant matrices Pjn for j = 1, . . . ,m are known as the quadratic moment functions.
The last moment function Q′nεn is the linear moment function, where the full column rank
matrix Qn is n× r with r ≥ k+ 1. The matrices Pjns and Qn are chosen in such a way that
orthogonality conditions of population moment functions are not violated. Let P1n be the
class of n×n constant matrices with zero trace andP2n be the class of n×n constant matrices
with zero diagonal elements. The quadratic moment functions involving matrices from
these classes satisfy the orthogonality conditions when disturbances satisfy Assumption 2.1.6
Let M1n and M2n be two classes of optimal GMMEs derived from optimization problems
involving quadratic moment matrices Pjns fromP1n andP2n, respectively. Assumption 2.4
states the regularity conditions for these matrices and Assumption 2.5 characterizes the
parameter space.
Assumption 2.3. The regressors matrix Xn is an n × k matrix consisting of uniformly
bounded constant elements. It has full column rank of k. Moreover, limn→∞ 1nX
′
nXn exists
and is nonsingular.
Assumption 2.4. Elements of IV matrix Qn are uniformly bounded. Pjn for j = 1, . . . ,m
is uniformly bounded in absolute value in row and column sums.
Assumption 2.5. The parameter space Θ is a compact subset of Rk+2 and θ0 ∈ Θ.
The identification of parameters in the GMM framework requires limn→∞ 1nE(gn(θ0)) =
0.7 For any value of the parameter vector θ ∈ Θ, consider the expectation of the moment
functions
E(gn(θ)) =

E(ε
′
n(θ)P1nεn(θ))
E(ε
′
n(θ)P2nεn(θ))
...
E(ε
′
n(θ)Pmnεn(θ))
E(Q
′
nεn(θ))

. (2.2)
6Under Assumption 2.1, E(ε
′
nPjnεn) = tr(PjnE(εnε
′
n)) = tr(Pjnσ
2
0) = σ
2
0tr(Pjn) = 0.
7See Lemma 2.3 in Newey and McFadden (1994).
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From (2.1), εn(θ) can be written in terms of the model parameters in the following way:
εn(θ) = R
−1
n (ρ)Sn(λ)S
−1
n Rnεn +R
−1
n (ρ)
(
Sn(λ)S
−1
n Xnβ0 −Xnβ
)
= Kn(δ)K
−1
n εn +R
−1
n (ρ)kn(ς) (2.3)
where Kn(δ) = R−1n (ρ)Sn(λ), Kn = R−1n Sn, kn(ς) = Sn(λ)S−1n Xnβ0 − Xnβ, and ς =
(λ, β
′
)
′ are introduced for notational simplicity. Substituting (2.3) into (2.2) and taking the
expectation yields
E(gn(θ)) =

k
′
n(ς)R
−1′
n (ρ)P1nR
−1
n (ρ)kn(ς) + σ
2
0tr(K
′−1
n K
′
n(δ)P1nKn(δ)K
−1
n )
k
′
n(ς)R
−1′
n (ρ)P2nR
−1
n (ρ)kn(ς) + σ
2
0tr(K
′−1
n K
′
n(δ)P2nKn(δ)K
−1
n )
...
k
′
n(ς)R
−1′
n (ρ)PmnR
−1
n (ρ)kn(ς) + σ
2
0tr(K
′−1
n K
′
n(δ)PmnKn(δ)K
−1
n )
Q
′
nR
−1
n (ρ)kn(ς)

. (2.4)
Identification requires that θ0 is the unique solution ofE(gn(θ)) = 0. The termQ
′
nR
−1
n (ρ)kn(ς)
in (2.4) can be written more explicitly as
Q
′
nR
−1
n (ρ)kn(ς) = Q
′
nR
−1
n (ρ)
[
Xn, GnXnβ0
] [ β0 − β
λ0 − λ
]
= 0r×1. (2.5)
The unique solution of (2.5) is (β′0, λ0) if the matrix
Q
′
nR
−1
n (ρ)
[
Xn, GnXnβ0
]
=
[
Q
′
nR
−1
n (ρ)Xn, Q
′
nR
−1
n (ρ)GnXnβ0
]
has full column rank k + 1 for each possible value of ρ ∈ Θ. Since the linear IV matrix
Qn has column rank greater than or equal to k + 1, this rank condition is equivalent to
the matrix (Xn, GnXnβ0) having full column rank of k + 1. Under this rank condition, the
remaining moment equations in E(gn(θ)) are for the identification of ρ0. To this end, Kn(δ)
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is decomposed in the following way:8
Kn(δ) = R
−1
n (ρ)Sn(λ) = (Rn − (ρ− ρ0)Mn)−1Sn − (λ− λ0)(Rn − (ρ− ρ0)Mn)−1Wn.
(2.6)
Furthermore, consider the generic moment equation with Pjn, k
′
n(ς)R
′−1
n (ρ)R
−1
n (ρ)Pjnkn(ς)
+σ20tr(K
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n ). Since β0 and λ0 are identified from the rank condition of
the last moment equation, the first term in jth moment equation is zero and Kn(δ) term
reduces to (Rn + (ρ0 − ρ)Mn)−1Sn. The remaining term in the jth moment equation can
be explicitly written as
tr(K
′−1
n K
′
(δ)PjnKn(δ)K
−1
n ) = tr(R
′
nR
′−1
n (ρ)PjnR
−1
n (ρ)Rn) = 0. (2.7)
The existence of R−1n (ρ) makes the analysis of global identification of ρ0 difficult. To see
this, rewrite (2.7) as
tr
(
R
′
nR
′−1
n (ρ)PjnR
−1
n (ρ)Rn
)
= tr
(
R
′
n(Rn − (ρ− ρ0)Mn)
′−1Pjn(Rn − (ρ− ρ0)Mn)−1Rn
)
= tr
(
R
′
n(Rn[In − (ρ− ρ0)R−1n Mn])
′−1Pjn(Rn[In − (ρ− ρ0)R−1n Mn])−1Rn
)
= tr
(
(In − (ρ− ρ0)R−1n Mn)
′−1Pjn(In − (ρ− ρ0)R−1n Mn)−1
)
= tr
(
[In + (ρ− ρ0)Hn + (ρ− ρ0)2H2n + · · · ]
′
Pjn[In + (ρ− ρ0)Hn + (ρ− ρ0)2H2n + · · · ]
)
= 0, (2.8)
where Hn = MnR−1n = R−1n Mn. The solution requires evaluation of
tr
(
P
(s)
jn
[ ∞∑
i=1
(ρ− ρ0)iH in +
∞∑
j=1
∞∑
k=1
(ρ− ρ0)j+kH ′jn Hkn
])
= 0. (2.9)
Identification of ρ0 requires that (2.9) holds if and only if ρ = ρ0, which is not available from
the only if direction. Furthermore, if the rank condition for Q′nR−1n (ρ)kn(ς) = 0r×1 fails,
then β0 and λ0 are not identified separately from the last moment equation in E(gn(θ)). In
this case, the column rank of the matrix (Xn, GnXnβ0) is less than k + 1, which implies
8Kn(δ) can be decomposed by using identities Sn(λ) = Sn − (λ− λ0)Wn and Rn(ρ) = Rn − (ρ− ρ0)Mn.
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that there exists a constant vector v such that Xnv = GnXnβ0. Substituting this relation
into (2.5) yields
Q
′
nR
−1
n (ρ)kn(ς) = Q
′
nR
−1
n (ρ)
[
Xn(β − β0) +Xnv(λ− λ0)
]
= Q
′
nR
−1
n (ρ)Xn
[
(β − β0) + v(λ− λ0)
]
= 0r×1. (2.10)
The regressors matrix Xn has full column rank k by Assumption 2.3. Therefore, the ma-
trix Q′nR−1n (ρ)Xn in the above equation has full column rank k for each ρ ∈ Θ. This
implies that all solutions of (2.10) satisfies the relation β = β0 − v
(
λ− λ0
)
. This indicates
that β0 and λ0 are not separately identified from this moment equation and that once λ0
is identified the identification of β0 will be feasible. The remaining moment equations in
(2.2) are functions of δ =
(
ρ, λ
)′
. Hence, these moment functions may provide identifica-
tion for the parameter vector δ0. In this case, these moment equations are simplified to
tr
(
K
′−1
n K
′
(δ)PjnKn(δ)K
−1
n
)
= 0 for j = 1, . . . ,m, since kn(ς) = Xn
[
(β−β0)+v(λ−λ0)
]
=
0n×1 at β = β0−v
(
λ−λ0
)
. These remaining moment equations corresponds to the moment
equations of the following process:
Yn = λ0WnYn + un, un = εn − ρ0Mnεn, (2.11)
where εn(θ) = R−1n (ρ)Sn(λ)Yn = R−1n (ρ)Sn(λ)
(
S−1n Rnεn
)
= Kn(δ)K
−1
n εn. Thus, the expec-
tation of the jth quadratic moment is E
(
ε
′
n(θ)Pjnεn(θ)
)
= σ20tr
(
K
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n
)
.
Therefore, the identification of δ0 can be investigated from (2.11).9 More explicitly,
tr
(
K
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n
)
= tr
(
R
′
nS
′−1
n (S
′
n + (λ0 − λ)W
′
n)R
′−1
n (ρ)PjnR
−1
n (ρ)(Sn + (λ0 − λ)Wn)S−1n Rn
)
=
[
tr(R
′
nR
′−1
n (ρ)PjnR
−1
n (ρ)Rn) + (λ0 − λ)tr(R
′
nR
′−1
n (ρ)P
(s)
jn R
−1
n (ρ)GnRn)
+ (λ0 − λ)2tr(R′nG
′
nR
′−1
n (ρ)PjnR
−1
n (ρ)GnRn)
]
= 0.
9For the corresponding SARAR(1,1) process, if Mn = Wn, the reduced form of corresponding version of
(2.11) is Yn = (ρ0 + λ0)WnYn − ρ0λ0W 2nYn + εn. The identification of δ0 is not possible from this process
since λ0 and ρ0 can not be distinguished from each other (Anselin, 1988, pp. 88). Thus, only under the
condition that Mn 6= Wn, the identification issue can be investigated.
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Again, the existence of R−1n (ρ) makes global identification not feasible.
For the cases where global identification conditions are difficult to derive, Newey and
McFadden (1994, pp.2127) suggest searching for the local identification conditions. If gn(θ)
is continuously differentiable and ∂E(gn(θ))
∂θ′
= E
(
∂gn(θ)
∂θ′
)
, a sufficient condition for local
identification (i.e., in a small neighborhood of θ0) is that limn→∞ 1nE
(
∂gn(θ0)
∂θ′
)
have full
column rank. For our case gn(θ) is continuously differentiable, which can be seen from the
explicit formulation given in Appendix 2.9.2. In addition, straightforward calculations show
that ∂E(gn(θ))
∂θ′
= E
(
∂gn(θ)
∂θ′
)
.10 The expectation of the gradient vector evaluated at true
parameter vector is given by
E
(
∂gn(θ0)
∂θ′
)
= E
(
∂gn(θ0)
∂ρ
∂gn(θ0)
∂λ
∂gn(θ0)
∂β′
)
= −

−σ20tr(H
′
nP
(s)
1n ) σ
2
0tr(R
′
nG
′
nR
′−1
n P
(s)
1n ) 0
−σ20tr(H
′
nP
(s)
2n ) σ
2
0tr(R
′
nG
′
nR
′−1
n P
(s)
2n ) 0
...
...
...
−σ20tr(H
′
nP
(s)
mn) σ20tr(R
′
nG
′
nR
′−1
n P
(s)
mn) 0
0 Q
′
nR
−1
n GnXnβ0 Q
′
nR
−1
n Xn

. (2.12)
The sufficient condition for the local identification is satisfied, if (2.12) has full column rank
of k+ 2. The following assumption states the sufficient conditions for local identification of
parameters from the set of moment functions gn(θ).
Assumption 2.6. For the (local) identification of the parameter vector θ0 ∈ Θ, assume one
of the following cases:
(1) (i) limn→∞ 1n tr(H
′
nP
(s)
jn ) 6= 0 for some j, (ii) limn→∞ 1nQ
′
nR
−1
n (GnXnβ0, Xn) has full
column rank of k + 1.
(2) (i) limn→∞ 1n tr(H
′
nP
(s)
jn ) 6= 0 for some j, (ii) limn→∞ 1n tr(G
′
nR
′−1
n P
(s)
jn ) 6= 0 for some
j, (iii) if Mn = Wn, then λ0 6= ρ0, (iv) limn→∞ 1nQ
′
nR
−1
n Xn has full column rank
of k, and (v) the vector
[
limn→∞ 1n tr(H
′
nP
(s)
1n ) . . . , limn→∞
1
n tr(H
′
nP
(s)
mn)
]′
is linearly
independent of the vector
[
limn→∞ 1n tr(G
′
nR
′−1
n P
(s)
1n ), . . . , limn→∞
1
n tr(G
′
nR
′−1
n P
(s)
mn)
]′
.
10For a proof, see Appendix 2.9.2.
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The condition (ii) in case (1) ensures the identification of β0 and λ0 for each value of
ρ ∈ Θ from the linear moment function Q′nεn. The remaining condition (i) in case (1) is for
the local identification of ρ0. In case (2), the identification of both β0 and λ0 may not be
available from the linear moment function. The conditions (i), (ii) and (v) ensures the local
identification of λ0 and ρ0 from the quadratic moment functions. Once λ0 is identified, the
identification of β0 is ensured by the rank condition (iv). The condition (iii) ensures that
Yn is not a pure random process when all regressors are irrelevant. In case of Mn = Wn,
the pure SARMA(1,1) is Yn = λ0WnYn + εn − ρ0Wnεn, which implies the reduced form
Yn = εn + (λ0 − ρ0)WnYn + ρ0(λ0 − ρ0)W 2nYn + ρ20(λ0 − ρ0)W 3nYn + . . .. Clearly, when
λ0 = ρ0, Yn = εn.
2.4 Estimation of the SARMA(0,1)
In this section, two estimation approaches are considered for the SARMA(0,1) specification.
The first approach treats the SARMA(0,1) model as a generalized linear regression model.
The GMME is formulated from the quadratic moment functions for the estimation of the
moving average parameter, and a feasible generalized least squares estimator(FGLSE) is
considered for the parameter of the exogenous variable. This approach is closely related
to the Kelejian and Prucha methodology, which can be characterized as a two-step GMM
estimation. In the second approach, a one-step GMME is considered so that all parameters
of the model are jointly estimated from a combined set of linear and quadratic moment func-
tions. The one-step GMM estimation is similar to the estimation approach in Lee (2007a)
and Liu et al. (2010) for the SARAR(1,0) and SARAR(1,1) specifications, respectively.
2.4.1 FGLS and GMM estimation
It is well known that the ordinary least squares estimator (OLSE) is consistent but inefficient
for the SARMA(0,1) specification, which can be considered as a generalized linear model
with covariance matrix of σ20RnR
′
n. In that case, the generalized least squares estimator
(GLSE) of β0 is more efficient than the OLSE. However, the GLSE is not feasible as it is a
function of the unknown spatial autoregressive parameter ρ0. Lee (2001a) considers a feasible
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GLSE that is constructed from a consistent estimate of ρ0 for the case of SARAR(0,1).
The estimation of ρ0 is based on empirical quadratic moment functions constructed from
the residuals of the OLSE. In this section, we consider the same approach for the case of
SARMA(0,1). Consider the following arbitrary set of empirical moment function gˆn(ρ) =[
P1nR
−1
n (ρ)uˆn, . . . , PmnR
−1
n (ρ)uˆn
]′
R−1n (ρ)uˆn, where uˆn is the consistent OLS residuals from
the regression yn = Xnβ + un, and Pjn ∈ P1n for j = 1, . . . ,m. First, we will show that
the generic GMME obtained from the objective function ρˆp = minρ gˆ
′
n(ρ)Ψ
′
nΨngˆn(ρ) is
√
n-
consistent and has a limiting distribution equivalent to the GMME when un is observed.
Here, Ψ′nΨn is a non-stochastic arbitrary weighting matrix for the GMM objective function.
The weighting matrix plays the role of a metric by which the sample moment functions
are made as close as possible to zero. Second, we will use ρˆp to construct a feasible GLS
estimator (FGLSE) of β0.
The consistency and asymptotic normality of the GMME based on the set of moment
functions gn(ρ) =
[
P1nR
−1
n (ρ)un, . . . , PmnR
−1
n (ρ)un
]′
R−1n (ρ)un, where un is the true distur-
bance term, follow from Proposition 1 in Lee (2007a). The following proposition shows that
when un is replaced with its consistent estimates uˆn from the OLSE, the consistency and
asymptotic normality of the GMME still hold.11
Proposition 2.1. Suppose Pjn ∈ P1n for j = 1, . . . ,m and Ψ0 limn→∞Egn(ρ) = 0 has a
unique root at ρ0 ∈ Θ, where Ψn converges to Ψ0 and
gˆn(ρ) =
[
P1nR
−1
n (ρ)uˆn, . . . , PmnR
−1
n (ρ)uˆn
]′
R−1n (ρ)uˆn.
Let Ωn = E
[
gn(ρ0)g
′
n(ρ0)
]
and Γn = E
(
∂gn(ρ0)
∂ρ
)
. Then, the GMME ρˆn derived from
the objective function minρ∈Θ gˆ
′
n(ρ)Ψ
′
nΨngˆn(ρ) is a consistent estimator of ρ0, and has an
asymptotic normal distribution,
√
n
(
ρˆn − ρ0
) d−→ N(0, Υ), (2.13)
where Υ = limn→∞
[
1
nΓ
′
nΨ
′
nΨn
1
nΓn
]−1 1
nΓ
′
nΨ
′
nΨn
1
nΩnΨ
′
nΨn
1
nΓn
[
1
nΓ
′
nΨ
′
nΨn
1
nΓn
]−1, under
11For the proofs of Propositions 2.1–2.6, see Appendix 2.9.4.
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the assumption that Ψ0 limn→∞ 1nΓn 6= 0.
The explicit forms of Ωn and Γn of Proposition 2.1 can be obtained by using Lemma 2.1:12
Γn = σ
2
0
(
tr(P
(s)
1n Hn), . . . , tr(P
(s)
mnHn)
)′
, (2.14)
Ωn =
(
µ4 − 3σ40
)
ω
′
ω + σ40$, where ω =
[
vec
′
D(P1n), . . . , vec
′
D(Pmn)
]′
and (2.15)
$ =
[
vec(P s1n), . . . , vec(P
s
mn)
]′[
vec(P1n), . . . , vec(Pmn)
]
.
Now, we turn to the estimation of β0. The SARMA(0,1) specification Yn = Xnβ0 + Rnεn
is a generalized linear regression model with covariance σ20RnR
′
n. The FGLSE of β0 re-
quires that the covariance matrix σ20RnR
′
n is known. With a consistent estimator of ρ0,
the FGLSE of β0 is βˆFGLS =
(
X
′
nR
−1′
n (ρˆ)R
−1
n (ρˆ)Xn
)−1
X
′
nR
−1′
n (ρˆ)R
−1
n (ρˆ)Yn. In the next
proposition, we show that the FGLSE is asymptotically equivalent to the exact GLSE
βˆGLS =
(
X
′
nR
−1′
n R
−1
n Xn
)−1
X
′
nR
−1′
n R
−1
n Yn.
Proposition 2.2. Let ρˆn be a consistent estimator of ρ0 and R−1n (ρˆn) = (In − ρˆnMn)−1.
Then, the FGLSE βˆFGLS,n =
(
X
′
nR
−1′
n (ρˆn)R
−1
n (ρˆn)Xn
)−1
X
′
nR
−1′
n (ρˆn)R
−1
n (ρˆn)Yn has the
asymptotic distribution
√
n
(
βˆFGLS,n − β0
) d−→ N(0, σ20( limn→∞ 1nX ′nR−1′n R−1n Xn)−1
)
, (2.16)
assuming that the limit of 1nX
′
nR
−1′
n R
−1
n Xn exists and is a nonsingular matrix.
The GMME of ρ0 suggested in Proposition 2.1 is based on an arbitrary set of empirical
moment functions. Any matrix that has zero trace can be used to construct quadratic
moment function for the GMM estimation. The conclusion of Proposition 2.1 shows that
the consistency and asymptotic normality of the GMME do not depend on a particular set of
quadratic moment functions, but the asymptotic efficiency does. Therefore, the selection of
the quadratic moment matrices should be carried out in consideration of the efficiency. The
asymptotic covariance matrix of the GMME based on an arbitrary set of moment functions is
given in (2.13), (2.14), and (2.15). The striking observation is that the asymptotic covariance
12For the derivation of Ωn, we use the trace property tr(AB) = vec
′
(A
′
) · vec(B) for any two compatible
matrices A and B.
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matrix in (2.13) is the same as the one given for an spatial autoregressive process in Lee
(2001a). More explicitly, consider the following two spatial processes for the disturbance
term (i) un = ρ0Mnun + εn and (ii) un = εn − ρ0Mnεn, where (i) corresponds to a spatial
autoregressive process and (ii) is a spatial moving average process. Proposition 2.1 shows
that the GMMEs of ρ0 formulated from the quadratic moment matrices with zero trace
have the same precision regardless of the form of the specifications. That is, the asymptotic
covariance matrices of the GMMEs of ρ0 formulated for both processes are the same.13
The observation in the preceding paragraph motivates the best selection of the quadratic
moment matrices from P1n and P2n for the GMM estimation of the SARMA(0,1) specifi-
cation. That is, the best quadratic moment matrices for the case of SARAR(0,1) are also
valid for the case of SARMA(0,1). Lee (2001a) provides the best quadratic moment ma-
trices for the SARAR(0,1) specification, when disturbance terms are i.i.d normal. In that
case, the best selection from P1n is Hn − 1n tr(Hn)In. When the disturbance terms are i.i.d
normal or simply i.i.d., the best quadratic moment matrix from P2n is Hn − D(Hn). In
the next proposition, we show that the GMMEs formulated from the consistently estimated
quadratic moment matrices are the most efficient estimators within M1n and M2n.
Proposition 2.3. Suppose that ρˆn is a
√
n-consistent estimate of ρ0. Within the class of
optimal GMMEs M2n, the best estimator is the consistent root ρˆ2b,n derived from
min
ρ∈Θ
(
uˆ
′
nR
′−1
n (ρˆn)
[
Hn(ρˆn)−D(Hn(ρˆn))
]
R−1n (ρˆn)uˆn
)2
in the sense that
√
n
(
ρˆ2b,n−ρ0
) d−→ N(0,Σ2b) with Σ2b ≤ Υ, where Υ is the limiting variance
of
√
n
(
ρˆn − ρ0
)
in Proposition 2.1 and
Σ2b =
(
lim
n→∞
1
n
tr
([
Hn(ρˆn)−D(Hn(ρˆn))
](s)
Hn
))−1
. (2.17)
If εn ∼ N(0, σ20In), within the broader class of estimators M1n, the consistent root
ρˆ1b,n derived from minρ∈Θ
(
uˆ
′
nR
′−1
n (ρˆn)
[
Hn(ρˆn)− 1n tr(Hn(ρˆn))In
]
R−1n (ρˆn)uˆn
)2
is the best
13This result stems from the commutativity property associated with matrix multiplication of Rn, R−1n ,
and Mn. That is, R−1n Mn = MnR−1n , RnMn = MnRn, and R−1n MnRn = Mn. As a result, Γn derived for a
moving average process is the same as the one obtained for an autoregressive process. The same result also
holds for the MLE.
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GMME with
√
n
(
ρˆ1b,n − ρ0
) d−→ N(0,Σ1b), where
Σ1b =
(
lim
n→∞
1
n
tr
([
Hn(ρˆn)− 1
n
tr(Hn(ρˆn))In
](s)
Hn
))−1
. (2.18)
In the preceding proposition, the spatial moving average parameter is exactly identified
so that the GMME is simply a method of moment estimator (MOME). Proposition 2.3
provides the best choice of quadratic moment matrix from the class P1n when the dis-
turbance terms are i.i.d. normal. For the case, where the disturbances are simply i.i.d.,
the best selection from P1n may provide additional efficiency gains. Thus, it is of inter-
est to search the best quadratic moment matrices from P1n. Next, we will analytically
derive the best MOM estimator (BMOME) of ρ0 based on a quadratic moment matrix
from P1n without the normality assumption. Let P ∗n be the best quadratic moment ma-
trix from P1n, and Mn be the set of optimal GMMEs obtained from minρ g
′
n(ρ)Ω
−1
n gn(ρ),
where gn(ρ) =
[
P1nR
−1
n (ρ)un, . . . , PmnR
−1
n (ρ)un
]′
R−1n (ρ)un is a vector of arbitrary moment
functions with Pjn ∈P1n for j = 1 . . . ,m.
Consider the GMME ρp based on a single quadratic moment matrix Pn ∈ P1n. By
Proposition 2.3, the asymptotic variance of
√
nρˆp is (limn→∞ 1nΣp,n), where Σp,n = (Γ
′
nΩ
−1
n Γn)
−1.
By Lemma 2.1 in Appendix 2.9.1, Ωn = E(gn(ρ0)g
′
n(ρ0)) = (µ4−3σ40)
∑n
i=1 P
2
n,ii+σ
4
0tr(PnP
(s)
n ),
since tr(Pn) = 0. Also, Γn = E
(
∂gn(ρ0)
∂ρ
)
can be obtained by the following steps:
∂gn(ρ0)
∂ρ
= −u′nR−1
′
n
∂R
′
n
∂ρ0
R−1
′
n PnR
−1
n un − u
′
nR
−1′
n PnR
−1
n
∂Rn
∂ρ0
R−1n un
= u
′
nR
−1′
n M
′
nR
−1′
n PnR
−1
n un + u
′
nR
−1′
n PnR
−1
n MnR
−1
n un
= ε
′
nM
′
nR
−1′
n Pnεn + ε
′
nPnR
−1
n Mnεn = ε
′
nH
′
nPnεn + ε
′
nPnHnεn.
Taking the expectation,
Γn = E
(
∂gn(ρ0)
∂ρ0
)
= E
(
tr(ε
′
nH
′
nPnεn) + tr(ε
′
nPnHnεn)
)
= E
(
tr(ε
′
nH
′
nPnεn) + tr(ε
′
nH
′
nP
′
nεn)
)
= E
(
tr(ε
′
nH
′
n(Pn + P
′
n)εn)
)
= E
(
tr(ε
′
nH
′
nP
(s)
n εn)
)
= σ20tr
(
H
′
nP
(s)
n
)
.
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The best Pn ∈ P1n will maximize the inverse of the asymptotic variance, namely Σp,n =
tr2
(
H
′
nP
(s)
n
)
(η4−3)
∑n
i=1 P
2
n,ii+tr
(
PnP
(s)
n
) . Following Liu et al. (2010), we analytically derive the best P ∗n ∈
P1n that maximizes the inverse of the asymptotic variance in Appendix 2.9.3 and show that
the best matrix from P1n is P ∗n = H
(t)
n − η4−3η4−1D
(
H
(t)
n
)
, where η4 = µ4σ40
. It is the same as
the one obtained in Liu et al. (2010) for the SARAR(0,1) specification. This result is not
surprising, since we show above that the GMMEs formulated from the quadratic moment
matrices have the same asymptotic variances for both the SARAR(0,1) and the SARMA(0,1)
processes.
In the next proposition, we show that the most efficient MOME is the one obtained
from the quadratic moment function formulated with P ∗n = H
(t)
n − η4−3η4−1D
(
H
(t)
n
)
, when the
disturbance terms are simply i.i.d.
Proposition 2.4. Under Assumptions 2.1–2.6, ρˆ∗ = minρ∈Θ
(
u
′
nR
−1′
n (ρ)P
∗
nR
−1
n (ρ)un
)2
is
the BMOME within M1n, with
√
n
(
ρˆ∗−ρ0
) d−→ N(0,Σ∗−1) and Σ∗ = limn→∞ 1n tr(P ∗(s)n Hn).
The estimators suggested for ρ0 in Proposition 2.3 and 2.4 require an initial consistent
estimate of ρ0. In practice, an initial estimator can be recovered from the GMM framework
suggested by Fingleton (2008a) and Baltagi and Liu (2011). In addition, the best quadratic
moment matrices can be replaced with some other possible matrices from P1n and P2n
for an initial GMM estimation. The resulting estimators will be consistent but inefficient
relative to the estimators suggested in Proposition 2.3 and 2.4. Kelejian and Prucha (1998,
1999, 2010) use Mn, M
′
nMn − 1n tr
(
M
′
nMn
)
In and M
′
nMn − D
(
M
′
nMn
)
matrices for their
GMME, which can also be used to formulate an initial GMME (or MOME) of ρ0. In addition
to these matrices, M2n − 1n tr
(
M2n
)
In and M2n −D
(
M2n
)
can be used for an initial GMME of
ρ0.
2.4.2 One-Step GMM Estimation
For the SARAR(0,1) specification, Liu et al. (2010) shows that one-step GMME formulated
from the combination of quadratic and linear moment functions can be more efficient than
the FGLSE of β and the BMOME (or GMME) of ρ, when disturbances are simply i.i.d.14
14Lee (2007b) compares one-step GMME with a sequential GMME for the case of SARAR(1,0). The
one-step GMME is generally more efficient than the two-step or the sequential GMME. See also Prucha
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In the following proposition, we consider the one-step GMME for the SARMA(0,1) spec-
ification. The moment functions used in Proposition 2.5 are motivated by the analytical
derivation preceding Proposition 2.4. The constructive approach for the selection of P ∗n
shows that the diagonal elements of best quadratic moment matrices can be used to form
quadratic moment functions.15 Following Liu et al. (2010), we also use diagonal elements of
the best linear moment matrices to form additional quadratic moment functions to increase
the efficiency. Recall thatX∗n be the submatrix ofXn with the intercept column deleted.
Proposition 2.5. Consider the one-step GMM estimation of the SARMA(0,1) specification
under Assumptions 2.1–2.6. The quadratic moment matrices considered for the one-step
GMME are P †1n = H
(t)
n , P †2n = D(H
(t)
n ), and P †j+2,n = D(X
∗
nj)
(t), for j = 1, . . . , k?, where
X
∗
nj is the jth column of X
∗
n. The linear moment matrices consist of Q
†
1n =X
∗
n, Q
†
2n = ln,
Q†3n = vecD(H
(t)
n ). Let Q†n = (Q†1n, Q
†
2n, Q
†
3n) and the set of moment functions be g
†
n(ρ, β) =[
ε
′
n(ρ, β)P1nεn(ρ, β), . . . , ε
′
n(ρ, β)Pk?+2,nεn(ρ, β), ε
′
n(ρ, β)Q
†
n
]′
. Let Ω†n = E
[
g†n(ζ0)g
†′
n (ζ0)
]
and Γ†n = E
(
∂g†n(ζ0)
∂δ′
)
where ζ =
(
ρ, β
′)′. Then, the one-step GMM estimator defined by
(
ρˆn
βˆn
)
= ζˆn = min
ρ,β∈Θ
g†
′
n (ρ, β) Ω
†−1
n g
†
n(ρ, β), (2.19)
is consistent and asymptotically normally distributed, namely
√
n
(
ζˆn − ζ0
) d−→ N(0, ( lim
n→∞
1
n
Γ†nΩ
†−1
n Γ
†
n
)−1)
. (2.20)
Moreover, ζˆn is the BGMME within M1n.
Using Lemma 2.1, the covariance of the set of moment functions g†n(ζ0) is given by
Ω†n = E
[
g†n(ζ0)g
†′
n (ζ0)
]
=
(µ4 − 3σ40)ω†′ω† + σ40$† µ3ω†′Q†n
µ3Q
†′
nω† σ20Q
†′
nQ
†
n
 , (2.21)
where $† =
[
vec(P
†(s)
1n ), . . . , vec(P
†(s)
k?+2,n)
]′[
vec(P †1n), . . . , vec(P
†
k?+2,n)
]
and
(Forthcoming 2012) and Lee and Liu (2010b).
15Note that P ∗n is a function of the diagonal elements of H
(t)
n .
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ω† =
[
vecD(P
†
1n), . . . , vecD(P
†
k?+2,n)
]
.16 The derivation result in (2.12) indicates that Γ†n is
given by
Γ†n = E
(
∂g†n(ζ0)
∂δ′
)
=

−σ20tr
(
P
†(s)
1n Hn
)
01×k
−σ20tr
(
P
†(s)
2n Hn
)
01×k
...
...
−σ20tr
(
P
†(s)
k?+2,nHn
)
01×k
0(k?+2)×1 Q
†′
nR−1n Xn

. (2.22)
The consistency and asymptotic normality of the GMME in Proposition 2.5 follows
from the asymptotic arguments in Lee (2007a). The existence of the BGMME δˆn is proved
by showing that any other moment function that can be added into the selected set is
redundant. A moment function is redundant if it does not increase the asymptotic efficiency
of the estimator. The redundancy of a moment function can established along the lines of
argument in Breusch et al. (1999).17 The one-step BGMME suggested in Proposition 2.5 is
not feasible, as it involves unknown true parameter values of the model. An initial consistent
estimator of the parameter is needed to construct the GMMmoment functions. The resulting
feasible GMME will have the limiting distribution given in Proposition 2.5.18
In Section 4.1, we show that the GMMEs of ρ0 formulated from only quadratic mo-
ment functions have the same precision for the spatial autoregressive and moving average
processes. It is of interest to compare the asymptotic covariance of the one-step GMME sug-
gested in Proposition 2.5 for the SARMA(0,1) with the one suggested in Liu et al. (2010) for
the case of SARAR(0,1). For the case of SARMA(0,1), the asymptotic covariance of
√
nζˆn
is given by
(
limn→∞ 1nΓ
†
nΩ
†−1
n Γ
†
n
)−1
, where Ω†n and Γ†n are respectively given in (2.24) and
(2.25). Most of the components of Ω†n and Γ†n are specific to the SARMA(0,1) specification,
since linear moment functions and the quadratic moment functions P †j+2,n for j = 1, . . . , k
∗
involve R−1n . Therefore, the one-step GMMEs for the case of SARMA(0,1) and SARAR(0,1)
have different asymptotic covariances.
16In this formulation, we use the property of tr(AB) = vec
′
(A
′
) · vec(B) for any two square matrices. See
Lee (2001b).
17For details, see the proof of Proposition 2.5.
18We do not give a proof for this result. It directly follows from Proposition 2 in Lee (2007a).
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The quadratic and linear moment functions suggested in Proposition 2.5 are similar to
the ones suggested by Liu et al. (2010) for the case of SARAR(0,1). The reduced form of
the SARMA(0,1) is given by R−1n Yn = R−1n Xnβ0 + εn, which implies the linear moment
function given by (R−1n Xn)
′
εn for a given value of ρ0. This linear moment function cor-
responds to the moment function obtained from the combination of Q†1n and Q
†
2n. The
estimator obtained through this moment function is the GLSE obtained from the reduced
form equation. The additional moment function constructed from the diagonal elements of
H
(t)
n in Proposition 2.5 improves the efficiency. The quadratic moment function suggested
in Proposition 2.4 is a linear combination of P †1n and P
†
2n. The other quadratic moment
functions constructed from the columns of R−1n Xn increase the asymptotic efficiency of the
GMME.
2.5 One-Step GMM Estimation of SARMA(1,1)
Now, we turn to best GMM estimation of the SARMA(1,1) specification. The same ar-
gument that motivates the preceding proposition also sheds light on the formulation of
moment functions for the case of SARMA(1,1). The reduced form of the model is given by
R−1n Yn = λ0R−1n WnYn+R−1n Xnβ0+R−1n εn, where IVs are needed for the endogenous variable
R−1n WnYn. The structure of the model implies that R−1n WnYn = R−1n GnXnβ0+R−1n GnRnεn.
The non-stochastic part R−1n GnXnβ0 motivates the formation of the linear moment functions
and the stochastic part R−1n GnRnεn sets the ground for the formulation of the quadratic
moment functions. The analytical derivations preceding to Proposition 2.4 show that the
diagonal elements of the linear and quadratic moment matrices can also be considered for
the GMMEs to increase the asymptotic efficiency. In the following proposition, we consider
a set of best moment functions for the GMM estimation of the SARMA(1,1) specification.
The suggested set of the moment functions is similar to the one suggested by Liu et al.
(2010) for the case of SARAR(1,1). We use the argument in Breusch et al. (1999) to show
that the set of moment functions in Proposition 2.6 are the best.
Proposition 2.6. Consider the SARMA(1,1) model under Assumptions 2.1–2.6. Let P ?1n =
G
(t)
n , P ?2n = D(G
(t)
n ), P ?3n = D(GnXnβ0)
(t), P ?4n = H
(t)
n , P ?5n = D(H
(t)
n ), and P ?l+5,n =
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D(X
∗
nl)
(t), for l = 1, . . . , k?. Let Q?n = (Q?1n, Q
?
2n, Q
?
3n, Q
?
4n, Q
?
5n), where Q
?
1n =X
∗
n, Q?2n =
GnXnβ0, Q?3n = ln, Q
?
4n = vecD(G
(t)
n ), and Q?5n = vecD(H
(t)
n ).
Let g?n(θ) =
[
ε
′
n(θ)P
?
1nεn(θ), . . . , ε
′
n(θ)P
?
k?+5,nεn(θ), ε
′
n(θ)Q
?
n
]′
, Ω?n = E
[
g?n(θ0)g
?′
n (θ0)
]
,
and Γ?n = E
(
∂g?n(θ0)
∂θ′
)
. Then, the GMME θˆn derived from minθ∈Θ g?
′
n (θ) Ω
?−1
n g
?
n(θ) is con-
sistent and asymptotically normally distributed, namely
√
n
(
θˆn − θ0
) d−→ N(0, ( lim
n→∞
1
n
Γ?nΩ
?−1
n Γ
?
n
)−1)
. (2.23)
Moreover, θˆn is the BGMME within the class M1n.
Using Lemma 2.1, the covariance of the set of moment functions g?n(θ0) is given by
Ω?n = E
[
g?n(θ0)g
?′
n (θ0)
]
=
(µ4 − 3σ40)ω?′ω? + σ40$? µ3ω?′Q?n
µ3Q
?′
n ω
? σ20Q
?′
nQ
?
n
 , (2.24)
where $? =
[
vec(P
?(s)
1n ), . . . , vec(P
?(s)
k?+5,n)
]′[
vec(P ?1n), . . . , vec(P
?
k?+5,n)
]
and
ω? =
[
vecD(P
?
1n), . . . , vecD(P
?
k?+5,n)
]
.19 The derivation result in (2.12) indicates that Γ?n is
given by20
Γ?n = E
(
∂g?n(θ0)
∂θ′
)
=

−σ20tr
(
P
?(s)
1n Hn
)
σ20tr
(
P
?(s)
1n Gn
)
01×k
−σ20tr
(
P
?(s)
2n Hn
)
σ20tr
(
P
?(s)
2n Gn
)
01×k
...
...
...
−σ20tr
(
P
?(s)
k?+5,nHn
)
σ20tr
(
P
?(s)
k?+5,nGn
)
01×k
0(k?+4)×1 Q?
′
nR
−1
n GnXnβ0 Q
?′
nR
−1
n Xn

. (2.25)
Since the true parameter values of the model is unknown, the one-step BGMME suggested
in Proposition 2.6 is not feasible. In practice, an initial consistent estimator of the parameter
value can be used to construct the GMM moment functions. The resulting feasible GMME
will have the limiting distribution given in Proposition 2.6.21
19In this formulation, we use the property of tr(AB) = vec
′
(A
′
) · vec(B) for any two square matrices. See
Lee (2001b).
20Note that the matrix in (2.12) is different from the one that is obtained for the case of SARAR(1,1).
See the one derived for the case of SARAR(1,1) in Liu et al. (2010, pp. 306).
21For a proof, see Proposition 2 in Lee (2007a).
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Remark 2.1. The asymptotic efficiency of the MLE is contingent on the correct specifi-
cation of the distribution of the disturbances. When it is not correctly specified, the nor-
mal likelihood becomes the quasi likelihood. The same argument in Liu et al. (2010) fol-
lows here. The BGMME in Proposition 2.6 is more efficient relative the QMLE. Notice
that the log-likelihood function for the SARMA(1,1) is Ln = −n2 log(2pi) − n2 log(σ2) +
log |Sn(λ)| − log |Rn(ρ)| − 12σ2
(
(Sn(λ)Yn −Xnβ)′R−1′n (ρ)R−1n (ρ)(Sn(λ)Yn −Xnβ)
)
. The
first order conditions are ∂Ln∂λ = −tr(Gn(δ)) + 1σ2
(
Gn(δ)Xn(ρ)β
)′
ε(θ) + 1
σ2
ε(θ)
′
Gn(δ)ε(θ),
∂Ln
∂ρ = tr(Hn(ρ))− 1σ2 ε(θ)
′
Hn(ρ)ε(θ), ∂Ln∂β =
1
σ2
X
′
n(ρ)εn(θ), and
∂Ln
∂σ2
= − n
2σ2
+ 1
2σ4
ε
′
n(θ)εn(θ),
where Gn(δ) = R−1n (ρ)Gn(λ)Rn(ρ) andXn(ρ) = R−1n (ρ)Xn. Substituting the solution for σ20
into the remaining first order conditions yield the following moment equations:(
Gn(δ)Xn(ρ)β
)′
εn(θ) + ε
′
n(θ)G
(t)
n (δ)εn(θ) = 0, ε
′
n(θ)H
(t)
n (ρ)εn(θ) = 0, X
′
n(ρ)εn(θ) = 0k×1.
Then, the QMLE of θ is given by the solution of Ψngˆml,n(θ), where
Ψn =

Ik 0k×1 0k×1 0k×1
01×k 1 1 0
01×k 0 0 1

and gˆml,n(θ) =
[
Xn(ρˆml), Gn(δˆml)Xn(ρˆml)βˆml, G
(t)
n (δˆml)εn(θˆml), H
(t)
n (ρˆml)εn(θˆml)
]′
εn(θˆml).
It follows from the same arguments in Liu et al. (2010) that Ψngˆml,n(θ) = 0 is asymptotically
equivalent to Ψngn(θml) = 0, where gml,n(θ) =
[
Xn, GnXnβ0, G
(t)
n εn(θ), H
(t)
n εn(θ)
]′
εn(θ).
The corresponding optimal GMME is derived from g′ml,nΩ
−1
n gml,n and it belongs to M1n.
Since the BGMME of Proposition 2.6 is the most efficient estimator in M1n, it is efficient
relative to the QMLE.
Remark 2.2. The BGMMEs suggested in Propositions 2.5–2.6 are consistent when the
disturbance terms are simply i.i.d. or i.i.d. normal. For the cases where the disturbances are
independent but heteroskedastic, the BGMMEs in Propositions 2.5–2.6 for the SARMA and
the BGMMEs in Liu et al. (2010) for the SARAR specifications are generally inconsistent.
Assume that the elements εnis of the disturbance term are distributed totally independent
with mean zero and variance σ2ni for i = 1, . . . , n. Let Σn = D(σ
2
n1, . . . , σ
2
nn) be n × n
covariance matrix. The main characteristic of all quadratic moment matrices suggested in
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our Propositions 2.5–2.6 and Liu et al. (2010) is that they belong to the class of matricesP1n,
i.e., tr(Pjn) = 0 ∀Pjn ∈ P1n. For the heteroskedastic case, the orthogonality conditions of
the moment functions constructed from the matrices from the class P1n may not hold. That
is, E(ε′nPjnεn) = tr
(
PjnE(ε
′
nεn)
)
= tr(PjnΣn) 6= 0 for some Pjn ∈ P1n.
Lin and Lee (2010) use quadratic moment matrices that have zero diagonal elements
for the heteroskedasticity robust GMM estimation of SARAR(1,0) and SARAR(1,1), respec-
tively. Recall that P2n is the class of matrices that have zero diagonal elements. Then,
for all Pjn ∈ P2n, we have E
(
ε
′
nPjnεn
)
= tr
(
PjnE(εnε
′
n)
)
= tr
(
PjnΣn
)
= 0. Thus, the
matrices from P2n can be used to formulate heteroskedasticity robust GMMEs. For the case
of SARMA (1,0), the robust GMME can be based on the set of moment function g1n =(
ε
′
nPnεn, ε
′
nQn
)′
, where Pn = Hn − D
(
Hn
)
and Qn =
(
R−1n Xn, vecD(H
(t)
n )
)
. For the case
of SARAR(1,1), the robust GMM can be based on the set g2n =
(
ε
′
nP1nεn, ε
′
nP2nεn, ε
′
nQn
)′
,
where P1n = Hn−D
(
Hn
)
, P2n = R−1n GnXnRn−D
(
R−1n GnXnRn
)
, and Qn =
(
R−1n GnXnβ0,
vecD(H
(t)
n ), vecD(G
(t)
n ), R−1n Xn
)
.22
2.6 Monte Carlo Simulations
2.6.1 Design
We investigate the small sample properties of the BGMME against the MLE, QMLE, and
the GS2SLSE of Fingleton (2008a) through a Monte Carlo experiment which includes the
specifications (a) SARMA(1,1): λ0 6= 0, ρ0 6= 0, (b) SARMA(0,1): λ0 = 0, ρ0 6= 0. We
use two regressors and no intercept term such that Xn = [xn1, xn2] and β0 = (β10, β20)′,
where xn1 and xn2 are n × 1 spatially dependent random vectors that are generated from
(In − φWn)−1νn, where νn is n × 1 vector of νni ∼ i.i.d. normal(0, 1). Pace et al. (2012)
state that the common covariates used in economic modeling often exhibit spatial depen-
dence which can affect the performance IV based estimators. To investigate the effect of
spatial dependence in the explanatory variables, we set φ = 0.5 corresponding to a moderate
level spatial dependence. The row normalized spatial weight matrices are based on a small
22The performance of these robust GMME for the case of SARMA(0,1) and SARMA(1,1) remains to be
investigated in the future studies.
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group interaction scenario where the nonidentical blocks on the diagonal are drawn from
uniform(15, 50) andWn = Mn. For the disturbance term εn, we employ two different spec-
ifications: (1) εni ∼ i.i.d. normal(0, σ20), and (2) εni ∼ i.i.d. (GTλ(α0, %0) − 0.23), where
GTλ stands for the generalized Tukey Lambda distribution suggested by Pregibon (1980).23
The GTλ distribution is a quantile function which links the quantiles of the disturbance εni
to a uniformly distributed random variable uni:24
εni = G(uni;α, %) =
(
uα−%ni − 1
α− % −
(1− uni)α+% − 1
α+ %
)
.
The GTλ distribution can mimic a variety of shapes by allowing for various levels of asym-
metry and tail-thickness including extreme cases such as U-shaped, J-shaped or monotone
(Vijverberg and Vijverberg, 2012). We set σ20 = 2.28 in case (1). In case(2), we set α0 = 0.15,
%0 = −0.15 such that εin has a distribution with zero mean, the variance of 2.28, the slight
right skewness of 0.78, and the excess kurtosis of 1.20. Hence, the normal likelihood based
estimator becomes the QMLE in case (2). We consider n = {500, 1000} and set β10 = 1
and β20 = 1 for all experiments. For the spatial autoregressive parameters (λ0, ρ0), we em-
ploy combinations from the set K = (−0.6, −0.3, 0, 0.3, 0.6) to allow for weak and strong
spatial interactions. This set up yields a signal-to-error ratio value close to 0.55 for both
the SARMA(1,1) and the SARMA(0,1), where we calculate signal-to-error ratios by the
following R2 statistics (Pace et al., 2012):
R2SARMA(1,1) = 1−
E(ε
′
nR
′
nS
−1′
n S
−1
n Rnεn)
β
′
0X
′
nS
−1′
n S
−1
n Xnβ0 + E(ε
′
nR
′
nS
−1′
n S
−1
n Rnεn)
= 1− σ
2
0tr(R
′
nS
−1′
n S
−1
n Rn)
β
′
0X
′
nS
−1′
n S
−1
n Xnβ0 + σ20tr(R
′
nS
−1′
n S
−1
n Rn)
(2.26)
R2SARMA(0,1) = 1−
E(ε
′
nR
′
nRnεn)
β
′
0X
′
nXnβ0 + E(ε
′
nR
′
nRnεn)
= 1− σ
2
0tr(R
′
nRn)
β
′
0X
′
nXnβ0 + σ
2
0tr(R
′
nRn)
. (2.27)
23In Table 2.1 through Table 2.10 in Appendix 2.9.6, specifications (1) and (2) correspond to e = 1 and
e = 2.
24When α− % = 0 or α+ % = 0, by the L’Hôpital’s rule, one replaces the applicable term in the ratio with
log(uni) and log(1− uni), respectively.
95
For each specification, the Monte Carlo experiment is based on 1000 repetitions.
2.6.2 Results
The results in Table 2.1 through Table 2.8 in Appendix 2.9.6 reveal a few interesting points
for the SARMA(1,1) specification. From the Tables 1 and 2, it is apparent that the MLE
and the QMLE of λ0 perform poorly especially for the strong negative spatial dependence
values of λ0 and ρ0 imposing significant negative bias with little precision. For the negative
spatial dependence values of λ0, the MLE and the QMLE of λ0 improve significantly as the
strong negative spatial dependence in the moving average component becomes weaker and
turns to positive. One possible explanation is that when ρ0 is negative and large in absolute
value, it increases the variation in (In−λ0Wn)−1(In−ρ0Mn)εn as the value of λ0 gets closer
to -1, which creates a negative impact on estimation precision. However, as the negative
moving average dependence gets weaker and ρ0 becomes nonnegative, this variation falls and
improves the precision. The GS2SLSE and the BGMME of λ0 does not seem to be suffering
from the strong negative spatial dependence, but as expected they also improve as the strong
negative dependence in the moving average component gets weaker. For the nonnegative
values of λ0, there is no significance difference between the MLE and the QMLE of λ0 in
terms bias, but the RMSE of the QMLE is slightly higher. For the nonnegative values of λ0,
the GS2SLSE and the BGMME impose almost no bias on λ0 and their precision in almost
as good as the MLE. The extra moment functions of the BGMME seem to improve the
precision of the estimator and clearly the BGMME of λ0 is more efficient than the QMLE.
However, the GS2SLSE of λ0 achieves the same precision. All estimators of λ0 improve
as the sample size increases, except for the MLE and the QMLE when λ0 = −0.6 and
ρ0 = −0.6.
From the Tables 2.3 and 2.4, the findings for ρ0 are quite similar to the results for λ0.
However, both the MLE and the QMLE of ρ0 perform significantly better compared to the
MLE and the QMLE of λ0 in the case of strong negative spatial dependence. When λ0
increases from -0.6 to -0.3, the bias and the precision of the MLE and the QMLE of ρ0
improve more than the MLE and the QMLE of λ0. In both both cases, the BGMME of
ρ0 has negative bias, while the GS2SLSE of ρ0 has positive bias. The additional moment
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functions exploited by the BGMME of ρ0 seem to improve the precision of the estimator in
both cases.
The simulation results for β10 and β20 are presented in Table 2.5 through Table 2.8. We
find that all estimators impose almost no bias on β1 and β2, except for the MLE and the
QMLE when λ0 = −0.6. Both BGMME and GS2SLSE are as precise as the MLE in case
(1). In case (2), the BGMME is more efficient than both QMLE and GS2SLSE as indicated
by RMSEs.
Now, we turn to simulation results for the SARMA(0,1) specification. The simulation
results in Table 2.9 and Table 2.10 in Appendix 2.9.6 for the SARMA(0,1) specification
indicate that all estimators of β10, β20 and ρ0 show similar performance in terms of the
amount of bias. The BGMME of β10 and β20 are more precise than the QMLE. However,
contrary to our analytical results, the QMLE of ρ0 seems to be more precise than the
BGMME. Overall, the FGLSE seem to perform better for all combinations.
2.7 Empirical Illustration
The empirical illustration replicates columns 1–3 of Table 2 in Behrens et al. (2012), which
estimates the so-called gravity equation system using techniques borrowed from spatial
econometrics. The gravity equation system yields convenient regression specifications for
the analysis of bilateral trade flows. However, estimation is not straightforward owing to
the problem of how to account for the interdependence between trade flows. Some earlier
studies try to control for interdependence by employing ad hoc regional remoteness indices
or by including origin and destination specific fixed effects. Such approaches implicitly as-
sume that trade flows between any two trading partners are independent from the rest of
the world, which has no theoretical foundation.
Behrens et al. (2012) makes the observation that structural estimation of gravity equation
systems depends on the correct treatment of the unobservable price indices. Their idea is
to utilize, instead, some other observed factor that has one-to-one correspondence with
unobserved price indices. To do so, they derive a gravity equation from the quantity-based
version of the constant elasticity of substitution (CES) model by making the observation that
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price indices in this model are implicit functions of trade flows. Conveniently, the solution
yields an econometric specification that properly accounts for interdependence between trade
flows. Estimation can be carried out with spatial econometrics methods which explicitly
impose certain structures on spatial dependence over cross sectional units via spatial weight
matrices. However, it is well known in the spatial econometrics literature that spatial weight
matrices are often created in an ad hoc manner. In Behrens et al. (2012), the model also
yields the spatial structure, which allows the authors to skip extensive sensitivity analysis.
2.7.1 The Model and Econometric Specification
Behrens et al. (2012) set up a CES monopolistic competition model with free entry.25 To
derive an implicit equation system that depends on observables only, the inverse demand
functions and the observation that price indices depend on trade flows suffice.
On the consumption side, consider an economy with n regions, where each region i is
endowed with Li workers who inelastically supply one unit of labor. Assume identical CES
preferences for all workers who can choose from a continuum of horizontally differentiated
product varieties. A representative worker in region j solves
maxUj ≡
n∑
i=1
∫
Ωi
qij(ν)
σ−1
σ dν subject to
n∑
i=1
∫
Ωi
qij(ν)pij(ν) dν = yj , (2.28)
where σ > 1 denotes the constant elasticity of substitution between any two varieties; yj
is the individual income in region j; pij(ν) and qij(ν) denote the consumer price and per
capita consumption of variety ν produced in region i and sold in region j; and Ωi denotes
the set of varieties produced in region i. Then, the aggregate inverse demand function for
each variety is
pij =
Q
−1
σ
ij∑n
k=1mkQ
1− 1
σ
kj
Yj , (2.29)
where mk is a measure of Ωk; Qij ≡ Ljqij and Yj ≡ Ljyj stand for aggregate demand in
region j for a variety produced in region i and the aggregate income in region j, respectively.
On the production side, each firm is assumed to produce a single product variety such
25Behrens et al. (2012) does not provide a complete treatment of the solution. See Appendix 2.9.5 for the
solution.
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that mk also denotes the mass of firms operating in region k. All firms are identical and q
units of output require cq+f units of labor, where c is the marginal and f is the fixed input
requirement. Also, shipping output involves iceberg trade costs such that shipping one unit
of any variety between regions j and k requires sending out τjk > 1 units, while the rest
is lost in transportation. Behrens et al. (2012) makes no priori assumption on τii and the
symmetry of τij . Denoting wages in region j by wj , a firm located in region j maximizes its
profit
pij =
n∑
k=1
(pjk − cwjτjk)Qjk − fwj (2.30)
subject to the inverse demand schedule in (2.29). The solution yields profit-maximizing
prices pjk = τjkcwj σσ−1 . Denote producer price in region j by pj = cwj
σ
σ−1 . Then, pjk =
τjkpj . Perfectly competitive markets drive profits to zero such that each firm produces
Q= f(σ−1)c regardless of their location.
The trade flows from region i to j is given by Fij ≡ mipijQij and substituting (2.29)
yields
Fij = mi
Q1−
1
σ
ij∑n
k=1mkQ
1− 1
σ
kj
Yj . (2.31)
Using the equilibrium prices and the break-even quantity Q, aggregate income in region i
is Yi =
∑n
k=1mipikQik = mipiQ. Solving for mi and substituting the solution into (2.31)
yields
Fij = YiYj
Q1−
1
σ
ij∑n
k=1
pi
pk
YkQ
1− 1
σ
kj
. (2.32)
Also, by substituting the solution for mi into Fij ≡ mipijQij , one obtains Qij = FijQYiτij .
Substituting this solution into (2.32), using the equilibrium relation piwk = wipk, and the
aggregate income constraint wiLi = Yi yield
Fij = Y σj
(
n∑
k=1
Lk
Li
(
τkj
τij
Yk
Yi
) 1
σ
−1
F
1
σ
−1
kj
)−σ
∀ i, j. (2.33)
The system is closed by imposing the aggregate income constraints: Yi =
∑n
k=1 Fik for all
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i. Loglinearizing (2.33) around σ = 1 yields the following equation
log(Zij) = −σ log(L)−(σ−1)
(
log(τij)−
n∑
k=1
Lk
L
log(τkj)
)
−σ log(wi)−(σ−1)
n∑
k=1
Lk
L
log(Zkj),
(2.34)
where Zij ≡ FijYiYj is a GDP-standardized trade flow; and L ≡
∑n
k=1 Lk denotes the total
population. Equation in (2.34) shows that trade flow between region i and j also depends on
all the trade flows from other regions k to region j. Higher relative trade barriers measured
by the deviation of bilateral trade barriers τij from the population weighted average reduces
flows and so do higher wages in region i. Also, since varieties are substitutes, higher flows
from other regions k to region j reduces flows from region i to region j. In matrix form
(2.34) can be written as
Z = −σ ln(L)ln2 − (σ − 1)(In2 −W)τ − σw − (σ − 1)WZ, (2.35)
where Z denotes the n2×1 vector of log of GDP-standardized trade flows stacked; ln2 is the
n2 × 1 vector of ones; τ is the n2 × 1 vector of the log trade costs; w is the n2 × 1 vector of
log origin wages; In2 is the n2 × n2 identity matrix; and W = [S×D(L)]⊗ In is the n2 × n2
spatial weight matrix. S is the n×n matrix whose elements are equal to 1 and D(L) denotes
the n× n diagonal matrix with elements LkL .
For the functional form of trade costs, Behrens et al. (2012) assumes τij is a loglinear
function of distance and border effects: τij = d
γ
ij exp(ξbij). Taking the logarithm and
rewriting it in matrix form yields τ = γd + ξb, where d is the n2 × 1 vector with elements
log(dij) and b is the n2 × 1 vector of dummy variables indicating cross-border flows. Then,
τ˜ = (In2 −W)τ = (In2 −W)(γd + ξb) = γd˜ + ξb˜. Substituting back into (2.35) yields
Z = β0ln2 + β1d˜ + β2w + θb˜ + λWZ, (2.36)
where β0 ≡ −σ ln(L) < 0 is the constant term; β1 ≡ −(σ − 1)γ < 0 is the distance
coefficient of deviations from population weighted average distances; β2 ≡ −σ < 0 the
coefficient of wage at the origin region; θ ≡ −(σ − 1)ξ < 0 denotes the coefficient of border
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effects, and the spatial autoregressive parameter λ ≡ −(σ − 1) < 0 captures the strength
of the interdependence across trade flows, i.e., a measure of spatial competition. Note that
W is not a conventional spatial weight matrix as its diagonal elements are not zero. Let
Wd = D(L) ⊗ In. A zero diagonal weight matrix can be obtained by subtracting λWdZ
from both sides of (2.36). Behrens et al. (2012) refer to this model as the heterogeneous
coefficients model which will not be considered here. For the homogeneous coefficients model,
the spatial weight matrix is simply set to W = W−Wd.
Behrens et al. (2012) makes the observation that the multilateral resistance variable and
the border effects in any region may depend on a spatially weighted average of resistance
variables and border effects in all the other regions. Hence, they conjecture that error terms
may exhibit some form spatial dependence as well and consider two ways of introducing the
error terms: (i) as noise in the measurement of trade costs, i.e., τij = d
γ
ij exp(ξbij+εij), where
εij is an i.i.d. normal error term; and (ii) as noise in the measurement of the trade flows, i.e.,
Zrealij ≡ Zobsij exp(εij). But, the authors assume a first-order spatial moving average process
for the error process in an ad hoc manner and specify:
u = ε− ρWε, (2.37)
where ρ is the spatial moving average parameter. Then, the structural model yields a
SARMA(1,1) specification:
Z = λWZ + β0ln2 + β1d˜ + β2w + θb˜ + u, u = ε− ρWε. (2.38)
2.7.2 Data and the Results
The authors use the same data set used by Anderson and van Wincoop (2003), which
contains information on bilateral trade flows between 30 U.S. states and 10 Canadian
provinces.26 The aggregate manufacturing exports Fij , internal absorption Fii, and regional
GDPs Yi are measured in millions of U.S. dollars for the year 1993. The data set also contains
bilateral distances between the states and provinces using the great circle formula applied to
26Available at Robert C. Feenstra’s data page: http://cid.econ.ucdavis.edu/.
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the state and province capitals’ geographic coordinates. The authors employ three different
measures of internal trade costs: (i) 14 minj(dij), (ii)
1
3
√
surfi
pi , and (iii)
2
3
√
surfi
pi , where surfi
refers to region i’s surface and dij distance between region i and j. The regional wages wi
are average hourly manufacturing wages for the year 1988 at the state and province level.
The regional and provincial population shares are computed from 1988 population figures.27
The reason for choosing 5-year lagged values of regional population and wage values is to
control for potential endogeneity. There are 49 zero observations of trade flows out of 1600.
The authors choose the conventional way of handling zero trade flows by augmenting the
trade flows adding 1 and including a zero-flow dummy variable in the regression.
Before we interpret the findings, we have to mention a couple points regarding some
results in earlier studies. Before the estimation of the SARMA(1,1) model, Behrens et al.
(2012) successfully replicate the results in Anderson and van Wincoop (2003) and Feenstra
(2004) and show that there remains a significant amount of cross-sectional correlation in the
OLS residuals. Therefore, the OLSE is inefficient and may be biased. The OLS estimation
confirms that treating trade flows as independent yields puzzling large values for the border
coefficient, i.e., the Canadian provinces seem to trade 21.5 to 27 times more with themselves
than with US states of equal size and distance (McCallum, 1995).
Table 2.11 in Appendix 2.9.7 present the ML, the GS2SLS, and the BGMM estimates for
the SARMA(1,1). All estimators yield similar results for the coefficients and have the correct
signs. Notice that the spatial autoregressive parameter estimates from the ML is different
than the one presented in Table 2 in Behrens et al. (2012, pg.786). It is quite customary in the
spatial econometrics literature to row normalize the weight matrices so that (In − ψWn)−1
exists for all |ψ| < 1. If Wn is not row normalized, then In − ψWn may be singular for
certain values of |ψ| < 1. One way to overcome this problem is to reparameterize the model
following way. Denote m = maxi φi where φi is the ith eigenvalue of Wn. Then, In − ψWn
is nonsingular for all |ψ| < 1m . Let ψ∗ = mψ and W ∗n = 1mWn. Then, (In−ψ∗W ∗n)−1 exists
for all |ψ∗| < 1. Hence, we can estimate the model and ψ∗ as the autoregressive parameter
first, and obtain ψ as ψ = ψ
∗
m . Behrens et al. (2012) reports ψ
∗, whereas Table 2.11 reports
ψ for both spatial dependence parameters. Note that the main interest in Behrens et al.
27See Behrens et al. (2012, Appendix B) for further details.
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(2012) is the border effects and the spatial moving average parameter ρ do not enter into
the calculations of border effects. However, λ does. Surprisingly, the estimated values of λ
and λ∗ do not differ significantly and the estimated values of border effects remain close.
For all internal trade cost measures, both the Akaike and the Bayesian information
criterion prefer the BGMME over the MLE and the GS2SLSE. The negative estimates of λ
indicate that there exits a significant negative cross-sectional dependence among trade flows.
Also, the unobserved factors show a significantly positive cross-sectional dependence. The
border effects for Canadian provinces range from about 7.5, 7.0, and 5.4 for the MLE, the
GS2SLSE and the BGMME, respectively. For the US states, the respective border effects
are about 1.29, 1.28, and 1.24. As Behrens et al. (2012) points out these numbers must be
compared with 10.5 for Canada and 2.6 for the US in Anderson and van Wincoop (2003).
Finally, recall from the Monte Carlo study that the BGMME estimator imposes a small
negative bias on ρ and λ in finite samples. Here, the data set has 1600 observations which
is large enough to dampen the bias.
2.8 Conclusion
In this study, we consider the GMM estimation of the SARMA models. We introduce a
one-step GMME similar to the estimator that Lee (2007a) and Liu et al. (2010) designed
for the SARAR(1,1). First, we consider a two-step GMM estimation of the SARMA(0,1)
specification, which can be seen as a GLS estimator given that the spatial moving average
parameter is known. We formulate the GMME and the MOME from a set of quadratic
moment functions for the estimation of the spatial moving average parameter. Our results
indicate that the resulting GMME and MOME have the same precision as the one for-
mulated for a spatial autoregressive parameter. This result motivates the selection of the
best moment functions for both the SARMA(0,1) and the SARMA(1,1). That is, the best
quadratic moment function suggested in Lee (2001a) and Lee (2007a) are also valid for the
SARMA(0,1) specification.
Once an estimate of the spatial autoregressive parameter is in hand, the GLSE can
be considered for the other parameters of the model. This estimation approach is closely
103
related to the Kelejian and Prucha methodology in the sense that the whole estimation
process can be seen as a two-step GMM estimation. One of the disadvantage of this two-
step estimation is that the resulting estimator is generally inefficient relative to the one-step
GMME formulated from the combination of the whole moment functions. Therefore, we
consider the one-step GMME formulated from the linear and quadratic moment functions
for the SARMA(0,1) and the SARMA(1,1). Following Liu et al. (2010), we select a set of
best moment functions for the estimation when the disturbance terms are simply i.i.d. We
show that the GMME formulated from the best set is more efficient than the QMLE.
In the Monte Carlo study, we investigate the performance of the GMME and compare
its finite sample efficiency with the MLE, the QMLE and the GS2SLSE. The results indicate
that the BGMME of λ is more efficient than the QMLE, whereas the BGMME of ρ is not.
Furthermore, the Monte Carlo results clearly do not support the claim of Pace et al. (2012)
that the IV based estimators tend to not perform well when the explanatory variables are
spatially dependent. In our empirical application, we replicate the results of Behrens et al.
(2012) for the SARMA(1,1) specification and show that the BGMME yields even more
reasonable results than the MLE for the so-called border effects puzzle in bilateral trade
flows between the US states and the Canadian provinces.
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2.9 Appendix
2.9.1 Lemmas
Summary of Notation
1. Sn(λ) = (In − λWn), Sn = Sn(λ0) = (In − λ0Wn), Rn(ρ) = (In − ρMn), Rn =
Rn(ρ0) = (In − ρ0Mn).
2. Gn(λ) = Wn(In−λWn)−1 = WnSn(λ)−1, Hn(ρ) = Mn(In−ρMn)−1 = MnRn(ρ)−1, Gn =
WnS
−1
n , Hn = MnR
−1
n , η3 =
µ3
σ30
, η4 =
µ4
σ40
.
3. Zn = (WnYn, Xn), θ = (ρ, λ, β
′
)
′
, δ = (ρ, λ)
′
, ς = (λ, β
′
)
′ .
4. Qn is the matrix of instruments, P1n is class of matrices with zero trace and P2n
is the class of matrices with zero diagonal elements. The projection matrix PQn =
Qn(Q
′
nQn)
−1Q′n.
5. P (s)jn = Pjn + P
′
jn where P
′
jn is the transpose of Pjn. Note that P
(s)
jn is symmetric.
6. H(t)n = Hn − 1n tr(Hn)In, where Hn is an n× n matrix.
7. D(·) is an operator which either creates a matrix from the diagonal elements of an
input matrix or returns a diagonal matrix if the input is a vector, tr(·) returns the sum
of the diagonal elements of an input matrix, vec(·) creates a column vector from the
elements of an input matrix, and vecD(·) creates a column vector from the diagonal
elements of an input matrix.
Definition 2.1. Let {An} be a sequence of square real number matrices. The row sums of
An is said to be uniformly bounded in absolute value if there exist a real number R1 such that
max1≤i≤n
∑n
j=1 |aij | < R1, ∀n. Likewise, the column sums of An is said to be uniformly
bounded in absolute value if there exists a real number C1 such that max1≤j≤n
∑n
i=1 |aij | <
C1, ∀n.
There is a relation between uniform boundedness of row/column sums and the matrix
norms. The maximum absolute row sum norm of is defined as ‖ An ‖∞= max1≤i≤n
∑n
j=1 |aij |.
105
Then, the rum sums of the matrix An being bounded in absolute value is equivalent to the
sequence ‖ An ‖∞ being bounded. The same relation also holds for the maximum column
sum norm. The uniform boundedness property is preserved under the matrix multiplication.
If An and Bn are two uniformly bounded matrices in row sums and column sums in absolute
value then their product AnBn is also uniformly bounded in row and column sums.28
Some Useful Lemmas
Lemma 2.1. Suppose that εn1, . . . , εnn are i.i.d. random variables with zero mean and
finite variance σ20, and finite third µ3 and fourth moment µ4. For any n × n matrix An of
constants, let vecD = (an,11, . . . , an.nn)
′ be the vector formed from the diagonal elements.
Let Bn be n× n matrix of constants. Then
(1) E(ε
′
nAnεn)
2 = (µ4 − 3σ40)
n∑
i=1
a2n,ii + σ
4
0
(
tr2(An) + tr(AnA
(s)
n
)
,
= (µ4 − 3σ40)vec
′
D(An)vecD(An) + σ
4
0
(
tr2(An) + tr(AnA
(s)
n
)
.
(2) E(Anεn × ε′nBnεn) = AnvecD(Bn)µ3.
(3) E(ε
′
nBnεn × ε
′
nAn) = µ3vec
′
D(Bn)An.
Proof.
(1) E(ε
′
nAnεn)
2 = E
 n∑
i=1
n∑
j=1
an,ijεniεnj
2 = E
 n∑
i=1
n∑
j=1
n∑
k=1
n∑
l=1
an,ijan,klεniεnjεnkεnl

Since εnis are i.i.d. with zero mean, E(εniεnjεnkεnl) will be nonzero only when i = j = k = l
28For a proof see Lemma A.1 in Lee (2003).
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or (i = j) 6= (k = l) or (i = k) 6= (j = l) or (i = l) 6= (j = k). Hence,
E(ε
′
nAnεn)
2 =
n∑
i=1
a2n,iiE(ε
4
ni) +
n∑
i=1
n∑
j 6=i
an,iian,jjE(ε
2
niε
2
nj) +
n∑
i=1
n∑
j 6=i
a2n,ijE(ε
2
niε
2
nj)
+
n∑
i=1
n∑
j 6=i
an,ijan,jiE(ε
2
niε
2
nj)
= (µ4 − 3σ40)
n∑
i=1
a2n,ii + σ
4
0
 n∑
i=1
n∑
j=1
an,iian,jj +
n∑
i=1
n∑
j=1
a2n,ij +
n∑
i=1
n∑
j=1
an,ijan,ji

= (µ4 − 3σ40)
n∑
i=1
a2n,ii + σ
4
0
(
tr2(An) + tr(AnA
′
n) + tr(A
2
n)
)
,
and the desired result follows from A(s)n = An +A
′
n.
(2) E(Anεn · ε′nBnεn) = E(Anεn ·
n∑
i=1
n∑
j=1
bn,ijεniεnj)
= An ·

∑n
i=1
∑n
j=1 bn,ijE
(
εniεnjε1n
)
∑n
i=1
∑n
j=1 bn,ijE
(
εniεnjε2n
)
...∑n
i=1
∑n
j=1 bn,ijE
(
εniεnjεnn
)

= An ·

bn,11E(ε
3
n1)
bn,22E(ε
3
n2)
...
bn,nnE(ε
3
nn)

= AnvecD(Bn)µ3
The last equality in the second line of the above equation follows from i.i.d property of the
εnis.
(3) E(ε
′
nBnεn · ε
′
nAn) = E(
n∑
i=1
n∑
j=1
bn,ijεniεnj · ε′nAn)
=
( n∑
i=1
n∑
j=1
bn,ijE(εniεnjε1n), . . . ,
n∑
i=1
n∑
j=1
bn,ijE(εniεnjεnn)
) ·An = (bn,11µ3, . . . , bn,nnµ3) ·An
= µ3vec
′
D(Bn)An.
Lemma 2.2. Suppose that {An} are uniformly bounded in both row and column sums and
εni is i.i.d. with zero mean and constant variance of σ20. Assume that the elements of the
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n× k matrix Cn are uniformly bounded. Then,
(1) E(ε′nAnεn) = O(n), var(ε
′
nAnεn) = O(n), ε
′
nAnεn = Op(n), and
1
nε
′
nAnεn− 1nE(ε
′
nAnεn) =
op(1),
(2) 1√
n
Cn
′Anεn = Op(1) and if the limn→∞ 1nC
′
nAnA
′
nCn exists and is positive definite,
then 1√
n
C
′
nAnεn
d−→ N(0, σ20 limn→∞ 1nC
′
nAnA
′
nCn)
Proof. (1) E(ε′nAnεn) = σ20tr(An) = O(n) since n columns (or rows) of An are uni-
formly bounded in both row and column sums. By Lemma 2.1, var(ε′nAnεn) = (µ4 −
3σ40)
∑n
i=1 a
2
n,ii + σ
2
0(tr(AnA
′
n)tr(A
2
n)). By the submultiplicative property of a matrix norm
and the assumption that {An} are uniformly bounded in both row and column sums,
tr(A2n) = O(n) and tr(AnA
′
n) = O(n). As
∑n
i=1 a
2
n,ii ≤ tr(AnA
′
n), it follows that
∑n
i=1 a
2
n,ii =
O(n). Hence, var(ε′nAnεn) = O(n). Notice thatE
(
(ε
′
nAnεn)
2
)
= var(ε′nAnεn)+
(
E(ε
′
nAnεn)
)2
=
O(max(n, n2) = O(n2). Then, the generalized Chebyshev inequality implies P( 1n |ε
′
nAnεn| >
C) ≤ 1
C2
1
n2
E(|ε′nAnεn|2) = 1C2O(1). Hence, 1nε
′
nAnεn = Op(1). To show the last equality,
notice that var( 1nε
′
nAnεn) = O(
n
n2
) = o(1). Then, an application of Chebyshev’s inequality
guarantees that 1nε
′
nAnεn − 1nE(ε
′
nAnεn) = op(1). (2) See Lemma A.14 in Lee (2001c).
Lemma 2.3. Suppose that 1n(gn(ρ)−E(gn(ρ)) = op(1) uniformly in ρ ∈ Θ, and 1nE(gn(ρ)) =
0 has a unique root at ρ0 as n tends to infinity. Let ρˆn and ρˆ∗n be, respectively, the roots of
the moment equations gn(ρˆn) = 0 and g∗n(ρˆ∗n) = 0. If
1
n(g
∗
n(ρ) − gn(ρ)) = op(1) uniformly
in ρ ∈ Θ, then both ρˆn and ρˆ∗n converge in probability to ρ0. Furthermore, suppose that
1
n
∂gn(ρ)
∂ρ converges in probability to a well-defined limit function Q(ρ) uniformly in ρ ∈ Θ
with Q(ρ0) 6= 0, and 1ngn(ρ0) = Op(1). Then, if 1n(∂g
∗
n(ρ)
∂ρ − ∂gn(ρ)∂ρ ) = op(1) uniformly in
ρ ∈ Θ and 1√
n
(g∗n(ρ0) − gn(ρ)) = op(1), then both
√
n(ρˆn − ρ0) and
√
n(ρˆ∗n − ρ0) have the
same limiting distribution.
Proof. We will show that ρˆn converges to ρ0 uniformly. Notice that
1
n
(g∗n(ρ)− E (gn(ρ))) =
1
n
[g∗n(ρ)− gn(ρ) + gn(ρ)− E (gn(ρ))]
=
1
n
(g∗n(ρ)− gn(ρ)) +
1
n
(gn(ρ)− E (gn(ρ)))
= op(1),
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uniformly in Θ by assumption. Since ρ0 is the unique root, 1n (ρˆ
∗
n − ρ0) = op(1). To find the
limiting distribution of ρˆn, consider the Taylor expansion of gn(ρˆn) = 0 at ρ0:
0 = gn(ρˆn) = gn(ρ0) +
∂gn(ρn)
∂ρ
(ρˆn − ρ0) ⇒ gn(ρ0) = −∂gn(ρn)
∂ρ
(ρˆn − ρ0) ⇒
√
n(ρˆn − ρ0) =
(
− 1
n
∂gn(ρn)
∂ρ
)−1 1√
n
gn(ρ0) = −Q(ρ0)−1 1√
n
gn(ρ0) + op(1),
where ρn lies between ρˆn and ρ0. Similarly, from the Taylor expansion of g∗n(ρˆ∗n) = 0:
√
n(ρˆ∗n − ρ0) =
(
− 1
n
∂g∗n(ρ∗n)
∂ρ
)−1 1√
n
g∗n(ρ0) =
(
− 1
n
∂gn(ρ
∗
n)
∂ρ
+ op(1)
)−1( 1√
n
gn(ρ0) + op(1)
)
= −Q(ρ0)−1 1√
n
gn(ρ0) + op(1).
where ρ∗n lies between ρˆ∗n and ρ0.
Lemma 2.4. Assume that An, Bn, and Cn are n × n matrices uniformly bounded in col-
umn sums, Xn n × k matrix with elements that are uniformly bounded in absolute value,
and limn→∞ 1nX
′
nR
′−1
n R
−1
n Xn exits and is nonsingular. Let Mn = (In − Pn), where Pn =
R−1n Xn(X
′
nR
′−1
n R
−1
n Xn)
−1X ′nR
′−1
n . Assume that εn satisfies Assumption 2.1 with variance
σ20 and ρˆn is a
√
n-consistent. Then,
(1) Mn and Pn are uniformly bounded in absolute value in both row and column sums,
(2) ε′nAn′PnBnεn = Op(1),
(3) ε′nA
′
n(Hn(ρˆn))
(s)B
′
nPnCnεn = Op(1).
Proof. (1) LetKn = ( 1nX
′
nR
′−1
n R
−1
n Xn)
−1. By hypothesis, Kn has a finite limit so that there
exist constant a c1 such that |kn,ij | ≤ c1 for all i, j and n, where kn,ij is the (i, j)th element
of Kn. Let Xn = R−1n Xn. Elements of Xn are uniformly bounded since both Xn and R−1n
are uniformly bounded in absolute value in row and column sums. Denote (i,j)th element
ofXn by xn.ij , then there exists a constant c2 such that |xn,ij | ≤ c2 for all i, j and n. Then,
Pn = 1nXn(
1
nX
′
nR
′−1
n R
−1
n Xn)
−1X
′
n =
1
nXnKnX
′
n =
1
n
∑k
s=1
∑k
r=1 kn,srxn,sx
′
n,r, where xn,r and
xn,s are respectively the rth and the sth columns ofXn. Denote (i,j)th element of Pn by pn,ij ,
then
∑n
j=1 |pn,ij | = 1n
∑n
j=1 |
∑k
s=1
∑k
r=1 kn,rsxn,isx
′
n,jr| ≤ k2c1c22 for all i and n. Likewise,
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∑n
i=1 |pn,ij | = 1n
∑n
i=1 |
∑k
s=1
∑k
r=1 kn,rsxn,isx
′
n,jr| ≤ k2c1c22 for all j and n. These results
show that Pn is uniformly bounded in absolute value in row and column sums, which implies
thatMn = (In−Pn) is also uniformly bounded in absolute value in row and column sums. (2)
These results directly follow from Lemma 2.2 (1) and Lemma 2.4 (1). (3) B′n is uniformly
bounded in row sums by assumption and Xn are uniformly bounded by Lemma 2.4 (1).
Hence, the elements of B′nXn are uniformly bounded. Then, ε
′
nA
′
n(Hn(ρˆn))
(s)B
′
nPnCnεn =(
1√
n
ε
′
nA
′
n(Hn(ρˆn))
(s)B
′
nXn
)(
1
nX
′
nXn
)−1 (
1√
n
X
′
nCnεn
)
. By Lemma A.11 in Lee (2001a),(
1√
n
ε
′
nA
′
n(Hn(ρˆn))
(s)B
′
nXn
)
= Op(1) and by Lemma 2.2 (2)
(
1√
n
X
′
nCnεn
)
= Op(1). The
result follows from the proof of Lemma 2.4 (1).
Following Liu et al. (2010), we use the argument in Breusch et al. (1999) to show the
redundancy of a moment function. A redundant moment function is the one that does not in-
crease the asymptotic efficiency of the GMME. More precisely, let θˆn be the optimal GMME
based on the set E[g1,n(θ0)] = 0k1×1, where θ0 is p × 1. Consider additional orthogonality
conditions of E[g2,n(θ0)] = 0k2×1. Let θ˜n be the optimal GMME based on the combina-
tion of the two sets of moment functions E[gn(θ0)] = E[g
′
1,n(θ0), g
′
2,n(θ0)]
′
= 0(k1+k2)×1.
Then, g2,n(θ) is redundant given g1,n(θ), if the asymptotic variance of θˆn and θ˜n are the
same. For the following two lemmas, define Ωn = E[gn(θ0)g
′
n(θ0)] =
Ω11,n Ω12,n
Ω21,n Ω22,n
, and
Γj,n = E
[
∂gj,n(θ0)
∂θ′
]
, where Ωij,n = E[gi,n(θ0)g
′
j,n(θ0)] for i, j ∈ {1, 2}.
Lemma 2.5. The followings are equivalent: (i) g2,n is redundant given g1,n, (ii) Γ2,n =
Ω21,nΩ
−1
11,nΓ1,n, (iii) there exists a k1 × p matrix Cn such that Γ1,n = Ω11,nCn and Γ2,n =
Ω21,nCn.
Proof. See Theorem 1 in Breusch et al. (1999).
2.9.2 Local Identification of the Parameters
In this section, we investigate the local identification conditions of the parameters for the
case of SARMA(1,1). Note that gn(θ) is uniformly bounded in θ for all n. By the Lebesgue’s
dominated convergence theorem, we can interchange integration and differentiation. We will
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show that ∂E(gn(θ))
∂θ′
= E
(
∂gn(θ)
∂θ′
)
. The components of ∂E(gn(θ))
∂θ′
are given as
∂E(gn(θ))
∂λ
= −

k
′
n(ς)R
′−1
n (ρ)P
(s)
1n R
−1
n (ρ)GnXnβ0 + σ
2
0tr(K
′−1
n W
′
nR
′−1
n (ρ)P
(s)
1n Kn(δ)K
−1
n
k
′
n(ς)R
′−1
n (ρ)P
(s)
2n R
−1
n (ρ)GnXnβ0 + σ
2
0tr(K
′−1
n W
′
nR
′−1
n (ρ)P
(s)
1n Kn(δ)K
−1
n
...
k
′
n(ς)R
′−1
n (ρ)P
(s)
mnR−1n (ρ)GnXnβ0 + σ20tr(K
′−1
n W
′
nR
′−1
n (ρ)P
(s)
1n Kn(δ)K
−1
n
Q
′
nR
−1
n (ρ)GnXnβ0

,
(2.39)
∂E(gn(θ))
∂ρ
=

k
′
n(ς)H
′
n(ρ)R
′−1
n (ρ)P
(s)
1n R
−1
n (ρ)kn(ς) + σ
2
0tr(K
′−1
n K
′
n(δ)H
′
n(ρ)P
(s)
1n Kn(δ)K
−1
n
k
′
n(ς)H
′
n(ρ)R
′−1
n (ρ)P
(s)
2n R
−1
n (ρ)kn(ς) + σ
2
0tr(K
′−1
n K
′
n(δ)H
′
n(ρ)P
(s)
1n Kn(δ)K
−1
n
...
k
′
n(ς)H
′
n(ρ)R
′−1
n (ρ)P
(s)
2n R
−1
n (ρ)kn(ς) + σ
2
0tr(K
′−1
n K
′
n(δ)H
′
n(ρ)P
(s)
mnKn(δ)K
−1
n
Q
′
nR
−1
n (ρ)Hn(ρ)kn(ς)

,
(2.40)
∂E(gn(θ))
∂β′
= −

k
′
n(ς)R
′−1
n (ρ)P
(s)
1n R
−1
n (ρ)Xn
k
′
n(ς)R
′−1
n (ρ)P
(s)
2n R
−1
n (ρ)Xn
...
k
′
n(ς)R
′−1
n (ρ)P
(s)
mnR−1n (ρ)Xn
Q
′
nR
−1
n (ρ)Xn

. (2.41)
Recall from (2.3) that gn(θ) consists of
[
ε
′
nK
′−1
n K
′
n(δ) + k
′
n(ς)R
′−1
n (ρ)
]
Pjn
[
Kn(δ)K
−1
n εn +R
−1
n (ρ)kn(ς)
]
= (ε
′
nK
′−1
n K
′
n(δ)PjnKn(δ)K
−1
n εn) + (ε
′
nK
′−1
n K
′
n(δ)PjnR
−1
n (ρ)kn(ς))
+ (k
′
n(ς)R
′−1
n (ρ)PjnKn(δ)K
−1
n εn) + (k
′
n(ς)R
′−1
n (ρ)PjnR
−1
n (ρ)kn(ς))
for j = 1, . . . ,m, andQ′nR−1n (ρ)kn(ς). Then, a straightforward application of matrix calculus
yields
111
E(
∂gn(θ)
∂λ
)
= −

σ20tr(K
′−1
n W
′
nR
′−1
n (ρ)P
(s)
1n Kn(δ)K
−1
n + k
′
n(ς)R
′−1
n (ρ)P
(s)
1n R
−1
n (ρ)GnXnβ0
σ20tr(K
′−1
n W
′
nR
′−1
n (ρ)P
(s)
2n Kn(δ)K
−1
n + k
′
n(ς)R
′−1
n (ρ)P
(s)
1n R
−1
n (ρ)GnXnβ0
...
σ20tr(K
′−1
n W
′
nR
′−1
n (ρ)P
(s)
mnKn(δ)K
−1
n + k
′
n(ς)R
′−1
n (ρ)P
(s)
1n R
−1
n (ρ)GnXnβ0
Q
′
nR
−1
n (ρ)GnXnβ0

,
(2.42)
E
(
∂gn(θ)
∂ρ
)
=

σ20tr(K
′−1
n K
′
n(δ)H
′
n(ρ)P
(s)
1n Kn(δ)K
−1
n + k
′
n(ς)H
′
n(ρ)R
′−1
n (ρ)P
(s)
1n R
−1
n (ρ)kn(ς)
σ20tr(K
′−1
n K
′
n(δ)H
′
n(ρ)P
(s)
1n Kn(δ)K
−1
n + k
′
n(ς)H
′
n(ρ)R
′−1
n (ρ)P
(s)
2n R
−1
n (ρ)kn(ς)
...
σ20tr(K
′−1
n K
′
n(δ)H
′
n(ρ)P
(s)
mnKn(δ)K
−1
n + k
′
n(ς)H
′
n(ρ)R
′−1
n (ρ)P
(s)
2n R
−1
n (ρ)kn(ς)
Q
′
nR
−1
n (ρ)Hn(ρ)kn(ς)

,
(2.43)
E
(
∂gn(θ)
∂β′
)
= −

k
′
n(ς)R
′−1
n (ρ)P
(s)
1n R
−1
n (ρ)Xn
k
′
n(ς)R
′−1
n (ρ)P
(s)
2n R
−1
n (ρ)Xn
...
k
′
n(ς)R
′−1
n (ρ)P
(s)
mnR−1n (ρ)Xn
Q
′
nR
−1
n (ρ)Xn

. (2.44)
Thus, ∂E(gn(θ))
∂θ′
= E
(
∂gn(θ)
∂θ′
)
.
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2.9.3 Analytical derivation of best quadratic moment matrix P ∗n
The best Pn ∈ P1n will maximize the inverse of the asymptotic variance, namely Σp,n =
tr2
(
H
′
nP
(s)
n
)
(η4−3)
∑n
i=1 P
2
n,ii+tr
(
PnP
(s)
n
) . Notice that
tr
(
PnP
(s)
n
)
= tr
(
(Pn + P
′
n)Pn
)− 2 n∑
i=1
P 2n,ii + 2
n∑
i=1
P 2n,ii
= tr
([
Pn −D(Pn) + P ′n −D
′
(Pn)
]
Pn
)
+ 2
n∑
i=1
P 2n,ii,
since D(Pn) = D
′
(Pn). Hence, tr
(
PnP
(s)
n
)
= tr
(
[Pn − D(Pn)](s)Pn
)
+ 2
∑n
i=1 P
2
n,ii. Sub-
stituting back into the denominator of Σp,n yields (η4 − 3)
∑n
i=1 P
2
n,ii + tr
(
PnP
(s)
n
)
=
(η4 − 1)
∑n
i=1 P
2
n,ii + tr
(
[Pn − D(Pn)](s)Pn
)
, where (η4 − 1) > 1 by Jensen’s inequality
for a concave function. Let P (+)n = Pn +
(√
1
2(η4 − 1)− 1
)
D(Pn). Notice that tr
(
P
(+)
n
)
=
tr(Pn)
(√
1
2(η4 − 1)
)
= 0. We will show the following intermediate result to simplify the
maximization problem. The square of the Euclidean norm of (P (+)n )(s) equals
tr
(
(P (+)n )
(s)(P (+)n )
(s)
)
= 2
(
(η4 − 1)
n∑
i=1
P 2n,ii + tr
(
[Pn −D(Pn)](s)Pn
))
.
Previously, we showed that tr
(
PnP
(s)
n
)
= tr
(
[Pn −D(Pn)](s)Pn
)
+ 2
∑n
i=1 P
2
n,ii. Hence, we
need to show tr
(
(P
(+)
n )(s)(P
(+)
n )(s)
)
= 2
(
(η4 − 1)
∑n
i=1 P
2
n,ii + tr
(
P
(s)
n Pn
)− 2∑ni=1 P 2n,ii).
Let α =
(√
1
2(η4 − 1)− 1
)
. Then,
tr
((
P (+)n
)(s)(
P (+)n
)(s))
= tr
([
P (s)n + αD(Pn)
(s)
][
P (s)n + αD(Pn)
(s)
])
= tr
(
P (s)n P
(s)
n + 2α
(
Pn + P
′
n
)
D(Pn) + 2αD(Pn)(Pn + P
′
n) + 4α
2D(Pn)D(Pn)
)
= tr
(
P (s)n P
(s)
n
)
+ 8α
n∑
i=1
P 2n,ii + 4α
2
n∑
i=1
P 2n,ii
= tr
(
P (s)n (Pn + P
′
n)
)− 4 n∑
i=1
P 2n,ii + 2(η4 − 1)
n∑
i=1
P 2n,ii
= 2
(
(η4 − 1)
n∑
i=1
P 2n,ii + tr
(
P (s)n Pn
)− 2 n∑
i=1
P 2n,ii
)
, (2.45)
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where the last equality uses tr
(
P
(s)
n Pn
)
= tr
(
P
(s)
n P
′
n
)
. Hence, there exits an injection be-
tween Pn and P
(+)
n . For a P
(+)
n , the solution for Pn is Pn = P
(+)
n +
(√
2
η4−1 − 1
)
D(P
(+)
n ).29
Notice that tr
(
H
′
nP
(s)
n
)
= tr
(
P
(s)
n Hn
)
= tr
(
P
(s)
n H
(t)
n
)
= 12 tr
(
P
(s)
n (H
(t)
n )(s)
)
, the maximiza-
tion problem becomes max
P
(+)
n
tr2
([
P
(+)
n +(
√
2
η4−1−1)D(P
(+)
n )
](s)
(H
(t)
n )
(s)
)
tr
(
(P
(+)
n )(s)(P
(+)
n )(s)
) . This result confirms
that the maximization problem for an SARMA(0,1) process is equal to a SARAR(0,1) pro-
cess considered in Liu et al. (2010). The solution Bn must satisfy tr
([
P
(+)
n + (
√
2
η4−1 −
1)D(P
(+)
n )
](s)
(H
(t)
n )(s)
)
= tr
(
(P
(+)
n )(s)
[
H
(t)
n +Bn
](s)) which is equivalent to (√ 2η4−1 −
1
)
tr
(
D(P
(+)
n )(s)(H
(t)
n )(s)
)
= tr
(
(P
(+)
n )(s)B
(s)
n
)
. If Bn were a diagonal matrix, then Bn =(√
2
η4−1 − 1
)
D(H
(t)
n ) would satisfy tr
(
D(P
(+)
n )(s)B
(s)
n
)
= tr
(
(P
(+)
n )(s)B
(s)
n
)
as desired.
Rewriting the optimization problem as max
P
(+)
n
tr
(
(P
(+)
n )
(s)
[
H
(t)
n +Bn
](s))
tr
(
(P
(+)
n )(s)(P
(+)
n )(s)
) and using the trace
version of Cauchy-Schwarz inequality30, we see that the numerator tr
(
(P
(+)
n )(s)
[
H
(t)
n +
Bn
](s)) ≤ tr ((P (+)n )(s)(P (+)n )(s)) tr ([H(t)n +Bn](s)[H(t)n +Bn](s)). Therefore, the opti-
mum P (+)n is P
(+)∗
n = H
(t)
n +
(√
2
η4−1 − 1
)
D(H
(t)
n ). Substituting P
(+)∗
n back into Pn =
P
(+)
n +
(√
2
η4−1 − 1
)
D(P
(+)
n ) yields P ∗n = H
(t)
n − η4−3η4−1D(H
(t)
n ).
2.9.4 Proof of Propositions
Proof of Proposition 2.1. The proof follows along the lines of Proposition 3.1 in Lee
(2001a). Denoting the OLS redisuals by uˆ, we need to show that GMM moment equations
using uˆn and those using the true residuals un satisfy the conditions in Lemma 2.3. Note
that uˆn = Mnun. Hence, we can write
uˆ
′
nR
′−1
n (ρ)PnR
−1
n (ρ)uˆn = u
′
n(In − Pn)R
′−1
n (ρ)PnR
−1
n (ρ)(In − Pn)un
= ε
′
nR
′
nR
′−1
n (ρ)PnR
−1
n (ρ)Rnεn − ε
′
nR
′
nPnR
′−1
n (ρ)P
(s)
n R
−1
n (ρ)Rnεn
+ ε
′
nR
′
nPnR
′−1
n (ρ)PnR
−1
n (ρ)PnRnεn.
29
P
(+)
n,ij =
{
Pn,ij + (α− 1)Pn,ij if i = j
Pn,ij if i 6= j ⇒ Pn,ij =
{
( 1
α
)P
(+)
n,ij + P
(+)
n,ij − P (+)n,ij if i = j
P
(+)
n,ij if i 6= j
.
30For any square conformable matrices Bn and Cn: tr2(BnCn) ≤ tr(B2n)tr(C2n).
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Then, by Lemma 2.4 (2), uˆ′nR
′−1
n (ρ)PnR
−1
n (ρ)uˆn = u
′
nR
′−1
n (ρ)PnR
−1
n (ρ)un+Op(1) uniformly
in ρ ∈ Θ. Hence, 1n(uˆ
′
nR
′−1
n (ρ)PnR
−1
n (ρ)uˆn − u
′
nR
′−1
n (ρ)PnR
−1
n (ρ)un) = op(1), and
1√
n
(uˆ
′
nR
′−1
n (ρ)PnR
−1
n (ρ)uˆn−u
′
nR
′−1
n (ρ)PnR
−1
n (ρ)un) = op(1). Since
∂(uˆ
′
nR
′−1
n (ρ)PnR
−1
n (ρ)uˆn)
∂ρ =
uˆ
′
nR
′−1
n (ρ)P
(s)
n R−1n (ρ)MnR−1n (ρ)uˆn, the derivative of the moment function with respect to
ρ is ∂gn(ρ)∂ρ =
[
uˆ
′
nR
′−1
n (ρ)P
(s)
1n R
−1
n (ρ)MnR
−1
n (ρ)uˆn, . . . , uˆ
′
nR
′−1
n (ρ)P
(s)
mnR−1n (ρ)MnR−1n (ρ)uˆn
]
.
Hence,
uˆ
′
nR
′−1
n (ρ)P
(s)
n R
−1
n (ρ)MnR
−1
n (ρ)uˆn = u
′
n(In − Pn)R
′−1
n (ρ)P
(s)
n R
−1
n (ρ)MnR
−1
n (ρ)(In − Pn)un
= u
′
nR
′−1
n (ρ)P
(s)
n R
−1
n (ρ)MnR
−1
n (ρ)un − u
′
nPnR
′−1
n (ρ)P
(s)
n R
−1
n (ρ)MnR
−1
n (ρ)un
− u′nR
′−1
n (ρ)P
(s)
n R
−1
n (ρ)MnR
−1
n (ρ)Pnun + u
′
nPnR
′−1
n (ρ)P
(s)
n R
−1
n (ρ)MnR
−1
n (ρ)Pnun
= u
′
nR
′−1
n (ρ)P
(s)
n R
−1
n (ρ)MnR
−1
n (ρ)un +Op(1),
uniformly in ρ ∈ Θ by Lemma 2.4 (2). Then, the consistency and asymptotic distribution
of ρˆn follows from Lemma 2.3 and Proposition 2.5 in Lee (2001a).
Proof of Proposition 2.2. By hypothesis, ρˆn−ρ0 = op(1), as ρˆn is a consistent estimator
of ρ0. Then,
1
n
X
′
nR
′−1
n (ρˆn)R
−1
n (ρˆn)Xn =
1
n
X
′
n(Rn − (ρˆn − ρ0)Mn)
′−1(Rn − (ρˆn − ρ0)Mn)−1Xn
=
1
n
Xn
′(Rn(In − (ρˆn − ρ0)Jn))′−1(Rn(In − (ρˆn − ρ0)Jn))−1Xn
=
1
n
Xn
′R
′−1
n (In − (ρˆn − ρ0)Jn)
′−1(In − (ρˆn − ρ0)Jn)−1R−1n Xn
=
1
n
Xn
′R
′−1
n R
−1
n Xn + op(1).
and
1√
n
X
′
nR
′−1
n (ρˆn)R
−1
n (ρˆn)un =
1√
n
X
′
n(Rn − (ρˆn − ρ0)Mn)
′−1(Rn − (ρˆn − ρ0)Mn)−1un
=
1√
n
Xn
′(Rn(In − (ρˆn − ρ0)Jn))′−1(Rn(In − (ρˆn − ρ0)Jn))−1un
=
1√
n
Xn
′R
′−1
n (In − (ρˆn − ρ0)Jn)
′−1(In − (ρˆn − ρ0)Jn)−1R−1n un
=
1
n
Xn
′R
′−1
n εn + op(1)
d−→
(
0, σ20
(
lim
n→∞
1
n
X
′
nR
′−1
n R
−1
n Xn
)−1)
,
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by Lemma 2.2 (2). Thus,
√
n
(
βˆFGLS,n − β0
)
=
(
1
n
X
′
nR
′−1
n (ρˆn)R
−1
n (ρˆn)Xn
)−1 1√
n
X
′
nR
′−1
n (ρˆn)R
−1
n (ρˆn)un
d−→ N
(
0, σ20
(
lim
n→∞
1
n
X
′
nR
′−1
n R
−1
n Xn
)−1)
,
by continuity of the inverse at a nonsingular matrix and an application of Slutzky theorem.
Proof of Proposition 2.3. Let gˆn(ρ) = uˆ
′
nR
′−1
n (ρ)
[
Hˆn
]d
R−1n (ρ)uˆn, where
[
Hˆn
]d denotes
either
[
Hn(ρˆn)−D
(
Hn(ρˆn)
)]
or
[
Hn(ρˆn)− 1n tr
(
Hn(ρˆn)
)
In
]
. We will show that gˆn(ρ) and
its derivative are close enough to those of gn(ρ), where gn(ρ) = u
′
nR
′−1
n (ρ)
[
Hˆn
]d
R−1n (ρ)un,
so that Lemma 2.3 is applicable. The sufficient conditions require that gˆn(ρ)−gn(ρ) = Op(1)
and ∂gˆn(ρ)∂ρ − ∂gn(ρ)∂ρ = Op(1) uniformly in ρ ∈ Θ. Since uˆn = (In − Pn)un,
gˆn(ρ) = u
′
n(In − Pn)R
′−1
n (ρ)(Hˆn)
dR−1n (ρ)(In − Pn)un
= u
′
nR
′−1
n (ρ)(Hˆn)
dR−1n (ρ)un +R1(ρ)
= gn(ρ) +R1(ρ),
where R1(ρ) = −u′nR
′−1
n (ρ)
[
Hˆ
(s)
n
]d
R−1n (ρ)Pnun+u
′
nPnR
′−1
n (Hˆn)
dR−1n (ρ)Pnun. Substituting
Rnεn for un in R1(ρ), Lemma ?? yields that all three terms in R1(ρ) are Op(1) uniformly
in ρ ∈ Θ. Hence, gˆn(ρ) = gn(ρ) + Op(1) uniformly in ρ ∈ Θ. Furthermore, 1n gˆn(ρ) =
1
ngn(ρ) + op(1) and
1√
n
gˆn(ρ) =
1√
n
gn(ρ) + op(1) uniformly in ρ ∈ Θ. The first derivative of
gˆn(ρ) is
∂gˆn(ρ)
∂ρ
= uˆ
′
nR
′−1
n (ρ)M
′
nR
′−1
n (ρ)
[
Hˆ(s)n
]d
R−1n (ρ)uˆn
= u
′
n(In − Pn)R
′−1
n (ρ)M
′
nR
′−1
n (ρ)
[
Hˆ(s)n
]d
R−1n (ρ)(In − Pn)un
= u
′
nR
′−1
n (ρ)M
′
nR
′−1
n (ρ)
[
Hˆ(s)n
]d
R−1n (ρ)un +R2(ρ)
=
∂gn(ρ)
∂ρ
+R2(ρ),
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where
R2(ρ) = −u′nPnR
′−1
n (ρ)M
′
nR
′−1
n (ρ)
[
Hˆ(s)n
]d
R−1n (ρ)un
− u′nR
′−1
n (ρ)M
′
nR
′−1
n (ρ)
[
Hˆ(s)n
]d
R−1n (ρ)Pnun + u
′
nPnR
′−1
n (ρ)M
′
nR
′−1
n (ρ)
[
Hˆ(s)n
]d
R−1n (ρ)Pnun.
Substituting Rnεn for un in R2(ρ), Lemma 2.4 (3) yields that all three terms in R2(ρ) are
Op(1) uniformly in ρ ∈ Θ. Furthermore, 1n ∂gˆn(ρ)∂ρ = 1n ∂gn(ρ)∂ρ + op(1) uniformly in ρ ∈ Θ.
First Proof of Proposition 2.4. The best moment function g∗n(ρ) with P ∗n is equivalent
to the best moment function from the SARAR(0,1) model derived in Liu et al. (2010).
Hence, the proof is the same as the proof of Propositon 5 in that paper. We will present
that proof here for the convenience of the readers. With m quadratic moments in gn(ρ),
var(gn(ρ0)) = σ40Ωn, where Ωn = (η4−3)ω
′
mωm+Vn, with ωm =
[
vecD(P1n), . . . , vecD(Pmn)
]
and
Vn =
1
2
[
vec(P
(s)
1n ), . . . , vec(P
(s)
mn)
]′ [
vec(P
(s)
1n ), . . . , vec(P
(s)
mn)
]
=

tr(P
(s)
1n P1n) · · · tr(P (s)1n Pmn)
...
. . .
...
tr(P
(s)
mnP1n) · · · tr(P (s)mnPmn)
 .
Liu et al. (2010) uses an ingenious way to combine the two terms in Ωn into a unified one.
Notice that for any j and l,
2ω
′
mjωml = 2vec
′
D(Pjn)vecD(Pln) = 2tr
(
D(Pjn)D(Pln)
)
= 2tr
(
D(Pjn)Pln
)
= tr
(
PjnPln
)− tr(PjnPln)+ tr(P ′jnPln)− tr(P ′jnPln)+ 2tr(D(Pjn)Pln)
= tr
(
PjnPln + P
′
jnPln
)− tr ([Pjn −D(Pjn)]Pln + [Pjn −D(Pjn)]′Pln)
= tr
(
P
(s)
jn Pln
)− tr ([Pjn −D(Pjn)](s)Pln)
= tr
(
P
(s)
jn Pln
)− tr ([Pjn −D(Pjn)](s)[Pln −D(Pln)])
= tr
(
P
(s)
jn Pln
)− vec′(Pjn −D(Pjn))(s)vec(Pln −D(Pln)).
117
Hence, tr
(
P
(s)
jn Pln
) − 2ω′mjωml = vec′(Pjn − D(Pjn))(s)vec(Pln − D(Pln)) = 12vec′(Pjn −
D(Pjn)
)(s)
vec
(
Pln−D(Pln)
)(s). Let$m = [vec(P1n−D(P1n))(s), . . . , vec(Pmn−D(Pmn))(s)].
Then, we have Vn − 2ω′mωm = 12$
′
m$m. Furthermore, Ωn =
1
2
(
2(η4 − 1)ω′mωm +$
′
$
)
.
Recall that P+jn = Pjn −D(Pjn) +
√
η4−1
2 D(Pjn) for j = 1, . . . ,m. Then,
vec
′(
P
+(s)
jn
)
vec
(
P
+(s)
kn
)
= tr
(
P
+(s)
jn P
+(s)
kn
)
= tr
([
P
+(s)
jn −D
(
P
+(s)
jn
)] [
P
+(s)
kn −D
(
P
+(s)
kn
)])
+ 2(η4 − 1)tr
(
D
(
Pjn
)
D
(
Pkn
))
= vec
′ (
P
+(s)
jn −D
(
P
+(s)
jn
))
vec
(
P
+(s)
kn −D
(
P
+(s)
kn
))
+ 2(η4 − 1)vec′D
(
Pjn
)
vecD
(
Pkn
)
Hence, Ωn = 12
[
vec(P
+(s)
1n ), . . . , vec(P
+(s)
mn )
]′ [
vec(P
+(s)
1n ), . . . , vec(P
+(s)
mn )
]
. Recall that we
needed a matrix An such that tr
(
P
(s)
jn Hn
)
= tr
(
P
(s)
jn H
(t)
n
)
= tr
(
P
(+s)
jn
[
H
(t)
n +An
])
holds for
all j. When An is taken to be a diagonal matrix, the solution was An =
(√
2
η4
− 1
)
D(H
(t)
n ),
which is determined by Hn only. Let H−n = H
(t)
n +An = H
(t)
n +
(√
2
η4
− 1
)
D(H
(t)
n ) such that
tr(H−n ) = 0. Hence, tr(P
(s)
jn Hn) = tr(P
(+s)
jn H
−
n ). The variance of the limiting distribution
of the GMME by Proposition 2.1 is
(
limn→∞ 1nΣp,n
)−1
=
(
limn→∞ 1nΓnΩ
−1
n Γn
)−1 where
Σp,n =
[
tr(P
(s)
1n Hn), . . . , tr(P
(s)
mnHn)
]′
Ω−1n
[
tr(P
(s)
1n Hn), . . . , tr(P
(s)
mnHn)
]
. Since tr(P (s)jn Hn) =
tr(P
(+s)
jn H
−
n ), Σp,n =
1
2vec
′(
H
−(s)
n
)
ω˜m
(
ω˜
′
mω˜m
)−1
ω˜
′
mvec
(
H
−(s)
n
)
,
where ω˜m =
[
vec(P
+(s)
1n ), . . . , vec(P
+(s)
mn )
]
. Using the generalized Schwartz inequality, there
exists a bound for the precision matrix Σp,n such that Σp,n ≤ 12vec
′
(H
−(s)
n )vec(H
−(s)
n ).
Hence, this bound is obtained by utilizing P+∗n = H
(t)
n +
(√
2
η4
− 1
)
D(H
(t)
n ). Then, the
corresponding Pn for P+∗n is the best such that P ∗n = P+∗n
(√
2
η4
− 1
)
D(P+∗n ) = H
(t)
n −
η4−3
η4−1D
(
H
(t)
n
)
and Σ∗ = limn→∞ tr
(
P
∗(s)
n Hn
)
by Proposition 2.1.
Second Proof of Proposition 2.4. To show that g∗n(ρ) = u
′
nR
′−1
n P
∗
n(ρ)R
−1
n (ρ)un is the
best moment function, one can also follow the methodology in Breusch et al. (1999). Note
that a moment function is redundant, if it does not increase the asymptotic efficiency of
the estimator. To show that any other arbitrary single moment function is redundant given
g∗n(ρ), it suffices to find a matrix Cn as in Lemma 2.5 (iii). Let Pn ∈ P1n be arbitrary,
and the corresponding moment function be gn(ρ) = u
′
nR
′−1
n Pn(ρ)R
−1
n (ρ)un. By Lemma 2.5,
gn(ρ) is redundant given g∗n(ρ) if and only if there exist a conformable matrix Cn such that
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Γ2,n = Ω21,nCn and Γ1,n = Ω11,nCn. Notice that P ∗n is a special case of Pn, hence once the
construction of Cn is completed for the first equality, the proof is completed as well. By
Lemma 2.1 (1), Ω21,n = σ40
(
(η4 − 3)vec′D(Pn)vecD(P ∗n) + tr(PnP ∗(s)n )
)
, where
tr(PnP
∗(s)
n ) = tr
(
Pn
(
H(t)n −
η4 − 3
η4 − 1D(H
(t)
n )
)(s))
= tr(PnH
(s)
n )−
2(η4 − 3)
η4 − 1 tr(PnD(Hn))−
2
n
2
η4 − 1 tr(Hn)tr(Pn)
= tr(PnH
(s)
n )−
η4 − 3
η4 − 1 tr(P
(s)
n D(Hn)),
where the last equality follows from tr(Pn) = 0. To simplify the first term in Ω21,n, we will
make use of the relations: vec′D(A)vecD(B) = tr(A ·D(B)) and vec
′
D(Pn)ιn = 0. Also, more
explicitly, vecD(P ∗n) =
2
η4−1vecD(H
(t)
n ) =
2
η4−1
(
vecD(Hn)− 1n tr(Hn)ιn
)
. Then,
vec
′
D(Pn)vecD(P
∗
n) =
2
η4 − 1
(
vec
′
D(Pn)vecD(Hn)−
1
n
tr(Hn)vec
′
D(Pn)ιn
)
=
1
η4 − 1 tr(P
(s)
n D(Hn)).
Hence, Ω21 = σ40
[
tr
(
PnH
(s)
n
)− η4−3η4−1 tr(P (s)n D(Hn))+ (η4 − 3) 1η4−1 tr(P (s)n D(Hn))]
= σ40tr
(
PnH
(s)
n
)
. From Proposition 2.1, Γ2,n = σ20tr
(
P
(s)
n Hn
)
. Then, it follows that
Cn = Ω−121,nΓ2,n =
(
σ40tr
(
PnH
(s)
n
))−1
σ20tr
(
P
(s)
n Hn
)
= σ−20
tr
(
P
(s)
n Hn
)
tr
(
PnH
(s)
n
) , which completes the
proof.
Proof of Proposition 2.5. Proposition 1 in Lee (2007a) shows the consistency and asymp-
totic normality of the GMM estimator for an arbitrary set of moment functions that are
combination of a set of arbitrary linear and quadratic moment functions. Hence, the consis-
tency and asymptotic normality of the GMM estimator for our case follows from Proposition
1 of Lee (2007a), since the set of the moment functions considered in Proposition 2.5 is a
special subset of the set of the moment functions considered in Lee (2007a). Here, we will
show that the set of moment function considered in Proposition 2.5 is the best one in the
sense that any other moment function that can be added to this set does not increase the
asymptotic efficiency.
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Let E[gn(δ0)] = E
[(
ε
′
nP1nεn, . . . , ε
′
nPmnεn, ε
′
nQn
)′]
= 0 be a set of arbitrary popu-
lation moment functions, where Qn is n × r with r ≥ k + 1. Consider the combined set
E
[
g†n(δ0), gn(δ0)
]′
= 0. We will use Lemma 2.5 to show that gn(δ0) is redundant given g
†
n(δ0).
By this lemma, it is enough to show that there exist a matrix Cn such that Γ2,n = Ω21,nCn.
In our case, Cn is (2k? + 4)× (k + 1). The relevant matrices are given in the below:
Γ2,n = −E
(
∂gn(θ0)
∂θ′
)
= −

−σ20tr(P (s)1n Hn) 01×k
−σ20tr(P (s)2n Hn) 01×k
...
...
−σ20tr(P (s)k?+2,nHn) 01×k
0r×1 Q
′
nR
−1
n Xn

(2.46)
=

σ20tr(P
(s)
1n Hn) 01×k? 0
σ20tr(P
(s)
2n Hn) 01×k? 0
...
...
...
σ20tr(P
(s)
mnHn) 01×k? 0
0r×1 −Q′nX∗n −Q
′
nln
1−ρ0

,
Ω21,n = E
(
gn(θ0)g
†′
n (θ0)
)
= (µ4 − 3σ40) (2.47)
×

vec
′
D(P1n)vecD(P
†
1n) . . . vec
′
D(P1n)vecD(P
†
k?+2,n) 01×(k?+2)
vec
′
D(P2n)vecD(P
†
1n) . . . vec
′
D(P2n)vecD(P
†
k?+2,n) 01×(k?+2)
...
. . .
...
...
vec
′
D(Pmn)vecD(P
†
1n) . . . vec
′
D(Pmn)vecD(P
†
k?+2,n) 01×(k?+2)
0r×1 . . . 0r×1 0r×(k?+2)

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+
σ40tr(P1nP
†(s)
1n ) . . . σ
4
0tr(P1nP
†(s)
k?+2,n) µ3vec
′
D(P1n)Q
†
n
σ40tr(P2nP
†(s)
1n ) . . . σ
4
0tr(P2nP
†(s)
k?+2,n) µ3vec
′
D(P2n)Q
†
n
...
. . .
...
...
σ40tr(PmnP
†(s)
1n ) . . . σ
4
0tr(PmnP
†(s)
k?+2,n) µ3vec
′
D(Pmn)Q
†
n
µ3Q
′
nvecD(P
†
1n) . . . µ3Q
′
nvecD(P
†
k?+2,n) σ
2
0Q
′
nQ
†
n

.
Note that Xn = R−1n Xn and X
∗
n is n × k? submatrix of Xn with intercept column deleted.
In our case, Xn = R−1n [X∗n, ln] = [R−1n X∗n, R−1n ln] = [X
∗
n, (1 − ρ0)−1ln] = [X∗n, c(ρ0)], where
c(ρ0) = (1− ρ0)−1ln. Let η3 = µ3σ30 and η4 =
µ4
σ40
. In order to link the elements of Ω21,n to the
elements of Γ2,n, we need the following relations:
1. vecD(P
†
1n) = vecD(H
(t)),
2. vecD(P
†
2n) = vecD(D(H
(t))) = vecD(H
(t)),
3. vecD(P
†
l+2,n) = vecD(D(X
∗
nl)
(t)) = JnX
∗
nl for l = 1, . . . , k?, where Jn = In − 1n lnl
′
n.
Note that for any two compatible matrices A and B matrices, we have (i) vec′D(A)vecD(B) =
tr(A ·D(B)) and for all matrices from the class P1n, we have (ii) vec′D(Pn)ln = 0. Thus,
we have the following identities
1. vec′D(Pjn)vecD(P
†
1n) = tr(PjnD(Hn)), j = 1, . . . ,m.
2. vec′D(Pjn)vecD(P
†
2n) = tr(PjnD(Hn)), j = 1, . . . ,m.
3. vec′D(Pjn)vecD(P
†
l+2,n) = tr(PjnD(X
∗
l+2,n)), j = 1, . . . ,m and l = 1, . . . , k?.
4. tr(PjnP
†(s)
1n ) = tr(P
(s)
jn H
(t)
n ) = tr(P
(s)
jn Hn), for j = 1, . . . ,m.
5. tr(PjnP
†(s)
2n ) = tr(P
(s)
jn D(H
(t)
n )) = tr(P
(s)
jn D(Hn)), for j = 1, . . . ,m.
6. tr(PjnP
†(s)
l+2,n) = tr(P
(s)
jn D(X
∗
nl)
(t)) = tr(P
(s)
jn D(X
∗
nl)), for j = 1, . . . ,m and l = 1 . . . , k?.
For the other elements of Ω21,n, we have the following relations:
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1. vec′D(Pjn) ·Q†n =
(
vec
′
D(Pjn)X
∗
n, vec
′
D(Pjn)ln, vec
′
D(Pjn)vecD(H
(t)
n )
)
=
(
vec
′
D(Pjn)X
∗
n, 0, tr(PjnD(Hn))
)
1×(k?+2)
∀j.
2. Q′n ·Q†n =
(
Q
′
nX
∗
n, Q
′
nln, Q
′
nvecD(H
(t)
n )
)
r×(k?+2)
.
Based on these relations, for the case that Xn has no column proportional to ln, define Cn
as follows:
Cn =

σ−20 01×k?
σ−20 (η
2
3−η4+3)
η4−η23−1
01×k?
0k?×1 − σ
−3
0 η3
η23−η4+1
lk? l
′
k?
0k?×1
σ−20 (η4−1)
η23−η4+1
lk? l
′
k?
0 −σ
−2
0 η
2
3(
1
n
l
′
nXn)
η23−η4+1
− 2η3σ30
η4−σ40η23−1
01×k?

, (2.48)
For the case, whereXn = [R−1n X∗n, R−1n ln] = [X
∗
n, (1− ρ0)−1ln], define Cn as follows:
Cn =

σ−20 01×k? 0
σ−20 (η
2
3−η4+3)
η4−η23−1
01×k?
0k?×1 − σ
−3
0 η3
η23−η4+1
lk? l
′
k? 0k?×1
0k?×1
σ−20 (η4−1)
η23−η4+1
lk? l
′
k? 0k?×1
0 −σ
−2
0 η
2
3(
1
n
l
′
nX
∗
n)
η23−η4+1
− σ
−2
0
1−ρ0
− 2η3σ30
η4−σ40η23−1
01×k? 0

, (2.49)
It can easily be checked that Γ2,n = Ω21,nCn. That is, Cn matrices give the desired
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result.31
Proof of Proposition 2.6. The consistency and asymptotic normality follows directly
form Proposition 1 in Lee (2007a). Here we only discuss the issues about the best se-
lection of the moment functions. Let E[gn(θ0)] = E
[(
ε
′
nP1nεn, . . . , ε
′
nPmnεn, ε
′
nQn
)′]
= 0
be a set of arbitrary population moment functions, where Qn is n× r with r ≥ k. Consider
the combined set E
[
g?n(θ0), gn(θ0)
]′
= 0. Our proof below is similar to the one given in Liu
et al. (2010) for the case of SARAR(1,1).32 We will use Lemma 2.5 to show that gn(θ0) is
redundant given g?n(θ0). By this lemma, it is enough to show that there exist a matrix Cn
such that Γ2,n = Ω21,nCn. In our case, Cn is (2k? + 9)× (k + 2). The relevant matrices are
given in the below:
Γ2,n = E
(
∂gn(θ0)
∂θ′
)
= −

−σ20tr(P (s)1n Hn) σ2tr(P (s)1nGn) 01×k
−σ20tr(P (s)2n Hn) σ2tr(P (s)2nGn) 01×k
...
...
...
−σ20tr(P (s)mnHn) σ2tr(P (s)mnGn) 01×k
0r×1 Q
′
nR
−1
n GnXnβ0 Q
′
nR
−1
n Xn

, (2.50)
31Our proof of Proposition 2.5 is similar to the one given in Liu et al. (2010) for the case of SARAR(0,1).
We directly show the existence of Cn, whereas Liu et al. (2010) only show that there exists a Cn for a
particular linear combination of the best moment functions. In this sense, our proof is more general.
32We directly show the existence of Cn for the case of SARMA(1,1). Liu et al. (2010) give a proof only
for a particular linear combination of the best moment functions for the case of SARAR(1,1).
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Ω21,n = E
(
gn(θ0)g
?′
n (θ0)
)
= (µ4 − 3σ40) (2.51)
×

vec
′
D(P1n)vecD(P
?
1n) . . . vec
′
D(P1n)vecD(P
?
k?+5,n) 01×(k?+4)
vec
′
D(P2n)vecD(P
?
1n) . . . vec
′
D(P2n)vecD(P
?
k?+5,n) 01×(k?+4)
...
. . .
...
...
vec
′
D(Pmn)vecD(P
?
1n) . . . vec
′
D(Pmn)vecD(P
?
k?+5,n) 01×(k?+4)
0r×1 . . . 0r×1 0r×(k?+4)

+

σ40tr(P1nP
?(s)
1n ) . . . σ
4
0tr(P1nP
?(s)
k?+5,n) µ3vec
′
D(P1n)Q
?
n
σ40tr(P2nP
?(s)
1n ) . . . σ
4
0tr(P2nP
?(s)
k?+5,n) µ3vec
′
D(P2n)Q
?
n
...
. . .
...
...
σ40tr(PmnP
?(s)
1n ) . . . σ
4
0tr(PmnP
?(s)
k?+5,n) µ3vec
′
D(Pmn)Q
?
n
µ3Q
′
nvecD(P
?
1n) . . . µ3Q
′
nvecD(P
?
k?+5,n) σ
2
0Q
′
nQ
?
n

.
Note that Xn = R−1n Xn and X
∗
n is n × k? submatrix of Xn with intercept column deleted.
In our case, Xn = R−1n [X∗n, ln] = [R−1n X∗n, R−1n ln] = [X
∗
n, (1 − ρ0)−1ln] = [X∗n, c(ρ0)], where
c(ρ0) = (1 − ρ0)−1ln. Let η3 = µ3σ30 and η4 =
µ4
σ40
. We need to show that Cn exists. To this
end, first we need the following relations in order to link Ω21,n to Γ2,n:
1. vecD(P ?1n) = vecD(G
(t)
n ),
2. vecD(P ?2n) = vecD(D(G
(t)
n )) = vecD(G
(t)
n ),
3. vecD(P ?3n) = vecD(D(GnXnβ0)(t)) = JnGnXnβ0, where Jn = In − 1n lnl
′
n,
4. vecD(P ?4n) = vecD(H(t)),
5. vecD(P ?5n) = vecD(D(H(t))) = vecD(Ht),
6. vecD(P ?l+5,n) = vecD(D(X
∗
nl)
(t)) = JnX
∗
nl for l = 1, . . . , k?.
Note that for any two compatible matrices A and B matrices, we have (i) vec′D(A)vecD(B) =
tr(A ·D(B)) and for all matrices from the class Pn, we have (ii) vec′D(Pn)ln = 0. Thus, we
have the following identities
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1. vec′D(Pjn)vecD(P
?
1n) = tr(PjnD(Gn)), for j = 1, . . . ,m.
2. vec′D(Pjn)vecD(P
?
2n) = tr(PjnD(Gn)), for j = 1, . . . ,m.
3. vec′D(Pjn)vecD(P
?
3n) = vec
′
D(Pjn)GnXnβ0 = tr(Pjn ·D(GnXnβ0)), for j = 1, . . . ,m.
4. vec′D(Pjn)vecD(P
?
4n) = tr(PjnD(Hn)), j = 1, . . . ,m.
5. vec′D(Pjn)vecD(P
?
5n) = tr(PjnD(Hn)), j = 1, . . . ,m.
6. vec′D(Pjn)vecD(P
?
l+5,n) = tr(PjnD(X
∗
l+5,n)), j = 1, . . . ,m and l = 1, . . . , k?.
7. tr(PjnP
?(s)
1n ) = tr(P
(s)
jnG
(t)
n ) = tr(P
(s)
jnGn), for j = 1, . . . ,m.
8. tr(PjnP
?(s)
2n ) = tr(P
(s)
jn D(Gn)), for j = 1, . . . ,m.
9. tr(PjnP
?(s)
3n ) = tr(P
(s)
jn D(GnXnβ0)
(t)) = tr(P
(s)
jn D(GnXnβ0)), for j = 1, . . . ,m.
10. tr(PjnP
?(s)
4n ) = tr(P
(s)
jn H
(t)
n ) = tr(P
(s)
jn Hn), for j = 1, . . . ,m.
11. tr(PjnP
?(s)
5n ) = tr(P
(s)
jn D(H
(t)
n )) = tr(P
(s)
jn D(Hn)), for j = 1, . . . ,m.
12. tr(PjnP
?(s)
l+5,n) = tr(P
(s)
jn D(X
∗
nl)
(t)) = tr(P
(s)
jn D(X
∗
nl)), for j = 1, . . . ,m and l = 1 . . . , k?.
For the other elements of Ω21,n, we have the following relations:
1. vec′D(Pjn) ·Q?n =(
vec
′
D(Pjn)X
∗
n, vec
′
D(Pjn)GXnβ0, vec
′
D(Pjn)ln, vec
′
D(Pjn)vecD(G
(t)
), vec
′
D(Pjn)vecD(H
(t)
n )
)
=
(
vec
′
D(Pjn)X
∗
n, vec
′
D(Pjn)GXnβ0, 0, tr(PjnD(Gn)), tr(PjnD(Hn))
)
1×(k?+4)
∀j.
2. Q′n ·Q?n =
(
Q
′
nX
∗
n, Q
′
nGXnβ0, Q
′
nln, Q
′
nvecD(G
(t)
), Q
′
nvecD(H
(t)
n )
)
r×(k?+4)
.
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First, we assume thatXn has no column that is proportional to ln. In that case, let Cn be
given by
Cn =

0 −σ−20 01×k?
0 −σ
−2
0 (η
2
3−η4+3)
η4−η23−1
01×k?
0 − σ
−3
0 η3
η23−η4+1
01×k?
σ−20 0 01×k?
−σ−2(η23−η4+3)
η23−η4+1
0 01×k?
0k?×1 0k?×1 − σ
−3
0 η3
η23−η4+1
lk? l
′
k?
0k?×1 0k?×1
σ−20 (η4−1)
η23−η4+1
lk? l
′
k?
0
σ−20 (η4−1)
η23−η4+1
01×k?
0 − η23
η23−η4+1
1
n l
′
nGnXnβ0 − σ
−2
0 η
2
3
η23−η4+1
( 1n l
′
nXn)
0
2σ−10 η3
η4−η23−1
01×k?
2η3σ
−1
0
η23−η4+1
0 01×k?

. (2.52)
For the case where Xn = R−1n [X∗n, ln] = [R−1n X∗n, R−1n ln] = [X
∗
n, (1 − ρ0)−1ln], let Cn be
given by
Cn =

0 −σ−20 01×k? 0
0 −σ
−2
0 (η
2
3−η4+3)
η4−η23−1
01×k? 0
0 − σ
−3
0 η3
η23−η4+1
01×k? 0
σ−20 0 01×k? 0
−σ−2(η23−η4+3)
η23−η4+1
0 01×k? 0
0k?×1 0k?×1 − σ
−3
0 η3
η23−η4+1
lk? l
′
k? 0k?×1
0k?×1 0k?×1
σ−20 (η4−1)
η23−η4+1
lk? l
′
k? 0k?×1
0
σ−20 (η4−1)
η23−η4+1
01×k? 0
0 − η23
η23−η4+1
1
n l
′
nGnXnβ0 − σ
−2
0 η
2
3
η23−η4+1
( 1n l
′
nX
∗
n) − σ
−2
0
1−ρ0
0
2σ−10 η3
η4−η23−1
01×k? 0
2η3σ
−1
0
η23−η4+1
0 01×k? 0

. (2.53)
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It can easily be verified that Γ2,n = Ω21,nCn.
2.9.5 Dual Gravity Model
In this section, we provide a solution of the dual gravity model since it is not available in
Behrens et al. (2012). The first order condition from the Lagrangian of (2.28) is
σ − 1
σ
qij(ν)
− 1
σ − λpij(ν) = 0 ⇒ pij(ν) = σ − 1
σ
λ−1qij(ν)−
1
σ (2.54)
and qij(ν)pij(ν) = σ−1σ λ
−1qij(ν)1−
1
σ . Hence,
yj =
n∑
i=1
∫
Ωi
qij(ν)pij(ν) dν =
σ − 1
σ
λ−1
n∑
i=1
∫
Ωi
qij(ν)
1− 1
σ dν =
σ − 1
σ
λ−1
n∑
i=1
∫
Ωi
qij(ν)
1− 1
σ dν
= q
1
σ
ij (ν)pij(ν)
n∑
i=1
∫
Ωi
qij(ν)
1− 1
σ dν. (2.55)
Solving (2.55) for pij(ν) and dropping the variety index ν (under the assumption that
varieties produced in the same region are symmetric) yields
pij(ν) =
qij(ν)
− 1
σ∑n
i=1
∫
Ωi
qij(ν)
1− 1
σ dν
yj =
(qij(ν)Lj)
− 1
σL
1
σ
j L
−1
j Ljyj∑n
i=1
∫
Ωi
qij(ν)
1− 1
σ dν
=
Q−
1
σ
ij Yj∑n
i=1
∫
Ωi
Q1−
1
σ
ij dν
=
Q−
1
σ
ij∑n
i=1miQ
1− 1
σ
ij Yj
. (2.56)
Substituting (2.56) into (2.30) yields
pij =
n∑
k=1
 Q− 1σjk∑n
i=1miQ
1− 1
σ
ij
Yk − cwjτjk
− fwj (2.57)
and the profit maximization condition with respect to Qjk is
∂pij
∂Qjk
=
σ − 1
σ
Q−
1
σ
jk∑n
i=1miQ
1− 1
σ
ij
Yk − cwjτjk = 0 ⇒ pjk = τjkcwj σ
σ − 1 = τjkpj , (2.58)
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where pj = cwj σσ−1 and τjk =
pjk
pj
. Free entry and exit drive profits to zero, which implies
that each firm must produce the break-even quantity. Substituting (2.58) into (2.30), we
have
n∑
k=1
(
τjkcwj
σ
σ − 1 − cwjτjk
)
Qjk − fwj = 0 ⇒ c
σ − 1
n∑
k=1
τjkQjk = f (2.59)
and the break-even quantity is
∑n
k=1 τjkQjk =
f(σ−1)
c ≡Q.
The value of trade flows from i to j is Fij = mipiQij = mi
Q1−
1
σ
ij∑n
k=1mkQ
1− 1σ
kj
Yj . Ag-
gregate income constraints, the equilibrium prices, and the zero profit condition imply
Yi =
∑n
k=1mipikQik = mipiQ, because
∑n
k=1miτikpiQik = mipi
∑n
k=1 τikQik. Hence, we
have mi = Yi/(piQ). Substituting mi into Fij yields Fij = YiYj
Q1−
1
σ
ij∑n
k=1
pi
pk
YkQ
1− 1σ
kj
. Hence, from
the definition of Fij , we get Qij =
Fij
mipij
=
Fij
miτijpi
=
FijQ
τijYi
. Then, the value of trade flows
from i to j becomes
Fij =
YiYj
(
FijQ
Yiτij
)1− 1
σ
∑n
k=1
pi
pk
Yk
(
FkjQ
Ykτkj
)1− 1
σ
. (2.60)
In light of the relationship pipk =
wi
wk
and the aggregate income constraint Yi = wiLi, (2.60)
can be further simplified as
Fij =
YiYj
(
FijQ
Yiτij
)1− 1
σ
∑n
k=1
Lk
Li
Yi
Yk
Yk
(
FkjQ
Ykτkj
)1− 1
σ
= YiYj
Q1−
1
σ τ
1
σ
−1
ij
(
Fij
Yi
)1− 1
σ
YiQ
1− 1
σ
∑n
k=1
Lk
Li
τ
1
σ
−1
kj
(
Fkj
Yk
)1− 1
σ
(2.61)
= Yj
τ
1
σ
−1
ij
(
Fij
Yi
)1− 1
σ
∑n
k=1
Lk
Li
τ
1
σ
−1
kj
(
Fkj
Yk
)1− 1
σ
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From (2.61), we can solve for the value of trade flows from i to j as
F
1
σ
ij = Yj
(
τ
1− 1
σ
ij Y
1− 1
σ
i
n∑
k=1
Lk
Li
τ
1
σ
−1
kj
(
Fkj
Yk
)1− 1
σ
)−1
= Yj
(
n∑
k=1
Lk
Li
(
τkj
τij
Yk
Yi
) 1
σ
−1
F1−
1
σ
kj
)−1
Fij = Y σj
(
n∑
k=1
Lk
Li
(
τkj
τij
Yk
Yi
) 1
σ
−1
F1−
1
σ
kj
)−σ
, ∀ i, j. (2.62)
Finally, imposing the aggregate income constraints, Yi −
∑n
k=1 Fik = 0, ∀ i closes the
model.
To derive (2.34), (2.62) needs to be log-linearized around σ = 1. Taking the natural
logarithm of both sides in (2.62), we have
log(Fij) = σ log(Yj)− σ log
(
n∑
k=1
Lk
Li
(
τkj
τij
Yk
Yi
) 1
σ
−1
F1−
1
σ
kj
)
≡ f(σ) (2.63)
The linear approximation of f at σ = 1 is log(Fij) ≈ f(1) + (σ − 1)f′(1). Furthermore,
f(1) = log(Yj) − log
(∑n
k=1
Lk
Li
)
= log(Yj) − log(L) − log(Li). The more difficult term is
f
′
(σ):
f
′
(σ) = log(Yj)− log
(
n∑
k=1
Lk
Li
(
τkj
τij
Yk
Yi
) 1
σ
−1
F1−
1
σ
kj
)
(2.64)
− σ

∑n
k=1
Lk
Li
(
τkj
τij
Yk
Yi
) 1
σ
−1
F1−
1
σ
kj log
(
τkj
τij
Yk
Yi
)
−1
σ2∑n
k=1
Lk
Li
(
τkj
τij
Yk
Yi
) 1
σ
−1
F1−
1
σ
kj
+
∑n
k=1
Lk
Li
(
τkj
τij
Yk
Yi
) 1
σ
−1
F1−
1
σ
kj log(Fkj)
1
σ2∑n
k=1
Lk
Li
(
τkj
τij
Yk
Yi
) 1
σ
−1
F1−
1
σ
kj

At σ = 1, (2.64) simplifies to
f
′
(1) = log(Yj)− log(L) + log(Li) +
n∑
k=1
Lk
L
log
(
τkj
τij
)
+
n∑
k=1
Lk
L
log
(
Yk
Yi
)
−
n∑
k=1
Lk
L
log (Fkj) .
(2.65)
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Then, the linear approximation of f is given by
log(Fij) ≈ σ
(
log(Yj)− log(L) + log(Li)
)
(2.66)
+ (σ − 1)
(
n∑
k=1
Lk
L
log
(
τkj
τij
)
+
n∑
k=1
Lk
L
log
(
Yk
Yi
)
−
n∑
k=1
Lk
L
log (Fkj)
)
.
Using the aggregate income constraint Yi = wiLi, (2.66) can be written as
log(Fij) ≈ σ log(Li)− σ log(L) + σ log(Yj)− (σ − 1) log(Yi)− (σ − 1) log(τij) (2.67)
+ (σ − 1)
n∑
k=1
Lk
L
log(τkj) + (σ − 1)
n∑
k=1
Lk
L
log(wkLk)− (σ − 1)
n∑
k=1
Lk
L
log(Fkj)
and the GDP standardized trade flow is
log
(
Fij
YiYj
)
≈ −σ log
(
Yi
Li
)
− σ log(L) + (σ − 1) log(Yj)− (σ − 1)
(
log(τij)−
n∑
k=1
Lk
L
log(τkj)
)
− (σ − 1)
n∑
k=1
Lk
L
log(Fkj) + (σ − 1)
n∑
k=1
Lk
L
log(wk) + (σ − 1)
n∑
k=1
Lk
L
log(Lk)
= −σ log(wi)− σ log(L) + (σ − 1) log(Yj)− (σ − 1)
(
log(τij)−
n∑
k=1
Lk
L
log(τkj)
)
− (σ − 1)
n∑
k=1
Lk
L
log(Fkj) + σ
n∑
k=1
Lk
L
log(wk)−
n∑
k=1
Lk
L
log(wk)−
n∑
k=1
Lk
L
log(Lk)
+ σ
n∑
k=1
Lk
L
log(Lk)
= −σ
(
log(wi)−
n∑
k=1
Lk
L
log(wk)
)
−
n∑
k=1
Lk
L
log(Yk) + (σ − 1) log(Yj)
− (σ − 1)
(
log(τij)−
n∑
k=1
Lk
L
log(τkj)
)
− (σ − 1)
n∑
k=1
Lk
L
log(Fkj)
− σ
n∑
k=1
Lk
L
log(L) + σ
n∑
k=1
Lk
L
log(Lk). (2.68)
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Further simplification of (2.68) yields
log
(
Fij
YiYj
)
≈ −σ
(
log(wi)−
n∑
k=1
Lk
L
log(Yk) +
n∑
k=1
Lk
L
log(Lk)
)
−
n∑
k=1
Lk
L
log(Yk)
+ (σ − 1)
n∑
k=1
Lk
L
log(Yj)− (σ − 1)
(
log(τij)−
n∑
k=1
Lk
L
log(τkj)
)
− (σ − 1)
n∑
k=1
Lk
L
log(Fkj) + σ
n∑
k=1
Lk
L
log
(
Lk
L
)
= −σ log(L)− (σ − 1)
(
log(τij)−
n∑
k=1
Lk
L
log(τkj)
)
− σ log(wi)
− (σ − 1)
n∑
k=1
Lk
L
log
(
Fkj
YkYj
)
. (2.69)
Denoting Zij =
Fij
YiYj
, (2.34) directly follows from (2.69).
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2.9.6 Monte Carlo Tables
Table 2.1: SARMA Results: λ, n = 500
λMLE λGS2SLSE λBGMME
λ ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 -0.6 1 (-1.490)[-0.890](2.130)[2.309] (-0.634)[-0.034](0.378)[0.379] (-0.659)[-0.059](0.398)[0.402]
-0.6 -0.6 2 (-1.427)[-0.827](2.072)[2.231] (-0.627)[-0.027](0.404)[0.405] (-0.628)[-0.028](0.344)[0.345]
-0.6 -0.3 1 (-1.498)[-0.898](2.263)[2.435] (-0.633)[-0.033](0.355)[0.357] (-0.662)[-0.062](0.363)[0.369]
-0.6 -0.3 2 (-1.338)[-0.738](2.035)[2.165] (-0.614)[-0.014](0.286)[0.286] (-0.655)[-0.055](0.315)[0.320]
-0.6 0.0 1 (-0.996)[-0.396](1.590)[1.639] (-0.607)[-0.007](0.214)[0.214] (-0.645)[-0.045](0.282)[0.286]
-0.6 0.0 2 (-1.053)[-0.453](1.655)[1.716] (-0.618)[-0.018](0.226)[0.227] (-0.645)[-0.045](0.278)[0.281]
-0.6 0.3 1 (-0.785)[-0.185](1.101)[1.116] (-0.609)[-0.009](0.163)[0.163] (-0.630)[-0.030](0.186)[0.188]
-0.6 0.3 2 (-0.740)[-0.140](1.001)[1.011] (-0.594)[0.006](0.158)[0.158] (-0.623)[-0.023](0.207)[0.208]
-0.6 0.6 1 (-0.621)[-0.021](0.344)[0.345] (-0.608)[-0.008](0.115)[0.115] (-0.623)[-0.023](0.165)[0.167]
-0.6 0.6 2 (-0.643)[-0.043](0.501)[0.503] (-0.611)[-0.011](0.116)[0.117] (-0.623)[-0.023](0.170)[0.171]
-0.3 -0.6 1 (-0.441)[-0.141](0.893)[0.904] (-0.306)[-0.006](0.301)[0.301] (-0.316)[-0.016](0.315)[0.315]
-0.3 -0.6 2 (-0.539)[-0.239](1.287)[1.309] (-0.301)[-0.001](0.490)[0.490] (-0.325)[-0.025](0.307)[0.308]
-0.3 -0.3 1 (-0.441)[-0.141](0.908)[0.919] (-0.323)[-0.023](0.266)[0.267] (-0.339)[-0.039](0.270)[0.273]
-0.3 -0.3 2 (-0.443)[-0.143](0.880)[0.892] (-0.313)[-0.013](0.244)[0.244] (-0.323)[-0.023](0.246)[0.247]
-0.3 0.0 1 (-0.331)[-0.031](0.373)[0.374] (-0.301)[-0.001](0.173)[0.173] (-0.321)[-0.021](0.193)[0.194]
-0.3 0.0 2 (-0.382)[-0.082](0.649)[0.654] (-0.315)[-0.015](0.187)[0.188] (-0.330)[-0.030](0.184)[0.186]
-0.3 0.3 1 (-0.327)[-0.027](0.478)[0.479] (-0.300)[-0.000](0.141)[0.141] (-0.316)[-0.016](0.153)[0.154]
-0.3 0.3 2 (-0.322)[-0.022](0.306)[0.307] (-0.307)[-0.007](0.133)[0.133] (-0.314)[-0.014](0.135)[0.135]
-0.3 0.6 1 (-0.310)[-0.010](0.090)[0.090] (-0.308)[-0.008](0.090)[0.090] (-0.316)[-0.016](0.096)[0.097]
-0.3 0.6 2 (-0.305)[-0.005](0.095)[0.095] (-0.304)[-0.004](0.095)[0.095] (-0.310)[-0.010](0.090)[0.091]
0.0 -0.6 1 (-0.041)[-0.041](0.368)[0.370] (-0.015)[-0.015](0.234)[0.235] (-0.016)[-0.016](0.243)[0.243]
0.0 -0.6 2 (-0.019)[-0.019](0.245)[0.245] (-0.012)[-0.012](0.245)[0.245] (-0.005)[-0.005](0.207)[0.207]
0.0 -0.3 1 (-0.037)[-0.037](0.340)[0.342] (-0.013)[-0.013](0.205)[0.206] (-0.016)[-0.016](0.210)[0.210]
0.0 -0.3 2 (-0.042)[-0.042](0.390)[0.392] (-0.012)[-0.012](0.198)[0.198] (-0.017)[-0.017](0.191)[0.192]
0.0 0.0 1 (-0.018)[-0.018](0.148)[0.149] (-0.007)[-0.007](0.144)[0.144] (-0.018)[-0.018](0.155)[0.156]
0.0 0.0 2 (-0.037)[-0.037](0.253)[0.256] (-0.020)[-0.020](0.155)[0.156] (-0.029)[-0.029](0.149)[0.151]
0.0 0.3 1 (-0.005)[-0.005](0.106)[0.106] (-0.002)[-0.002](0.106)[0.106] (-0.011)[-0.011](0.114)[0.115]
0.0 0.3 2 (-0.004)[-0.004](0.105)[0.106] (-0.001)[-0.001](0.105)[0.105] (-0.003)[-0.003](0.101)[0.101]
0.0 0.6 1 (0.000)[0.000](0.073)[0.073] (0.001)[0.001](0.073)[0.073] (-0.005)[-0.005](0.076)[0.076]
0.0 0.6 2 (0.003)[0.003](0.072)[0.072] (0.004)[0.004](0.072)[0.072] (-0.002)[-0.002](0.068)[0.068]
0.3 -0.6 1 (0.294)[-0.006](0.141)[0.141] (0.300)[-0.000](0.171)[0.171] (0.308)[0.008](0.163)[0.164]
0.3 -0.6 2 (0.290)[-0.010](0.210)[0.211] (0.296)[-0.004](0.183)[0.183] (0.307)[0.007](0.151)[0.151]
0.3 -0.3 1 (0.277)[-0.023](0.130)[0.132] (0.290)[-0.010](0.135)[0.136] (0.292)[-0.008](0.133)[0.134]
0.3 -0.3 2 (0.284)[-0.016](0.131)[0.132] (0.297)[-0.003](0.134)[0.134] (0.300)[0.000](0.126)[0.126]
0.3 0.0 1 (0.293)[-0.007](0.102)[0.103] (0.301)[0.001](0.101)[0.101] (0.296)[-0.004](0.105)[0.105]
0.3 0.0 2 (0.290)[-0.010](0.105)[0.105] (0.299)[-0.001](0.099)[0.099] (0.296)[-0.004](0.094)[0.094]
0.3 0.3 1 (0.295)[-0.005](0.072)[0.072] (0.298)[-0.002](0.071)[0.071] (0.293)[-0.007](0.077)[0.078]
0.3 0.3 2 (0.292)[-0.008](0.075)[0.075] (0.296)[-0.004](0.074)[0.074] (0.294)[-0.006](0.071)[0.071]
0.3 0.6 1 (0.296)[-0.004](0.053)[0.054] (0.298)[-0.002](0.051)[0.052] (0.295)[-0.005](0.054)[0.055]
0.3 0.6 2 (0.297)[-0.003](0.051)[0.051] (0.298)[-0.002](0.050)[0.050] (0.296)[-0.004](0.047)[0.047]
0.6 -0.6 1 (0.590)[-0.010](0.131)[0.131] (0.594)[-0.006](0.108)[0.108] (0.604)[0.004](0.094)[0.094]
0.6 -0.6 2 (0.590)[-0.010](0.080)[0.080] (0.591)[-0.009](0.104)[0.104] (0.601)[0.001](0.087)[0.087]
0.6 -0.3 1 (0.594)[-0.006](0.073)[0.074] (0.601)[0.001](0.076)[0.076] (0.603)[0.003](0.076)[0.076]
0.6 -0.3 2 (0.591)[-0.009](0.075)[0.075] (0.597)[-0.003](0.076)[0.076] (0.602)[0.002](0.065)[0.065]
0.6 0.0 1 (0.594)[-0.006](0.059)[0.059] (0.600)[-0.000](0.057)[0.057] (0.601)[0.001](0.059)[0.059]
0.6 0.0 2 (0.596)[-0.004](0.062)[0.062] (0.601)[0.001](0.057)[0.057] (0.600)[-0.000](0.055)[0.055]
0.6 0.3 1 (0.596)[-0.004](0.044)[0.045] (0.598)[-0.002](0.044)[0.044] (0.597)[-0.003](0.046)[0.046]
0.6 0.3 2 (0.597)[-0.003](0.043)[0.043] (0.599)[-0.001](0.043)[0.043] (0.598)[-0.002](0.040)[0.040]
0.6 0.6 1 (0.599)[-0.001](0.035)[0.035] (0.600)[0.000](0.029)[0.029] (0.600)[-0.000](0.030)[0.030]
0.6 0.6 2 (0.599)[-0.001](0.039)[0.039] (0.600)[0.000](0.029)[0.029] (0.599)[-0.001](0.028)[0.028]
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Table 2.2: SARMA Results: λ, n = 1000
λMLE λGS2SLSE λBGMME
λ ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 -0.6 1 (-2.190)[-1.590](4.740)[5.000] (-0.610)[-0.010](0.245)[0.245] (-0.640)[-0.040](0.272)[0.274]
-0.6 -0.6 2 (-2.196)[-1.596](4.760)[5.021] (-0.600)[0.000](0.240)[0.240] (-0.620)[-0.020](0.235)[0.236]
-0.6 -0.3 1 (-1.346)[-0.746](3.387)[3.468] (-0.599)[0.001](0.198)[0.198] (-0.624)[-0.024](0.211)[0.213]
-0.6 -0.3 2 (-1.554)[-0.954](3.785)[3.903] (-0.609)[-0.009](0.204)[0.204] (-0.626)[-0.026](0.188)[0.189]
-0.6 0.0 1 (-0.968)[-0.368](2.455)[2.482] (-0.594)[0.006](0.146)[0.146] (-0.611)[-0.011](0.152)[0.153]
-0.6 0.0 2 (-1.062)[-0.462](2.719)[2.758] (-0.599)[0.001](0.149)[0.149] (-0.608)[-0.008](0.142)[0.142]
-0.6 0.3 1 (-0.737)[-0.137](1.490)[1.496] (-0.603)[-0.003](0.117)[0.117] (-0.614)[-0.014](0.123)[0.123]
-0.6 0.3 2 (-0.754)[-0.154](1.585)[1.593] (-0.602)[-0.002](0.115)[0.115] (-0.611)[-0.011](0.107)[0.108]
-0.6 0.6 1 (-0.602)[-0.002](0.081)[0.081] (-0.601)[-0.001](0.081)[0.081] (-0.605)[-0.005](0.083)[0.083]
-0.6 0.6 2 (-0.602)[-0.002](0.078)[0.078] (-0.601)[-0.001](0.078)[0.078] (-0.604)[-0.004](0.071)[0.071]
-0.3 -0.6 1 (-0.481)[-0.181](1.634)[1.644] (-0.312)[-0.012](0.198)[0.198] (-0.327)[-0.027](0.207)[0.209]
-0.3 -0.6 2 (-0.465)[-0.165](1.559)[1.567] (-0.297)[0.003](0.195)[0.195] (-0.317)[-0.017](0.183)[0.184]
-0.3 -0.3 1 (-0.390)[-0.090](1.132)[1.135] (-0.299)[0.001](0.164)[0.165] (-0.316)[-0.016](0.174)[0.175]
-0.3 -0.3 2 (-0.342)[-0.042](0.706)[0.707] (-0.299)[0.001](0.156)[0.156] (-0.310)[-0.010](0.145)[0.145]
-0.3 0.0 1 (-0.312)[-0.012](0.130)[0.130] (-0.304)[-0.004](0.128)[0.128] (-0.315)[-0.015](0.135)[0.136]
-0.3 0.0 2 (-0.340)[-0.040](0.755)[0.756] (-0.300)[0.000](0.134)[0.134] (-0.309)[-0.009](0.124)[0.124]
-0.3 0.3 1 (-0.307)[-0.007](0.091)[0.092] (-0.302)[-0.002](0.091)[0.091] (-0.310)[-0.010](0.096)[0.097]
-0.3 0.3 2 (-0.305)[-0.005](0.097)[0.097] (-0.300)[-0.000](0.097)[0.097] (-0.306)[-0.006](0.091)[0.091]
-0.3 0.6 1 (-0.301)[-0.001](0.066)[0.066] (-0.299)[0.001](0.066)[0.066] (-0.302)[-0.002](0.068)[0.068]
-0.3 0.6 2 (-0.304)[-0.004](0.065)[0.065] (-0.303)[-0.003](0.065)[0.065] (-0.305)[-0.005](0.059)[0.059]
0.0 -0.6 1 (-0.005)[-0.005](0.142)[0.142] (-0.005)[-0.005](0.165)[0.165] (-0.013)[-0.013](0.171)[0.172]
0.0 -0.6 2 (-0.001)[-0.001](0.143)[0.143] (0.002)[0.002](0.161)[0.161] (-0.004)[-0.004](0.142)[0.142]
0.0 -0.3 1 (-0.008)[-0.008](0.128)[0.128] (-0.000)[-0.000](0.128)[0.128] (-0.006)[-0.006](0.132)[0.133]
0.0 -0.3 2 (-0.012)[-0.012](0.122)[0.122] (-0.002)[-0.002](0.120)[0.120] (-0.012)[-0.012](0.114)[0.115]
0.0 0.0 1 (-0.003)[-0.003](0.097)[0.097] (0.002)[0.002](0.096)[0.096] (-0.004)[-0.004](0.101)[0.101]
0.0 0.0 2 (-0.007)[-0.007](0.104)[0.104] (-0.002)[-0.002](0.102)[0.103] (-0.008)[-0.008](0.094)[0.094]
0.0 0.3 1 (-0.002)[-0.002](0.076)[0.076] (-0.000)[-0.000](0.076)[0.076] (-0.005)[-0.005](0.078)[0.078]
0.0 0.3 2 (0.001)[0.001](0.070)[0.070] (0.003)[0.003](0.070)[0.070] (-0.001)[-0.001](0.066)[0.066]
0.0 0.6 1 (-0.002)[-0.002](0.051)[0.051] (-0.001)[-0.001](0.051)[0.051] (-0.003)[-0.003](0.053)[0.053]
0.0 0.6 2 (-0.002)[-0.002](0.052)[0.052] (-0.001)[-0.001](0.052)[0.052] (-0.002)[-0.002](0.048)[0.048]
0.3 -0.6 1 (0.294)[-0.006](0.103)[0.103] (0.300)[-0.000](0.114)[0.114] (0.296)[-0.004](0.113)[0.113]
0.3 -0.6 2 (0.291)[-0.009](0.095)[0.095] (0.299)[-0.001](0.105)[0.105] (0.296)[-0.004](0.096)[0.096]
0.3 -0.3 1 (0.292)[-0.008](0.090)[0.090] (0.300)[0.000](0.088)[0.088] (0.297)[-0.003](0.090)[0.090]
0.3 -0.3 2 (0.289)[-0.011](0.093)[0.093] (0.297)[-0.003](0.091)[0.091] (0.294)[-0.006](0.083)[0.083]
0.3 0.0 1 (0.291)[-0.009](0.072)[0.072] (0.295)[-0.005](0.071)[0.071] (0.291)[-0.009](0.072)[0.073]
0.3 0.0 2 (0.297)[-0.003](0.068)[0.068] (0.300)[-0.000](0.067)[0.067] (0.298)[-0.002](0.062)[0.062]
0.3 0.3 1 (0.297)[-0.003](0.052)[0.052] (0.299)[-0.001](0.051)[0.051] (0.297)[-0.003](0.053)[0.053]
0.3 0.3 2 (0.296)[-0.004](0.052)[0.052] (0.297)[-0.003](0.051)[0.052] (0.296)[-0.004](0.048)[0.048]
0.3 0.6 1 (0.299)[-0.001](0.037)[0.037] (0.300)[-0.000](0.037)[0.037] (0.299)[-0.001](0.038)[0.038]
0.3 0.6 2 (0.301)[0.001](0.036)[0.036] (0.301)[0.001](0.036)[0.036] (0.299)[-0.001](0.033)[0.033]
0.6 -0.6 1 (0.595)[-0.005](0.058)[0.058] (0.596)[-0.004](0.066)[0.066] (0.598)[-0.002](0.064)[0.064]
0.6 -0.6 2 (0.597)[-0.003](0.060)[0.060] (0.599)[-0.001](0.068)[0.068] (0.599)[-0.001](0.058)[0.058]
0.6 -0.3 1 (0.594)[-0.006](0.056)[0.057] (0.599)[-0.001](0.055)[0.055] (0.598)[-0.002](0.055)[0.055]
0.6 -0.3 2 (0.599)[-0.001](0.051)[0.051] (0.603)[0.003](0.049)[0.049] (0.601)[0.001](0.046)[0.046]
0.6 0.0 1 (0.595)[-0.005](0.041)[0.041] (0.598)[-0.002](0.040)[0.040] (0.597)[-0.003](0.041)[0.041]
0.6 0.0 2 (0.596)[-0.004](0.040)[0.040] (0.599)[-0.001](0.039)[0.039] (0.600)[-0.000](0.035)[0.035]
0.6 0.3 1 (0.599)[-0.001](0.030)[0.030] (0.600)[-0.000](0.030)[0.030] (0.599)[-0.001](0.031)[0.031]
0.6 0.3 2 (0.599)[-0.001](0.031)[0.031] (0.600)[-0.000](0.031)[0.031] (0.599)[-0.001](0.029)[0.029]
0.6 0.6 1 (0.600)[-0.000](0.020)[0.020] (0.600)[0.000](0.020)[0.020] (0.600)[-0.000](0.021)[0.021]
0.6 0.6 2 (0.600)[-0.000](0.021)[0.021] (0.600)[0.000](0.021)[0.021] (0.599)[-0.001](0.027)[0.027]
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Table 2.3: SARMA Results: ρ, n = 500
ρMLE ρGS2SLSE ρBGMME
λ ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 -0.6 1 (-0.879)[-0.279](0.912)[0.953] (-0.555)[0.045](0.406)[0.408] (-0.755)[-0.155](0.497)[0.520]
-0.6 -0.6 2 (-0.855)[-0.255](0.894)[0.929] (-0.551)[0.049](0.423)[0.426] (-0.729)[-0.129](0.450)[0.468]
-0.6 -0.3 1 (-0.571)[-0.271](0.907)[0.947] (-0.251)[0.049](0.323)[0.327] (-0.418)[-0.118](0.394)[0.411]
-0.6 -0.3 2 (-0.533)[-0.233](0.866)[0.897] (-0.245)[0.055](0.301)[0.306] (-0.430)[-0.130](0.388)[0.409]
-0.6 0.0 1 (-0.118)[-0.118](0.655)[0.665] (0.033)[0.033](0.204)[0.207] (-0.116)[-0.116](0.309)[0.330]
-0.6 0.0 2 (-0.139)[-0.139](0.690)[0.704] (0.032)[0.032](0.204)[0.206] (-0.119)[-0.119](0.298)[0.321]
-0.6 0.3 1 (0.262)[-0.038](0.443)[0.445] (0.323)[0.023](0.134)[0.136] (0.228)[-0.072](0.194)[0.207]
-0.6 0.3 2 (0.274)[-0.026](0.422)[0.422] (0.325)[0.025](0.135)[0.138] (0.220)[-0.080](0.229)[0.243]
-0.6 0.6 1 (0.615)[0.015](0.136)[0.137] (0.605)[0.005](0.076)[0.077] (0.551)[-0.049](0.147)[0.155]
-0.6 0.6 2 (0.607)[0.007](0.193)[0.193] (0.604)[0.004](0.080)[0.080] (0.552)[-0.048](0.182)[0.188]
-0.3 -0.6 1 (-0.581)[0.019](0.509)[0.509] (-0.520)[0.080](0.401)[0.409] (-0.687)[-0.087](0.451)[0.459]
-0.3 -0.6 2 (-0.617)[-0.017](0.649)[0.649] (-0.530)[0.070](0.462)[0.468] (-0.707)[-0.107](0.453)[0.466]
-0.3 -0.3 1 (-0.319)[-0.019](0.458)[0.458] (-0.259)[0.041](0.310)[0.313] (-0.422)[-0.122](0.377)[0.397]
-0.3 -0.3 2 (-0.318)[-0.018](0.464)[0.464] (-0.251)[0.049](0.294)[0.298] (-0.416)[-0.116](0.370)[0.387]
-0.3 0.0 1 (0.019)[0.019](0.257)[0.258] (0.035)[0.035](0.202)[0.205] (-0.092)[-0.092](0.254)[0.270]
-0.3 0.0 2 (0.006)[0.006](0.343)[0.343] (0.032)[0.032](0.225)[0.227] (-0.097)[-0.097](0.263)[0.280]
-0.3 0.3 1 (0.325)[0.025](0.210)[0.211] (0.326)[0.026](0.138)[0.140] (0.237)[-0.063](0.181)[0.192]
-0.3 0.3 2 (0.318)[0.018](0.174)[0.175] (0.316)[0.016](0.132)[0.133] (0.222)[-0.078](0.189)[0.204]
-0.3 0.6 1 (0.618)[0.018](0.076)[0.078] (0.606)[0.006](0.078)[0.078] (0.552)[-0.048](0.112)[0.122]
-0.3 0.6 2 (0.616)[0.016](0.079)[0.081] (0.603)[0.003](0.082)[0.082] (0.549)[-0.051](0.114)[0.125]
0.0 -0.6 1 (-0.554)[0.046](0.357)[0.360] (-0.533)[0.067](0.392)[0.397] (-0.699)[-0.099](0.448)[0.458]
0.0 -0.6 2 (-0.544)[0.056](0.333)[0.338] (-0.537)[0.063](0.423)[0.427] (-0.693)[-0.093](0.412)[0.422]
0.0 -0.3 1 (-0.284)[0.016](0.344)[0.344] (-0.262)[0.038](0.329)[0.331] (-0.403)[-0.103](0.383)[0.397]
0.0 -0.3 2 (-0.282)[0.018](0.351)[0.351] (-0.255)[0.045](0.317)[0.320] (-0.405)[-0.105](0.376)[0.391]
0.0 0.0 1 (0.028)[0.028](0.220)[0.222] (0.038)[0.038](0.209)[0.212] (-0.087)[-0.087](0.257)[0.271]
0.0 0.0 2 (0.011)[0.011](0.257)[0.257] (0.024)[0.024](0.226)[0.228] (-0.112)[-0.112](0.271)[0.293]
0.0 0.3 1 (0.333)[0.033](0.137)[0.141] (0.328)[0.028](0.132)[0.135] (0.237)[-0.063](0.188)[0.198]
0.0 0.3 2 (0.327)[0.027](0.133)[0.135] (0.322)[0.022](0.128)[0.130] (0.231)[-0.069](0.176)[0.189]
0.0 0.6 1 (0.618)[0.018](0.074)[0.076] (0.606)[0.006](0.075)[0.076] (0.557)[-0.043](0.111)[0.119]
0.0 0.6 2 (0.620)[0.020](0.077)[0.079] (0.606)[0.006](0.079)[0.079] (0.557)[-0.043](0.099)[0.108]
0.3 -0.6 1 (-0.512)[0.088](0.342)[0.353] (-0.502)[0.098](0.416)[0.428] (-0.643)[-0.043](0.442)[0.444]
0.3 -0.6 2 (-0.534)[0.066](0.348)[0.354] (-0.527)[0.073](0.424)[0.431] (-0.672)[-0.072](0.424)[0.430]
0.3 -0.3 1 (-0.291)[0.009](0.304)[0.304] (-0.263)[0.037](0.293)[0.295] (-0.403)[-0.103](0.340)[0.355]
0.3 -0.3 2 (-0.286)[0.014](0.305)[0.305] (-0.260)[0.040](0.299)[0.302] (-0.400)[-0.100](0.327)[0.342]
0.3 0.0 1 (0.035)[0.035](0.209)[0.212] (0.043)[0.043](0.200)[0.205] (-0.076)[-0.076](0.246)[0.258]
0.3 0.0 2 (0.027)[0.027](0.224)[0.226] (0.037)[0.037](0.208)[0.211] (-0.084)[-0.084](0.243)[0.257]
0.3 0.3 1 (0.330)[0.030](0.138)[0.141] (0.326)[0.026](0.134)[0.136] (0.231)[-0.069](0.185)[0.198]
0.3 0.3 2 (0.322)[0.022](0.136)[0.138] (0.319)[0.019](0.132)[0.134] (0.230)[-0.070](0.176)[0.189]
0.3 0.6 1 (0.619)[0.019](0.080)[0.082] (0.609)[0.009](0.081)[0.082] (0.556)[-0.044](0.107)[0.116]
0.3 0.6 2 (0.620)[0.020](0.080)[0.082] (0.609)[0.009](0.080)[0.081] (0.555)[-0.045](0.110)[0.119]
0.6 -0.6 1 (-0.547)[0.053](0.378)[0.382] (-0.545)[0.055](0.427)[0.431] (-0.669)[-0.069](0.429)[0.435]
0.6 -0.6 2 (-0.549)[0.051](0.334)[0.337] (-0.553)[0.047](0.428)[0.431] (-0.692)[-0.092](0.419)[0.429]
0.6 -0.3 1 (-0.264)[0.036](0.297)[0.299] (-0.243)[0.057](0.297)[0.302] (-0.376)[-0.076](0.338)[0.347]
0.6 -0.3 2 (-0.266)[0.034](0.296)[0.298] (-0.245)[0.055](0.291)[0.296] (-0.375)[-0.075](0.312)[0.321]
0.6 0.0 1 (0.026)[0.026](0.219)[0.221] (0.035)[0.035](0.206)[0.209] (-0.075)[-0.075](0.256)[0.267]
0.6 0.0 2 (0.040)[0.040](0.220)[0.223] (0.047)[0.047](0.209)[0.215] (-0.074)[-0.074](0.244)[0.255]
0.6 0.3 1 (0.319)[0.019](0.143)[0.145] (0.317)[0.017](0.140)[0.141] (0.227)[-0.073](0.179)[0.193]
0.6 0.3 2 (0.327)[0.027](0.140)[0.143] (0.325)[0.025](0.137)[0.139] (0.226)[-0.074](0.180)[0.195]
0.6 0.6 1 (0.620)[0.020](0.078)[0.080] (0.610)[0.010](0.078)[0.079] (0.559)[-0.041](0.106)[0.114]
0.6 0.6 2 (0.621)[0.021](0.081)[0.084] (0.612)[0.012](0.080)[0.081] (0.559)[-0.041](0.102)[0.110]
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Table 2.4: SARMA Results: ρ, n = 1000
ρMLE ρGS2SLSE ρBGMME
λ ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 -0.6 1 (-1.254)[-0.654](2.117)[2.216] (-0.566)[0.034](0.289)[0.291] (-0.693)[-0.093](0.339)[0.352]
-0.6 -0.6 2 (-1.253)[-0.653](2.127)[2.225] (-0.557)[0.043](0.289)[0.292] (-0.682)[-0.082](0.317)[0.327]
-0.6 -0.3 1 (-0.593)[-0.293](1.477)[1.506] (-0.276)[0.024](0.226)[0.227] (-0.383)[-0.083](0.262)[0.275]
-0.6 -0.3 2 (-0.685)[-0.385](1.651)[1.696] (-0.277)[0.023](0.215)[0.216] (-0.377)[-0.077](0.228)[0.241]
-0.6 0.0 1 (-0.132)[-0.132](1.056)[1.064] (0.025)[0.025](0.145)[0.147] (-0.050)[-0.050](0.166)[0.173]
-0.6 0.0 2 (-0.169)[-0.169](1.163)[1.175] (0.026)[0.026](0.148)[0.151] (-0.052)[-0.052](0.171)[0.178]
-0.6 0.3 1 (0.262)[-0.038](0.620)[0.622] (0.314)[0.014](0.103)[0.104] (0.259)[-0.041](0.127)[0.133]
-0.6 0.3 2 (0.253)[-0.047](0.647)[0.648] (0.311)[0.011](0.097)[0.098] (0.256)[-0.044](0.113)[0.121]
-0.6 0.6 1 (0.610)[0.010](0.054)[0.055] (0.604)[0.004](0.055)[0.055] (0.578)[-0.022](0.063)[0.067]
-0.6 0.6 2 (0.609)[0.009](0.054)[0.055] (0.604)[0.004](0.055)[0.055] (0.576)[-0.024](0.062)[0.067]
-0.3 -0.6 1 (-0.652)[-0.052](0.782)[0.784] (-0.579)[0.021](0.306)[0.307] (-0.697)[-0.097](0.330)[0.344]
-0.3 -0.6 2 (-0.640)[-0.040](0.777)[0.778] (-0.555)[0.045](0.279)[0.283] (-0.685)[-0.085](0.293)[0.305]
-0.3 -0.3 1 (-0.312)[-0.012](0.539)[0.539] (-0.264)[0.036](0.218)[0.221] (-0.368)[-0.068](0.248)[0.257]
-0.3 -0.3 2 (-0.295)[0.005](0.396)[0.396] (-0.268)[0.032](0.215)[0.217] (-0.364)[-0.064](0.220)[0.229]
-0.3 0.0 1 (0.012)[0.012](0.154)[0.154] (0.016)[0.016](0.150)[0.151] (-0.060)[-0.060](0.175)[0.185]
-0.3 0.0 2 (0.006)[0.006](0.350)[0.350] (0.023)[0.023](0.154)[0.156] (-0.053)[-0.053](0.167)[0.176]
-0.3 0.3 1 (0.317)[0.017](0.101)[0.102] (0.316)[0.016](0.100)[0.101] (0.263)[-0.037](0.117)[0.123]
-0.3 0.3 2 (0.317)[0.017](0.098)[0.099] (0.316)[0.016](0.097)[0.098] (0.266)[-0.034](0.109)[0.115]
-0.3 0.6 1 (0.612)[0.012](0.054)[0.055] (0.608)[0.008](0.055)[0.055] (0.581)[-0.019](0.063)[0.066]
-0.3 0.6 2 (0.612)[0.012](0.053)[0.054] (0.606)[0.006](0.054)[0.054] (0.578)[-0.022](0.065)[0.068]
0.0 -0.6 1 (-0.563)[0.037](0.268)[0.270] (-0.569)[0.031](0.324)[0.326] (-0.677)[-0.077](0.341)[0.350]
0.0 -0.6 2 (-0.561)[0.039](0.264)[0.267] (-0.561)[0.039](0.310)[0.313] (-0.673)[-0.073](0.305)[0.313]
0.0 -0.3 1 (-0.275)[0.025](0.219)[0.221] (-0.264)[0.036](0.217)[0.219] (-0.356)[-0.056](0.244)[0.251]
0.0 -0.3 2 (-0.286)[0.014](0.213)[0.214] (-0.272)[0.028](0.208)[0.210] (-0.377)[-0.077](0.226)[0.239]
0.0 0.0 1 (0.018)[0.018](0.151)[0.152] (0.023)[0.023](0.148)[0.149] (-0.056)[-0.056](0.174)[0.183]
0.0 0.0 2 (0.017)[0.017](0.155)[0.156] (0.021)[0.021](0.152)[0.153] (-0.055)[-0.055](0.164)[0.173]
0.0 0.3 1 (0.318)[0.018](0.100)[0.102] (0.316)[0.016](0.098)[0.100] (0.263)[-0.037](0.116)[0.122]
0.0 0.3 2 (0.319)[0.019](0.097)[0.099] (0.317)[0.017](0.095)[0.096] (0.264)[-0.036](0.110)[0.116]
0.0 0.6 1 (0.611)[0.011](0.054)[0.055] (0.606)[0.006](0.055)[0.055] (0.578)[-0.022](0.065)[0.069]
0.0 0.6 2 (0.610)[0.010](0.055)[0.056] (0.604)[0.004](0.056)[0.056] (0.576)[-0.024](0.065)[0.069]
0.3 -0.6 1 (-0.567)[0.033](0.264)[0.266] (-0.556)[0.044](0.299)[0.302] (-0.662)[-0.062](0.318)[0.324]
0.3 -0.6 2 (-0.581)[0.019](0.256)[0.256] (-0.567)[0.033](0.288)[0.290] (-0.677)[-0.077](0.299)[0.309]
0.3 -0.3 1 (-0.285)[0.015](0.221)[0.221] (-0.270)[0.030](0.213)[0.215] (-0.362)[-0.062](0.241)[0.249]
0.3 -0.3 2 (-0.289)[0.011](0.225)[0.225] (-0.274)[0.026](0.219)[0.221] (-0.368)[-0.068](0.228)[0.238]
0.3 0.0 1 (0.018)[0.018](0.160)[0.161] (0.022)[0.022](0.155)[0.157] (-0.051)[-0.051](0.178)[0.185]
0.3 0.0 2 (0.020)[0.020](0.152)[0.153] (0.023)[0.023](0.147)[0.149] (-0.050)[-0.050](0.163)[0.170]
0.3 0.3 1 (0.315)[0.015](0.101)[0.102] (0.313)[0.013](0.100)[0.101] (0.262)[-0.038](0.118)[0.124]
0.3 0.3 2 (0.315)[0.015](0.102)[0.103] (0.313)[0.013](0.100)[0.101] (0.264)[-0.036](0.112)[0.118]
0.3 0.6 1 (0.610)[0.010](0.056)[0.057] (0.605)[0.005](0.056)[0.056] (0.579)[-0.021](0.066)[0.069]
0.3 0.6 2 (0.610)[0.010](0.052)[0.053] (0.605)[0.005](0.053)[0.053] (0.576)[-0.024](0.061)[0.066]
0.6 -0.6 1 (-0.572)[0.028](0.268)[0.269] (-0.573)[0.027](0.311)[0.312] (-0.666)[-0.066](0.322)[0.328]
0.6 -0.6 2 (-0.570)[0.030](0.263)[0.264] (-0.568)[0.032](0.308)[0.310] (-0.671)[-0.071](0.294)[0.302]
0.6 -0.3 1 (-0.286)[0.014](0.229)[0.229] (-0.270)[0.030](0.219)[0.221] (-0.358)[-0.058](0.247)[0.253]
0.6 -0.3 2 (-0.274)[0.026](0.215)[0.217] (-0.261)[0.039](0.209)[0.212] (-0.354)[-0.054](0.221)[0.227]
0.6 0.0 1 (0.022)[0.022](0.152)[0.154] (0.027)[0.027](0.149)[0.152] (-0.045)[-0.045](0.168)[0.174]
0.6 0.0 2 (0.020)[0.020](0.155)[0.156] (0.024)[0.024](0.152)[0.154] (-0.044)[-0.044](0.161)[0.167]
0.6 0.3 1 (0.314)[0.014](0.100)[0.101] (0.313)[0.013](0.099)[0.100] (0.264)[-0.036](0.114)[0.120]
0.6 0.3 2 (0.311)[0.011](0.103)[0.104] (0.311)[0.011](0.102)[0.102] (0.258)[-0.042](0.114)[0.121]
0.6 0.6 1 (0.609)[0.009](0.052)[0.053] (0.604)[0.004](0.053)[0.053] (0.578)[-0.022](0.061)[0.064]
0.6 0.6 2 (0.614)[0.014](0.052)[0.054] (0.609)[0.009](0.053)[0.054] (0.582)[-0.018](0.063)[0.065]
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Table 2.5: SARMA Results: β1, n = 500
β1,MLE β1,GS2SLSE β1,BGMME
λ ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 -0.6 1 (0.965)[-0.035](0.099)[0.105] (0.997)[-0.003](0.067)[0.067] (0.996)[-0.004](0.068)[0.068]
-0.6 -0.6 2 (0.966)[-0.034](0.100)[0.106] (0.997)[-0.003](0.066)[0.066] (0.997)[-0.003](0.060)[0.060]
-0.6 -0.3 1 (0.964)[-0.036](0.104)[0.110] (0.996)[-0.004](0.068)[0.068] (0.997)[-0.003](0.069)[0.069]
-0.6 -0.3 2 (0.970)[-0.030](0.098)[0.102] (0.997)[-0.003](0.065)[0.065] (0.998)[-0.002](0.060)[0.061]
-0.6 0.0 1 (0.984)[-0.016](0.086)[0.087] (0.998)[-0.002](0.066)[0.066] (0.998)[-0.002](0.067)[0.067]
-0.6 0.0 2 (0.982)[-0.018](0.087)[0.089] (0.998)[-0.002](0.066)[0.066] (0.998)[-0.002](0.061)[0.061]
-0.6 0.3 1 (0.989)[-0.011](0.076)[0.077] (0.995)[-0.005](0.067)[0.067] (0.996)[-0.004](0.068)[0.069]
-0.6 0.3 2 (0.993)[-0.007](0.073)[0.073] (0.998)[-0.002](0.065)[0.065] (1.000)[-0.000](0.061)[0.061]
-0.6 0.6 1 (1.002)[0.002](0.061)[0.061] (1.003)[0.003](0.060)[0.060] (1.006)[0.006](0.062)[0.062]
-0.6 0.6 2 (0.997)[-0.003](0.070)[0.070] (1.000)[-0.000](0.061)[0.061] (1.002)[0.002](0.056)[0.056]
-0.3 -0.6 1 (0.994)[-0.006](0.071)[0.071] (0.998)[-0.002](0.064)[0.064] (0.998)[-0.002](0.065)[0.065]
-0.3 -0.6 2 (0.990)[-0.010](0.083)[0.084] (0.998)[-0.002](0.070)[0.070] (1.000)[0.000](0.063)[0.063]
-0.3 -0.3 1 (0.997)[-0.003](0.074)[0.074] (1.000)[0.000](0.065)[0.065] (1.000)[0.000](0.066)[0.066]
-0.3 -0.3 2 (0.988)[-0.012](0.073)[0.074] (0.992)[-0.008](0.067)[0.067] (0.994)[-0.006](0.060)[0.061]
-0.3 0.0 1 (0.998)[-0.002](0.069)[0.069] (0.998)[-0.002](0.068)[0.068] (0.998)[-0.002](0.070)[0.070]
-0.3 0.0 2 (0.999)[-0.001](0.071)[0.071] (1.000)[0.000](0.067)[0.067] (1.003)[0.003](0.061)[0.061]
-0.3 0.3 1 (0.994)[-0.006](0.069)[0.070] (0.994)[-0.006](0.067)[0.068] (0.996)[-0.004](0.068)[0.069]
-0.3 0.3 2 (1.000)[0.000](0.067)[0.067] (1.001)[0.001](0.067)[0.067] (1.001)[0.001](0.061)[0.061]
-0.3 0.6 1 (1.000)[-0.000](0.069)[0.069] (1.000)[0.000](0.061)[0.061] (1.003)[0.003](0.062)[0.062]
-0.3 0.6 2 (1.001)[0.001](0.068)[0.068] (1.002)[0.002](0.060)[0.060] (1.003)[0.003](0.054)[0.055]
0.0 -0.6 1 (0.993)[-0.007](0.067)[0.067] (0.993)[-0.007](0.066)[0.066] (0.994)[-0.006](0.067)[0.067]
0.0 -0.6 2 (1.000)[-0.000](0.070)[0.070] (0.999)[-0.001](0.070)[0.070] (1.001)[0.001](0.064)[0.064]
0.0 -0.3 1 (0.996)[-0.004](0.068)[0.068] (0.996)[-0.004](0.067)[0.067] (0.997)[-0.003](0.069)[0.069]
0.0 -0.3 2 (0.997)[-0.003](0.076)[0.076] (0.998)[-0.002](0.068)[0.068] (0.999)[-0.001](0.063)[0.063]
0.0 0.0 1 (1.001)[0.001](0.066)[0.066] (1.000)[0.000](0.066)[0.066] (1.002)[0.002](0.067)[0.067]
0.0 0.0 2 (0.998)[-0.002](0.076)[0.076] (0.999)[-0.001](0.069)[0.069] (0.999)[-0.001](0.062)[0.062]
0.0 0.3 1 (1.001)[0.001](0.064)[0.064] (1.001)[0.001](0.064)[0.064] (1.003)[0.003](0.065)[0.065]
0.0 0.3 2 (0.998)[-0.002](0.069)[0.069] (0.997)[-0.003](0.069)[0.069] (0.999)[-0.001](0.064)[0.064]
0.0 0.6 1 (0.997)[-0.003](0.069)[0.069] (0.998)[-0.002](0.062)[0.062] (1.000)[0.000](0.063)[0.063]
0.0 0.6 2 (0.997)[-0.003](0.069)[0.069] (0.998)[-0.002](0.061)[0.061] (0.999)[-0.001](0.056)[0.056]
0.3 -0.6 1 (1.000)[0.000](0.067)[0.067] (0.999)[-0.001](0.067)[0.067] (1.000)[0.000](0.068)[0.068]
0.3 -0.6 2 (0.999)[-0.001](0.067)[0.067] (0.998)[-0.002](0.067)[0.067] (0.999)[-0.001](0.061)[0.061]
0.3 -0.3 1 (1.003)[0.003](0.066)[0.066] (1.002)[0.002](0.066)[0.066] (1.003)[0.003](0.067)[0.067]
0.3 -0.3 2 (0.999)[-0.001](0.068)[0.068] (0.998)[-0.002](0.068)[0.068] (1.000)[-0.000](0.061)[0.061]
0.3 0.0 1 (1.004)[0.004](0.065)[0.065] (1.002)[0.002](0.065)[0.065] (1.004)[0.004](0.067)[0.067]
0.3 0.0 2 (0.999)[-0.001](0.069)[0.069] (0.997)[-0.003](0.069)[0.069] (1.001)[0.001](0.063)[0.063]
0.3 0.3 1 (1.002)[0.002](0.069)[0.069] (1.001)[0.001](0.068)[0.068] (1.003)[0.003](0.069)[0.069]
0.3 0.3 2 (1.001)[0.001](0.067)[0.067] (1.000)[-0.000](0.066)[0.066] (1.000)[-0.000](0.061)[0.061]
0.3 0.6 1 (0.999)[-0.001](0.074)[0.074] (1.001)[0.001](0.059)[0.059] (1.001)[0.001](0.061)[0.061]
0.3 0.6 2 (1.001)[0.001](0.069)[0.069] (1.001)[0.001](0.062)[0.062] (1.002)[0.002](0.056)[0.056]
0.6 -0.6 1 (0.998)[-0.002](0.069)[0.069] (0.997)[-0.003](0.069)[0.069] (0.998)[-0.002](0.069)[0.069]
0.6 -0.6 2 (0.998)[-0.002](0.065)[0.065] (0.997)[-0.003](0.065)[0.065] (0.998)[-0.002](0.059)[0.059]
0.6 -0.3 1 (0.998)[-0.002](0.069)[0.069] (0.997)[-0.003](0.069)[0.069] (0.998)[-0.002](0.070)[0.070]
0.6 -0.3 2 (1.001)[0.001](0.069)[0.069] (1.000)[-0.000](0.068)[0.068] (1.001)[0.001](0.064)[0.064]
0.6 0.0 1 (1.002)[0.002](0.071)[0.071] (1.000)[0.000](0.070)[0.070] (1.000)[0.000](0.072)[0.072]
0.6 0.0 2 (0.994)[-0.006](0.074)[0.074] (0.994)[-0.006](0.067)[0.067] (0.995)[-0.005](0.061)[0.061]
0.6 0.3 1 (1.002)[0.002](0.068)[0.068] (1.001)[0.001](0.068)[0.068] (1.001)[0.001](0.069)[0.069]
0.6 0.3 2 (0.999)[-0.001](0.068)[0.068] (0.998)[-0.002](0.068)[0.068] (0.998)[-0.002](0.062)[0.062]
0.6 0.6 1 (0.998)[-0.002](0.071)[0.071] (0.999)[-0.001](0.063)[0.063] (0.999)[-0.001](0.064)[0.064]
0.6 0.6 2 (0.993)[-0.007](0.079)[0.079] (0.994)[-0.006](0.065)[0.066] (0.996)[-0.004](0.060)[0.060]
136
Table 2.6: SARMA Results: β1, n = 1000
β1,MLE β1,GS2SLSE β1,BGMME
λ ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 -0.6 1 (0.938)[-0.062](0.195)[0.205] (1.001)[0.001](0.048)[0.048] (1.001)[0.001](0.048)[0.048]
-0.6 -0.6 2 (0.938)[-0.062](0.195)[0.205] (1.002)[0.002](0.048)[0.048] (1.001)[0.001](0.043)[0.043]
-0.6 -0.3 1 (0.967)[-0.033](0.140)[0.144] (0.996)[-0.004](0.048)[0.048] (0.996)[-0.004](0.048)[0.048]
-0.6 -0.3 2 (0.963)[-0.037](0.156)[0.160] (1.001)[0.001](0.046)[0.046] (1.001)[0.001](0.042)[0.042]
-0.6 0.0 1 (0.986)[-0.014](0.106)[0.107] (1.000)[-0.000](0.047)[0.047] (1.000)[0.000](0.048)[0.048]
-0.6 0.0 2 (0.981)[-0.019](0.115)[0.117] (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.042)[0.042]
-0.6 0.3 1 (0.998)[-0.002](0.074)[0.074] (1.002)[0.002](0.046)[0.046] (1.003)[0.003](0.047)[0.047]
-0.6 0.3 2 (0.996)[-0.004](0.077)[0.077] (1.001)[0.001](0.047)[0.047] (1.001)[0.001](0.043)[0.043]
-0.6 0.6 1 (0.999)[-0.001](0.042)[0.042] (0.999)[-0.001](0.042)[0.042] (1.000)[-0.000](0.043)[0.043]
-0.6 0.6 2 (1.001)[0.001](0.044)[0.044] (1.000)[0.000](0.044)[0.044] (1.001)[0.001](0.039)[0.039]
-0.3 -0.6 1 (0.992)[-0.008](0.079)[0.080] (0.998)[-0.002](0.046)[0.046] (0.998)[-0.002](0.056)[0.056]
-0.3 -0.6 2 (0.992)[-0.008](0.079)[0.079] (0.998)[-0.002](0.050)[0.050] (0.998)[-0.002](0.045)[0.045]
-0.3 -0.3 1 (0.996)[-0.004](0.065)[0.065] (0.999)[-0.001](0.048)[0.048] (0.999)[-0.001](0.049)[0.049]
-0.3 -0.3 2 (0.998)[-0.002](0.053)[0.053] (0.999)[-0.001](0.046)[0.046] (1.000)[0.000](0.042)[0.042]
-0.3 0.0 1 (0.998)[-0.002](0.047)[0.047] (0.998)[-0.002](0.047)[0.047] (0.998)[-0.002](0.047)[0.047]
-0.3 0.0 2 (0.996)[-0.004](0.055)[0.055] (0.997)[-0.003](0.046)[0.046] (0.997)[-0.003](0.042)[0.043]
-0.3 0.3 1 (0.999)[-0.001](0.047)[0.047] (0.998)[-0.002](0.047)[0.047] (0.999)[-0.001](0.047)[0.047]
-0.3 0.3 2 (0.997)[-0.003](0.047)[0.047] (0.996)[-0.004](0.047)[0.047] (0.997)[-0.003](0.043)[0.043]
-0.3 0.6 1 (1.000)[0.000](0.044)[0.044] (1.000)[-0.000](0.044)[0.044] (1.001)[0.001](0.044)[0.044]
-0.3 0.6 2 (1.001)[0.001](0.041)[0.041] (1.000)[0.000](0.041)[0.041] (1.002)[0.002](0.038)[0.038]
0.0 -0.6 1 (1.000)[0.000](0.056)[0.056] (1.001)[0.001](0.046)[0.046] (1.001)[0.001](0.047)[0.047]
0.0 -0.6 2 (0.997)[-0.003](0.047)[0.047] (0.996)[-0.004](0.047)[0.047] (0.998)[-0.002](0.042)[0.043]
0.0 -0.3 1 (0.997)[-0.003](0.047)[0.047] (0.997)[-0.003](0.047)[0.048] (0.997)[-0.003](0.048)[0.048]
0.0 -0.3 2 (1.000)[0.000](0.048)[0.048] (1.000)[-0.000](0.048)[0.048] (1.001)[0.001](0.044)[0.044]
0.0 0.0 1 (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.048)[0.048]
0.0 0.0 2 (0.997)[-0.003](0.047)[0.047] (0.997)[-0.003](0.047)[0.047] (0.999)[-0.001](0.042)[0.042]
0.0 0.3 1 (1.000)[-0.000](0.046)[0.046] (0.999)[-0.001](0.046)[0.046] (1.000)[0.000](0.046)[0.046]
0.0 0.3 2 (1.002)[0.002](0.046)[0.046] (1.002)[0.002](0.046)[0.046] (1.003)[0.003](0.041)[0.041]
0.0 0.6 1 (0.999)[-0.001](0.043)[0.043] (0.998)[-0.002](0.043)[0.043] (0.999)[-0.001](0.043)[0.043]
0.0 0.6 2 (0.999)[-0.001](0.044)[0.044] (0.999)[-0.001](0.044)[0.044] (1.000)[-0.000](0.040)[0.040]
0.3 -0.6 1 (0.998)[-0.002](0.048)[0.048] (0.998)[-0.002](0.048)[0.048] (0.998)[-0.002](0.048)[0.048]
0.3 -0.6 2 (1.001)[0.001](0.046)[0.046] (1.001)[0.001](0.046)[0.046] (1.000)[0.000](0.042)[0.042]
0.3 -0.3 1 (1.000)[0.000](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (1.000)[0.000](0.047)[0.047]
0.3 -0.3 2 (1.000)[-0.000](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (1.000)[-0.000](0.043)[0.043]
0.3 0.0 1 (1.000)[0.000](0.048)[0.048] (0.999)[-0.001](0.048)[0.048] (1.000)[0.000](0.048)[0.048]
0.3 0.0 2 (0.997)[-0.003](0.047)[0.047] (0.997)[-0.003](0.047)[0.047] (0.998)[-0.002](0.042)[0.042]
0.3 0.3 1 (1.001)[0.001](0.048)[0.048] (1.001)[0.001](0.048)[0.048] (1.001)[0.001](0.049)[0.049]
0.3 0.3 2 (0.999)[-0.001](0.046)[0.046] (0.998)[-0.002](0.046)[0.046] (0.999)[-0.001](0.043)[0.043]
0.3 0.6 1 (1.001)[0.001](0.044)[0.044] (1.000)[0.000](0.044)[0.044] (1.001)[0.001](0.044)[0.044]
0.3 0.6 2 (0.998)[-0.002](0.044)[0.044] (0.998)[-0.002](0.043)[0.043] (0.999)[-0.001](0.040)[0.040]
0.6 -0.6 1 (1.002)[0.002](0.049)[0.049] (1.002)[0.002](0.050)[0.050] (1.002)[0.002](0.050)[0.050]
0.6 -0.6 2 (0.999)[-0.001](0.047)[0.047] (0.998)[-0.002](0.047)[0.047] (0.998)[-0.002](0.043)[0.043]
0.6 -0.3 1 (1.000)[0.000](0.047)[0.047] (1.000)[-0.000](0.047)[0.047] (1.000)[0.000](0.047)[0.047]
0.6 -0.3 2 (0.999)[-0.001](0.049)[0.049] (0.998)[-0.002](0.049)[0.049] (0.998)[-0.002](0.044)[0.044]
0.6 0.0 1 (1.000)[0.000](0.049)[0.049] (0.999)[-0.001](0.049)[0.049] (1.000)[-0.000](0.050)[0.050]
0.6 0.0 2 (1.001)[0.001](0.048)[0.048] (1.000)[0.000](0.048)[0.048] (1.001)[0.001](0.043)[0.043]
0.6 0.3 1 (0.997)[-0.003](0.048)[0.048] (0.996)[-0.004](0.048)[0.048] (0.997)[-0.003](0.049)[0.049]
0.6 0.3 2 (1.001)[0.001](0.048)[0.048] (1.000)[0.000](0.048)[0.048] (1.002)[0.002](0.043)[0.043]
0.6 0.6 1 (1.000)[-0.000](0.045)[0.045] (0.999)[-0.001](0.045)[0.045] (1.000)[0.000](0.046)[0.046]
0.6 0.6 2 (1.000)[0.000](0.043)[0.043] (1.000)[-0.000](0.043)[0.043] (0.999)[-0.001](0.050)[0.050]
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Table 2.7: SARMA Results: β2, n = 500
β2,MLE β2,GS2SLSE β2,BGMME
λ ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 -0.6 1 (0.966)[-0.034](0.100)[0.106] (0.998)[-0.002](0.067)[0.067] (0.998)[-0.002](0.069)[0.069]
-0.6 -0.6 2 (0.970)[-0.030](0.100)[0.104] (1.000)[-0.000](0.067)[0.067] (0.999)[-0.001](0.061)[0.061]
-0.6 -0.3 1 (0.966)[-0.034](0.106)[0.111] (0.999)[-0.001](0.068)[0.068] (0.999)[-0.001](0.068)[0.068]
-0.6 -0.3 2 (0.976)[-0.024](0.099)[0.102] (1.003)[0.003](0.067)[0.067] (1.003)[0.003](0.060)[0.060]
-0.6 0.0 1 (0.982)[-0.018](0.087)[0.089] (0.996)[-0.004](0.066)[0.067] (0.997)[-0.003](0.068)[0.068]
-0.6 0.0 2 (0.981)[-0.019](0.089)[0.091] (0.997)[-0.003](0.068)[0.068] (0.999)[-0.001](0.062)[0.062]
-0.6 0.3 1 (0.993)[-0.007](0.075)[0.075] (0.999)[-0.001](0.066)[0.066] (1.000)[0.000](0.068)[0.068]
-0.6 0.3 2 (0.990)[-0.010](0.069)[0.069] (0.994)[-0.006](0.062)[0.062] (0.996)[-0.004](0.056)[0.056]
-0.6 0.6 1 (1.000)[-0.000](0.061)[0.061] (1.000)[0.000](0.061)[0.061] (1.002)[0.002](0.062)[0.062]
-0.6 0.6 2 (0.995)[-0.005](0.070)[0.070] (0.996)[-0.004](0.060)[0.060] (0.998)[-0.002](0.055)[0.055]
-0.3 -0.6 1 (0.993)[-0.007](0.074)[0.074] (0.998)[-0.002](0.067)[0.067] (0.998)[-0.002](0.068)[0.068]
-0.3 -0.6 2 (0.988)[-0.012](0.085)[0.085] (0.996)[-0.004](0.073)[0.073] (0.996)[-0.004](0.063)[0.063]
-0.3 -0.3 1 (0.995)[-0.005](0.075)[0.075] (0.999)[-0.001](0.068)[0.068] (1.000)[-0.000](0.069)[0.069]
-0.3 -0.3 2 (0.992)[-0.008](0.072)[0.072] (0.997)[-0.003](0.064)[0.064] (0.998)[-0.002](0.059)[0.059]
-0.3 0.0 1 (0.998)[-0.002](0.066)[0.066] (0.998)[-0.002](0.064)[0.064] (0.999)[-0.001](0.066)[0.066]
-0.3 0.0 2 (0.994)[-0.006](0.071)[0.071] (0.996)[-0.004](0.067)[0.067] (0.998)[-0.002](0.062)[0.062]
-0.3 0.3 1 (0.997)[-0.003](0.068)[0.068] (0.998)[-0.002](0.067)[0.067] (1.000)[0.000](0.067)[0.067]
-0.3 0.3 2 (0.999)[-0.001](0.068)[0.068] (0.998)[-0.002](0.067)[0.067] (0.999)[-0.001](0.062)[0.062]
-0.3 0.6 1 (0.999)[-0.001](0.068)[0.068] (0.999)[-0.001](0.061)[0.061] (1.001)[0.001](0.062)[0.062]
-0.3 0.6 2 (1.000)[-0.000](0.068)[0.068] (1.000)[0.000](0.061)[0.061] (1.002)[0.002](0.056)[0.056]
0.0 -0.6 1 (1.002)[0.002](0.070)[0.070] (1.002)[0.002](0.069)[0.069] (1.003)[0.003](0.071)[0.071]
0.0 -0.6 2 (1.004)[0.004](0.067)[0.067] (1.003)[0.003](0.067)[0.067] (1.004)[0.004](0.061)[0.061]
0.0 -0.3 1 (0.997)[-0.003](0.066)[0.066] (0.997)[-0.003](0.065)[0.066] (0.997)[-0.003](0.066)[0.066]
0.0 -0.3 2 (1.001)[0.001](0.076)[0.076] (1.002)[0.002](0.068)[0.068] (1.002)[0.002](0.061)[0.061]
0.0 0.0 1 (0.998)[-0.002](0.068)[0.068] (0.997)[-0.003](0.068)[0.068] (0.998)[-0.002](0.069)[0.070]
0.0 0.0 2 (1.000)[-0.000](0.072)[0.072] (1.000)[0.000](0.064)[0.064] (1.000)[-0.000](0.059)[0.059]
0.0 0.3 1 (0.998)[-0.002](0.067)[0.067] (0.997)[-0.003](0.067)[0.067] (0.999)[-0.001](0.068)[0.068]
0.0 0.3 2 (1.001)[0.001](0.067)[0.067] (1.000)[0.000](0.067)[0.067] (1.000)[0.000](0.062)[0.062]
0.0 0.6 1 (0.997)[-0.003](0.072)[0.072] (0.998)[-0.002](0.064)[0.064] (0.999)[-0.001](0.066)[0.066]
0.0 0.6 2 (1.000)[0.000](0.070)[0.070] (1.001)[0.001](0.062)[0.062] (1.002)[0.002](0.057)[0.057]
0.3 -0.6 1 (0.999)[-0.001](0.068)[0.068] (0.997)[-0.003](0.068)[0.068] (0.998)[-0.002](0.069)[0.069]
0.3 -0.6 2 (0.996)[-0.004](0.069)[0.069] (0.995)[-0.005](0.068)[0.068] (0.996)[-0.004](0.062)[0.063]
0.3 -0.3 1 (1.000)[0.000](0.065)[0.065] (0.999)[-0.001](0.065)[0.065] (1.000)[-0.000](0.066)[0.066]
0.3 -0.3 2 (0.994)[-0.006](0.066)[0.066] (0.993)[-0.007](0.066)[0.066] (0.994)[-0.006](0.061)[0.061]
0.3 0.0 1 (0.999)[-0.001](0.067)[0.067] (0.997)[-0.003](0.067)[0.068] (0.998)[-0.002](0.068)[0.068]
0.3 0.0 2 (1.000)[-0.000](0.068)[0.068] (0.998)[-0.002](0.068)[0.068] (0.999)[-0.001](0.061)[0.061]
0.3 0.3 1 (0.999)[-0.001](0.064)[0.064] (0.998)[-0.002](0.064)[0.064] (0.999)[-0.001](0.065)[0.065]
0.3 0.3 2 (1.002)[0.002](0.066)[0.066] (1.001)[0.001](0.066)[0.066] (1.001)[0.001](0.061)[0.061]
0.3 0.6 1 (0.996)[-0.004](0.076)[0.076] (0.998)[-0.002](0.062)[0.062] (0.999)[-0.001](0.063)[0.063]
0.3 0.6 2 (0.998)[-0.002](0.067)[0.067] (0.998)[-0.002](0.059)[0.059] (1.001)[0.001](0.056)[0.056]
0.6 -0.6 1 (0.997)[-0.003](0.068)[0.068] (0.996)[-0.004](0.068)[0.068] (0.997)[-0.003](0.069)[0.069]
0.6 -0.6 2 (1.000)[-0.000](0.069)[0.069] (0.998)[-0.002](0.070)[0.070] (1.000)[-0.000](0.064)[0.064]
0.6 -0.3 1 (0.996)[-0.004](0.064)[0.064] (0.995)[-0.005](0.064)[0.064] (0.996)[-0.004](0.065)[0.065]
0.6 -0.3 2 (0.999)[-0.001](0.070)[0.070] (0.998)[-0.002](0.070)[0.070] (0.998)[-0.002](0.062)[0.062]
0.6 0.0 1 (0.998)[-0.002](0.070)[0.070] (0.997)[-0.003](0.069)[0.070] (0.998)[-0.002](0.070)[0.070]
0.6 0.0 2 (0.998)[-0.002](0.076)[0.076] (0.998)[-0.002](0.069)[0.069] (0.998)[-0.002](0.062)[0.062]
0.6 0.3 1 (1.001)[0.001](0.069)[0.069] (1.000)[-0.000](0.069)[0.069] (1.001)[0.001](0.070)[0.070]
0.6 0.3 2 (0.999)[-0.001](0.064)[0.064] (0.998)[-0.002](0.065)[0.065] (1.000)[-0.000](0.059)[0.059]
0.6 0.6 1 (0.998)[-0.002](0.070)[0.070] (0.998)[-0.002](0.063)[0.063] (0.999)[-0.001](0.064)[0.064]
0.6 0.6 2 (0.996)[-0.004](0.075)[0.075] (0.998)[-0.002](0.061)[0.061] (1.000)[0.000](0.057)[0.057]
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Table 2.8: SARMA Results: β2, n = 1000
β2,MLE β2,GS2SLSE β2,BGMME
λ ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 -0.6 1 (0.937)[-0.063](0.194)[0.204] (1.000)[-0.000](0.047)[0.047] (1.000)[0.000](0.047)[0.047]
-0.6 -0.6 2 (0.936)[-0.064](0.195)[0.205] (1.000)[-0.000](0.049)[0.049] (1.001)[0.001](0.044)[0.044]
-0.6 -0.3 1 (0.969)[-0.031](0.141)[0.145] (0.998)[-0.002](0.047)[0.047] (0.998)[-0.002](0.047)[0.047]
-0.6 -0.3 2 (0.960)[-0.040](0.156)[0.161] (0.997)[-0.003](0.049)[0.049] (0.998)[-0.002](0.045)[0.045]
-0.6 0.0 1 (0.986)[-0.014](0.105)[0.106] (1.001)[0.001](0.047)[0.047] (1.001)[0.001](0.047)[0.047]
-0.6 0.0 2 (0.980)[-0.020](0.116)[0.118] (0.997)[-0.003](0.048)[0.048] (0.998)[-0.002](0.043)[0.043]
-0.6 0.3 1 (0.994)[-0.006](0.073)[0.073] (0.999)[-0.001](0.045)[0.045] (1.000)[-0.000](0.045)[0.045]
-0.6 0.3 2 (0.992)[-0.008](0.075)[0.075] (0.997)[-0.003](0.046)[0.046] (0.999)[-0.001](0.042)[0.042]
-0.6 0.6 1 (0.998)[-0.002](0.044)[0.044] (0.998)[-0.002](0.044)[0.044] (0.999)[-0.001](0.044)[0.044]
-0.6 0.6 2 (1.000)[0.000](0.041)[0.041] (1.000)[0.000](0.041)[0.041] (1.001)[0.001](0.037)[0.037]
-0.3 -0.6 1 (0.992)[-0.008](0.080)[0.080] (0.998)[-0.002](0.048)[0.048] (0.997)[-0.003](0.057)[0.057]
-0.3 -0.6 2 (0.993)[-0.007](0.079)[0.079] (0.999)[-0.001](0.048)[0.048] (1.000)[0.000](0.043)[0.043]
-0.3 -0.3 1 (0.998)[-0.002](0.065)[0.065] (1.000)[0.000](0.048)[0.048] (1.001)[0.001](0.048)[0.048]
-0.3 -0.3 2 (1.000)[0.000](0.054)[0.054] (1.001)[0.001](0.047)[0.047] (1.001)[0.001](0.043)[0.043]
-0.3 0.0 1 (1.000)[-0.000](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (1.000)[-0.000](0.047)[0.047]
-0.3 0.0 2 (0.998)[-0.002](0.054)[0.054] (0.998)[-0.002](0.047)[0.047] (0.999)[-0.001](0.042)[0.042]
-0.3 0.3 1 (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (1.000)[-0.000](0.047)[0.047]
-0.3 0.3 2 (1.000)[0.000](0.046)[0.046] (0.999)[-0.001](0.047)[0.047] (1.001)[0.001](0.043)[0.043]
-0.3 0.6 1 (0.999)[-0.001](0.042)[0.042] (0.999)[-0.001](0.042)[0.042] (0.999)[-0.001](0.043)[0.043]
-0.3 0.6 2 (1.001)[0.001](0.043)[0.043] (1.000)[0.000](0.043)[0.043] (1.001)[0.001](0.039)[0.039]
0.0 -0.6 1 (0.998)[-0.002](0.058)[0.058] (0.998)[-0.002](0.049)[0.049] (0.999)[-0.001](0.049)[0.049]
0.0 -0.6 2 (0.999)[-0.001](0.046)[0.046] (0.999)[-0.001](0.046)[0.046] (1.000)[-0.000](0.042)[0.042]
0.0 -0.3 1 (0.998)[-0.002](0.047)[0.047] (0.997)[-0.003](0.047)[0.047] (0.998)[-0.002](0.048)[0.048]
0.0 -0.3 2 (1.000)[-0.000](0.048)[0.048] (0.999)[-0.001](0.048)[0.048] (1.000)[-0.000](0.043)[0.043]
0.0 0.0 1 (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (1.000)[-0.000](0.048)[0.048]
0.0 0.0 2 (0.999)[-0.001](0.046)[0.046] (0.999)[-0.001](0.046)[0.046] (0.999)[-0.001](0.042)[0.042]
0.0 0.3 1 (0.998)[-0.002](0.046)[0.046] (0.998)[-0.002](0.046)[0.046] (0.999)[-0.001](0.046)[0.046]
0.0 0.3 2 (1.002)[0.002](0.047)[0.047] (1.001)[0.001](0.047)[0.047] (1.002)[0.002](0.042)[0.042]
0.0 0.6 1 (0.999)[-0.001](0.044)[0.044] (0.999)[-0.001](0.044)[0.044] (1.000)[-0.000](0.044)[0.044]
0.0 0.6 2 (0.998)[-0.002](0.045)[0.045] (0.998)[-0.002](0.045)[0.045] (0.999)[-0.001](0.042)[0.042]
0.3 -0.6 1 (0.998)[-0.002](0.049)[0.049] (0.998)[-0.002](0.048)[0.049] (0.998)[-0.002](0.049)[0.049]
0.3 -0.6 2 (1.000)[-0.000](0.048)[0.048] (0.999)[-0.001](0.048)[0.048] (1.000)[-0.000](0.044)[0.044]
0.3 -0.3 1 (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.048)[0.048]
0.3 -0.3 2 (1.000)[-0.000](0.048)[0.048] (0.999)[-0.001](0.048)[0.048] (1.000)[0.000](0.043)[0.043]
0.3 0.0 1 (1.001)[0.001](0.050)[0.050] (1.001)[0.001](0.050)[0.050] (1.001)[0.001](0.050)[0.050]
0.3 0.0 2 (1.000)[-0.000](0.046)[0.046] (0.999)[-0.001](0.046)[0.046] (1.000)[-0.000](0.043)[0.043]
0.3 0.3 1 (0.999)[-0.001](0.046)[0.046] (0.998)[-0.002](0.046)[0.046] (0.999)[-0.001](0.047)[0.047]
0.3 0.3 2 (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (0.998)[-0.002](0.043)[0.043]
0.3 0.6 1 (1.000)[0.000](0.042)[0.042] (1.000)[0.000](0.042)[0.042] (1.001)[0.001](0.043)[0.043]
0.3 0.6 2 (1.000)[-0.000](0.042)[0.042] (1.000)[-0.000](0.042)[0.042] (1.001)[0.001](0.038)[0.038]
0.6 -0.6 1 (1.000)[-0.000](0.046)[0.046] (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.046)[0.046]
0.6 -0.6 2 (1.002)[0.002](0.047)[0.047] (1.001)[0.001](0.047)[0.047] (1.003)[0.003](0.042)[0.042]
0.6 -0.3 1 (1.001)[0.001](0.048)[0.048] (1.000)[-0.000](0.048)[0.048] (1.000)[0.000](0.048)[0.048]
0.6 -0.3 2 (0.998)[-0.002](0.045)[0.045] (0.998)[-0.002](0.045)[0.045] (0.998)[-0.002](0.041)[0.041]
0.6 0.0 1 (1.000)[-0.000](0.050)[0.050] (0.999)[-0.001](0.050)[0.050] (1.000)[-0.000](0.050)[0.050]
0.6 0.0 2 (1.000)[0.000](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.043)[0.043]
0.6 0.3 1 (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.047)[0.047] (0.999)[-0.001](0.048)[0.048]
0.6 0.3 2 (1.000)[0.000](0.048)[0.048] (1.000)[-0.000](0.048)[0.048] (0.999)[-0.001](0.043)[0.043]
0.6 0.6 1 (1.000)[0.000](0.044)[0.044] (1.000)[-0.000](0.045)[0.045] (1.000)[0.000](0.044)[0.044]
0.6 0.6 2 (1.000)[-0.000](0.046)[0.046] (0.999)[-0.001](0.046)[0.046] (0.999)[-0.001](0.052)[0.052]
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Table 2.9: SMA Results: β1 and β2
n = 500 β1,MLE β1,FGLSE β1,BGMME
ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 1 (1.000)[0.000](0.067)[0.067] (1.000)[0.000](0.067)[0.067] (1.001)[0.001](0.067)[0.067]
-0.6 2 (0.999)[-0.001](0.069)[0.069] (0.999)[-0.001](0.069)[0.069] (0.998)[-0.002](0.062)[0.062]
-0.3 1 (1.003)[0.003](0.067)[0.067] (1.003)[0.003](0.067)[0.067] (1.004)[0.004](0.068)[0.068]
-0.3 2 (0.997)[-0.003](0.068)[0.068] (0.997)[-0.003](0.068)[0.068] (0.997)[-0.003](0.062)[0.062]
0.0 1 (1.004)[0.004](0.066)[0.066] (1.004)[0.004](0.065)[0.066] (1.004)[0.004](0.066)[0.066]
0.0 2 (0.996)[-0.004](0.066)[0.066] (0.996)[-0.004](0.066)[0.066] (0.996)[-0.004](0.061)[0.061]
0.3 1 (0.999)[-0.001](0.063)[0.063] (0.999)[-0.001](0.063)[0.063] (0.999)[-0.001](0.063)[0.063]
0.3 2 (1.000)[-0.000](0.063)[0.063] (1.000)[0.000](0.062)[0.062] (0.998)[-0.002](0.056)[0.056]
0.6 1 (1.000)[0.000](0.054)[0.054] (1.000)[-0.000](0.054)[0.054] (1.000)[-0.000](0.055)[0.055]
0.6 2 (1.002)[0.002](0.053)[0.053] (1.002)[0.002](0.053)[0.053] (1.003)[0.003](0.048)[0.048]
n = 1000
-0.6 1 (1.000)[0.000](0.048)[0.048] (1.000)[0.000](0.048)[0.048] (1.000)[0.000](0.048)[0.048]
-0.6 2 (1.000)[0.000](0.047)[0.047] (1.000)[0.000](0.047)[0.047] (0.999)[-0.001](0.043)[0.043]
-0.3 1 (1.001)[0.001](0.048)[0.048] (1.001)[0.001](0.048)[0.048] (1.001)[0.001](0.048)[0.048]
-0.3 2 (1.001)[0.001](0.045)[0.045] (1.001)[0.001](0.045)[0.045] (1.001)[0.001](0.041)[0.041]
0.0 1 (1.001)[0.001](0.047)[0.047] (1.001)[0.001](0.047)[0.047] (1.001)[0.001](0.047)[0.047]
0.0 2 (1.001)[0.001](0.048)[0.048] (1.001)[0.001](0.048)[0.048] (1.000)[-0.000](0.042)[0.042]
0.3 1 (1.001)[0.001](0.045)[0.045] (1.001)[0.001](0.045)[0.045] (1.001)[0.001](0.045)[0.045]
0.3 2 (1.001)[0.001](0.045)[0.045] (1.001)[0.001](0.045)[0.045] (1.000)[-0.000](0.040)[0.040]
0.6 1 (1.000)[0.000](0.035)[0.035] (1.000)[0.000](0.035)[0.035] (1.000)[0.000](0.035)[0.035]
0.6 2 (0.999)[-0.001](0.037)[0.037] (0.999)[-0.001](0.037)[0.037] (0.999)[-0.001](0.034)[0.034]
n = 500 β2,MLE β2,FGLSE β2,BGMME
ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 1 (1.001)[0.001](0.067)[0.067] (1.001)[0.001](0.067)[0.067] (1.002)[0.002](0.068)[0.068]
-0.6 2 (1.001)[0.001](0.068)[0.068] (1.001)[0.001](0.068)[0.068] (0.999)[-0.001](0.061)[0.061]
-0.3 1 (0.999)[-0.001](0.066)[0.066] (0.999)[-0.001](0.066)[0.066] (0.998)[-0.002](0.066)[0.066]
-0.3 2 (0.998)[-0.002](0.065)[0.065] (0.998)[-0.002](0.065)[0.065] (0.997)[-0.003](0.059)[0.059]
0.0 1 (0.997)[-0.003](0.066)[0.067] (0.997)[-0.003](0.066)[0.066] (0.997)[-0.003](0.067)[0.067]
0.0 2 (1.001)[0.001](0.065)[0.065] (1.001)[0.001](0.065)[0.065] (1.001)[0.001](0.058)[0.058]
0.3 1 (1.002)[0.002](0.062)[0.062] (1.002)[0.002](0.062)[0.062] (1.002)[0.002](0.063)[0.063]
0.3 2 (1.003)[0.003](0.061)[0.061] (1.003)[0.003](0.061)[0.061] (1.002)[0.002](0.056)[0.056]
0.6 1 (0.999)[-0.001](0.054)[0.054] (0.999)[-0.001](0.053)[0.053] (0.999)[-0.001](0.054)[0.054]
0.6 2 (1.002)[0.002](0.054)[0.054] (1.002)[0.002](0.054)[0.054] (1.002)[0.002](0.049)[0.049]
n = 1000
-0.6 1 (1.000)[-0.000](0.046)[0.046] (1.000)[-0.000](0.046)[0.046] (1.000)[-0.000](0.046)[0.046]
-0.6 2 (0.996)[-0.004](0.046)[0.046] (0.996)[-0.004](0.046)[0.046] (0.998)[-0.002](0.040)[0.040]
-0.3 1 (1.001)[0.001](0.048)[0.048] (1.001)[0.001](0.048)[0.048] (1.001)[0.001](0.048)[0.048]
-0.3 2 (1.001)[0.001](0.046)[0.046] (1.001)[0.001](0.046)[0.046] (1.000)[-0.000](0.042)[0.042]
0.0 1 (1.002)[0.002](0.048)[0.048] (1.002)[0.002](0.048)[0.048] (1.002)[0.002](0.049)[0.049]
0.0 2 (1.000)[0.000](0.047)[0.047] (1.000)[0.000](0.047)[0.047] (1.000)[-0.000](0.042)[0.042]
0.3 1 (1.000)[-0.000](0.042)[0.042] (1.000)[-0.000](0.042)[0.042] (1.000)[-0.000](0.042)[0.042]
0.3 2 (1.003)[0.003](0.044)[0.044] (1.003)[0.003](0.044)[0.044] (1.003)[0.003](0.039)[0.039]
0.6 1 (0.998)[-0.002](0.035)[0.036] (0.998)[-0.002](0.035)[0.035] (0.998)[-0.002](0.036)[0.036]
0.6 2 (0.999)[-0.001](0.036)[0.036] (0.999)[-0.001](0.036)[0.036] (0.999)[-0.001](0.033)[0.033]
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Table 2.10: SMA Results: ρ
n = 500 ρMLE ρFGLSE ρBGMME
ρ e (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE] (Mean)[Bias](Std.)[RMSE]
-0.6 1 (-0.567)[0.033](0.244)[0.246] (-0.558)[0.042](0.254)[0.257] (-0.647)[-0.047](0.278)[0.282]
-0.6 2 (-0.554)[0.046](0.240)[0.244] (-0.548)[0.052](0.253)[0.258] (-0.637)[-0.037](0.283)[0.285]
-0.3 1 (-0.267)[0.033](0.203)[0.206] (-0.259)[0.041](0.199)[0.204] (-0.331)[-0.031](0.218)[0.220]
-0.3 2 (-0.288)[0.012](0.209)[0.209] (-0.279)[0.021](0.206)[0.207] (-0.361)[-0.061](0.235)[0.242]
0.0 1 (0.024)[0.024](0.165)[0.167] (0.025)[0.025](0.161)[0.163] (-0.036)[-0.036](0.183)[0.186]
0.0 2 (0.015)[0.015](0.161)[0.162] (0.016)[0.016](0.156)[0.156] (-0.043)[-0.043](0.177)[0.182]
0.3 1 (0.316)[0.016](0.123)[0.124] (0.308)[0.008](0.120)[0.120] (0.269)[-0.031](0.139)[0.142]
0.3 2 (0.318)[0.018](0.117)[0.118] (0.309)[0.009](0.112)[0.113] (0.268)[-0.032](0.133)[0.137]
0.6 1 (0.614)[0.014](0.067)[0.069] (0.595)[-0.005](0.070)[0.070] (0.586)[-0.014](0.078)[0.079]
0.6 2 (0.614)[0.014](0.070)[0.072] (0.594)[-0.006](0.072)[0.072] (0.582)[-0.018](0.079)[0.081]
n = 1000
-0.6 1 (-0.584)[0.016](0.182)[0.182] (-0.579)[0.021](0.184)[0.186] (-0.629)[-0.029](0.192)[0.194]
-0.6 2 (-0.581)[0.019](0.177)[0.178] (-0.577)[0.023](0.182)[0.184] (-0.625)[-0.025](0.190)[0.192]
-0.3 1 (-0.293)[0.007](0.151)[0.151] (-0.288)[0.012](0.150)[0.150] (-0.329)[-0.029](0.158)[0.160]
-0.3 2 (-0.292)[0.008](0.159)[0.159] (-0.288)[0.012](0.157)[0.158] (-0.327)[-0.027](0.168)[0.170]
0.0 1 (0.012)[0.012](0.120)[0.121] (0.012)[0.012](0.119)[0.119] (-0.020)[-0.020](0.128)[0.129]
0.0 2 (0.014)[0.014](0.115)[0.116] (0.015)[0.015](0.114)[0.115] (-0.015)[-0.015](0.123)[0.124]
0.3 1 (0.306)[0.006](0.082)[0.083] (0.304)[0.004](0.081)[0.081] (0.285)[-0.015](0.089)[0.090]
0.3 2 (0.309)[0.009](0.086)[0.086] (0.307)[0.007](0.084)[0.085] (0.289)[-0.011](0.092)[0.092]
0.6 1 (0.606)[0.006](0.048)[0.049] (0.597)[-0.003](0.048)[0.048] (0.594)[-0.006](0.051)[0.051]
0.6 2 (0.605)[0.005](0.050)[0.050] (0.596)[-0.004](0.050)[0.050] (0.592)[-0.008](0.052)[0.053]
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Figure 2.1: e = 1: RMSE of λ and ρ
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Figure 2.2: e = 2: RMSE of λ and ρ
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2.9.7 SARMA Results
Table 2.11: SARMA regressions
MLE GS2SLSE BGMME
intercept -18.891 -18.799 -18.495 -11.073 -11.033 -11.013 -17.206 -17.192 -16.934
[-18.668] [-18.719] [-18.224] [-19.140] [-19.167] [-18.773] [-17.310] [-17.402] [-16.876]
log(wi) -0.945 -0.943 -1.026 -1.419 -1.408 -1.471 -1.362 -1.327 -1.398
[-5.327] [-5.351] [-5.726] [-8.423] [-8.404] [-8.635] [-7.905] [-7.742] [-7.960]
d˜ij -1.188 -1.222 -1.297 -1.216 -1.250 -1.326 -1.247 -1.271 -1.351
[-36.174] [-36.663] [-35.516] [-36.127] [-36.572] [-35.486] [-38.985] [-39.094] [-37.592]
b˜ij -1.132 -1.127 -1.146 -1.093 -1.086 -1.105 -0.954 -0.941 -0.973
[-17.655] [-17.656] [-17.706] [-16.753] [-16.721] [-16.803] [-15.283] [-15.131] [-15.312]
λ -0.224 -0.218 -0.212 -0.135 -0.135 -0.122 -0.182 -0.191 -0.171
[-5.000] [-4.901] [-4.717] [-3.377] [-3.207] [-3.070] [-3.859] [-3.757] [-3.609]
ρ -1.740 -1.778 -1.668 -0.466 -0.462 -0.442 -0.881 -0.883 -0.827
[-8.104] [-8.192] [-7.913] [-33.570] [-27.148] [-25.248] [-4.748] [-4.753] [-4.557]
Border effects
CA 7.425 7.352 7.606 6.932 6.839 7.076 5.414 5.285 5.604
[5.696] [5.746] [5.592] [5.782] [5.841] [5.695] [6.564] [6.647] [6.369]
CA-CA 2.725 2.711 2.758 2.633 2.615 2.660 2.327 2.299 2.367
[47.992] [47.994] [48.135] [45.872] [45.795] [45.999] [42.110] [41.786] [42.063]
CA-US 0.367 0.368 0.362 0.379 0.382 0.375 0.429 0.435 0.422
[6.463] [6.527] [6.328] [6.616] [6.695] [6.501] [7.776] [7.905] [7.505]
US 1.297 1.259 1.301 1.285 1.283 1.289 1.245 1.241 1.251
[67.273] [67.614] [66.653] [66.585] [66.931] [66.078] [69.292] [69.605] [68.018]
US-US 1.139 1.138 1.141 1.133 1.132 1.135 1.115 1.114 1.118
[154.542] [155.215] [153.388] [152.195] [152.835] [151.263] [155.571] [156.004] [153.091]
US-CA 0.878 0.879 0.876 0.881 0.882 0.881 0.896 0.897 0.894
[119.132] [119.804] [117.873] [118.373] [119.080] [117.336] [124.943] [125.683] [122.402]
Ave.Bord. 3.103 3.086 3.146 2.985 2.962 3.020 2.596 2.561 2.647
[12.446] [12.559] [12.210] [12.665] [12.800] [12.466] [14.502] [14.699] [14.053]
Int.dist. (i) (ii) (iii) (i) (ii) (iii) (i) (ii) (iii)
Note: The brackets contain t-statistics. Int.dist. refers to three different measures of internal trade
cost. Average border effects are computed as the geometric mean of the individual border effects
(Feenstra, 2004, Behrens et al., 2012).
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3 The Effect of FDI on Economic Growth: A Spatial Econo-
metric Approach
with Osman Doğan
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Abstract
In this study, we analyze the effect of foreign direct investment (FDI) on economic activity
through a spatially augmented Solow growth model that takes technological interdependence
into account. The technological interdependence manifests itself through spatial externalities
that allow technology level of a country to depend on technology levels of its neighbors.
Based on this modified growth model, we derive regression specifications and study the
impact of FDI on economic growth. The spatial autocorrelation, often cited in the empirical
growth literature, is properly accounted for through these new specifications. Estimations
are carried out with tools from spatial econometrics. Our findings indicate that FDI inflows
have a significant positive effect on the growth rate of host countries.
Author Keywords: Foreign direct investment, FDI, Economic Growth, Spatial Depen-
dence, Panel Econometrics, Spillovers, Technological interdependence
JEL classification codes: F21, O47, C13, C21, C23
3.1 Introduction
Theoretical economic models hypothesize that foreign direct investment (FDI) has a positive
impact on the host country economic growth (Romer, 1993, Borensztein et al., 1998, Alfaro
et al., 2004, 2010). However, measuring the impact of FDI on economic growth in cross-
country studies has proven to be a challenging task. The identification of the impact of FDI
apart from other factors that significantly affect economic growth is not straightforward.
For example, factors such as international trade and other measures of openness are highly
correlated with inward FDI flows; therefore, it is not straightforward to identify a separate
impact for FDI. Also, it may be the case that FDI is attracted to large, dynamic, less risky
and growing countries, which yields a reverse causality problem. This paper focuses instead
on the less well-known problem of how to take into account the technological interdependence
among countries in gauging the effect of FDI on economic growth. We argue that the effect
of FDI should be analyzed through an economic growth model that allows technological
interdependence among countries.
In this study, we estimate the effect of FDI inflows on host countries’ economic growth
through a spatially augmented Solow growth model that allows for spatial externalities in the
form of technological spillovers. Our approach extends the current literature in two ways:
(i) we explicitly account for the interactions among countries in cross-country regression
specifications through the technological interdependence, (ii) we simultaneously account for
correlations over space and time by employing a spatial dynamic panel data (SDPD) model,
and estimate it via a recently developed bias corrected quasi maximum likelihood (QML)
estimator for SDPD models. Below, we mention some of the previous findings and suggest
an alternative way to properly study the relationship between FDI and economic growth.
Empirical findings on the role of FDI on economic growth have been generally inconclu-
sive. To solve this problem, mainly three approaches have been suggested in the literature:
(i) regression specifications embedding a local conditions hypothesis, (ii) estimations based
on more reliable data sets, and (iii) regression specifications allowing for possible nonlinear
relations.
The local conditions (or absorptive capacities) hypothesis states that a host country’s
147
capacity to take advantage of FDI spillovers is constrained by its absorptive capacities such
as human capital, macroeconomic management, infrastructure, and financial development.
Therefore, researchers often try to use specifications allowing for the interaction between
FDI and the dimension of absorptive capacity. For example, Borensztein et al. (1995, 1998)
consider human capital as the dimension of absorptive capacity and set up an endogenous
growth model in which technological progress takes place through a process of capital deep-
ening (i.e., creation of new capital good varieties as formulated in Romer (1990), Grossman
and Helpman (1991) and Barro and Sala-i-Martin (1995)). The authors conclude that the
contribution of FDI to economic growth can only be realized by its interaction with the
level of human capital in the host country. Xu (2000) investigates the technology diffusion
of US multinational enterprises (MNE) in 40 countries from 1966 to 1994, and concludes
that a country needs to reach a minimum human capital threshold level to benefit from
the technology transfer of US MNEs. In contrast, an earlier study by Blomstrom et al.
(1994) documents that human capital is not a critical variable, and FDI has a positive
growth effect only when the host country is sufficiently rich. Balasubramanyam et al. (1996,
1999) stress the export channel as the dimension of absorptive capacity and conjecture that
export-oriented policies (e.g., outward oriented trade policy) enhance the positive impact of
FDI on economic growth. They find that the beneficial effect of FDI on economic growth is
stronger in the countries that implement export-oriented policies than that of the countries
adopting import substitution policies. Alfaro et al. (2003, 2004, 2010) consider the financial
market of a host country as the dimension of absorptive capacity and formalize a mechanism
through which the financial sector affects the contribution of FDI to economic development.
Financial institutions finance set-up costs for new firms, which then reap the spillovers from
FDI. The authors show that the financial inefficiencies reduce the marginal return from for-
eign capital and that the positive impact of FDI on output growth can only be realized in
the presence of a well-developed financial sector.
Regardless of the dimension of absorptive capacities, the aforementioned studies provide
some evidence for the claim that a positive FDI effect on growth is realized only when the
subject dimension of the local conditions exists in a host country. In other words, FDI does
not invoke an independent positive effect on economic growth. Our methodology, however,
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does not require such local capacity restrictions. We show that a proper handling of cross-
country correlations via a modified technology process in the production function is sufficient
to observe an independent positive effect of FDI.
Another strand of literature considers measurement error in FDI as the potential source
of inconclusive findings, and suggests the use of more reliable data set.1 For example,
Carkovic and Levine (2005) gather a more reliable data set from a World Bank database
and estimate their specification with the generalized method of moments (GMM) estimator
for panel data models designed by Arellano and Bover (1995) and Blundell and Bond (1998).
They find that FDI inflows do not exert an independent impact on economic growth. The
authors also test for the absorptive capacities hypothesis. The findings do not suggest any
strong evidence towards any of the aforementioned dimensions, but they do invalidate the
view that FDI in financially developed countries invokes an exogenous impact on growth.
Blonigen and Wang (2004) claim that pooling of less developed and developed countries
may not be appropriate, since both type of the countries have different experiences with
FDI. They show that the FDI effect in regressions that are based on pooling is small and
often insignificant. However, FDI combined with a sufficient level of human capital has a
significant positive effect on growth in less developed countries.2 In general, measurement
error in both the dependent variable and exogenous variables is a central problem for cross-
country growth empirics, since the suggested estimators generally produce biased estimates
in the presence of measurement error (Hauk and Wacziarg, 2009).
Recently, the literature has also considered the issue of functional misspecification for
the cross-country regression specifications. The effect of FDI on economic growth may be
nonlinear, since FDI takes place in different sectors, it might entail different productivity
levels among countries. For example, Kottaridi and Stengos (2010) use a semi-parametric
partially linear regression specification together with a benchmark cross-country regression
specification. The authors reach inconclusive results regarding the linear specification for
the FDI impact depending on the samples and the estimators employed. They test for the
validity of the linear parametric specification for FDI and human capital and reject the
1Note that the definition of FDI and the measurement of FDI data have changed over time. For the
historical evolution of FDI data and related concepts, see Lipsey (2001).
2The authors employ the same data set and the same regression specification of Borensztein et al. (1998).
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linear specification. Therefore, they estimate a semi-parametric partially linear regression
specification and find that the slope estimates for the non-parametric components are posi-
tive and statistically significant. In our study, we also consider the possibility of nonlinear
FDI effects by employing a quadratic specification for the FDI variable. We do not find a
strong evidence in favor of the quadratic specification over the linear specification in our
applications.
This study provides a different perspective from the aforementioned studies to analyze
the impact of FDI on economic growth. We think that an important reason for the in-
conclusive empirical findings in the literature is the use of cross-country growth regression
specifications that are derived from the Solow growth model. Utilizing these specifications
imposes the implicit assumption that each country is an isolated island. Within the frame-
work of the Solow growth model, the world becomes a collection of noninteracting closed
economies. However, in reality countries interact in various ways. Hence, the regression spec-
ifications derived from this model cannot provide an adequate inference (Acemoglu, 2008).
We suggest regression specifications based on a spatially augmented Solow growth model
to measure the effect of FDI on economic growth. Recently, Ertur and Koch (2007) and
Lee and Yu (2012) have considered models that allow interaction among countries through
a specification that addresses the diffusion of technology. Technological interdependence
among countries is explicitly specified and incorporated into the standard textbook growth
model. The diffusion of technology among countries is subject to frictions, the degree of
which is determined by geographic or economic proximities among countries. The modified
growth model is referred as the spatially augmented Solow growth model (Ertur and Koch,
2007). The theoretical equations for the steady state equilibrium and convergence dynam-
ics will yield empirical regression specifications that involve spatial lags of the dependent
variable and exogenous variables.3 Through these new regression specifications, the effect
of FDI on economic growth can be properly studied.
Our findings indicate that FDI inflows have a significant positive effect on the growth
rate of host countries: a simultaneous one percentage point increase in FDI inflows to total
3Lesage and Fischer (2008) provides an alternative motivation for this kind of model. See also Elhorst
et al. (2010).
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output ratio in all countries increases a host country’s output per-worker by approximately
0.62 percent. However, our results indicate that the spatial spillover effects of FDI inflows
are insignificant. We conclude that the earlier insignificant findings regarding to role of FDI
in the economic growth process are due to model misspecifications in the form of omitted
spatial effects.
The rest of this paper is organized in the following way. Section 2 discusses the spa-
tially augmented Solow growth model. The theoretical motivation and important model
implications are elaborated. Section 3 presents the description of the data. Section 4 re-
views estimation methods for the dynamic spatial panel data models. Section 5 presents
the findings. Section 6 includes sensitivity analysis of our core results. Section 7 closes with
concluding remarks.
3.2 Modified Solow Growth Model and Cross-Country Re-
gression Specifications
In light of the mixed findings presented in the introduction, we raise two important questions:
(i) how does the above reviewed empirical literature relate to theoretical models? and (ii)
how are the assumptions behind the theoretical models incorporated in the empirical studies?
In the empirical FDI literature, the textbook Solow model often motivates the suggested
regression specifications. The transition from this growth model to econometric models
produces what is known as the canonical cross-country growth regression models, which are
empirical analogues of the theoretical convergence dynamic equation of the Solow growth
model. In its modern form, the cross-country regression model is
Yit = β0 + β1Yi,t−1 +X
′
itβ2 + ci + αt + uit, (3.1)
where Yit is the log of output per-worker in country i at time t, ci and αt are respectively
country and time fixed effects, andXit is a vector of control variables capturing cross-country
differences. Various cross-section versions of (3.1) have been considered to investigate con-
vergence dynamics to a steady state and the impact of control variables on economic growth
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(Barro, 1991, Barro and Sala-i Martin, 1992, Mankiw et al., 1992). Recently, the panel data
and time series versions of (3.1) are also considered to shed light on the time series nature of
growth process (Durlauf et al., 2005). In this regard, the dynamic panel data specification
in (3.1) is suggested, among others, by Knight et al. (1993), Islam (1995) and Acemoglu
(2008).4
To investigate the impact of FDI on economic growth, cross-section and panel data ver-
sions of (3.1) are employed by adding FDI inflows as a control variable to the regression
model (i.e., the vectorXit includes the FDI with the standard control variables). The param-
eter estimate of FDI provides the empirical evidence for the impact of foreign investment.
The cross-country regression model is the empirical analogue of the theoretical convergence
equation of the Solow growth model in which each country is an isolated island. The model
assumes a collection of noninteracting closed economies. Therefore, the regression speci-
fication in (3.1) cannot capture the fact that countries interact.5 Recently, the literature
has considered growth models that allow technological interdependence among countries
through spatial externalities so that knowledge accumulated in one country depends on the
levels of knowledge in neighboring countries. Empirical studies on the diffusion of technol-
ogy indicate that geographic distance between countries determines the effectiveness of the
technological externalities. For example, Keller (2002) shows that the productivity effects
from R&D spendings of G-5 countries in other OECD countries decline with geographic
distance, which suggests that the diffusion of technology is localized. Along the same lines,
Bottazzi and Peri (2003) show that technology spillovers are very localized and exist only
within a distance of 300 km for the European regions.
Ertur and Koch (2006, 2007) and Lee and Yu (2012) modify the textbook Solow growth
model by assuming that the structure of technological interdependence is determined by
geographic distances among countries. The aggregate level of technology is specified as
4A huge part of empirical growth literature is about the convergence hypothesis (i.e., the claim that the
effect of the initial conditions on the economic growth will eventually disappear). In the context of the
cross-country regression model, the convergence is termed as unconditional/conditional β-convergence. The
unconditional β−convergence holds if (β1 − 1) < 0 in the model without any control variables and fixed
effects. When control variables and fixed effects are present, (β1−1) < 0 implies conditional β−convergence
(Durlauf et al., 2005). In the literature, the estimates of the convergence rate fall in the range between 1%
and 3% (Barro and Sala-i Martin, 1992).
5For the bias properties of various estimators suggested for (3.1), see Hauk and Wacziarg (2009) and
Islam (2001).
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Ait = A0e
gtkθit
∏
j∈Ji A
γwij
jt , where Ait of country i at time t depends on the level of physical
capital per-worker kit and the weighted stock of knowledge of its neighboring countries
denoted by the term
∏
j∈Ji A
γwij
jt . Ji denotes the set of neighboring countries of country i.
The parameter γ ∈ [0, 1) reflects the degree of technological interdependence and the weight
wij is an exogenous term that represents geographic proximity between country i and j.
The parameter θ ∈ [0, 1) indicates the strength of externalities generated by physical capital
accumulation in the production of technology. Also, the parameter g is the growth rate of
the exogenous portion of technology that is assumed to be identical for all countries. With
this formulation, the augmented Solow growth model turns into an interdependent system
in which countries cannot be treated as isolated units. This modified model is referred as
spatially augmented Solow growth model. The predictions of the spatially augmented Solow
model are different from that of the textbook Solow model, since the steady state output
per-worker of a country depends also on the steady state output per-worker, saving rate and
population growth of the neighboring countries.6
Next, we discuss the spatially augmented Solow growth model where human capital,
physical capital and FDI externalities are allowed in the production of technology. The re-
sulting steady-state and convergence dynamic equations will be the regression specifications
through which the impact of FDI is analyzed.
The Solow model with human capital can be considered as a non-stochastic dynamic
general equilibrium model, where a unique final good is produced and consumed. Consider
a world with n countries, each of which has a continuous time economy populated by a
representative household and a representative firm.7 By assumption households in the Solow
model do not optimize their consumption and saving; rather, they save a constant fraction
of their disposable income for investment in physical and human capital. The production
side of each economy is modeled by a representative firm that produces the final good
according to the Cobb-Douglas production function: Yi(t) = f(Ai(t),Ki(t), Hi(t), Li(t)) =
Ai(t)Ki(t)
αHi(t)
βLi(t)
1−α−β , where Yi(t) is the total amount of production of final good in
country i at time t, Ki(t) is physical capital stock, Li(t) is total employment, Hi(t) is human
6Ertur and Koch (2007) conclude that the textbook Solow model is misspecified as it ignores technological
interdependence and physical capital externalities.
7Throughout this study, household, individual and agent are used interchangeably.
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capital, and Ai(t) is the stock of technology. The production function is characterized by
constant returns to scale, and the parameters α and β are, respectively, physical and human
capital output elasticities. It is assumed that α > 0, β > 0, and α+ β < 1 so that there are
decreasing marginal returns to all inputs. Technology is a non-excludable nonrival good and
its diffusion among countries is subject to frictions that are determined by the geographic
proximities of countries. More specifically, the stock of knowledge is modeled as
Ai(t) = Ω(t)ki(t)
φ1hi(t)
φ2eφ3Fi(t)
n∏
j 6=i
Aj(t)
γwij , (3.2)
where Ω(t) = Ω(0)eµt represents the common stock of knowledge that is available to all
countries. This portion of technology is exogenous with the growth rate µ. Fi(t) is the FDI
intensity in country i at time t, which is assumed to be exogenous. Besides physical capital
per-worker ki(t) and human capital per-worker hi(t), the production of technology involves
FDI, and degrees of externalities stemming from these variables are respectively represented
by the parameters φ1 ∈ [0, 1), φ2 ∈ [0, 1) and φ3 ∈ [0, 1). The last term in (3.2) is the
weighted technology stock in other countries. The weight wij is exogenous, and determined
by a measure of geographic or economic distance between country i and j. It is assumed
that 0 ≤ wij ≤ 1, wij = 0 if i = j and
∑n
j=1wij = 1 for i = 1, . . . , n.
8 The parameter
γ ∈ [0, 1) reflects the degree of technological interdependence.
Our technology specification in (3.2) differs from the one stated in Ertur and Koch (2006,
2007). and Lee and Yu (2012). It depends not only on both types of capital but also on
the FDI intensity, which is partly motivated from Knight et al. (1993, Eq.(3) pg. 516) in
light of the findings in Keller (2010). This modification is relevant since FDI plays a role
of a conduit for the transfer of knowledge based assets to host countries. Keller (2010)
stresses the significance of FDI channel for technology spillovers. For example, technology
can diffuse to a domestic economy from a parent firm and its affiliates through local workers.
The tasks that are not imported from the parent firm are completed by its affiliates in host
countries through local production. The local workers are hired and trained for these tasks.
When these workers change jobs within the industry, knowledge diffuses (i.e., FDI spillovers
8For the explicit specification of the weights, see Section 5.
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through worker turnover). Furthermore, spillovers from affiliates can also occur through
their business operations in host countries. Many multinational affiliates engage in business
relations with local firms through either outsourcing certain intermediate inputs or selling
new quality-upgraded inputs to domestic final goods producers. In either case, technology
transfers can occur.9
We assume that all goods and factor markets are competitive. Households own labor and
both types of capital endowment. Labor is supplied inelastically so that all labor endowment
is supplied regardless of its price, and the labor market clears at each instant in time. Let
ni be the growth rate of labor so that at time t, Li(t) = Li(0)enit. The market clearing
conditions for both types of capital require the demand from firms to be equal to the supply
of both types by household.
The dynamics of the economy are determined by the laws of motion for physical and
human capitals:
K˙i(t) = sikYi(t)− δkKi(t), H˙i(t) = sihYi(t)− δhHi(t), (3.3)
where sik and sih are the exogenous rate of investment in physical and human capitals. The
depreciation rates are given by δk and δh, respectively, and are assumed to be the same in
all countries. From (3.3), the evolutions of physical and human capital per-worker are
k˙i(t) = sik(t)yi(t)− (ni + δk)ki(t), h˙i(t) = sih(t)yi(t)− (ni + δh)ki(t). (3.4)
Let Wn be an n× n spatial connectivity matrix of weights with an (i, j)th entry of wij .
In Appendix 3.8.1, we show that the reduced form of (3.2) is
Ai(t) = Ω(t)
1
1−γ ki(t)
φ1hi(t)
φ2eFi(t)φ3
n∏
j=1
[
kj(t)
φ1
∑∞
r=1 γ
rwrijhj(t)
φ2
∑∞
r=1 γ
rwrijeFj(t)φ3
∑∞
r=1 γ
rwrij
]
,
(3.5)
where wrij denotes (i, j)th element ofW
r
n . Writing the production function in terms of output
9For the empirical evidence on technology spillovers from FDI, see Keller (2010).
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per-worker and using (3.5) yield
yi(t) = Ω(t)
1
1−γ ki(t)
uiihi(t)
viieFi(t)$ii
n∏
j 6=i
[
kj(t)
uijhj(t)
vijeFj(t)$ij
]
, (3.6)
where uii = α+φ1
(
1+
∑∞
r=1 γ
rwrii
)
, uij = φ1
(
1+
∑∞
r=1 γ
rwrij
)
, vii = β+φ2
(
1+
∑∞
r=1 γ
rwrii
)
,
vij = φ2
(
1 +
∑∞
r=1 γ
rwrij
)
, $ii = φ3
(
1 +
∑∞
r=1 γ
rwrii
)
, and $ij = φ3
(
1 +
∑∞
r=1 γ
rwrij
)
, and
yi(t) =
Yi(t)
Li(t)
. There are two important implications of (3.6): (i) there exists parameter
heterogeneity in the production function, and (ii) output per-worker of country i depends
on both types of capital and the FDI intensity in neighboring countries.10
The production function given in (3.6) can be used to evaluate the social elasticity of
output per-worker with respect to both types of capital and FDI. When there is an increase
in these variables in country i, the social return of this increase will be uii + vii + $ii. On
the other hand, if there is a simultaneous increase in physical capital, human capital and
FDI in all countries, then country i receives a social return of uii + vii + $ii +
∑n
j 6=i uij +∑n
j 6=i vij +
∑n
j 6=i$ij . Local convergence requires a decreasing social return which implies
the condition of α+ β + (φ1+φ2+φ3)1−γ < 1.
11
The production function in (3.6) is characterized with decreasing returns to physical and
human capital, which ensures a steady state equilibrium for the level of output per-worker.
The transition dynamics of the economy to the steady state can be studied by exploring
the evolutions of physical and human capital. As a system of differential equations, (3.4)
can be log-linearized around the steady-state levels from which the transition dynamics of
output per-worker can be recovered. The speed of transition to the steady-state equilibrium
is measured by a convergence rate that is assumed to be the same for all countries. Under
this assumption, there are two empirical equations that can be derived as the analogues of
the theoretical equation of the transition dynamics of the model: (i) a growth-initial level
specification that implies a cross sectional regression model over the period consisting of the
time between the initial point (t1 = 0) and an arbitrary point in time (t2 = T ) (Mankiw
et al., 1992, Ertur and Koch, 2007), and (ii) a dynamic panel data specification that divides
10If there are no externalities, i.e., φ1 = φ2 = φ3 = 0, then the production function reduces to the usual
form given in Mankiw et al. (1992).
11For the proof, see Appendix 3.8.1.
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the whole period (T ) into several shorter time spans (Knight et al., 1993, Islam, 1995, Lee
and Yu, 2012).
In this study, we consider the dynamic panel data specification, where the whole period
T is divided into equal time-spans of τ .12 The resulting regression specification including
FDI as a covariate is13
ln yit = γ0 ln yi,t−1 + β02 ln sik + β03 ln sih + β04 ln (ni + δk + g) + β05Fi
+ η01
n∑
j 6=i
wij ln sjk + η02
n∑
j 6=i
wij ln sjh + η03
n∑
j 6=i
wij ln (nj + δk + g) (3.7)
+ η04
n∑
j 6=i
wijFj + λ0
n∑
j 6=i
wij ln yjt + ρ0
n∑
j 6=i
wij ln yj,t−1 + cni + αt + uit
for i = 1, . . . , n and t = 1, . . . , T . Stacking cross sectional units for each period, (3.7) can
be written more compactly as
Ynt = λ0WnYnt + γ0Yn,t−1 + ρ0WnYn,t−1 +Xntβ0 +WnXntη0 + cn + αtln + unt (3.8)
for t = 1, . . . , T . The spatial weight matrix Wn is an n × n matrix of known constants
describing geographic or economic proximities among countries. Its diagonal elements are
set to zero by construction (i.e., the distance of a country to itself is zero).14 The convergence
rate λ is determined from the relation γ0 = e−τλ. The other parameter constraints implied
by the theoretical convergence equation are relaxed so that the regression model in (3.8)
can be compatible with a more general setting. The dependent variable Ynt stacks the log
of output per-worker of all countries at time t into an n × 1 vector. On the right hand
side, there are spatial lags of current and time lag of Ynt, denoted respectively by WnYnt
and WnYn,t−1. The exogenous variables at time t are represented by n × 4 matrix Xnt =[
ln sk, ln sh, ln(n + g + δ), F
]
with a matching parameter vector β0 =
[
β01, β02, β03, β04
]′
.
The matrix WnXnt =
[
Wn ln sk, Wn ln sh,Wn ln(n+ g + δ), WnF
]
contains the spatial lags
of the exogenous variables at time t and η0 =
[
η01, η02, η03, η04
]′
is the matching vector
12For advantages of the dynamic panel data specification over the cross-sectional regression model, see
Knight et al. (1993), Islam (1995), Caselli et al. (1996), and Acemoglu (2008).
13For details, see Appendix A.
14For the specification of Wn, see Section 3.3.
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of parameters. The terms cn and αt can be considered as country and time fixed effects,
respectively. The disturbance term unt =
[
u1t, . . . , unt
]′
is n×1 vector, where uit is assumed
to be simply i.i.d with mean zero and variance σ20 for all i and t.
The regression equation in (3.8) is based on a spatially augmented growth model with
the assumption that there exists technological interdependence among countries. This as-
sumption manifests itself through the explicit specification of the technology process defined
in (3.2). The spatial econometrics literature refers to the model in (3.8) as a spatial dynamic
panel data model. This model can be estimated with tools from spatial econometrics.
3.3 Description of Data
FDI inflows, outflows and stocks data are taken from the UNCTAD Statistics database.
FDI statistics are recorded in the sub-account of Direct Investment in Financial Account in
Balance of Payments using a directional basis. The Direct Investment account consists of
three components: (i) Equity capital, (ii) Reinvested earnings and (iii) Other capital. All
transactions in these components are recorded on a debit and credit basis. Net decreases in
assets or net increases in liabilities are recorded as credits, while net increases in assets or net
decreases in liabilities are recorded as debits. Negative values indicate reverse investment
or dis-investment. The UNCTAD Statistics database provides annual data on inward and
outward foreign direct investment flows for the period 1970-2011. FDI stock estimates are
recorded in the International Investment Positions statement, which shows the stock of
external financial assets and liabilities for a given time period. The UNCTAD statistics
database provides annual data on inward and outward foreign direct investment stocks for
the period 1980-2011. FDI stock is the total sum of the value of the shares and reserves
(including retained profits) that are attributable to the parent enterprises. The stock also
includes the net indebtedness of affiliates to the parent enterprises.
Figure 3.1 shows how the pattern of inward FDI flows and stocks have evolved over
the last 30 years. Figure 3.1(a) shows total world inward FDI flows from 1980 to 2010.
There is a significant increase in the flows throughout the 1990s: from mid-to late 1990s,
inward FDI flows quintupled. During the period from the early 2000s to the 2007 financial
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Figure 3.1: FDI Inflows and Stocks
crisis, a similar upward trend has occurred. As Figure 3.1(a) shows the inward FDI flows
is very uneven with two peaks and two troughs. The burst of the financial bubble (dot-
com bubble) in 2000 induced a huge decline in worldwide inward FDI flows. Likewise,
the recent financial crisis of 2007 also has induced large contractions in worldwide inward
flows. The same worldwide pattern of inward FDI flows can also be seen in Figure 3.1(b)
which shows the distribution of FDI inflows across developing, developed and transition
countries: developed countries are the biggest recipients of inward FDI. However, the level
of FDI inflows is also much more volatile for developed countries. Throughout the whole
period, there exists a relatively steady expansion in the inflows for developing and transition
159
countries. According to UNCTAD (2012), developing and transition economies witnessed a
rise of 12 percent in 2011 relative to 2010, and the inflows reached a record level of $777
billion in 2011. Developed countries saw a 21 percent increase in 2011. The source of the
increase has been greenfield projects in developing and transition economies, and in case of
developed countries the source has been largely cross-border mergers and acquisitions.
The evolution of the magnitude of the worldwide inward FDI stock is presented in
Figures 3.1(c)-3.1(d). The recent financial crisis is the major event that induces a significant
decline in inward FDI stock. The total inward FDI stock in 2011 rose by 3 percent compared
with 2010 and reached $20.4 trillion level (UNCTAD, 2012). Figure 3.1(d) shows that this
rise occurs in all three major groups of economies: developed, developing and transition
economies.
In our empirical study, we consider FDI inflows data expressed as a ratio of domestic GDP
for a sample of 85 countries over the period 1980-2010. Most of the studies in the literature
use FDI inflows data, since FDI as a form of investment is a flow variable (Borensztein et al.,
1998, Alfaro et al., 2004, Carkovic and Levine, 2005, Kottaridi and Stengos, 2010).
The data for the real output per worker, physical investment and population variables
are taken from the latest version of Penn World Tables (PWT version 7.1), which contain
data for main macroeconomic variables for a large number of countries over the period 1950-
2010. For the physical investment share, the share of gross investment in GDP is used. The
population growth is the growth rate of working-age population (ages 15 to 64). Following
Ertur and Koch (2007) and Caselli (2005), we calculate the number of workers for a country
i at time t by RGDPCHit×POPitRGDPWit , where RGDPCHit is real GDP per-capita computed by
the chain method, POPit is the total population, and RGDPWit is real GDP per worker
computed by chain method.
Finally, we use two proxies for human capital: (i) The secondary school enrollment rate,
and (ii) average total years of schooling for the population aged 15 and over. Both series
are taken from Barro and Lee (2001).15
The detailed definitions and descriptive statistics of all variables are provided in Ap-
pendix 3.8.2. Table 3.9 shows that the between variations of all variables are quite close to
15For our core specification, we use secondary school enrollment rate.
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overall (pooled) variations except for the population growth and FDI inflows variables. The
statistics in the table suggest that the cross-sectional variation dominates our data. The
sample country list is also provided in Appendix 3.8.2. Finally, time series graphs given in
Figure 3.1(a) and 3.1(c) suggest that the effect of the missing countries from our sample
should be immaterial, since our sample captures the big portion of FDI inflows.
The spatial weight matrix in the spatially augmented Solow growth model specifies
technological interdependence among countries. The regression model recovered from the
model shows that the weight matrix determines the ways in which spillovers across countries
occur. A single weight matrix may not be appropriate for every kind of spillover, as a result
of which different kinds of weight matrices are considered in the literature (Moreno and
Trehan, 1997, Ertur and Koch, 2007, Conley and Ligon, 2002, Kelejian et al., 2013, Ertur
and Koch, 2011).
Our core results are based on a distance based weight matrix such that the element wij
is specified as the inverse of the square distance between countries i and j. The distance
dij between any two countries i and j is measured by the great-circle distance between
country capitals.16 Based on this measure, the elements of weight matrix Wn is constructed
as wij = 0 if i = j and wij = d−2ij if i 6= j. This kind of weight matrix is useful for two
main reasons: (i) Empirical studies on the diffusion of technology indicate that geographic
distance between countries determines the effectiveness of technological externalities (Keller,
2002, Bottazzi and Peri, 2003), and (ii) according to the gravity literature, distance is
a significant determinant of international trade, which in turn determines the extend of
technological spillovers between countries (Grossman and Helpman, 1991, p.169). Therefore,
proximity based on geographic distance also reflects economic distance based on bilateral
trade (Moreno and Trehan, 1997, Klenow and Rodriguez-Clare, 2005). In particular, Klenow
and Rodriguez-Clare (2005, p. 842) suggest that trade and FDI related spillovers would be
captured by the bilateral distance between countries.17
Our distance based spatial weight matrix is dense in the sense that each country is
16dij = R0 × arccos
(
cos
(|longitudei − longitudej |) cos(latitudei) cos(latitudej) +
sin(latitudei) sin(latitudej)
)
, where R0 is the Earth’s radius.
17We also employed another dense weight matrix based on wij = 0 if i = j and wij = e−2dij if i 6= j,
which gave similar estimation results.
161
related to all other countries in the sample. To test the robustness of our core estimates, we
also employ a sparse distance based binary weight matrix, which is described in Section 7.
3.4 Estimation Approach
3.4.1 Estimation of Spatial Dynamic Panel Data Model
The regression model in (3.8) with dependence in both time and space dimensions is classified
as the spatial dynamic panel data (SDPD) model to better link the terminology to the
dynamic panel data models (Lee and Yu, 2010c). In this section, we present the estimation
approach for the model in (3.8).18 Let ζ0 = (β
′
0, η
′
0)
′ and Xnt = (Xnt, WnXnt). Then, the
SDPD model in (3.8) can be written as
Ynt = λ0WnYnt + γ0Yn,t−1 + ρ0WnYn,t−1 + Xntζ0 + cn0 + αt0ln + unt (3.9)
for n× 1 cross-section units for t = 1, 2, . . . , T . The reduced form of this model is given by
Ynt = S
−1
n (γ0In + ρ0Wn)Yn,t−1 + S
−1
n Xntζ0 + S−1n cn0 + αt0S−1n ln + S−1n unt (3.10)
= AnYn,t−1 + S−1n Xntζ0 + S−1n cn0 + αt0S−1n ln + S−1n unt,
where Sn = (In−λ0Wn) and An = S−1n (γ0In+ρ0Wn). Depending on the eigenvalues of An,
Lee and Yu (2010c, 2011) show that the process for Ynt can be decomposed into a sum of a
possibly stable part, a possibly unstable part, and a time effect part. The stability of each
part depends on the size of the fraction
(γ0+ρ0
1−λ0
)
relative to 1. Thus, depending on the value
of the fraction
(γ0+ρ0
1−λ0
)
, Lee and Yu (2011, 2010c) specify the following three cases for the
process of Ynt: (i) stable case if
(γ0+ρ0
1−λ0
)
< 1, (ii) spatial cointegration case if
(γ0+ρ0
1−λ0
)
= 1
and γ0 6= 1, and (iii) explosive case if
(γ0+ρ0
1−λ0
)
> 1. Under each case, the data generating
process of the SDPD model is different, which implies that the asymptotic properties of the
QMLE will be different for each case.19
18The recent surveys in Anselin et al. (2008) and Lee and Yu (2010d,c) on spatial panel data models
provide in-depth reviews for many issues surrounding model specification and estimation.
19There is also a pure unit root case where all eigenvalues of An are 1. This case arises when
(
γ0+ρ0
1−λ0
)
= 1
and γ0 = 1. For details, see Lee and Yu (2010a), Yu et al. (2012).
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To simplify the notation, let Y˜nt = Ynt − YnT and Y˜n,t−1 = Yn,t−1 − YnT,−1 for t =
1, 2, . . . , T with YnT = 1T
∑T
t=1 Ynt and YnT,−1 =
1
T
∑T
t=1 Yn,t−1. Furthermore, let θ =
(γ, ρ, ζ
′
, λ, σ2)
′ and ϑ = (θ′ , c′n, α
′
T )
′ , where αT = (α1, . . . , αT )
′ is a vector time fixed effects.
At the true parameter values, these vectors are denoted by θ0 = (γ0, ρ0, ζ
′
0, λ0, σ
2
0)
′ and
ϑ0 = (θ
′
0, c
′
n0, α
′
T0)
′ . Let Znt = (Yn,t−1,WnYn,t−1,Xnt). Assume that Wn is row-normalized,
i.e., Wnln = ln. The estimation approach is based on the elimination of time fixed effects
by transforming the model with Jn = In − 1n lnl
′
n. For a row-normalized Wn, the relation
JnWn = JnWnIn = JnWn(Jn +
1
n lnl
′
n) = JnWnJn holds. Thus, premultiplying (3.9) with
Jn yields the following transformed model:
JnYnt = λ0JnWnJnYnt + γ0JnYn,t−1 + ρ0JnWnJnYn,t−1 + JnXntζ0 + Jncn0 + Jnunt. (3.11)
The time fixed effects are eliminated. However, the transformed disturbance terms are
still correlated since the variance of Jnunt is σ20Jn. Thus, the transformation introduces
linear dependence among the elements of Jnunt. Let [Fn,n−1, 1√n ln] be a n×n orthonormal
matrix, where Fn,n−1 is a n× (n− 1) sub-matrix containing orthonormal eigenvectors of Jn
corresponding to the eigenvalue of 1.20 The column 1√
n
ln corresponds to the eigenvalue of
0. Premultiplication of the transformed model in (3.11) with F ′n,n−1 eliminates the linear
dependence among the transformed disturbance terms. Lee and Yu (2010d,c) show that the
log-likelihood function for the model obtained from the transformation with F ′n,n−1 is
lnLn,T (θ, cn) = −(n− 1)T
2
ln 2pi − (n− 1)T
2
lnσ2 − T ln(1− λ) + T ln |In − λWn| (3.12)
− 1
2σ2
T∑
t=1
u
′
nt(θ, cn)Jnunt(θ, cn),
where unt(θ, cn) = (In − λWn)Ynt − γYn,t−1 − ρWnYn,t−1 − Xntζ − cn. From the first order
condition with respect to cn, the QMLE of the individual fixed effects can be obtained.
Then, the individual fixed effects can be concentrated out from the log-likelihood function
20Note that Jn is symmetric and idempotent. Its eigenvalues are 1 and 0. The algebraic multiplicity of 1
is n− 1.
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in (3.12) and the resulting concentrated log-likelihood is
lnLn,T (θ) = −(n− 1)T
2
ln 2pi − (n− 1)T
2
lnσ2 − T ln(1− λ) + T ln |In − λWn| (3.13)
− 1
2σ2
T∑
t=1
u˜
′
nt(θ)Jnu˜nt(θ),
where u˜nt(θ) = (In − λWn)Y˜nt − γY˜n,t−1 − ρWnY˜n,t−1 − X˜ntζ.
The asymptotic properties of the QMLE obtained from the maximization of the con-
centrated log-likelihood in (3.13), i.e., θˆnT , depends on the behavior of n relative to the
behavior of T . Lee and Yu (2010d) show that when T is large relative to n such that nT → 0,
θˆnT is
√
nT -consistent with an asymptotic normal distribution centered around θ0. When n
is asymptotically proportional to T such that nT → k ∈ R, θˆnT has convergence rate of
√
nT
but its asymptotic distribution is not centered around θ0. Finally, when n is large relative to
T such that nT → ∞, the QMLE has convergence rate of T with a degenerate distribution.
Thus, when T is relatively smaller than n the QMLE θˆnT has asymptotic bias. Lee and Yu
(2010d) suggest a bias reduction procedure for θˆnT .21
The above outlined transformation approach requires a row normalized weight matrix.
Lee and Yu (2010d) also consider a direct approach, where the estimation is based on the
maximization of the log-likelihood function of the untransformed model, which yields an
asymptotic bias of the order O(max{ 1n , 1T }). Without any transformation, the log-likelihood
of the model in (3.9) is given by
lnLn,T (ϑ) = −nT
2
ln 2pi − nT
2
lnσ2 + T ln |In − λWn| − 1
2σ2
T∑
t=1
u
′
nt(ϑ)unt(ϑ), (3.14)
where unt(ϑ) = (In−λWn)Ynt−γYn,t−1−ρWnYn,t−1−Xntζ−cn−αtln. The QML estimates
of fixed effects can be obtained from first order conditions with respect to cn and αT . This
21See Lee and Yu (2010d) for more details.
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operation yields the following results:
αˆt(θ, cn) =
1
n
l
′
n
[
(In − λWn)Ynt − γYn,t−1 − ρWnYn,t−1 − Xntζ − cn
]
, (3.15)
Jncˆn(θ) = Jn
1
T
T∑
t=1
[
(In − λWn)Ynt − γYn,t−1 − ρWnYn,t−1 − Xntζ
]
. (3.16)
Then, concentrating out cn and αT from (3.14) yields
lnLn,T (θ) = −nT
2
ln 2pi − nT
2
lnσ2 + T ln |In − λWn| − 1
2σ2
T∑
t=1
u
′
nt(θ)Jnunt(θ), (3.17)
where unt(θ) = 1T
∑T
t=1
[
(In− λWn)Ynt− γYn,t−1− ρWnYn,t−1−Xntζ
]
. The QMLE defined
by θˆn = arg maxθ lnLn,T (θ) has the asymptotic bias of the order O(max{ 1n , 1T }). Lee and
Yu (2010d) suggest an analytical bias reduction procedure to correct the bias.22
Both transformation and direct approaches outlined so far are based on the assumption
that the data generating process is a stable one, i.e., λ0 + γ0 + ρ0 < 1. Lee and Yu (2011)
suggest a unified transformation approach that can be used to estimate all three cases,
namely, stable, spatial cointegrated and explosive cases. The transformation approach is
based on the spatial difference operator (In −Wn) through which time effects and unstable
or explosive component are eliminated. Premultiplying (3.9) with (In −Wn) yields
(In −Wn)Ynt = λ0Wn(In −Wn)Ynt + γ0(In −Wn)Yn,t−1 + ρ0Wn(In −Wn)Yn,t−1 (3.18)
+ (In −Wn)Xntζ0 + (In −Wn)cn0 + (In −Wn)unt.
The variance of the term (In−Wn)unt is σ20(In−Wn)(In−Wn)
′ . Let Σn = (In−Wn)(In−Wn)′
and n∗ be the rank of the variance matrix of (In−Wn)unt. Then, n∗ is the number of degrees
of freedom for the transformed equation in (3.18). Since the rank of Σn is the number of
non-zero eigenvalues, we have n∗ = n−mn, where mn is the number of unit eigenvalues of
Wn.
Let Fn and Hn be the orthonormal matrix of eigenvectors of Σn such that ΣnFn = FnΛn
and ΣnHn = 0, where Λn is the diagonal n∗ × n∗ matrix of nonzero eigenvalues of Σn.
22See Theorem 4.3 in Lee and Yu (2010d).
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Here, Fn is an n × n∗ matrix of orthonormal eigenvectors corresponding to the eigenvalue
matrix Λn and Hn corresponds to zero eigenvalues of Σn. Lee and Yu (2011) use Fn and
Λn to further transform the model in order to remove multicollinearity of (In − Wn)unt.
Premultiplying the above equation with Λ−1/2n F
′
n yields
Y ∗nt = λ0W
∗
nY
∗
nt + γ0Y
∗
n,t−1 + ρ0W
∗
nY
∗
n,t−1 + X∗ntζ0 + c∗n0 + u∗nt, (3.19)
where Y ∗nt = Λ
−1/2
n F
′
n(In−Wn)Ynt,W ∗n = Λ−1/2n F
′
nWnFnΛ
1/2
n and the other starred variables
are defined in the same way. The number of observations in (3.19) is n∗ and the variance of
u∗nt is σ20In∗23. Then, the log-likelihood function can be written as
lnLn,T (θ, c
∗
n) = −
n∗T
2
ln 2pi− n
∗T
2
lnσ2 +T ln |S∗n(λ)|−
1
2σ2
T∑
t=1
u∗
′
nt(θ, c
∗
n)u
∗
nt(θ, c
∗
n), (3.20)
where u∗nt(θ, c∗n) = S∗n(λ)Y ∗nt − Z∗ntδ − c∗n with Z∗n = (Y ∗nt,W ∗ntY ∗n,t−1,X∗nt). Lee and Yu
(2011) show that the log-likelihood function in (3.20) can be written in terms of the original
variables (i.e., the variables without star). The resulting concentrated log-likelihood function
is given by
lnLn,T (θ) = −n
∗T
2
ln 2pi − n
∗T
2
lnσ2 + (n− n∗)T ln(1− λ) + T ln |Sn(λ)| (3.21)
− 1
2σ2
T∑
t=1
u˜
′
nt(θ)(In −Wn)Σ+n (In −Wn)u˜nt(θ)
where u˜nt(θ) = Sn(λ)Y˜nt− Z˜ntδ and Σ+n = FnΛ−1n F
′
n. The QMLE θˆnT is the extremum esti-
mator derived from the maximization of the log-likelihood function in (3.21). The asymptotic
argument in Lee and Yu (2011) is based on the assumption that n∗ is a non-decreasing func-
tion of T and T tends to infinity. Under this assumption, Lee and Yu (2011) establish the
consistency of θˆnT . Similar to Yu et al. (2008) and Lee and Yu (2010d), θˆnT has an asymp-
totic bias of O( 1T ) when n
∗ is asymptotically proportional to T and n∗ is large relative to T
(i.e., n
∗
T →∞). Therefore, Lee and Yu (2011) suggest a bias reduction procedure.
To summarize, when T is relatively smaller than n or n∗, the QMLEs based on transfor-
23Lee and Yu (2011) show that the transformed model in (3.19) is a stable one as long as λ0 + γ0 + ρ0 is
not much larger than 1.
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mation suggested in Lee and Yu (2010d, 2011) have an asymptotic bias of order O( 1T ). As
a result of this, analytical bias reduction procedures are suggested. The bias corrected esti-
mators are
√
nT -consistent and their asymptotic distributions are properly centered around
the true parameter value, when T
n1/3
→ ∞. That is, if T grows faster than n1/3, then the
bias corrected estimators have no asymptotic biases. For the case of the direct approach (see
(3.17)), the bias corrected QMLE is
√
nT -consistent and asymptotically centered normal,
when T
n3
→ 0 and n
T 3
→ 0.24
The SDPD model in (3.8) includes the spatial lag of the control variables to allow for an
exogenous interaction among countries (the SDPD model is in the form of a spatial Durbin
model (SDM) or a Durbin model). The nonlinear constraints known as common factor
constraints simplify the Durbin model to a spatial error model (SEM). The specification
for the SEM is Ynt = γ0Yn,t−1 + Xntβ0 + cn0 + αt0ln + unt, unt = λ0Wnunt + vnt, where
|γ0| < 1, and vnt is n× 1 vector of general disturbance terms with mean zero and variance
σ20In. Substitution of unt = S−1n vnt into the SEM yields Ynt = λ0WnYnt + γ0Yn,t−1 −
γ0λ0WnYn,t−1 + Xntβ0 − WnXntλ0β0 + Sncn0 + Snαt0ln + vnt, where Sncn0 and Snαt0ln
can be considered as the new transformed fixed effects. This reduced form of the SEM
imposes the common factor constraints of ρ0 = −γ0λ0 and η0 = −λ0β0 on the Durbin
model. Therefore, the SEM model can be estimated from the estimation approach outlined
so far by imposing the common factor constraints on the log-likelihood function.
3.4.2 Interpretation of Parameter Estimates
The marginal effects accounting for the exogenous variables require a different analysis due
to spatial dependence structure. A change in an explanatory variable for a country not
only affects the associated dependent variable of that country but also affects the dependent
variable of the other countries (LeSage and Pace, 2009, Elhorst, 2010). For our regression
24For the bias correction formulas, see Lee and Yu (2010d, 2011). In Monte Carlo studies, Lee and Yu
(2010d, 2011) and Yu et al. (2008) show that the bias corrected estimators have desirable finite sample prop-
erties even for small T. We also provide some Monte Carlo results based on a more realistic data generating
process in Section 5 to evaluate the performance of the bias correction procedures for our application.
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model, the reduced form is
Ynt = S
−1
n
(
γ0In + ρ0Wn
)
Yn,t−1 + S−1n Xntβ0 + S
−1
n WnXntη0 + S
−1
n cn0 + αt0S
−1
n ln + S
−1
n unt.
(3.22)
Denote the kth exogenous variable by xkt = (x1kt, x2kt, . . . , xnkt)
′ . Then, the partial deriva-
tive of the dependent variable with respect to the kth explanatory variable yields the fol-
lowing matrix of marginal effects:
∂Ynt
∂x
′
kt
=

∂Y1t
∂x1kt
∂Y1t
∂x2kt
· · · ∂Y1t∂xnkt
∂Y2t
∂x1kt
∂Y2t
∂x2kt
· · · ∂Y2t∂xnkt
...
...
. . .
...
∂Ynt
∂x1kt
∂Ynt
∂x2kt
· · · ∂Ynt∂xnkt

=
(
In − λ0Wn
)−1[
βk0In + ηk0Wn
]
, (3.23)
where βk0 and ηk0 are respectively the kth component of vectors β0 and η0. Evidently, a
change in kth explanatory variable in a country affects not only the per capita real income in
that country but also the per capita real income in its neighbors. Since each diagonal element
in (3.23) represents a direct effect and is generally not equal to other diagonal elements, the
interpretation is not as straightforward as the interpretation in a non-spatial model. LeSage
and Pace (2009) suggest taking the average of the diagonal elements as a scalar measure
of direct effects. Similarly, since every non-diagonal element represents an indirect effect,
a scalar measure of indirect effects is defined as the average sum of the row sums (or the
sum of the column sums) of the non-diagonal elements.25 Then, a scalar measure of total
effects is given by the average sum of direct and indirect effects, which reflects the average
overall impact of a change in the kth exogenous variable occurring simultaneously in all n
countries.26
The direct and indirect effects can be analyzed through the Neumann series representa-
25The sum of the row sums for the non-diagonal elements are equal to the sum of the column sums for
the non-diagonal elements for the matrix in (3.23). The average row sums of the non-diagonal elements is
defined as the sum of all non-diagonal elements divided by the number of countries n.
26Note that (3.23) represents the contemporaneous effects. One can also look at the diffusion effects
over time following the methodology suggested in Debarsy et al. (2012). Since our aim is strictly to com-
pare the empirical results from our study with the findings in empirical FDI literature, we focus on the
contemporaneous effects.
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tion of (In − λ0Wn)−1 =
∑∞
q=0 λ
q
0W
q
n = In + λ0Wn + λ
2
0W
2
n + · · · . In this representation,
the first term In represents the own-region impacts with no spillovers since the non-diagonal
elements are zero. The diagonal elements in the second term λ0Wn are zero, hence this
term reflects solely the first-order indirect effects. All other terms in the infinite series
representation represents second and higher order direct and indirect effects.
For the statistical inference, the dispersions of direct, indirect and total effects are needed.
Since the scalar measures of these effects are complicated functions of the parameters of the
spatial model as shown in (3.23), LeSage and Pace (2009) suggest a simulation method
through which the estimated dispersions can be recovered by using the variance-covariance
matrix of the parameters of the spatial model. Let Σn be the variance-covariance matrix of
the parameter vector and εn be a random vector having the same dimension of the parameter
vector. The random vector εn has multivariate standard normal distribution. Denote the
parameter vector of a spatial model with θ0. Then, the simulation technique depends on
the recursive relation: θr = Ln × εrn + θˆnT for r = 1, 2, . . . , R, where R is total number
of draws, θˆnT is a consistent estimate of θ0, and εrn is the random vector drawn from the
multivariate standard normal distribution. Let Σˆn be the consistent estimate of Σn. Then,
Ln is a lower-triangular matrix recovered from the Cholesky decomposition of Σˆn. A total
number of R draws of the parameter vector θr can be recovered, through which a simulated
sample of the direct and indirect effects can be obtained. Then, the mean and the dispersion
of direct and indirect effects can be calculated from the simulated samples for the purpose
of statistical inference.
3.5 Empirical Results
In this section, estimation results for the empirical analogue of the convergence equation of
the spatially augmented growth model is presented. The purpose of this empirical investi-
gation is to estimate the effect of FDI on economic growth through the regression model in
(3.8).
In general, the transition from a single cross section data model to a panel data model is
made possible by dividing the total period into several shorter time spans. We recover (3.8)
169
by dividing the whole period T into equal time-spans of τ . There are different suggestions
about the appropriate length of time spans in the growth literature (Islam, 1995, Mankiw
et al., 1992). Short time-spans are generally considered inappropriate for studying growth
convergence in a panel data framework, because unobservable factors may loom large and
the disturbance terms over short time-spans are more likely to be influenced by business
cycle fluctuations. We choose five-year time intervals, i.e., τ = 5, so that we have six data
points over the period 1980-2010. We construct exogenous variables by taking averages over
non-overlapping time-spans.
3.5.1 Estimation Results for Non-spatial Panel Data Models
First, we consider the estimation results for the non-spatial regression model recovered from
the augmented Solow growth model under the assumption that there is no technological
interdependence among countries, which corresponds to γ = 0 in (3.2).27 The estimation
results are reported in Table 3.1. We estimate the non-spatial panel data model using within
(FE), between (BE), pooled OLS (OLS), Arellano and Bond (1991) (AB) and Blundell and
Bond (1998) (BB) estimators. In the case of AB and BB estimators, assumptions about the
correlation between the pertinent explanatory variables xit =
(
ln sk, ln sh, ln(n + .05),F
)′
and the components of the disturbance term ci + αt + uit determine the moment functions
for the estimation. In our application, we consider two cases: case (i) we assume that xit
is predetermined such that E(x′ituis) 6= 0 for s < t, and zero otherwise; case (ii) xit is
endogenous in the sense that xit is correlated with uit and earlier shocks, but uncorrelated
with ui,t+1 and subsequent shocks.28 For case (i), we provide estimation results in Table 3.1.
Estimation results based on case (ii) and some other modifications are reported in Table 3.10
of Appendix 3.8.3 to test the robustness of the estimation results.
The BE and OLS estimators are inconsistent, since the time lag of the dependent variable
27The non-spatial panel data model given (3.1) is nested in our SDPD model in (3.8). That is, the SDPD
model simplifies to a non-spatial panel data model when λ0 = ρ = 0 and η0 = 0.
28Caselli et al. (1996) formulate moment functions under case (i). The moment functions involving xit are
in the following forms: For difference equation, case (i) E(x
′
i,s−1∆uit) = 0 for t = 3, . . . , T and 1 ≤ s ≤ t− 1
and case (ii) E(x
′
i,s−1∆uit) = 0 for t = 3, . . . , T ; and 2 ≤ s ≤ t − 1. For the level equation, case (i)
E(∆x
′
ituit) = 0 for t = 2, . . . , T ; and case (ii) E(∆x
′
i,t−1uit) = 0 for t = 3, . . . , T . For details, see Blundell
et al. (2000).
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is correlated with the error components of the model that are omitted in these models. This
correlation is expected to be positive so that the coefficient estimates on ln yt−1 is biased
upward in the case of BE and OLS estimators. This problem is known as the heterogeneity
bias or omitted variable bias (Hauk and Wacziarg, 2009). The FE estimator removes the
heterogeneity bias via the within transformation, which wipes out the country and time
fixed effects.29 However, the within transformation induces a substantial correlation between
the transformed lagged dependent variable and the transformed disturbances, resulting an
asymptotic bias of order O( 1T ). The mechanism of the within transformation indicates that
the correlation between the transformed time lagged dependent variable and the transformed
disturbance term is negative, implying a downward bias on the estimates of the lagged
dependent variable.30
Based on these observations, Bond (2002) and Roodman (2009a) state that a reasonable
estimate for the lagged dependent variable should be between the bound determined by
the estimates obtained from the OLS and FE estimators. In Table 3.1, both AB and BB
estimators report estimates within this bound. The specification tests reported for the
AB and BB estimators do not imply any problems such as serial correlation and invalid
instruments.
29Hauk and Wacziarg (2009) show that the elimination of the heterogeneity bias through the within
transformation can exacerbate measurement error bias.
30Note that this analysis of bias depends on the assumption that the true data generating process is
characterized with a non-spatial panel data model expressed in (3.1).
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Table 3.1: Nonspatial Model Estimations
(1) (2) (3) (4) (5) (6) (7)
FE BE OLS AB BB ABa BBa
ln yt−1 0 .6328 0.9939 0.9778 0.6421 0.9626 0 .6371 0.9550
[20.240] [79.950] [121.488] [10.749] [62.978] [8.8400] [57.990]
ln sk 0.1151 0.1009 0.1141 0.0692 0.1781 0.0662 0.2155
[4.4000] [4.2608] [7.0442] [1.3088] [4.8397] [1.3300] [4.8300]
ln sh 0.0096 -0.0055 0.0263 0.0377 0.0657 -0.0172 0.0824
[0.4000] [-0.2817] [2.0274] [0.8010] [2.0609] [-0.1901] [1.7900]
ln(n + .05) 0.0012 -0.1664 -0.0393 0.0160 -0.0372 0.0124 -0.0428
[0.8001] [-3.5783] [-2.1551] [0.9380] [-0.9676] [0.8300] [-1.1100]
FDI 0.2483 0.2269 0.4050 0.3656 0.1399 0.2005 0.0749
[1.1800] [0.7246] [2.3689] [0.8648] [0.6693] [0.5400] [0.3500]
constant – -0.1757 0.3512 – 0.6357 – 0.5597
– [-1.0722] [3.5971] – [3.9344] – [3.8300]
λ(convergence) 0.0915 0.0012 0.0045 0.0886 0.0076 0.0901 0.0092
[11.112] [0.5756] [3.2802] [5.7140] [2.8718] [4.7789] [3.2010]
Number of Obs. 425 425 425 340 425 340 425
Number of Inst. – – – 70 95 70 95
Test for AR(2) – – – -0.40 -0.16 -0.64 -0.16
– – – [0.686] [ 0.875] [ 0.521] [0.870]
Hansen J (all Inst.) – – – 70.500 81.810 66.64 79.10
– – – [0.190] [ 0.578] [ 0.289] [ 0.660]
Diff-Hansen J (Level Inst.) – – – – 74.430 – 68.600
– – – – [ 0.116] – [ 0.235]
Note: The brackets contain t-statistics for the parameter estimates and p-values for the test statistics. All regres-
sions include time fixed effects except columns (2) and (3). The last two columns are based on the average total
years of schooling as a proxy for the human capital. The superscript a denotes this measure. Test for AR(2)
stands for the Arellano-Bond test for the first difference of residuals. Finally, AB stands for the Arellano and
Bond (1991) estimator, and BB for the Blundell and Bond (1998) estimator.
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The convergence rate λ ranges from 0.1 percent to 9 percent, where the AB estimator
assigns relatively larger values. Using the AB estimator, Caselli et al. (1996) report ap-
proximately 10 percent for the convergence rate. However, Blundell and Bond (1998) and
Bond (2002) show that the AB estimator induces significant finite sample bias on coefficient
estimates when the autoregressive process is persistent and the relative variance of fixed
effects is high. In that case, the lagged levels of variables provide weak instruments for the
first differences of variables. The Monte Carlo studies in Blundell and Bond (1998) for an
autoregressive panel model without explanatory variables show that when the true value of
the time lag term of the dependent variable is around 0.8, the AB estimator suffers from
severe weak instrument problems and imposes huge downward bias in the direction of the FE
estimator.31 For our application, estimation results in Table 3.1 and in subsequent spatial
models indicate that the estimates of ln yt−1 is more likely to be bigger than 0.8, implying
poor performance for the AB estimator. In addition, the extensive Monte Carlo study in
Hauk and Wacziarg (2009) shows that the AB estimator overestimates the convergence rate
and underestimates the impact of the pertinent explanatory variables in the presence of
measurement error.
The BB estimator is designed to improve the properties of the AB estimator by exploiting
the information in the lagged differences of variables as additional instruments for the level
variables. In Table 3.1, the Diff-Hansen J test (Level Inst.) shows evidence for the validity
of these additional instruments. The BB estimates of ln yt−1 are 0.9626 in column (5)
and 0.9550 in column (7), which imply convergence rates of 0.7 percent and 0.9 percent,
respectively.
In terms of statistical inference, estimators provide different sets of inference regarding
to the role of variables in the growth process. The t-statistics reported for the BB estimator
indicate important efficiency gains due to extra moment functions formed from the first dif-
ferences for the level equation. Estimates of human capital variables are mostly insignificant,
except for the columns (3) and (5), where the human capital variable is measured by the
secondary school enrollment rate. In the last two columns of Table 3.1, average total years
31For a more general data generating process, where an explanatory variable also added to the model,
Blundell et al. (2000) obtain similar results.
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of schooling is used a proxy for the human capital variable, which is insignificant in both
columns. Overall, the BB estimator gives more reasonable results for the human capital,
suggesting that the lag differences of this variable as instruments are more informative. For
other variables, the estimation results replicate the findings of empirical growth literature.32
FDI is significant only in column (3). In all other columns, the FDI variable is positive
and insignificant, which is consistent with findings in the literature (Borensztein et al., 1995,
1998, Carkovic and Levine, 2005, Kottaridi and Stengos, 2010, Blonigen and Wang, 2004).
In the next section, we show that the omitted variables due to technological interdependence
in the non-spatial model are strongly significant, implying model misspecifications. Once
the omitted variables are incorporated through the spatial lag terms, a significant positive
impact for FDI is observed.
In Table 3.10 of Appendix 3.8.3, we provide additional estimation results to test the
robustness of estimates reported in Table 3.1. In columns (1), (2), (4) and (6), pertinent
explanatory variables are assumed to be endogenous rather than predetermined. First, the
AR(2) test in Table 3.10 of Appendix 3.8.3 shows that the null hypothesis of uncorrelated
disturbance terms is not rejected at any conventional significance level for all columns.
Second, the Hansen J test indicates that the null hypothesis that the moment functions are
valid cannot be rejected. In columns (3) and (5), the set of moment functions collapses to
a smaller set to investigate the effect of instruments proliferation for the BB estimator.33 A
large number of instruments can generally impose significant finite sample bias on parameter
and standard error estimates, and reduce the power of the specification tests such as Hansen
and Sargan tests of over-identification (Roodman, 2009b). The Diff-Hansen test statistics
for level instruments in columns (3) and (5) indicate that the instruments formulated from
the first differences for the BB estimator may not be valid.
In comparison with the results in Table 3.1, the Diff-Hansen J test shows that the rel-
atively bigger set of moment function used in Table 3.1 are valid, implying the assumption
that xit is predetermined rather than endogenous.34 Overall, the estimation results in Ta-
32This can be seen by just comparing our results in Table 3.1 with the results reported in Table 13 of
Hauk and Wacziarg (2009).
33The collapse technique for reducing the set of instruments is described in Roodman (2009a,b).
34Note that the Hansen J test is prone to weakness due to instruments proliferation. For details, see
Roodman (2009b).
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ble 3.10 of Appendix 3.8.3 suggest the same set of inference obtained in Table 3.1. In
particular, the FDI variable is insignificant in all columns.35
3.5.2 Estimation Results for SDPD Model
Now, we turn to estimation results for the SDPD model. Before we discuss the estimation
results, we evaluate the performance of the estimators described in Section 4 through the
Monte Carlo design described in Appendix 3.8.5. The aim of this Monte Carlo study is to
evaluate the bias properties of the estimators suggested in Lee and Yu (2010d, 2011) through
simulated data with moments resembling to those of our sample data.36 We consider two
data generating processes: (i) Model 1, where the data, disturbance terms and fixed effects
are generated from i.i.d. Normal(0, 1), and (ii) Model 2, where we use sample moments
of our data to generate exogenous variables and fixed effects. For both models, we use the
estimated parameter values reported in the first column of Table 3.2.37
The simulation results for the bias corrected QMLE are presented in Table 3.12 of Ap-
pendix 3.8.5. The simulation results show that the bias corrected estimator imposes almost
no bias. Although trivial, the amount of bias on on γ0 and ρ0 in Model 2 is relatively higher
compared to Model 1, which in turn suggests that the performance of the estimator should
be considered in realistic data generating processes. For the case where (n, T ) = (85, 10),
the amount of bias for these parameter decreases significantly in both models. For all other
parameters, the bias corrected direct approach QMLE imposes trivial bias. The simulation
results for the unified approach are provided in Table 3.13 of Appendix 3.8.5. The same
pattern about the bias properties is also prevalent for the unified approach. In terms of finite
sample efficiency measured with RMSE, the bias corrected QMLE of Table 3.12 is more ef-
ficient since the effective sample size is smaller in the unified approach. The transformation
in the unified approach reduces the sample size from 510 to 468 in this Monte Carlo study.
The estimates of γ0 is used in the calculation of the implied convergence rate. Therefore,
more reliable results can be obtained when T is larger in convergence studies based on
35For all models in this section, we also consider the square of FDI to investigate the nonlinear effect of
FDI in the growth process. We did not find any evidence for the nonlinear specification of FDI.
36We’d like to thank Jihai Yu for sharing his estimation routines with us.
37For the detail of the design, see Appendix 3.8.5.
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these estimators. In our application, our main concern is about the estimates of λ0 and
β40, which determine the estimates of the marginal effects of FDI inflows.38 As the bias
corrected estimators impose trivial biases on these parameters in all cases, the concern that
can be raised about the accuracy of our estimates regarding the role of FDI inflows in the
economic growth process is unfounded.
Now, we turn to the estimation results. Tables 3.2 and 3.3 report the estimation results
for the SDPD model. For the models in Table 3.2, the estimation method is the bias
corrected QML method suggested by Yu et al. (2008) and Lee and Yu (2010d).39 The models
in Table 3.3 are estimated with the unified approach suggested in Lee and Yu (2011), where
a spatial difference operator is used to eliminate the time dummy effects as well as possible
unstable and/or explosive components.
The consistency of bias corrected QML estimation method used for the SDM and SAR
models in Table 3.2 depends on the true data generating processes, characterized by the
sum (λ0 + γ0 + ρ0) relative to 1. For all models in Table 3.2, the estimated value of the sum
(λ0 + γ0 + ρ0) is greater than 0.9. When the sum (λ0 + γ0 + ρ0) is less than 1, the data
generating process of a dynamic spatial model is a stable one. In that case, the estimation
results reported in Table 3.2 are valid. The Wald test (Cointegration) statistic in column
(1) in Table 3.2 indicates that the data generating processes for the SDM with only country
fixed effects can be stable, as the p-value for the null hypothesis of (λ0 + γ0 + ρ0) = 1 is
close to 5 percent. For other models, the null hypothesis cannot be rejected at conventional
significance level of 5 percent, suggesting evidence for spatial cointegration or explosive data
generating processes. Lee and Yu (2011) provide simulation results for the size and power
of this test. When true data generating process is characterized with (λ0 +γ0 +ρ0) > 1, Lee
and Yu (2011) show that the power curves are irregular and suggest that the test should
be conducted based on the estimation results from the unified approach. Therefore, we
provide estimation results based on the unified approach in Table 3.3. The null hypothesis
of the spatial cointegration is rejected for all models at 5 percent level in Table 3.3. In
the subsequent analysis, we use parameters estimates obtained from the unified estimation
38See formula given in (3.23).
39All models in this section are estimated with the QMLE based on the direct approach. The transfor-
mation approach yields similar results, which are available upon request.
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approach.40
The other test statistics provided in Table 3.3 can be used to select the model that best
describes the sample data. To find out whether time period fixed effects are significant, we
perform an F-test. The resulting F-test statistic is 1.2319 (p-value = 0.2888) for the Durbin
model in column (3) and 1.1875 (p-value=0.3119) for the SAR model in column (4), which
suggests that including time fixed effects may not be appropriate. Turning our focus on
the Wald test statistics in columns (1) and (3) in Table 3.3, the SAR model clearly cannot
be rejected in favor of the SDM model at conventional significance levels. Furthermore,
the spatial lags of explanatory variables in columns (1) and (3) are generally insignificant.
The spatial lag of human capital W × ln sh is only significant at about 7 percent level in
column (1). The Wald test (SEM) statistic in column (1) for the common factor constraints
rejects the SEM model at 10 percent significance level. Two spatial lag terms W × ln yt
and W × ln yt−1 are strongly significant in all columns in Table 3.3. Hence, the SEM model
should not be adopted as it will suffer from the omitted variable bias. We conclude that the
SAR model is the better model to explain the sample data.41
Overall, the estimation results indicates that there exists evidence for conditional con-
vergence as the coefficient of ln yt−1 is less than 1 in all columns in Table 3.2 and 3.3. The
estimated convergence rate, λ, falls in the range from 0.0114 to 0.0357.42 In the previous
section, the BB estimator in Table 3.1 reports an estimate of 0.0092. The extensive study
in Hauk and Wacziarg (2009) shows that the convergence rate in non-spatial dynamic panel
data model is around 0.8 percent. Our larger results indicate that the omitted spatial lag
terms in non-spatial models introduce an upward bias in the estimate of ln yt−1 so that a
40Note that the effective sample size is different for the unified approach as the transformation involves
different matrices. At the first stage, the SDPD model is transformed with spatial difference operator (In −
Wn). This transformation introduces multicollinearity in the resulting disturbance term (In −Wn)unt. To
remove multicollinearity, another transformation based on the eigenvectors of the covariance of (In−Wn)unt
is employed. The second transformation changes the effective sample size for the estimation. As we showed
in Section 4.1, the effective sample size is n∗ = n−mn, where mn is the number of unit eigenvalues of Wn.
For our application, n∗ = 78, as a result of which the reported t-statistics in Table 3.3 are relatively smaller
than the ones reported in Table 3.2. See also Monte Carlo results reported in Lee and Yu (2010b, 2011).
41Note that the SDM model is the correct specification from the economic theory standpoint as it corre-
sponds to the theoretical convergence equation of the spatially augmented Solow growth model.
42Islam (1995) reports the implied values of convergence rate of 0.0375, 0.0444, and 0.0913 for three
different samples of countries from a non-spatial dynamic panel data model, which are higher than the
results reported in Table 3.2 and Table 3.3.
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relatively lower convergence rates are obtained in non-spatial models.43 The omitted spatial
lag variables in Tables 3.2 and 3.3 are significant, implying model misspecifications for the
non-spatial model of the previous section. The coefficient of W × ln yt−1 is negative and
significant in all models, suggesting that the initial conditions in other countries are also
relevant for the growth process of a country. The spatial lag of output per worker, W × ln yt,
has a positive significant coefficient in all regression models, suggesting the presence of the
endogenous interaction among countries.
The estimates of human capital are mostly insignificant in in Tables 3.2 and 3.3. This
anomalous result for the human capital variable is not new in the growth literature. For
instance, Knight et al. (1993) and Islam (1995) also report insignificant negative estimated
coefficients for the human capital variable. There are three explanations in the literature.
The first response points out the discrepancy between the theoretical variable H in the pro-
duction function and the actual variable used in regression models. According to this line of
argument, the variable based on schooling reflects only a fraction of human capital invest-
ment rate, and the differences in the quality of schooling are ignored in the construction of
this variable. The second explanation points out the temporal negative correlation between
variation in human capital and output per-worker, especially for developing countries. In
other words, a measure such as the secondary school enrollment rate rises steadily in many
developing countries, while output per-worker can still remain stable or even falls (Knight
et al., 1993, Islam, 1995). The third explanation brings up the issue of specification of hu-
man capital in the production function. According to this line of argument, the conventional
production functions do not allow an adequate role for the human capital to invoke its full
impact in the production process. A complex specification with respect to human capital
will open channels through which the full potential of human capital can be transmitted to
the growth process (Benhabib and Spiegel, 1994, Kalaitzidakis et al., 2001, Cohen and Soto,
2007, Kottaridi and Stengos, 2010).44 The spillover effect of human capital (represented by
43In next section, we change time interval of a period from 5 to 3 years in constructing the panel data.
This new panel has 10 data points per country. The convergence rates varies between 0.007 and 0.0119.
This result also suggest that the non-spatial models may underestimates the convergence rate.
44Cohen and Soto (2007) present a new data set for years of schooling from various sources by taking into
account the age structure of the population. They claim that the anomalous result for the human capital
variable in cross-country regression studies is due to measurement error. They show that their new data set
performs better than Barro and Lee (2001) series in cross-country growth regressions. However, this new
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the estimated coefficient for the spatial lag term W × ln sh) is positive and significant at 7
percent level in column (1) in Table 3.3, which might suggest some evidence for the presence
of spillovers for human capital. Finally, the estimation result for physical capital in columns
(1) and (2) in Table 3.3 are similar to the corresponding estimates obtained in the literature.
As for the break-even investment rate ln(n+ 0.05), the reported coefficient in the SDM and
SAR models has correct sign but is insignificant.
Before we turn to estimation results for FDI inflows, we investigate the direct and indirect
effects of both types of capital and population growth rate. The coefficient estimates in non-
spatial models show the direct effects and indirect effects are set to zero by construction. In
spatial models, a change in an explanatory variable not only affects its associated dependent
variable, but it also affects the dependent variable of neighboring units. The parameter
estimates in Table 3.2 and 3.3 do not represent the marginal effects of a change in exogenous
variables. The feedback effects that arise from the impacts passing through neighboring
countries and back to countries themselves should be considered in the marginal effects
accounting. For the SDM, the source of feedback effects are spatial lag of the dependent
and exogenous variables. Table 3.4 reports estimates of the direct, indirect and total effects of
the explanatory variables corresponding to parameter estimates from the unified approach.45
The estimates of the total effect for both types of capital in column (1) have the correct
signs and are significant. The striking result is about the human capital variable, which has
an insignificant direct effect but a significant positive indirect effect. This positive spillover
effect results in a positive and significant total effect for the impact of human capital. This
result is consistent with the results reported in the literature. For example, Conley and
Ligon (2002) use secondary and primary school enrollment rates for human capital and
provide empirical evidence of positive and significant spillovers for both types of measure.
Now, we turn to the estimation results for FDI.46 For all models in Tables 3.2 and 3.3,
FDI has positive and significant coefficients. The estimation results for the Durbin model
data set is available for 10-year intervals for the period 1960-2010. Therefore, we do not consider this data
set in our regression.
45These effects are calculated by the method described in Section 4.2. The marginal effects for Table 3.2
are given in Appendix 3.8.4.
46We also estimated specifications that include a squared FDI variable to capture possible nonlinear impact
of FDI on growth. The coefficient of the squared FDI variable was insignificant in all models, and therefore
we chose not to present them.
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in Table 3.3 with only country fixed effects indicate that the FDI variable is positive and
significant at about 5 percent significance level, but its spatial lag (W ×FDI) is insignificant.
Note again that these parameter estimates are not the marginal effects. Turning to Table 3.4
for the marginal effects, the direct effect of FDI is positive and significant in all columns.
However, the indirect effect is only marginally significant for the SAR models in columns
(2) and (4). For the SDM model in column (1) (with only country fixed effects), the direct
effect of FDI inflows is estimated as 0.4837, which suggests that on average one percentage
point increase in FDI inflows in a country increases its output per-worker by about 0.48
percent.47 For the same model, the indirect effect of FDI inflows is estimated as 0.6704 (p-
value= 0.2303), which suggests a positive but insignificant spillover effect for FDI inflows.
The total effect of FDI variable is 1.1541 for the same model, which means that a one
percentage point increase in FDI inflows simultaneously in all countries increases output
per-worker of a country by more than 1 percent.48 In the preceding analysis, we stated
that the SAR model without time fixed effects fits the sample data better. The marginal
effects reported in column (2) in Table 3.4 indicate that a simultaneous one percentage point
increase in FDI inflows in all countries increases output per-worker by about 0.62 percent
for a country. Overall, these results suggest strong evidence for the claim that FDI inflows
have a significant positive effect on the economic growth of host countries.
Finally, we compare the direct and total effects of FDI inflows reported in Table 3.4
with the estimated coefficients of FDI inflows reported in the empirical FDI literature. The
non-spatial dynamic panel data models are estimated to investigate the effect of FDI on
economic growth in the literature (Carkovic and Levine, 2005, Kottaridi and Stengos, 2010,
Blonigen and Wang, 2004). The estimation results based on the system GMM method in
Carkovic and Levine (2005) and Kottaridi and Stengos (2010) indicate mostly negative and
insignificant coefficients for FDI inflows, which we replicated in Table 3.1. Our positive and
significant total effect estimates of FDI inflows in Table 3.4 contrast with these results.
In the next section, we provide some modification to our core model specifications to do
47Note that the FDI inflow variable is measured as a ratio of GDP. See Table 3.9 for the variable definition.
48Recall that there are less degrees of freedom for the estimation in the case of the uniform approach.
Hence, the t-statistics in Table 3.4 are relatively smaller. In comparison, all total effects reported in Ap-
pendix 3.8.4 are strongly significant implying positive independent growth effects for the FDI variable.
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some robustness checks on the role of FDI in the economic growth process.
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Table 3.2: Bias Corrected QML Estimation Results
(1) (2) (3) (4)
SDM SAR SDM SAR
ln yt−1 0.8663 0.8974 0.8706 0.8802
[30.4498] [31.8872] [30.3578] [31.2379]
ln sk 0.1247 0.1231 0.1276 0.1316
[5.2042] [5.2612] [5.2128] [5.5364]
ln sh 0.0118 0.0347 0.0113 0.0160
[0.5258] [1.9177] [0.4851] [0.7210]
ln(n + .05) -0.0081 -0.0063 -0.0084 -0.0081
[-0.4900] [-0.3769] [-0.5009] [-0.4799]
FDI 0.4096 0.5475 0.4308 0.4110
[1.9854] [2.9536] [2.0195] [1.9579]
W × ln yt 0.3089 0.3188 0.3119 0.3068
[5.4363] [5.9142] [3.6096] [3.6942]
W × ln yt−1 -0.2492 -0.2498 -0.2467 -0.2589
[-3.8030] [-3.7728] [-2.8125] [-3.0479]
λ(convergence) 0.0287 0.0216 0.0277 0.0255
[4.3706] [3.4488] [4.2064] [3.9881]
Half-life 24.1459 32.0442 25.0127 27.1465
λ+ γ + ρ 0.9260 0.9665 0.9358 0.9280
Wald-test(Cointegration) 3.8087 0.8661 2.5491 3.2163
[0.0510] [0.3520] [0.1104] [0.0729]
Wald-test(SAR) 7.9927 – 3.7693 –
[0.0918] [0.4381]
Wald-test(SEM) 9.5329 – 4.8689 –
[0.0896] [0.4197]
F-test(time) – – 1.1017 4.0130
[0.3611] [0.0006]
log-likelihood 641.5157 629.5267 639.4348 632.8906
Number of Obs. 510 510 510 510
Country Dummy Yes Yes Yes Yes
Time Dummy No No Yes Yes
Note: The brackets contain t-statistics for the parameter estimates and the p-values for
the test statistics.
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Table 3.3: Bias Corrected QML Estimation Results (Unified Approach)
(1) (2) (3) (4)
SDM SAR SDM SAR
ln yt−1 0.9445 0.9413 0.9438 0.9433
[27.0229] [27.0962] [27.2864] [27.4301]
ln sk 0.1124 0.1202 0.1159 0.1197
[4.1777] [4.8893] [4.2881] [4.8537]
ln sh -0.0028 0.0198 0.0017 0.0216
[-0.1043] [0.8616] [0.0638] [0.9337]
ln(n + .05) -0.0410 -0.0134 -0.0479 -0.0157
[-1.2750] [-0.6289] [-1.4940] [-0.7378]
FDI 0.4428 0.4079 0.4689 0.4228
[1.9531] [1.8966] [2.0761] [1.9740]
W × ln yt 0.3063 0.3228 0.3196 0.3361
[3.5252] [3.9541] [3.9573] [4.4776]
W × ln yt−1 -0.3643 -0.3754 -0.3744 -0.3875
[-3.9082] [-4.1984] [-4.2367] [-4.5803]
λ(convergence) 0.0114 0.0121 0.0116 0.0117
[1.5429] [1.6374] [1.5762] [1.6004]
Half-life 60.7019 57.3535 59.9987 59.4004
λ+ γ + ρ 0.8864 0.8888 0.8891 0.8919
Wald-test(Cointegration) 5.7266 5.7262 5.4644 5.4262
[0.0167] [0.0167] [0.0194] [0.0198]
Wald-test(SAR) 5.5511 – 5.2038 –
[0.2353] [0.2670]
Wald-test(SEM) 9.2986 – 8.1876 –
[0.0977] [0.1462]
F-test(time) – – 1.2319 1.1875
[0.2888] [0.3119]
log-likelihood 579.6199 577.7332 579.6071 577.1568
Number of Obs. 468 468 468 468
Country Dummy Yes Yes Yes Yes
Time Dummy No No Yes Yes
Note: The brackets contain t-statistics for the parameter estimates and the p-values for
the test statistics.
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Table 3.4: Marginal Effects for Models in Table 3.3
(1) (2) (3) (4)
DIRECT SDM SAR SDM SAR
ln sk 0.1142 0.1245 0.1167 0.1239
[4.4794] [5.2158] [4.7542] [5.1559]
ln sh 0.0042 0.0196 0.0087 0.0212
[0.1711] [0.8675] [0.3607] [0.9303]
ln(n + .05) -0.0363 -0.0141 -0.0452 -0.0171
[-1.3001] [-0.6834] [-1.6543] [-0.8558]
FDI 0.4837 0.4277 0.4971 0.4327
[2.2866] [2.1688] [2.3524] [2.1177]
INDIRECT
ln sk 0.0178 0.0562 0.0120 0.0591
[0.3022] [2.4365] [0.1940] [2.4877]
ln sh 0.1343 0.0087 0.1246 0.0099
[2.0421] [0.7058] [1.9173] [0.8071]
ln(n + .05) 0.0465 -0.0061 0.0537 -0.0077
[1.1461] [-0.5982] [1.3006] [-0.7481]
FDI 0.6704 0.1958 0.5639 0.2077
[1.2082] [1.5841] [0.9951] [1.5734]
TOTAL
ln sk 0.1321 0.1807 0.1288 0.1831
[2.0677] [4.6883] [1.9255] [4.6382]
ln sh 0.1386 0.0284 0.1333 0.0312
[2.0686] [0.8328] [1.9980] [0.9102]
ln(n + .05) 0.0102 -0.0202 0.0084 -0.0248
[0.2903] [-0.6699] [0.2307] [-0.8376]
FDI 1.1541 0.6236 1.0611 0.6404
[1.8841] [2.0719] [1.6922] [2.0332]
Note: The brackets contain t-statistics for the parameter estimates.
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3.6 Robustness Exercises
In this section, we provide three modifications to our core specification to test the robustness
of the estimation results. First, we change our dense distance based spatial weight matrix
with a sparse weight matrix. The new weight matrix is a simple distance based binary matrix
such that spatial lag terms now reflect the average of pertinent variables in the nearest 10
countries for a particular country. More formally, let Ωi be the set of 10 nearest countries to
country i. Then, we set wij = 0.1 if j ∈ Ωi and 0 otherwise.49 The weight matrix constructed
in this way is denoted by Wd,10. The direct spillovers from the neighboring countries are
taken into account through this sparse weight matrix. In the subsequent analysis, our
original distance based weight matrix described in Section 3 is denoted simply by Wd.50 In
the second modification, we change the human capital variable in our specification to assess
the direct and indirect effects of this variable in the growth process. Instead of secondary
school enrollment rate, we use average total years of schooling for the population aged 15
and above from Barro and Lee (2001). Finally, we change the time interval of a period from
5 years to 3 years, i.e., τ = 3 so that the panel now consists of 10 data points.
For each modification, we provide estimation results only for the SDM specification, since
this model corresponds to the theoretical convergence equation of the spatially augmented
Solow growth model. Also note that the SDM nests both the SAR and SEM models so that
it is the only model that will produce unbiased coefficient estimates even when the true data
generating process is characterized as either the SAR model or the SEM model (LeSage and
Pace, 2009, p.158).
The estimation results for all three modifications are provided in Tables 3.5 through
3.8. For the first robustness exercise, we examine whether our results for the SDM in
49We choose 10 nearest countries by comparing log-likelihood function values of different models with
weight matrices based on different number of nearest countries. Our results show that when the number of
nearest countries is between 9 and 13, the model log-likelihood values are relatively higher. The difference
between the log-likelihood function values is 0.9712 when the number of nearest countries is 9 and 13. As a
result, we choose 10. The robustness exercises in this section are also considered when the weight matrix is
based on 13 nearest countries. The coefficient estimates do not vary significantly. The results are available
upon request.
50We also consider the level of bilateral trade as a measure of proximity. However, this weight matrix
is likely to be endogenous and the spatial econometrics literature has not provided a robust estimation
methodology for this problem. Therefore, we do not present the results for this weight matrix.
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Table 3.2 and Table 3.3 change qualitatively when we replace the spatial weight matrix
with Wd,10. The column (1) in Tables 3.5 and 3.6 presents the estimation results based on
Wd,10. As indicated by the log-likelihood function values, the model based on Wd,10 fits the
data better.51 The null hypothesis of λ0 + γ0 + ρ0 = 1 is not rejected for the estimation
results in the first column of Table 3.5, therefore we focus on the estimation results in
Table 3.6. The estimation results in the first column based on Wd,10 imply a different set
of inference regarding the role of spatial lag variables. First, from the the first column of
Table 3.6 spatial lags involving the dependent variable (W × ln yt and W × ln yt−1) are now
insignificant, suggesting the absence of the endogenous interaction. Second, the spatial lag
of human capital and population growth variables are now significant, implying spillovers for
these variable. The coefficient of FDI inflows is positive and significant at 6 percent level in
Table 3.6. The marginal effects are reported in Table 3.8. The total effect of FDI reported
in column (1) is 1.7034 and is marginally significant with a p-value of 0.0522.
Our core results in Tables 3.2 and 3.3 indicate an anomalous result for human capi-
tal. The coefficients of human capital are insignificant, whereas its spatial lag terms have
significant positive coefficients suggesting spillovers. In Section 5, we stated the possible ex-
planations for these results. Here, we further investigate the role of human capital by using
average total years of schooling for the population 15 and over from Barro and Lee (2001).
The estimation results based on this measure are provided in column (2) in Tables 3.5 and
3.6, which are based on W ad .
52 The null hypothesis of λ0 + γ0 + ρ0 = 1 is not rejected
for the estimation results in column (2) in Table 3.5, therefore we focus on the estimation
results in Table 3.6. The average total years of schooling as a measure of human capital
has negative sign and is significant. This negative significant coefficient is implausible which
underscores the functional misspecification issues regarding the role of human capital in the
production function (Benhabib and Spiegel, 1994, Kalaitzidakis et al., 2001, Kottaridi and
Stengos, 2010). The marginal effects of these models are presented in Table 3.8. Both direct
51Note that the Bayesian perspective of model comparison involving different weight matrices has ad-
vantages over likelihood-based methods. LeSage and Pace (2009) introduce Bayesian model comparison for
cross-section spatial models. It is not obvious how to extend the approach suggested in LeSage and Pace
(2009) to our SDPD model, which deserves further investigations.
52The superscript a denotes the average total year of schooling as a proxy for human capital. The weight
matrix Wd is the distance based matrix described in Section 3.
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and indirect effects of human capital based on the average total schooling are not signifi-
cant. This results contrast with the positive spillover effects that we documented for the
secondary school enrollment rate from the estimation results in Table 3.2 and 3.3. Overall,
these anomalous results on the role of human capital in the growth process suggest that
further research is needed on the specification issues raised in the literature. Finally, the
FDI coefficient is 0.3073 in column (2) in Table 3.6 and is not significant. The estimated
total effect in Table 3.8 for FDI inflows is again positive but not significant.
As a final robustness exercise, we investigate the effect of changing the length of time
intervals in constructing the panel data on our estimation results. In Table 3.5 and 3.6, we
provide estimation results, where the last two columns show the estimation results when the
time span of a period is 3 years. First, the sum (λ0 +γ0 +ρ0) is less than 0.95 in both tables.
Overall, the estimation results with both weight matrices W 3d and W
3
d,10 indicate a stable
date generating process, since the Wald tests (Cointegration) reject the null hypothesis of
(λ0 + γ0 + ρ0) = 1 in both Table 3.5 and 3.6. Therefore, we focus on the estimation
results reported in Table 3.5 as the number of degrees of freedom is larger for these results.
Overall, the parameter estimates imply the same set of inference we obtained from our core
specification. That is, the estimated parameters in terms of expected sign and statistical
significance are similar to those previously presented in Tables 3.2 and 3.3. The notable
difference is about the magnitude of the estimates for the FDI variable. The estimated
values in Table 3.5 are relatively smaller. The marginal effects of this exercise are reported
in Table 3.7. The direct effect of FDI is positive and significant in both columns. The
total effects reported are 0.4375 and 0.4309 in columns (3) and (4), respectively. In sum,
we confirm our conclusion from the previous section for different time intervals chosen for a
period in constructing our panel.
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Table 3.5: Bias Corrected QML Estimation Results for SDPD
Model
(1) (2) (3) (4)
Wd,10 W
a
d W
3
d W
3
d,10
ln yt−1 0.8795 0.8794 0.9213 0.9284
[30.4853] [31.1107] [52.7716] [51.8130]
ln sk 0.1219 0.1313 0.0795 0.0821
[5.1843] [5.5121] [5.8556] [6.0959]
ln sh -0.0010 -0.0891 -0.0083 -0.0032
[-0.0404] [-1.7778] [-0.6902] [-0.2724]
ln(n + .05) -0.0058 -0.0081 -0.0829 -0.0835
[-0.3528] [-0.4828] [-4.8976] [-4.9065]
FDI 0.3476 0.3874 0.2105 0.2347
[1.7389] [1.8589] [2.0588] [2.3373]
W × ln yt 0.3754 0.3326 0.2734 0.3671
[5.1217] [5.9506] [6.0405] [6.3487]
W × ln yt−1 -0.3099 -0.2528 -0.2521 -0.3517
[-3.8751] [-3.8597] [-5.1206] [-5.8617]
λ(convergence) 0.0257 0.0257 0.0273 0.0247
[4.7008] [4.7973] [14.4066] [12.7978]
Half-life 26.9959 26.9578 25.3547 28.0062
λ+ γ + ρ 0.9450 0.9591 0.9426 0.9439
Wald-test(Coint.) 1.8592 1.2256 6.0217 4.7344
[0.1727] [0.2683] [0.0141] [0.0296]
Wald-test(SAR) 11.9406 9.9019 19.5594 5.4938
[0.0178] [0.0421] [0.0006] [0.2403]
Wald-test(SEM) 13.8967 11.2808] 16.3200 6.9400
[0.0163] [0.0461] [0.0060] [0.2251]
log-likelihood 645.8081 636.8554 1259.7946 1256.5796
Note: The brackets contain t-statistics for the parameter estimates and the p-
values for the test statistics. The subscript 10 denotes the nearest 10 neigbours
only. The superscript a denotes the average total years of schooling as a proxy
the human capital variable. The superscript 3 stands for the length of time
spans used in constructing the panel data (i.e., T=10).
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Table 3.6: Bias Corrected QML Estimation Results (Unified
Approach)
(1) (2) (3) (4)
Wd,10 W
a
d W
3
d W
3
d,10
ln yt−1 0.8414 0.9257 0.9791 0.8894
[29.4437] [26.8561] [47.3936] [50.1401]
ln sk 0.1136 0.1198 0.0695 0.0942
[4.4645] [4.5457] [4.6314] [6.6752]
ln sh 0.0252 -0.1678 -0.0063 0.0039
[1.1280] [-3.1572] [-0.4911] [0.3325]
ln(n + .05) 0.0069 -0.0399 -0.0804 -0.0884
[0.4246] [-1.2602] [-4.5521] [-5.1121]
FDI 0.3974 0.3073 0.2465 0.2388
[1.9569] [1.3667] [2.2602] [2.4153]
W × ln yt 0.0010 0.3113 0.2769 0.0004
[0.0067] [3.7661] [3.5043] [0.0037]
W × ln yt−1 0.2155 -0.3778 -0.3392 0.0427
[1.4366] [-4.3033] [-4.2809] [0.4012]
λ(convergence) 0.0345 0.0154 0.0070 0.0391
[6.0948] [2.4815] [3.3176] [19.6048]
Half-life 20.0642 44.8984 98.4972 17.7380
λ+ γ + ρ 1.0578 0.8592 0.9168 0.9325
Wald-test(Coint.) 0.8585 8.0297 8.5527 3.1980
[0.3542] [0.0046] [0.0035] [0.0737]
Wald-test(SAR) 24.7518 4.2971 7.2082 9.1435
[0.0001] [0.3673] [0.1253] [0.0576]
Wald-test(SEM) 26.8457 8.0297 13.8764 8.7792
[0.0001] [0.1546] [0.0164] [0.1182]
log-likelihood 644.5152 587.3297 1157.2653 1248.7473
Note: The brackets contain t-statistics for the parameter estimates and the p-
values for the test statistics. The superscript a denotes the average total
years of schooling as a proxy for the human capital variable. The superscript
3 stands for the length of time spans used in constructing the panel data (i.e.,
T=10).
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Table 3.7: Marginal Effects for Models in Table 3.5
(1) (2) (3) (4)
DIRECT Wd,10 W ad W
3
d W
3
d,10
ln sk 0.1204 0.1336 0.0784 0.0822
[5.4783] [6.1450] [6.2591] [6.3754]
ln sh 0.0034 -0.0791 -0.0045 -0.0019
[0.1665] [-1.9138] [-0.4167] [-0.1741]
ln(n + .05) -0.0011 -0.0070 -0.0808 -0.0845
[-0.0721] [-0.4464] [-4.9943] [-4.9014]
FDI 0.3495 0.4079 0.2206 0.2347
[1.9501] [2.0881] [2.4116] [2.4657]
INDIRECT
ln sk -0.0302 0.0223 -0.0251 -0.0001
[-0.3889] [0.4680] [-0.9865] [-0.0011]
ln sh 0.1711 0.1607 0.0863 0.0657
[3.0431] [2.6376] [4.1153] [2.0421]
ln(n + .05) 0.1615 0.0122 0.0235 -0.0407
[2.2961] [0.4559] [0.5072] [-0.4525]
FDI -0.0236 0.5236 0.2169 0.1963
[-0.0345] [1.3994] [1.2795] [0.6324]
TOTAL
ln sk 0.0902 0.1559 0.0533 0.0822
[1.1055] [2.9508] [1.8943] [1.8218]
ln sh 0.1744 0.0816 0.0817 0.0638
[3.1349] [1.6871] [3.9455] [1.9617]
ln(n + .05) 0.1604 0.0052 -0.0574 -0.1252
[2.1245] [0.1507] [-1.1083] [-1.2995]
FDI 0.3258 0.9315 0.4375 0.4309
[0.4583] [2.3083] [2.4204] [1.3144]
Note: The brackets contain t-statistics for the parameter estimates.
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Table 3.8: Marginal Effects for Models in Table 3.7
(1) (2) (3) (4)
DIRECT Wd,10 W ad W
3
d W
3
d,10
ln sk 0.1136 0.1243 0.0709 0.0941
[4.8317] [5.2086] [5.2077] [7.0005]
ln sh 0.0257 -0.1625 -0.0025 0.0043
[1.2101] [-3.3159] [-0.2041] [0.3864]
ln(n + .05) 0.0063 -0.0386 -0.0836 -0.0887
[0.4216] [-1.3981] [-5.0315] [-5.5052]
FDI 0.3933 0.3041 0.2607 0.2389
[2.0189] [1.4539] [2.4487] [2.5219]
INDIRECT
ln sk -0.1923 0.0823 0.0189 0.0476
[-1.6469] [1.5174] [0.5506] [0.9421]
ln sh 0.3182 0.1099 0.0886 0.0561
[3.0474] [0.9099] [2.6643] [1.0771]
ln(n + .05) 0.2475 0.0430 -0.0649 -0.1227
[3.4577] [1.0099] [-1.1635] [-1.4503]
FDI 1.3100 -0.0032 0.1969 0.5124
[1.5895] [-0.0061] [0.8653] [1.5625]
TOTAL
ln sk -0.0787 0.2066 0.0899 0.1417
[-0.6219] [3.7683] [2.4996] [2.5609]
ln sh 0.3439 -0.0526 0.0862 0.0604
[3.1135] [-0.4325] [2.5252] [1.1031]
ln(n + .05) 0.2537 0.0044 -0.1486 -0.2114
[3.2816] [0.1178] [-2.5124] [-2.3387]
FDI 1.7034 0.3009 0.4577 0.7513
[1.9209] [0.5331] [1.8082] [2.1828]
Note: The brackets contain t-statistics for the parameter estimates.
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3.7 Conclusion
Despite the common sense that FDI should have a positive impact on the economic develop-
ment of host countries, the empirical literature shows no substantial evidence for any positive
impact of FDI. As more and more countries implement policies designed at promoting FDI
inflows, we think that it is critical to identify from the data whether FDI does indeed have
a significant positive impact. We think that the culprit for inconclusive findings so far is the
textbook Solow model that is very often employed to derive the regression specifications to
study the relationship between FDI and economic growth. The assumptions of the Solow
model yield a major shortcoming for the resulting regression specification: an isolated and
closed economy of the Solow growth model cannot reflect the real world in which countries
interact in various ways.
In this study, we overcome this shortcoming by implementing a modified version of the
textbook Solow model, which allows for interactions among countries via a modified total
factor production function; i.e., we employ a spatially augmented Solow growth model. We
think that since knowledge diffuses to a host country through various means of economic
interaction, FDI must play the role of a conduit for the transfer of knowledge-based assets
to host countries. We therefore choose to include FDI intensity as a multiplier in the TFP
specification. In this study, we use the corresponding empirical equation (SDPD) of the
theoretical convergence equation of the spatially augmented growth model to investigate the
effect of FDI on economic growth. The main characteristic of the new empirical equation
is that the spatial correlation is incorporated into the regression model. As a result, the
output per-worker of a country not only depends on its domestic pertinent variables but also
on the output per-worker and exogenous variables of other countries. Our empirical results
based on SDPD indicate that FDI indeed has a significant positive independent effect on
the output per worker of host countries.
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3.8 Appendix
3.8.1 Spatially Augmented Growth Model With Human Capital
In this section, the details about the derivation of the spatially augmented Solow growth
model are presented. Taking the logarithm of both sides of (3.2) and stacking the resulting
equation in a n× 1 vector yields
lnA(t) =
(
ln Ω(0) + µt
)
ln + φ1 ln k(t) + φ2 lnh(t) + φ3F(t) + γWn lnA(t). (3.24)
where lnA(t) is the n×1 vector with elements lnAi(t) andWn is the n×n matrix of (spatial)
weights. Given that
(
In − γWn
)−1 exists, the above equation can be solved for lnA(t):
lnA(t) =
1
1− γ
(
ln Ω(0) + µt
)
ln + φ1
(
In − γWn
)−1
ln k(t) + φ2
(
In − γWn
)−1
lnh(t)
(3.25)
+ φ3
(
In − γWn
)−1F(t).
Rewriting (3.25) for country i yields
Ai(t) = Ω(t)
1
1−γ ki(t)
φ1hi(t)
φ2eφ3Fi(t) (3.26)
×
n∏
j=1
[
kj(t)
φ1
∑∞
r=1 γ
rwrijhj(t)
φ2
∑∞
r=1 γ
rwrijeFj(t)φ3
∑∞
r=1 γ
rwrij
]
where wrij denotes (i, j)th element of W
r
n . Writing production function in terms of output
per-worker and substituting (3.26) into the resulting equation yields
yi(t) = Ω(t)
1
1−γ ki(t)
uiihi(t)
viieFi(t)$ii
n∏
j 6=i
[
kj(t)
uijhj(t)
vijeFj(t)$ij
]
(3.27)
where uii = α+φ1
(
1+
∑∞
r=1 γ
rwrii
)
, uij = φ1
(
1+
∑∞
r=1 γ
rwrij
)
, vii = β+φ2
(
1+
∑∞
r=1 γ
rwrii
)
,
vij = φ2
(
1 +
∑∞
r=1 γ
rwrij
)
, $ii = φ3
(
1 +
∑∞
r=1 γ
rwrii
)
, and $ij = φ3
(
1 +
∑∞
r=1 γ
rwrij
)
. If
there are no externalities, i.e., φ1 = φ2 = φ2 = 0 in the technology specification, then the
production function reduces to the usual form given in Mankiw et al. (1992).
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The production function in (3.27) can be used to evaluate the social elasticity of output
per-worker with respect to both types of capital and FDI. If there is an increase in ki(t), hi(t)
and Fi(t), then country i receives a social return of ∂ ln yi(t)∂ ln ki(t) +
∂ ln yi(t)
∂ lnhi(t)
+ ∂ ln yi(t)∂Fi(t) = uii+vii+$ii.
If there is a simultaneous increase in these variables in all countries, then the social return
for country i is given by
∂ ln yi(t)
∂ ln ki(t)
+
∂ ln yi(t)
∂ lnhi(t)
+
∂ ln yi(t)
∂Fi(t) +
n∑
j 6=i
∂ ln yi(t)
∂ ln kj(t)
+
n∑
j 6=i
∂ ln yi(t)
∂ lnhj(t)
+
n∑
j 6=i
∂ ln yi(t)
∂Fj(t)
= uii + vii +$ii +
n∑
j 6=i
uij +
n∑
j 6=i
vij +
n∑
j 6=i
$ij . (3.28)
The local convergence requires a decreasing social return: uii+vii+$ii+
∑n
j 6=i uij+
∑n
j 6=i vij+∑n
j 6=i$ij < 1, which then implies α + φ1
(
1 +
∑∞
r=1 γ
rwrii
)
+ β + φ2
(
1 +
∑∞
r=1 γ
rwrii
)
+
φ3
(
1 +
∑∞
r=1 γ
rwrii
)
+
∑n
j 6=i φ1
(
1 +
∑∞
r=1 γ
rwrij
)
+
∑n
j 6=i φ2
(
1 +
∑∞
r=1 γ
rwrij
)
+
∑n
j 6=i φ3
(
1 +∑∞
r=1 γ
rwrij
)
< 1. This condition can further be simplified to α+φ1
(
1+
∑∞
r=1 γ
r
∑n
j=1w
r
ij
)
+
β + φ2
(
1 +
∑∞
r=1 γ
r
∑n
j=1w
r
ij
)
+ φ3
(
1 +
∑∞
r=1 γ
r
∑n
j=1w
r
ij
)
< 1. Each row in Wn sum to 1,
which implies
∑n
j=1wij =
∑n
j=1w
r
ij = 1 for i = 1, . . . , n. Here w
r
ij is the (i, j)th element of
W rn .53 Then, decreasing social return condition can be written as α+ β +
φ1+φ2+φ3
1−γ < 1.
Under α + β + φ1+φ2+φ31−γ < 1, the production function is characterized by decreasing
returns which ensure a steady-state level for the level of output per-worker. At the steady-
state equilibrium, assume that economy grows at an exogenous rate g. Then,
k˙i(t)
ki(t)
= sik
yi(t)
ki(t)
− (ni + δk) = g ⇒ y∗i
k∗i
=
ni + δk + g
sik
, (3.29)
h˙i(t)
hi(t)
= sih
yi(t)
hi(t)
− (ni + δh) = g ⇒ y∗i
h∗i
=
ni + δh + g
sih
, (3.30)
where the terms with star sign (*) denotes the steady state level. From (3.27), (3.29), and
53This can be seen from W rn ln = Wn · · ·WnWnln = Wnln = ln, where ln is n× 1 vector of ones.
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(3.30), the steady-state output per-worker is
y∗i (t) = Ω
1
1−γ k∗i (t)
uiih∗i (t)
viieFi(t)$ii
n∏
j 6=i
[
k∗j (t)
uijh∗j (t)
vijeFj(t)$ij
]
= Ω
1
1−γ
(
siky
∗
i (t)
ni + δk + g
)uii ( sihy∗i (t)
ni + δh + g
)vii
eFi(t)$ii
×
n∏
j 6=i
[(
sjky
∗
j (t)
nj + δk + g
)uij ( sjhy∗j (t)
nj + δh + g
)vij
eFj(t)$ij
]
. (3.31)
Solving the above equation for y∗i (t) yields
y∗i (t) =Ω
1
(1−γ)ςii
(
sik
ni + δk + g
)uii
ςii
(
sih
ni + δh + g
) vii
ςii
e
Fi(t)$iiςii
×
n∏
j 6=i
[(
sjky
∗
j (t)
nj + δk + g
)uij ( sjhy∗j (t)
nj + δh + g
)vij
eFj(t)$ij
] 1
ςii
where ςii = (1− uii − vii).
The production function can be written first taking the logarithm and then stacking into
an n× 1 vector
ln y(t) = lnA(t) + α ln k(t) + β lnh(t). (3.32)
Substituting (3.25) into (3.32), premultiplying both sides with (In − γWn) and rearranging
yield
ln y(t) =
1
1− γ (ln Ω(0) + µt)ln + φ1(In − γWn)
−1 ln k(t) + φ2(In − γWn)−1 lnh(t) (3.33)
+ φ3(In − γWn)−1F(t) + α ln k(t) + β lnh(t),
=
1
1− γ (ln Ω(0) + µt)(In − γWn)ln + (α+ φ1)(In − γWn) ln k(t)
+ (β + φ2)(In − γWn) lnh(t) + φ3(In − γWn)F(t) + φ1γWn ln k(t)
+ φ2γWn lnh(t) + γWn ln y(t).
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Then, the steady-state level of log output per worker is54
ln y∗(t) =
1
1− γ (ln Ω(0) + µt)(In − γWn)ln + (α+ φ1)(In − γWn) ln
(
sky
∗(t)
n + δk + g
)
+ (β + φ2)(In − γWn) ln
(
shy
∗(t)
n + δh + g
)
+ φ3(In − γWn)F(t)
+ φ1γWn ln
(
sky
∗(t)
n + δk + g
)
+ φ2γWn ln
(
shy
∗(t)
n + δh + g
)
+ γWn ln y
∗(t). (3.34)
Let ψ = 1− (α+ φ1)− (β + φ2). Rewriting (3.34) for country i we obtain
ln y∗i (t) =
1
ψ
ln Ω(t) +
α+ φ1
ψ
ln
(
sik
ni + δk + g
)
+
β + φ2
ψ
ln
(
sih
ni + δh + g
)
(3.35)
+
φ3
ψ
Fi(t)− αγ
ψ
n∑
j 6=i
wij ln
(
sjk
nj + δk + g
)
− βγ
ψ
n∑
j 6=i
wij ln
(
sjh
nj + δh + g
)
+
γ(1− α− β)
ψ
n∑
j 6=i
wij ln y
∗
j (t).
The transition dynamics of the economy to the steady state can be studied by exploring
the evolution of physical and human capital. To this end, the differential equations in (3.4)
can be log-linearized around the steady state values from which the transitional dynamic of
the output per-worker can be recovered. Ertur and Koch (2006, pg.4) shows (from (3.4)) that
the evaluation of output per-worker in each country is governed by the following differential
equation:
d ln yi(t)
dt
=
µ
1− γ − λi[ln yi(t)− ln y
∗
i ], (3.36)
where λi is country specific convergence rate.55 Under the assumption that λi = λ ∀i, the
solution of the above differential equation provides the econometric specification that we use
in our application.
Let Zi(t) denote ln yi(t) − ln y∗i . Then, ∂Zi(t)∂t = Z˙i(t) denotes
∂(ln yi(t)−ln y∗i )
∂t in (3.36).
We will use the integrating factor u(t) to solve for the first-order differential equation. Let
g denote µ1−γ . We first rearrange (3.36) as
∂Zi(t)
∂t +λiZi(t) = g and then multiply both sides
54The equation still contains time input t. The time reference is maintained for the resulting regression
equation.
55For the functional form of convergence rate, see Ertur and Koch (2006).
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with u(t). Focusing on the left hand-side, we obtain
u(t)
∂Zi(t)
∂t
+ u(t)λiZi(t) =
∂(u(t)Zi(t))
∂t
(3.37)
= u(t)
∂Zi(t)
∂t
+
∂u(t)
∂t
Zi(t).
Therefore, λi = 1u(t)
∂u(t)
∂t =
∂ lnu(t)
∂t so that u(t)λiZi(t) =
∂u(t)
∂t Zi(t). Furthermore, integrat-
ing both sides of the expression for λi, we have
C1 +
∫
λi dt = lnu(t)⇒ u(t) = C2eλit (3.38)
where C1 and C2 are arbitrary constants. Let C2 = 1. Then,
geλit =
∂Zi(t)
∂t
eλit + λiZi(t)e
λit =
∂
(
Zi(t)e
λit
)
∂t
. (3.39)
Integrating both sides of (3.39), we obtain
∫
geλit dt = Zi(t)eλit ⇒ g
λi
eλit + C3 = Zi(t)e
λit (3.40)
where C3 is an arbitrary constant. Then, the solution for Zi(t) is Zi(t) = gλi + C3e
−λit. At
t = 0, Zi(0) = gλi + C3. Therefore, C3 = Zi(0) −
g
λi
. Substituting this expression in Zi(t)
yields
Zi(t) = Zi(0)e
−λit +
(
1− e−λit
) g
λi
. (3.41)
Then, the solution for ln yi(t) is
ln yi(t)− ln y∗i =
(
1− e−λit) g
λi
+ e−λit
(
ln yi(0)− ln y∗i
)
. (3.42)
Subtracting ln yi(0) from both sides of (3.42) and rearranging yield
ln yi(t)− ln yi(0) =
(
1− e−λit) g
λi
− (1− e−λit) ln yi(0) + (1− e−λit) ln y∗i . (3.43)
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To derive the dynamic specification suppose t ∈ Z and τ = t2 − t1. Then, from (3.43) we
obtain
ln yit2 − ln yit1 =
(
1− e−λiτ) g
λi
− (1− e−λiτ) ln yit1 + (1− e−λiτ) ln y∗i . (3.44)
Let Dn, and g denote the n×n diagonal matrix with elements 1− exp(−λiτ) and the n× 1
vector of g/λi, respectively. Rewriting (3.44) in matrix form for τ , we obtain
ln yt2 − ln yt1 = Dng −Dn ln yt1 +Dn ln y∗. (3.45)
Rewriting (3.35) in matrix form for τ and substituting into this expression yield
ln yt2 − ln yt1 = Dng −Dn ln yt1 (3.46)
+Dn
(
In − ρWn
)−1 [ 1
ψ
Ω +
α+ φ1
ψ
Sk + β + φ2
ψ
Sh + φ3
ψ
F − αγ
ψ
WnSk − βγ
ψ
WnSh
]
where ρ = γ(1−α−β)ψ , Ω = ln Ω(0) +µτ , Sk and Sh are the n× 1 vectors for the logarithm of
the saving rates divided by the effective rate of depreciation for physical and human capital,
respectively. Premultiplying (3.46) with
[
Dn
(
In − ρWn
)−1]−1 we obtain
(
In − ρWn
)
D−1n
(
ln yt2 − ln yt1
)
=
(
In − ρWn
)
g − (In − ρWn) ln yt1 (3.47)
+
[
1
ψ
Ω +
α+ φ1
ψ
Sk + β + φ2
ψ
Sh + φ3
ψ
F − αγ
ψ
WnSk − βγ
ψ
WnSh
]
.
Premultiplying (3.47) with Dn and rearranging, we obtain
ln yt2 − ln yt1 = Dng +Dn
1
ψ
Ω− ρDnWng −Dn ln yt1 + ρDnWn ln yt1 +
α+ φ1
ψ
DnSk
(3.48)
+
β + φ2
ψ
DnSh + φ3
ψ
DnF − αγ
ψ
WnDnSk − βγ
ψ
WnDnSh + ρDnWnD−1n
(
ln yt2 − ln yt1
)
.
Thus, the implied estimation equation from (3.48) is
ln yt =
(
In −Dn
)
ln yt−1 + ρDnWnD−1n ln yt + ρDnWn
(
In −D−1n
)
ln yt−1 + cn + εt (3.49)
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where
cn = Dn
1
ψ
(
ln Ω(0) + µt
)
+Dn
(
In − ρWn
)
g +
α+ φ1
ψ
DnSk + β + φ2
ψ
DnSh + φ3
ψ
DnF
− αγ
ψ
WnDnSk − βγ
ψ
WnDnSh
and εt = (ε1t, · · · , εnt)′ are the transitory error terms that are assumed to be i.i.d. across i
and t.
If λi = λ ∀i, then (3.49) simplifies to
ln yt = e
−λ ln yt−1 + ρWn ln yt + ρe−λWn ln yt−1 + cn + ηtln + εt (3.50)
where
cn =
(
α+ φ1
)(
1− e−λ)
ψ
Sk +
(
β + φ2
)(
1− e−λ)
ψ
Sh +
φ3
(
1− e−λ)
ψ)
F − αγ
(
1− e−λ)
ψ
WnSk
− βγ
(
1− e−λ)
ψ
WnSh
and ηt = 1−e
−λ
ψ
(
ln Ω(0) + µt
)
+ g
(
1− e−λ)λ−1(In − ρWn), and εt = (ε1t, · · · , εnt)′ are the
transitory error terms that are assumed to be i.i.d. across i and t. Also notice that if Wn is
row normalized, then g
(
1−e−λ)λ−1(In−ρWn)ln = g(1−e−λ)λ−1(1−ρ)ln. The specification
in (3.50) does not include the spatial lag of FDI. However, we include the spatial lag of FDI
in our specification to capture potential FDI spillovers.
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3.8.2 Data and Sample of Countries
Variable Definitions and Descriptive Statistics
Table 3.9: Variable Definitions and Descriptive Statistics
Number of observations: N=85, T=6
Variables Definition mean std. min max
Output per-worker
(ln yit)
logarithm of real GDP
per-worker
overall 9.3516 1.3395 6.1778 11.524
between 1.3332 6.6845 11.2716
within 0.1851 8.7419 10.1122
Investment rate (ln sk)
logarithm of the share of
gross investment in GDP
overall -1.6083 0.4422 -3.492 -0.5597
between 0.3945 -3.3456 -0.8525
within 0.2035 -2.3747 0.1753
Human capital (ln sh)
logarithm of secondary
school enrollment rate
overall -0.7596 0.7985 -3.5118 0.4406
between 0.7527 -2.9208 0.1692
within 0.2767 -1.8004 0.3096
Pop. growth rate
(ln(n + 0.05))
logarithm of the growth
rate of working age
population
overall -2.6496 0.3160 -8.3192 -1.9418
between 0.1664 -3.3995 -2.3589
within 0.2691 -7.5693 -1.1919
Inward FDI Flows
The share of inward
FDI flows in GDP
overall 0.0237 0.0344 -0.2056 0.2686
between 0.0231 -0.0269 0.1316
within 0.0255 -0.1550 0.1908
Average Schooling
(ln ash.)
logarithm of average
total years of schooling
overall 1.7030 0.5877 -0.4861 2.5581
between 0.5606 -0.0330 2.5200
within 0.1850 0.9014 2.1747
1. The variables in the table are constructed from a panel data set over the period 1980-2010 for 85 countries.
We choose five-year time intervals to construct the variables so that we have six data points over the whole
period. Then, the variables are constructed by taking averages over non-overlapping time-spans.
2. For the Pop. growth rate variable, we calculate the number of workers for a country i at time t by
RGDPCHit×POPit
RGDPWit
, where RGDPCHit is real GDP per-capita computed by the chain method, POPit is the
total population, and RGDPWit is real GDP per-worker computed by the chain method.
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Sample of Countries
Argentina, Australia, Austria, Bangladesh, Belgium, Benin, Bolivia, Botswana, Brazil, Bu-
rundi, Cameroon, Canada, Central African Republic, Chile, Colombia, Congo, Congo Demo-
cratic, Costa Rica, Côte d’Ivoire, Denmark, Dominican Republic, Ecuador, Egypt, El Sal-
vador, Finland, France, Ghana, Greece, Guatemala, Honduras, Hong Kong, India, Indonesia,
Ireland, Israel, Italy, Jamaica, Japan, Jordan, Kenya, Korea Rep., Malawi, Malaysia, Mali,
Mauritania, Mauritius, Mexico, Morocco, Mozambique, Nepal, Netherlands, New Zealand,
Nicaragua, Niger, Norway, Pakistan, Panama, Papua New Guinea, Paraguay, Peru, Philip-
pines, Portugal, Rwanda, Senegal, Sierra Leone, Singapore, South Africa, Spain, Sri Lanka,
Sweden, Switzerland, Syrian Arab Republic, Tanzania, Thailand, Togo, Trinidad and To-
bago, Tunisia, Turkey, Uganda, United Kingdom, United States, Uruguay, Venezuela RB,
Zambia, Zimbabwe.
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3.8.3 Robustness Exercises for Non-spatial Models
Table 3.10: Nonspatial Model Estimations
AB2 BB2 BBc ABa2 BBc,a BBa2
ln yt−1 0.6131 0.9605 0.9586 0.6406 0.9633 0.9634
[8.8108] [41.4077] [51.3159] [8.1603] [26.8636] [35.6337]
ln sk 0.0480 0.1648 0.2562 0.0508 0.2523 0.1911
[0.7470] [4.6897] [3.3321] [0.8950] [3.5099] [4.7225]
ln sh 0.0279 0.0682 0.0811 – – –
[0.5575] [1.6342] [1.9029] – – –
ln(n + .05) -0.0179 -0.1198 -0.0210 0.0156 -0.0245 -0.0583
[-0.2287] [-1.1203] [-0.7037] [0.1638] [-0.6635] [-0.6751]
FDI 0.4162 0.2104 -0.0884 0.2926 -0.1470 0.0412
[1.0076] [0.5519] [-0.3643] [0.5725] [-0.5761] [0.1165]
ln ash. – – – 0.0360 0.0594 0.0658
– – – [0.3514] [0.6203] [0.9641]
constant – 0.4094 0.8577 – 0.6448 0.4390
– [1.5271] [3.8642] – [2.8216] [1.8404]
λ(convergence) .09784 0 .0080 0.0084 0.0890 0.0074 0.0074
[5.1723] [1.9876] [2.5863] [4.3576] [1.1927] [1.5821]
AR(1) Test -2.9500 -2.7300 -3.3800 -3.0100 -3.3200 -3.3500
[0.003] [0.0060] [0.0010] [0.003] [0.0010] [0.001]
AR(2) Test -0.8300 -0.7700 0.1500 -0.7100 0.0600 -0.3400
[ 0.404] [0.4410] [0.878] [0.4790] [0.9520] [0.734]
Hansen J Test for all inst. 55.3600 78.5700 34.4700 56.3200 48.3300 73.8400
[ 0.1390] [0.1200] [0.0770] [0.1200] [ 0.0020] [0.2120]
Diff-Hansen J for Table 1 15.1370 3.2446 – 10.3174 – 5.2539
[0.5146] [0.9500] – [0.8495] – [0.9995]
Diff-Hansen J for Level Inst. – 54.9000 29.6800 – 34.0200 57.4500
– [ 0.1480] [ 0.0560] – [0.0180] [ 0.1010]
Number of Obs. 340 425 425 340 425 425
Note: All regressions include time fixed effects. The last three columns are based on the average total
years of schooling as a proxy for the human capital. The superscript a stands for this proxy. The
subscript 2 stands for case (ii), where xit is assumed to be endogenous. The superscript c stands
for collapse option described in Roodman (2009a), through which instruments are combined into a
smaller set. Test for AR(2) and AR(1) stands for the Arellano-Bond test for the first differences.
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3.8.4 Marginal Effects for Models in Table 3.2
Table 3.11: Marginal Effects for Models in Table 3.2
DIRECT SDM SAR SDM SAR
ln sk 0.1228 0.1263 0.1266 0.1353
[5.4787] [5.8301] [5.5538] [5.8280]
ln sh 0.0165 0.0343 0.0175 0.0151
[0.8187] [1.9955] [0.8038] [0.7260]
ln(n + .05) -0.0069 -0.0061 -0.0067 -0.0078
[-0.4592] [-0.3806] [-0.4274] [-0.4951]
FDI 0.4430 0.5615 0.4736 0.4134
[2.4544] [3.3415] [2.3329] [2.0533]
INDIRECT
ln sk -0.0201 0.0549 -0.0002 0.0561
[-0.4327] [3.7525] [-0.0046] [3.2732]
ln sh 0.0903 0.0147 0.0966 0.0062
[2.5775] [1.8827] [1.9181] [0.6655]
ln(n + .05) 0.0143 -0.0025 0.0138 -0.0032
[0.5742] [-0.3493] [0.5135] [-0.4632]
FDI 0.5438 0.2436 0.7969 0.1706
[1.5927] [2.7701] [1.6379] [1.8128]
TOTAL
ln sk 0.1027 0.1812 0.1263 0.1915
[1.9411] [5.7325] [2.1303] [5.3896]
ln sh 0.1068 0.0490 0.1141 0.0213
[3.0585] [2.0123] [1.9696] [0.7146]
ln(n + .05) 0.0074 -0.0086 0.0070 -0.0111
[0.2322] [-0.3731] [0.1999] [-0.4894]
FDI 0.9868 0.8051 1.2706 0.5841
[2.7779] [3.3481] [2.2793] [2.0381]
Note: The brackets contain t-statistics for the parameter estimates.
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3.8.5 Monte Carlo Results for Bias Corrected QMLE
Design
In this section, we provide some evidence on the performance of the bias corrected ML
estimators suggested in Lee and Yu (2010d) and Lee and Yu (2011). We consider the
following model
Ynt = λ0WnYnt + γ0Yn,t−1 + ρ0WnYn,t−1 +Xntβ0 + cn0 + unt. (3.51)
We consider two data generating processes for the above model.56 Both data generating
processes are based on the same parameter values. Based on our estimation results, we set
(λ0, γ0, ρ0)
′
= (0.3, 0.8,−0.2)′ . In our application Xnt =
(
ln sk, ln sh, ln(n + g + δ),F
)
is
n × 4 matrix and we set β0 = (0.1, 0.01,−0.08, 0.4)′ . For the first data generating process
(Model 1), the elements of Xnt, cn0 and unt are generated from i.i.d normal (0,1). Following
Yu et al. (2008), we generate the spatial panel data with 20 + T periods and then take
the last T periods as our sample. In the second data generating process (Model 2), we use
sample moments of our data set to generate exogenous and country fixed effects. We recover
country fixed effects from the estimation of (3.51) according to
cˆn =
1
T
T∑
t=1
[
(In − λˆnWn)Ynt − ρˆnWnYn,t−1 − γˆnYn,t−1 −Xntβˆn
]
. (3.52)
Following Hauk and Wacziarg (2009), we stack the sample data and the estimated country
fixed effects into an n× (4T + 2) matrix in the following way:
Dn =

ln sk11 ln sk12 . . . ln sk1T . . . F11 . . . F1T Y10 cˆ1n
ln sk21 ln sk22 . . . ln sk2T . . . F21 . . . F2T Y20 cˆ2n
ln sk31 ln sk32 . . . ln sk3T . . . F31 . . . F3T Y30 cˆ3n
...
...
. . .
...
. . .
...
. . .
...
...
...
ln skn1 ln skn2 . . . ln sknT . . . Fn1 . . . FnT Yn0 cˆnn

. (3.53)
56The model does not include time fixed effects, since they are not significant in our application.
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We calculate the sample mean and covariance of the variables in the above matrix. Let µDn
and ΩDn be, respectively, the sample mean vector and covariance matrix of Dn. We generate
the variables in Dn from a multivariate normal distribution with mean µDn and covariance
ΩDn . Then the dependent variable is generated according to (3.51). Finally, for both data
generating processes, we generate the elements of unt from i.i.d normal (0,1). We consider
(n, T ) = (85, 6) and (n, T ) = (85, 10) in both cases. In the second case (Model 2), where
(n, T ) = (85, 10), we average our sample data over 3 years periods so that we have 10 data
points. We use the distance based weight matrix described in Section 3 in this simulation.
Resampling is done 10,000 times.
Simulation Results
The simulation results are presented in the following table. In Table 3.12 and 3.13, the
empirical mean (mean), the bias (Bias), the empirical standard error (Std.Err.), and the
root mean square error (RMSE) of parameter estimates are presented.
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Table 3.12: SDPD Monte Carlo Results
λ γ ρ β1 β2 β3 β4
Model 1 : (n,T)=(85,6)
Mean 0.288 0.714 -0.175 0.096 0.010 -0.008 0.387
Bias -0.012 -0.086 0.025 -0.004 0.000 0.000 -0.013
Std.Err. 0.063 0.061 0.107 0.048 0.048 0.048 0.049
RMSE 0.064 0.105 0.110 0.048 0.048 0.048 0.051
Model 1 : (n,T)=(85,10)
Mean 0.293 0.758 -0.187 0.099 0.010 -0.008 0.395
Bias -0.007 -0.042 0.013 -0.001 0.000 0.000 -0.005
Std.Err. 0.046 0.037 0.066 0.037 0.036 0.036 0.036
RMSE 0.046 0.056 0.067 0.037 0.036 0.036 0.037
Model 2 : (n, T)=(85,6)
Mean 0.305 0.655 -0.071 0.103 0.047 -0.003 0.402
Bias 0.005 -0.145 0.129 0.003 0.037 0.005 0.002
Std.Err. 0.062 0.064 0.095 0.226 0.226 0.160 2.052
RMSE 0.062 0.159 0.160 0.226 0.229 0.160 2.052
Model 2 : (n,T)=(85,10)
Mean 0.302 0.728 -0.131 0.105 0.019 -0.004 0.350
Bias 0.002 -0.072 0.069 0.005 0.009 0.004 -0.050
Std.Err. 0.046 0.040 0.059 0.163 0.149 0.210 1.276
RMSE 0.046 0.083 0.091 0.164 0.149 0.210 1.277
Note: β1, β2, β3, and β4 correspond to ln sk, ln sh, ln(n + g + δ), and F , respectively.
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Table 3.13: SDPD Monte Carlo Results (Unified Approach)
λ γ ρ β1 β2 β3 β4
Model 1 : (n,T)=(85,6)
Mean 0.288 0.715 -0.173 0.097 0.009 -0.007 0.390
Bias -0.012 -0.085 0.027 -0.003 -0.001 0.001 -0.010
Std.Err. 0.069 0.066 0.117 0.051 0.050 0.050 0.052
RMSE 0.070 0.107 0.120 0.051 0.050 0.050 0.053
Model 1 : (n,T)=(85,10)
Mean 0.293 0.757 -0.186 0.099 0.009 -0.008 0.395
Bias -0.007 -0.043 0.014 -0.001 -0.001 0.000 -0.005
Std.Err. 0.050 0.039 0.074 0.037 0.037 0.037 0.038
RMSE 0.050 0.057 0.075 0.037 0.037 0.037 0.039
Model 2 : (n, T)=(85,6)
Mean 0.304 0.646 -0.062 0.106 0.041 -0.007 0.379
Bias 0.004 -0.154 0.138 0.006 0.031 0.001 -0.021
Std.Err. 0.068 0.068 0.103 0.237 0.239 0.166 2.163
RMSE 0.068 0.168 0.173 0.237 0.241 0.166 2.163
Model 2 : (n,T)=(85,10)
Mean 0.305 0.723 -0.128 0.104 0.016 -0.001 0.332
Bias 0.005 -0.077 0.072 0.004 0.006 0.007 -0.068
Std.Err. 0.049 0.043 0.065 0.171 0.154 0.219 1.331
RMSE 0.050 0.088 0.097 0.171 0.155 0.219 1.333
Note: β1, β2, β3, and β4 correspond to ln sk, ln sh, ln(n + g + δ), and F , respectively.
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4 GTλ: A flexible distribution for GARCH-type models
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Abstract
In this study, we introduce the Generalized Tukey Lambda (GTλ) distribution in estimation
of generalized autoregressive conditionally heteroskedastic (GARCH)-type models. We es-
tablish some large sample results for the proposed maximum likelihood estimator. To assess
its performance against other well-known distributions, we implement two methods. First,
with an extensive Monte Carlo study, we check for bias in finite samples. Second, we carry
out an experiment to evaluate out-of-sample forecasting performance of the new estimator
on two different data sets, and test for robustness.
Author Keywords: Generalized Tukey Lambda, GARCH, QMLE, Asymptotics, RC test,
SPA test
JEL classification codes: C22, C53, C58
4.1 Introduction
There are unique problems involved with modeling financial time series due to some stylized
facts associated with financial time series. To name a few,1
(i) Asset prices are in general nonstationary (i.e., close to a random walk with no drift);
whereas the return series are often weakly stationary. Also, the order of integration
for the asset prices is often not necessarily an integer.
(ii) Return series display small autocorrelations (except for the intraday return series with
very small time intervals between observations). On the other hand, the squared
returns or absolute returns show strong autocorrelations.
(iii) Volatility of the return series tends to be clustered (i.e., turbulent subperiods are
followed by quiet periods in no systematical way). Therefore, homoskedasticity as-
sumption for the returns are not appropriate.
(iv) The empirical distributions of the return series tend to be leptokurtic (i.e., has fat
tails and is sharply peaked at zero in comparison to a Gaussian distribution).
(v) Negative returns tend to increase volatility by a larger amount than positive returns
of the same magnitude. This so-called leverage effect implies that stock prices are
usually negatively correlated with changes in volatility.
(vi) Volatilities of different series are correlated.
Any satisfactory stochastic model must be able to capture these stylized facts. In con-
ventional time series models, the variance of the disturbance term is often assumed to be
constant over time. As mentioned in (iii) though, many economic time series exhibit periods
of unusually large volatility followed by periods of relative tranquility. Therefore, the as-
sumption of a constant variance (homoskedasticity) is often inappropriate. As it allows for
a time-varying variance of the disturbance term, GARCH-type models have been the main
tool for modeling volatility since its introduction by Engle (1982) and its generalization by
1See Francq and Zakoïan (2010, Chp.1) for a thorough discussion.
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Bollerslev (1986). To understand the importance of this feature of GARCH-type models,
consider an investor who needs to decide on holding a portfolio of assets for a certain period
of time. Obviously, she needs to figure out a relevant measure of risk over the holding period.
The risk premium will depend on the expected return and the variance of the return. But,
the relevant measure of risk is associated with the variance over the holding period, and
therefore it is not the unconditional variance.
Although there are other methods available for modeling volatility, such as stochastic
volatility models of Nelson (1988) and Harvey et al. (1994) and as discrete time approxima-
tions of continuous time processes of Hull and White (1987), GARCH-type models have been
popular as they enable investors to perfectly observe volatility from the previous period due
to the common property of GARCH-type models that the distribution of the series condi-
tional on past values of the series is Gaussian. Bollerslev (1987) also considers conditionally
t-distributed errors to account for the fact that many financial time series present fatter
tails than those of the normal distribution. Nelson (1991) suggests using the Generalized
Error distribution (GED) to capture conditional kurtosis. Andersen et al. (2003) provides
an extensive survey of GARCH-type models and the estimation techniques that have been
proposed in the literature.
We introduce the Generalized Tukey Lambda (GTλ) distribution in modeling GARCH
processes (GTλ-GARCH) and investigate its relative performance against the widely used
distributions that have been proposed, up to this point.2 In Section 4.2, we provide a
background on the GTλ distribution and show how it can provide a better fit to data for
GARCH-type models. We will explore its potential to better account for unconditional
kurtosis, as it allows for flexibility in skewness and kurtosis and its density can mimic a
variety of shapes.
In Section 4.3.1, we state the conditions and the main results for the large sample
properties of the maximum likelihood estimator (MLE). To measure relative performance
of a GARCH process with the GTλ distribution, we design a Monte Carlo experiment
where we randomly generate data from Normal, Generalized Error Distribution (GED),
Student’s t and GTλ distributions for different sample sizes and estimate the models with
2To the author’s knowledge nobody has yet done that in practice.
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quasi maximum likelihood techniques. In Section 4.3.2, we discuss the design for the Monte
Carlo experiment in detail. Our results confirm that GTλ-GARCH performs better in terms
of small sample bias and mean-squared errors.
Since the main interest with volatility models lies in out-of-sample forecast of the subject
model, in Sections 4.4 and 4.5, we evaluate GTλ-GARCH’s relative prediction power against
other distributions. We fit different GARCH specifications with Normal, GED, t, and GTλ
distributions to two data sets used previously in Andersen and Bollerslev (1997) and Hansen
and Lunde (2005). Furthermore, we check if a benchmark model of choice such as GTλ-
GARCH(1,1) is at least as good as any other model from a set of GARCH specifications
we consider. To do this, we implement the Reality Check test of White (2000) and the
Superior Predictive Ability test of Hansen (2005). Our findings indicate that GTλ-GARCH
outperforms any other GARCH specification for various measures of performance.
4.2 GTλ Family
Since its introduction in Hastings et al. (1947), the Tukey’s Lambda family has not been
widely used in comparison to the classical Pearsonian system of distributions. The GTλ is
essentially a parametric quantile function which links the quantiles of a random variable, ν,
to a uniformly distributed random variable, u. Ramberg and Schmeiser (1974) proposes the
following version of Tukey’s Lambda distribution (RGTλ):
ν = G(u) = η4 +
uη1 − (1− u)η2
η3
, (4.1)
where 0 ≤ u ≤ 1, η3 6= 0, and G, η4, η3, η1, and η2 are, respectively, the link (inverse
distribution) function, location, inverse scale, skewness and kurtosis parameters. Freimer
et al. (1988) studies properties of the following version of Tukey’s Lambda distribution
(FGTλ) and shows its relation to the Pearsonian family of distributions:
ν = G(u) = η4 +
(
uη1−1
η1
− (1−u)η2−1η2
)
η3
, (4.2)
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where 0 ≤ u ≤ 1, η3 6= 0, η1 and η2 are the shape parameters and η3 and η4 are inverse scale
and location parameters, respectively. Pregibon (1980) modifies FGTλ by setting η4 = 0,
η3 = 1, η1 = λ1 − λ2, and η2 = λ1 + λ2, where λ1 controls tail-thickness while λ2 controls
skewness. When λ1 − λ2 = 0 or λ1 + λ2 = 0, by the L’Hôpital’s rule, one replaces the
applicable term in the ratio in (4.2) with log(u) and log(1− u), respectively.
The GTλ distribution has been considered in discrete choice models as an alternative to
traditional probit and logit models by Koenker and Yoon (2009) and Vijverberg and Vijver-
berg (2012). The GTλ distribution nests logit and approximately nests probit, loglog, and
cloglog respectively, for (λ1, λ2) = (0, 0), (λ1, λ2) = (0.1436, 0), (λ1, λ2) = (0.1422,−0.2290),
and (λ1, λ2) = (0.1422, 0.2290). As shown in Figure 4.2, the GTλ density can mimic a variety
of density functions by allowing for various levels of asymmetry and tail-thickness including
extreme cases such as U-shaped, J-shaped or monotone. The tails can take different shapes
such as truncated and abrupt, thus can be thick, thin or even non-existing. Vijverberg and
Vijverberg (2012) shows that when λ1 > λ2, the lower bound of the range ε becomes finite
and equals −1(λ1−λ2) . The upper bound becomes finite and equals
1
(λ1+λ2)
, when λ1 > −λ2.
Figure 4.2 presents the feasible parameter regions for the GTλ distribution. To the right
of the 45 degree line in the direction of long arrows, the lower bound is finite; and to the
right of 135 degree line in the direction of small arrows, the upper bound is finite. The first
moment exists only when −λ1− 1 < λ2 < λ1 + 1. The condition for the existence of second,
third and fourth moments are given by −λ1 − 1k < λ2 < λ1 + 1k for k = 2, 3, 4, respectively.
In Figure 4.2, to the right of the solid blue line in the direction of short double arrows,
first four moments do exist. Hasebe and Vijverberg (2012) proves the consistency and the
asymptotic normality (CAN) of the maximum likelihood estimator for the linear regression
model with the GTλ distributed errors, when λ1 + λ2 < 0.5 and λ1 − λ2 < 0.5: to the left
of dashed blue line in the direction of long double arrows. The mean and the uncentered
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Figure 4.1: The GTλ density for λ1, λ2 = {−0.3, 0, 0.3}
second moment for a GTλ distributed random variable are given by 3
E(ν) =
−2λ1
(λ1 − λ2 + 1)(λ1 + λ2 + 1) , and (4.3)
E(ν2) =
2
(2λ1 + 1)(λ1 + 1)
+
2
(2λ2 + 1)(λ2 + 1)
− 2
λ1λ2
(
Beta(λ1 + 1, λ2 + 1)− 1
λ1 + 1
− 1
λ2 + 1
+ 1
)
.
There are various methodologies that have been proposed to estimate the parameters
of the GTλ distribution. Ramberg et al. (1979) and Karian and Dudewicz (2000) use a
method of moments approach, where one tries to find values of η1, η2, η3, and η4 of the
RGTλ that approximates the first four empirical moments of the data. Ozturk and Dale
(1985) estimates the parameters of RGTλ via a least squares method which minimizes the
squared distance between empirical data points and the expected values of the order statistics
by using a simplex search. King and MacGillivray (1999) suggests a starship method, where
3Refer to Vijverberg and Vijverberg (2012) for the higher moments and the derivations.
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first, the grid points that contain the parameters of the GTλ from the sample quantiles are
calculated and translated from the GTλ distribution into a random uniform distribution.
Then, a goodness of fit statistics is calculated for all points and the point with the best fit
is chosen. Su (2007) proposes a two-step likelihood approach to estimate the parameters of
the GTλ. First, the estimates for the starting values are calculated with the methodologies
of Karian and Dudewicz (2000). Then, the numerical log likelihood is maximized to find the
parameters of GTλ. We will employ the likelihood approach to estimate the parameters of
the GTλ-GARCH which is described in the next section.
λ1
λ2
⇐=
⇐=
⇒
⇒
−→
−→ →
→
0.5
0.5
−0.5
−0.25
Figure 4.2: Feasible parameter regions
4.3 GTλ-GARCH
To keep the matter simple, consider a series of interest, {νt}t∈Z from an unknown distribu-
tion. For q > 0 and p ≥ 0, a strong GARCH(p, q) process is defined as
t =
√
ht νt (4.4)
ht = ω0 +
q∑
i=1
α0i
2
t−i +
p∑
j=1
β0jht−j , t ∈ Z = {0,±1, . . .}
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where ω0 > 0, α0i ≥ 0 for i = 1, . . . , q, and β0j ≥ 0 for j = 1, . . . , p. Hence, the process
{ht}t∈Z is nonnegative. The sequence {νt}t∈Z is referred to as the “driving noise" sequence
and νt is an i.i.d. strictly stationary random variable such that E(ν2t |Ft−1) = 1, where Ft−1
is the σ-algebra generated by the set of all the available information up to period t − 1,
including period t− 1. In vector form, (4.4) is
bt = ct +M0t−1bt−1 (4.5)
where p ≥ 2, q ≥ 2, bt = (ht, . . . , ht−p+1, 2t−1, . . . , 2t−q+1)′ ∈ Rp+q−1, ct = (ω0, 0, . . . , 0)′ ∈
Rp+q−1, and
M0t =

β01 + α01ν
2
t β02 · · · β0,p−1 β0p α02 · · · α0q−1 α0q
1 0 · · · 0 0 0 · · · 0 0
0 1 · · · 0 0 0 · · · 0 0
...
...
. . .
...
...
...
...
...
...
0 0 · · · 1 0 0 · · · 0 0
ν2t 0 · · · 0 0 0 · · · 0 0
0 0 · · · 0 0 1 · · · 0 0
...
...
. . .
...
...
...
. . .
...
...
0 0 · · · 0 0 0 · · · 1 0

.
Each strictly stationary solution of the GARCH equations in (4.4) gives rise to a strictly
stationary solution of the random recurrence equation in (4.5). Bougerol and Picard (1992)
showed that a unique strictly stationary nonanticipative solution exists if and only if the
top Lyapunov exponent γ associated with the sequence (M0t)t∈Z is strictly negative, i.e.,
γ(M0) = lim
t→∞
∥∥M0tM0t−1 . . .M01∥∥ a.s.
where ‖ · ‖ denotes any matrix norm.4 Nonanticipative solution implies that bt is indepen-
dent of (M0t+h, ct+h) for each t. There are two important implications of γ(M0) < 0: (i)
4See Lindner (2009) for an extensive discussion on stationarity, mixing, and distributional properties of
GARCH(p, q) processes.
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∑p
j=1 β0j < 1, and (ii) E|1|2p <∞ for some p > 0 (Berkes et al., 2003, Lemma 2.3).
The scale parameter (conditional variance) is defined as σ2t = var(t|Ft−1). Following
Hansen (1994) and Hansen and Lunde (2005), let the conditional density of t be given by
g(t|θ,Ft−1) where θ is a vector of parameters which determine location, scale and skewness
and tail thickness. Then, the conditional density of the scaled innovations, tσt , is given by the
time-varying vector (σ2t , η′t)′, where ηt is a vector of shape parameters. It has been customary
in empirical GARCH literature to assume that the scaled innovations are either Gaussian
or are from a t-distribution with degrees of freedom, ϕ. Also, the shape parameters are
assumed to be time invariant. Here, we introduce the GTλ distribution in the specification
of the conditional density of the scaled innovations. It is now a two parameter quantile
function which links the quantiles of the scaled innovations, νt, to a uniformly distributed
random variable, ut:
νt = G(ut; θ) =
(
uλ1−λ2t − 1
λ1 − λ2 −
(1− ut)λ1+λ2 − 1
λ1 + λ2
)
. (4.6)
Conditionally on initial values 0, . . . , 1−q, σ∗20 , . . . , σ∗21−p, the GTλ likelihood is
Ln(θ) = Ln(Ξ, λ1, λ2; ν1, . . . , νn) =
n∏
t=1
g(νt)
where λ1 and λ2 control respectively tail-thickness and skewness of the GTλ density. The
initial values can be chosen as
0−k = σ∗20−k =
ω
1−∑qi=1 αi −∑pj=1 βj , for k = 0, . . . ,max(p, q), (4.7)
or using priming values
0−k = σ∗20−k = (1− .7)
n−1∑
t=0
.7n−t−12n−t, for k = 0, . . . ,max(p, q). (4.8)
The choice of start values does not matter for the large sample properties of the quasi MLE
(QMLE). However, in finite samples it might and remains open for further studies.
To calculate the density of the series, let g(νt) denote the density of the series, νt. Using
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the relations ut = G−1(νt) and g(νt) = ∂G−1(νt)/∂νt, some manipulations yield:
∂G−1(νt)
∂νt
=
∂ut
∂νt
=
∂ut
∂G(ut)
=
(
∂G(ut)
∂ut
)−1
=
(
uλ1−λ2−1t + (1− ut)λ1+λ2−1
)−1
. (4.9)
G−1(.) is not available in closed form for general values of (λ1 − λ2) and (λ1 + λ2) and the
numerical inversion techniques are needed to calculate the GTλ density.
An MLE of θ is defined as any measurable solution θˆn of
θˆn = arg max
θ∈Θ
log(Ln(θ)) = arg min
θ∈Θ
I∗n(θ), (4.10)
where I∗n(θ) = n−1
∑n
t=1 l
∗
t and l∗t = l∗t (θ) = log
(
u∗λ1−λ2−1t + (1− u∗t )λ1+λ2−1
)
+.5 log(σ∗2t ).
4.3.1 Large Sample Results
The properties of ML estimator (MLE) have been extensively studied for GARCH-type mod-
els. Lumsdaine (1996) shows the consistency and asymptotic normality (CAN) of the local
QMLE for GARCH(1,1). Berkes et al. (2003) shows that the global QMLE for GARCH(p, q)
is CAN. These papers assume that the scaled innovations are independently and identically
distributed. Lee and Hansen (1994) extends these results further to the CAN of the local
QMLE in GARCH(1,1) models with martingale difference scaled innovations.
Francq and Zakoïan (2004) and Escanciano (2009) proves the CAN of the global QMLE
in GARCH(p, q) models with martingale difference scaled innovations. Therefore, the pa-
rameters of the GARCH(p, q) process of scaled innovations with the GTλ conditional density
can be consistently estimated with ML techniques. To do so, we will make the following
assumptions. Let AΞ(z) =
∑q
i=1 αiz
i and BΞ(z) = 1−
∑p
j=1 βjz
j . Then, AΞ(z) = 0 if q = 0
and BΞ(z) = 1 if p = 0.
Assumption 4.1. γ(M0) < 0 and ∀θ ∈ Θ,
∑p
j=1 βj < 1.
Assumption 4.2. ut ∈ ]0, 1[ at θ0 and ν2t has non-degenerate distribution with E
(
ν2t
)
= 1
(i.e., |λ20| < λ10+ 12 and the non-degenerate distribution corresponds to a unique combination
{λ10, λ20}).
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Assumption 4.3. If p > 0, AΞ0(z) and BΞ0(z) have no common root, AΞ0(1) 6= 0 and
α0q + β0p 6= 0.
Assumption 4.4. θ0 ∈ Θ and Θ is compact.
The condition in Assumption 4.1 will be needed to obtain a useful lemma in the proof
of consistency. Assumptions 4.2 and 4.3 are the identification conditions. Assumption 4.4
is a substantive condition needed for uniform convergence results. It will be convenient
to approximate the sequence {l∗t (θ)} by an ergodic stationary sequence. By Lemma 4.1 in
Appendix 4.7.1, Assumption 4.3 implies that the roots of BΞ(z) are outside the unit disk.
Let (σ2(θ)) be the strictly stationary, ergodic and nonanticipative solution of
σ2t = ω +
q∑
i=1
αi
2
t−i +
p∑
j=1
βjσ
2
t−j , ∀t. (4.11)
Also, let σ2t (θ0) = ht. Denote the corresponding loglikelihood by In(θ; νn, νn−1, . . .) =
n−1
∑n
t=1 lt and lt = lt(θ) = log
(
uλ1−λ2−1t + (1− ut)λ1+λ2−1
)
+ .5 log(σ2t ).
Proposition 4.1. Let {θˆn} be a sequence of QML estimators satisfying (4.10) with the
initial conditions (4.7) or (4.8). Then, under Assumptions 4.1–4.4, θˆn
a.s.−−→ θ0, as n→∞.
The proof is based on a vectorial autoregressive representation of order 1 of the vector
σ2t defined in (4.15) and (4.16) in Appendix 4.7.1. By Assumption 4.1, σ2t can be written as
a series depending on the infinite past of the variable 2t . It can be shown that the initial
values are not important asymptotically, using the fact that 2t admits a moment of order p,
with p > 0 under the strict stationarity assumption. This property is useful to show that
the expectation of lt(θ0) is well defined in R and that Eθ0(lt(θ)) − Eθ0(lt(θ0)) ≥ 0 which
guarantees that the limit criterion is minimized at the true value (i.e., θ0 is identified).
Assumptions 4.2 and 4.3 are crucial to establish the identifiability. The former assumption
precludes the existence of a constant linear combination of the 2t−j , j ≥ 0. The assumption
of the common root is also used. The ergodicity of lt(θ) and a compactness argument
conclude the proof.
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To show that the QMLE has an asymptotically normal limiting distribution, let
H ≡ Eθ0
(
∂2lt(θ0)
∂θ∂θ′
)
, J ≡ Eθ0
(
∂lt(θ0)
∂θ
∂lt(θ0)
∂θ′
)
. (4.12)
We further make the following assumptions.
Assumption 4.5. Let c2 and c3 be any constants. Then, c22J(p+q+2,p+q+2)+2c2c3J(p+q+2,p+q+3)+
c23J(p+q+3,p+q+3) = 0 if and only if c2 = 0 and c3 = 0.
Assumption 4.6. |λ20| < λ10 + 14 , λ10 − λ20 6= k − (3/4) and λ10 + λ20 6= k − (3/4) for
k ∈ Z, λ10 − λ20 6= 1/(4k) and λ10 + λ20 6= 1/(4k) for k ∈ Z, and µ4 ≡ E
(
ν4t
)
<∞.
Assumption 4.7. θ0 ∈ Θint, where Θint denotes the interior of Θ.
The first-order condition of the criterion is a consequence of the estimator being in the
interior of the parameter space, i.e., Assumption 4.7. The requirement of the existence of
the fourth moment for νt in Assumption 4.6 is necessary for the existence of the variance of
the score vector. Assumption 4.5 is a necessary condition to show that J is nonsingular.
Proposition 4.2. Under Assumptions 4.1–4.7,
√
n
(
θˆ− θ0
)
is asymptotically distributed as
N
(
0, H−1JH−1
)
. Furthermore, by the information matrix equality H = J , the asymptotic
variance-covariance matrix reduces to J−1.
The estimation procedure presents a challenge in calculating G−1(νt), as it requires using
numerical inversion techniques which inevitably introduces approximation error. Moreover,
calculations of numerical first derivatives and numerical second derivatives in maximum
likelihood iterations inflate the approximation error. We suggest using the quasi-Newton
algorithm owed to Broyden (1967), Fletcher (1970), Goldfarb (1970), and Shanno (1970),
since quasi-Newton methods do not require calculating second derivatives, and therefore the
Hessian matrix, for parameter updates. Instead, these methods approximate the Hessian
matrix from the first derivatives. Although the consistency and the asymptotic normality
of the GARCH(p, q) process is proven, the CAN of GARCH(p, q) does not necessarily imply
unbiasedness in finite samples. In the following sections, we further investigate this issue.
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Figure 4.3: Specifications for the scaled innovations
4.3.2 Finite Sample Properties
We design a Monte Carlo experiment the following way. For the data generating process
(dgp), we employ four different specifications for the conditional density of the unstandard-
ized series t: standard normal, GED, t, and GTλ, and four sample sizes: 100, 250, 500, and
1000.5 For the GED, we set the shape parameter as s = 1.75. For s < 2, GED yields tails
that are heavier than a standard normal distribution. The t distributed random variables are
generated from a t distribution with 10 degrees of freedom. For the GTλ specification, we
set {λ10, λ20} = (0.167,−0.186), which approximates χ2(10) when normalized. The standard
normal random variable has a mean of zero, variance of 1, skewness of zero, and kurtosis of
3. The t distribution is symmetric at zero mean with the variance of 1.25, skewness of zero
and kurtosis of 4. The GED(s=1.75) specification has a mean of zero with a variance of 0.59,
skewness of zero and kurtosis of 3.30. With our parameter values for λ1 and λ2, the GTλ
random variable has a mean of 0.28, variance of 2.31, skewness of 0.86, and kurtosis of 4.14.
The scaled innovation νt is i.i.d.(0, 1). Therefore, we normalize each series by subtracting
the mean and scaling by the standard deviation such that these random numbers replace
νt. Figure 4.3 presents a visualization of the normalized series of these specifications. For
the conditional mean, we set µt = 0 for t = 1, · · · , T . Following Engle and Ng (1993), we
5To minimize the effect of initial values, n+100 observations are generated and the first 100 are dropped.
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employ a low persistence GARCH(1,1) process and set ω0 = 0.20, α0 = 0.05, and β0 = 0.75
to generate the conditional variance, ht, for t = 1, · · · , T . Hence, the dgp becomes
t = h
1
2
t νt, νt ∼ i.i.d. D(0, 1), D = {Normal,GED, t,GTλ}, (4.13)
ht = 0.20 + 0.05
2
t−1 + 0.75ht−1.
Results in Table 4.1 are based on 1000 replications.6 To assess the relative performance of
estimators, we compare bias and square root of mean squared errors (RMSE) of the QMLEs.
Following Kapoor et al. (2007), we define RMSE as
RMSE =
(
(bias)2 +
(
IQR
q
)2) 12
(4.14)
where IQR is the interquantile range (0.75 quantile - 0.25 quantile), “bias" is the difference
between the “median" value and the true value, and q = {1.346, 1.295, 1.249, 1.292} for the
standard normal, GED(s=1.75), t(10), and GTλ(λ10 = 0.167, λ20 = −0.186), respectively.
6Simulations have been carried out on CUNY HPCC sytem “Karle," which is a Dell shared memory
system with 24 processor cores, with R “doParallel" package using only 12 cores. Simulations are completed
in 13 hours 59 minutes and 27.1 seconds.
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Table 4.1: Monte Carlo Results: n = {100, 250}
Bias RMSE
n DGP QMLE ω α β ω α β
100 Normal Normal 0.049147 -0.014351 -0.056766 0.316945 0.088212 0.382590
t 0.032357 -0.020244 -0.026715 0.193909 0.081372 0.227732
GED 0.048900 -0.016238 -0.074000 0.321586 0.089831 0.395168
GTλ 0.002047 -0.000416 -0.022340 0.002993 0.000433 0.026585
100 GED Normal 0.052085 -0.006856 -0.055616 0.294192 0.095165 0.358769
t 0.039870 -0.011986 -0.036111 0.219497 0.089490 0.261988
GED 0.043562 -0.007679 -0.047325 0.284661 0.094720 0.349885
GTλ 0.002901 -0.000373 -0.020682 0.004137 0.000403 0.026825
100 t Normal 0.042296 -0.030277 -0.041770 0.335192 0.084173 0.388145
t 0.033409 -0.029234 -0.033878 0.249115 0.083473 0.290717
GED 0.044420 -0.031478 -0.044374 0.319783 0.084102 0.371045
GTλ 0.003633 -0.000348 -0.017063 0.005155 0.000395 0.027975
100 GTλ Normal 0.066118 -0.025127 -0.082225 0.395881 0.087307 0.471627
t 0.032769 -0.021289 -0.039165 0.261399 0.082006 0.306933
GED 0.061039 -0.019812 -0.083548 0.371417 0.090753 0.436761
GTλ 0.003745 -0.000311 -0.015302 0.006621 0.000420 0.030826
250 Normal Normal 0.026260 -0.006483 -0.020554 0.216914 0.058312 0.249775
t 0.067191 -0.008596 -0.064013 0.184079 0.054289 0.213138
GED 0.053004 -0.004205 -0.048196 0.228590 0.057562 0.276169
GTλ 0.003349 -0.000362 -0.028944 0.003576 0.000371 0.053238
250 GED Normal 0.030234 -0.004404 -0.020731 0.217335 0.066646 0.257027
t 0.081791 -0.003388 -0.084748 0.209447 0.064899 0.244045
GED 0.056377 -0.002127 -0.060248 0.232793 0.066863 0.274980
GTλ 0.003404 -0.000340 -0.010245 0.003817 0.000355 0.050788
250 t Normal 0.026801 -0.006349 -0.018984 0.247619 0.063938 0.290742
t 0.088404 -0.000247 -0.087481 0.269026 0.067327 0.296597
GED 0.080623 -0.003148 -0.084511 0.285057 0.065252 0.318678
GTλ 0.004368 -0.000308 -0.002655 0.005402 0.000399 0.028284
250 GTλ Normal 0.044716 -0.004833 -0.046225 0.270294 0.071513 0.311401
t 0.094454 0.000938 -0.103144 0.262102 0.059310 0.297317
GED 0.080335 -0.000709 -0.086557 0.278902 0.064848 0.317042
GTλ 0.004841 -0.000286 -0.001004 0.011683 0.000843 0.063422
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The results in Table 4.1 indicate that QMLEs with Normal, GED and t conditional
densities impose, respectively, a positive bias of more than 15 percent on the constant term
ω, and a negative bias of more than 15 percent on the ARCH parameter α in the smallest
sample. GTλ-GARCH performs best: it slightly overestimates ω and yields a positive bias of
about 2 percent for the worst case in the smallest sample. As for α, the negative bias is less
than 1 percent for all dgps. When the sample size increases to 250, while the performance
of other QMLEs improve for α, it does not change much for ω. All QMLEs, except the
GTλ-GARCH, impose positive bias for ω, in some cases more than 25 percent. The GTλ-
GARCH results in about 2 percent positive bias for ω. For α, other QMLEs now impose
about 3 times less negative bias, but the magnitude is relatively quite high compared to less
than 1 percent negative bias of GTλ-GARCH. It is apparent that QMLEs of GARCH(1, 1)
with Normal, GED and t conditional densities impose significant bias on the constant term
in smaller samples. All estimators underestimate the persistence parameter β in smaller
samples. The GTλ-GARCH results in about 3 percent negative bias in the smallest sample,
compared to more than 5 percent negative bias of other QMLEs on average. As the sample
size increases to 250, other QMLEs do not improve much, whereas GTλ-GARCH imposes
less than 1 percent negative bias in some cases. When we look at RMSEs of QMLEs in
smaller samples, the GTλ-GARCH captures all parameters more precisely. For ω, it is
about 20 times more precise than other QMLEs in smaller samples. For α, the precision of
GTλ-GARCH increases and is now more than 50 times more precise than other QMLEs.
On β, the picture does not change much in terms of relative RMSEs. The GTλ-GARCH
estimator is the best, and is on average more than 8 times more precise than other QMLEs.
In Table 4.2, sample sizes are increased to 500 and 1000. The results indicate that
QMLEs of GARCH(1, 1) with Normal, GED and t conditional densities improve on capturing
true ω, and yield on average a bias of about 5 percent for some dgps, when the sample size
is 500. On the other hand, GTλ-GARCH still captures ω very well and impose about 2
percent bias on average. While other QMLEs improve on α overall, the picture is not quite
clear. QMLEs with Normal and t conditional distributions impose more than 5 percent
negative bias in some cases. GTλ-GARCH still impose about a negative bias of less than 1
percent on the ARCH parameter.
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Table 4.2: Monte Carlo Results: n = {500, 1000}
Bias RMSE
n DGP QMLE ω α β ω α β
500 Normal Normal 0.012302 -0.003948 -0.004602 0.168137 0.041358 0.195132
t 0.005848 -0.006918 0.006069 0.127355 0.043042 0.147109
GED 0.010211 -0.004188 -0.001737 0.164174 0.040655 0.187806
GTλ 0.003656 -0.000344 -0.021382 0.004310 0.000377 0.026926
500 GED Normal 0.034137 0.002825 -0.039356 0.212247 0.043909 0.236277
t 0.013110 -0.000399 -0.007471 0.154480 0.044667 0.177845
GED 0.021326 0.001219 -0.020652 0.196782 0.043773 0.222945
GTλ 0.004635 -0.000291 -0.016697 0.005374 0.000350 0.020838
500 t Normal 0.029020 0.001106 -0.021238 0.205308 0.051745 0.240545
t 0.012620 -0.001331 -0.005653 0.178830 0.047723 0.204293
GED 0.016451 -0.001833 -0.012000 0.187154 0.048659 0.211225
GTλ 0.005503 -0.000237 -0.008326 0.007239 0.000452 0.029228
500 GTλ Normal 0.019184 -0.002639 -0.016372 0.212885 0.046780 0.244807
t 0.008718 -0.001805 -0.010708 0.182631 0.040948 0.206471
GED 0.011281 -0.001771 -0.011028 0.188813 0.043666 0.220505
GTλ 0.006826 -0.000155 -0.000547 0.016217 0.001074 0.062744
1000 Normal Normal 0.042600 0.002539 -0.046479 0.163412 0.029826 0.172931
t 0.074522 0.003117 -0.071805 0.136060 0.027204 0.138582
GED 0.044037 0.002719 -0.048302 0.143101 0.029767 0.165647
GTλ 0.004591 -0.000294 -0.003404 0.004853 0.000312 0.038067
1000 GED Normal 0.033945 0.002398 -0.036056 0.168498 0.031448 0.180606
t 0.051290 0.002656 -0.045701 0.144978 0.029151 0.156246
GED 0.040717 0.002366 -0.045483 0.153451 0.029395 0.163768
GTλ 0.005150 -0.000266 0.002071 0.005884 0.000369 0.029288
1000 t Normal 0.041555 0.002679 -0.049019 0.174772 0.032796 0.194807
t 0.039668 0.001811 -0.047650 0.161442 0.032288 0.177420
GED 0.047111 0.002221 -0.055861 0.161683 0.032754 0.177678
GTλ 0.006735 -0.000169 0.017570 0.007714 0.000298 0.024997
1000 GTλ Normal 0.019833 -0.000068 -0.026102 0.170736 0.035602 0.185379
t 0.013827 -0.000174 -0.024367 0.135824 0.028702 0.148712
GED 0.024710 -0.000257 -0.029602 0.156854 0.032583 0.171182
GTλ 0.008206 -0.000090 0.022966 0.014511 0.000884 0.075707
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For β, all QMLEs perform well for the sample size of 500, and impose a negative bias of
less than 5 percent. Other QMLEs perform better in some cases compared to GTλ-GARCH,
but the gap is trivial. As the sample size increases to 1000, the performance of other QMLEs
on ω does not change much, and they yield more bias compared to GTλ-GARCH, which is
about 5 times more in some cases. When we look at the relative performance of the QMLEs
on the persistence parameter β, the picture is not clear for the biggest sample, as well. All
QMLEs except GTλ-GARCH underestimate β. GTλ-GARCH yields positive bias for all
dgps except for the Normal dgp. For all dgps, GTλ-GARCH performs the best and yields
a trivial bias of about 1 percent in absolute value. The results in terms of RMSEs do not
change much for the bigger samples: GTλ-GARCH is again much more precise for ω and α,
respectively, about 20 and 50 times. For β, GTλ-GARCH is on average about 5 times more
precise than other QMLEs.
4.4 Empirical Applications
We use two data sets in the empirical analysis. The first data set consists of DM-$ spot
exchange rate data, where the estimation sample spans the period from October 1, 1987
through September 30, 1992 with 1257 observations. It is taken from the Fed’s Statistical
Data and Historical Releases Foreign Exchange Rates H.10 series available on the web.
The second data set consists of IBM stock returns, where the estimation period spans from
January 2, 1990 through May 28, 1999 with 2378 observations. It is downloaded from Yahoo
Finance services.7
For both data sets, we first calculate the daily returns by yt = log(pt/pt−1) for t =
1, · · · , T . By standardizing daily returns with its conditional mean and conditional variance,
we have νt = (yt − µt)/
√
ht, where conditional density of νt depends on location, scale, and
shape parameters. We specify four distributions to model scaled innovations: Gaussian,
GED, t, and GTλ (and use g(νt|ηt) = g(νt), g(νt|ηt) = g(νt|s), g(νt|ηt) = g(νt|ϕ), g(νt|ηt) =
g(νt|λ1, λ2). For the conditional mean, we employ four specifications: µt = 0, µt =m0, µt =
m0 +m1ht−1 (GARCH-in-mean), and µt =m0 +m1ht−1 +m2yt−1 +m3t−1 (ARMA-GARCH-
7Note that these dates are chosen due to the availability of the intraday data needed for the RC and SPA
tests.
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in-mean). Since our interest is solely on the relative performance of the GTλ distribution,
we only consider a GARCH(1, 1) process. This design yields 16 different specifications.
Figure 4.4 shows normal QQ plots of the corresponding logarithmic returns. The distri-
bution of logarithmic stock returns have both tails heavier than the Gaussian distribution,
and the right tail is slightly heavier than the left. The distribution of logarithmic exchange
rate returns also displays both tails heavier than the Gaussian distribution, and the right
tail seems slightly heavier than the left tail.
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Figure 4.4: QQ plots for log returns of selected financial market variables
Engle’s LM test for serial correlation in Table 4.4 indicates that we can reject the null
hypothesis of no serial correlation in the first five lags for each squared logarithmic return
series. The Lilliefors test yields, respectively, a test statistics of 0.4935 at the critical value of
0.0165 and a test statistics of 0.4947 at the critical value of 0.0227 for the logarithmic stock
returns and the logarithmic exchange rate returns. Hence, we reject the null hypothesis that
logarithmic return series are from a normal distribution with unknown mean and variance
for both data sets. The autoregressive nature of the squared logarithmic returns is obvious
for the both series. Thus, we proceed with estimating 16 GARCH specifications.
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Table 4.3: Estimation Results
DM-$ IBM
Normal t GED GTλ Normal t GED GTλ
ω 0.000002∗ 0.000002∗ 0.000002∗ 0.000002∗∗∗ 0.000011 0.000007 0.000007 0.000010∗∗∗
(0.000001) (0.000001) (0.000001) (2.32E-08) (0.000020) (0.000005) (0.000008) (1.89E-09)
α 0.077262∗∗∗ 0.077161∗∗∗ 0.075390∗∗∗ 0.069429∗∗∗ 0.059237 0.035888∗ 0.038839 0.059903∗∗∗
(0.018031) (0.016868) (0.016673) (0.000851) (0.060774) (0.015137) (0.025312) (0.000204)
β 0.894262∗∗∗ 0.895134∗∗∗ 0.896591∗∗∗ 0.816247∗∗∗ 0.913483∗∗∗ 0.944729∗∗∗ 0.941697∗∗∗ 0.888550∗∗∗
(0.025805) (0.023865) (0.023924) (0.000692) (0.113569) (0.027671) (0.04678) (5.09E-04)
ln(ν) 1.369133∗∗∗ 0.962196∗∗∗
(0.225864) (0.169132)
ln(s) 0.311212∗∗∗ 0.176198∗∗∗
(0.049639) (0.047187)
λ1 0.171509∗∗∗ 0.125373∗∗∗
(0.001133) (0.004996)
λ2 -0.006455 -0.004631∗∗∗
(0.018625) (0.001066)
KS 0.0540 0.0666 0.0537 0.0681 0.0579 0.0717 0.0609 0.1133
(0.0013) (<0.0001) (0.0014) (0.7882) (<0.0001) (<0.0001) (<0.0001) (0.1744)
Note: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001. KS refers to Kolmogorov-Smirnov test statistics. Standard errors and
p-values are in parentheses.
The results Table 4.3 indicate that the logarithmic exchange rate series are significantly
persistent.8 All QMLEs yield similar estimates for the ARCH and GARCH parameters.
However, GTλ-GARCH picks up relatively a little less persistence. The estimated values of
λ1 and λ2 indicate that the logarithmic stock returns and the logarithmic exchange returns
have distributions close to Normal, but the lower and the upper bounds are finite. For the
8We just present the conditional mean specification µt = 0. See Appendix 4.8 for all specifications.
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logarithmic exchange rate returns, the lower and upper bounds are, respectively, −5.61914
and 6.058628, and for the logarithmic stock returns, they are −7.692071 and 8.282122,
respectively. Both series represent slight positive skewness.
We implement the Kolmogorov-Smirnov (KS) test to check whether the logarithmic
return series are from Normal, t(ν), GED(s), or GTλ(λ1, λ2). The results reject the null
hypothesis that the logarithmic returns are from the specified distribution for Normal, t,
and GED for both series. However, we cannot reject the null hypothesis that logarithmic
exchange returns are from GTλ(λ1 = 0.171509, λ2 = −0.006455). Similarly, we cannot
reject the null hypothesis that logarithmic stock returns are from GTλ(λ1 = 0.125373, λ2 =
−0.004631).
We also test for serial correlation in squared innovations of the fitted GARCH models.
Results in Table 4.5 indicate that Engle’s LM test fails to reject the null of no autocorre-
lation for all specifications. Figures 4.5 and 4.6 present in-sample volatility forecasts of the
four GARCH estimators with conditional mean of zero. Apparently, GTλ-GARCH yields
relatively less in-sample volatility for both logarithmic return series.
Table 4.4: LM test results for serial correlation in
squared log returns
DM-$ IBM
q LM statistics p-value LM statistics p-value
1 20.9081 <0.0001 24.0229 <0.0001
2 27.2026 <0.0001 27.0919 <0.0001
3 40.1842 <0.0001 29.7315 <0.0001
4 41.9469 <0.0001 42.2901 <0.0001
5 52.4821 <0.0001 45.1395 <0.0001
Note: q refers to the number of lags.
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Table 4.5: LM test for serial correlation in estimated squared innovations
DM-$ IBM
q Normal t GED GTλ Normal t GED GTλ
1 0.2481 0.2901 0.2663 0.0183 0.3353 2.0210 1.5776 0.0248
(0.6184) (0.5902) (0.6058) (0.8923) (0.5625) (0.1551) (0.2091) (0.8749)
2 1.2171 1.1880 1.1622 2.5868 0.3352 2.2559 1.7416 0.0754
(0.5441) (0.5521) (0.5593) (0.2743) (0.8457) (0.3237) (0.4186) (0.9630)
3 1.3808 1.3890 1.3569 2.7312 1.0035 2.4059 1.9797 1.1561
(0.7100) (0.7081) (0.7157) (0.4350) (0.8004) (0.4925) (0.5766) (0.7635)
4 2.8293 2.7352 2.7506 6.2738 2.0157 4.1489 3.4765 1.9123
(0.5868) (0.6031) (0.6004) (0.1796) (0.7329) (0.3862) (0.4815) (0.7519)
5 5.7608 5.8198 5.7656 8.3605 2.0265 4.1884 3.4872 1.9840
(0.3302) (0.3242) (0.3297) (0.1375) (0.8455) (0.5226) (0.6253) (0.8514)
Note: p-values are in parentheses.
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Figure 4.5: Estimated volatility: DM-$ Returns
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Figure 4.6: Estimated volatility: IBM Stock Returns
4.5 Prediction
4.5.1 RC and SPA tests: Background
In this section, we focus on relative forecasting performance of a set of competing models.
The methodology follows White (2000), Hansen (2005) and Hansen and Lunde (2005). In
order to find the best fitting model in our set, one needs to take data mining into account that
occurs extensively during a specification search. Then, the performance of the best model
can be attributed to its actual forecasting ability at a given confidence level. To achieve
this, the best model must be determined based on a measure of prediction performance and
a test for the null hypothesis that a benchmark model of choice is at least as good as any
other model in our set. To employ the Reality Check (RC) test of White (2000) and its
modification, the Superior Predictive Ability (SPA) test of Hansen (2005), let the data be
split into an estimation period t = 1, · · · , l and an evaluation period t = l+ 1, · · · , T , where
T = l+ k− 1. We estimate the model parameters from the estimation sample and calculate
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one-period-ahead predictions for k periods. In order to evaluate these predictions, we utilize
the following six loss functions:
Loss1 ≡ k−1
∑T
t=l+1(σt −
√
ht)
2, Loss2 ≡ k−1
∑T
t=l+1(σ
2
t − ht)2,
Loss3 ≡ k−1
∑T
t=l+1(log(ht) + σ
2
t h
−1
t )
2, Loss4 ≡ k−1
∑T
t=l+1(log(σ
2
t h
−1
t ))
2,
Loss5 ≡ k−1
∑T
t=l+1 |σt −
√
ht|, Loss6 ≡ k−1
∑T
t=l+1 |σ2t − ht|,
where σ2t and ht are, respectively, the latent volatility and the corresponding model forecast
of the latent volatility (Hansen and Lunde, 2005). Denoting the loss from the benchmark
model L˜f,t, where L is the terms in parentheses in loss functions above for f = 1, · · · , 6 and
t = l+1, · · · , T , we calculate a sequence of losses, Lf,t,m, for the set of modelsm = 1, · · · ,M .
Then, the relative performance of the competing model against the benchmark model can
be calculated as df,t,m = L˜f,t − Lf,t,m. Since the null hypothesis is that the benchmark
model is not outperformed by any other model in our set, the null hypothesis can be
stated as E[df,t,m] ≤ 0 for m = 1, · · · ,M . Then, test statistics for the RC and the SPA
are respectively given by V RCk ≡ maxm=1,··· ,M df,m and V SPAk ≡ maxm=1,··· ,M df,mσˆ2m , where
df,m ≡ k−1
∑T
t=l+1 dˆf,t,m and σˆ
2
m ≡ limn→∞ var(k
1
2df,k). The null hypotheses is essentially
the composition of multiple one-sided hypothesis, and the p-values are analytically not avail-
able. White (2000) proposes two methods to obtain the distribution of the test statistic V RCk ;
either via Monte Carlo simulations or via bootstrap methods. Due to computational diffi-
culties associated with the Monte Carlo approach, we implement the bootstrap methodology
for the RC and the SPA.
Since the independent process assumption is too strong for time-series data, resam-
pling becomes more complicated. Although a variety of procedures are available, we follow
White (2000) and Hansen (2005) and apply stationary bootstrap of Politis and Romano
(1994). Here, we need to make the assumption that the series at hand are strictly station-
ary, ||dt||p+δ < ∞, and α-mixing O( −pp−2) for some p > 2 and some δ > 0 (Gonçalves and
De Jong, 2003). We use the following simple algorithm described by Politis and Romano
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(1994). First, we choose a smoothing parameter, ξ, which is defined as the inverse of the
block length, and is 0 < ξ ≤ 1. Then, we create a k × B index matrix, ℵ, where B is
the total number of re-samples, and each column b = 1, · · · , B of ℵ contains indexes to be
used for resampling. For the first row of column b of ℵ, we draw a random number, φb(t),
independently and uniformly from l + 1, · · · , T . For the other k−1 rows, we draw a random
uniform number, u, on [0, 1]. If u < ξ, we draw a random number, φb(t), independently and
uniformly from l + 1, · · · , T , and set ℵ[i, b] = φb(t); else we set ℵ[i, b] = ℵ[i − 1, b] + 1. If
φb(t) > T , then we use φb(t) = l + 1.
To calculate the RC test statistics, for the first specification in M models, we first calcu-
late df,1 ≡ k−1
∑T
t=l+1 dˆf,t,1. Then, using the indexes from ℵ, we create a sequence of d
∗
f,1,b ≡
k−1
∑T
t=l+1 dˆf,φb(t),1 for b = 1, · · · , B. By comparing the sample value of
√
k(df,1) to the
percentiles of
√
k(d
∗
f,1,b−df,1), b = 1, · · · , B, we check if the first specification beats the bench-
mark. For m = 2, · · · ,M , we proceed recursively and calculate max{√k(df,m),
√
k(df,m−1)}
and max{√k(d∗f,m,b−df,m),
√
k(d
∗
f,m−1,b−df,m−1)}. At each step, we choose the better of the
two models and test whether it outperforms the benchmark by comparing max{√k(df,m),
√
k(df,m−1)}
to the percentiles of max{√k(d∗f,m,b −df,m),
√
k(d
∗
f,m−1,b −df,m−1)}. The SPA test statistic
is also given by a similar recursive methodology. However, it requires a consistent esti-
mator of σˆ2m. Hansen (2005) proposes using σˆ2m =
k
B
∑B
b=1(d
∗
f,m,b − df,m)2, and suggests
recentering the bootstrap variables in three different ways as they often do not satisfy
the null by construction. To initialize the recursions, we do the inference for the first
model by comparing the sample value of
√
k(df,1)
σˆ1
to the percentiles of
√
k(d
∗
f,1,b−hi(df,1))
σˆ1
,
b = 1, · · · , B, for i = {l, c, u}, where hl(x) = max{df,1, 0}, hc(df,1) = df,11
(
df,1 > −14k
1
4 σˆm
)
,
and hu(df,1) = df,1. For m = 2, · · · ,M , one compares max
{√
k(df,m)
σˆm
,
√
k(df,m−1)
σˆm−1
}
to the
percentiles of max
{√
k(d
∗
f,m,b−hi(df,m))
σˆm
,
√
k(d
∗
f,m−1,b−hi(df,m−1))
σˆm−1
}
, b = 1, · · · , B, i = {l, c, u}.
The respective p-values are calculated as piSPA =
1
B
∑B
b=1 1
(√
k(d
∗
f,b−hi(df ))
σˆ > V
SPA
k
)
for
i = {l, c, u}. We also recenter the RC test statistics using the same methodology and
calculate the p-values, piRC for i = {l, c, u}.
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4.5.2 Realized Variance Data
In order to estimate the loss metrics from previous section, we need to find a close proxy for
the latent volatility, σ2t . For both data sets, we substitute the realized variance calculated
from intraday returns for the latent σ2t in out-of-sample evaluations. For the DM-$ spot
exchange rate, it spans the period from October 1, 1992 through September 30, 1993 with
261 observations, and is taken from Hansen and Lunde (2005) available on the Journal
of Applied Econometrics on-line Data Archive. The series was originally constructed and
analyzed by Andersen and Bollerslev (1997), where they derive exchange rate figures by
interpolating bid and ask price quotes on five-minute intervals.9 The data for the evaluation
period for IBM stock returns, which spans the period from June 1, 1999 through May
31, 2000 with 254 observations, is again taken from Hansen and Lunde (2005), where they
construct intraday returns by fitting a cubic spline to mid-quotes of a given trading day10. If
the scaled innovations are not standardized, the conditional variance estimates of the GED,
t, and the GTλ distributions need to be adjusted in order to compare relative performance of
(Quasi)MLEs. For the GED and the t specification, the conditional variance is, respectively,
Γ(3/s)
Γ(1/s)ht and
ϕ
ϕ−2ht. For the GTλ, it is ht × (E[ν2t ] − E[νt]2), where E[ν2t ] and E[νt]2 are
defined in (4.3). The realized variance from intraday returns is computed as RV(m)t ≡∑m
i=1 y
2
t,i,m, where yt,i,m ≡ pt−(i−1)/m − pt−i/m is the return over the interval of length 1m
for i = 1, · · · ,m Hansen and Lunde (2005). To account for closed hours and weekend, and
to get a measure of volatility for the whole day, the following adjustments are made
RV(j/m)t ≡
j∑
i=1
y2t,i,m, and σˆ
2
t ≡
(
n−1
∑n
t=1(yt − µˆt)2
n−1
∑n
t=1 RV
(j/m)
t
)
RV(j/m)t .
9See Andersen and Bollerslev (1997) Appendix A for the details.
10Hansen and Lunde (2005) construct the realized variance series in seven different ways. We use the
series from Spline-50, 3 minute sampling in our calculations.
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Table 4.6: Minimum Loss
Data Metric Mean Distribution Loss
DM-$ Loss1 µt =m0 +m1ht−1 +m2yt−1 +m3t−1 GTλ 0.374223
Loss2 µt =m0 +m1ht−1 +m2yt−1 +m3t−1 GTλ 1.014849
Loss3 µt =m0 +m1ht−1 +m2yt−1 +m3t−1 GTλ 86.23261
Loss4 µt =m0 +m1ht−1 +m2yt−1 +m3t−1 GTλ 7.544614
Loss5 µt =m0 +m1ht−1 +m2yt−1 +m3t−1 GTλ 0.429423
Loss6 µt =m0 +m1ht−1 +m2yt−1 +m3t−1 GTλ 0.518953
Data Metric Mean Distribution Loss
IBM Loss1 µt = 0 t 5.859126
Loss2 µt =m0 +m1ht−1 GTλ 112.1098
Loss3 µt =m0 +m1ht−1 +m2yt−1 +m3t−1 GTλ 103.2751
Loss4 µt = 0 t 60.33905
Loss5 µt = 0 t 1.909517
Loss6 µt =m0 +m1ht−1 GTλ 5.979789
Note: Table shows the best model out of 16 competing specifications for each metric.
The results in Table 4.6 indicate that for all loss metrics we defined, GTλ-ARMA-
GARCH performs best in out-of-sample predictions for the logarithmic exchange returns.
The results for the logarithmic stock returns is mixed. While t-GARCH with zero conditional
mean yields the minimum loss for the metrics 1, 4 and 5, GTλ-GARCH-in-mean and GTλ-
ARMA-GARCH result in the minimum loss for the metrics 2, 6, and 3, respectively.11
11One can also estimate the regression of Mincer and Zarnowitz (1969) and use the coefficient of multiple
determination, R2, to evaluate the model forecasts. However, a major shortcoming of the Mincer-Zarnowitz
method is that it regresses squared returns on the model’s forecast for the latent volatility. Andersen and
Bollerslev (1998) points out that the squared returns proxy poorly the day-by-day volatility due to the large
idiosyncratic component of daily returns. Our results from Mincer-Zarnowitz regressions, which we do not
present here, are consistent with this statement. The R2 of the best performing specifications do not exceed
0.003 and 0.001 for the logarithmic exchange returns and the logarithmic stock returns, respectively.
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Figures 4.7 and 4.8 illustrate the estimated losses from the GTλ-GARCH against those
of the Normal, the GED, and the t-GARCH. The axis in blue color (the top and the right)
for the loss metrics 3 and 4 belong to the Gaussian, GED, and t distributions. The bet-
ter performance of GTλ-GARCH is clear especially in the loss metrics 3 and 4 for both
logarithmic return series, as these metrics penalize volatility forecasts asymmetrically, and
especially more heavily when model’s forecast of volatility is inaccurate(Lopez, 2001). Ap-
parently, GARCH(1, 1) estimators with the Gaussian, GED, and t conditional densities
predict relatively smaller ht for t = l + 1, · · · , T , which inflates σ
2
t
ht
in loss metrics 3 and 4.
For the logarithmic stock returns, although the t-GARCH estimator presents relatively a
better performance in Loss1, Loss4, and Loss5, the differences are quite small and visually
not discernible.
Now, we check for the the robustness of our findings in Table 4.6 by employing the RC
and the SPA tests. We choose GTλ-GARCH as the benchmark model and test for the null
hypothesis is that the benchmark model is at least as good as any of the 15 models in our
set. If we fail to reject the null hypothesis, it means that GTλ-GARCH with µt = 0 has
superiority in predictive ability over the competing specifications for the subject logarithmic
return series. To implement the stationary bootstrap method of Politis and Romano (1994),
we set ξ = 0.5 and resample 10, 000 times.12 Using the algorithm we described in Section
4.5.1, we create random indexes of length 261 and 254 and pull random samples for 10,000
times from the logarithmic exchange returns and the logarithmic stock returns, respectively,
and calculate the test statistics and p-values for the RC and the SPA tests.
12The results are not sensitive to a particular choice of ξ (White, 2000). The higher ξ is, the less dependence
there is.
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Figure 4.7: Relative loss from GTλ-GARCH with µt =m0 for DM-US $
Table 4.7: SPA and RC Tests for log exchange returns
Benchmark: GARCH(1,1) with µt = 0 and νt ∼ GTλ
Metric Naive RCl RCc RCu SPAl SPAc SPAu
Loss1 <0.0001 <0.0001 <0.0001 <0.0001 >0.9999 >0.9999 >0.9999
Loss2 0.0010 0.0014 0.0014 0.0014 >0.9999 >0.9999 >0.9999
Loss3 0.0025 0.3877 0.3877 0.3877 0.9989 0.9989 0.9989
Loss4 <0.0001 <0.0001 <0.0001 <0.0001 0.0036 0.0036 0.0036
Loss5 <0.0001 <0.0001 <0.0001 <0.0001 >0.9999 >0.9999 >0.9999
Loss6 <0.0001 <0.0001 <0.0001 <0.0001 >0.9999 >0.9999 >0.9999
Note: The naive p-value compares the best performing model to the benchmark, but ignores the
full set of models.
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Figure 4.8: Relative loss from GTλ-GARCH with µt = 0 for IBM
Table 4.8: SPA and RC Tests for log stock returns
Benchmark: GARCH(1,1) with µt = 0 and νt ∼ GTλ
Metric Naive RCl RCc RCu SPAl SPAc SPAu
Loss1 0.2755 0.6551 0.7025 0.9432 0.4714 0.4849 0.7741
Loss2 0.5493 0.8293 0.9040 0.9799 0.7541 0.8302 0.9419
Loss3 0.0036 0.0090 0.0090 0.2156 0.4607 0.4607 0.6374
Loss4 0.0594 0.1997 0.1997 0.9985 0.0723 0.0723 0.9049
Loss5 0.2145 0.6033 0.6033 0.9524 0.2937 0.2937 0.7254
Loss6 0.0649 0.6857 0.7220 0.9862 0.3606 0.3958 0.8086
Note: The naive p-value compares the best performing model to the benchmark,
but ignores the full set of models.
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Table 4.7 provides the p-values from the model forecast evaluations for the logarithmic
exchange returns. The naive p-value calculation does not use the full set of models, and only
compares the best performing model to the benchmark. The lower and upper bounds for the
RC and the SPA tests are indicated with subscripts l and u, respectively. For the logarithmic
exchange returns, p-values of the RC reject the null hypothesis for all loss metrics, whereas
p-values of the SPA do not reject the null hypothesis for all loss metrics except for the metric
4. Obviously, the SPA test results for the logarithmic exchange returns indicate that GTλ-
GARCH with zero conditional mean is at least as good as any of the other specifications in
all loss metrics except for the loss metric 4, where the best performing model, GTλ-ARMA-
GARCH, is superior. Even though the RC test statistics rejects the null hypothesis for all
loss metrics except for the loss metric 3, the p-values are no different than the naive p-values,
which indicate that GTλ-ARMA-GARCH is better in predicting latent volatility over the
GTλ-GARCH with zero conditional mean.
For the logarithmic stock returns, test results are presented in Table 4.8. Both the
RC and the SPA tests clearly indicate that GTλ-GARCH with zero conditional mean is
superior in forecasting day-to-day volatility of the logarithmic stock returns for the majority
of the loss metrics. For the loss metric 3, the naive, the RCl, and RCc p-values reject the
superiority of the GTλ-GARCH with zero conditional mean over GTλ-ARMA-GARCH at
99 percent significance. Also, the naive, the SPAl, and SPAc p-values reject the superiority
of GTλ-GARCH with zero conditional mean over the t-GARCH with zero conditional mean
at 90 percent significance in the loss metric 4. Although the naive p-value for the loss metric
6 chooses GTλ-GARCH-in-mean over the benchmark, both the RC and the SPA p-values
indicate that GTλ-GARCH with zero conditional mean is at least as good.
The total number of models (M = 16) in our set is quite small compared to 3,654 of
White (2000), 3304 of Hansen (2005), and 330 of Hansen and Lunde (2005). However,
neither White (2000) nor Hansen (2005) mentions how large M must be. White (2000)
points out that as long as M is finite and it does not grow with T , the theory ensures that
the p-value of the best model tends to zero as T increases. Hansen (2005) shows that the
p-values of the RC test is sensitive to inclusion of irrelevant alternative models. If one adds
poor forecasts to the set of competing forecasts, the power of the RC test tends to decline.
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Our interest is on the distributional assumption of the conditional density of the scaled
innovations. Hence, we only consider GARCH(1,1) specification for the GARCH process
and try to avoid potential irrelevant alternatives.
4.6 Conclusion
The GTλ density provides an alternative for the usual distributional assumptions researches
often make on the conditional density of the scaled innovations in GARCH models. With its
ability to capture the asymmetric disturbances as well as the symmetric ones, GTλ-GARCH
fits data better, especially when the sample at hand presents skewness and excess kurtosis.
The popular GARCH estimators with the Gaussian, GED, and t conditional densities clearly
cannot fit skewed data well, as they rely on the symmetric disturbances.
The Monte Carlo study results confirm that GTλ-GARCH is able to capture the constant
term and the ARCH effects quite well regardless of the sample size and the data generating
process. When data is skewed, other estimators impose a significant bias on the constant
term and the ARCH parameter. On the persistence parameter, the GTλ-GARCH imposes
relatively less bias when the sample size is small and the data is skewed. In addition, the
RMSE findings confirm the precision of GTλ-GARCH.
The out-of-sample prediction capability of GTλ-GARCH is beyond that of the traditional
GARCH estimators with the Gaussian, the GED and the t conditional densities. For both
data sets in our empirical analysis, we find that the volatility forecasts of GTλ-GARCH
are more accurate for all loss metrics; especially when asymmetry in logarithmic returns
is present. Once the specification search process is taken into account, GTλ-GARCH still
outperforms all competing specifications in almost all of the loss metrics.
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4.7 Appendix
4.7.1 Large Sample Results
The following result is needed for consistency (Francq and Zakoïan, 2010, Corollary 2.2.,
pg.33).
Lemma 4.1. If γ(M0) < 0, then the following equivalent conditions hold: (i)
∑p
j=1 β0j < 1,
(ii) The roots of the polynomial 1 − β01z − · · · − β0pzp are outside the unit circle, (iii)
ρ(B0) < 1, where
B0 =

β01 β02 · · · β0,p−1 β0p
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

and ρ(·) denotes the spectral radius of any squared matrix (i.e., ρ(B0) = sup{|λ| : λ eigen-
value of B0).
Notice that γ(M0) < 0 implies E
(
hpt
)
< ∞ and E(2pt ) < ∞ for some p > 0 (Nelson,
1990, Berkes et al., 2003). Denote the vector of true parameter values by Ξ0. Notice that
Ξ = (ω, α1, . . . , αq, β1, . . . , βp) ∈ Rp+q+1 in Θ ⊂ (0,+∞]× [0,+∞)p+q+1.
Proof of Proposition 4.1. The proof follows along the lines of Theorem 2.1 in Francq
and Zakoïan (2004). Rewrite (4.11) in vector form as
σ2t = kt + Bσ
2
t−1, (4.15)
σ2t =

σ2t
σ2t−1
...
σ2t−p+1

, kt =

ω +
∑q
i=1 αi
2
t−i
0
...
0

,B =

β1 β2 · · · βp−1 βp
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0

. (4.16)
We will establish the following results.
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(i) Asymptotic irrelevance of the initial values: We need to show limn→∞ supθ∈Θ |In(θ)−
I∗n(θ)| = 0 almost surely. By the compactness of Θ and Lemma 4.1, supθ∈Θ ρ(B) < 1. Then,
by backward substitution of (4.15), we can write
σ2t = kt + Bkt−1 + B
2kt−2 + · · ·+ Bt−1k1 + Btσ20 =
∞∑
m=0
Bmkt−m. (4.17)
Let σ∗2t be the vector obtained by replacing σ2t−i by σ
∗2
t−i in σ
2
t and let k
∗
t be the vector
obtained by replacing 20, . . . , 21−q by the initial values in (4.7) or (4.8). Then,
σ∗2t = kt + Bkt−1 + · · ·+ Bt−q−1kq+1 + Bt−qk∗q + · · ·Bt−1k∗1 + Btσ∗20 . (4.18)
Hence, almost surely,
sup
θ∈Θ
‖σ2t − σ∗2t ‖ = sup
θ∈Θ
∣∣∣∣∣∣∣∣{ q∑
m=1
Bt−m(km − k∗m) + Bt(σ20 − σ∗20 )
}∣∣∣∣∣∣∣∣ ≤ Kφt, ∀ t, (4.19)
since 0 < K
∑
i≥i1 φ
i
1 +K
∑
i≥i2 iφ
i
2 ≤ Kφmin(i1,i2) for 0 < φ1 < 1, 0 < φ2 < 1, i1 ≥ 0, and
i2 ≥ 0. Using | log(xy )| ≤ |x−y|min(x,y) for x > 0, y > 0; let x ≡
(
uλ1−λ2−1t + (1− ut)λ1+λ2−1
)
and y ≡
(
u∗λ1−λ2−1t + (1− u∗t )λ1+λ2−1
)
. Then,
∣∣∣∣log(xy
)∣∣∣∣ ≤
∣∣∣uλ1−λ2−1t − u∗λ1−λ2−1t ∣∣∣+ ∣∣(1− ut)λ1+λ2−1 − (1− u∗t )λ1+λ2−1∣∣
min (x, y)
≤
∣∣∣uλ1−λ2−1t ∣∣∣+ ∣∣∣u∗λ1−λ2−1t ∣∣∣+ ∣∣∣(1− ut)λ1+λ2−1∣∣∣+ ∣∣∣(1− u∗t )λ1+λ2−1∣∣∣
min (x, y)
≡ H <∞.
(4.20)
By assumption both |λ1−λ2| and |λ1 +λ2| are finite. Therefore, the numerator of H is finite
and the denominator is bounded below by zero (not included). Hence, the last inequality in
(4.20) follows. Furthermore, we obtain
sup
θ∈Θ
∥∥In(θ)− I∗n(θ)∥∥ ≤ n−1 n∑
t=1
sup
θ∈Θ
{∣∣∣∣ log( uλ1−λ2−1t + (1− ut)λ1+λ2−1u∗λ1−λ2−1t + (1− u∗t )λ1+λ2−1
)∣∣∣∣+ ∣∣∣∣log( σ2tσ∗2t
)∣∣∣∣
}
≤ Kn−1
{
sup
θ∈Θ
H+ sup
θ∈Θ
1
ω
} n∑
t=1
φt. (4.21)
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Hence, the desired results follows from the Cesàro lemma.
(ii) Identification of the parameters: Suppose σ2t (θ)
Pθ0a.s.−−−−→ ht. By Lemma 4.1, BΞ(L) is
invertible under Assumption 4.3. Then from (4.11), we get
σ2t − ht =
ω0
BΞ0(1)
− ωBΞ(1) =
(AΞ(L)
BΞ(L) −
AΞ0(L)
BΞ0(L)
)
2t a.s. ∀t. (4.22)
If the term in parentheses in (4.22) is not zero, then it would mean that 2t equals zero
(i.e., there exists a constant linear combination of the 2t−j for j ≥ 0). But, by As-
sumption 4.2 2t − Eθ0(2t |2t−1, . . .) = ht(ν2t − 1) 6= 0, with positive probability. Hence,
AΞ(z)
BΞ(z) =
AΞ0 (z)
BΞ0 (z)
, ∀|z| ≤ 1 and ωBΞ(1) =
ω0
BΞ0 (1)
. Under Assumption 4.3, AΞ(z) = AΞ0(z),
BΞ(z) = BΞ0(z), and ω = ω0.
(iii) The limit criterion is minimized at the true value (information inequality): The
limit criterion is not integrable at any point, but Eθ0
(
In(θ)
)
= Eθ0
(
lt(θ)
)
is well defined
in R ∪ +∞. To see this, let x− = max(−x, 0) and x+ = max(x, 0). Then, it follows that
Eθ0(l
−
t (θ)) < ∞, since the first term in Eθ0(l−t (θ)) is bounded as 0 < λ01 − λ02 − 1 < ∞
and 0 < λ01 + λ02 − 1 < ∞; and Eθ0
(
log−(σ2t )
) ≤ log−(ω) < ∞, if f ≤ g, then f− ≥ g−.
To show that the criterion is integrable at θ0, we also need to show Eθ0
(
l+t (θ)
)
<∞. Using
Jensen’s inequality and E
(
hpt
)
<∞ of Lemma 4.1, it follows that
Eθ0
(
log(ht)
)
= Eθ0
(
1
p
log(ht)
p
)
≤ 1
p
log
(
Eθ0(ht)
p
)
<∞, (4.23)
and
Eθ0
(
lt(θ0)
)
= Eθ0
(
log
(
uλ01−λ02−1t + (1− ut)λ01+λ02−1
)
+ log(ht)
)
≤ log
(
Eθ0
(
uλ01−λ02−1t + (1− ut)λ01+λ02−1
))
+ Eθ0 log(ht)
= log
(∫
uλ01−λ02−1t du+
∫ (
1− ut
)λ01+λ02−1du)+ Eθ0 log(ht) <∞, (4.24)
by (4.23) and Assumption 4.2. Hence, Eθ0
(
lt(θ0)
)
is well-defined in R and Eθ0
(
lt(θ0)
)
<∞.
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Because G−1(·) is strictly monotonic, when θ 6= θ0, ut
(
θ
)
= G−1
(
νt; θ
) 6= G−1(νt; θ0) =
ut
(
θ0
)
and 1−ut
(
θ
) 6= 1−ut(θ0). Also, by Assumption 4.2, ut(θ)λ1−λ2−1 6= ut(θ0)λ01−λ02−1
and (1− ut(θ))λ1+λ2−1 6= (1− ut(θ0))λ01+λ02−1. Then, information equality lemma guaran-
tees that Eθ0(In
(
θ)
)
has a unique minimum at θ0 (Newey and McFadden, 1994, Lemma 2.2,
p.2124).
(iv) Compactness of Θ and ergodicity of lt(θ): For all θ ∈ Θ and any positive integer k,
let Vk(θ) be the open ball of center θ and radius 1k . Because of (i), we have
lim inf
n→∞ infθ∗∈Vk(θ)∩Θ
I∗n(θ∗) ≥ lim infn→∞ infθ∗∈Vk(θ)∩Θ In(θ
∗)− lim sup
n→∞
sup
θ∈Θ
∣∣In(θ)− I∗n(θ)∣∣
≥ lim inf
n→∞
1
n
n∑
t=1
inf
θ∗∈Vk(θ)∩Θ
lt(θ
∗).
Since lt(θ∗) is not necessarily integrable except at θ0, a modified version of ergodic theorem
suggested by Francq and Zakoïan (2004, p.617) can be applied to lt(θ∗). Then, by Stout
(1974, Theorem 3.5.8, p.182), this theorem can be applied to {infθ∗∈Vk(θ)∩Θ lt(θ∗)}, since it
is a measurable function of lt(θ∗). It follows that
lim inf
n→∞
1
n
n∑
t=1
inf
θ∗∈Vk(θ)∩Θ
lt(θ
∗) = Eθ0
(
inf
θ∗∈Vk(θ)∩Θ
l1(θ
∗)
)
.
As k tends to infinity, Eθ0
(
infθ∗∈Vk(θ)∩Θ l1(θ
∗)
)
tends to Eθ0(l1(θ∗)) by Beppo Levi’s Theo-
rem (see Resnick (1999, Problem 36 on p.165)).
For any neighborhood Vθ0 of θ0,
lim sup
n→∞
inf
θ∗∈Vk(θ0)
I∗n(θ∗) ≤ limn→∞ I
∗
n(θ0) = limn→∞ In(θ0) = Eθ0(l1(θ0)). (4.25)
The compact set Θ is covered by the union of an arbitrary neighborhood V (θ0) of θ0 and the
set of the neighborhoods V (θ) satisfying (iv), θ ∈ Θ \ V (θ0). By the Heine-Borel theorem,
there exits a finite subcover of Θ of the form V (θ0), V (θ1), . . . , V (θk), where, for i = 1, . . . , k,
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V (θi) satisfies (iv). Hence,
inf
θ∈Θ
I∗n
(
θ
)
= min
i=0,...,k
inf
θ∈Θ∩V (θi)
I∗n
(
θ
)
.
By (4.25) and (iv), almost surely, θˆn belongs to V (θ0) for n large enough. Since this is true
for any neighborhood V (θ0), the proof is complete.
Proof of Proposition 4.2. The proof follows along the lines of Theorem 2.2 in Francq
and Zakoïan (2004). For the remainder of this section, let ‖A‖p =
[
Eθ0
(|A|p)]1/p denote
the Lp norm of a random matrix or vector that is a function of θ at θ0. First, we will
show that expectations of the first and the second derivatives of the loglikelihood at the
true parameter vector are stochastically bounded, i.e.,
∥∥∥∂lt∂θ ∂lt∂θ′ ∥∥∥ < ∞ and ∥∥∥ ∂2lt∂θ∂θ′ ∥∥∥ < ∞.13
Recall that lt(θ) = log
(
uλ1−λ2−1t + (1− ut)λ1+λ2−1
)
+ .5 log(σ2t ) and let α ≡ λ1 − λ2 − 1
and δ ≡ λ1 + λ2 − 1. Then, the first and second derivatives w.r.t Ξ are
∂lt(θ)
∂Ξ
= −1
2
(
∂G−1(νt)
∂νt
)2 (
αuα−1t − δ(1− ut)δ−1
)( 2t
σ2t
) 1
2 1
σ2t
∂σ2t
∂Ξ
+
1
2
1
σ2t
∂σ2t
∂Ξ
(4.26)
∂2lt(θ)
∂Ξ∂Ξ′
= −1
2
(
∂G−1(νt)
∂νt
)4 (
αuα−1t − δ(1− ut)δ−1
)2( 2t
σ2t
)
1
σ2t
∂σ2t
∂Ξ
1
σ2t
∂σ2t
∂Ξ′
(4.27)
+
1
4
(
∂G−1(νt)
∂νt
)3 (
α(α− 1)uα−2t + δ(δ − 1)(1− ut)δ−2
)( 2t
σ2t
)
1
σ2t
∂σ2t
∂Ξ
1
σ2t
∂σ2t
∂Ξ′
+
1
4
(
∂G−1(νt)
∂νt
)2 (
αuα−1t − δ(1− ut)δ−1
)( 2t
σ2t
) 1
2 1
σ2t
∂σ2t
∂Ξ
1
σ2t
∂σ2t
∂Ξ′
− 1
2
[(
∂G−1(νt)
∂νt
)2 (
αuα−1t − δ(1− ut)δ−1
)( 2t
σ2t
) 1
2
+ 1
]
1
σ2t
∂σ2t
∂Ξ
1
σ2t
∂σ2t
∂Ξ′
− 1
2
[(
∂G−1(νt)
∂νt
)2 (
αuα−1t − δ(1− ut)δ−1
)( 2t
σ2t
) 1
2
− 1
]
1
σ2t
∂2σ2t
∂Ξ∂Ξ′
For the notational convenience, let B ≡
(
∂G−1(νt)
∂νt
)2 (
αuα−1t − δ(1− ut)δ−1
) ( 2t
σ2t
) 1
2 and C ≡
13By Billingsley (1979, Theorem 13.3), σ2t (θ), ut(θ), lt(θ), and its derivatives are measurable functions of
t.
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(
∂G−1(νt)
∂νt
)3 (
α(α− 1)uα−2t + δ(δ − 1)(1− ut)δ−2
) ( 2t
σ2t
)
. Hence, (4.27) can be simplified as
∂2lt(θ)
∂Ξ∂Ξ′
= −1
2
(
B2 +
1
2
(B− C) + 1
)
1
σ2t
∂σ2t
∂Ξ
1
σ2t
∂σ2t
∂Ξ′
− 1
2
(B− 1) 1
σ2t
∂2σ2t
∂Ξ∂Ξ′
. (4.28)
Next, the first derivatives involving the nuisance parameters are
∂lt(θ)
∂λ1
=
(
∂G−1(νt)
∂νt
)(
uαt log(ut) + (1− ut)δ log(1− ut)
)
− (G(ut))−1 D1 (4.29a)
∂lt(θ)
∂λ2
=
(
∂G−1(νt)
∂νt
)(
−uαt log(ut) + (1− ut)δ log(1− ut)
)
− (G(ut))−1 D2 (4.29b)
D1 ≡ u
α+1
t ((α+ 1) log(ut)− 1) + 1
(α+ 1)2
− (1− ut)
δ+1 ((δ + 1) log(1− ut)− 1) + 1
(δ + 1)2
D2 ≡ u
α+1
t (1− (α+ 1) log(ut))− 1
(α+ 1)2
− (1− ut)
δ+1 ((δ + 1) log(1− ut)− 1) + 1
(δ + 1)2
and the cross partials are
∂2lt(θ)
∂Ξ∂λ1
=
(
∂G−1(νt)
∂νt
)3 (
uαt log(ut) + (1− ut)δ log(1− ut)
)(
αuα−1t − δ(1− ut)δ−1
)
T
− 1
2
(
∂G−1(νt)
∂νt
)2 (
uα−1t (1 + α log(ut))− (1− ut)δ−1 (1 + δ log(1− ut))
)
T
− 1
2
(
3
(
∂G−1(νt)
∂νt
)2 (
αuα−1t − δ(1− ut)δ−1
)
− 2
)
D1
1
σ2t
∂σ2t
∂Ξ
− 1
2
((
∂G−1(νt)
∂νt
)2 (
αuα−1t − δ(1− ut)δ−1
)
G(ut)− 1
)
1
σ2t
∂2σ2t
∂Ξ∂λ1
(4.30)
∂2lt(θ)
∂Ξ∂λ2
=
(
∂G−1(νt)
∂νt
)3 (
−uαt log(ut) + (1− ut)δ log(1− ut)
)(
αuα−1t − δ(1− ut)δ−1
)
T
− 1
2
(
∂G−1(νt)
∂νt
)2 (
−uα−1t (1 + α log(ut))− (1− ut)δ−1 (1 + δ log(1− ut))
)
T
− 1
2
(
3
(
∂G−1(νt)
∂νt
)2 (
αuα−1t − δ(1− ut)δ−1
)
− 2
)
D2
1
σ2t
∂σ2t
∂Ξ
− 1
2
((
∂G−1(νt)
∂νt
)2 (
αuα−1t − δ(1− ut)δ−1
)
G(ut)− 1
)
1
σ2t
∂2σ2t
∂Ξ∂λ2
(4.31)
246
where T ≡ G(ut) 1σ2t
∂σ2t
∂Ξ . The second derivatives are
∂2lt(θ)
∂λ21
= −
(
∂G−1(νt)
∂νt
)2 (
uαt log(ut) + (1− ut)δ log(1− ut)
)2
+
(
∂G−1(νt)
∂νt
)
(4.32a)
×
(
uαt (log(ut))
2 + (1− ut)δ(log(1− ut))2
)
+ (G(ut))
−2 D21 − (G(ut))−1
∂D1
∂λ1
∂2lt(θ)
∂λ22
= −
(
∂G−1(νt)
∂νt
)2 (
−uαt log(ut) + (1− ut)δ log(1− ut)
)2
+
(
∂G−1(νt)
∂νt
)
(4.32b)
×
(
uαt (log(ut))
2 + (1− ut)δ(log(1− ut))2
)
+ (G(ut))
−2 D22 − (G(ut))−1
∂D2
∂λ2
∂2lt(θ)
∂λ1∂λ2
= −
(
∂G−1(νt)
∂νt
)2((
(1− ut)δ log(1− ut)
)2 − (uαt log(ut))2) (4.32c)
+
(
∂G−1(νt)
∂νt
)(
−uαt (log(ut))2 + (1− ut)δ(log(1− ut))2
)
+ (G(ut))
−2 D1D2
− (G(ut))−1 ∂D1
∂λ2
∂D1
∂λ1
=
uα+1t (log(ut))
2
α+ 1
− (1− ut)
δ+1(log(1− ut))2
δ + 1
− 2
(
uα+1t ((α+ 1) log(ut)− 1) + 1
)
(α+ 1)3
+
2
(
(1− ut)δ+1 ((δ + 1) log(1− ut)− 1) + 1
)
(δ + 1)3
∂D2
∂λ2
=
uα+1t (log(ut))
2
α+ 1
− (1− ut)
δ+1(log(1− ut))2
δ + 1
− 2
(
uα+1t (1− (α+ 1) log(ut))− 1
)
(α+ 1)3
+
2
(
(1− ut)δ+1 ((δ + 1) log(1− ut)− 1) + 1
)
(δ + 1)3
∂D1
∂λ2
=− u
α+1
t (log(ut))
2
α+ 1
− (1− ut)
δ+1(log(1− ut))2
δ + 1
+
2
(
uα+1t ((α+ 1) log(ut)− 1) + 1
)
(α+ 1)3
+
2
(
(1− ut)δ+1 ((δ + 1) log(1− ut)− 1) + 1
)
(δ + 1)3
(i) Integrability of the derivatives of the criterion at θ0: At θ = θ0, ν2t =
2t
σ2t
is independent
of σ2t and its derivatives.14 Hence, it suffices to show that
‖B‖ <∞, ‖B2‖ <∞, ‖C‖ <∞,
∥∥∥ 1σ2t ∂σ2t∂Ξ ∥∥∥ <∞∥∥∥ 1σ4t ∂σ2t∂Ξ ∂σ2t∂Ξ′ ∥∥∥ <∞, ∥∥∥ 1σ2t ∂2σ2t∂Ξ∂Ξ′ ∥∥∥ <∞. (4.33)
Francq and Zakoïan (2004, pg.619-621) shows that
∥∥∥ 1σ2t ∂σ2t∂Ξ ∥∥∥ < ∞, ∥∥∥ 1σ4t ∂σ2t∂Ξ ∂σ2t∂Ξ′ ∥∥∥ < ∞, and∥∥∥ 1σ2t ∂2σ2t∂Ξ∂Ξ′ ∥∥∥ <∞, which we will not reiterate here.
14Recall that if random variables x and y are independent, then for any functions g and h, the random
variables g(x) and h(y) are independent.
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To show that ‖B‖ <∞, we will first use the Cauchy-Schwarz inequality to obtain
‖B‖ ≤
∥∥∥∥∥
(
∂G−1(νt)
∂νt
)2∥∥∥∥∥
4
∥∥∥(αuα−1t − δ(1− ut)δ−1)∥∥∥
4
‖νt‖4 (4.34)
By Assumption 4.6, ‖νt‖4 <∞. So it remains to show that the first two terms on the right
hand-side of the inequality are bounded. By Minskowski’s inequality,
∥∥∥(αuα−1t − δ(1− ut)δ−1)∥∥∥
4
≤ ∥∥αuα−1t ∥∥4 + ∥∥∥δ(1− ut)δ−1∥∥∥4
= α0
(
u4α0−3t
4α0 − 3
)1/4
− δ0
(
(1− ut)4δ0−3
4δ0 − 3
)1/4
<∞ (4.35)
since by Assumption 4.6 α0 6= 3/4 and δ0 6= 3/4 and ut ∈ ]0, 1[ at θ0. The first term is
relatively more difficult to evaluate:
∥∥∥∥∥
(
∂G−1(νt)
∂νt
)2∥∥∥∥∥
4
=
∥∥∥∥(uαt + (1− ut)δ)−2∥∥∥∥
4
=
∥∥∥∥(uαt + (1− ut)δ)−1∥∥∥∥2
8
(4.36)
Note that for all a, b ≥ 0, a ≥ b implies 1/a ≤ 1/b. Therefore,
(
uαt +
(
1− ut
)δ)−1 ≤ (min{uαt , (1− ut)δ})−1 . (4.37)
∥∥∥∥∥
(
∂G−1(νt)
∂νt
)2∥∥∥∥∥
4
≤ max

(
u1−8α0t
1− 8α0
)1/4
,
((
1− ut
)1−8δ0
8δ0 − 1
)1/4 <∞ (4.38)
since by Assumption 4.6 α0 6= 1/8 and δ0 6= 1/8 and ut ∈ ]0, 1[ at θ0. To show that ‖B2‖ <
∞, the results in (4.35), (4.38), Assumption (A.6), and the Cauchy-Schwarz inequality
suffice.
Next, we will show that ‖C‖ <∞. By the Cauchy-Schwarz inequality
‖C‖ ≤
∥∥∥∥(∂G−1(νt)∂νt
)∥∥∥∥3
12
∥∥∥(α(α− 1)uα−2t + δ(δ − 1)(1− ut)δ−2)∥∥∥
4
∥∥ν2t ∥∥2 . (4.39)
Notice that
∥∥ν2t ∥∥2 <∞, because Eθ0(ν4t ) <∞ by Assumption 4.6. It remains to show that
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the first two terms on the right hand-side of (4.39) are bounded. By Minskowski’s inequality,
∥∥∥(α(α− 1)uα−2t + δ(δ − 1)(1− ut)δ−2)∥∥∥
4
≤ ∥∥α(α− 1)uα−2t ∥∥4 + ∥∥∥δ(δ − 1)(1− ut)δ−2∥∥∥4
= α0
(
α0 − 1
)( u4α0−7t
4α0 − 7
)1/4
− δ0
(
δ0 − 1
)((1− ut)4δ0−7
4δ0 − 7
)1/4
<∞ (4.40)
since by Assumption 4.6 α0 6= 7/4 and δ0 6= 7/4 and ut ∈ ]0, 1[ at θ0. Furthermore,∥∥∥∥∥
(
∂G−1(νt)
∂νt
)3∥∥∥∥∥
4
=
∥∥∥∥(uαt + (1− ut)δ)−3∥∥∥∥
4
=
∥∥∥∥(uαt + (1− ut)δ)−1∥∥∥∥3
12
(4.41)
It follows from (4.37) that
Eθ0
∥∥∥∥∥
(
∂G−1(νt)
∂νt
)3∥∥∥∥∥
4
≤ max

(
u1−12α0t
1− 12α0
)1/4
,
((
1− ut
)1−12δ0
12δ0 − 1
)1/4 <∞ (4.42)
since by Assumption 4.6 α0 6= 1/12 and δ0 6= 1/12 and , ut ∈ ]0, 1[ at θ0.
The derivatives with respect to the nuisance parameters can be handled in a similar
way. For illustration, we will work on (4.32a). By the Cauchy-Schwarz and Minkowski’s
inequalities
∥∥∥∥∥
(
∂G−1(νt)
∂νt
)2 (
uαt log(ut) + (1− ut)δ log(1− ut)
)2∥∥∥∥∥
≤
∥∥∥∥(∂G−1(νt)∂νt
)∥∥∥∥2
4
∥∥∥(uαt log(ut) + (1− ut)δ log(1− ut))∥∥∥2
4
≤
∥∥∥∥(∂G−1(νt)∂νt
)∥∥∥∥2
4
∥∥uαt log(ut)∥∥24 + ∥∥∥(1− ut)δ log(1− ut)∥∥∥24 . (4.43)
The first term is bounded by (4.38). To show that the second term is bounded, note that
∫ (
uα0t log(ut)
)4
du =
1
(1 + 4α0)5
[
ut
(
256α40 log(ut)
4 + 256α30 log(ut)
4 − 256α30 log(ut)3
+ 96α20 log(ut)
4 − 192α20 log(ut)3 + 16α log(ut)4 + 192α20 log(ut)2 − 48α0 log(ut)3 + log(ut)4
+ 96α0 log(ut)
2 − 4 log(ut)3 − 96α0 log(ut) + 12 log(ut)2 − 24 log(ut) + 24
)
u4α0t
]
<∞
(4.44)
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since by Assumption 4.6 α0 6= −1/4 and ut ∈ ]0, 1[ at θ0. The last term follows in (4.43) in
a similar way, provided that δ0 6= −1/4 and ut ∈ ]0, 1[ at θ0. The desired results for the rest
of the terms in (4.32a) follow in the same way.
(ii) Invertibility of J and its relevance to the variance of the criterion derivative: At
θ = θ0, ν2t =
2t
σ2t
is independent of σ2t and its derivatives. From (i) Eθ0
(
∂lt(θ0)
∂θ
)
exists and
without loss of generality let Eθ0
(
∂lt(θ0)
∂θ
)
= 0, which implies that Eθ0
(
B
)
= 1. Furthermore,
from (i) and (4.27), (4.30)–(4.32c), it follows that H exists and satisfies (4.12). We have
varθ0
(
∂lt(θ0)
∂θ
)
= Eθ0
(
∂lt(θ0)
∂θ
∂lt(θ0)
∂θ′
)
=

Eθ0
(
∂lt(θ0)
∂Ξ
∂lt(θ0)
∂Ξ′
)
Eθ0
(
∂lt(θ0)
∂Ξ
∂lt(θ0)
∂λ1
)
Eθ0
(
∂lt(θ0)
∂Ξ
∂lt(θ0)
∂λ2
)
• Eθ0
(
∂lt(θ0)
∂λ1
∂lt(θ0)
∂λ1
)
Eθ0
(
∂lt(θ0)
∂λ1
∂lt(θ0)
∂λ2
)
• • Eθ0
(
∂lt(θ0)
∂λ2
∂lt(θ0)
∂λ2
)
 .
(4.45)
Now focusing on the first element in (4.45), from (i) and the fact that, at θ = θ0, ν2t =
2t
σ2t
is independent of σ2t and its derivatives,
Eθ0
(
∂lt(θ0)
∂Ξ
∂lt(θ0)
∂Ξ′
)
=
(
1
4
Eθ0
(
B2
)− 1
2
Eθ0
(
B
)
+ 1
)
Eθ0
(
1
h2t
∂ht
∂Ξ
∂ht
∂Ξ′
)
=
(
1
4
Eθ0
(
B2
)
+
1
2
)
Eθ0
(
1
h2t
∂ht
∂Ξ
∂ht
∂Ξ′
)
(4.46)
Similarly, the variance of the criterion derivatives with respect to the nuisance parameters
(i.e., the other terms in (4.45)) follow in the same way from (i) and the fact that, at θ = θ0,
ν2t =
2t
σ2t
is independent of σ2t . Notice that when Eθ0
(
B2
)
= 8, (4.46) reduces to equation
2.10 in Francq and Zakoïan (2004).
To show that (4.45) is nonsingular, we need to show that c′Jc = 0 if and only if c =
0p+q+3. Let c be partitioned as (c3, c2, c
′
1)
′ , where c1 corresponds to the first p + q + 1
elements. Francq and Zakoïan (2004, p.621) shows that c1 must be equal to 0p+q+1, because
otherwise a GARCH(p, q) process can be written as GARCH(p − 1, q − 1) process. Hence,
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c
′
Jc simplifies to
c22J(p+q+2,p+q+2) + 2c2c3J(p+q+2,p+q+3) + c
2
3J(p+q+3,p+q+3) (4.47)
which equals zero a.s. if and only if c2 = 0 and c3 = 0 by assumption.
The rest of the proof requires establishing following results. See Francq and Zakoïan
(2010, p.163–168) for details.
(iii) Asymptotic irrelevance of the starting values: As n grows without a bound
∥∥∥∥∥ 1√n
n∑
t=1
(
∂lt(θ0)
∂θ
− ∂l
∗
t (θ0)
∂θ
)∥∥∥∥∥ p−→ 0, supθ∈V (θ0)
∥∥∥∥∥ 1n
n∑
t=1
(
∂2lt(θ)
∂θ∂θ′
− ∂
2l∗t (θ)
∂θ∂θ′
)∥∥∥∥∥ p−→ 0.
(4.48)
(iv) Uniform integrability of the third derivatives of the criterion: There exists a neighbor-
hood V (θ0) of θ0 such that, for all i, j, k ∈ {1, . . . , p+ q + 1},
Eθ0 sup
θ∈V (θ0)
∣∣∣∣ ∂3lt(θ)∂θi∂θj∂θk
∣∣∣∣ <∞. (4.49)
(v) The Convergence of the Hessian term to a finite nonsingular matrix in probability: The
results follow from a Taylor series approximation of second derivatives of the criterion,
consistency of the QMLE, ergodic theorem, and (iv).
1
n
n∑
t=1
∂2lt(θ˜)
∂θi∂θj
p−→ J(i,j) (4.50)
(vi) The Lindeberg-Levy CLT for martingale increments: The result follows from Billings-
ley (1961) and the use Cramér-Wold device.
1√
n
n∑
t=1
∂lt(θ0)
∂θ
d−→ N(0, J). (4.51)
The desired result in Proposition 4.2 follows from the Continuous Mapping and the Slutsky
theorems.
251
4.8 Empirical Results
Table 4.9: Estimation Results: DM-US $
Normal t
(2) (3) (4) (2) (3) (4)
ω 0.000002∗ 0.000002∗ 0.000002∗ 0.000002∗ 0.000002∗ 0.000002∗
(0.000001) (0.000001) (0.000001 (0.000001) (0.000001) (0.000001)
α 0.077361∗∗∗ 0.077369∗∗∗ 0.079220∗∗∗ 0.077216∗∗∗ 0.077404∗∗∗ 0.078821∗∗∗
(0.018031) (0.017966) (0.01818) (0.016874) (0.016838) (0.017112)
β 0.893727∗∗∗ 0.893547∗∗∗ 0.891110∗∗∗ 0.894137∗∗∗ 0.893572∗∗∗ 0.892218∗∗∗
(0.025787) (0.025746) (0.025622) (0.023845) (0.024023) (0.024306)
m0 -0.000226 -0.00003 0.000001 -0.000263 0.000150 0.000164
(0.00019) (0.000467) (0.000477) (0.000178) (0.00047) (0.000475v
m1 -4.141092 -4.785341 -8.542601 -8.787207
(9.055877) (9.237572) (8.982492) (9.100203)
m2 -0.449358 -0.531232
(0.709743) (0.335252)
m3 0.499632 0.566511
(0.690058) (0.325139)
ln(ν) 1.358624∗∗∗ 1.341483∗∗∗ 1.364877∗∗∗
(0.224441) (0.226368) (0.228737)
Note: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.
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Table 4.10: Estimation Results: DM-US $
GED GTλ
(2) (3) (4) (2) (3) (4)
ω 0.000002∗ 0.000002∗ 0.000002∗ 0.000002∗∗∗ 0.000002∗∗∗ 0.000002∗∗∗
(0.000001) (0.000001) (0.000001) (8.14E-09) (8.50E-09) (3.69E-08)
α 0.075169∗∗∗ 0.075783∗∗∗ 0.077012∗∗∗ 0.078882∗∗∗ 0.079497∗∗∗ 0.079173
(0.016612) (0.01681) (0.016898) (0.000217) (0.000235) (0.000982)
β 0.896014∗∗∗ 0.894524∗∗∗ 0.893192∗∗∗ 0.815806∗∗∗ 0.883893∗∗∗ 0.832396∗∗∗
(0.023867) (0.02453) (0.024518) (0.000260) (0.000173) (0.020198)
m0 -0.000256 0.000304 0.000329 -0.000406 -0.000513 -0.000626
(0.000197) (0.000521) (0.000609) (0.000843) (0.001666) (0.000788)
m1 -11.7000 -12.2000 -0.149998 -0.149996
(10.17491) (12.38469) (7.327635) (43.98047)
m2 -0.586756 -0.450316∗∗∗
. (0.010777)
m3 0.614945∗∗∗ 0.500071∗∗∗
(0.023300) (0.012365)
ln(s) 0.309873∗∗∗ 0.303158∗∗∗ 0.308018∗∗∗
(0.04972) (0.050279) (0.051772)
λ1 0.180155∗∗∗ 0.229800∗∗∗ 0.161532∗∗∗
(0.000969) (0.001813) (0.009846)
λ2 -0.010042 0.006108 0.002071
(0.028073) (0.005364) (0.006669)
Note: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.
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Table 4.11: Estimation Results: IBM
Normal t
(2) (3) (4) (2) (3) (4)
ω 0.000011 0.000011 0.000011 0.000007 0.000007 0.000007
(0.000018) (0.000016) (0.000015) (0.000005) (0.000005) (0.000005)
α 0.062195 0.06277 0.061836 0.036388∗ 0.037406∗ 0.037523∗
(0.052186) (0.047397) (0.046305) (0.015486) (0.016557) (0.016477)
β 0.909075∗∗∗ 0.907796∗∗∗ 0.910131∗∗∗ 0.943839∗∗∗ 0.941770∗∗∗ 0.941628∗∗∗
(0.097317) (0.087948) (0.085189) (0.028479) (0.030659) (0.030501)
m0 0.000927∗ -0.000034 -0.000044 0.000421 -0.000394 -0.000402
(0.000381) (0.000758) (0.000767) (0.000318) (0.000879) (0.000884)
m1 3.156721 3.18934 2.6662 2.682751
(2.119968) (2.148338) (2.660208) (2.673833)
m2 -0.760347∗∗∗ -0.783974∗∗∗
(0.120574) (0.10884)
m3 0.790189∗∗∗ 0.799545∗∗∗
(0.116674) (0.104391)
ln(ν) 0.974077∗∗∗ 0.976579∗∗∗ 0.982608∗∗∗
(0.170147) (0.169799) (0.170082)
Note: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.
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Table 4.12: Estimation Results: IBM
GED GTλ
(2) (3) (4) (2) (3) (4)
ω 0.000007 0.000008 0.000008∗∗∗ 0.000011∗∗∗ 0.000010∗∗∗ 0.000010∗∗∗
(0.000008) (0.000155) (0.000002) (1.89E-08) (1.76E-08) (4.84E-08)
α 0.039184 0.04308 0.042925∗∗∗ 0.052698∗∗∗ 0.059956∗∗∗ 0.059945∗∗∗
(0.025288) (0.485342) (0.006682) (0.000086) (0.000083) (0.000160)
β 0.941163∗∗∗ 0.933347∗∗∗ 0.933641 0.679166∗∗∗ 0.893793∗∗∗ 0.891229∗∗∗
(0.04682) (0.939997) . (2.47E-04) (8.42E-05) (1.74E-04)
m0 0.000330 -0.000590 -0.000586 0.001201∗ 0.000824 0.000189
(0.000510) (.005662) (0.000580) (0.000516) (0.006867) (0.000235)
m1 -3.178465 3.233418 1.149995 1.149995∗∗∗
(21.45719) (1.795335) (2.232284) (0.142065)
m2 0.284607∗∗∗ -0.750143∗∗∗
(0.008094) (0.002167)
m3 -0.296875∗∗∗ 0.799868∗∗∗
(0.007921) (0.003237)
ln(s) 0.182444∗∗∗ 0.181993∗∗∗ 0.181158∗∗∗
(0.047474) (0.047665) (0.046277)
λ1 -0.068890∗∗∗ 0.137593∗∗∗ 0.121708∗∗∗
(0.000667) (0.000682) (0.000846)
λ2 0.015216 0.004578 0.003686
(0.011181) (0.008337) (0.001870)
Note: ∗p < 0.05, ∗∗p < 0.01, ∗∗∗p < 0.001.
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