We consider a nonlinear regression model for which the variances depend on a parametric function of known variables. We focus on estimating the variance function, after which it is typical to estimate the mean function by 
In (1.1), {x.,z.} are fixed constants, S is the vector regression parameter, model which can be fit by one's favorite method.
We are interested in the case that the structural parameter e is unknown. Given an estimate e of e, the usual device for estimating the regression parameter B is simply to pretend that e is known and equal to A e, and then proceed as in the previous paragraph. The resulting estimate of 13 will be called generalized least squares. It is one of the great folklore theorems of statistics which assures us that for estimating B, it really does not matter how we estimate 8, at least asymptotically. More precisely, for large sample sizes the 1imi ting distribution of generalized least squares is the same as if 8 were known.
Despite the folklore asymptotics, as intuition would indicate for finite sampIes how one estimates e really matters. Williams (1975) states that "both analytic and empirical studies of a variety of linear models indicate that ... the ordering by efficiency of (estimator of S) •.. in small samples is in accordance with the ordering by efficiency (of estimates of 8)". In the linear model, Toyooka , Rothenberg (1984) and Kariya (1985) all essentially show that for normally distributed data,' the second order covariance matrix of generalized least squares is a monotonically increasing function of the covariance of the estimate of 8; see also Freedman &Peters (1984) and Carroll &Ruppert (1985) for similar results. Finally, especially the Monte-Carlo study of Goldfeld & Quandt (1972, pages shows that it is possible to construct a disastrously inefficient generalized least squares estimator as well as quite an efficient one.
The purpose of this paper is to compare various estimators of e by asymptotic efficiency. Without making any further assumptions than the minimal (1.1), it is possible to construct consistent and asymptotically normal estimates of e with the following "algorithm":
(1) Estimate B , obtainS;
. .
( Ely. -f(x.,B) I = n h 1 / 2 (Z.,8) . For the special case that the standard deviation is linear in exogenous variables, Judge, et al. (1985) propose our general absolute residual estimators. Even in this special case, they state that the properties of 8 AV and SWAY "have not been fUlly investigated". In their specific context, they go on to make in effect three conjectures: 
cS
In this paper, we verify all these conjectures when the errors (1.8) are sYmmetrically distributed. In Section 3, we discuss why it is that, for this special case, using absolute residuals may be preferred when viewed from a perspective of efficiency robustness.
false in general for asymmetrically distributed errors. While the dependence of the asymptotic distribution on the estimate of S certainly complicates the theory, the dependence does not disqualify using absolute residuals. We exhibit a simple example for which using absolute residuals is always more than twice as efficient as using squared residuals.
The theorems are stated in the next section, with proofs in the appendix. In the third section we discuss the statistical implications of the results.
Major Results
We state the results somewhat informally and in the appendix only sketch the proofs, relying for the most part on simple Taylor series expansions and· the somewhat more complex linearizations in Ruppert &Carroll (1980) and Carroll &Ruppert (1982) . We first consider the estimators 8 ML , 8 LS and 8 WLS based on squared residuals. Under minimal assumption such as (1.1) and (1.4), these estimators are consistent and asymptotically normally distributed with asymptotic 'covariance unaffected by the choice of S.
The covariance simplifies if the errors (1. 8) are independent and identically distributed, an assumption we will make throughout. Define Theorem # 2 is a corollary of Theorem # 3 because, under synunetry, y =0
and the effect of i3 disappears. In general, when y I-0 6 AV and 8 WAV are still asymptotically normally distributed, but their covariance matrices will depend on the method used to estimate S. 101. 6%
143.9%
203.5%
Huber calls these numbers "disquieting", noting that just 2 "bad" observations in 1000 suffice to offset the superiority of squared over absolute residuals when estimating the variance function.
If the errors are symmetrically distributed or nearly so, then robustness of efficiency considerations strongly suggest using weighted absolute residuals to estimate the variance function rather than weighted squared residuals or normal theory maximum likelihood. Computation is not intrinsically difficult since it is based on the usual nonlinear least squares methodology.
The residuals are defined through an estimate of the regression parameter $. The estimation of the variance function using squared residuals is asymptotically unaffected by the estimate of $. The same can be said for absolute residuals only when the errors are symmetrically distributed. Clearly, the use of absolute residuals is complicated and more research is needed in this direction. That further research may be quite useful is seen in the following example.
12 Let {W.} be independent and identically distributed negative In this case, K = 9, v.=logx. Var(v) and from (3.1) we see that using absolute residuals will always be more than two times as efficient as the MLE or squared residuals.
The point of the previous example is that absolute residuals estimation of e should not be automatically dismissed simply because it has an inconvenient asymptotic theory under asymmetric errors. As long as one can reasonably make the crucial assumption (1.7), using weighted absolute residuals to estimate the variance function should be given serious consideration. However, further research is needed to help the statistician choose between using weighted squared or absolute residuals when asymmetry is present.
We have confined our discussion to weighted least squares estimation of B and absolute versus squared residuals for estimating the variance function. Our techniques apply to other methods, including using weighted logarithms of squared residuals and the robust estimation schemes of Carroll & Ruppert (1982) and Giltinan, Carroll & Ruppert (1986 -Is.[
1.
As in Ruppert & Carroll (1980) 
This shows, as claimed, that
Proof of Theorem #3.
• T A By Lemma 112, we will be able to replace I r. 1 by Is.
Recall that we are writing EIEI = n/~1/2, and that [EIEI1 2 = 1-0, o=Var(IEI). . 2 Noting that~= n /(1-0) and simple algebra completes the proof. Our focus is the simple linear regression model with Ireasurement errors in both variables. It is often stated that if the Ireasurement error in x is "sna.11", then we can ignore this error and fit the m:xlel to data using ordinary least squares. There is sane ambiguity in the statistical literature concerning the exact Ireaning of a "3'l1all" error. For example, Draper and Srnith (1981) state that if the Ireasurement error variance in x is 3'l1all relative to the variability of the true x's, then "errors in the x's can be effectively ignored", see l-bntganery & Peck (1983) for a similar statement. Scheffe (1973) and Mandel (1984) argue for a second criterion, which nay be infonnally sunmarized that the error in x should be 3'l1all relative to (the standard deviation of the observed Y about the line)/(slope of the line). We argue that for calibration experiments both criteria are useful and important, the former for estirration of x given Y and the latter for the lengths of confidence intervals for x given Y.
Introduction
There is substantial literature on the problem of precision instrument calibration, see for example Scheffe (1973) , Rosenblatt and Spiegelman (1981) and Mandel (1984) . we will focus on such calibration when fitting a straight line to a set of data in which the predictor x is measured with error.
Recently we were asked to try to quantify what isrneant by a "small" rreasurement error in x, with the idea that, if such error were small, we could safely ignore it and precede with ordinary least squares analysis.
In trying to do this we realized that the literature is sanewhat ambigoous, and in fact there are two distinct criteria used to decide when measurement error in x is small. For example, DraPer and smith (1981, page 124) state that if the measurement error variance in x is small relative to the variability of the true x's themselves, then "errors in the x's can be effectively ignored and the usual least squares analysis Perfonned". '!his canment is echoed by Montganery and Peck (1982, page 388) . On the other hand, roth Scheffe <1973, page 2) and Mandel (1984) use the criterion that we can safely ignore measurenent error in x if its standard deviation is small relative to the ratio Standard deviation of neasured Y about the line.
Slope of the line
The authors were working in different contexts, so it is not surprising that their criteria differ. In the next section we discuss the criteria (1. 5) -(1. 6) with regard to estimation and confidence intervals for x* given an observed Y*.
The Effect of Small Error
The working standards {x.} are fixed constants, and the criterion 1 U.5) thus depends on the sample working standards. For large enough samples, we will think of the mean of the {xi} as converging to IJ. x and the variance of the {xi} also converging, so that (1.5) can be written as = (}-:;s~: ). . . The least squares estimates (~, 13 L ) converge in probability to (ex + ).. IJ. x 13/U+)..), 13/(1+)..» respectively. By centering appropriately so that IJ. x : 0, we see that the bias in least squares essentially depends on the size of ).. in (2.1). When).. is small, for the purpose of estimation, the effect of ignoring measurement error in the true {Xi} is slight.
There is no standard method to correct for measurement error when estimating (ex, 13, (}-e' ()-m) • For example, when there is no replication in the experiment, it is custanary to assume that the ratio e = (}-:;()-~(2.2)
is known, see Kendall & Stuart (1961 , pages 375-387) or Fuller (1986 . In sane applications, e will be known fran the physical set-up of the problem.
For the effect of misspecifying e, See Iakshminarayanan & Gunst (1984) and Ketellapper (1983) . The basic danger is in thinking that e is larger than it actually is. In practice, if e is not known one usually considers replicating the responses and/or the predictors so as to allow estimation of 0-m and o-e' see Fuller (1986) for a thorough discussion.
Regardless of whether e is known or replication is used, we can make If we assume that the sample sizes are large enough arrl, if replication is used, there are sufficient degrees of freedan in the replication, in Appendix A we verify that when ).., is small the ratio of the confidence interval lengths is approximately 3. An Example
In Table 1 we list a subset of the data investigated by Lechner, Reeve & Spiegelman (1982) . It is not our purpose to provide a defi ni tive analysis of these data. Rather, we use the data only to provide a rreans of exploring the effect of ignoring snall rreasuranent error, especially through the increased length ratio (2.3). we assUIre a straight line fit (1.1) to the data. we find that <Xr, = -291.49, B L = 2346.64 and o-L = 1.64.
Fran discussion with the investigators it was thought that 0-m and o-e are of the sane order of magni tude. However, since 0-e is made up of both response rreasurerent error and t-=:qiJ,-iti(lfl t=t't'or, for this illu..c:;tration we decided to be rather conservative as suggested by Lakshminarayanan & Gunst (1984) and Ketellapper (1983) and set e = 0.001 in (2.2). Following Kendall & Stuart (1961) , the maximum likelihood estimators of (~,B,o-) assuming e is known are given by This large ratio emphasizes our point that the definition of "small measurement error" must dePend on whether one is interested in estimation or confidence intervals.
Conclusion
We have shown that, under the ideal conditions of a straight line rrodel and a fairly large-sized working sanple, ignoring measurement errors in x which are "smalP relative to the usual estimation criterion (2.1) can result in calibration confidence intervals which are much larger than necessary. For confidence intervals, it is rore sensible to judge measurement error size on the basis of lnth <l.5) and (2.3). Ignoring the measurement error in the true working standards {xi} will cause an increase in confidence interval length on the order of (2. 3) •
We finish by emphasizing that using measurement error techniques to obtain shorter calibration confidence intervals requires that equation •
