In this paper, we study some problems with continuously differentiable quasiconvex objective function. We prove that exactly one of the following two alternatives holds: (I) the gradient of the objective function is different from zero over the solution set and the normalized gradient is constant over it; (II) the gradient of the objective function is equal to zero over the solution set. As a consequence, we obtain characterizations of the solution set of a quasiconvex continuously differentiable program, provided that one of the solutions is known. We also derive Lagrange multiplier characterizations of the solutions set of an inequality constrained problem with continuously differentiable objective function and differentiable constraints, which are all quasiconvex on some convex set, not necessarily open. We compare our results with the previous ones. Several examples are provided.
Introduction
In 1988, Mangasarian [11] obtained characterizations of the solution set of a convex program in terms of a known solution. A lot of papers appeared later dealing with convex, pseudolinear, pseudoconvex, invex and other types of nonlinear programming problems.
Recently, Suzuki and Kuroiwa [13] obtained generalizations of the Mangasarian's characterizations to characterizations of the solution set of an essentially quasiconvex program in terms of the Greenberg-Pierscalla subdifferential. It is well known that a real continuous function is essentially quasiconvex if and only if it is semistrictly quasiconvex [2] . The Greenberg-Pierscalla subdifferential is defined for a quasiconvex function. It does not necessarily includes the gradient of the function in the case when the last one is Fréchet differentiable. Therefore, it is important to derive simple characteriztions of solution set of an arbitrary program with quasiconvex continuously differentiable objective function. Suzuki and Kuroiwa also derived an optimality condition and some more characterizations of the solution set of a quasiconvex program in terms of the Martinez-Legaz subdifferential (see [14] ), but it does not seem to be so simple.
In this paper, we continue the investigations initiated in the submission [8] . The same work was submitted on February, 24th, 2010 to the new editor in chief of Journal of Optimization Theory and Applications, and it was rejected again by the associated editor on May 31th, 2011. In Ref. [9] are derived similar result, but the invex objective function were replaced by pseudoconvex one. In the present paper, we obtain simple characteriztions of the solution set of a quasiconvex program with continuously differentiable objective function in terms of a given solution. We also extend some Lagrange multiplier characterizations of the solution set in terms of a given minimizer to quasiconvex programs. These results are known when the problem is convex or pseudoconvex.
Characterizations of Solution Set of a Quasiconvex Program
Throughout this paper, R n is the real n-dimensional Euclidean vector space, Γ ⊆ R n is an open convex set, S ⊆ Γ is a nonempty convex subset of Γ, and f is a Fréchet differentiable function, defined on Γ. The main purpose of this section is to obtain characterizations of solution set of the nonlinear programming problem:
Minimize f (x) subject to x ∈ S.
(P)
Denote the transpose of the matrix A by A T , the scalar product of the vectors a ∈ R n and b ∈ R n by a T b, the solution set arg min {f (x) | x ∈ S} of (P) byS, and letS be nonempty. Suppose thatx is a known point fromS.
Recall the following well-known definition [10] : Definition 2.1. A function f : Γ → R, defined on a convex set Γ ⊆ R n , is called quasiconvex on Γ iff the following condition holds for all x, y ∈ Γ, t ∈ [0, 1]:
We begin with some preliminary results:
. A function f : Γ → R is quasiconvex on the convex set Γ ⊆ R n if and only if its lower level sets L(f ; α) := {x ∈ Γ | f (x) ≤ α} are convex for all real numbers α.
Lemma 2.2 ([1]
). Let f : Γ → R be a quasiconvex differentiable function on the open convex set Γ. Suppose that x ∈ Γ, y ∈ Γ, and f (y) ≤ f (x). Then ∇f (x)
Gordan's Theorem of the Alternative. [4, 10] For each given matrix A, either the system A x > 0 has a solution x, or the system
has a solution y, but never both.
Lemma 2.3. Let Γ ⊆ R n be an open convex set, S ⊆ Γ be a convex set and x, y ∈S with ∇f (x) = 0, ∇f (y) = 0. Suppose that f is quasiconvex on Γ. Then the following implication holds:
Proof. Suppose the contrary that there exists d ∈ R n with
It follows from here that there exists τ > 0 with
where
According to the quasiconvexity of f , we obtain by Lemma 2.1 thatS is convex and
. By quasiconvexity, we conclude from (1) that
which is impossible.
Then there exists p > 0 such that b = p a.
Proof. Implication (3) is equivalent to the claim that the system
has no a solution d. It follows from Gordan's Theorem that there exist real numbers p 1 and p 2 such that
Without loss of generality p 1 > 0. Let p = p 2 /p 1 . The number p is strictly positive, and it satisfies the equation b = p a, because b = 0.
Lemma 2.5. Let Γ ⊆ R n be an open convex set, S ⊆ Γ be a convex set and f : Γ → R is a Fréchet differentiable quasiconvex function. Then the normalized gradient is constant over the set {x ∈S | ∇f (x) = 0}, provided that this set is nonempty.
Proof. Let x and y be arbitrary points from the setS with ∇f (x) = 0, ∇f (y) = 0. It follows from Lemmas 2.3 and 2.4 that there exists p(x, y) > 0 with ∇f (y) = p∇f (x). We obtain from here that
Then the claim follows immediately. Lemma 2.6. Let Γ ⊆ R
n be an open convex set, S ⊆ Γ be a convex one. Suppose that f : Γ → R is a continuously differentiable quasiconvex function. Then exactly one of the alternatives holds: I) ∇f (x) = 0 for all x ∈S and the normalized gradient ∇f (x)/ ∇f (x) is constant over the solution setS; II) ∇f (x) = 0 for all x ∈S.
Proof. Let us take an arbitrary point x from the solution setS. Two cases are possible: First case: ∇f (x) = 0. Let y be another arbitrary point fromS. We prove that ∇f (y) = 0. Suppose the contrary that ∇f (y) = 0. Consider the sets:
We have x + t(y − x) ∈S, becauseS is convex by Lemma 2. We prove that A is closed. Let us take a sequence {t n }, where t n ∈ A and t n approaches to t 0 . By the continuous differentiability of f we have
Therefore t 0 ∈ A and A is a closed set.
We prove that B is a closed set. Let us take a sequence {t n }, where t n ∈ B and t n approaches to t 0 . By the continuous differentiability of f we have
because by Lemma 2.5 the normalized gradient is a constant vector, different from 0. Therefore t 0 ∈ B and B is closed. Since the union of A and B is the whole
Both cases are impossible, because ∇f (x) = 0 and ∇f (y) = 0. This fact is contrary to the assumption ∇f (y) = 0. Therefore ∇f (y) = 0. It follows from here that ∇f (y) = 0 for all y ∈S. By Lemma 2.5 the normalized gradient of f is constant overS.
Second case: ∇f (x) = 0. It follows from the proof of the first case the impossibility of the assumption ∇f (y) = 0 for arbitrary y ∈S. Therefore ∇f (y) = 0 for all y ∈S.
Letx ∈S be a given point. Denotê
, ∇f (x) = 0};
, ∇f (x) = 0}.
Theorem 2.1. Let Γ ⊆ R n be an open convex set, S ⊆ Γ be a convex one and f : Γ → R be a continuously differentiable quasiconvex function. Suppose thatx ∈S is a known solution of (P) and ∇f (x) = 0. ThenS
Proof. We prove thatS ⊆Ŝ 1 . Suppose that x ∈S. We prove that x ∈Ŝ 1 . By Lemma 2.1,S is convex and we havex + t(x −x) ∈S for all t ∈ [0, 1]. Therefore
because the solution setS is convex. It follows from here that ∇f (x)
T (x −x) = 0. According to Theorem 2.6 ∇f (x) = 0 and x ∈Ŝ 1 .
It is trivial thatŜ 1 ⊆Ŝ 2 We prove thatŜ 2 ⊆S. Let x ∈Ŝ 2 . We prove that x ∈S. Suppose the contrary. Therefore f (x) < f (x). According to the convexity of S we havex + t(x −x) ∈ S. By the assumptionx ∈S, we obtain that
T (x −x) = 0. Since the function f is continuous and f (x) < f (x), there exists a number δ > 0 such that f [x + δ∇f (x)] < f (x). Then, we conclude from Lemma 2.2 that
By the equality ∇f (x)/ ∇f (x) = ∇f (x)/ ∇f (x) we obtain that
It follows from ∇f (x) T (x −x) = 0 that ∇f (x) 2 ≤ 0, which contradicts the hypothesis ∇f (x) = 0.
Example 2.1. Consider the problem (P) such that function f is the function of two variables f (x 1 , x 2 ) = x 2 /x 1 and S is the rectangle
The objective function is quasiconvex on the set Γ = {x = (x 1 , x 2 ) | x 1 > 0}, because it satisfy the implication
We can findS applying Theorem 2.1,
The objective function of the previous problem is really pseudoconvex. In the next example f is not pseudoconvex. 
f is quasiconvex, but not pseudoconvex. Letx = (−1, 0) be a known solution. It is easy to see thatŜ = {(x 1 , x 2 ) | x 1 = −1}. By Theorem 2.1 this is the solution set. Example 2.3. Consider the problem (P) such that function f is the function of two variables f (x 1 , x 2 ) = −x 1 − x 2 + (x 1 − x 2 ) 2 + 4 and S is the disk
The objective function is quasiconvex, because its lower level set are convex. Really, for every c ∈ R the inequality f (x) ≤ 2c is equivalent to
Letx = (1, 1) be a known solution. It is easy to see thatŜ consists of the only point (1, 1) . By Theorem 2.1, the problem has no more solutions.
Definition 2.2 ([10]). Let Γ ⊆ R
n be an open set. A differentiable function f : Γ → R is called pseudoconvex on Γ if the following implication holds:
If this implication is satisfied at the point x only for every y ∈ Γ, then the function is said to be pseudoconvex at x.
Every differentiable function, pseudoconvex on some open convex set, is quasiconvex [10] .
Consider the following set:S := {x ∈ S | ∇f (x) = 0}.
Theorem 2.2. Let Γ ⊆ R n be an open convex set, S ⊆ Γ be a convex one and f : Γ → R be a continuously differentiable quasiconvex function. Suppose thatx ∈S is a known solution of (P) and ∇f (x) = 0. Then ∇f (x) = 0 for all x ∈S.
Suppose additionally that f is pseudoconvex at every point x ∈ S such that x / ∈S. ThenS =S.
Proof. The claimS ⊆S follows directly from Lemma 2.6. It follows from this lemma that the second alternative holds in our case. Therefore, ∇f (x) = 0 for all x ∈S.
Suppose that f is pseudoconvex on S \S. We prove thatS ⊆S. Let x be an arbitrary point fromS. Assume the contrary that x / ∈S. It follows from here that f (x) < f (x). By pseudoconvexity, we obtain that ∇f (x)
T (x − x) < 0. This inequality contradicts the condition ∇f (x) = 0, which follows from x ∈S.
Example 2.4. Consider the function f : R 2 → R, defined as follows:
and the problem (P) such that S := {x = (x 1 , x 2 ) ∈ R 2 | x 1 ≥ 0}. The objective function is quasiconvex, because its lower level sets are convex. Really, it is convex over S. On the other hand Theorem 1 from [11] cannot be applied, because S is not open and there is no an open convex set such that f is convex over it. It is easy to see that f ∈C 1 and it is not pseudoconvex. Therefore, the theory concerning pseudoconvex programs also cannot be applied. The solution set is {x = (x 1 , x 2 ) ∈ R 2 | x 1 = 0, x 2 ≤ 0}. It is easy to see that the function is pseudoconvex at every x ∈ {x = (x 1 , x 2 ) | x 1 > 0} ∪ {x = (x 1 , x 2 ) | x 1 = 0, x 2 > 0}. Letx = (0, 0) be a known solution. It follows from theorem 2.2 that
Consider the following sets:
Theorem 2.3. Let Γ ⊆ R n be an open convex set, S ⊆ Γ be an arbitrary convex one and the function f be defined on Γ. Supposex ∈S is a known solution of (P) such that ∇f (x) = 0. If the function f is continuously differentiable and quasiconvex on Γ, then
Proof. It is obvious that S 5 ⊆ S 1 ⊆ S 2 and S 5 ⊆ S 3 ⊆ S 4 .
We prove thatS ⊆ S 5 . Suppose that x ∈S. Therefore f (x) = f (x). By quasiconvexity the solution setS is convex and
Therefore ∇f (x)
T (x −x) = 0. We can prove using similar arguments, interchangingx and x, that ∇f (x)
T (x − x) = 0. The claim that ∇f (x) = 0 follows from Lemma 2.6, because by the hypothesis ∇f (x) = 0. We conclude from here that x ∈ S 5 .
We prove that S 4 ⊆ S 2 . Let x ∈ S 4 . Therefore
Since S is convex,
which implies by (4) that x ∈ S 2 . At last, we prove that S 2 ⊆S. Let x ∈ S 2 . Assume the contrary that x / ∈S. Hence f (x) < f (x). By Lemma 2.2, we obtain that ∇f (x)
T (x − x) ≤ 0. Taking into account that x ∈ S 2 we have ∇f (x)
T (x − x) = 0. Then, by the continuity of f , it follows from f (x) < f (x) that there exists δ > 0 with f [x + δ∇f (x)] < f (x). Then, it follows from Lemma 2.2 that
By ∇f (x) T (x − x) = 0, we conclude from here that ∇f (x) = 0, which is a contradiction to x ∈ S 2 .
Lagrange multiplier characterizations of the solution set
Consider the problem with inequality constraints
where f : Γ → R and g i : Γ → R are defined on some open set Γ ⊆ R n , X is a convex subset of Γ, not necessarily open.
Denote by
the index set of the active constraints at the feasible point x. Let
be the feasible set. Suppose that C ⊆ R n is a cone. Then the cone C * := {x ∈ R n | c T x ≤ 0} is said to be the negative polar cone of C. Let T X (x) be the tangent cone of the set X at the point x. Then its negative polar cone is called the normal cone N X (x).
Definition 3.1. [3] It is said that the constraint functions satisfy generalized Mangasarian-Fromovitz constraint qualification (in short, GMFCQ) at the pointx iff there is a direction y ∈ (N X (x)) * such that ∇g i (x) T y < 0 for all i ∈ I(x).
The following necessary optimality conditions of Karush-Kuhn-Tucker type (for short, KKT conditions) are consequence of Proposition 2.2.1, Definition 2.4.1 and Proposition
in [3]:
Karush-Kuhn-Tucker's Theorem. Letx be a local minimizer of the problem (PI). Suppose that f , g i , i ∈ I(x) are Fréchet differentiable on Γ ⊆ R n atx, g i , i / ∈ I(x) are continuous atx, the set X is convex. Suppose additionally that GMFCQ holds atx. Then there exists a Lagrange multiplier λ ∈ R m , λ = (λ 1 , λ 2 , ..., λ m ),
Denote byĨ(x, λ) the following index set
and the set
Lemma 3.7. Let the functions f and g be differentiable and quasiconvex,x ∈S be a solution. Suppose that the set X is convex, GMFCQ is satisfied atx and KKT optimality conditions are satisfied atx with a multiplier λ. ThenS ⊆ X 1 (λ) and the Lagrangian
Proof. We prove thatS ⊆ X 1 (λ). Let x be an arbitrary element ofS. We prove that x ∈ X 1 (λ). It is enough to show that g i (x) = 0 for all i ∈Ĩ(x, λ), because x is a feasible point. Suppose the contrary that there exists j ∈Ĩ(x, λ) such that g j (x) < 0. Taking into account that g j (x) = 0, then we have g j (x) < g j (x). There exists δ > 0 such that g j [x + δ∇g j (x)] < g j (x). Then it follows from Lemma 2.2 that
By quasiconvexity of f and f (x) = f (x) it follows from Lemma 2.2 that ∇f (x) T (x−x) ≤ 0. Since g i are also quasiconvex and g i (x) ≤ 0 = g i (x) for all i ∈ I(x), by Lemma 2.2 we obtain that ∇g i (x)
T (x −x) ≤ 0 for all i ∈ I(x). By KKT conditions the following equations are satisfied:
By (6), we obtain that ∇g j (x) T (x −x) = 0. Therefore, by (5) we have ∇g j (x) 2 ≤ 0. On the other hand, it follows from GMFCQ that ∇g j (x) = 0, which contradicts the indirect conclusion that ∇g j (x) = 0. Hence x ∈ X 1 (λ).
The claim that L(x) = L(x) follows immediately from here according to the equality f (x) = f (x). ;
Consider the setŝ
Theorem 3.1. Let the set X be convex, the function f be continuously differentiable and quasiconvex, g i , i ∈ I(x) be differentiable and quasiconvex, g i , i / ∈ I(x) be continuous at x. Suppose thatx ∈S, ∇f (x) = 0, GMFCQ is satisfied, the Lagrange multipliers are known and fixed. ThenS =Ŝ
Then the claim follows from Lemma 3.7 and the equalityS =Ŝ 1 =Ŝ 2 , which is a part of Theorem 2.1.
Remark 3.1. In Theorem 3.1, we suppose that ∇f (x) = 0, but if ∇f (x) = 0, then ∇f (x) = 0 for all x ∈S according to Theorem 2.2.
Consider the sets
Theorem 3.2. Let the set X be convex, the function f be continuously differentiable and quasiconvex, g i , i ∈ I(x) be differentiable and quasiconvex, g i , i / ∈ I(x) be continuous at x. Suppose thatx ∈S, ∇f (x) = 0, GMFCQ is satisfied, the Lagrange multipliers are known and fixed. Then
Proof. It is obvious that S
Then the claim follows from Lemma 3.7 and the equalitiesS = S i (λ), i = 1, 2, 3, 4, 5 which are the statements of Theorem 2.3.
In the next result, we suppose that X is an open set. Therefore KKT conditions reduce to the following one:
Generalized Mangasarian-Fromovitz constraint qualification reduces to MangasarianFromovitz constraint qualification (in short, MFCQ): there is a direction y ∈ R n such that ∇g i (x) T y < 0 for all i ∈ I(x). In this case, we consider the following sets:
Theorem 3.3. Let the set X be open and convex, the function f be continuously differentiable and quasiconvex, g i , i ∈ I(x) be differentiable and quasiconvex, g i , i / ∈ I(x) be continuous atx. Suppose thatx ∈S, ∇f (x) = 0, MFCQ is satisfied and the Lagrange multipliers are known and fixed. Then
Proof. It is obvious thatŜ T (x−x) ≥ 0, i ∈Ĩ(x, λ) and (7) that ∇f (x)
We prove thatS ⊆Ŝ ′′ 1 (λ). Let x be arbitrary point fromS. Due to the quasiconvexity of f and f (x) = f (x) it follows from Lemma 2.2 that ∇f (x)
T (x −x) ≤ 0. Since g i are also quasiconvex and g i (x) ≤ 0 = g i (x) for all i ∈ I(x), then by Lemma 2.2, we obtain that
By KKT conditions Equations (6) are satisfied. Therefore, ∇g i (x) T (x −x) = 0 for all i ∈Ĩ(x, λ). Then, it follows fromŜ
Comparisons
In this section, we compare our results with the previous ones.
In Ref. [13] , Suzuki and Kuroiwa derived characterizations of the solution set of a program with essentially quasiconvex objective function in terms of Greenberg-Pierskalla subdifferential.
A quasiconvex function is called essentially quasiconvex iff each local minimum is global. It is known that a continuous quasiconvex function is essentially quasiconvex if and only if it is semistrictly quasiconvex (see Theorem 3.37 in [2] ).
Greenberg-Pierskalla subdifferential [5] for a quasiconvex function f at the point x 0 is the following set:
It is easy to see that the gradient of the function is not necessarily included in GreenbergPierskalla subdifferential and this subdifferential does not reduce to the gradient of the function, when the last one is continuously differentiable. For example, consider the continuously differentiable function of one variable defined as follows: f (x) = x 2 , if x ≥ 0, and f (x) = −x 2 , if x ≤ 0. Then ∇f (0) = 0, but ∂ GP f (0) = (0, +∞). It follows from here that even the function is essentially quasiconvex, Theorem 2.1 does not follows from the results in [13] . Moreover, we consider functions, which are not essentially quasiconvex. It is easy to calculate the derivative. We need to solve some system of equations to apply Theorem 2.1. On the other hand, it is more difficult to construct the Greenberg-Pierskalla subdifferential than to calculate the derivative of the function, provided that the last one exists.
The following result is a part of Theorem 8 in [13] :
Consider the sets:
T (x −x) = 0, ∃p(x) > 0 : ∇f (x) = p(x)∇f (x)}; T 2 := {x ∈ S | ∇f (x)
T (x −x) ≤ 0, ∃p(x) > 0 : ∇f (x) = p(x)∇f (x)}.
The following result is a corollary of Theorem 2.1. It is a particular case of Theorem 2.1 by Ivanov in [9] , where the objective function is differentiable and pseudoconvex:
n be an open convex set, S ⊆ Γ be a convex one and f : Γ → R be a continuously differentiable pseudoconvex function. Suppose thatx ∈S is a known solution of (P). ThenS =T 1 =T 2 .
Proof. If ∇f (x) = 0, then it follows from Theorem 2.1 thatS =Ŝ 1 =Ŝ 2 . Suppose that there exists x ∈ S with ∇f (x) T (x −x) ≤ 0, ∃p > 0 : ∇f (x) = p∇f (x), ∇f (x) = 0.
It follows from here that ∇f (x) = 0, which is a contradiction. ThereforeS =T 1 =T 2 . Let ∇f (x) = 0. ThenT 1 =T 2 = {x ∈ S | ∇f (x) = 0}. By pseudoconvexityx is a global minimizer of f on Γ and S = {x ∈ S | f (x) = f (x)} = {x ∈ S | ∇f (x) = 0}.
The proof is complete.
Corollary 2. Suppose additionally to the hypothesis of Theorem 2.1 that f is convex. Then, ∇f (x) = ∇f (x), provided that x ∈S.
