Introduction
There is a long history of attempts to establish that Schrödinger quantum mechanics is explicable in terms of the familiar classical concepts and formal isms such as particle trajectories, Probability flow, Phase space densities, Fluid dynamics, Stochastic theory, etc., (see Ref. 1_1° ). There are varying de grees of success, failure and controversy surround ing these attempts. Often the ideas behind such theo ries are highly plausible but either the mathematical formulation falls short of being convincing or some of the analogies revealed are still difficult to appre ciate in ordinary classical terms. This last mention ed type of difficulty occurs in the line of work which appears to have originated from a paper by for which it has seemed to be impossible to find any convincing classical image or explanation. Expres sion (1) can be regarded as the manifestation of a pressure 8 and with this interpretation the fluid ana logy is complete, but why the pressure in the quan tum probability fluid should assume this odd form involving derivatives of the density has been some thing of a mystery. In this paper we shall give a convincing explanation for the inevitability of the form (1) in terms of a very plausible assumption about the interaction of the "fluids" involved. The existence of two fluids and not just one is the clue that has been missing and the plausible assumption is that the two fluids are in local thermal equili brium.
2 J. P 
The Basic Structure
The physical picture we have in mind can take a number of possible forms. In particular, we can think of the solvent, solute situation, of two mutu ally miscible fluids or, indeed, the "Brownian" mo tions of particles suspended in a fluid. The latter image has been given a mathematical form by N e l s o n 6 but here the mathematical form does not seem to coincide at all closely with quantum mechanics 10. The danger in giving, a priori, too precise a physical form to our basic structure is that we are then tempted to apply equations appropriate to that parti cular physical picture, only to find that our densities are over defined or inconsistent with the superstruc ture (quantum mechanics) which we wish to gene rate. The minimum necessary assumption which will meet our requirements is that we are dealing with a two component fluid like system. The exact physi cal dress to be worn by the two interacting fluids is a matter for further study in terms of their defined and necessary characteristics. We shall here just use this minimum concept that two fluids are interacting to form our substructure, and for convenience of visualisation we shall use the terminology of the solvent solute situation.
The Joint Phase Space D istribution
Apart from the idea of two interacting fluids our mathematical equipment will include a general, but at first unknown, time dependent phase-space dis tribution, g (x ,t,p ',p ). This distribution will be re garded as, in some sense, representing the local state of the two fluid system at position x and at time t. The momentum variable, p , will refer to the back-ground fluid (solvent) motion and the momentum variable, p, will refer to the object or particle (so lute) in its motion through the background fluid. The idea here is to decompose the usual conceptual quantum particle into two components. The two structural parts being the "particle" (solute) and the "vacuum" (solvent). The existence of a contribution to a quantum state at the position x in configuration space can be regarded as having the consequence of causing the "vacuum" (solvent) to react and so locally either to take up or supply some energy to the "particle" according to its state of stress caused by the "particle" (solute) distribution. Thus locally the natural zero for the "particle" energy density is the local energy density for the stressed vacuum. This particular complication is not noticed in con ventional quantum theory because the concept of local energy density is not important in most ap plications. There only the global11 energy is usually considered.
We shall at this stage make no assumptions about the actual form that g(x, t, p', p) should take. We cannot assume that g is a Maxwell distribution6' 8 or any such form peculiar to the Fokker-Planck equa tion. It is true that a generalization of quantum theory can be put into the form of a Fokker-Planck equation for density11 but this theory involves a time element, r, which arises from approximating and it was shown in Ref. 11 that the Fokker-Planck equation is a consequence of the approximation and so is 'outside' conventional quantum theory which arises when r -»-0. Here we wish to work in such a way that our formalism at least contains a part which is exactly equivalent to conventional quantum theory.
Thermal E q uilib rium
The final and all important key assumption ne cessary to our argument is that the two fluids are in thermal equilibrium at all points of configuration space. Further, this assumption is not only confined to steady states but is taken to hold quite generally over the whole range of quantum possibilities. Thus in general if the heat density of the "particle" at position x and time t is denoted by [x (solute \x,t), and the heat density of the stressed vacuum at posi tion x and time t is denoted by ju (solvent j x, t) ; then our key assumption that there is thermal equi librium has the simple form
Using g(x,t\p',p) we can now write down the various functions needed to give detailed expres sion to Eq. (2). The usual definitions from the sta tistical theory of fluids 12,13 are used. We shall require the local average momenta for solute and solvent which are pO M ) = j$ p g ( x ,t \p',p) dp' dp (3) and p (x, t) = J7 p g(x ,t | p , p) dp' dp (4) respectively. The two local thermal energy densities are then given by fi (solute ( x, t) = ~P2 J f 9 (X' 11 p'' p^ dp/ (5) and
When the solute is also subject to the influence of an external potential W (x, t ) , its total energy den sity will be E (solute) = | | g (x,t | p , p) dp' dp + W.
The energy density of the solvent will be £ (solvent) = | | 1 1 p', p) dp' dp .
(8)
As remarked earlier, the natural local zero of energy for the "particle" will be that of the stressed vacu um. Thus we shall define the local quantum energy density, E q , by
and then by (5), (6), (7) and (8), definition (9) gives D2 p'2
13 D. (ID The last form arising from the condition for local thermal equilibrium (2). The form (11) 
Identifying the variables p and p
If we express (2) in terms of (5) and (6) we get the relation
g{x,t\ p,p) dp' dp = 0.
If (12) is to hold in other than the trivial sense (g = 0) then g cannot simply be a pure probability distribution. This is an important clue to the form that g must take. It must, clearly, be negative lo in some regions of phase space. This suggests trying for g a function related to 
-oo
The form (13) turns out to be completely correct with (2) holding rigorously. Boundary terms at r = + oo are eliminated by restricting to those -T for which lim r = 0 and lim = 0 .
T -> ± 0 0 T -» -± 0 0
Further, on using (13) to calculate p, p and tu in terms of xp(x, t ) , one finds that 
These can now be substituted into (11) to give 
Expression (22) is exactly the quantum formula for local energy density in the Schrödinger form n . The second form (23) identifies the pressure8. Thus we now see clearly how this pressure term arises. It is, in fact, a consequence of the thermal interaction of the particle with its local stressed vacuum.
Conclusions
This work would seem to prove conclusively that the fluid dynamical aspect of Schrödinger quantum mechanics should be taken seriously and the im plications of the thermal equilibrium which has been shown to be fundamental should be fully explored.
