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GENERALIZING MORAN’S THEOREM
M. FERNÁNDEZ-MARTÍNEZ, JUAN L.G. GUIRAO AND M.A.
SÁNCHEZ-GRANERO
Abstract. This work is aimed by the spirit of 1946 Moran’s Theorem,
which ensures that both the box and the Hausdorff dimensions for any
attractor could be calculated as the solution of an equation involving
only its similarity factors. To achieve such result, the open set condi-
tion (OSC, herein) is required to be satisfied by the pieces of the attrac-
tor in order to guarantee that they do not overlap too much. In this
paper, we generalize the classical Moran’s through a fractal dimension
model which allows to obtain the fractal dimension of any IFS-attractor
equipped with its natural fractal structure without requiring the OSC
to be satisfied.
1. Introduction
The calculation of the fractal dimension for the attractor of an iterated
function system (IFS-attractor, herein) arises as an interesting question in
Fractal Theory which could be dealt with from the point of view of fractal
structures. In this way, the classical result proved by Moran in 1946 (see [13,
Theorem III]), allows to affirm that both the box-counting and the Hausdorff
dimensions for any strict self-similar set can be fully determined through a
straightforward expression only involving the corresponding similarity fac-
tors. However, to achieve such a result, the OSC is required to be satisfied by
the similarities in that IFS. Recall that the open set condition is a significant
restriction for the pieces of an attractor to ensure that they do not overlap
too much.
In this paper, some attempts to obtain a parallel result to Moran’s by
means of fractal structures are contributed. In fact, both Theorems 3.1 and
3.2 have been shown for fractal dimensions II and III, respectively. Thus,
while the former assumes that all the similarities must have a common simi-
larity factor under the OSC to reach the equality between the box dimension
and the fractal dimension II, the latter does not require to satisfy the OSC
by the similarities that define the corresponding IFS-attractor. Moreover, it
also allows different similarity factors in order to calculate its fractal dimen-
sion III by means of an equation of the form
∑
csi = 1. To end the paper,
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an additional Moran type result linking all the fractal dimension models for
a fractal structure considered along this paper is contributed.
The structure of this work remains as follows. In Section 2, all the neces-
sary preliminaries, involving the basics on IFS-attractors, fractal structures
(and in particular, the natural fractal structure for an IFS-attractor), the
classical models for fractal dimension (namely, both the box and the Haus-
dorff dimensions), the fractal dimension models for a fractal structure we
explore in this paper for IFS-attractors, the OSC, as well as the classical
Moran’s Theorem, are provided in order to make this paper self-contained.
Further, Section 3 contains our contributed Moran type theorems.
2. Preliminaries
Along this paper, let I = {1, . . . , k} be a finite index set. In this section,
we provide all the necessary concepts, definitions and theoretical results, in
order to make the present work self-contained. Accordingly, the structure of
this preliminary section is as follows. In Subsection 2.1, we recall the classical
notion of an IFS, which becomes essential to show our main theorems in
forthcoming Section 3. Additionally, in Subsection 2.2, the concept of fractal
structure is sketched from a topological point of view. It is worth mentioning
that, also in such subsection, the notion of natural fractal structure which any
IFS can be equipped with, is introduced. The next two subsections contains
the basic definitions to calculate the fractal dimension for a given space.
Thus, while Subsection 2.3 recalls the classical models for fractal dimension
(namely, both the box dimension and the Hausdorff dimension), Subsection
2.4 contains some models of fractal dimension for a fractal structure that have
been developed following the spirit of classical fractal dimensions. Finally,
to end this section, we recall the definition of the OSC as well as the 1946
Moran’s Theorem in upcoming Subsections 2.5 and 2.6, respectively.
2.1. IFS-attractors. First, let f : X → X be a self-map defined on a metric
space (X, ρ). Recall that f is said to be a Lipschitz self-map whenever it
satisfies that ρ(f(x), f(y)) ≤ c ρ(x, y), for all x, y ∈ X, where c > 0 is
called the Lipschitz constant associated with f . In particular, if c < 1,
then f is said to be a contraction, and we will refer to c as its contraction
factor. Further, if the equality in the previous expression is reached, namely,
ρ(f(x), f(y)) = c ρ(x, y), for all x, y ∈ X, then f is called a similarity, and
its Lipschitz constant is also called as its similarity factor.
Definition 2.1. For a metric space (X, ρ), let us define an IFS as a finite
family F = {fi : i ∈ I}, where fi is a similarity, for all i ∈ I. The unique
compact set A ⊂ X which satisfies that A = ⋃f∈F f(A), is called the attrac-
tor of the IFS F , or IFS-attractor, as well. It is also called a self-similar
set.
It is a standard fact from Fractal Theory that there exists an atractor for
any IFS on a complete metric space X.
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Fig. 1 contains a graphical representation for the so-called Sierpiński
gasket, which was first defined in [15]. An analytical approach to this IFS-
attractor is provided next.
Example 1. Let I = {1, 2, 3} be a finite index set, and let F = {fi : i ∈ I}
be a finite set of similarities defined from the Euclidean plane into itself as
follows:
fi(x, y) =

(x2 ,
y
2 ) if i = 1
f1(x, y) + (
1
2 , 0) if i = 2
f1(x, y) + (
1
4 ,
1
2) if i = 3,
for all (x, y) ∈ R2. Thus, the Sierpiński gasket is fully determined as the
unique non-empty compact subset K satisfying the Hutchinson’s equation
K =
⋃
i∈I fi(K). Note that each of its pieces fi(K) becomes a self-similar
copy of the whole Sierpiński gasket.
[Figure 1 about here.]
2.2. Fractal structures. The natural fractal structure for an IFS-
attractor. The concept of fractal structure, which naturally appears in sev-
eral asymmetric topological topics [14], was first contributed in [1] to charac-
terize non-Archimedeanly quasi-metrizable spaces. Moreover, in [4], it was
applied to deal with IFS-attractors. On the other hand, fractal structures
constitute a powerful tool to develop new fractal dimension models which
allow to calculate the fractal dimension for a wide range of (non-Euclidean)
spaces and contexts (see, e.g., [10]).
Recall that a family Γ of subsets of a space X is called a covering if
X =
⋃{A : A ∈ Γ}. A fractal structure is a countable collection of coverings
of a given subset which provides better approximations to the whole space
as deeper stages are reached, which we will refer to as levels of the fractal
structure.
Let Γ1 and Γ2 be any two coverings for X. Thus, Γ1 ≺ Γ2 means that Γ1
is a refinement of Γ2, namely, for all A ∈ Γ1, there exists B ∈ Γ2 such that
A ⊆ B. In addition to that, Γ1 ≺≺ Γ2 denotes that Γ1 ≺ Γ2, and also, that
for all B ∈ Γ2, B =
⋃{A ∈ Γ1 : A ⊆ B}. Hence, a fractal structure on a
set X, is a countable family of coverings of X, Γ = {Γn : n ∈ N}, such that
Γn+1 ≺≺ Γn, for all n ∈ N. It is worth mentioning that covering Γn is level
n of the fractal structure Γ.
To simplify the theory, the levels of any fractal structure Γ will not be
coverings in the usual sense. Instead of this, we are going to allow that a set
can appear more than once in any level of Γ. We would like also to point
out that a fractal structure Γ is said to be finite if all levels Γn are finite
coverings.
If Γ is a fractal structure on X and St(x,Γ) is a neighborhood base of
x for all x ∈ X, then we will call Γ a starbase fractal structure. Starbase
fractal structures are connected to metrizability (see, e.g., [2, 3]). It is worth
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mentioning that a fractal structure Γ is said to be finite if all levels Γn are
finite coverings.
IFS-Attractors can be always equipped with a natural fractal structure,
which was first sketched in [5], and formally defined later in [4, Definition 4.4].
Next, we recall the description of such a fractal structure, which becomes
essential for the upcoming section.
Definition 2.2. Let F be an IFS, whose associated IFS-attractor is K. The
natural fractal structure on K is given as the countable family of coverings
Γ = {Γn : n ∈ N}, where Γn = {fω(K) : ω ∈ In}, for each n ∈ N. Here, for
a fixed natural number n and each word ω = ω1 ω2 . . . ωn ∈ In, we denote
fω = fω1 ◦ . . . ◦ fωn.
Remark 2.3. Another appropriate description of the levels of such a natural
fractal structure is as follows: Γ1 = {fi(K) : i ∈ I}, and Γn+1 = {fi(A) :
A ∈ Γn, i ∈ I}, for all n ∈ N.
In Example 1, we described analytically that IFS whose associated attrac-
tor is the Sierpiński gasket. Next, we describe the natural fractal structure
that can be defined on this strict self-similar set.
Example 2. The natural fractal structure on the Sierpiński gasket could be
defined as the countable family of coverings Γ = {Γn : n ∈ N}, where Γ1
is the union of three equilateral “triangles” whose sides are equal to 1/2, Γ2
consists of the union of 32 equilateral “triangles” with sides equal to 1/22,
and, in general, Γn is the union of 3n equilateral “triangles” whose sides
are equal to 1/2n, for all n ∈ N. For illustration purposes, next Fig. 2
is provided. This contains a graphical approach to the first two levels in
this fractal structure. Note that this is a finite fractal structure which also
becomes starbase.
[Figure 2 about here.]
2.3. Classical models for fractal dimension. Fractal dimension consists
of a single quantity which yields valuable information about the complexity
that a given space presents whether it is explored with enough level of detail.
Next, we recall the definition of the standard box dimension, which is
mainly used in empirical applications of fractal dimension due to the easiness
of its empirical estimation.
Definition 2.4. The (lower/upper) box dimension for any subset F ⊆ Rd is
given as the following (lower/upper) limit:
dimB(F ) = lim
δ→0
logNδ(F )
− log δ ,
where δ is the scale, and Nδ(F ) is the largest number of disjoint balls of radii
δ having centres in F .
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In 1919, Hausdorff used a method developed by Carathéodory some years
earlier [6] in order to define the measures that now bear his name, and showed
that the middle third Cantor set has positive and finite measure of dimension
equal to log 2/ log 3 [12]. A detailed study about the analytical properties of
both Hausdorff measure and dimension was mainly developed by Besicovitch
and his pupils during the XXth century.
Next, let us recall the analytical construction of the Hausdorff dimension.
Thus, let (X, ρ) be a metric space, and let δ be a positive real number. For
any subset F of X, recall that a δ-cover of F is just a countable family of
subsets {Uj}j∈J such that F ⊆
⋃
j∈J Uj , where diam (Uj) ≤ δ, for all j ∈ J .
Hence, let us denote by Cδ(F ) the collection of all δ-covers of F . Moreover,
let us consider the following quantity:
Hsδ(F ) = inf
{∑
j∈J
diam (Uj)
s : {Uj}j∈J ∈ Cδ(F )
}
.
We would like also to point out that the next limit always exists:
HsH(F ) = lim
δ→0
Hsδ(F ),
which is called the s-dimensional Hausdorff measure of F . Hence, the Haus-
dorff dimension of F is fully determined as the point s whereHsH(F ) “jumps"
from ∞ to 0, namely,
dimH(F ) = inf{s : HsH(F ) = 0} = sup{s : HsH(F ) =∞}.
2.4. Fractal dimensions for a fractal structure. In this subsection, we
provide a theoretical description for all the fractal dimension models for
a fractal structure that are applied in this paper to calculate the fractal
dimension for IFS-attractors with respect to their natural structure. As we
point out next, there are, basically, two kind of definitions: those which
are similar to the classical box dimension, and on the other hand, those ones
which become closer to the Hausdorff dimension. We encourage the reader to
consult the following references for a deeper study regarding their theoretical
properties: [8, 9, 11].
Definition 2.5 (Box dimension type models for a fractal structure). Let Γ
be a fractal structure on a distance space (X, ρ), F be a subset of X, and
Nn(F ) be the number of elements of Γn which intersect F . Hence,
(1) the (lower/upper) fractal dimension I for F is defined as the (lower/upper)
limit:
dim 1Γ(F ) = limn→∞
logNn(F )
n log 2
.
(2) the (lower/upper) fractal dimension II for F is defined as the (lower/upper)
limit:
dim 2Γ(F ) = limn→∞
logNn(F )
− log δ(F,Γn) .
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where δ(F,Γn) = sup{diam (A) : A ∈ Γn, A ∩ F 6= ∅} is the diameter of
F in level n of the fractal structure.
Definition 2.6 (Hausdorff dimension type models for a fractal structure).
Let Γ be a fractal structure on a metric space (X, ρ), F be a subset of X,
and assume that δ(F,Γn)→ 0, and let us consider the following expressions:
(1) Given n ∈ N:
Hsn,k(F ) = inf
{∑
j∈J
diam (Aj)
s : {Aj}j∈J ∈ An,k(F )
}
,
where the family An,k(F ) is given, in each case, as follows:
(i) {{A ∈ Γl : A ∩ F 6= ∅} : l ≥ n}, if k = 3;
(ii) {{Aj}j∈J : Aj ∈
⋃
l≥n Γl,∀ j ∈ J, F ⊆
⋃
j∈J Aj , |J | <∞}, if k = 4;
(iii) {{Aj}j∈J : Aj ∈
⋃
l≥n Γl,∀ j ∈ J, F ⊆
⋃
j∈J Aj}, if k = 5,
where |·| denotes the number of elements in the corresponding set. Define
also:
Hsk(F ) = limn→∞H
s
n,k(F ),
for k ∈ {3, 4, 5}, then the fractal dimension III (resp. IV, V) of F is
defined as the non-negative real such that
dim kΓ(F ) = inf{s : Hsk(F ) = 0} = sup{s : Hsk(F ) =∞}.
(2) Consider the following expression:
Hsδ,6(F ) = inf
{∑
j∈J
diam (Aj)
s : {Aj}j∈J ∈ Aδ,6(F )
}
,
where for each δ > 0, the family Aδ,6(F ) is defined by
Aδ,6(F ) =
{
{Aj}j∈J : Aj ∈
⋃
l∈N
Γl ∀ j ∈ J, diam (Aj) ≤ δ, F ⊆
⋃
j∈J
Aj
}
.
Thus, provided that
Hs6(F ) = lim
δ→0
Hsδ,6(F ),
then the fractal dimension VI of F is defined as
dim 6Γ(F ) = inf{s : Hs6(F ) = 0} = sup{s : Hs6(F ) =∞}.
2.5. About the OSC. The OSC is a hypothesis required to the similarities
fi of an Euclidean IFS F in order to guarantee that the pieces fi(K) of an
IFS-attractor K do not overlap too much. Technically, such a condition is
satisfied if and only if there exists a non-empty bounded open subset V ⊂ Rd,
such that
⋃
i∈I fi(V ) ⊂ V , where that union remains disjoint (see, e.g., [7,
Section 9.2]).
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2.6. Regarding the classical Moran’s Theorem. In [13, Theorem III]
(or see [7, Theorem 9.3]), it was provided a quite interesting result which
allows the calculation of the box dimension of a certain class of Euclidean
self-similar sets through the solution of an easy equation involving only a
finite number of quantities, namely, the similarity factors that give rise to
its corresponding IFS-attractor. Such a classical result is described next.
Moran’s Theorem. (1946) Let F be an Euclidean IFS satisfying the OSC
and whose associated IFS-attractor is K. Let us suppose that ci is the similar-
ity factor associated with each similarity fi. Then dimH(K) = dimB(K) =
s, where s is given by
(1)
k∑
i=1
csi = 1.
Further, for this value of s, it is verified that HsH(K) ∈ (0,∞).
It is worth mentioning that Moran also provided in [13, Theorem II] a
weaker version for the result above under the assumption that all the simi-
larities are equal.
3. Fractal dimension for self-similar sets
The main goal in this section is to provide some Moran type results from
the point of view of fractal structures. To deal with, firstly, in Subsection
3.1, we provide a weaker version for Moran’s (also similar to [13, Theorem
II]), since under the OSC, this allows to calculate the fractal dimension of
any IFS-attractor provided that all the similarities have a common similar-
ity factor. Moreover, Subsection 3.2 contains a generalization for Moran’s
Theorem, since this will allow to calculate the fractal dimension for any IFS-
attractor (equipped with its natural fractal structure) without requiring the
OSC to be satisfied. Finally, Subsection 3.3 contains an additional result
linking all the fractal structure based models to calculate the fractal dimen-
sion for any IFS-attractor which have been considered along this paper.
3.1. A weaker version for Moran’s Theorem. It is well known that
under the OSC, both the box and the Hausdorff dimensions for any IFS-
attractor do agree. Even more, this value can be easily calculated from
Eq. (1). In this way, it would be an interesting task to show whether the
box dimension and the fractal dimension II for any self-similar set under
the OSC match. Moreover, if it occurs, the calculation of such quantity
would become immediate from both the number of similarities as well as
their common similarity factor. Notice also that the next theoretical result,
which becomes a weaker version of Moran’s Theorem, also provides an easy
way to calculate the box dimension for any Euclidean IFS-attractor under
the OSC.
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Theorem 3.1. Let F be an Euclidean IFS satisfying the OSC and whose
associated IFS-attractor is K. Let c ∈ (0, 1) be the common similarity factor
associated with each similarity fi. Moreover, let Γ be the natural fractal
structure on K as a self-similar set. Then,
(2) dimB(K) = dim 2Γ(K) =
− log k
log c
.
Proof. First, to calculate the box dimension of K, let Nδ(K) be as in Def-
inition 2.4, and let us define δn = δ(K,Γn). Note that δn = cn diam (K),
since K is a strict self-similar set. By [8, Lemma 4.18], there are so many
disjoint balls centered in K and having radii εn = cn ε, where ε > 0, as the
number of elements in In. On the other hand, since Nεn(K) is the largest
number of such balls, it becomes clear that the number of elements in In
is at most Nεn(K). Thus, Nn(K) ≤ Nεn(K), for all n ∈ N. Moreover, we
affirm that there exists γ > 0 such that δ(K,Γn) = γ εn. In fact, this is true
for γ = diam (K)/ε. Overall, we can state that
(3) dim 2Γ(K) ≤ limn→∞
logNεn(K)
− log εn = dimB(K).
Accordingly, the following chain of inequalities holds:
dimB(K) ≤ dim 2Γ(K) ≤ dim 2Γ(K) ≤ dimB(K),
where the first inequality is due to [8, Corollary 4.12 (1)], and the last one
is ensured by Eq. (3). Further, the existence of the box dimension for K
implies the existence of the fractal dimension II for K, and hence, we get
the desired equality: dimB(K) = dim 2Γ(K). Finally, just apply the classical
Moran’s Theorem to get the last equality in Eq. (2). Indeed, the expression∑
i∈I c
s
i = k c
s = 1 leads to s = − log k/ log c. 
3.2. Generalizing the classical Moran’s Theorem. The main goal in
this subsection is to show that the fractal dimension for any IFS-attractor
could be calculated by means of an Eq. (1) type, involving only a finite
number of known quantities, even if the corresponding similarities do not
satisfy the OSC. Thus, this kind of result generalizes the classical Moran’s
Theorem in the context of fractal structures. The proof for such a theoretical
result is based on the natural fractal structure which each IFS-attractor can
be equipped with, and also takes into account Definition (1)(i) for Hsn,3.
Theorem 3.2. Let F be an IFS on a complete metric space X, whose as-
sociated IFS-attractor is K. Let us suppose that ci is the similarity factor
associated with each similarity fi, and let Γ be the natural fractal structure
on K as a self-similar set. Then, dim 3Γ(K) = s, where s is given as the
solution of the following equation:∑
i∈I
csi = 1.
Moreover, for that value of s, it is satisfied that Hs3(K) ∈ (0,∞).
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Proof. First, recall that K is the unique non-empty compact subset of X
which verifies the Hutchinson equation K =
⋃
i∈I fi(K). This allows us to
affirm that An,3(K) = {Γm : m ≥ n}, for each n ∈ N. On the other hand, let
s ≥ 0 be such that∑i∈I csi = 1, and let us also define Jl = {(i1, . . . , il) : ij ∈
I, 1 ≤ j ≤ l}. Thus, if we denote Ki1... il = fi1 ◦ . . .◦fil(K), then we get K =⋃
Jl
Ki1... il . Moreover, it becomes straightforward to show that ci1 . . . cil
is the similarity factor associated with the composition of similarities fi1 ◦
fi2 ◦ . . . ◦ fil , and hence diam (Ki1... il) = ci1 · · · cildiam (K). Note also that∑
(i1,...,il)∈Jl c
s
i1
· · · csil =
∑
i1∈I c
s
i1
. . .
∑
im∈I c
s
il
= 1. Accordingly,
Hsn,3(K) = inf
{ ∑
A∈Γm
diam (A)s : m ≥ n
}
= inf
{ ∑
(i1,...,im)∈Jm
diam (Ki1... im)
s : m ≥ n
}
= inf
{∑
i1∈I
csi1 . . .
∑
im∈I
csim diam (K)
s : m ≥ n
}
,
for each n ∈ N. This implies that Hs3(K) = diam (K)s. Hence, Hs3(K) /∈
{0,∞}, so s = dim 3Γ(K). 
It is worth mentioning that both Theorem 3.2 and Moran’s Theorem lead
to an interesting result whose proof becomes now immediate: under the
OSC, both the box and the Hausdorff dimensions are equal to the fractal
dimension III.
Corollary 3.3. Let F be an Euclidean IFS satisfying the OSC and whose
associated IFS-attractor is K. Moreover, let Γ be the natural fractal structure
on K as a self-similar set. Then, dim 3Γ(K) = dimB(K) = dimH(K).
3.3. An additional Moran type theorem. The following theorem we
present next provides an additional Moran type theorem in the context of
fractal structures. Indeed, it establishes that under the OSC, all the fractal
dimension models involved in this paper are equal to both the Hausdorff and
the box dimension, and they can be also explicitly calculated through an
expression like Eq. (1). Moreover, if all the similarity factors are equal, then
additional connections within both fractal dimensions I & II could be stated.
It is worth mentioning that all the fractal dimensions for a fractal structure
that appear in this result are determined with respect to the natural fractal
structure associated with the corresponding IFS-attractor (recall Definition
2.2).
Theorem 3.4. Let F be an Euclidean IFS satisfying the OSC and whose
associated IFS-attractor is K. Let ci be the similarity factor associated with
each similarity fi Further, let Γ be the natural fractal structure on K as a
self-similar set. The two following hold:
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(1) dimB(K) = dim 3Γ(K) = dim
4
Γ(K) = dim
5
Γ(K) = dim
6
Γ(K) = dimH(K) =
s.
(2) If all the similarity factors are equal, namely, ci = c ∈ (0, 1), for each i ∈
I, then dimB(K) = dim 2Γ(K) = dim
3
Γ(K) = dim
4
Γ(K) = dim
5
Γ(K) =
dim 6Γ(K) = dimH(K) ≤ γc · dim 1Γ(K), where γc = − log 2/ log c.
Moreover, s is given by
(4)
∑
i∈I
csi = 1,
and for that value of s, one gets that HsH(K),Hsm(K) ∈ (0,∞), for m =
3, 4, 5, 6.
Proof. (1) First, note that [11, Proposition 3.5 (3)] can be applied, since
the natural fractal structure on K as a self-similar set is finite. Thus,
dimH(K) ≤ dim 6Γ(K) ≤ dim 5Γ(K) ≤ dim 4Γ(K) ≤ dim 3Γ(K). On the
other hand, Theorem 3.2 leads to dim 3Γ(K) = s, where s is the solution
of Eq. (4). Finally, Corollary 3.3 gives the result, since it implies that
dim 3Γ(K) = dimB(K) = dimH(K).
(2) Let us apply [11, Proposition 3.5 (3)] to get dimH(K) ≤ dim 6Γ(K) ≤
dim 5Γ(K) ≤ dim 4Γ(K) ≤ dim 3Γ(K) ≤ dim 2Γ(K). Furthermore, notice
that Moran’s Theorem allows to affirm that dimB(K) = dimH(K).
Finally, recall that Theorem 3.1 gives that dim 2Γ(K) = dimB(K), since
all the similarity factors are equal. Note also that [8, Corollary 3.10]
leads to dimB(K) ≤ γc · dim 1Γ(K), where γc = − log 2/ log c.
In addition to that, the following chain of inequalities is satisfied:
HsH(K) ≤ Hs6(K) ≤ Hs5(K) ≤ Hs4(K) ≤ Hs3(K),
where HsH(K) > 0 (just applying Moran’s Theorem), and Hs3(K) <∞, due
to Theorem 3.2. 
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