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We present results for a time-dependent Dalitz plot measurement of CP-violating asymmetries in the mode B 0 ! þ À 0 . The data set is derived from the complete sample of 471 Â 10 6 B "
B meson pairs collected with the BABAR detector at the PEP-II asymmetric-energy e þ e À collider at the SLAC National Accelerator Laboratory operating on the Çð4SÞ resonance. We extract parameters describing the timedependent B 0 ! decay probabilities and CP asymmetries, including C ¼ 0:016 AE 0:059 AE 0:036, ÁC ¼ 0:234 AE 0:061 AE 0:048, S ¼ 0:053 AE 0:081 AE 0:034, and ÁS ¼ 0:054 AE 0:082 AE 0:039, where the uncertainties are statistical and systematic, respectively. We perform a two-dimensional likelihood scan of the direct CP-violation asymmetry parameters for B 0 ! AE Ç decays, finding the change in 2 between the minimum and the origin (corresponding to no direct CP violation) to be Á 2 ¼ 6:42. We present information on the CP-violating parameter in a likelihood scan that incorporates B AE ! measurements. To aid in the interpretation of our results, statistical robustness studies are performed to assess the reliability with which the true values of the physics parameters can be extracted. Significantly, these studies indicate that cannot be reliably extracted with our current sample size, though the other physics parameters are robustly extracted.
I. INTRODUCTION
Within the standard model (SM) of particle physics, CP violation in the quark sector is described by the CabibboKobayashi-Maskawa (CKM) quark-mixing matrix. Physics beyond the SM may result in measured values of observables that deviate from the values expected based on other CKM parameter measurements and the SM.
The decay B 0 ! þ À 0 [1] is well suited to the study of CP violation and has been previously explored by both the BABAR [2] and Belle [3] Collaborations. Early studies of this mode were ''quasi-two-body'' (Q2B) analyses that treated each resonance separately in the decays B 0 ! 0 0 ð 0 ! þ À Þ and B 0 ! AE Ç ð AE ! AE 0 Þ. However, as first noted by Snyder and Quinn [4] , a complete time-dependent Dalitz plot (DP) analysis is sensitive to the interference between the strong and weak amplitudes in the regions where the þ , À , and 0 resonances overlap. This interference allows the unambiguous extraction of the strong and weak relative phases, and of the CP-violating parameter arg ½ÀV td V Ã tb =ðV ud V Ã ub Þ, where V0 are components of the CKM matrix. A precision measurement of is of interest because it serves to further test the SM and constrain new physics that may contribute to loops in Feynman diagrams.
In this paper, we present an update of an earlier BABAR analysis. We use the full BABAR data set collected at the Çð4SÞ resonance, corresponding to an increase of 25% in the number of B meson decays, and include a number of improvements to both the reconstruction and selection procedures. Among these are improved charged-particle tracking and particle identification (PID), and a reoptimized multivariate discriminator, used both for event selection and as a variable in the final fit.
Another new feature of this analysis is a series of studies of the statistical robustness with which the true values of physics parameters can be extracted. These studies, described in an appendix, reveal that cannot be reliably extracted with our current sample size, though the other physics parameters are robustly extracted.
Section II contains an introduction to the theory behind this analysis and the formalism used. We proceed to descriptions of the detector (Sec. III), the data sets (Sec. IV), and the event selection procedures (Sec. V). This is followed by a presentation of the fitting procedure (Sec. VI) and of the systematic studies (Sec. VII). Finally, we present the fit results (Sec. VIII) and a conclusion (Sec. IX). An overview of robustness studies is provided in an Appendix.
II. THEORY OVERVIEW A. Time-independent probability distribution
The time-independent amplitudes for B 0 and " B 0 decays to þ À 0 are given by
respectively, where A and " A with 2 fþ; À; 0g are complex amplitudes associated with the þ , À , and 0 resonances, respectively, and f ¼ f ðm; Þ are defined in terms of modified relativistic Breit-Wigner resonances [5] modeling the three resonances. The angle is the helicity angle for the resonance, defined as the angle between the 0 ( À ) momentum and the negative of the momentum of the recoiling À ( þ ) for the þ ( À ), and as the angle between the þ momentum and the negative of the momentum of the recoiling 0 for the 0 . All helicity angles are calculated in the rest frame. In the fit, we include the ð770Þ as well as its radial excitation, the ð1450Þ; therefore, each f is a sum of modified relativistic Breit-Wigner resonances, F, for the ð770Þ and ð1450Þ, f ðm; Þ / F ð770Þ ðm; Þ þ a 0 e i 0 F ð1450Þ ðm; Þ; (2) where a 0 and 0 are the magnitude and phase of the ð1450Þ resonance relative to the ð770Þ. We include systematic uncertainties, described in Sec. VII A, to account for possible contributions from the ð1700Þ.
B. Time-dependent probability distribution
Using the time-independent amplitudes A 3 and " A 3 , we can express the full time-dependent probability for a meson that is a B 0 (A 
where B 0 is the mean neutral B lifetime, Ám d is the mass difference between the heavy and light neutral B mass eigenstates, p and q are the complex parameters in the definitions of the neutral mass eigenstates pjB 0 i AE qj " B 0 i, and Át is the time difference between the decays of the fully reconstructed B meson (B 3 ) and the B meson used to determine the B flavor (B tag ). In Eq. (3), as in the fit, we assume that the heavy and light mass eigenstates have the same lifetime, that there is no CP violation in B 0 " B 0 mixing (jq=pj ¼ 1), and that CPT is conserved.
C. Square Dalitz plot formalism
While nonresonant phase-space decays uniformly populate the kinematically allowed region of a DP, signal events populate the boundaries of this region due to the low mass of the resonances relative to the B mass. In particular, the interference regions of the signal DP, which provide sensitivity to the relative phases of the resonances, are confined to small regions in the three corners of the DP. In order to expand these regions of interest and avoid the use of bins of variable size, we perform a transformation of the DP that maps the kinematically allowed region onto a dimensionless unit square. The transformation is described by
with the square Dalitz plot (SDP) coordinates, ¼ 2m þ are the kinematic limits of the m 0 mass, and J is the Jacobian of the transformation. The determinant of the Jacobian is given by
where
and the energies E Ã þ and E Ã 0 of the þ and 0 are defined in the þ À center-of-mass (CM) frame. Figure 1 shows an example of a standard DP (left) and its transformed SDP counterpart (right), plotted using simulated B 0 ! decays, where the three resonances are assumed to have the same amplitude.
D. U=I formalism
If one explicitly inserts Eq. (1) into Eq. (3), the full timedependent amplitude for a B 0 or " B 0 meson to decay to þ À 0 can be written in terms of
and
with
The 27 real-valued U and I coefficients provide an alternative parametrization to tree and penguin amplitudes (as well as ) or to the amplitudes A and " A [6] . The U and I parameters can also be directly related to the Q2B C and S parameters often used in CP-violation analyses [7] , where C parametrizes direct CP violation, and S parametrizes mixing-induced CP violation (involving the angle in this analysis). The related parameter ÁC describes the asymmetry between the rates while ÁS is related to the strong phase difference between the different amplitudes describing the decay B 0 ! . The U and I parameters are related to the C and S parameters through the relations
Note that while C, S, ÁC, and ÁS do not depend on interference effects between the resonances, the U and I parameter formalism accounts for these features and is thus appropriate for a full DP analysis. While some degree of physical intuition is lost when using the U and I parameters instead of the standard complex amplitudes and phases, there are several practical motivating factors for their adoption in the fit: (i) Whereas there is a twofold ambiguity in ( versus 90 À ), there is a unique solution in a fit to the U and I parameters, which encompasses both solutions for ). (ii) The U and I parametrization results in uncertainties that are more Gaussian than those in a standard amplitude and phase fit. (iii) It is simpler to average U and I fit results from different measurements or experiments that publish the full covariance matrix. For physical solutions, there are constraints between the U and I parameters. In the case of three resonances ( þ , À , and 0 ), a fit to the complex tree and penguin amplitudes as well as the weak phase involves 11 unknown parameters, which reduce to 10 parameters when the arbitrary global phase is removed. A U and I fit is equivalent to such a fit, but involves many more parameters. However, when the 0 0 amplitude is small, as is observed in nature, the values of 11 of the 27 U and I parameters become unimportant. Due to the high degree of correlation between the various U and I fit parameters, the 27 parameters actually represent only 12 independent parameters. Neglecting the arbitrary phase and the overall normalization, this reduces to 10, and once isospin relations are taken into account, only 9 independent parameters remain.
Because the U and I formalism is used in the final fit without any constraints on the parameters (aside from fixing U þ þ ¼ 1 to set the overall normalization), it is possible for the free parameters to take on unphysical values that do not correspond to any physical set of amplitudes. The final fit values from the 2007 BABAR analysis [2] are one such unphysical set. We determined that no biases are introduced due to the fitted values of the parameters being unphysical.
III. THE BABAR DETECTOR AND EXPERIMENT
The data used in this analysis were collected with the BABAR detector at the PEP-II asymmetric-energy e þ e À storage ring at SLAC. A detailed description of the BABAR detector is presented in Ref. [8] . The tracking system used for track and vertex reconstruction has two components: a 5-layer silicon vertex tracker and a drift chamber, both operating within a 1.5 T magnetic field generated by a superconducting solenoidal magnet. A detector of internally reflected Cherenkov light associates Cherenkov photons with tracks for particle identification. The energies of photons and electrons are determined from the measured light produced in electromagnetic showers inside a CsI(Tl) crystal electromagnetic calorimeter. Muon candidates are identified with the use of the instrumented flux return of the solenoid. The flux return instrumentation initially consisted of resistive plate chambers and was later modified to consist of a mixture of resistive plate chambers and limited streamer tubes.
IV. DATA SAMPLE AND MC SIMULATION

A. Data samples
For the final fit, we use the full ''on-resonance'' BABAR data set of 431:0 fb À1 [9] collected at the Çð4SÞ resonance energy ( ffiffi ffi s p ¼ 10:58 GeV=c 2 ). When optimizing background suppression criteria, 44:6 fb À1 of ''off-resonance'' data, collected 40 MeV below the Çð4SÞ resonance, are used to model ''continuum'' e þ e À !q " q (q¼u, d, s, c) background.
B. Monte Carlo samples
Event simulation based on the Monte Carlo (MC) method is used to evaluate backgrounds and to determine signal-event reconstruction efficiencies. For all MC samples, detector response is accounted for using the GEANT4 package [10] in a full BABAR detector simulation. B 0 ! þ À and B 0 ! 0 0 signal decays are simulated in separate MC data sets, but the B 0 ! 0 0 sample is not used to determine background selection criteria or to model signal distributions since the nominal branching fraction for B 0 ! AE Ç is 11:5 AE 3:1 times larger than the branching fraction for B 0 ! 0 0 [11] . B-decay backgrounds are modeled using MC samples consisting of B decays to specific final states as well as ''generic'' MC samples consisting of charged and neutral B decays to unconstrained final states. In the generic MC, dominant branching fractions are fixed to the results of recent measurements [12] . Due to the uncertainty on branching fractions for charmless decays, all charmless events are removed from the generic MC and charmless modes of interest are explicitly included among the B background samples consisting of decays to specific final states. We use a total of 24 B-decay MC samples corresponding to 29 different final states (Table I) as well as MC samples of generic charged and neutral B decays.
The expected number of events for each charmless B background is calculated according to
where n BB is the number of produced B " B pairs, B is the branching fraction [12] (approximately 1=2) for an Çð4SÞ to decay to a charged or neutral B "
B pair (whichever is appropriate for the mode in question), B mode is the branching fraction for the B decay mode, and is the efficiency for reconstructing events in the mode, determined from MC. The factor of 2 is included because either of the B mesons in a given event may decay to the mode of interest.
In the case of the charged and neutral generic B backgrounds, the number of events expected for each mode is
where n gen is the number of generated charged (neutral) MC events and n MC is the number of charged (neutral) generic MC events that remain after all selection criteria have been applied. An additional simulated data set, which is used for validation studies, consists of DP-parametrized B 0 ! decays. This data set is used to verify flavor-tagging conventions.
V. EVENT SELECTION AND BACKGROUND SUPPRESSION A. Event preselection
The kinematics of B meson decays that are fully reconstructed at BABAR can be characterized by two variables: AE candidates, we require a maximum momentum of 10 GeV=c, a minimum of 12 hits in the drift chamber, a maximum distance-of-closest-approach (DOCA) relative to the beamspot center in the x-y plane of 1.5 cm, and a DOCA along the z axis between À10 and þ10 cm. We require the two photon candidates that form the 0 candidate to have an energy in the laboratory frame between 30 MeV and 10 GeV, and lateral moments in the electromagnetic calorimeter less than 0.8. We require a 0 ! mass between 100 and 160 MeV=c 2 , and a total laboratory energy greater than 200 MeV.
B. Primary selection criteria
Following preselection, we require m ES to lie between 5.200 and 5:288 GeV=c 2 . For the charged tracks corresponding to the AE candidates, we require a minimum transverse momentum of 0:1 GeV=c. The lateral moments of the two photons from the 0 candidate are each required to lie between 0.01 and 0.60, while the laboratory-frame energies in the electromagnetic calorimeter are required to exceed 50 MeV. The mass of the 0 candidate (m ) is required to satisfy 110 < m 0 < 160 MeV=c 2 .
We calculate Át by measuring the distance along the beam axis between the B 3 and B tag decay vertices and using the boost ( % 0:56) of the e þ e À system. The time difference Át and its estimated uncertainty are required to satisfy jÁtj < 20 ps and ðÁtÞ < 2:5 ps.
The average number of B candidates (measured as the total number of candidates that pass all the preceding selection criteria divided by the total number of events with at least one candidate) is 1.45. To retain only one B-decay candidate in each event, we select the candidate that has a 0 ! candidate mass closest to the world average value of the 0 mass. In the case of multiple B candidates reconstructed with the same 0 candidate, we select one B candidate arbitrarily. A tighter requirement of 5:272 < m ES < 5:288 GeV=c 2 is applied after selecting a single candidate in each event.
We use a lower m ES sideband of on-resonance data, 5:215 < m ES < 5:270 GeV=c 2 , as well as off-resonance data, to model the distribution of continuum events.
C. Transformed ÁE 0 definition and selection criterion
Because the width of the ÁE distribution is highly correlated with the þ À mass and hence varies across the DP, we introduce the dimensionless transformed vari-
, and the parameter m max þ À is fixed at 5:0 GeV=c 2 (corresponding roughly to the maximum observed value of m þ À ). The " c and c AE parameters are calculated from fits to B 0 ! þ À signal MC. The dimensionless quantity ÁE 0 serves to reduce the degree of correlation with m þ À and is included as an input variable in the final fit.
To calculate the three c parameters, signal MC events are divided into seven equal-sized bins in m þ À from 0 to 5:143 GeV=c 2 . In each mass bin, the peak in ÁE is fit with the sum of two Gaussians, and the mean () and width () of the narrower Gaussian are extracted. From these parameters, two sets of data points are constructed: one consisting of the values of þ 3 for each mass bin and the other consisting of the values of À 3 for each mass bin. The first set is fit with the quadratic function corresponding to ÁE þ ðm þ À Þ, which yields values for c þ and " c. A similar fit is performed on the second set using the function ÁE À ðm þ À Þ, which yields values for c À and " c. The " c value used in the final transformation is obtained by averaging the " c values from the separate fits. For the final calculation of ÁE 0 , we use the parameter values " c¼0:0792GeV, c À ¼À0:1433GeV, and c þ ¼ 0:1093GeV. Candidates are selected if ÁE 0 is between À1 and þ1, which is roughly a AE3 criterion on ÁE.
D. Particle identification selection criteria
In the previous BABAR analysis [2] , the charged pion candidates were required to be inconsistent with muon, kaon, proton, and electron hypotheses. Improvements in the BABAR reconstruction software now provide decreased false-positive rates for a given signal efficiency. We apply a PID selection criterion corresponding to a signal-tosquare-root-of-background (S= ffiffiffi ffi B p ) ratio (calculated using off-resonance data to model background, and correctly reconstructed B 0 ! AE Ç signal MC to model signal) of 1.26 (scaled relative to all previous selection criteria). For comparison, application of the PID criteria of the previous analysis achieves a scaled S= ffiffiffi ffi B p ratio of 1.14. The new PID criterion selects 54.6% of off-resonance data and 93.2% of correctly reconstructed signal MC events relative to the previous selection criteria.
E. Multivariate discriminator selection
Continuum q " q events are the primary source of background in this analysis. To improve discrimination between continuum background and signal events, we train a neural network (NN) on off-resonance data and signal MC using the ''MLP'' (multi-layer perceptron) NN implementation in the TMVA software package [13] . The NN is trained using 10,000 events representative of signal, 7500 events representative of background, and 200 training iterations. Validation is performed using an independent sample of 20000 signal and 7500 background events. The NN is configured to use two hidden layers with six and five nodes, respectively. The NN uses four event-shape variables that help distinguish between the roughly isotropic shape of B decays and the more jetlike shape of continuum events. The training variables include the Legendre moment L0 of the rest of the event, defined as the sum of the magnitudes of the momenta of all charged particle candidates not belonging to the reconstructed B candidate; the ratio of the Legendre moment L2 to the Legendre moment L0, where L2 is defined as the sum over all tracks and neutral clusters not belonging to the B candidate of p Á ð3cos
2 À 1Þ=2 where p is the magnitude of the momentum of each track or cluster and is the angle between the B thrust axis and the momentum corresponding to the track or cluster; the cosine of the angle between the B candidate momentum and the beam axis; and the cosine of the angle between the thrust axis of the B candidate and the beam axis. All of these input variables are calculated in the CM frame.
While optimizing the NN discriminator, we studied whether some improvement in performance might be achieved by training the discriminator separately in each of seven B-flavor tagging categories (each of which has a different flavor tagging purity), or applying NN selection criteria separately in each of the B-flavor tagging categories. These approaches were found to yield negligible improvements in signal efficiency for a given degree of background rejection.
The final performance of the NN discriminator is shown in Fig. 2 , while Fig. 3 shows the separation achieved between signal and background samples during training. The NN is used to apply a loose selection criterion that retains 75% of the signal events remaining after all previous selection criteria. The NN output is also used as an input variable in the final fit.
F. Selection performance
Table II provides a summary of the signal efficiencies for each step of the selection process for simulated 
. Statistical uncertainties on all efficiencies are less than 0.001. 
VI. MAXIMUM LIKELIHOOD FIT
We perform an unbinned extended maximum likelihood fit to the selected events in order to extract the event yields and the U and I parameters. The input variables are m ES , ÁE 0 , the NN output, and the three time-dependent-SDP variables m 0 , 0 , and Át. We also use Át (the per-event uncertainty on Át) as a scale factor in the signal Át resolution function. The likelihood function used in the fit consists of separate components for signal, continuum background, charged B backgrounds, and neutral B backgrounds. The signal PDF is subdivided into components describing correctly reconstructed or ''truthmatched'' (TM), and misreconstructed or self-cross-feed (SCF) candidates. Truth-matched events are identified using MC generator information and contain correctly reconstructed þ , À , and 0 candidates, two of which were produced in a decay. It is also required that the and the remaining come from the same B-meson parent. For nonresonant MC, we instead require that all three pions come directly from the same B parent with no intermediate resonance. All signal events that are not TM are SCF. In B 0 ! AE Ç MC, 22% of reconstructed B candidates are SCF while in B 0 ! 0 0 MC, 14% are SCF.
The signal and B-background components are further divided by B-flavor tagging category and the flavor of the tag-side B. The B tag flavor is estimated using multivariate discriminator techniques and is classified as belonging to one of seven flavor-tagging categories corresponding to different degrees of probability that the flavor has been correctly determined [14] .
Additionally, prior to the final fit, a transformation is applied to the NN variable. This has the effect of broadening the peak in the signal NN distribution, and transforming the continuum NN distribution to make fitting with the smoothing algorithm (see Sec. VI B) more effective. The transformation is defined by
where ¼ 0:029 is an offset approximately equal to 1 minus the maximum of the original NN distribution.
A. Likelihood function
The PDF P c i for an event i in tagging category c is the sum of the probability densities of all the signal and background components, namely,
where (i) N 3 is the total number of þ À 0 signal events in the data sample (both TM and SCF); (ii) f c 3 is the fraction of signal events (TM and SCF) in flavor tagging category c;
SCF is the fraction of misreconstructed signal events (SCF) in tagging category c; (iv) P c 3ÀTM;i and P c 3ÀSCF;i are the products of PDFs of the discriminating variables used in tagging category c for TM and SCF events, respectively;
q is the number of continuum events in flavor tagging category c; (vi) q tag;i is the tag flavor of the event where we use the convention that q tag;i ¼ 1 for
q;tag is the flavor tag asymmetry, parametrizing possible charge asymmetry in continuum events; (viii) P c q " q;i is the continuum PDF for tagging category c;
class ) is the number of charged (neutral) B-background classes included in the fit (including generic modes); see Table I ; (x) N B þ j (N B 0 j ) is the number of expected events in the charged (neutral) B-background class j;
) is the fraction of charged (neutral) B-background events of class j that are in flavor tagging category c; (xii) A B þ ;tag;j is the flavor tag asymmetry of charged B-background class j; 
The extended likelihood function including all tagging categories is given by
where " N c is the total number of events expected in tagging category c and N c is the observed number.
B. Signal parametrization
The effect of experimental resolution for Át in signal events is taken into account by convolving the PDF describing the true Át distribution with a sum of three Gaussians.
The triple-Gaussian resolution function is constructed using a narrow ''core'' Gaussian, a slightly wider ''tail'' Gaussian, and a very wide ''outlier'' Gaussian. In the final fit to on-resonance data, all signal Át parameters are fixed to values obtained from fits to fully reconstructed B decays. In the fits to fully reconstructed B decays, the mean and width of the outlier Gaussian are fixed to 0 and 8 ps, respectively. Similarly, the width of the tail Gaussian is fixed to 3 ps, but its mean is allowed to vary. Finally, both the mean and width of the core Gaussian are allowed to vary in the fit, and the means of the core Gaussian are allowed to take on different values in each B-flavor tagging category. The means and widths of the core and tail Gaussians are scaled by the perevent uncertainty on Át ( Át ),
where Gðx; x 0 ; Þ is a Gaussian with mean x 0 and width . See Fig. 4 (upper plot) for the distribution of Át in signal MC events. The ÁE 0 signal distribution is modeled using the sum of two Gaussians where all five free parameters depend linearly on m 2 ð þ À Þ in order to account for residual dependence on the mass. The m ES signal distribution is parametrized using a bifurcated Crystal Ball function, which is composed of a one-sided Gaussian and a Crystal Ball function:
The parameters describing both these line shapes are extracted from fits to signal MC events. In the final fit, the parameter m is free to vary for m ES while the core Gaussian mean and width, and the slope of the mean [i.e., the dependence of the mean on m 2 ð þ À Þ] are free to vary for ÁE 0 . The NN new signal distribution is modeled by nonparametric histograms generated by smoothing the NN new distribution in signal MC.
The ÁE 0 distribution for SCF signal candidates is described using a single Gaussian with mean and width fixed to the values extracted from a fit to SCF signal MC.
The distributions of m ES and NN new for SCF signal events are modeled with nonparametric histograms generated by smoothing the appropriate one-dimensional distributions in SCF signal MC. The nonparametric PDFs for the NN new distributions in both TM and SCF signal are generated separately for each flavor-tagging category.
While the SDP distribution for TM signal events is parametrized by the full time-dependent decay probability, the SCF distribution is parametrized by modifying this distribution. Using signal MC, we create a binned map in the SDP that contains the probability for an event generated in each bin of the SDP to be reconstructed in the same bin, or each of the other bins. This map is convolved with the time-dependent decay PDF to generate the SCF signal PDF in the SDP.
C. Continuum background parametrization
The Át distribution for continuum background is modeled using a sum of three Gaussians. The parameters of this triple Gaussian are obtained from a fit to off-resonance data in which all parameters are allowed to vary. See 
The ÁE 0 distribution for continuum background is modeled using a second-order polynomial with parameter values extracted from a fit to the m ES sideband in on-resonance data.
The distribution of m ES for continuum background is modeled using an Argus [15] function with shape and endpoint parameters that are allowed to vary in the final fit.
To account for residual dependence on DP position, the distribution of NN new for continuum background is modeled using a second-order polynomial function in which each coefficient depends linearly on m dist , the minimum invariant mass of any combination in the B 0 ! þ À 0 candidate, which acts as a measure of the distance from the edge of the DP. In addition, the polynomial is multiplied by ð1 À NN new Þ a where a is a linear function of m dist . All the polynomial parameters are free to vary in the final fit.
The two-dimensional SDP distribution for continuum events is obtained by applying Gaussian kernel smoothing algorithms to the SDP distribution for on-resonance m ES sideband data and generating a two-dimensional histogram from the resulting PDF, which serves as a nonparametric PDF in the fit. Histogram PDFs are generated separately for each flavor-tagging category and, within each category, for both B-flavor tags. Bins in these histograms are mirrored across the 0 ¼ 0:5 axis so that the distributions are symmetric in 0 . A number of parameters are allowed to vary in the fit to allow for an asymmetry.
D. B-background parametrization
The functional form of the Át resolution functions for the B backgrounds is the same as that for signal. Parameter values are obtained from separate fits to fully simulated MC data samples representative of each B-background class.
Simulated samples for each of the B-background classes are used to generate nonparametric PDFs for use in the final fit. One-dimensional PDFs are used for ÁE 0 , m ES , and NN new , without any splitting by flavor-tagging category. Two-dimensional SDP PDFs are generated for each B-background class and each B-flavor tag within that class.
E. Dalitz-plot-dependent selection efficiency
Selection efficiencies across the SDP are calculated from a combination of all available nonresonant (B 0 ! þ À 0 ), B 0 ! AE Ç , and B 0 ! 0 0 MC samples. We divide the SDP into a 40 by 40 grid and, for each bin, calculate both the fraction of events generated in that bin that are correctly reconstructed (TM), and the fraction of events generated in that bin that are misreconstructed (SCF). From this, we generate tables of efficiencies that are used as inputs to the fit. Histograms of the TM and SCF selection efficiencies are provided in Fig. 5 .
VII. SYSTEMATIC STUDIES A. The effect of the ð1700Þ
We include the ð1450Þ in the final fit with an assumption that the relative magnitudes and phases between the three ð1450Þ resonances are the same as for the ð770Þ. Whereas there is reasonable motivation for this assumption in the case of the ð1450Þ since the ð770Þ and ð1450Þ have the same quantum numbers, the ð1700Þ does not share these quantum numbers (' ¼ 2 instead of 0). Since the ð1700Þ is not expected to provide a large contribution, we exclude the ð1700Þ from the fit and associate a systematic uncertainty with this omission.
Naively, one might calculate this systematic uncertainty by fitting the full data set with and without the ð1700Þ and calculating a single change in the U and I parameters, but this approach suffers from statistical uncertainties due to the fact that there is only one data set available. Nonetheless, it is still useful to calculate a covariance matrix using this approach in order to estimate the magnitude of the systematic uncertainty. As a first order assessment of the systematic uncertainty, we calculate a covariance matrix with elements given by
where i is the difference between the value of the ith U or I parameter in fits with and without the ð1700Þ. When the three ð1700Þ resonances are included in the fit, their magnitudes and phases are all allowed to vary independently. The square roots of the diagonal elements of the matrix (in other words, the absolute value of the change in each U or I parameter) are given in Table III along with the ratio relative to the statistical uncertainty on each parameter in the fit without the ð1700Þ. The ratios are generally less than 1; only 4 of the 26 ratios are greater than 1, indicating that the changes in the U and I parameters resulting from the inclusion of a ð1700Þ in the Dalitz model are mostly small.
To assess the uncertainties on the changes in the U and I parameters, we employ the bootstrap technique introduced by Efron [16] . This approach allows us to calculate a covariance matrix associated with the uncertainty on the TABLE III. Magnitude of changes in U and I parameters between fits with and without the ð1700Þ, the ratio of these magnitudes relative to statistical uncertainties from the fit without the ð1700Þ, the bootstrapped estimate of the uncertainty on changes in U and I parameters between fits with and without the ð1700Þ, and the ratio of the mean change in the U and I parameters across all bootstrapped fits to their bootstrapestimated uncertainties. U and I parameters extracted from the fits to the full data set by fitting a large number of data sets generated by sampling events with replacement from the full data set. Each of the approximately 1000 resampled data sets generated in this manner has the same number of events as the original data set and is fit with and without the ð1700Þ component. For each pair of fits, the change in the U and I parameters is calculated and a covariance matrix is generated by determining the covariances of the changes in the U and I parameters in all these pairs of fits. As demonstrated by Efron, the covariance matrix obtained in this manner is an estimate of the covariance matrix associated with the uncertainty on the changes in the U and I parameters. Therefore, the square roots of the diagonal elements of this matrix are estimates of the uncertainty on the change in each U and I parameter. These uncertainties, as well as the ratio of the mean change of each U and I across all the bootstrapped fits to its estimated uncertainty (from the bootstrap), are given in the last column in Table III . As the ratios in this table demonstrate, the mean changes in the U and I parameters are consistent with 0. Given these results, we use the covariance matrix obtained by bootstrapping to characterize the systematic uncertainty associated with excluding the ð1700Þ.
B. B background branching fractions
We account for uncertainties on the branching fractions for the various B background classes by performing fits to data after increasing and decreasing the expected number of B background events by 10%. The value of 10% is an estimate of the degree of uncertainty on the expected number of events in the B background classes with the largest contributions (see Table I ). We calculate a systematic covariance matrix for the U and I parameters from these fits. Element ði; jÞ is given by
where i is the difference between the value of the ith U or I parameter in the fit with increased B background contributions, and the fit with decreased contributions. The systematic errors (
) associated with the B-background branching fractions are given in Table IV . The first column of numbers contains the systematic errors calculated from the square root of the diagonal elements of the covariance matrix while the second column of numbers contains the ratio of these uncertainties to the statistical uncertainties from the nominal fit to the full data set.
C. line shapes
The systematic uncertainties associated with the ð770Þ AE , ð770Þ 0 , and ð1450Þ line shapes are calculated by varying their masses and widths according to the uncertainties listed in Table V and the correlation matrix in  Table VI . These correlations and uncertainties were determined using a Gounaris-Sakurai model fit to data from þ ! " þ ð! þ 0 Þ decays and e þ e À ! 0 ! þ À annihilation [17] . We use updated line shape fits including new data from e þ e À annihilation [18] and spectral functions [19] .
The correlations between the three masses and widths as well as their uncertainties were used to calculate the corresponding covariance matrix. A six-dimensional correlated Gaussian was defined with means corresponding to the central values of the line shape parameters. A set of 50 vectors of line shape parameters was sampled randomly from the multi-dimensional Gaussian distribution and used to perform 50 fits. Using the randomly sampled masses and widths, and initializing all other parameter values to those from the best fit to the full on-resonance data set with nominal parameters, we performed a fit with each resonance configuration, producing 50 final sets of U and I parameters. The covariances of these 50 sets of U and I parameter values were calculated using the set of final fit values from the nominal fit as expected values.
As a test of the fitting framework, the mean of the number of signal events from the 50 fits was extracted and compared to the nominal value. They were found to be in agreement with a difference of 0:6 stat (where stat is the statistical error on the number of signal events from the nominal fit to the full on-resonance data set), exhibiting negligible bias. As a further comparison, the ratios of the systematic errors (taken from the square root of the diagonal of the covariance matrix) to the statistical errors (taken from the nominal fit) were calculated and found to be small as shown in Table VII .
D. Uniform background contributions
The systematic uncertainties associated with incoherent uniform background contributions in the DP are calculated in the same manner as for the ð1700Þ. The nominal Table VIII) . Also, as in the case of the ð1700Þ systematic, the changes in the U and I parameters with and without the extra component are not significant relative to the statistical uncertainties on the U and I parameters (see middle column in Table VIII ).
E. Other contributions
In the 2007 BABAR analysis [2] , the following uncertainties were considered and found to provide only small contributions to the systematic uncertainty: These uncertainties are not expected to provide significantly different contributions in the current analysis. Therefore, these studies were not repeated, though their contributions to the systematic covariance matrix are included. The systematic uncertainties for these contributions, as calculated in the 2007 BABAR analysis, are given in Table IX .
F. Total systematic uncertainties
The square root of the diagonal elements of the total systematic covariance matrix for the U and I parameters are provided in Table X . These values include all systematic uncertainties described above, including the three sources of systematic uncertainty that were not recalculated in the present analysis. Table X also contains the ratio of the total systematic error to the statistical error from the final fit and the ratio of the total error (calculated by adding the systematic and statistical errors in quadrature) to the statistical error.
Tables XI, XII, and XIII contain the complete systematic correlation matrix for the U and I parameters. Because the three additional sources of systematic uncertainty taken from our previous analysis have small contributions, and only the diagonal elements of their covariance matrix are available to us, we only use the diagonal elements when creating the total systematic covariance matrix that is used, in turn, to generate the total correlation matrix.
VIII. RESULTS
The final values of the U and I parameters extracted from the extended maximum likelihood fit to the full onresonance data set are provided in Table XIV. Tables XV,  XVI , and XVII present the statistical correlation matrix for the U and I parameters in the fit. From an on-resonance data set containing 53084 events, the fit extracts 2940 AE 100 signal events and 46750 AE 220 continuum events. The goodness of fit is illustrated in Fig. 6 , which shows overlaid distributions of fit variables in the data used in the final fit and in a parametrized MC sample generated using the results of the final fit and equivalent to 10 times the integrated luminosity of the data sample. The signal component of these plots is enhanced by a restrictive selection criterion on the NN variable. A study of the U and I parameters (see Appendix A 1) establishes that there is negligible bias in their extraction and good robustness in the presence of statistical fluctuations.
A. Quasi-two-body parameters
The U and I parameters and associated correlations can be used to extract the values of the Q2B B 0 ð " B 0 Þ ! AE Ç CP-violation parameters in the time-dependent decay rate defined in Ref. [7] ,
where Q tag ¼ þ1ðÀ1Þ when the tag-side B meson is a B 0 ( " B 0 ). The time-and flavor-integrated charge asymmetry A quantifies direct CP violation, while S and C parametrize mixing-induced CP violation related to the angle , and flavor-dependent direct CP violation, respectively.
The parameter ÁC describes the asymmetry between the rates
while ÁS relates to the strongphase difference between the different amplitudes involved in the decay B 0 ! . The U and I parameters are related to the Q2B parameters through the relations of Eqs. (17)- (22).
We can also use the U and I parameters and associated correlations to extract the B 0 ! 0 0 CP-violation parameters and decay fraction, 
These eight Q2B parameters related to AE Ç and 0 0 decays are extracted using a 2 minimization technique that accounts for the statistical and systematic correlations between the U and I parameters. In each step of the minimization process, the current values of the free parameters are used to calculate the corresponding values of the eight U and I parameters on which they depend and a vector V diff is constructed from the differences between these U and I parameter values and the values obtained in our final fit to the full on-resonance data set. The 2 is then calculated as
where C data is the 8 Â 8 covariance matrix for the relevant U and I parameters from the fit to data. Table XVIII presents the Q2B parameters extracted from the full fit to on-resonance data along with their statistical and systematic errors. In a study of correlations between Át and DP position we find a small contribution to the systematic uncertainty on f 00 , which is included in Table XVIII . The correlation matrix for the Q2B parameters is provided in Table XIX . A study of the Q2B parameters (see Appendix A 2) establishes that there is negligible bias in their extraction and good robustness in the presence of statistical fluctuations.
The parameters A and C can be transformed into the direct CP-violation parameters A þÀ and A Àþ where
using the relations
We extract the central values and uncertainties for these parameters using a 2 minimization procedure in the two-dimensional plane corresponding to A 
with a correlation of 0.55 evaluated from the 1 contour for statistical and systematic errors combined. A twodimensional likelihood scan with combined statistical and systematic uncertainties and 68.3%, 95.5%, and 99.7% confidence-level contours is provided in Fig. 7 . The origin, corresponding to no direct CP violation, lies on the 96.0% confidence-level contour (Á 2 ¼ 6:42), corresponding to a p ¼ 4:0% probability, under the assumption of no direct CP violation, of obtaining a result that deviates from the origin at least as much as ours.
B. Alpha scan
In order to extract likely values of from the U and I parameters obtained in our final fit, we perform a scan of from 0 to 180 . At each scan point, a 2 -minimization fit is performed using the goodness of fit measure,
where C data is the 26 Â 26 covariance matrix for U s and I s from our fit to data and V data and V scan are vectors of the 26 U and I parameters from our fit to data and the current iteration of the minimization, respectively. The last term is a Gaussian constraint that restricts U þ þ in the scan to lie within of 1 (the value to which it is fixed in the fits to data); is set to 0.0001. Because the overall scaling of the U and I parameters is not physically meaningful, U þ þ is allowed to be exactly 1 in the fit and this constraint term does not significantly contribute to the total 2 . In the 2 -minimizations, the actual free parameters are the tree (T AE;0 ) and penguin (P AE ) amplitudes, which are related to the -resonance amplitudes through the formulas
Note that due to SUð2Þ flavor symmetry, the third penguin amplitude can be calculated from the other two using the relation [20, 21] ). At each step in the minimization process, the current values of the tree and penguin amplitudes as well as the current fixed value of are used to calculate the -resonance amplitudes. These amplitudes are then used to calculate the U and I parameters that comprise the vector V scan , using Eqs. (12) through (16) , which relate the U and I parameters to the amplitudes. In the fits, we take advantage of a global phase that is not physically meaningful to fix the phase of T þ to 0.
As the scan proceeds, a minimum 2 value is extracted from the fit at each value of . We convert these 2 values to ''AE'' values by calculating the 2 probability of each value according to
where a is the difference between the 2 at the current scan point and the minimum 2 for all the scan points, and fðx; 1Þ is a 2 distribution with one degree of freedom. The variable ''AE'' corresponds to what is commonly referred to as ''1-Confidence Level'' (1-C.L.) and is simply the p value of a 2 test at each scan point.
Incorporating information from charged B decays
Following the methods employed in Belle's 2007 B 0 ! analysis [3] and described in Ref. [6] , we perform a further scan that makes use of measurements from the charged decays B AE ! AE;0 0;AE . Amplitudes for these modes can be related to amplitudes in the neutral B modes through isospin relations. These relations result in four ''constraint'' equations while introducing only two new free parameters in the fit (the real and imaginary parts of a tree amplitude, T þ0 ). The charged B measurements of interest are the following branching fractions and asymmetries:
where c is a constant and
In the fit, we fix c ¼ 1 and no longer require U þ þ ¼ 1. This is equivalent to letting c be a free parameter in the fit and setting U þ þ ¼ 1. Due to this convention, it is necessary to divide all the current values of the U and I parameters during the minimization process by the current value of U þ þ before using them to calculate the current 2 value.
According to SUð2Þ isospin symmetry, several relations hold between the amplitudes in Eqs. (53)-(58), (64), and (65), distributions are presented in Fig. 9 . As indicated by our robustness studies (see Appendix), the AE scan is not robust and cannot be interpreted in terms of Gaussian statistics.
IX. CONCLUSION
We have performed a time-dependent Dalitz plot analysis of the mode B 0 ! ðÞ 0 in which we extract 26 U and I parameter values describing the physics involved, as well as their full correlation matrix in an extended unbinned maximum likelihood fit. From these fit results, we extract the Q2B parameters A , C, ÁC, S, ÁS, C 00 , S 00 , and f 00 , with values given in Table XVIII . These Q2B values are consistent with the results of the 2007 BABAR analysis [2] as well as the results obtained by the Belle Collaboration [3] . We also perform a two-dimensional likelihood scan of the direct CP-violation asymmetry parameters for B 0 ! AE Ç decays, finding the change in 2 between the minimum and the origin (corresponding to no direct CP-violation) to be Á 2 ¼ 6:42. Finally, we perform one-dimensional likelihood scans of the unitarity angle (see Fig. 8 ) both with (solid red) and without (dashed black) isospin constraints. However, as indicated by our robustness studies (Appendix A 3), the extraction of with our current sample size is not robust. Maximum likelihood estimators are known to be Gaussian in general only in the limit of large data sets. Our studies indicate that other currently published measurements of from B 0 ! decays suffer from a similar lack of robustness. This analysis would benefit greatly from increased sample sizes. employing MC-simulated samples generated with a parametrized detector simulation and with signal and background contributions corresponding to those expected in the full on-resonance data set. The simulated samples are generated using physical U and I parameters based on specific tree and penguin amplitudes and ¼ 89 (approximately the world average). Each simulated dataset is generated with the same parameter values, but a different randomnumber seed. By examining the results of the fits to each of these simulated datasets, we assess the fit robustness. For these studies, we use 25 samples generated with different seeds, so that the uncertainty on the bias is negligible compared to the other uncertainties.
U and I parameter robustness studies
For each of the 26 U and I parameters extracted in the fits to the MC samples, we calculate the RMS (across the 25 MC samples) of the differences (measured in units of the statistical uncertainty on the extracted values of the parameters) between the generated and extracted values of the parameters. We also calculate the average across the 25 MC samples of these differences for each of the U and I parameters. The RMS difference, averaged across the 26 U and I parameters, is 1.17, while the difference in units of statistical uncertainty, averaged across the U and I parameters, is 0.04. This demonstrates that the U and I parameter values are extracted robustly and with negligible bias.
Quasi-two-body robustness studies
The results of the robustness study of the Q2B parameters are provided in Table XX. In this table, of numbers is the ratio of the square root of the variance of the parameter across 25 MC samples divided by the mean error on the fit to the parameter across all MC samples. As one would expect, the square root of the variance of each parameter value is approximately equal to the mean statistical uncertainty on the variable as extracted from the fits to MC samples. The second column is the average difference (measured in units of statistical uncertainty, , on the extracted values of the parameters) between the extracted value of the parameter and its generated value, across all MC samples. These values are all within 0:28 of 0, indicating negligible bias. The third column is the same as the second, except that the absolute value of each difference is taken before averaging. These values are no greater than 0:93, indicating that the extracted values of the parameters are reliably close to the generated values. Taken together, these results indicate that the extraction of the Q2B parameters is robust to possible non-Gaussian fluctuations, and unbiased.
robustness studies
The results of the robustness scans of are provided in Table XXI , sorted by the absolute difference between the extracted -scan peak position and the generated value of 89
. The first column lists the position of the most favored value of in the scan. The second and third columns list the upper and lower errors, respectively, which are calculated as the number of degrees to either side of the scan peak position at which the AE value drops to 0.32. The fourth column lists the mean of the upper and lower errors while the fifth column lists the value of the minimum 2 obtained at the scan peak position. The second to last column gives a measure of the consistency between the likelihoods for the peak position and the generated position based on the change in 2 , and the last column is the distance in between the generated and extracted peak positions (where the upper or lower error is used as appropriate). For 17 of the 25 scans, the extracted value of lies within 3 of the generated value. Examining the individual scans reveals three distinct solutions for that tend to be favored (including the generated value of 89 ) and each scan tends to include at least one secondary peak in addition to the primary peak. Figure 10 illustrates the three solutions for alpha by providing the sum of 25 normalized Gaussians with means and widths determined by the peak positions and symmetric errors extracted from the 25 scans. Also plotted are the individual Gaussians that contribute to the total PDF. Because the errors are not truly Gaussian, Fig. 10 provides an incomplete picture of the scan results. A better illustration is provided by Fig. 11 , which displays the total AE distribution obtained by summing all 25 AE scans after normalizing each to the same area. The total distribution is scaled so that it peaks at 1. TABLE XX. Results of robustness study of quasi-two-body parameters. The first column of numbers is the ratio of the square root of the variance divided by the mean error on the fit to the parameter across 25 MC samples. The second column is the average difference (measured in units of statistical uncertainty, , on the extracted values of the parameters) between the extracted value of the parameter and its generated value, across all MC samples. The third column is the same as the second, except that the absolute value of each difference is taken before averaging. Also plotted are the individual scaled AE scans that contribute to the total distribution. The final PDF closely resembles that obtained by naively summing Gaussian distributions, though it exhibits more fine features. Again, the distribution indicates three distinct solutions for , with the generated value of 89 being favored. At the 1 level (AE ¼ 0:32), the total scan distribution allows both the central and left peak. The presence of these secondary solutions indicates that with the current signal sample size and background levels, there is still a significant possibility that the favored value of in a particular scan will correspond to a secondary solution. . Plot of the total AE distribution obtained by summing all 25 AE scans of parametrized MC generated with ¼ 89 after normalizing their areas to 1. The total distribution is scaled so that it peaks at 1. Also plotted are the individual scaled AE scans that contribute to the total distribution.
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