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Summary
For the problem of selecting subset of possible predictors, there are two conflicting
objectives that should be satisfied simultaneously – to include all variables that
have legitimate predictive skill, and to exclude all extraneous variables that fit only
sample-specific noise, the former of which often reduce predictive ability, while the
latter of which usually increase standard errors of regression coefficients. Ideally,
researchers are always willing to obtain the best subset of predictors. However,
there is no single definition of ‘best’, and different algorithms may produce differ-
ent ‘best’ subsets.
For years, researchers proposed many different kinds of criteria and procedures.
One of the simplest data-driven model building approach is called forward selec-
tion. In this approach, one variable is added to the model at a time. At each step,
the remaining variables are tested for inclusion in the model. The most signifi-
cant of these variables is added to the model so long as the p value is below some
vii
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pre-specified level. However, forward selection has some drawbacks, for instance,
each addition of a new variable may render one or more of the included variables
non-significant. An alternative approach which avoids this problem is backward
elimination. This approach starts with fitting a model with all the variables of
interest, and successively deletes one variable at a time according to their per-
formances to the reduction of error sum of squares. We continue by successively
re-fitting the reduced models and applying the same rule until all remaining vari-
ables are statistically significant.
Both forward selection and backward elimination, although provide interpretable
models, will be extremely variable due to it’s discrete process. A tiny change in
the data set will lead to dramatic difference when fitting the model. To achieve
a better prediction, ridge regression, first proposed by Hoerl and Kennard [10],
offers another alternative estimation method that may be used to advantage when
the predictor variables are highly collinear. Such continuous process can shrink
coefficients and hence is more stable. However, it does not set any coefficients to
0 and hence does not give an easily interpretable model.
Tibshirani [16] hence proposed a new method called LASSO (least absolute
shrinkage and selection operator). It puts a constraint on the sum of absolute
values of the regression coefficients until some optimum is reached. The most sig-
nificant advantage of LASSO is that it shrinks some coefficients and set others to
0, and hence tries to retain the good features of both subset selection and ridge
regression.
Summary ix
This thesis is trying to explore the possibility of improving LASSO method. The
primary motivation behind the idea is that, according to the different characteris-
tics of discrete and continuous selection process discussed above, it may be more
effective if we combine the two together, without any loss of good properties. Our
findings on the simulation study shows that the new procedure performs better
than the traditional LASSO in most of the cases.
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1.1 Retrospection of Regression
Regression analysis has been one of the most widely used statistical tools for ana-
lyzing data with more than one variables. It provides a conceptually simple method
for investigating functional relationships among variables.
Hereby, we denote the response variable by y, consisting of n observations, and
the set of predictor variables by X1, X2, . . . , Xp, where p denotes the number of
predictor variables. The true relationship between y and X1, X2, . . . , Xp can be
approximated by the regression model
y = β0 + β1X1 + β2X2 + · · ·+ βpXp + ε (1.1.1)
or in matrix notation
y = βTXT + ε (1.1.2)
1
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where β = (β0, β1, · · · , βp)T , the regression coefficients, are unknown constant
numbers to be determined or estimated from the data, X is an n× (p+ 1) matrix
in which row i consists of a 1 followed by the values of variables X1, X2, . . . , Xp
for the ith observation, and ε is assumed to be a random error representing the
discrepancy in the approximation, and responsible for the failure of the model to
fit the data exactly. Generally, we have the following Gauss-Markov assumptions
on ε:
E(ε) = 0, cov(ε) = σ2In (1.1.3)
There are eight steps in regression analysis:
• Statement of the problem. The problem statement, including the formulation
of the questions to be addressed by the analysis, is a very important step since
an ill-defined problem or a misformulated question can lead to wasted effort,
and it can lead to the selection of irrelevant set of variables or to a wrong
choice of the statistical method of analysis.
• Selection of potentially relevant variables. Select a set of variables that are
thought by empirical knowledge or by experts in the specific field to explain
or predict the response variable.
• Data collection. The data can be classified as either quantitative or qualita-
tive, in other words, numerical data or categorical data. We mainly focus on
quantitative data in this thesis.
• Model specification. The form of the model that is thought to relate the
response variable to the set of predictor variables can be specified initially by
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the experts in the area of study based on their knowledge or their objective or
subjective judgments. The hypothesized model can then be either confirmed
or refuted by the analysis of the collected data.
• Choice of fitting method. The next task when the model has been well defined
and the data have been collected, is to estimate the parameters of the model
based on the existing data. The most population method for estimation is
called the least squares method.
• Model fitting. Estimate the regression coefficients or to fit the model to the
collected data using the chosen estimation method.
• Model validation and criticism. The validation of the assumptions must be
made before any conclusions are drawn from the analysis. Regression analysis
is viewed here as a iterative process, a process in which the outputs are used
to diagnose, validate, criticize, and possibly modify the inputs. The process
has to be repeated until a satisfactory output has been obtained.
• Using the chosen models for the solution of the posed problem. It is a sum-
mary of the relationship between the response variable y and the set of pre-
dictor variables X1, X2, . . . , Xp.
The main concern in this thesis is model fitting and variable selection, i.e., to
determine the values of the coefficients in regression models. There are several
fundamentally different methods, one of which as mentioned above, is well known
as ordinary least square (OLS).













βˆols = (βˆ0, βˆ1, · · · , βˆp). (1.1.6)
Therefore, the estimated regression equation then becomes
yˆ = βˆ0 + βˆ1X1 + βˆ2X2 + · · ·+ βˆpXp. (1.1.7)
(1.1.7) can be used to predict the response variable for any values of the predictor
variables not observed in our data.
1.2 Introduction to Variable Selection
Although OLS estimates, which is also MLE under some assumptions, have been
widely used for years, our data analysts are still not satisfied with this method.
There are two reasons based on their arguments.
a. Prediction accuracy: When the dimension of data become very large, OLS
estimates, although often provide very low bias, will have significant large
variance.
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b. Interpretation: In many applications of regression analysis, the set of vari-
ables to be included in the regression model is not predetermined, and we
often prefer to have a smaller subset that exhibits the strongest effects when
the number of predictors are very large. Unfortunately, OLS estimates would
not shrink any of the coefficients to zero.
There are also some other reasons why OLS is not satisfactory, for example,
sometimes the absolute value of the coefficients will become too big to make any
sense.
In order to improve the two main drawbacks of OLS, we are usually looking for a
small subset of variables which gives adequate prediction accuracy for a reasonable
cost of measurement. This is the main objectives of variable selection.
1.3 Organization of this thesis
The thesis is organized as follows: It begins with the variable selection problem in
Chapter 2, and a detailed review on the development of different model selection
methods and stopping criteria are presented in this chapter. In Chapter 3, we
focus on the LASSO method and the corresponding new procedures. A simulation
study, a real data study, as well as some possible further improvement is discussed
in Chapter 4.
Chapter2
Methods of Variable Selection
2.1 Formulation of Variable Selection
Intuitively, the primary problem of variable selection is the functional specification
of the model, and hence some related questions emerge:
a. Which variables should be included?
b. In what form should they be included? in other words, should they enter the
model as an original variable X, or as some transformed variable such as X2,
logX, or a combination of both?
To answer these questions, the formulation of variable selection problem is listed
below.
We rewrite equation (1.1.1) as
yi = β0 +
p∑
j=1
βjxij + εi. (2.1.1)
6
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Let us denote the set of variables selected in the model by X1, X2, . . . , Xq and those
deleted by Xq+1, Xq+2, . . . , Xp. We fit the subset model as
yi = β0 +
q∑
j=1
βjxij + εi. (2.1.2)
Denote the estimates of the regression parameters by βˆ?0 , βˆ
?
1 , . . . , βˆ
?
p when the model
(2.1.1) is fitted to the full set of variables X1, X2, . . . , Xp, and the estimates of the
regression parameters by βˆ0, βˆ1, . . . , βˆq when the model (2.1.2) is fitted. Let yˆ
?
i and
yˆi be the predicted values from the full and partial set of variables corresponding to
an observation (xi1, xi2, . . . , xip). The procedure can now be summarized as follows:
βˆ0, βˆ1, . . . , βˆq are biased estimates of β0, β1, . . . , βq unless the remaining β
′s in the
model (βq+1, βq+2, . . . , βp) are zero or the variables X1, X2, . . . , Xq are orthogonal




1 , . . . , βˆ
?
q have less
variation than βˆ0, βˆ1, . . . , βˆq; that is,
V ar(βˆ?j ) ≥ V ar(βˆj), j = 0, 1, . . . , q. (2.1.3)
The variance of the estimates of regression coefficients for variables in the reduced
model are not greater than the variances of the corresponding estimates for the full
model. Deletion of variables decreases or, more correctly, never increases, the vari-
ances of estimates of the retained regression coefficients. Since βˆj are biased and
βˆ?j are not, a better comparison of the precision of estimates would be obtained by
comparing the mean square errors (MSE) of βˆj with the variances of βˆ
?
j . Actually,
the MSE of βˆj will be smaller than the variances of βˆ
?
j only if the deleted variables
have regression coefficients smaller in magnitude than the standard deviations of
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the estimates of the corresponding coefficients. The estimate of σ2, based on the
subset model, is generally biased upward.
If we look at the effect of deletion of variables on prediction, a conclusion can
be drawn as:
V ar(yˆi) ≤ V ar(yˆ?i ). (2.1.4)
Therefore, the rationale for variable selection can be outlined as follows: Even
though the variables deleted have nonzero regression coefficients, the regression
coefficients of the retained variables may be estimated with smaller variance from
the subset model than from the full model. The same result also holds for the
variance of a predicted response. The price paid for deleting variables is in the
introduction of bias in the estimates. However, there are conditions, when the
MSE of the biased estimates will be smaller than the variance of their unbiased
estimates; that is, the gain in precision is not offset by the square of the bias. On
the other hand, if some of the retained variables are extraneous or unessential,
that is, have zero coefficients or coefficients whose magnitudes are smaller than the
standard deviation of the estimates, the inclusion of these variables in the equation
leads to a loss of precision in estimation and prediction.
2.2 Variable Selection Procedure
If there are a large number of potential predictor variables X, a set of procedures
that does not involve computing of all possible equations has been proposed. In
general, we will expect that the number, p, of variables in the subset will be less
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than the number of observations, n, though the number of available predictors, k,
often exceeds n. The X-variables need not be linearly independent.
2.2.1 Forward Selection Procedure
The forward selection starts with an equation containing no predictor variables,
only a constant term. The first variable included in the equation is the one which
has the highest simple correlation with the response variable y. If the regression
coefficient of this variable is significantly different from zero it is retained in the
equation, and a search for a second variable is made. The variable that enters the
equation as the second variable is one which has the highest correlation with y,
after y has been adjusted for the effect of the first variable, that is, the variable
with the highest simple correlation coefficient with the residuals from Step 1.


































2.2 Variable Selection Procedure 10
Let the first variable selected be denoted by X(1); this variable is then forced into
all further subsets. The residuals Y − X(1)b(1) are orthogonal to X(1), and so to
reduce the sum of squares by adding further variables, we must search the space
orthogonal to X(1). From each variable Xj, other than the one already selected,
we could form
Xj.(1) = Xj − bj.(1)X(1),
where bj.(1) is the least-squares regression coefficients of Xj upon X(1). Now we
find that variables, Xj.(1), which maximizes expression (2.2.1) when Y is replaced
with Y −X(1)b(1) and Xj is replaced with X(1). The required sum of squares and
products can be calculated directly from previous sums of squares and products
without calculating these orthogonal components for each of the n observations;
in fact, the calculations are precisely those of a Gauss-Jordan pivotting out of the
selected variables. If the mean had first been subtracted from each variable, then
the new variable selected is that which has the largest partial correlation in abso-
lute value with Y after variable X(1) has been fitted.
Thus, variables X(1), X(2), . . . , X(q) are progressively added to the prediction
equation, each variable being chosen because it minimizes the residual sum of
squares when added to those already selected.
2.2.2 Backward Elimination Procedure
The backward elimination starts with the full equation and successively drops one
variable at a time. The variables are dropped on the basis of their contribution to
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the reduction of error sum of squares (RSSp), i.e., the variable is chosen for deletion
which yeilds the smallest value of RSSp−1 after deletion. Then that variable from
the remaining (p − 1), which yeilds the smallest RSSp−2, is deleted. The process
continues until there is only one variable left, or until some stopping criterion is
satisfied.
2.2.3 Stepwise Procedure
This method is essentially a forward selection procedure but with the added proviso
that at each stage the possibility of deleting a variable, as in backward elimination,
is considered. In this procedure, a variable that entered in the earlier stages of
selection may be eliminated at later stages. The calculations made for inclusion and
deletion of variables are the same as forward selection and backward elimination
procedure. Often, different levels of significance are assumed for inclusion and
exclusion of variables from the model.
2.2.4 Ridge Regression
In many practical cases, the presence of multicollinearity often does not affect the
usefulness of the fitted model for estimating mean responses or making predic-
tions, but not the impact of the predictor variables X on the variable y. It may
cause serious problems if there exists multicollinearity in the regression model. One
problem is that the individual p values can be misleading, which means a p value
can be very high even though the corresponding variable is important. Secondly,
the confidence intervals on the regression coefficients will be extremely wide, even
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include zero, which means one can not even be confident whether an increase in the
X value is associated with an increase, or a decrease, in y. Since the confidence
intervals are so wide, excluding a subject or adding a new one, can change the
coefficients dramatically, and may even change their signs.
Therefore, one technique, capable of overcoming multicollinearity, which has
attracted a considerable amount of interest, is the ridge regression technique of
Hoerl and Kennard [10], by minimizing (1.1.4) subject to a constraint
∑ |βj|2 ≤ t.
Ridge regression yields a biased estimator
βˆRidge = (X
TX+ λI)−1XTy (2.2.2)
where λ = λ(t), a function of t and I is an identity matrix, and the variance is
smaller than that of the OLS estimator.
Why the constraint λ is able to conquer multicollinearity is because it deals with
the instability, which may be observed in the ridge trace, in the estimated coeffi-
cients resulting from slight changes in the estimation data.
If multicollinearty becomes a serious problem, the ridge estimators will vary
dramatically as λ is slowly increased from zero. As λ increases, the coefficients
will eventually stabilize. Since λ is a bias parameter, it is desirable to select the
smallest value of λ for which stability occurs since the size of λ is directly related
to the amount of bias introduced. There are several methods suggested for the
choice of λ, including fixed point, proposed by Hoerl, Kennard, and Baldwin [11],
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ridge trace and so on.
2.2.5 LASSO: Least Absolute Shrinkage and Selection Op-
erator
None of the coefficients in the linear model can be set to 0 by Ridge regression, and
therefore it does not give an easily interpretable model. A better estimation can
be achieved in terms of MSE with a little sacrifice of bias, and predictions can be
improved overall. Frank and Friedman [7] introduced the bridge regression, which
minimizes (1.1.4) subject to a constraint
∑ |βj|γ ≤ t with γ = 0 as special cases.
For different values of γ, the constrained areas are very different in the parameter
spaces in Figure 2.1 for t = 1. While Frank and Friedman [7] did not solve for
the estimator of bridge regression for any given γ > 0, they pointed out that it is
desirable to optimize the parameter γ.
Subsequently, the LASSO (least absolute shrinkage and selection operator) was
introduced by Tibshirani [16]. Tibshirani imposes a limit on the sum of absolute
values of the regression coefficients, and lower this limit until some kind of optimum
is reached.
A Briefing of LASSO
The method used in the LASSO is to first normalize each predictor Xj by sub-




ij = n, where n is the number of
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Figure 2.1: Constrained Areas of Bridge Regression with t = 1
observations. Then the LASSO estimate (αˆ, βˆ) is defined by:








subject to the constraint
∑
j
|βj| ≤ t (2.2.3b)
Here t ≥ 0 is a tuning parameter. For all t, the solution for α is αˆ = y¯. We can






2 equals the quadratic function
(β − βˆ0)TXTX(β − βˆ0) (2.2.4)
It is obvious that LASSO is the special case of the bridge regression with γ = 1.
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Figure 2.2: Estimation picture for (a) LASSO and (b) ridge regression
As pointed out by Tibshirani, the LASSO shrinks the OLS estimator βˆols to-
wards 0 and potentially sets βˆj = 0 for some j.
Why does it happen to LASSO, not ridge regression, which uses the constraint∑
β2j ≤ t rather than
∑ |βj| ≤ t? Figure 2.2 provides some insight for the case
p = 2. The elliptical contours of (2.2.4) are presented by the full curves in Fig-
ure 2.2(a), where the coefficients are centered at the OLS estimates and the rotated
square represents the constraint region. The LASSO solution is the first place that
the contours touch the square, and it will happen to be occured at a corner, cor-
responding to a zero coefficient. The situation at ridge regression is shown in
Figure 2.2(b): there are no corners for the contours to hit and hence rarely zero.
Thus, LASSO performs as a good variable selection operator.
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Prediction Error and Estimation of t in LASSO
The most important part in LASSO method is to estimate the constraint t. As
discussed above, LASSO estimate (αˆ, βˆ) is defined by equation (2.2.3):








subject to the constraint ∑
j
|βj| ≤ t.




where βˆ0j is the full least squares estimates, and since t0 =
∑ |βˆ0j |, s0 = 1.
Notice that as s is reduced, most of the regression coefficients shrink with pro-
gressively more being shrunk to zero. Let us take PROSTATE Cancer data set for
illustration. The prostate cancer data is first used by Stamey et al. [21] who ex-
amined the correlation between the level of prostate specific antigen and a number
of clinical measures, in men who were about to receive a radical prostatectomy.
The factors included log(cancer volume) (lcavol), log(prostate weight) (lweight),
age, log(benign penetration) (lcp), Gleason score (gleason) and percentage Gleason
scores 4 or 5 (pgg45). We fit a linear model to log(prostate specific antigen) (lpsa)
after standardizing the predictors. Tibshirani [16] also uses this data set in his
paper.
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Figure 2.3: Regression coefficients against s, of constraint for the PROSTATE data
set using the lasso
Figure 2.3 shows the regression coefficients for 8 predictors, against the value
of s. Note that all the predictors turn to be zero until the value of s is very
small, therefore, how to select the best fitting value of s has become the primary
problem. According to Tibshirani [16], there are three methods for the estimation
of the LASSO parameter s: cross-validation, generalized cross-validation and an
analytical unbiased estimate of risk.
2.3 Stopping Criteria
A very important aspect of the variable selection methods mentioned above, which
has not been discussed so far, is the ‘stopping rule’ or the method of deciding how
much shrinkage to apply. There are many criteria being used in deciding how many
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variables to include. These can be broadly divided into three classes, namely,
• Prediction criteria
• Likelihood or information criteria
• Maximizing Bayesian posterior probabilities.
2.3.1 R Square Statistic
Under prediction criteria, we first look at the ordinary multiple R-square for model









(yˆi − y¯)2, SST =
∑
(yi − y¯)2, and SSE =
∑
(yi − yˆi)2. R2 can
be interpreted as the proportion of the total variability in the response variable y
that can be accounted for by the set of predictor variables X1, X2, . . . , Xp.
However, a large value of R2 does not necessarily mean that the model is a good
one and therefore, an adjusted R-squared, R2a, is also used for judging the goodness
of fit, which can be defined as:
R2a = 1−
SSEp/(n− p− 1)
SST/(n− 1) . (2.3.2)
In comparing the goodness of fit of models with different numbers of explanatory
variables, R2a is trying to adjust for the unequal number of variables in the different
models. Unlike R2, R2a cannot be interpreted as the proportion of total variation
in Y accounted for by the predictors.
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2.3.2 Residual mean square
Another measure that is used to judge the adequacy of a fitted model is the residual
mean square (RMS), which is defined as:
RMSp =
SSEp
n− p . (2.3.3)
It is clear to see that RMSp is related to the square of the multiple correlation
coefficient R2p and the square of the adjusted multiple correlation coefficients R
2
a
which are the measures for judging the adequacy of fit of a model. The relationship
between these quantities are:









2.3.3 MSEP and Mallows’ Cp







where MSE(yˆi) is the mean squared error of the ith predicted value from a p-term
equation, and σ2 is the vriance of the random errors. The MSE(yˆi) has two com-
ponents, the variance of prediction arising from estimation, and a bias component
arising from the deletion of variables.
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− (n− 2p). (2.3.7)
In practice, σ2 is replaced with the unbiased estimate
σˆ2 =
RSSp
n− p ; (2.3.8)
that is, the residual variance for the full model. It is obvious that the expected
value of Cp is p when there is no bias in the fitted equation containing p terms.
Consequently, the deviation of Cp from p can be used as a measure of bias. The
Cp statistic therefore measures the performance of the variables in terms of the
standardized total mean square error of prediction for the observed data points
irrespective of the unknown true model. It takes into account both the bias and
the variance. Subsets of variables that produce values of Cp that are close to p are
the desirable subsets.
2.3.4 Information Criteria: Akaike and Other Modified
Forms
An alternative family of criteria are those based upon likelihood or information
measures.
Suppose that the likelihood of a particular value y of the Y -variable is f(y|x, θ),
where x is a vector of given values of the predictor variables and θ is a vector of
parameter values. Maximizing the likelihood (ML), or in practice maximizing its
logarithm, is an important method of estimation. It frequently leads to usable
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estimates in difficult situations, for instance in the case of truncated data where
values of a variable greater than a certain size cannot be observed.
Suppose that we have models Mj for j = 1, 2, · · · , J to choose from. Let
f(y|X, θ,Mj) be the likelihood for a sample of n values, y1, y2, · · · , yn given the
n × p matrix of values of p predictor variables, a vector of parameters θ and the
model Mj. We could find the model Mj and the vector of parameter values θ
that maximizes this likelihood. In many cases, this picks one of the most complex
model, with a large number of parameters.
Akaike [1] suggested that a penalty of p should be deducted from the log-
likelihood, where pj is the number of parameters estimated in model Mj. Akaike’s
Information Criterion (AIC) is minus twice the log-likelihoood, and because of the
change of sign, it is minimized rather than maximized. It is
AICp = n ln(RSSp/n) + 2p. (2.3.9)
The models with smaller AIC are preferred.
The AIC has been widely used as a stopping rule in the feild of time series anal-
ysis in much the same way that Mallows’ Cp is used as the practical solution to
exactly the same mathematical problem in selecting subsets of regression variables.
Several modifications of the AIC have been proposed (e.g. Risannen [17], Schwarz
[19], and Hannan and Quinn [8]). These all have the form −2(Lj − p.f(n)), where
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f(n) is some slowly increasing function of the sample size, n, such as lnn or ln(lnn).
A great advantage of AIC is that it allows us to compare non-nested models. A
group of models are nested if they can be obtained from a larger model as special
cases. F-test cannot be performed, for example, to compare the adequacy of a
model based on (X1, X2, X3) with one based on (X4, X5). The choice of these two
sets of variables may be dictated by the nature of the problem at hand. The AIC
will allow us to make such comparisons.
The Schwarz criterion, often known as the Bayesian Information Criterion (BIC),
is to maximize
BICp = n ln(RSSp/n) + p(lnn), (2.3.10)
Risannen’s criterion is to maximize






) + (pj + 1) ln(n+ 2) + · · · , (2.3.11)
where the θi are the parameters in the model. This criterion was derived for fitting
autoregressive, moving average models, and the final term above was 2 ln(r+1)(s+
1), where r and s were the orders of the autoregressive and moving average parts
of the model, and pj = r + s.
Hannan and Quinna [8] consider the case of selecting time series models in which
the number of parameters in the model, k in our notation, increases with sample
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size. For this situation, they derive the criterion of maximizing
HQ(j) = n ln((ˆσ2j )) + 2pjc ln(lnn) (2.3.12)
for some c > 1, though in their simulations they use the value c = 1.
2.3.5 Cross Validation and Generalized Cross Validation
Another one of the most useful methods in model selection problems is the cross
validation (CV) method, which is better than residuals. The disadvantage of resid-
ual evaluations is that they do not give an indication of how well the model will
do when making new predictions. One way to overcome this problem is not to
use the entire data set fitting the model. A small part of the data, is set aside
and then predicted from the rest of the data. This is done repeatedly, setting
aside a different part of the data and predicting it from the remainder. During the
past decade, the CV method has been developed quite extensively in the literature.
The holdout method is the simplest kind of cross validation. The data set is
separated into two groups, as Figure 2.4 shows, randomly selecting instances for a
training set and a testing set. We use the training set to fit the model, and predict
the output values for the data in the testing set. Meanwhile, the average error it
makes is computed to evaluate the model. Holdout method is usually preferable
to the residual method, however, there are two main drawbacks of it. Firstly, we
may not be able to afford the workload of setting aside a portion of the data set
for testing when the data set is sparse. Secondly, since it is a single train-and-
test experiment, the holdout estimate of error rate will be misleading if we make
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Figure 2.4: Holdout Method
different choice on the testing set.
The limitations of the holdout method can be overcome with a family of some
alternatives at the expense of more computations.
K-fold cross validation is one of these alternatives. The data set is divided into
K subsets. A single subsample of the K subsamples is retained as the validation
data for testing the model, and the remainingK−1 subsamples are used as training
data. The cross-validation process is then repeated K times (the folds), with each
of the K subsamples used exactly once as the validation data. Then the average
error across all K trials is computed. Figure 2.5 presents the division of data. This
method does not rely much on how the data sets are divided. Every observation is
involved in a testing set exactly once, and involved in the training set K−1 times.
The variance of the resulting estimate is reduced as K increases. The disadvantage
of K-fold method is that the training algorithm has to be rerun from scratch K
times, which means it takes K times as much computation to make an evaluation.
Leave-one-out cross validation is the degenerate case of K-fold cross validation,
withK = n, the number of observations in the data set. We perform n experiments
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Figure 2.5: K-fold Method
Figure 2.6: LOOCV Method
and for each experiment we use n − 1 observations for training and the remain-
ing example for testing. The average error is calculated and used to evaluate the
model. Stone [22], Efron [4], Efron and Tibshirani [5], and Hjorth [9] provide books
completely devoted to the cross validation.
A question naturally emerges: how many folds are needed? With a large number
of folds, the bias of the true error rate estimator will be small; the variance of esti-
mator will be large, and the computational efficiency will be very low. With a small
number of folds, the computation time are reduced; the variance of the estimator
will be small; and the bias of the estimator will be large. Therefore, intuitively,
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It is reasonable to leave out somewhat more, say 10% or 20%. Simulation results
by Breiman and Spector [3] suggest that about 20% is a sensible fraction, that is,
5-fold cross validation. Given n observations, one way to do this is as follows:
• Generate a random ordering of the integers 1, 2, . . . , n.
• For i = 1 : 5,
• Leave out those cases identified by the ith fifth of the numbers in the random
ordering.
• Perform the chosen subset selection procedure, identify a best subset, es-
timate the regression coefficients for this model, and fit it to the omitted
cases.
Generalized cross validation is another alternative criterion for judging the ad-
equacy of various fitted models. One way to estimate t can be derived from a
linear approximation to the LASSO estimate. Rewrite the constraint
∑ |βj| ≤ t
as
∑
β2j /|βj| ≤ t. This constraint is equivalent to adding a Lagrangian penalty
λ
∑
β2j /|βj| to the residual sum of squares, with λ depending on t. Thus we may
write the constrained solution β˜ as the ridge regression estimator
β˜ = (XTX+ λW−)−1XTy (2.3.13)
where W = diag(|β˜j|) and W− denotes a generalized inverse. Therefore the num-
ber of effective parameters in the constrained fit β˜ may be approximated by
p(t) = tr{X(XTX+ λW−)−1XT}.
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Let RSS(t) be the residual sum of squares of the constrained fit with constraint





{1− p(t)/n}2 . (2.3.14)
Chapter3
A New Procedure with LASSO
3.1 A New Procedure
LASSO provides a continuous process of determining the model fitting and model
coefficients. Tibshirani [16] found the optimal s value selected by CV or GCV at
one time, which means, he varies the value of s in the estimation, records the CV
or GCV values correspondingly, and stop at a smallest CV or GCV value. Next,
we propose a new procedure of variable selection for the model (1.1.1) based on
LASSO.
3.1.1 Details of the Procedure
We now present the detailed operation of the new procedure as following:
a. For the linear model (1.1.1)
y = β0 + β1X1 + β2X2 + · · ·+ βpXp + ε,
28
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b. Apply LASSO method to model (1.1.1) in order to estimate the regression
coefficients. A series of constraints s from 1 to 0.01 are bounded respectively
to the model, by decrement of 0.01, and hence we obtain different estimates,
denoted by βˆs = (βs1, β
s
2, . . . , β
s
p).
c. When the first zero element appears in βˆs during the decrement of s, calculate
the cross-validation (or generalized cross-validation) value and remove the X
variable corresponding to the zero coefficient in the original data.
d. With the newX variables, apply (a), (b), and (c) iteratively until a minimum
cross-validation (or generalized cross-validation) value is reached. The βˆs
here is exactly what we want, and the variable selection procedure is finished.
The main advantage of this procedure is that, it combines the continuous LASSO
method with the discrete stepwise process. Once moving a step, we evaluate the
performance according to the pre-set stopping criteria, and finally get the optimal
solution.
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3.2 Stopping Criteria Used in the New Proce-
dure
3.2.1 Cross Validation
The cross-validation method refered in this thesis is fivefold cross-validation, which
Tibshirani [16] also uses to estimate the regularization parameter. The best subsets
of each size are first found for the original data set: call these S0, S1, · · · , Sp, where
S0 represents the null model, since y¯ = 0 the fitted values are 0 for this model.
Denote the full set by T , and the cross-validation training and test sets by T − T ν
and T ν , for ν = 1, 2, · · · , 5. For each cross-validation fold ν, we find the best
subsets of each size for the data T − T v: call these Sν0 , Sν1 , · · · , Sνp . Let SEν(J) be
the standard error when SνJ is applied to the test data T
ν , and calculate






We find the Jˆ that minimizes SE(J) and our selected model is SJˆ . This is not
the same as estimating the prediction error of the fixed models S0, S1, · · · , Sp and
then choosing the one with the smallest standard error.
3.2.2 Generalized Cross Validation
In this thesis, we use the gcv command to record the generalized cross validation
score. Tibshirani’s routine lasso.gcv only centres and rescales the design matrix
and omits to center the response variable. Thus, to obtain the same results with the
gcv command in R, we first construct a data frame that contains the centered and
rescaled design matrix, and then call l1ce to estimate the coefficients using LASSO
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method (details discussed in section 3.2.3). In the gcv command, we specify type
= ”Tibshirani”, gen.inverse.diag = 1e11 and modify all the Lagrangians of
the different models.
3.2.3 LASSO Library in R
A R/S-PLUS library for fitting models of (2.2.3) was developed by Osborne et al.,
[15] and the actual implementation in C is described by Turlach [23].
Assume that the predictor variables are split up into (xi1, xi2, . . . , xip1) and
(zi1, zi2, . . . , zip2). If β denotes the vector of parameters for the x-variables and
γ the vector of parameters for the z-variables, then we may use (2.2.3) by impos-
ing a constraint on γ only.
Specifically, let X and Z denote the corresponding design matrices, Y the vector
with the dependent variable andW(n×n) a non-negative, diagonal weight matrix
(possibly the identity). Then the central fitting routine, l1ce, (L1 constrained
estimation) in this library proceeds as follows.
• Calculate βˆ = (XTWX)−1XTWY and project the (weighted) other variables
(both dependent and independent) orthogonal to the column space ofW1/2X.
That is
Z? = {I−W1/2X(XTWX)−1XTW1/2}W1/2Z (3.2.2)
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and
Y? = {I−W1/2X(XTWX)−1XTW1/2}W1/2Y. (3.2.3)
• Standardise the columns of Z? to have (sample) variance 1. (This standard-
isation may be suppressed.)
• Solve
minimiseγ(Y
? − Z?γ)T (Y? − Z?γ) (3.2.4a)
subject to
‖γ‖1 ≤ t. (3.2.4b)
• Adjust γˆ to take into account any standardisation of Z? and adjust βˆ to take
the projection of Z orthogonal to X into account.




The purpose of this simulation study is to show that the new model selection
process is more efficient than the regular LASSO procedure proposed by Tibshi-
rani [16]. The first part of the simulation is focused on the comparison of the
prediction performance between the new procedure and Tibshirani [16], where
four examples are presented in this part. All the ‘old’ results were reported in
Tibshirani [16].
The second part of the simulation, is to look through the performance of this
new procedure in details, by varying the number of the responsible variables n and
the number of the predictor variables p.
After the simulation study, a real data set is presented to verify the performance
33
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of the new procedure.
For each example, our output consists of three parts, details of which are pre-
sented as below:




the total value taken over the joint distribution of X and Y , with ηˆ(X) fixed.
Mean-squared errors of the coefficients are also calculated.
b. Average Number of 0 coefficients (hereinafter Avg. No. of 0 coefficients),
including both correct zeroes and incorrect zeroes. When a zero element
turns out in the estimates of coefficients where there is a zero element in the
same position in the true value of coefficients, we consider it as a correct zero.
c. Average bound sˆ, which is defined in equation (2.2.5).
Fivefold cross-validation procedure was used in cross-validation part while for
the generalized cross-validation part, the command in lasso2 package was used.
All the results are conducted using R codes, which are listed in Appendix B.
4.2 Examples in Tibshirani [16]
In this section, our main concern is to compare the new methods with Tibshirani’s
procedure, by illustrating the examples in Tibshirani [16].
4.2 Examples in Tibshirani [16] 35
4.2.1 Example I
We simulated 50 data sets consisting of 20 observations in this example from model
y = βTX+ σε
where β = (3, 1.5, 0, 0, 2, 0, 0, 0)T and ε is standard normal. The correlation be-
tween xi and xj was ρ
|i−j| with ρ = 0.5. We set σ = 3.
Table 4.1 shows the results of both Tibshirani [16] and the new method, over
200 simulations from the model above. From the results, we improved very much
in both mean-square error and average numbers of zero coefficients. However, the
squared errors in the new procedure are not as stable as the regular LASSO.
Table 4.1: Results for Example I
Method Median mean Avg. No. of Avg. No. of 0 Average sˆ
-squared error 0 coefficients correct incorrect
CV (old) 2.43 (0.14) 3.3 0.63
CV (new) 2.38 (3.89) 5.24 4.21 1.03 0.47
GCV (old) 1.93 (0.09) 2.4 0.73
GCV (new) 1.78 (2.27) 4.235 3.75 0.485 0.59
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4.2.2 Example II
In Example I, all the elements in the value of β are either true zeroes or very
distinct from zeroes, and thus leading to a very good result. Here we exam-
ine another situation, with all the elements in the value of β very near to zero.
All the conditions in the second example keep the same as Example I, but with
β = (0.85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85)T .
There are no exact zeroes in the true value of β, and hence Table 4.2 shows
that the average number of zero coefficients increases remarkably using the new
method. The results are not satisfying. Neither cross validation nor generalized
cross validation gives a reasonable explanation. Experiments showed that, ridge
regression does the best by a good margin. we will discuss in details in section 4.3.3.
However, our new method still outperform the old one in terms of the smaller
median mean square error.
Table 4.2: Results for Example II
Method Median mean Avg. No. of Avg. No. of 0 Average sˆ
-squared error 0 coefficients correct incorrect
CV (old) 5.30 (0.45) 3.0 0.50
CV (new) 5.01 (3.68) 5.255 0 5.255 0.39
GCV (old) 4.87 (0.35) 2.3 0.69
GCV (new) 3.15 (2.05) 3.91 0 3.91 0.54
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4.2.3 Example III
In this example, we chose a set-up that should be well suited for subset selection.
The model is the same as example 1, but with β = (5, 0, 0, 0, 0, 0, 0, 0)T and σ = 2.
The result listed in Table 4.3 shows that the new procedure performs better and
it significantly reduces both mean squared error and model complexity.
Table 4.3: Results for Example III
Method Median mean Avg. No. of Avg. No. of 0 Average sˆ
-squared error 0 coefficients correct incorrect
CV (old) 0.89 (0.01) 3.0 0.50
CV (new) 0.73 (1.93) 5.76 5.76 0 0.73
GCV (old) 1.02 (0.02) 3.9 0.63
GCV (new) 0.57 (0.75) 4.975 4.975 0 0.71
4.2.4 Example IV
In this example, we examine the performance of the LASSO in a bigger model.
We simulated 200 data sets each having 100 observations and 40 variables. The
coefficient vector was β = (0, 0, . . . , 0, 2, 2, . . . , 2, 0, 0, . . . , 0, 2, 2, . . . , 2), there being
10 repeats in each block. Then we define y = βTX + 15ε where ε was standard
normal. The outcomes are presented in Table 4.4.
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Table 4.4: Results for Example IV
Method Median mean Avg. No. of Average sˆ
-squared error 0 coefficients
GCV (original) 64.9 (2.3) 13.6 0.60
GCV (new) 49.80 (5.32) 15.41 0.77
4.3 Some Other Examples
In this example, we consider more data sets in order to thoroughly examine the
properties of the new procedure. For the median mean square error, we calculate
MedianE{ηˆ(X)− η(X)} instead.
4.3.1 When n Varies
If the noise level is reduced, say, σ = 1 in Example I of Tibshirani [16] and other
conditions keep the same, the risk of getting incorrect zero coefficients goes down,
while mean-squared errors also decrease.
With the generalized cross-validation as the stopping criterion, from the results
in Table 4.5, we can see that the performance of the new procedure improves more
substantially than the old method when n increases.
4.3.2 When p Varies
We present some other examples with different p, the number of predictor vari-
ables, to check its effect on the the new procedure.
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Table 4.5: Results with different n
Method Median mean Avg. No. of 0 coefficients Average sˆ
-squared error correct incorrect
n = 20, σ = 3
GCV (new) 0.51 (0.018) 3.69 0.48 0.59
GCV (old) 0.52 (0.30) 2.72 0.205 0.62
n = 20, σ = 1
GCV (new) 0.06 (0.04) 3.80 0.05 0.80
GCV (old) 0.10 (0.01) 2.35 0 0.84
n = 60, σ = 1
GCV (new) 0.015 (0.005) 3.72 0.005 0.90
GCV (old) 0.023 (0.0002) 2.86 0.90 0.91
n = 100, σ = 1
GCV (new) 0.008 (0.001) 3.68 0.01 0.91
GCV (old) 0.010 (0.0004) 2.64 0 0.93
n = 500, σ = 1
GCV (new) 0.001 (0.004) 3.805 0.005 0.96
GCV (old) 0.002 (0.0002) 3.285 0 0.96
We assume that our data sets are coming from model
y = βTX+ σε,
which consists of 100 observations. Here ε is standard normal. The correlation
between xi and xj was ρ
|i−j| with ρ = 0.5, and σ = 3.
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With different p, β(1) = (0, 0, 1.2, 0.5, 0, 0, 0, 0, 5, 3.5)T (p = 10), β(2) = (0, 0, 1.2, 0.5,
0, 0, 0, 0, 5, 3.5, 0, 0, 1.2, 0.5, 0, 0, 0, 0, 5, 3.5)T (p = 20), and β(3) = (0, 0, 1.2, 0.5, 0, 0, 0, 0,
5, 3.5, 0, 0, 1.2, 0.5, 0, 0, 0, 0, 5, 3.5, 0, 0, 1.2, 0.5, 0, 0, 0, 0, 5, 3.5, 0, 0, 1.2, 0.5, 0, 0, 0, 0, 5,
3.5)T (p = 40), the simulation results are reported in Table 4.6.
Table 4.6: Results with different p
Method Median mean True Zero Avg. No. of 0 coefficients Average sˆ
-squared error in β correct incorrect
p = 10
CV 0.08 (0.11) 6 3.93 0.42 0.84
GCV 0.06 (0.002) 6 4.355 0.265 0.85
GCV (old) 0.08 (0.004) 6 3.37 0.205 0.83
p = 20
CV 0.09 (0.003) 12 6.07 0.54 0.88
GCV 0.07 (0.001) 12 7.28 0.51 0.88
GCV (old) 0.09 (0.002) 12 6.63 0.42 0.83
p = 40
CV 0.12 (0.003) 24 8.725 0.74 0.89
GCV 0.10 (0.004) 24 12.605 1.04 0.91
GCV (old) 0.11 (0.002) 24 12.3 0.825 0.81
As p increases, the ratio of correct zeroes decrease. It shows a clear satisfactory
performance.
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4.3.3 Improving LASSO when there is no zeros in β
In Section 4.2.2 where no zeroes exist in the true value of β, Table 4.2 shows that
LASSO did not have a satisfying performance as it led to too many zeroes which
should not be existing in the true model.
Hereby, we first assume that the predictor variables X is orthonormal, XTX = I,
where I represents the identity matrix. The following task is to calculate the MSE
of Ridge estimates as well as that of LASSO estimates, and make comparison of
them, in order to see the relationship between Ridge and LASSO. For simplicity,
we consider the approximation of LASSO coefficients, and the case that p = 2.
For the linear model (1.1.1), the ridge regression yields an estimator as:
βˆRidge = (X
TX+ λI)−1XTy, (4.3.1)
where λ = λ(t), a function of t and I is an identity matrix.
First of all, let us introduce two theorems.
Theorem 1. Let θ be an unknown parameter with size n× 1, and θˆ is an estimate
of θ. If the mean square error of θˆ is defined as
MSE(θˆ) = E‖θˆ − θ‖2
= E(θˆ − θ)T (θˆ − θ),
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we have
MSE(θˆ) = trCov(θˆ) + ‖Eθˆ − θ‖2. (4.3.2)
Theorem 2. Let A be a m×n matrix, X be a n×1 random variable, and Y = AX,
then
Cov(Y) = ACov(X)AT . (4.3.3)
Given XTX = I, we have
EβˆRidge = (X
TX+ λI)−1XTEy






and according to Theorem 2, we have
CovβˆRidge = (X




Therefore, according to Theorem 1, the mean square error of βˆridge when p = 2
can be expressed as
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MSEβˆLASSO = trCov(βˆLASSO) + ‖E(βˆLASSO)− β‖2







Let us define f1(λ) = MSEβˆRidge, f2(λ) = MSEβˆLASSO, and
MIN(λ) = min(f1(λ))−min(f2(λ)).
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We randomly choose 1000 different values for σ, β1, as well as β2 respectively to
calculate the minimum value of f1(λ) and f2(λ). Our simulation study shows that,
for any β1, β2 and σ, MIN(λ) ≥ 0. The code is listed in Appendix B.2. Therefore,
under the assumption of orthonormal, LASSO performs better than Ridge, and we
believe the claim can be proved mathematically.
If X is not orthonormal, we may use transformation to make the predictor
variable matrix orthonormal. Let us rewrite the matrix notation of the linear
model (1.1.2) as
y = βTXT + ε
= βT (A−1)TATXT + ε
= (A−1β)T (XA)T + ε
where A = (XTX/n)−
1
2 .
Denote β˜ = A−1β and X˜ = XA, we have a new linear model
y = β˜
T
X˜T + ε (4.3.7)
If there are zero eigenvalues in A, we may define A as
A = (XTX/n+ diag(δ))−
1
2
where δ is small enough in order to ensure that A is well-defined.
Under such transformation, we can safely deal with the new model (4.3.7) rather
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than the original model (1.1.2) to see how LASSO performs.
We take Example II in Tibshirani [16] in Section 4.2.2 again for illustration. In
the example, β = (0.85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85, 0.85)T , the correlation be-
tween xi and xj was ρ
|i−j| with ρ = 0.5 and σ = 3.
Table 4.7: Transformation Results for Example II
Method Median mean Avg. No. of Avg. No. of 0 Average sˆ
-squared error 0 coefficients correct incorrect
CV
Tibshirani [16] 5.30 (0.45) 3.0 0.50
before transformation 0.63 (0.04) 5.35 0 5.35 0.39
after transformation 0.47 (0.02) 0 0 0 0.41
GCV
Tibshirani [16] 4.87 (0.35) 2.3 0.69
before transformation 0.58 (0.002) 3.8 0 3.8 0.53
after transformation 0.47 (0.02) 0 0 0 0.41
Ridge
Tibshirani [16] 2.30 (0.22) 0
Table 4.7 displays the results both before and after transformation. It is clear
that such a transformation has a good performance due to nonzero coefficients and
small mean-squared error.
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4.4 A Real Data
We now take a data set from reality for illustration, which can be found in Feran [6].
This data set consists of two parts, one of which contains 6 predictor variables and
24 observations while the other one of which contains the same predictor vari-
ables and 26 observations. The first data is the Near Infra-red Calibration for
Protein of Feran [6]. He gave it as an counterexample for applying RR. We are
not pursuing explanation of complicity. We check the performance of our method
following most people did for the data. In the data, y is protein percentage with 6
explanatory variables X = (x1, x2, . . . , x6), which are log(1/reflectance) values at
six vavelengths.
To examine the performance of the new procedure and compare it with the reg-
ular LASSO method, we use the second part of the data set to fit the model, where
the new procedure and the regular LASSO method are used respectively, and eval-
uate the model by the first part. The residual sum of squares of the responsible
variables are recorded, as the criterion of evaluation. The results are presented in
Table 4.8.
Table 4.8: A Real Data Set
Regular LASSO New Procedure
the value of βˆ βˆ = (0, 0.0058, 0.2419, βˆ = (0, 0, 0.2415,
-0.2164, 0.0086, -0.0351) -0.2138, 0.0070, -0.0254)
Predictor Error 0.056 0.048
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It is obvious that our new procedure performs better than the regular LASSO
method, by obtaining a smaller residual sum of squares of the responsible variables.
4.5 Concluding Remarks
To investigate the efficiency and accuracy of different variable selection methods, we
first enumerate a class of variable selection methods as well as the stopping criteria
that is a natural evolution of model selection problem. Among all the methods
developed over years, Least Absolute Shrinkage and Selection Operator (short for
LASSO), proposed by Tibshirani [16], has a good performance in the practice,
with the stopping criteria of cross validation and generalized cross validation. In
this thesis, we propose a new procedure, combining the LASSO method with the
discrete selecting process. From all the different simulation examples with different
situations, we demonstrated that the new procedure has better performance than
the regular LASSO method. For the cases that none of the elements in β turns
out to be zero, we investigate the situation that the predictor variables X are
orthonormal. A simple transformation can be made and we obtain a good result
as well. Finally, a real data set is applied in the new procedure, with a satisfactory
performance comparing with the regular LASSO method.
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Proof of the two Theorems
A.1 Proof of Theorem 1
Theorem 3. Let θ be an unknown parameter with size n× 1, and θˆ is an estimate
of θ. If the mean square error of θˆ is defined as
MSE(θˆ) = E‖θˆ − θ‖2
= E(θˆ − θ)T (θˆ − θ),
we have
MSE(θˆ) = trCov(θˆ) + ‖Eθˆ − θ‖2. (A.1.1)
Proof.
MSE(θˆ) = E(θˆ − θ)T (θˆ − θ)
= E[(θˆ − Eθˆ) + (Eθˆ − θ)]T [(θˆ − Eθˆ) + (Eθˆ − θ)]
= E(θˆ − Eθˆ)T (θˆ − Eθˆ) + (Eθˆ − θ)T (Eθˆ − θ)
= ∆1 +∆2.
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As we know, for any matrices Am×n,Bn×m, we have tr(AB = tr(BA)), hence
∆1 = Etr(θˆ − Eθˆ)T (θˆ − Eθˆ)
= Etr(θˆ − Eθˆ)(θˆ − Eθˆ)T
= trE(θˆ − Eθˆ)(θˆ − Eθˆ)T
= trCov(θˆ),
and
∆2 = (Eθˆ − θˆ)T (Eθˆ − θˆ)
= ‖Eθˆ − θˆ‖2.
A.2 Proof of Theorem 2
Theorem 4. Let A be a m×n matrix, X be a n×1 random variable, and Y = AX,
then
Cov(Y) = ACov(X)AT . (A.2.1)
Proof. According to the definition of covariance matrix, we have
Cov(Y) = E[(Y − EY)(Y − EY)T ]
= E[(AX− EAX)(AX− eAX)T ]




B.1 Codes for the New Procedure
B.1.1 Generalized Cross Validation




sigma <- matrix(data=NA, nrow=8, ncol=8)
for (i in 1:8)
for (j in 1:8)
sigma[i,j] <- 0.5^abs(i-j)
distance <- array(data = NA, dim = length(data), dimnames = NULL)
correct.zero <- array(data = NA, dim = length(data), dimnames = NULL)
incorrect.zero <- array(data = NA, dim = length(data), dimnames = NULL)
53
B.1 Codes for the New Procedure 54
bound <- array(data = NA, dim = length(data), dimnames = NULL)
sum <- 0
betaTrue <- c(5, 0, 0, 0, 0, 0, 0, 0)
for (k in 1:200)
{
cat ("k=", k,"\n\n");
X <- mvrnorm(n=20, rep(0,8), sigma, tol=1e-6, empirical=FALSE)
epsilon <- rnorm(20, mean=0, sd=1)
beta <- rbind(5, 0, 0, 0, 0, 0, 0, 0)
betaT <- aperm(beta, c(2,1))
XT <- aperm(X, c(2,1))
Y <- betaT %*% XT + 2*epsilon
YT <- aperm(Y, c(2,1))
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previous.gcv <- 100
count <- 0




for (s in 100:1)
{
i <- 1;





if (betaHat[i] == 0)
{
gcv1 <- gcv(res, type="Tibshirani", gen.inverse.diag=1e11)[2];
if (i-1 == ncol(newda)) condition = 1;
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if (i > length(betaHat)) break;
}
if (is.na(gcv1) != TRUE) break;
if (condition == 1) break;
}





if (condition == 1) break;











sum = sum + count;
temp <- array(data = NA)
for (m in count:1)
{




if (l < iarray[m]) temp[l] <- betaHat[l];
if (l == iarray[m]) temp[l] <- 0;
if (l > iarray[m]) temp[l] <- betaHat[l-1];
l <- l+1;






distance[k] <- abs(sum(betaHat - betaTrue));
correct <- 0
incorrect <- 0
for (x in 1:8)
{
if (betaHat[x] == 0 && betaTrue[x] == 0)
correct <- correct + 1;
if (betaHat[x] == 0 && betaTrue[x] != 0)


















B.1.2 Codes for Transformation
library(lasso2)
library(MASS)
sigma <- matrix(data=NA, nrow=5, ncol=5)
for (i in 1:5)
for (j in 1:5)
sigma[i,j] <- 0.5^abs(i-j)
distance <- array(data = NA, dim = length(data), dimnames = NULL)
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correct.zero <- array(data = NA, dim = length(data), dimnames = NULL)
incorrect.zero <- array(data = NA, dim = length(data), dimnames = NULL)
bound <- array(data = NA, dim = length(data), dimnames = NULL)
sum <- 0
betaTrue <- c(3, 1.5, 4, 3.5, 2)
for (k in 1:200)
{
cat("k=", k, "\n")
X <- mvrnorm(n=100, rep(0,5), sigma, tol=1e-6, empirical=FALSE)
epsilon <- rnorm(100, mean=0, sd=1)
beta <- rbind(3, 1.5, 4, 3.5, 2)
Xtemp = (t(X) %*% X) /100
R = eigen(Xtemp)$vectors
E = eigen(Xtemp)$values
A = R %*% diag(1/sqrt(E)) %*% solve(R)
X = X %*% A
beta = solve(A) %*% beta
cat("betatilde=", beta, "\n")
betaT <- aperm(beta, c(2,1))
XT <- aperm(X, c(2,1))
Y <- betaT %*% XT + 3*epsilon
YT <- aperm(Y, c(2,1))
newdata <- cbind(X, YT)
n.mean <- apply(newdata,2,mean)
newd <- sweep(newdata,2,n.mean,"-")















for (s in 100:1)
{
i <- 1;





if (betaHat[i] == 0)
{
gcv1 <- gcv(res, type="Tibshirani", gen.inverse.diag=1e11)[2];
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if (i-1 == ncol(newda)) condition = 1;








if (i > length(betaHat)) break;
}
if (is.na(gcv1) != TRUE) break;
if (condition == 1) break;
}
if (condition == 1) break;
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sum = sum + count;
temp <- array(data = NA)





if (l < iarray[m]) temp[l] <- betaHat[l];
if (l == iarray[m]) temp[l] <- 0;
if (l > iarray[m]) temp[l] <- betaHat[l-1];
l <- l+1;






betaHat = A %*% betaHat;
cat("betaHat=", betaHat, "\n\n")
distance[k] <- mean((betaHat - betaTrue)^2);
correct <- 0
incorrect <- 0
for (x in 1:5)
{
if (betaHat[x] == 0 && betaTrue[x] == 0)
correct <- correct + 1;
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if (betaHat[x] == 0 && betaTrue[x] != 0)

















B.2 Codes for Comparison of MSE
In Section 4.3.3, we randomly choose 1000 σ, 1000 β1 and 1000 β2 in order to
calculate MIN(λ). The codes are listed as below.





for (j in 1:1000)
{
n = 20000




beta1 = runif(1,min = 0.01,max = 100)
beta2 = runif(1,min = 0.01,max = 100)
for (i in 1:n)
{






for (l in 1:n)
{
if (f1[l]==min(f1))














MIN1 = minf1 - minf2
count = 0 for (k in 1:100)
if (MIN1[k] < 0)
{
count = count + 1
}
count
B.3 A Real Data Set
The First Part:
B.3 A Real Data Set 66
9.23 468 123 246 374 386 -11
8.01 458 112 236 368 383 -15
10.95 457 118 240 359 353 -16
11.67 450 115 236 352 340 -15
10.41 464 119 243 366 371 -16
9.51 499 147 273 404 433 5
8.67 463 119 242 370 377 -12
7.75 462 115 238 370 353 -13
8.05 488 134 258 393 377 -5
11.39 483 141 264 384 398 -2
9.95 463 120 243 367 378 -13
8.25 456 111 233 365 365 -15
10.57 512 161 288 415 443 12
10.23 518 167 293 421 450 19
11.87 552 197 324 448 467 32
8.09 497 146 271 407 451 11
12.55 592 229 360 484 524 51
8.38 501 150 274 406 407 11
9.64 483 137 260 385 374 -3
11.35 491 147 269 389 391 1
9.7 463 121 242 366 353 -13
10.75 507 159 285 410 445 13
10.75 474 132 255 376 383 -7
11.47 496 152 276 396 404 6
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The Second Part:
8.66 486 144 266 393 373 26
7.9 485 136 260 393 395 6
9.27 482 136 260 388 423 -2
11.77 443 112 232 346 355 -18
9.7 478 134 257 382 390 -5
10.46 449 113 233 351 343 -18
10.17 461 121 243 366 378 -14
11.1 503 155 280 403 414 6
12.03 493 146 271 390 378 -3
9.43 368 40 158 275 250 -63
8.66 462 114 237 367 331 -19
14.44 438 109 229 333 326 -28
8.5 478 127 252 384 378 -11
10.41 405 73 193 311 305 -44
9.72 498 146 273 403 415 0
11.69 442 106 226 341 303 -28
12.19 457 118 240 354 327 -23
11.59 439 103 224 339 325 -29
8.76 500 146 272 404 398 5
8.6 427 85 207 334 319 -36
8.54 479 128 253 384 382 -10
9.34 444 102 224 350 333 -27
10.09 458 118 239 362 355 -16
8.72 518 162 290 426 464 16
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10.87 465 124 247 369 386 -13
10.89 457 120 242 363 411 -15
