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INTRODUCTION 
The main aim 
,.. 
this thesis is to develop a theory of Hardy spaces on the or 
surface r . of the unit ball BN+ 1 in 
RN+ 1 ., analogous to the theory of 
N 
Hardy spaces in RN as developed in [C-W.,2].,[F.,S] and [ T-W]., and to 
characterize the duals of these spaces as spaces of Lipschitz functions. 
Chapter 1 deals with the definition and some basic properties of the 
Hardy spaces Hp(~N) • More specifically., suppose f is a distribution on 
and consider its harmonic extension to the interior of the unit ball 
BN + 
1 
• We say that f E Hp (~N) if its radial maximal function belongs to 
Lp(i:N) • Analogously we say that fE H(p.,q.,~) if its r-adial maximal 
function belongs to the Lorentz space L(p.,q.,~N) • The most important cases 
occur when p = q (in this case H(p., p., ~) = Hp (i:N)) , and when q = ~ • 
We shall also define a number of different maximal functions and we shall 
prove that they induce the same space H(p.,q.,~N) . In the last part of this 
chapter we shall study interpolation and obtain some result about the behavior 
of the Fourier coefficients of the spherical harmonic expansion of elements 
Chapter II deals with the atomic characterization of We 
shall prove that any distribution on Hp(~) has an atomic decomposition, 
atoms being the basic building blocks for the elements of this space. We 
shall also introduce atoms with cancellations with respect to different 
families of test functions., and we shall prove that., under natural conditions 
on the set of these functions., the Hardy spaces generated by these atoms 
coincide. 
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In Chapter III we shall study the duals of the spaces These 
spaces can be naturally represented by Lipschitz spaces. We shall give 
several different definitions of Lipschitz spaces on LN : in terms of the 
behavior of the Poisson integral, in terms of local and global approximation 
by polynomials, in terms of finite difference operators, or in terms of 
interpolation. We shall prove that all these different definitions are 
equivalent. 
Chapter IV is mainly concerned in proving a result already announced in 
[S-T-W], but it also contains some new results. We shall begin by giving 
precise estimates for the various derivatives of the kernels associated 
with Cesaro summability of series of Jacobi polynomials. With the aid of 
these estimates we shall prove that, at the critical index, the Cesaro means 
are uniformly bounded as operators from H(P,P,LN) to H(p,oo,~), and the 
maximal operator associated with these means map Hp(L) boundedly into 
N 
L(p,oo,~N) • We shall also prove that, above the critical index, the Cesaro 
means are uniformly bounded on the spaces H(p,q,~) • We shall conclude 
the chapter by showing that completely analogous results hold for the Riesz 
means of distributions in H(p,q,LN) . 
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NOTATION and INTRODUCTORY MATERIAL 
lRN + 1 will denote the (N + 1) - dimensional real Euclidean space. The 
unit ball is the set N + 1 l 1 [ z ER / z < l} ) and the unit sphere 
rN l.S the boundary of BN-i- 1 ' i.e. i:N = 
[ X E RN + 1 / i XI = l} . Let dx 
be the element of Lebesgue measure on i:N normalized so that the measure of 
r N is 1 • If E is a measurable set, we shall denote by l El its 
Lebesgue measure, and if f is a complex valued measurable function on 
rN we shall write 
if 
and 
The distribution function of f,X , is defined for each s > O by 
The nonincreasing rearrangement f* of f is defined for t? O by letting 
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The space L(pJqJLN) is the set of all those measurable functions f 
satisfying 
l 1/ dt 1/ 
= (q/p J (t p f~(t))q ) q < +cc 
0 " t 
if O < pJq < +cc J or 




It can be easily checked that l!fl!PJ p = \\f\\P , and 
We shall denote by C(rN) the set of all continuous functions on 
BN+ 1 , harmonic in BN+ 1 • With this definition it is clear that there 
is a natural one to one correspondence between elements of c(rN) and 
continuous functions on rN. More generally, for every non-negative 
integer m, we shall denote by Cm(~) the set of all functions on 
we shall write 
-v-
co 
denotes the L -norm of the restriction to ~N of 
We shall also simply write for \\fl! 0 • 
C 
Since is a 
mainifold we can also define the set S(~N) of in~finitely differentiable 




be the zonal harmonic of degree k with pole x , 
let 
(fk is the projection of f into the space of the spherical harmonic 
polynomials of degree k )~ It is well known that if then 
co 
~ fk converges to f 
k=O 
It can also be proved that the function f belongs to S(~) if and only 
if for every positive integer n there exists a constant c = c(n,f), 
1\ 1· -n such that I fk [2 
<;; c(l+k) • A topology in S(~N) can be defined by 
at O. With respect to this topology S(~N) is complete. The space of 
distributions S1 (LN) is the set of continuous linear functionals on 
S(!:N) • We shall denote by (f,~) the pairing between a distribution 
and a. function ~ES (!:N) . Since the zonal harmonics 
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are elements of S(ZN), we can, at least formally, associate to each 
(X) 
distribution f its spherical harmonic expansion Z fk, where 
k=O 
fk(x) = (f,Z~k)) . The topology in s' (ZN) is defined by letting 
N = [ f E S' (ZN) / Sup ( 1 + k) -nl\ fkl!
2 
< €} be a neighborhood sys tern at O • 
e, n k 
In particular, for every m, S(ZN) is continuously imbedded in Cm(ZN) , 
and the space of all finite Borel measures on ZN is continuously imbedded 
Let z E BN+ 1 and xE ZN . The function 
p (x) = 
z 
2 
1 - l z I 
l IN+ 1 z-x 
is the Poisson kernel for the sphere ~. P (x) as a function of x, z 
for z fixed., belongs to S(ZN) ., and, if f Es' (ZN) , we shall simply 
write 
f(z) = < f, p ) z 
f (z) is an harmonic function of z E BN + 
1 
., and is called the Poisson 
integral of f • If z = rx , with O < r < 1 then 
= 
f(rx) = • 
-vii-
We shall denote by P the set of all spherical harmonic polynomials of 
s 
degree less or equal to s (a spherical harmonic polynomial is the restriction 
to i:N of a polynomial harmonic in lRN + 
1 
) . It turns out that the 
restriction to ~ of any polynomial in RN+ 1 of degree s is an element 
of P 
s • 
We shall often use this fact. 
General references for all this material, and more, are [C-W,l], 
[s] and [s-w]. 
The notation we shall adopt is, we believe, quite standard. If 
y E i:N and h is a positive number, B(y, h) denotes the set [x E i:N/] x-yf < h} • 
If f is a distribution, Supp. f denotes the support (in the distribution 
sense) of f. We shall adopt the multi-index notation; for examply if 
is a multi-index, and if N+l z = ( z l' z 2, ••• , ZN + l) E R , 
y Y 1 Y 1 Y 2 Y 2 YN + 1 YN + 1 
D denotes the differential operator (0 / 0z 1 
) (o / 0z 2 
) ••• (o /ozN + l ) , 
and l Yl = y 1 + Yz + .•• + yN + 1 denotes the length of y • This slight 
ambiguity between the Euclidean norm of the vector z, lzl, and lYJ , the 
length of the multi-index y , will not cause any confusion in the sequel. 
If s is a real number, [ s J denotes the integer part of s • In general 
we shall use the letters t,h,u,r to denote some positive real numbers 
(most of the time subjected to the restriction to belong to the interval 
[O, l]). We shall use the letter z to denote an arbitrary point in 
BN + 1 , and x, y, w, v to denote points of ~ • The "nor th po le" 
-viii-
(O,O, ••• ,O,l) will be simply denoted by ll. As usual, the letter c will 




Hardy spaces on tN 
The main aim of this chapter is to define the Hardy spaces on the 
surface of the unit sphere ~N. We shall start with some basic properties 
of the harmonic functions on the unit ball BN + 1 • 
Let f be a distribution on ~, x a point of tN, and 
O < r < 1 • Then rx belongs to BN + 1 and, viceversa, each point of 
BN+ 
1 
admits such a "polar decomposition". Denote by f(rx) the Poisson 
integral of f , 
f(rx) = (f,P ) rx 
and, if O <a< n/2, denote by f a (x) the convex hull of the point x 
and the set [z E BN+ 1/ I z} < sin a} • 
Definition: i) The radial maximal function p+f is the function 
p+ f ( x) = [ S up \ f ( rx) l / 0 < r < 1} r 
ii) The nontangential maximal function is the function 
.J. 
pa"f(x) = [ sup l f ( z) l / z Er (x) } z a 
iii) T~e tangential maximal function is the function 
PM** f (x) f I f ( 1 1 - r M = l ~~e rw) ( 1 - r + IX - wl ) / 0 ~ r < 1 ' 
-1-
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P+ p* p** are three different types of maximal functions associated ' et/ M 
to three different approaches to the boundary of BN + 1 for harmonic 
functions. The simplest approach is the perpendicular one. If the point 
z E BN + l approaches to xE~ along
 the ray rx , 0 < r < = 
1 , the 
function f is controlled by p+f • If the point z is allowed to 
approach X in the cone fa(x) , f is controlled by p*f a • The widest 
approach to the boundary is the tangential one. The point z can approach 
X in an arbitrary mannerJ and the tangential maximal function takes 
this into account. We observe that we have the inequalities 
The converse pointwise inequalities are not true; however, we have the 
following proposition: 
Proposition 2: If O < p ~+co, 0 < q ~+co, M > N/p, then for every 
distribution f we have !!PM**£ !! $ c \\ pa*f l! < c
2 Jl p+f [] P, q where c maY, 
p,q - pJq 
depend on p,q,a and M by is independent of f. 
We will not prove this proposition. Its proofJ except for the use of 
the Lorentz spaces L(p,qJ~N) instead of the spaces LP (~N) , is essentially 
contained in [F-S]. 
We now want to define another maximal function associated with dis-
tributions on LN that is more flexible, does not require the idea of 
harmonicity and is, perhaps, more intrinsic to the manifold structure of 
-3-
Definition: Let ;:n be a positive integer and let x E ~N • If i:p E S(I:N) 
we say that Cfl E K (x) 
m 
if 
i) Supp ~ c B(x,h) 
ii) the harmonic extension of ~ satisfies 
Definition: If f is a distribution on i:N, its grand maximal function 
f* is the function 
..t. 
It is clear that the grand maximal function f~ is the analog, for 
i:N , of the grand maximal function defined in [F-S] for RN and of the 
one defined in [G-L] for the boundary of the unit ball in CN. The 
following proposition holds: 
Propes i tion 3: For every distribution f and everv x E i:N we have 
Proof: The idea is straight-forward; we simply have to decompose the 
Poisson kernel p into a finite of elements 
,. 
K (x) First sum or • we rx m 
notice that if ... is not to ciose t o 1 p can be considered (up to - , rx 
a constant) as an element of K (x) 
m • 
We can thus restrict our attention 
to r close to 1 , say 0 < 1 - r < 1/ 100 • Let 
and let 
· 1 . + 1 
A j = [ y E LN / 2 J - ( 1 - r) < 1 y - rx 1 < 2 J ( 1 - r)} • 
Let [1jf .} . be a cr:0 - partition of unity relative to the (finite) covering 
J J 
[A.} . of LN , with the property that for every z E BN + 1 the harmonic J J 
ex tens ion of 1jf • 
J 
to 





= ~ p 1¥ . 
. 0 rx J J = 
Since the harmonic extension of p 11,. 
rx"' J 
to 




2 cp . ' 
J 
This concludes the proof. 





-'· < C f"(x) . 
As it is the case in (1) the converse of proposition 3 does not hold 
in the pointwise sense, however it is still true that the grand maximal 
function f* is dominated pointwise by the tangential maximal function 
P:f • To prove this we. shall use the same technique as in [ G-L] e We 
shall construct an auxiliary kernel closely related to the Poisson kernel 
• 
-5-
which, among other things, is better adapted for approximating smooth 
functions. 




be distinct positive numbers with 1/4 < t. < 1/2. There exist 
J 
L 
i: C. = 1 





i: C .t. = Q if 
j = 0 J J 
2, ..• ,L. If x and w belong to i:N and if O < t < 1 let 
and let 
0 t = 0 t/2 - 0 t ' • 
The following lemmas hold: 
Lennna 4: 
s = 1 , 
Proof: Since !P(l-t.t)x(w)] ~ ct-N, the statement of the lemma is true if 
J 
Ix - wf ~ -9t • Suppose then Ix - w! > 9t • Expanding cr t with respect to 




1 l 1 -N - s dus P (l _ u)x(w) 1 ~ c ( 1 - u)x - w1 , we obtain: 
cr t (x, w) = 
= 
( if X =/, w) J and 
and 
Lemma 5: Suppose 
-6-
dL+l L+l 
+ duL + 1 er u (x, w) I u = 8 t (~ + 1) ! 
L s 
i:: C .-l . 





= duL+ 1 cru(x,w)lu= 8t (~+ l)! ' 
dL+l L+l 
duL+ 1 cru(x,w)lu=8t (~+ 1)! 1 
L+l 
t 
<c 1 IN+L+l x-w 
• 
and suppose that for every multi-index y, 




1 J ~ cr :cx,w)9(w)dwl < C tL+ 1 h-N - L - 1 
~N I.. 
• 
Proof: The proof of this lemma is similar to the proof of lemma 4. Since 
9 is harmonic in and all its derivatives up to the order L are 
-7-
continuous in BN + 1 we have 
Then 
J~ cr (x,w)~(w)dw 
~N t 
L 
= i:: c.~((1--l.t)x) 
j = 0 J J 
L L ds 
= i:: c.( i:: -s ~((1-u)x)lu==O 
j = 0 J s = 0 du 
dL+l (-l.t)L+l 
+ L+l c,,((l-u)x)Ju=e.t.t (L+l)! ) 
du J J 
L dL+l (-l.t)L+l 
= c,,(x) + i: c. L+l c,,((l-u)x)lu=9.-l.t (L+l): • 




~ i:: lc .l 
- j = 0 J 
L 
+ r I c.l 
j = 0 J 




Lemma 6: Suppose that cp satisfies all the assumptions of the previous 
lemma, and also suppose that cp ·, as a function on ~N, has support 
contained in B(x, h) and \lcp\! 1 ~ 1 • Then if M < L + l we have 
i) 
ii) J I J - l Y. - yJ 
M T + 1 
~N ~N ath(y,w)cp(w)dwl (l+ ~ h ) dy~c ti.. 
Proof: i). By lemma 4 we have 
= A+B 
To estimate B we observe that if wEB(x,h) and y~B(x,9h) we have 
1 Y - wJ ,.._, Ix - wI , then 
-9-
This proves i). ii) is proved similarly. 
l J - 1 IX - yj M J~ ~ CJ h (y., w)cp(w)dw (1 + h ) dy 
'"'N '"'N t 
A+ B 
B is estimated as before and we obtain 
L+ 1 
B < Ct • By lerrnna 5 we have 
= 
L+l -N-L-1 L+l 
A ~ c J B (x., gh) ( th) h dy = c t 
and also ii) is proved. 
We defined f*(x) to be Supl (f.,cp) 1 
'P 
as 'P varies in K (x) • m 
Suppose that m > L+ 1 > M • With the aid of the previous lemmas we can 
prove: 
· · 7 f*(x) **f ) Propos 1. ti.on : ~ c PM (x • 
Proof: Suppose that cp E K (x) 
m 
and Supp q.,s_ B(x., h) . In particular., 'P 






cp=oh* 0 h*cp+ I: (o_k-1 * 0 -k-l *cp-o_k * 0 -k *cp) 
k = 0 2 h 2 h 2 h 2 -~h 
o * o * ro(y) h h T 
+ -o *o *co t t T is defined similarly, It is easy to see th
at the Poisson 
integral., cp(r•); of cp converges to cp in the topology of S(i::N) as 
r ➔ 1 ; hence., and., if 
f is a distribution., 
(f.,cp) 
C0 + -
= (oh* f., oh* cp) + r; (o -k * f., a -k * cp) ., 
k = 0 2 h 2 -h 
where oh* cp is defined as beforee Define 
where t varies in [0.,1] and v varies in similarly., we define 
-11-
L 
S inc e ( f., a ( • ., v) ) = L c . f ( ( 1 - -l . t) v) ., 
t . 0 J J J = 
we have 
by part i) of lermna 6. Similarly., by part ii) of 
the same lemma., 
Then 
l < f., cp > l < C p ** f ( X) ( 1 + ~ 2 ( M - L - 1) k) • 
M k=O 
We are now ready to define the Hardy spaces on the surface of the unit 




Definition: Let O < P < +co and let O < q ~ +oo. The Hardy space 
H(p,q,~N) is the collection of all distributions f on ~N for which 
The H(p,q)-norm of f is by definition 
A few remarks can be made about this definition. First at all, the 
"norm" \\ • I\ H(p, q) , in general, is not a norm. Despite this 11 •\\H(p,q) 
can be used to intorduce a topology in H(p,q,~N) (stronger than the 
topology of and with this topology it turns out that H(p,q,LN) 
is a complete metric space. Secondly, suppose that f is a measurable 
function on LN. The Hardy-Littlewood maximal function Mf is defined by 
Since the Hardy-Littlewood maximal function is a bounded operator from 
to if 1 < p < +co and 0 < q ~ +co , and since the 
Hardy-Littlewood maximal function majorizes all the maximal functions 
previously introduced, we see that H(p,q,LN) = L(p,q,LN) if 1 < p < +::o, 
When p ~ 1 this equality is no longer true, e.g. the elements 
of H(l,oo,LN) need not to be functions, indeed it is easily seen that 
H(l,oo,LN) contains all finite Borel measures on LN. For this reason in 
the sequel we shall restrict our attention to O<p~l. 
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Definition: Because of its particular importance we shall write Hp(~N) 
instead of H(p,p,i:N) , and l\•l!HP instead of ll•IIH(p,p) • 
The following theorem is an inunediate consequence of (1), proposition 
2,3 and 7: 
Theorem 8: Let f be a distribution on i:N, and let O <a< n/2, 






moreover, we have 
We note also that we have the continuous inclusion 
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which follows from the corresponding inclusions for Lorentz spaces over a 
space of finite measure. 
Proof: Let f E H(p,q,i:N) • For fixed t , 0 ~ t < 1 , the function 
f(tx) = (f,Ptx) belongs to S(i:N) • We shall show that if t approaches 
to 1, f(t•) tends to f in the H(p,q,)-norm. By the semigroup property 
of the Poisson kernel we have 
(f - f(t•),P ) = f(rx) - f(rtx) ; 
rx 
hence, p+(f-f(t•))(x) ~ 2P+f(x). We shall prove that for almost every 
x, p+(f - f(t•))(x) ➔ 0 as t ➔ 1 , and the theorem will follow. Since 
* Paf(x) < +co for almost every x, and since for harmonic functions non-
tangential limits and nontangential boundedness are almost everywhere 
equivalent (see [SJ and [S-W]), we have that for almost every x the 
function of r,r ➔ f(rx), originally defined for O < r < 1, admits a 
continuous extension to the closed interval O < r ~ 1, where it is 
uniformly continuous. This implies that for almost every x, given 
there exist which may of course depend on x an 
such that for t
0 
< t < 1 lf(rx)-f(rtx)] < e . 
• 
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One of the reasons for introducing the spaces H(p,q,~N), in addition 
to the more familiar spaces HP(~N), is the following interpolation theorem 





) be an interpolation triple, i.e. B. are quasinormed 
l. 
spaces continuously imbedded in B . If b EBO+ B1 
, define the Peetre 
functional where the infimun is taken 
over all b0 E BO an
d bl E Bl such that bO + bl = b . Denote by 
and -e = S~p t K(t,b), O<t<-t<:c. The intermediate space 
(B0,B1)(e,q) is 




which the quasi norm llbllce,q) is finite (see [B-L]). 
Theorem 10: 
where 
The proof of this theorem, with ~ replaced by RN, can be found in 
N 
[F-R-S]. Since the proof for ~ involves no new ideas it will be omitted. 
We shall have many opportunities to use this result. 
-16-
00 
Let f be an element of H(p,q,LN) and let L fk be its associated 
k=O 
spherical harmonic expansion. The remaining part of this chapter is devoted 
to the study of the behavior of the sequence of functions [fk}k, the 
"Fourier transform" of f. For example, it is a well known result that 
goes back to G.H. Hardy that if f E HP(L 1), 0 < p < 1, then 
and We 
shall extend these and other one dimensional results to higher dimensions. 
In the sequel, except when otherwise spec i fied, p is restricted to the 
range O < p < 1. 
Lenma 11 : If f E H(P,"',l°:N) we have !!f(r•)I\., < cl!fl!H(p,"') (1- r)-N/p • 
Proof: Let z E BN + 1 • Denote by Bz = [x E LN / z Er c/x)} where a: is 
fixed, say a: = 1 • It is clear that c
0 
( 1 - l z J ) N ~ J B z J ~ c 
1 
( 1 - I z J ) N • 
'l f \1 
I * I IH(p,~) p Since [ xE LN / Pa:f(x) > s } J :=:; c( s--- -) , we have 
is sui tably chosen. Then B contains at least one point not in 
z 
if 
and this implies the lemma. 
■ 
-17-
Lermna 12: If f E H(p,co,~N), and if O < p < q <+co, we have 
J!f(r• )\\ ::; c\\f\!H( ) (1 - r) -N(l/p - 1/q) • 
q - P, co 
Proof: Denote by A the distribution function of f(r•), i.e. 
A (s) = I [ x E !:N / If (rx) I > s } I . It follows from the previous lemma that 
A (s) = 0 if s ? cj!fl!H( ) (1 - r) -N/p , 
- P, co 
and we also have the estimate 
Hence 
and the lemma is proved. 
■ 
Lemma 13: Suppose N > 1 and 1 ~ q < 4N / (3N+l) . Then 
-18-
The proof of this can be found in [B-C], but we shall present it here 
for the sake of completeness. 
co 
Proof: If f = ~ fk , with fk spherical harmonic of degree k, we 
k=O 
have fk(x) = (f Z(k)) with 
Z(k) zonal harmonic of degree k and pole , X X 
It is well known that Z(k)(y) 
2k + N - 1 p(N - 1) /2 (x•y) where X • = , X N - 1 k 
P~N - l) 12 is the ultraspherical, or Gegenbauer, polynomial of index 
(N - 1) /2 and degree k • 
where 1/q + 1/q' = 1 and 1/q' + 1 = 1/s + 1/q 
Since 
and since the ultraspherical polynomial satisfies the estimates 
-19-
o < e < ii 
o < e < TT!2 
~ c(l+k) (N - 3) /2 (TT_ S)-(N - 1) /2 TT /2 '5 8 < ii 
(see [Sz]), we have 
+ Jrrr - 1 / k I ( 1 + k) ( N - 1) / 2 ( TT _ 8 ) - ( N - 1) / 2 l s ( ii _ 8 ) N - 1 de 
TTl2 
+ rrr 1 ( 1 + k) N - 11 s ( ii - e ) N - 1 d8 ) 1 / s 
Jii_ 1/k 




s-N>O. Since s = q/(2q-2) we obtain the desired 
result. 
We note that lenma 13 is true even if N = 1 and q = 1. We shall 
need this fact in the next theorem. 
•• 
-20-
Theorem 14: If f E H(p,oo,~N), and p = 1 is not allowed when N = 1, 
then 
J!f JI ~ cj!f!l (1 + k)N( 1/p - 1/2) - 1/2 . 
k 2 - H(p,oo) 
Proof: Consider the first case, p < N. Applying lermnas 12 and 13 with 
1 :S: q < 4N/ (3N+ 1) and p < q , or with q = 1 if N = 1 , we obtain: 
-k -N(l/p - 1/q) 
The function r ➔ r (1- r) attains its minimum in the interval 
(0, 1) at r = k / (k+N(l/p - 1/q)) , and we have that 
(k/(k+N(l/p - 1/q)))-k(l-k/(k+N(l/p - 1/q)))-N(l/p - l/q) 
~ c(l + k)N(l/p - 1/q) • 
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Hence., 
II II < c l\ f \l (1 + k)N(l/q - 1/2) - 1/2 Inf r -k (1 - r) -N(l/p - 1/q) fk 2 H(p ~) ., O<r<l 
< cl\fl\ (l+ k)N(l/p - 1/2) - 1/2 
= H(p.,co) 
The case N = p = 1 is treated similarly. Indeed we have the inequality 
\\f(r•) \Ji < cl!f J\H(l.,co) l log (1 - r) l ., 
which can be proved as in letmna 12. Then we also have 
and taking r = 1 - 1/k (if k ~ 0.,1) we obtain the desired result. 
• 
Now we show that the estimates given in the theorem 14 are sharp. 
Consider first the case p = N = 1 • Let 
co k 
g(z) = !: ckz 
k=O 
be a function 
holomorphic in B(O.,l) and continuous in B(O.,l) • 
k 
Denote by Sk = ~ c . ~ 
j = 0 J 
It is well known that I Sk l can be of the order of log k • Consider now 
the function -1 f (z) = g(z) (1 - z) • Since and g is 
bounded, also f E H(l,co,~ 1) ., and 
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f(z) 
00 k 00 k 
= ( L ckz )( ~ z) = 
k=O k=O 
Since is precisely 
ikx 
Sk e we obtain that can be of the 
order of logk (this nice example has been suggested to me by A. Baernstein). 
To prove that the estimates in the theorem are sharp also in the case p < N 
we have to do a little more work. 
Let T be the differential operator 
and let Tl= T and 
Tf(rx) 
d 
= r -f(rx) 
dr 
s s - 1 
T f(rx) = T(T f)(rx) • 
While the operator does not send harmonic functions (in BN + 1 ) into 
harmonic functions, the operator Ts does. Indeed if 
C0 
f = """ f 
'" k ' k=O 
and 
s co s k 
T f(rx) = i: k r fk(x) . 
k=l 
Applying the operator Ts to P (w) , considered as function of rx, rx 
for fixed w E ~ , we have the following lemmas: 
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Proof: The proof is a straight-forward computation of the radial derivatives 





( 1 2 + 2) (N + 1) /2 - rx •w r 
Lemma 16: If x E i:N , 0 < r < 1 and if O < p < 1 , 0 < q < -tee , 
function TSP (•) belongs to H(p,q,>-_) and 
rx ~ 
i) if s < N(l/p - 1) 
if s = N(l/p - 1) 
iii) ll Ts P ( •) II ( ) < c ( 1 - r) N ( 1 / P - 1) - s 
rx H p,q 
if s > N(l/p - 1) 
the 
Proof : Observe that 
s s 
( T P ., P ) = T P (w) 
rx tw trx 
(to prove this look at the 
spherical harmonic expansion of these functions); then, by lemma 15, 
Denote by f(w) 
rearrangement 
the function p+(TsP (•))(w) . 
rx 




if O < t < ( 1 - r) N 
< 
-(N + s) /N 
C t if ( 1 - r )N < t < 1 
= 0 if 1 < t = 
independently on r only if s < N(l/p - 1) J orJ in case q = +~ J if 
s ~ N(l/p - 1) • lf s > N(l/p - 1) we have 
~ c(l _ r)N(l/p - 1) - s This concludes the proof of the lermna. 
■ 
Let 
s ~ ks (k) 
T P = ~ r k Z 
rx k = 1 x 
and let s > N(l/p - 1) • Since l\ z(k) ll 
X 2 
is of the order of k (N - l) /Z ( see [ C-WJ l] or [ S-W]) J 
• 
Choose r=k/(k+s-N(l/p-1)). For such an r k s -
N(l/p - 1) 
r ( 1 - r) 
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is of the order of 
kN(l/p - 1) - s , then 
This shows that the estimates in theorem 14 are sharp. 
The next theorem extends to higher dimensions the classical inequality 
of G.H . Hardy: 
(see also [C-W,2]). 
(0 < p < 2:) . Then 
co 
Proof: Let T be the sublinear operator that associates to f = r fk 
k=O 
the sequence [ ll fk ll 2
(l+k) (N+ l) /Z }k • L 9 P b h f 11 et ~ et e space o a 
sequences of complex numbers 
< -f-<:o , and let tp,q be the corresponding Lorentz space. T is an 
2 
onto -l • Let p
0 




,co,rN) • It follows from theorem 14 that 








E = k/(l+k)> 
s H(pO,co) 
< L (l+k)-N- l 
- kE E 
s 
P -po 
:; ell fll <o s 
- H Po 
J C0) 
J 
Then the operator T maps boundedly into The theorem 
now follows from theorem 10 and the corresponding interpolation result for 
.{, P, q - spaces (see e.g. [ B-L]). 
We conclude this chapter by mentioning another classical inequality 
due to R.E.A~C. Paley, namely, if then 
• 
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The extension of this result to higher dimensions is given by the following 
theorem: 
(0 < p < 4N / (3N+l)) then 
( ; I l f kl\ 2 2 - ( kN ( 2 - p) / p) + k ) 1 / 2 < Cl l f ll p 
k=O 2 2 H 
Proof: This proof is similar to that of theorem 17, except that we have 
to use an interpolation theorem with change of measure. Denote by X the 
set of all nonnegative integers, and let µ 0 
X, with 
and be two measure on 
µ.([k}) 
1. 
where O <Po< p <pl< 4N /(3N+l) • 
2 
Denote by t (dµ . ) 
1. 
sequences of complex numbers [ck}k with 
the space of all 
= ( ~ j Ck I 2 2 - ( kN ( 2 - pi) /pi) + k ) 1 / 2 < +oo 
k=O 




( dµ-i) the space of all sequence of complex numbers 
-28-
II [ ck} l\ 2 CP - - · 
,l , (dµ.1..) 
------- )2 
s • 
It follows from [Gi] that 
where µ is the measure on X for which 
µ ( [ k} ) = 2 - ( kN ( 2 - p) / p) t k 




• Consider now the sublinear operator T 
that associates to the distribution f the sequence [ck}k, where 
C = k T maps 
into and into 
hence T also maps Hp(~N) = (H(p
0
.~.~N) . H(p CP ~ )\ 
Li ., ., ., 1-' '""N 1 (8, p) 
into if • Since 
is continuously imbedded 1.n 
Remark: The same example that shows that theorem 14 is sharp also shows 
that theorems 17 and 18 are sharp. 
• 
CHAPTER II 
Atomic characterization of Hp(~N) 
In chapter I we defined HP(rN) as the set of all distributions on 
~ whose radial maximal functions belong to 
n 
It is by now a well 
known fact that besides maximal characterization, Hardy spaces have another 
very useful characterization: the atomic one. It has been proved by 
R.R. Coifman that a distribution f belongs to Hp(R) if and only if f 
can be decomposed into a sum of basic "building blocks" that he called atoms, 
and such results have been subsequently extended to RN by R.H. Latter and 
A. Uchiyama, and to other different spaces by others. In particular in 
[ C-W, 2] R.R. Coifman and G. Weiss, starting from the notion of an atom, extended 
the notion of Hardy space to any space of homogeneous type. It is not at 
all a surprise therefore, if our Hardy spaces Hp(~) admit an atomic 
characterization (in this chapter we will not consider the spaces H(p,q,~), 
with p /: q) • 
Let us first define what an atom is. 
Definition: Let O < p ~ 1, 1 ~ q ~ ~, and let s be a nonnegative 
integer. A (p,q,s)-atom centered at a point y is a function aE Lq(~N) 
satisfying 
-29-
iii) J a(x)Y(x)dx = 0 
I:N 
-30-
for every YEP 
s 
(the set of all spherical 
harmonic polynomials of degree at most s ). 
These (p,q, s) - atoms will often be called "regular atoms" in order to 
distinguish them from the so called "exceptional atoms". 
Definition: An ex_ceotional atom is a function aE L
0
\I:N) with \l a \\
00 
~ 1 # 
A$ we said before, atoms are the basic building blocks for functions in 
Hp(I:N) . In order to begin showing what we mean by this, let us start with 
the following proposition: 
Proposition 1: If a is an exceptional atom, or if a is a regula~ 
( p, q, s) - a tom, with p < q and s > [N(l/p - l)] , then 
Proof: Since l\ a !l HP = !! P+al\ p ~ j\ a \!
00 
the statement is true if a 1.s an 
exceptional atom. Suppose a is a regular (p, q, s) - atom with support in 
B(y, r) . If x ~ B(y, 9r) 
-31-




er x - y , 
= 
hence, 
-Np - sp - p 
< r - N ( 1 - p) + s p + p J \ . 1 x - y J dx < c 
= ~ B(y,9r) 
To estimate JB(y, 9
r)lp+a(x)lpdx we notice that p+a(x) ~ Ma(x) (the 
Hardy-Littlewood maximal function). Then, if q > 1, 
< crN(l/p - l/q)p(J lMa(x)Jqdx)l/q 
= B(y ,9r) 
• 
If q = 1, and thus p < 1, a little more involved calculation is needed. 
= p ro s p - 11 { X E B ( y' 9 r) / Ma ( X) > s} I d s 
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< Nhp N(l - 1/p)hp - 1 er + er = 
. 
' 
choosing h = r - N/p we obtain the desired result. 
As before, let O < p ~ 1, 1 ~ q ~ -t<O and let s be a nonnegative 
integer. Following [C-W,2] and [T-W] we have following definition: 
Definition: The atomic Hardy space is the collection of all 
distributions of the form f = ~ c. a. , where each a. is an exceptional 
J J J J 
or a regular (p,q,s)-atom, 1lcjlp < +o::i, the series being convergent in 
s'(LN) • The Hp,q,s_normof f is \j f\\ p q s = Inf(~lc.lp)l/p, the 
H , , J J 
infimuin being taken over all possible decompositions of f. 
It is completely obvious that if 
and and the inclusion is continuous; 
moreover, the following proposition is an immediate consequence of 
proposition 1. 
Proposition 2: If [a.} . 
J J 
(p, q, s) - a torus, with p < q 
is a sequence of exceptional or regular 
and s ~ [N(l/p - l)], and if [ C .} • 
J J 




converges in the Hp - norm (and hence in S' (~N) ) to a distribution in 
Hp (i:N) ; moreover l\4 c. a.\! p < c (!::} c. l p) l/p • 
J J J H j J 
Corollary 3: If p < q and s > [N(l/p - l)] Hp,q,s(i:) is continuously 
N 
imbedded in 
The main aim of this chapter is to show that under the above assumptions 
on p, q, and s, and that the 
atomic HP, q, s - norm is equivalent to the Hp - norm. All of this is 
contained in the following theorem: 
Theorem 4: Let s be a nonnegative integer. If f E Hp (i:N) , then f 
admits a decomposition f =!:: c.a. where the I exceptional ) a. s are 
j J J J 
regular ( p, oo, s ) - at oms , and (!:: l C • l p ) 1 / p < c \\ fl\ p • . J H J 
or 
The proof we shall present is by now quite standard. We shall follow 
the ideas found in [G-L]. We start with a couple of lemmas. 
Lemma 5: There are absolute constants A, a>~> 1 > y > o > 0 such 
that if is an open set, a collection of balls [B(x.,r.)}. 
J J J 
exists, 






B ( x . ., CXr • ) c/:. 0 ; 
J J 
B (x . ., ~r . ) C O · J J - , 
U B ( x . ., yr.) = 0 ; 
. J J 
J 
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B(x . .,or.) n B(w . .,or.) = ~., if i =/; j ; 
1 1 J J 
B(x . .,r . ) intersects at most A balls of the collection. 
J J 
Lemma 6: Given O and [ B(x . ., r.)} . as in lenuna 1, a collection of positive 
J J J 
function [ cp .} . 
J J 
in exists, with the properties: 
i) Supp m. C B(x . .,r.) ; 
TJ - J J 
ii) L cp. = x_ (X~ is the characteristic function of O) ; 
j J ·1:i ... 
iii) For every there exists a point j such that c cp . I I lcp . I I l E K ( Y.) ; 
J J m J 
where c is a small but absolute constant. 
of 
Proof of lemmas 5 and 6 can be found, for example., in [C-W.,l] and [SJ. 
Proof of the theorem: First suppose that fE S(LN) ., a dense subspace 
Let 
and let 
f* ~e the grand maximal function of f ., 
[ 
k k "\ 
B(x.,r.)J. 
J J J 
and k [ cp .} . 
J J 
be a covering and a partition of 
-35-
unity associated to Ok as in lemmas 5 and 6. 
element of P such that 
s 
Let 
k k J ~ ( f ( X) - P . ( X) ) Y ( X) cp . ( X) dx = 0 
'"'N J J 
k P. be the unique 
J 
for every spherical harmonic YEP , 
s 
and similarly let be the 
unique element of p 
s 
such that 
J k+l k k+l ~ ( f ( X) - P . ( X) ) Y ( X) ~ . ( X) cp . ( X) dx L..,N J i J 
for every YEP 
s 
J k+l k+l = ~ P. . (x)Y (x)cp . (x) dx '"'N i' J J 
We notice that as soon as 
2k ~ !l f* l1
00 
= l\ f \\
00 
• Moreover, by the geometry of the covering, if 
( k k) n (k+l k+l) ..1.n. B x .,r. Bx. ,r. r VJ, then r k. + l < erk. ·, h f f f . d t er ore or 1.xe 
J = 1. 1. 1. J J 
j only a finite number of balls of the collection 
k+ 1 k+ 1 B(x . ,r . ) , 
J J 
and only a finite number of 
k k 
[ B(x.,r.)}. 
1. 1. l. 
intersect 
are different from 
is a spherical harmonic of degree at most s. Since 
k k+ 1 
I: en.co. 
i Tl.T J 
k+ 1 = cp . 
J 
we have 
J k+l k+l ~ (~ P . . ( X) ) Y ( X) cp . ( X) dx 
'"N i i' J J 
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k+l k k+l . 
J~ ( f ( x) - P . ( x) ) Y ( x) (l:cp . ( x) ) cp . ( x) ax = 0 
""'N J i 1 J 




and thi s implies that 
k+ 1 
i:P. J. = 0 • 
i 1., 
Also the following 
lemma is true. 
Leanna 7: If 
k k 




< ~2 and I k + 1 I k P. . (x) < c2 • 1., J 
This lemma will be proved later; let us now return to the proof of the 
theorem. Write 
k k k k 
f = (&_ \ " + i:P.m . ) + i:(f- P.)co . = 
·~N •4k i ]. T 1. i ]. Ti 
k 
gk + i:b. 
i 1. 
We have and, if 2k ~ II f l\ 00 , we also have 
b~ = 0 
]. 
for every i Choose h such that 2h < II f* 'i . = l,p 
00 
f = gh + r: ( gk + 1 - gk) • 
k=h 
h 
gh = c2 ¾ : with ah an exceptional atom. Note that 
g - 0 = i: ( f - P~)m~ - i:(f - p~+ l) ~+ l 












and this series converges pointwise and in every L q - norm (q < +co) to 
f since, locally, it is a finite sum. Hence, this series furnishes an 
atomic decomposition of f. Moreover, 
This proves the theorem for the case f ES(~) • Suppose now f is an 
arbitrary distribution in 
functions in S(!: ) 
N 
Write f ""nn = ""'c a , 




There exists a sequence 
and 
C0 
f = !: f n 
n=O 
n 
a regular or exceptional, and 
j 
f = 
co n n 
!: !:c.a. 





This concludes the proof of the theorem. 
• 
Proof of lemma 7: We can suppose 
k 
Suppc,:,i = Suppcp c B(ll,r) (we will drop 
any reference to k and i ). Let 
h . . 1 . ON+ 1 . eac P is a monomia in n / 
n 




and with a multi-index. Orthonormalize 
with respect to the measure (cp(x) / l\ cp \l 1)dx ,
 and let [ Qn} n be the 
orthonormal system obtained. We claim that in B(ll,cr) this system is 
uniformly bounded, independently of cp and r. The proof of this fact 
is by induction on n, the case n = 0 being obvious. Suppose the result 
is true up to the step n - 1. Let 
,.. 
p (j) = 
'TI 
J._., p (w)Q . (w) (Cf(w) / Il e.p l\ 1 )<lw ""'N n J 
Q (x) = 
n 






hence, using the fact that IP (j)! < SupJP (w)J lq.(w)l , 
n = w n J 
for wE B(ll r) , , 
and the induction hypothesis, we have if x E B(ll,cr). To 
n - 1 
2 I ... 2 
estimate B we observe that B = J~ P (w) - I: P (j)Q. (w) l (cp(w) / !lcpl\ 1 )dw t...N n . 0 n J J = 
n - 1 
;? cr-NJB(ll,ar) jPn(w) - j:O Pn(j)Q/w)j
2







) we have 





by means of the family of functions 
follows immediately: 
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and this establishes the claim. The lemma 
Since the Q 's are uniformly bounded, and since 
n 
we also have that c Q(9 / \\q,\\ 1) EK (y) • n m 





p . (x) = 
1. 
z J~ f(w)Q (w) (cp(w) / j\cpj\ 1 )dwQ (x) , n "-'N n n 
therefore, if 
k k 
x E B(x., er . ) , 
1. ]. 
analogous calculations as before give us the desired result. 
Now let us restrict our attention to one dimension. ~l can be 
identified with the one dimensional torus, 
~ 
1 




A basis for the set of spherical harmonics of degree ~s is give~ by the 





• Therefore a (p,q,s) - atom for I: 1 is a function a 
satisfying 
i) Supp a c B(y,r) 
ii) l\al\q < rl/q - 1/p 
iii) r-rr a(t)exp(int)dt = 0 -s < n < s 
= = 
Let us call these atoms (p, q, s) - atoms of "type A". It turns out that 
there is another natural way to define atoms in I: 1 : a (p, q, s) - atom of 
"type B" is a function b satisfying 
i) Supp b c B(y,r) 
ii) It \\ < rl/q - 1/p 1b q 
iii) 0 < n < = = s • 
We can ask ourselves if the Hardy spaces defined via atoms of type A 
and those defined via atoms of type B are the same spaces or are different. 
Of course they are the same. The reason of this fact is that we can repeat 
all the proofs in this chapter substituting to (p,q,s) -atoms of type A, 
(p,q,s) -atoms of type B, and, mutatis mutandis, all these proofs work 
again. 
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What are the N-dimensional analog of atoms of type B in Ll? Let 
y be a point of LN. The tangent space of LN at y can be naturally 
identified with RN, and then, introducing a polar system of coordinate 






the point of 
and let U E ~N - 1 • We shall 
obtained translating y by t 
along the geodesic with tangent U in y (Exp ( tU) 
y 
is the so called 
exponential map (see e.g. [H]), and in this case t represents the 
spherical distance between the two points y and Exp ( tU)). 
y 
Since, as 
t varies in [ O,n] and U varies in LN _ 1 , the point Exp (tU) y 
describes all of ~N only once, with the excetion of the two antipodal 
points y and -y, we can introduce in LN a natural system of polar 
coordinates as follows: 
Fix a "base point" To the point Exp (tU) 
y 
of we associate 
the point ( t, U) of [ O,n] X ~N _ 
1 
• The image of the normalized Lebesgue 
measure dx under such a map is the measure N - 1 (sin t) dt dU, where dU 
is normalized Lebesgue measure on ~N _ 
1 
and dt is Lebesgue measure on 
[O,n] normalized in such a way that rJi N-1 Jo(sint) dt= 1. 
After all these preliminaries we can give the definition of (p,q,s) - atoms 
of type B on As before, suppose that 
and s nonnegative integer. 
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Definition: A (p, q, s) - atom centered at y is a function b E Lq(~N) 
satisfying 
i) Supp be: B(y, r) 
iii) J f1TT n N-1
 
~ Job(Exp (tU)~(U)t (sint) dtdU = 0 
N - 1 y 
for every spherical 
harmonic Q on ~N _ 1 a
nd every n , with O ~ deg Q ~ n < s • 
It turns out that the Hardy spaces defined via these atoms are the same 
as the Hardy spaces previously introduced. Indeed we have the following 
analog of proposition 2 and of theorem 4: 
Proposition 8: If 
of type B , with 
sequence of complex 
Theorem 9: If 
[b .} . is a sequence of exceptional or regular ( p, q, s ) - at oms 
J J 
p < q and s > [N(l/p - l)] , and if 
numbers, then Iii; c · b · I! p S c (~ I c . I p) l / p 
J J J H - j J 
then f admits a decomposition 
l C .} • is a 
J J 
• 
f = ~ c.b . , 
j J J 
with b.'s exceptional or regular (p,oo,s)-atoms of type B, and 
J 
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We will not prove these two results. Af, we said before their proofs 
follow essentially the same line of the proofs of the corresponding results 
for atoms of type A. 
More generally, for every system of local coordinates in LN we can 
define atoms with moments vanishing with respect to this system, and, 
starttng with these atoms, we can construct the corresponding atomic 
Hardy spaces. For every reasonable coordinate system these atomic Hardy 
spaces coincide with the Hardy spaces defined in chapter I as boundary 
values of harmonic functions. 
Following [C-W,2] and [T-W] it is possible to devlop a molecular 
characterization of the spaces Let O < p < 1 , 
s a nonnegative integer and e a positive number. Let also 
0: = 1 - 1/ p + 6 , t:3 = 1 - 1/ q + s • 
Definition: A (p,q,s,s) - molecule centered at yE~N 1.s a function 
ii) 
f" 
J~ M(x)Y(x)dx = 0 
N 
for every YEP 
s 
It is immediate to see that a (p, q, s) - atom is also a (p, q, s, 6 ) - molecule 
for every e > 0. Viceversa, it is possible to prove that, under certain 
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restriction on p,q,s and 6 , a (p,q,s,&) - molecule is a sum of atoms 
stacked one on the top of the other (and this sum, due to the boundedness 
of is finite). Indeed the following theorem holds: 
Theorem 10: Let O < p ~ 1, 1 ~ q ~ +oo, p < q, s ~ [N(l/p - 1)] 
and e >Max(s/N, l/p-1). Then if Mis a (p,q,s,e)-molecule centered 
at y, M belongs to Hp(~N) and 
We will not prove this theorem. We refer for a proof to [C-W,2] and 
[T-W] where the analogous results for molecules in RN are considered. 
It turns out that molecules are useful in studying convolution operators 
acting on Hp-spaces. Often the image of an atom under such operators is a 
molecule, with norm bounded independently of the particular atom. When 
this happens, the operators are bounded on Hp. We shall see an example 
of this later, but, as usual, we refer to [C-W,2] and [T-W] for more on 
this subject. 
CHAPTER III 
Lipschitz spaces and the dual of Hp(~N) 
The purpose of this chapter is to characterize the dual of Hp(~) as 
a Lipschitz space on ~N. There are several different definitions for 
these Lipschitz spaces on ~N (as is the case in RN; see [Gr] and [R] 
for the spheres, and also [B-L], [S], [T-W] and [Z]). We shall prove that 
all these different characterizations are essentially equivalent. 
Let a be a (p, q, s) - atom supporte<l by B(x, r) = B , and let f be 
a function in with 1/q + 1/q' = 1 . 
harmonic of degree at most s we have 
ls~ a(w)f(w)dwl 
N 
= l s~ a(w) (£ (w) - Y(w) )dwl 
N 
< [! ajj cJ f f ( w) - Y (w) j q 
I 




If y is a spherical 
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It is then natural to introduce the class of all functions f for which 
the quantity 
remains bounded as B varies, for an appropriate choice of Y, which of 
course may depend on f and B. 
Definition: Let a> 0, 1 ~ q <+cc, and let s be a nonnegative 
integer. The space £a (I:N) . ,q,s 




where the Sup is taken with respect to all the balls B in LN, and 
the Inf is taken with respect to all spherical harmonics Y of degree 
less or equal to s • 
These spaces were first introduced by S. Campanato for a bounded 
domain O contained in RN and for q <-too, and were subsequently 
studied by several authors. In particular, R.R. Coifman and G. Weiss have 
shown that the duality between Hp(R) and £
1 
(R) is a direct 
- - 1 q s p , , 
consequence of the atomic decompostion of Hp(R), and this result has 
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been subsequently extended to other different contexts. We want to show 
here that the same situation qrises for ~N. 
Theorem l· . The dual of Hp (~N) can be naturally identified with 
tl (~N) , provided that 0 < p < 1 , 1 < q < -t<o , s > [N(l/p - 1) J , = = 
p - 1, q, s 
and q < -t<o if p = 1. 
Proof: The idea is to show that i 1 (~N) is th
e dual of the atomic 
p - 1, q, s 
space 
I 




all the spaces HP, q , s (~ ) 
N 
I q is the conjugate exponent of q • 
when p < q' 
s > [N(l/p - l)] , we will obtain our desired result. Suppose 
f E i 1 (~N) • 





If a is a regular (p,q',s) -atom with support in B and if YE r 
s 
I J ,:;/(w) f (w) dwj = I J; a(w) (f (w) - Y (w) )dwj 
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then, if Y is suitably chosen, 
1 J a(w)f(w)dwl ~ cl!£\\~ • 
LN ~1 
p - 1, q, s 
If g E S (LN) , decompose g into a sum of exceptional and regular 
(p, oo, s) - atoms as in theorem 4 of chapter II, g = L c.a .• Then 
j J J 
I JI: g ( w) f ( w) d w I = l ~ c j J Y'~ _ a j ( w) f ( w) d w I 
N J ~ 
< L l c. I • l J a. (w) f (w) dwl 
= j J ~ J 
• 
Since we have that s., 1 <;~) 
p-1.,q,s 
is 
continuously imbedded into (Hp(~))*., 
p 
the dual of H (~N) • To prove 
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the reverse inclusion, take an arbitrary element o/ E (Hp(~N))* and denote 
its norm as a linear functional on 
p 
H (~N) • Suppose first 
p < 1. Since 
1 
g EL (~) , 
o/ defines a continuous linear functional on L
1
(~) . Hence o/ can be 
identified with a function in the sense that, for every 
(g,t) = fr g(w)f(w)dw • 
N 
Let B be a ball in ~N and let [Q .} . 
J J 
be a real orthonormal basis, with 
respect to Lebesgue measure, of the restriction to 
harmonic polynomials of degree < s • Suppose that 
jj gl\ 1 ~ 1 and Supp g SB. Let 
... 
g(j) = J~ g(w)Q. (w)dw 
N J 
Then., since Supp Q. C B 
J -
for every j , 
(p, 1, s) - atom and 
B of the spherical 
1 
g E L (~N) , 
is a multiple of a 
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Observe that 
(g - ~ g(j)Q .,,v) = J~ (g(w) - ~ g(j)Q. (w)) f (w)dw 
J J ~N J J 
= J
22 
g(w)f(w)dw-~J~ J~ g(y)Q.(y)Q.(w)f(w)dydw 
N J ""N ""N J J 
,.. 
= f 22 g(w) (f (w) - ~ f (j)Q. (w) )dw 
N J J ' 
thus, if g is suitably chosen, 
Ess SuJ) Jf(w) -I: 1(j)Q.(w)! 
w~B j J 
., 
'.;'; c I f ,:/(w) (f (w) -1 f ( j )Q/w)) dw\ 
,.. 
= c}<g- 1 g(j)Qj,1+r>l 
A 
· :s c\\g - ~ g(j)QJ.l\ pllo/ll p ..,~ 
- J H (H )~ 
This proves that the function 
Since the space £1 c;) 
p-1,co,s 
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and l\f \1£ 
1 
p - 1, co, s 
is contained in all £1 (LN), 
p - 1, q, s 
1 i q ~ +oo, the theorem is proved if p < 1. The proof of the case p = 1 
is similar. Since n Lq(LN) c H1(LN), every continuous linear functional 
q>l 
can be identified with a function f in n Lq(LN) . 
q <-t<o 
Pro-
ceeding as in the case p < 1, we have that for every ball B in LN, 
and for every q <+xi, 
and this implies that f E £0 (LN) 'q, s and \ \ f \ \ £ :S c II'+' II 1 * , O,q,s - (H) 
where 
the constant c may depend on q and s, but is independent of f. 
The proof of the theorem is then complete. 
Corollary 2 : For every function f E £rv (LN) I.A,' q, s 
the norm 
is equivalent to the nom 
• 
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where [Q.}. is a real orthonormal basis for the restriction to B of the 
J J 
of spherical harmonics of degree at most s . 
Corollary 3: Let a= O. For every q., 1 ~ q <+co., and every 
s ~ 0 ., the space S., (!: .) - O.,q.,s ~ 
and the 
corresponding norms are equivalent. Let a> 0. For every q, 
corresponding norms are equivalent. 
Definition: If a> 0., 
11·11£ • 
a.,q., s 
If a = 0 ., 
and we shall write 11 • !!£ 
a 





simply denoted by BMO(~) ., and we shall write ll•l!BMO instead of 
ll • ll£ 
O.,q., s 
It is well known that functions in BMO(LN) (BMO = bounded mean 
oscillation) are not necessarily bounded (indeed they can have logarithmic 
singularities). However, functions in £a(LN), if a> 0, are not only 
bounded, they are Lipschitz. The rest of this chapter is entirely devoted 
to the study of Lipschitz spaces on ~. 
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We recall that we denoted by C(~) the space of all continuous 
functions in harmonic in with the supremum norm;we 
also denoted by Cm(LN) the space of all functions in BN+ 1 
with all 
derivatives up to the order m with norm 
The following proposition holds: 
Proposition 4: Cm(~) is continuously imbedded in ~m/N(LN) . If Na 
is not an integer, ~a(~N) is continuously imbedded in C[Na](LN) • 
Taylor's formula. Indeed if f E c0 (i:N) = C(~), - we also have that f E BMO(LN) • 
If f E Cm(i;) , and m > 0 , for every ball B(x, r) and every 
y E B(x, r) we have 
hence 
and the first part of the proposition is proved. To prove the second part 
we first note that if Na is not an integer then a > 0 . If f E <>La(LN) 
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and we have (fJDYP) z 
and Hn Yp ( •) ll < c J 
z HP 
-- J Dy P ( w) f ( w) d w . 
i:N z 
with c independent of 
zEBN+l provided }yl <N(l/p -1) (seeChapterIJ lemmas 15andl6). 
Then J if a = 1 / p - 1 J 
This proposition asserts thatJ in a certain senseJ ~a(~) is an 
intermediate space between 
more precise later on this point. 
• 
And now let us define the Lipschitz spaces on unit spheres. Let f be 
a function on i:N J and let f(rx) = \f,P ) • rx 
Definition: Let a> 0 and let k be an integer greater than a . The 
is the space of all functions for which the 
norm 
k- a dk 
= l\ f llcX) + Sup jj (l - r) k f(r•) JI 
0 ~ r < 1 dr o::, 
is finite. 
Lipschitz spaces have been first studied by means of harmonic functions 
by G.H. HardyJ J.E. Li ttlewood) A. Zygmund and M.H. Taibleson and by others 
(e.g. see [SJ and [Z]). The particular case A(O:Ji:N) has been extensively 
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studied by H. C. Greenwald ( [GR]). It turns out that the A (CX) - norm of an 
element f does not depends essentially on k, provided k >a. In 
particular, if k >a, the norm 
= 
is equivalent to the norm 
I\ l\ l\ 
[ a] + 1 - a 
f co + Sup 1 ( 1 - r) 
O<r<l 
Another equivalent norm in A(CX,~) is 
k-0: k 
l\f\j + Sup \1(1- r) T f(r•)l\co , 
co O<r<l 
= 




= r dr f(rx) and 
k k - 1 
T f(rx) = T(T f)(rx) 
(see [Gr] and [S]). 
The next theorem tell us that A(CX,~N) equals the dual of Hp(~) 
if CX = N(l/p - 1) • The one dimensional case of this theorem is due to 
N 
P. Duren, B.W. Romberg and A.L. Shields, while the R - analog can be found 
in [F-S] et al. 
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Theorem 5: Let a> 0. A function f belongs to A(a,LN) if and only if 
Moreover, the norms and 
equivalent. 
and let k be an integer greater than a (for example k =-= [a]+ 1 is good 
enough). By lemma 16 of Chapter I we have 
This shows that 
recall the following result: 
l J~ TkP (w) f (w) dwl 
"'N rx 
a-k 
C ( 1 - r) . , 
To prove the reverse inequality we 
-58-
co 
Lemma 6: Let k be an integer greater than a , and suppose f EL (:EN) • 
Then the single condition 
l I [a]+ 1 - a j f llco + Sup j ( 1 - r) 
O<r<l 
= 
is equivalent to the condition 
B . , 
moreover, the smallest A for which the first inequality holds is comparable 
to the smallest B for the second. 
For a proof of this see [Gr] or [S]. And now let us go back to the 
proof of the theorem. Let B(x, 1 - r) be a ball in ~ (of radius 1 - r:) • 
If fEA(O:,:EN) and if Y is a spherical harmonic, for every yEB(x,1-r) 
we have 
1 f(y) - Y(y) 1 < 1 f (y) - f(uy) I 
+lf(uy)-
k - 1 ds ( ) s k - 1 ds (u _ r ) s 
~ s f ( r Y) us-: r I + l ~ f ( r Y) - ' - - Y ( y) I 
s = 0 dr s = O drs s • 
=I+ II+ III 
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Since II f - f cu•) IL;o ➔ o as u ➔ 1 , we can choose u so close to 1 that 
r < u < 1 and I ~ l\fjjA(CX) (1 - r) 
a 
independently of y • 
u dk k - 1 u a-k k - 1 
II If r k f(ty) (u - t) dtl ~ \lfJ!A(CX) Jr (1- t) (u - t) dt / = (k - 1) ~ (k - 1) ~ ' = 
dt 
a 
cl!fl!A(CX) (1 - r) • To estimate III we have first to specify what Y is. 






Obviously we have 
Qs(ry) = L b (ry)Dyf(ry) for some nice functions [b } on 
}yl ~s s,y s,y y 
BN + 
1 
• Expand Qs in a Taylor sum around the point rx , and let 
k-1 
Y(y) = L 
s=O 
y is a spherical harmonic 
of degree less than k (in the variable y ), and 
k-1 y s 
III < L jQ (ry) - r; nYq (rx) (ry -, rx) J (u - r) 
- s 1 I s Y s~ -s=O y <k • 
k - 1 
I a-k-s 
s k 




Since y E B(x., 1 - r) ., III~ cjjfl\A(CX) (1 - r) • We proved that if 
f E A(CX.,LN) ., for every ball B c LN there exists a spherical harmonic 
y of degree at most [et] ., such ·that for every y EB the inequality 
and the inclusion is 
continuous. The proof of the theorem is then complete. 
We continue our study of the Lipschitz ciasses A(CX.,LN)., and shall 
characterize them as interpolation spaces between the space C(LN) of 
continuous functions on and the space of m - times 
continuously differentiable functions on LN. Let us first introduce a 





are two Banach spaces and suppose that 
Bi is continuously imbedded in B
O







O < e < 1 ) is the space of all elements f E BO for which there exists a 
constant A such that for every t., with O < t < 1., there exist 









, is the infimum of all A for which 
the above inequalities hold. 
Remark: It is not difficult to see that, in the terminology of Chapter I, 
• 
Theorem 7: 
Proof: Let us first prove that Take a 
function f in and split f with 
( t witl be chosen later). 
We have 11 £\j
00 
~ c \l f 11 8 , and, for x E ~N and
 O < r < 1 , 
• 
lj \l 8 -m < CI f 18 t ( 1 - r) 
and 
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Let t be equal to (1 - r)m • With this choice 
hence 
= 
and the first part of the theorem is proved. To prove that 
and let O < r < u < 1. Write - -- -
f(x) 
m - 1 ds ( ) s m - 1 s ( ) s 
= ( f (x) - I: - f (rx) u ~ t ) + ( I: .· _£_ f ( rx) u - ,r )=- £0 (x) + f 1 (x) • 
s = 0 dr 5 s = O dr 
5 
s • 
u dm m - 1 
1 f 
O 
( x) l < I f ( x) - f ( ux) l + l J - f ( tx) ( u - t) d t I 
r dtm (m - 1): 
u m-1 
< 11 f ( ) f ( ) II II f II j" ( 1 - r) me - m ( u - t) d t = l • , - u. 00 + A ( me ) r ( m - 1) .' 
Then, if u is suitably chosen, 
m-1 
ll £1 ll m ~ I: 
C s=O 
s 
(u - r) 
s: 
-63-
but, by lennna 6, 
Hence, 
and the theorem follows. 
I 
In [R] D.L. Ragozin studied the degree of polynomial approximation of 
functions on ~N by means of the degree of smoothness of such functions, 
and extended to higher dimensional spheres the classical results of 
D. Jackson and S.N. Bernstein for the torus ~l (see [L] and [Z]). In 
particular, he proved that if a function f belongs to Cm(tN) and if 
every derivative nYf of order m satisfies the estimate 
l nYf (v) - nYf (z) l < A}v - z] 13 , with O < 13 < 1 , then, for every n , there 
exists a spherical harmonic y n 
of degree at most 
jj f - y ll < Bn -m - 13 , 
n co 
n such that 
a~d the constants A and B are comparable. This suggests the following 
definition: let E (f) 
n 
be the best approximation of f , in by 
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means of spherical harmonics of degree at most n , i.e. 
It is not difficult to show that, since p n 
is finite dimensional, there 
exists a unique Y EP 
n n 
such that We shall refer to 
Y as the polynomial of degree n of best approximation of f. 
n 
Definition: Let 0: > 0. The space is the set of all functions 
co 




We also want to introduce another type of Lipschitz space defined in a 
purely intrinsic way on ~ • Let y E i:N , U E i:N _ 1 and let 
t be a real 
number. If k 
k 
is an integer, ttU is the operator that associates to the 
function f the function 
k . 1 k 
i: ( - ) J + ( . ) f (Exp ( j tU)) , 
j = 0 J y 
where Expy is the exponential map from the tangent plane to i:N at y 
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to :Z:::N (see [HJ and Chapter II). 
k 
l':itU is often called the k-th-di
fference 
operator relative to the increment t in the direction of U (see e.g. [L] 
for the analog in RN). We have the following definition: 
Definition: Let a> 0 and let k be an integer greater than a. The 
is the set of all functions 
C0 
f EL (~) with norm 
where U varies in :Z:::N _ 1 
and t varies in R • 
It turns out, and it will be shown later, that the Aa - norm of a 
function does not essentially depend on k, as soon as k >a. All the 
norms obtained with different k > a are equivalent. Our purpose is to 
shown that the spaces Aa(~) and Ba(:Z:::N) coincide with the space 
and then with and the corresponding norms are all 
equivalent. Hence, as is to be expected, all these different definitions 
give rise to the same Lipschitz space. The plan of attack is first to 
show that 
a 
B (:Z:::N) equals to (C(~) 
m if 
' C (:Z:::N))e a= me ' 
and, then, 
a 
equals Aa(~) In establishing such results that B (:Z:::N) • we shall need 
the following generalization of Bernstein's inequality for derivatives of a 
trigonometric polynomial. 
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Lemma 8: Let Y be a spherical harmonic polynomial of degree n. We 
have the following inequality: 
with the constant c independent on Y. 
Proof: Let us recall 
polynomial of degree 
Bernstein's inequality: if p is a trigonometric 
dm 
n , then Supl - p(8) I ~ nmSup{ p(8) I (see [L] 
9 d0m - 6 
or [Z]). The lemma is a consequence of this inequality and the fact that 
the restriction to a great circle of a spherical harmonic of degree n is 
a trigonometric polynomial of degree at most n. 
A more general version of lemma 8 can be found in [R] . 
Proof: Suppose f E Bme (~) • We have to show that, given t with 
O<t<l, f = f O + fl with and 
Let Y be the polynomial of best approximation of f of degree 2n. 
2n 





f = yl + l: (Y - y 1) 
n=l 2n zn-
k 
fl = yl + r; (Y n - yzn - 1) 
n = 1 2 
co 
f = r; (Y - Y ) 
0 n = k + 1 2n 2n - 1 
• 






~ r; (l\Y n - f l\ + l\ f-Y 1 \l ) n=k+l 2 Q zn- co 
and, by lenma 8, 
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-(k+ l)m -km Choose k such that 2 · < t < 2 • With this choice we have 
e - 1 
and !\ f 1 \\ ::; c l\ £ \\ met ; cm - B 
then, if f E Bm6 c;) , we 
(c().__ _) Cm(~)) 1.·s conta1.· ned 1.·n Bme(~N) h t h th t f ~ , ""N 
0 
"" we ave o s ow a or every 
function and for every n, there exists YEP 
n 
such that \1 £ -Y l\co ~ c \\ £ l\
0
n-me • Let, then, f be such a function, and 
let O < t < 1 • Write f = f
O 
+ £1 , with 1\£O1\ CX) ~ !1£ \\ 0 t
6 
and 
Since by a classical theorem of 
E ( f ) ::; E ( f O ) + E ( f 1 ) ::; l\ f O 11 + C l\ f 1 l I n - m ::; C l l f l\ ( t e + t e - 1 n - m) • n - n n - C0 cm - e 
-m II I -me Choosing t = n we have En(f) ~cf\ 
6
n • Hence, 
and the theorem is completely proved~ 
• 
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Proof: It is easy to check thatJ if then 
k k k+l t t d · 
6tUg(y) = (-) J • • • J -g(Exp (hU))} _ • • • h dh • • •dh . Then 
0 0 dh k y h - h 1 + + k l k 
best approximation of 
0: 
Let f EB (~) and let Y be the polynomial of 
2n 
n 
f of degree 2 • We have 
Jl f - Y jj = E ( f) S I\ fl\ rv 2 -no: • Also J proceeding as in the previous theorem, zn 00 2~ - B~ 
n n ks 
jjY II k ~ jjYljj k+ I: l!Y s -Y s - 111 k ~ cl!Y1!\~ +c ~ 2 jjY s -Y s - 1l\co 
zn C C s = 1 2 2 C s = 1 2 2 
S c j\ f\l rv2n(k - 0:) • Collecting these estimates and chosing n such that 
- Bl.,,, 
-n - 1 ] l -n 2 ~ t < 2 , 
To prove the inclusion 
nonnegative integer n 
we get 
and the inclusion is continuous. 
a kernel K (y,w) 
n 
we shall construct for every 
such that J ~ K ( y J w) f ( w) d ,..v is 
"'N n 
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a spherical harmonic of degree en in the variable y, with c an 
absolute constant, and 
be a polynomial of degree en in one variable, with 
If f is a function in we have: 
TT N-1 
J)'~_P(y,w)f(w)dw=J!: J P(y•Exp (tU))f(Expy(tU))(sint) dtdU • 
~ N-10 y 
This suggests that we look at the expression 
TT k N - 1 
J~-- J P(y•Exp ( tU) )6 Uf (y) (sin t) dt dU 
-N-10 y t 
k ·+lk TT N-1 
= !: (-)J (.)Ji: JP(y•Exp (tU))f(Exp (jtU))(sint) dtdU-f(y) 
j=l J N-1 0 y y 
' 
where 
J JTT N-1 A.f(y) = "'" P(y•Exp (tU))f(Exp (jtU))(sint) dtdU • 
J ""'N - 1 0 y y 
Now we note that as U varies in !:N _ 
1 
and t varies in [0,TT] , 
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Expy(jtU) covers the sphere ~N exactly j times. Thus, as we shall 
show, 
j - 1 
AJ.f(y) = ~ J~ K . s(y,w)f(w)dw 
s = 0 N' J, 




A . f(y) = J~ P(y•Exp (tU))f(Exp (jtU))(sint) dtdU 
J "'"N - 1 O · y y 
j - 1 (s + l)n / j N _ 1 
= ~ s~ Ssn/· P(y•Exp (tU))f(Exp (jtU))(sint) dtdU 
s=O N-1 J y y 
and, letting jt = h+ sn , 
A.f (y) 
J 
j - 1 TT 
S S h + sn 
. h + sn N - 1 - 1 
= ~ ~ P(y•Exp (( . )U))f(Exp ((h+sTT)U))(s1.n( J' )) j dhdU 
s=O ~-10 Y J Y 
. h+ sn 
j - 1 TT -1 h sin ( . ) 1 
= ~ J~ J j P(y•Expy(( ;sTT)U))I sin(h+sn)tN-
s=O N-10 I \ 
1 IN - 1 f (Exp ( (h + sn)U)) 1 s in(h + sn) dh dU y 
Now let K (y,w) 
n 
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j - 1 
= :E J~ K. s(y,w)f(w)dw • 
s=O "'NJ, 
k j-1 j+lk 
= :E :E (-) (.)K. (y,w) 
j=l s=O J J,s 
has the properry that 
J~ K (y,w)f(w)dw 
"'N n 
The kernel K (y,w) 
n 
k j+lk TT N-1 
= :E (-) (.) r J P(y•Exp (tU))f(Exp (jtU))(sint) dtdU ; 
j = 1 J v :EN - 1 0 y y 
hence, since P is a polynomial, J~ K (y,w)f(w)dw is also a polynomial, 
"'N n 
in the variable y, of degree not exceeding en, the degree of P. 
Moreover, since for every y E :EN , 
I J~ K (y,w)f(w)dw - f(y)} 
"'N n 
TT k N-1 
= l J J P(y•Exp (tU) )6 uf (y) (sin t) dt du{ 
~ - 1 0 y t 
TT CX N - 1 
< \\f\\ 11 J~ J l P(y•Exp (tU)) It (sin t) dt ••a "'N O y 
• 
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Thus, to prove the theorem, we only have to show that, for every n, 
there exist a polynomial in one varible P, of degree en, such that 
TT N - 1 J P(cos t) (sin t) dt = 1 
0 
and 
TT a N - 1 -a J l P(cos t) ft (sin t) dt < en 
0 
• 
Let r be a positive integer, to be specified later, and let 
Q(cos t) = 
( sin(nt/2) ) 2r 
sin(t/2) • 
Q ( cos t) is a trigonometric polynomial of degree r(n- 1) , and, since 
it is even, Q(h) is a polynomial in h of degree r(n - 1) 
following lemma is true: 
Lerrma 11: Let 
N - 2r 
p = C n Q 
r 
where 
_ sin(nt/2) 2r 
Q(cos t) - ( sin(t/2) ) 
is chosen so that 






Irr a N - 1 
-a 
\P(cos t)J t (sin t) dt < en , where c is an absolute constant 
0 
independent on n , provided that 2r - N - a> 0 • 
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Proof: It is easy to see that 
JTT( sin(nt/2) 2r N - 1 0 sin (t/2) ) (sin t) dt 
JTT -2r + N - 1 2r - N > c t dt > c n 1/n 
Hence, 
JTT N - 2r N - 1 n Q(cos t) (sin t) dt = 1/c > c 0 r 
On the other hand we have 
JTT( sin(nt/2) )2r a( . )N - 1 d 0 sin ( t / 2) t sin t t 
< Jl/n 2r a+ N - 1 JTT ( / )2r a+ N - ld 2r - N - a _ n t dt + l/ TT t t t < c n - 0 n 
provided that 2r - N - a > O . Then N - 2r P = C n Q r satisfies the desired 




Cesaro sums on ~N 
In this chapter we shall apply the theory of Hardy spaces on ~N: 
developed in the previous chapters, to the study of some problems related 
to Cesaro and Riesz summability of the expansion of a function in spherical 
harmonics. 
co 
Let f be a distribution on ~N and, as before, let ~ fk be its 
k=O 
associated spherical harmonic expansion • 
Definition: 
... 
The Cesaro means of order o of f are the sums 
where 
= c1+a2c2+o)•••Ck+o) 
1•2• •••k • 
' The maximal operator associated with the Cesaro means of order o is denoted 
co 
' 
as L ranges over the nonnegative integers. 
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-76-
It is clear that if then is the spherical con-
volution of f ' with the Cesaro kernel of order 
As before Z(k) is the zonal harmonic of degree k with pole x, and 
X 
= 2k+N- l p(N-1) /2 (x•y) 
N - 1 k 
where p(N-1)/2 
k 
is the ultraspherical 
(or Gegenbauer) polynomial of degree k and index (N - 1) /2 • 
Cesaro means on LN have been studied by several authors (see [B-C] 
and [Sz]). The main aim of this chapter is to prove a result first 
announced in [ S-T-W]; namely, if O < p < 1 and o = N/p - (N + 1) /2 , 
then the maximal operator c0 is well defined on Hp(~) and it maps 
Hp(LN) boundedly into L(p,~,~N) • To do this we first need to study in 
some detail the asymptotic behavior, as L ➔ +:o, of the Cesaro kernel 
s0 and of its derivatives. We start by proving something more general 
L 
about the Cesaro kernel associated with Jacobi polynomial expansions. 
The system of Jacobi polynomials [P~a,~)}k can be defined by the 
Rodrigues' formula 
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k k k - 1 -a - p d a+ k p + k = (-) (2 k~) (1-t) (l+t) k ( (1-t) (l+t) ) • 
dt 
It is clear that is a polynomial of degree k, and also an 
integration by parts argument shows that is orthorgonal in 
2 a p 
L ([ -1., l]., ( 1 - t) ( 1 + t) dt) to every polynomial of degree less than k 
(obviously., to assure integrability., we impose the restriction a., p > -1) . 
If we put 
we have that [Ch~a_, p))l/2P~a ., p)}k is an orthonormal complete system in 
2 a p 
L ([ -1., l]., ( 1 - t) ( 1 + t) dt) . Now we shall list a few properties of the 
Jacobi polynomials we shall need later: 
i) 
ii) 
h(a_, p)= 2a+ p+ l f(k+a+ l)f(k+ ~+ 1) 
-K 2 k + a+ B + 1 f ( k + 1) f ( k + a+ p + 1) 
• 
and if -1 < t < 1 ., 
= = 
Since t varies in [-1., l] ., we can put t = cos e., with O < 8 < n . 
We shall use both notations or P~a., p ) ( cos 8) . 
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iii) 
iv) ( - 1 / 2) s ( ~ ( k + ex+ t3 + j) ) Pk( ex+ s, t3 + s) ( t) 
. 1 - s 
J = 
• 
(For all these properties, and as a general reference about orthcgonal 
polynomials, see [Sz]). Putting together ii), iii), and iv) we obtain 
s 
ck2s + ex -1 J!_ p(ex, ~) (t) I if 0 < e v) < < k 




-(ex+s+ 1/2) if k-l < 8 < rr/2 
~ cks - 1/2 (rr _ e)-( ~ + s + 1/2) if 
-1 
k <rr-e <rr/2 
< ck2s + t3 if 0 <rr-e < k-l 
To the function 1 ex t3 fEL ([-1,1],(l- t) (l+t) dt) we can associate its 
Fourier series expansion in terms of the system of Jacobi Polynomials 





The Cesaro means of order o of f are then given by 
where ' is the Cesaro kernel of order 0 , 
In what follows we shall restrict our attention to the case a, ~ > - 1/2, 
o o 
and we shall put, by definition, - SL(l,t) = SL(t) • The estimates for the 
derivatives of the Cesaro kernel S~ are given in the following theorem: 
Theorem 1: Let t = cos 8 • Then, if L > 0 and O < o ~ a+ s + 3/2 _. 
a+ s + 1/2 - oe-(a+ s+ 3/2 + o) < cL 







L < 0 ~ TT/2 
if 
-1 
L < TT - 0 < TT /2 
if O < TT - 0 < L - l 
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s 2(0:+s+ 1) IL s~ < t) I if < cL 
dts = 
< cL-le -2(0:+ s + 3/2) if 
= 
-1 
L < TT - 8 < TT/2 
-1 
O<n-8 <L 





< e < rr/2 
= 
-1 
< cL if O < TT - 8 < TT /2 
The case s = 0 of this theorem is already contained in [B-C]. To 
prove the general case s 2 0 we shall follow the ideas in [B-C] and [Sz]. 
We shall break the proof into several lerrmas. 
s 
Lemma 2: If 0 is an integer, then ..L s~ (t) = 
dt 8 
(~)-1 
L ds p(O:+ o + 1, ~) (t) 
~ 1\(L,o) where 
L k=O dts 
k 
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o - 1 
n a- n 
$ c r; (L - k) k 
- n = 0 
a+l < cL = 
if k = 0 
if O < k < L 
if k = L 
Lerrnna 3: If o > o
0
, then 
· Lemma 4: 
where 
and 
I l < -(O:+f3+5+4) c(O:,f3,L,n) en 
The proof of these three lemmas (if s = 0) can be found in [Sz]. 
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a 
Now denote by 7L(8) the appropriate majorant of 
statement of theorem 1. 
in the 
Lermna 5: then, for every o ~ a0 we have 
Proof: The lemma follows from lemma 3 and the inequality 
which holds if y ~ -1. To prove this inequality we recall that 
a - 1 a 
Ai_.+ l /Ai,= 6/(L+ 1) and that 
0 _ 1 L o - a0 - 1 a0 






Lemma 6: If then 
Proof: By lellllila 4 and 5 we have 
and the lemma follows from the estimates for and 
from the fact that if 
• 
Lermna 7: If o is an integer greater than a+~+ 2s + 2 , then 
• 
Proof: Suppose first 
-1 
0 < 8 < L • - - Then, by lemma 2 and by the estimates - -
for the derivatives of Jacobi polynomials, we have 
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-1 
Suppose now · L ~ 9 ~ n/2. Again, by lemma 2 and the estimates for the 
derivatives of Jacobi polynomials, 
Since the first and the third term are not greater than ~ 5 (0) we have to 
L 
consider only the second term. Suppose n < a+s+ 1/2. Then 
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L - 1 
;; CL - 0 ~ ( L - k) nk a - n + s - 1 / 2 e - ( a + s + 3 I 2 + 0 ) 
k=l 
< cLa+ s + 1/2 - o 8 - (a+ s + 3/2 + 0) 




L - 1 
+ ~ • 
k=[l/8]+1 
[1/0] [1/0] 
~ < cL -o ~ (L - k) nk2a+ 2s + o + 1 - n 
k=l k=l 
< 





-1 -2(CX+ s + 3/2) n+ 1 - o 
= C 0 (10) 
-1 -2(CX+ s + 3/2) 
~ cL 0 • 
< cL-o 
L - 1 
~ ( L _ k) nk ex + s - n - 1 / 2 e - ( a + s + 3 / 2 + o ) 
K = [ 1/0] + 1 




k = [ 1/8] + 1 
if n > ex+ s + 1/2 
c 1 -o + ex+ s + 1 / 2 ( 10 g ( 10 ) + 1) 0 - (ex+ s + 3 / 2 + o) if n = ex+ s + 1/2 
< 
-1 -2(CX+ s + 3/2) 
cL 0 . 
Collecting all these estimates we obtain 
if L-l < 0 ~ n/2 • Finally suppose O < n - 0 ~ n/2 • Then 
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-1 -o L - 1 
< cL + cL ~ 
o - 1 
~ ( 1 _ k) nk a+ /3 + 2 s - n + cL a+ /3 + 2 s + 1 - 0 
k=l n=O 




L - 1 





~ 1 n - o ~ ka+ p + 2s - n 





-1 < -1 
C + C og L + cL cL . 
Hence, if O < TT - 0 ~ 11/2 , 
ds o -1 J- S1 (t)I < cL , and the proof of the dt 5 




Proof of Theorem 1: By lemma 7 the theorem holds for every integer 
o > O:+t3+2s+2, then, by lemma 6, it also holds for every positive o • 
' Now we come back to our original problem, estimating the Cesaro kernel 
on spheres. The ultraspherical, or Gegenbauer, polynomials [~}k are 
defined in terms of the generating function 
2 -A 
( 1 - 2rt + r ) = 
CD A k 
~ Pk(t)r . 
k=O 
[ ~} k is an orthogonal sys tern in L 
2 
([ -1, l], ( 1 - t
2
)A -
112 dt) , if 
A > - 1/2 ; hence, the ultraspherical polynomials are constant multiples of 
the Jacobi polynomials with o: = t3 = A - 1/2 • In particular, 
..; = f ( 2\ + k) f (A + 1 / 2) p (A - 1 / 2, A - 1 / 2) 
k f(2\)f0,.+k+ 1/2) k • 
It is well known that to each function g defined in [-1,1] we can 
associate a zonal function g on ~N by putting -g(x)= g(x• ll) • Since 
this will not cause any confusion, in the sequel we shall simply write 
g(x) """ instead of g(x) • With this convention we have 
= /
1 
g (CO s e ) ( s in e ) N - 1 d9 
0 




1 h · 1 1 · 1 [ pk(N - l) 
12 } k form an orthogonal Hence, the u trasp erica po ynomia s 
system in L2 (ZN) ; and indeed it can be seen that 
p(N - 1) /2 (x•y) = 
k 
(see e.g. [C-W,l] and [S-W]). 
The following theorem holds: 
N - 1 Z (k) (y) 
2k+ N - l x 
Theorem 8: Let sf (x,y)=(~) - 1 k ! 
0 
~ _ kzt) (y) and let 5 < (N + 1) /2 + s • 
Then, for every multi-index y, with lYI = s, we have 
if O ~ IX - y 1 ~ TT /2 
if O < lx+y} < n/2 
(where the derivatives are taken with respect to the variable x ). 
ll o > (N - 1) /2 , then 
J Is0(x•y)jdy < c Z L -N -
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Proof: The first part of the theorem follows immediately from Theorem 1, 
with 0: = t3 = N/2 - 1 • We note that the spherical distance in ~ n is 
equivalent to the Euclidean distance in RN+ 
1 . To prove the second part 
of the theorem we use again theorem 1 with s = 0. 
To evaluate the first and the third term we use the majorization 
Is~(x•y)l ~ cLN. To evaluate the middle term we use the majorization 
Now we state the main result of this chapter ([S-T-W]). 
Theorem 9: Let O < p < 1 and let o = N/p - (N+ 1) /2. The maximal 
■ 
operator is well defined on Hp(~) , and it maps this space boundedly 
The theorem is an easy consequence of the following two lemmas: 
Lemma 11): If a 1.s an exceptional atom. then \\c 0 al\CX) < c . If a is a 
regular (p,CX)_,[N(l/p -1)])-atom supported by B(y,r), then 
c0a(x) < cr-N/p 
1
-N/p 
~ cf x - y 
Lennna 11: Let O < p < 1 
functions such that 
for every j . If - LC.} . J J 
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for every x 
if O < 1 X - y I < TT /2 
if O < Jx+yf < n/2 
and let [f .} . 
J J 
be a sequence of measurable 
is a sequence of complex numbers, and if 
(~] c. { P) l/p :5_ A , then the series ~ c. f. is almost everywhere absolutely 
j J j J J 
convergent, and 
][xE~/~{cj} }fj(x)l > s}} < 
J 
2 - p p 
- (A/ s) 
1 - p 




C a(x) = Sup}a
1
a(x)J ~ c. Suppose now a is a regular 
L 
(p.,co.,[N(l/p - l)])-atom with support in B(y.,r) • We first notice that 
if a = N/p - (N+ 1) /2., then 6 < (N+ 1) /2 + [N(l/p - l)]. We shall need 
this fact later. Proceeding as before we have that J a~ a ( x) I i c ii a \\ co ; 
hence., cfa(x) ~ cr-N/p for every x. To prove the others estimates we 
can without loss of generality suppose that x = ll= (0.,0, •• .,1) and we 
al th t ~ B( 9 ) s1.·nce 1.· n B(y., 9r) r-N/p :S cf x - y]-N/p • can so suppose a x y., r , 
and, if s - 1 < [N(l/p - 1) J , we have 
s - 1 j 
= lJ cs 0c ) ~ ~ s0(t)j Y'~ - L wN + l - 1.... J L t 
~ j = 0 dt = YN + 1 
(w - y ) j 




= ] J L dts SL( t) \ t = 9 + ( 1 6) ~ YN + 1 - wN + 1 
a(w)dwl 
By the formula cos a - cos ~ = -2 sin ( (a - ~) /2) sin( (a+~) /2) we deduce 
that I l < J 11 l if w E B (y., r) WN + 1 - y N + 1 er - Y and ll e B ( y., 9r) ., and 
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so ( ) \ 1 < CL (N - 1) /2 + s - 0 I 1-( (N + 1) /2 + s +o) 
d ts L t t = e y N + 1 + ( 1 - e ) WN + 1 11 - y 
Hence 
la~a(ll) l ~ crs - N(l/p - 1) 1 (N - 1) /2 + s - o Ill_ y} -(N+ 1) /2 - o 
= c(rL)s - N(l/p - 1) J 11- y\ -N/p 
According to the fact that rL ~ 1 or rL ~ 1 we choose s = [N(l/p - 1) J + 1 
or s = [N(l/p - l)] respectively. With this choice we have 
and then c0 a( 11) ~ c{ 11 - y 1-N/p if O ~ J 11 - YI ~ n /2 • 
If O ~ J ll+y} ~ n/2 , and wE B(y.,r) , we have lwN+ 1 -yN+ 11 ~ crJ ll+yl 
and 
Proceeding as before 
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a(w) dwl 
if s is suitably chosen. Then, if O ~ I ll+yl ~ n/2, c8a(ll) 
<= Clll ', Yl-(N-l)/
2 • h" 1 d h f f h 1 - Tis cone u es t e proo o t e emma. 
The proof of lenma 11 can be found in [S-T-W], but it shall be repro-
duced here for the sake of completedness. 
Proof of lemma 11: Without loss of generality we can assume that A= 1 
and that for every j, c. # 0 • Let g. (x) = f. (x) 
J J J 
and g.(x) = 0 
J 
otherwise, and let b. = f.-g .. 
J J J 
We have 
U{xE~N /b.(x) i: O} . We have JEJ S ~(JcJ.J /s)p S s-p and 




S s - 1 Z 1 c . J J ~ I g . ( x) l dx S ( 1 - p) - 1 s - p Z l c . l p < ( 1 - p) - 1 s -p . 
- j J ""'N J - j J 
Therefore 
1 [x E 2'~- / Z l c . l l f. (x) I > s} I 
~ . J J 
J 
< lEJ + l[x~E IL; lcjl }fj(x)J > s}J 
J 
-1 -p = (2-p)(l-p) s 
• 
We note that this lennna holds in a general measure space; not only for 
~ equipped with Lebesgue measure. 
Remark: In theorem 9 we restricted p to be less than 1. If p = 1 
the critical index 8 = N/p - (N+ 1) /2 equals (N - 1) /2. Suppose 
N = 1 , then 8 = 0 and is just the L-th partial sum of the Fourier 
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series of f • If theorem 9 extended to p = 1 and N = 1 ' 
via a 
standard argument we should have the almost everywhere convergence for 
Fourier series of functions in But it is known that there exists 
a function in H
1 (~1) wit
h almost everywhere divergent Fourier series. 
Therefore, theorem 9 cannot be extended to p = 1 if N = 1. The 
situation in higher dimensions is probably the same. 
A direct consequence of the maximal inequality in theorem 9 is that, 
if with O<p<l, and o = N/p - (N + 1) /2 , then 











are not uniformly bounded. However, the following 
Theorem 12: Let O < p < 1 , and let o = N/p - (N + 1) /2 . The operator 
independently of L . Moreover, for every f E Hp(~) , 
ll crt f - f \l H(p, co) ➔ 0 as L ➔ +co • 
Proof: Obviously the second part of the theorem is an immediate conse-
quence of the first part. Thus, let us show that the norms of the operators 
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exceptional atom. Since 
exceptional atoms are mapped into H(p,oo,~) , and jjo~aJIH(p,oo) is 
bounded independently of L and of the particular exceptional atom a. 
Now let a be a regular (p,oo,[N(l/p - l)]) - atom, with support in 
B(y,r) . Our purpose is to estimate the size of the grand maximal function 
(cr~a)* and to show that this function belongs to L(p,~,~), with 
L(p,oo) - norm bounded independently of L and of the particular a. Let 
~EK (x) , 
m 
o J o with Suppcp SB(x,h) , and let (crLa,cp) = ~ crLa(w)cp(w)dw. 
N 
Since 
we have that, for every x E ~ , and for every cp E Km (x) , l (cr~ a, cp) 1 ~ 
-N/p I c r . Su pp o s e O < x - y j < TT/ 2 and h < J x - y J / 2 • Then, by lemma 10, 
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Suppose now 9r ~ Ix-yf ~ n/2 and h > Jx-yJ /2. Let 
Q(v) = J~ s0 (w•v)cp(w)dw. 
""'NL 
We can write 
Q(v) 
= 
Since J n\p(v) l ~ h - N - lYI , we also have J DYQ(v) J < ch - N - I y} . Then 
y Iv-yjlYl 
:S J ~ l a ( v) l ~ I D Q ( 0 y + ( 1 - 0 ) v) l , dv 
- N Jyl =[N(l/p -1)]+1 Y· 
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-N-[N(l/p -1)] -1 [N(l/p -1)]+1 - N(l/p -1) < ch r 
= 
Since, if 9r ~ l x - y l and h > J x - y J / 2 , h - l r < 2 / 9 and h - N / p 
2 - N / p l x - y J - N / p , we have 
Collecting all these estimates we obtain 
for every x E ; 
if O < l x - y f < TI /2 
and, by analogous calculations, 
if O < l x + y J < TI /2 • 
We note that these estimates are independent of ~ ; hence, if a is a 
(p,co, [N( 1/p - 1) J) - atom with support in B(y, r) , 
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for every x E i:N 
< I I - N/p C X - y if O < J x - y { < TT/ 2 
if O < J x+ y] < n/2 
and we have that \lc~al\H(p,o:i) ~ cl!(crta)*\lp,o:i ~ c, with c independent of 
L and of the particular atom. Now if f E Hp(~) , and f = !:: c . a . , wi th 
. J J 
J 
a. 's exceptional or regular (p,o:i,[N(l/p - l)]) - atoms, we have by lemma 11: 
J 
from which the theorem follows. 
Theorem 12 has the following almost immediate consequence. 
Theorem 13: If O < p ::; 1 , 0 < q :S: +<o , and if o > N/p - (N + 1) /2 , 
then maps into boundedly, with norm bounded 
independently of L. Moreover, for every f E H( p, q, ~N) , 
as L ➔ ~ • 
■ 
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Proof: By the previous theorem, if o = N/p
0 







,cc,rN), with norm bounded independently of L. 
Since o > (N - 1) /2 we also have that into 
with norm bounded independently of L. Thus, the theorem follows by 
interpolation. 
Remark: Another proof of the fact that 0 a
1 
maps into 
with norm bounded independently of L, can be obtained without using 
interpolation techniq.ues by noticing that, by lemma 10, the image of a 
(p,cc, [N(l/p - 1)] + 1) - atom centered at y , is a sum of two 
(p,cclN( 1/p - 1)] + 1, e) - molecules, for some e > 1/p - 1 , one molecule 
centered at y, the other at the antipodal point -y. 
■ 
It is possible to prove an analog of theorem 13 for the maximal operator 
c0 , i.e. it is possible to prove that, if O < p ~ 1 and if o is greater 
than the critical index N/p (N + 1) /2, then c 8 is a bounded operator 
from H(p,q,~N) to L(p,q,rN) . Again the result can be easily obtained by 
an interpolation argument. 
' Up to this point only the Cesaro means of distributions on ~ were 
considered. Now we want to finish this chapter by showing how the results 
obtained for the Cesaro means can be extended to another well known sunnnability 
cc 
method. Let be a distribution on 
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The maximal operator associated to the Riesz means of order o is denoted 
i.e. 
' It turns out that every result that holds for the Cesaro means of order 
o of a distribution f, holds also for the Riesz means of the same order. 
The reason of this fact is that the Cesaro and the Riesz means of order o 
are two equivalent methods of summability, as it was shown by M. Riesz. 
Let M be a doubly infinite matrix of complex numbers 
M = • • • 
a O'a 1'··· n, n, 
a ••• 
n, n , 
\ ... , . . . , . . . . . . . .. 
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With every sequence fs} of complex numbers we can associate the sequence 
l n n 
of the "linear means" where t n 
C0 
= L a .s .. 
. 0 n, J J 
J = 
If the sequence 
[tn} n tends to a limit t as n tends to ~, we say that f s } is l n n 
M - sunnnable to t • If whenever the sequence [sn} n tends to a limit s 
we also have that the linear means [tn}n converge to the same limit s, 
we say that the matrix M is regular. The following theorem gives a 
necessary and sufficient condition for a matrix M to be regular. 









L Ja .J < c 
. 0 n, J 
J = 
co 
iii) lim ( L a .) = 1 
n ➔ +:c j =O n,J 
is regular if and only if 
for every j=O,l, ••• 
with C independent on n 
See [Z] for a proof of this theorem. 
.. 
It turns out that the Cesaro 
means of order o and the Riesz means of order o are two equivalent 




= L u . 





o -1 n o 
= (A ) i:: A . u. 
n . 0 
n- J J 
J = 
• 
It is easy to prove that if the sequence [ s} converges to n n 
a limit 
then, if o > 0 , also f o} d '-crn n an converge to s • Moreover, 
and this is the theorem of M. Riesz, even if the sequence [sn}n has no 
limit, the sequence converges to a limit s if and only if the 
s ' 
sequence 0 [p} converges to the same limit 
n n 
s • This implies that there 
exists a regular matirix 
and also the inverse matrix 





M = (b . ) . 
n, J n, J 
is regular. 
Q0 0 
r; a .cr . , 
j = 0 n, J J 
It is easy to 
are lower triangular matrix, i.e. 
a . = b . = 0 if j > n, but the exact form of these two matrices 
n, J n, J 
will be irrelevant for the sequel (see e.g. [Ge] for more on this). 
As to be expected the analogs of theorems 9, 12 and 13 hold for the 
Riesz means of distributions in the Hardy spaces H(p,q,r;N) • 
Theorem 15: Let O < p < 1 , and let o = N/p - (N + 1) /2 . The maximal 
operator is well defined on Hp(~) and it maps this space boundedly 
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Theorem 16: Let p and o be as before. The operator 0 p n maps 
into H(p,oo,~N) boundedly, with norm uniformly bounded independently of 
n • Moreover, for every f E Hp (~N) , 
0 
I\P f - fj\H( ) ➔ 0 n p, oo as n ➔ +<:e 
Theorem 17: If O < p ~ 1 , 0 < q ~ +<:e , and if 8 > N/p - (N + 1) /2 , 
then 8 p maps 
n 
boundedly, with norm uniformli 
bounded independently of n. Moreover, for every fEH(p,q,~N), 
as n ➔ +oo • 
Proof of theorem 15: Let f be a distribution in Hp(~N) . By the previous 
remarks we can write 
Po f = n 
C0 0 
:r: a .a.f 
j = 0 n, J J 
with (a . ) . a regular matrix. Thus 
n J n .. ) ) J 
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< c0f(x) f la .1 
j = 0 n., J 
and, since ( a ) is regular , 
n., j n, j 
o ~ o 
<C f(x) Sup(~ Ja .J) <cc f(x) 
n j = 0 n, J ' 
and the theorem follows from the corresponding result for the maximal 
operator 
I 
Theorem 16 and 17 can be easily proved by similar techniques. We want 
to conclude this chapter with the following result: 
Theorem 18: Let f be a distribution on ~, and let O < p < 1, 
o > N/p - (N + 1) /2 • 
(Ro f E L p (~N) ) • 
if and only if 
Proof: As we observed before, above the critical index N/p - (N + 1) /2 
the operator c
0 to Conversely, we have 
that for every 8, not necessarily greater than N/p - (N+ 1) /2 , 
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f(rx) 
(see [Z]). Consequently 
Since 
p+f(x) = Sup }f(rx)) 
O<r<l 
< ( Sup ( 1 - r) 0 + 1 
O<r<l 
o+l Sup (1-r) 
O<r<l 
if 
and this oeans precisely that f E Hp (i:N) • Since 
o o 2 o 
C f(x) < cR f(x) < c C f(x) 
also 
• 
The proof of this theorem simply reflects the fact that the Abel's (or 
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