Our understanding of macroevolutionary patterns of adaptive evolution has greatly increased with the 10 advent of large-scale phylogenetic comparative methods. Widely used Ornstein-Uhlenbeck (OU) 11 models can describe an adaptive process of divergence and selection. However, inference of the 12 dynamics of adaptive landscapes from comparative data is complicated by interpretational difficulties, 13 lack of identifiability among parameter values and the common requirement that adaptive hypotheses 14 must be assigned a priori. Here we develop a reversible-jump Bayesian method of fitting multi-optima 15 OU models to phylogenetic comparative data that estimates the placement and magnitude of adaptive 16 shifts directly from the data. We show how biologically informed hypotheses can be tested against this 17 inferred posterior of shift locations using Bayes Factors to establish whether our a priori models 18 adequately describe the dynamics of adaptive peak shifts. Furthermore, we show how the inclusion of 19 informative priors can be used to restrict models to biologically realistic parameter space and test 20 particular biological interpretations of evolutionary models. We argue that Bayesian model-fitting of 21 OU models to comparative data provides a framework for integrating of multiple sources of biological 22 data-such as microevolutionary estimates of selection parameters and paleontological 23 timeseries-allowing inference of adaptive landscape dynamics with explicit, process-based biological 24 interpretations. et al. 2008; Uyeda et al. 2011; Eastman et al. 2013). Consequently, the adaptive landscape has 32 the potential to unite micro to macroevolution into a single cohesive theoretical framework (Arnold 33 et al. 2001; Hansen 2012). However, a major disconnect between microevolutionary and 34 macroevolutionary formulations of adaptive landscapes is that microevolutionary studies typically 35 examine static landscapes, whereas macroevolutionary patterns result from the dynamics of adaptive 36 peak movement over long evolutionary timescales (Gavrilets 2004; Hansen 2012). While 37 macroevolutionary models fit to phylogenetic comparative data almost certainly describe the 38 cumulative dynamics of adaptive landscapes, these phenomenological models are disconnected from 39 adaptive landscapes at shorter timescales, and thus, become difficult to interpret in terms of biological 40 1 . CC-BY-ND 4.0 International license not peer-reviewed) is the author/funder. It is made available under a The copyright holder for this preprint (which was . http://dx.doi.org/10.1101/004465 doi: bioRxiv preprint first posted online Apr. 23, 2014; processes. Synthesis will require a unification of theory and data across scales that allows inference of 41 the dynamics of the movement of adaptive landscapes directly from macroevolutionary data (Uyeda 42 et al. 2011).
Introduction 26
The phenotypic adaptive landscape has been widely used as the conceptual foundation for studying 27 phenotypic evolution across micro-to macroevolutionary scales (Arnold et al. 2001) . The concept has 28 been applied to microevolutionary studies of selection (Lande and Arnold 1983), studies of 29 paleontological time-series (Simpson 1944 (Simpson , 1953 Hunt et al. 2008; Reitan et al. 2012) and to stochastic 30 models of trait evolution fit to phylogenetic comparative data (Hansen 1997; Butler and King 2004;  We consider a fully resolved phylogeny with N taxa. We follow Hansen (1997) and Butler and King (2004) and model a multi-optima OU model with discrete adaptive states θ = {θ 0 , ..., θ K }, where θ 0 is 139 the optimum at the root and K is the number of shifts between adaptive optima. The locations of 140 shifts between adaptive states is given by a vector of shift locations mapped onto the phylogeny 141 L = {L 1 , ..., L K } with each L i corresponding to beginning of an adaptive regime assigned to the 142 optimum θ i . Given these parameters, the distribution of tip states Y is multivariate normal with an 143 expectation:
where Y 0 is the root state and W is a matrix of weights used to calculate the weighted average of 145 adaptive optima, discounted by an exponentially decreasing function that depends on the rate 146 parameter α and the elapsed time since the species evolved under a given adaptive optimum (For a full 147 explanation and derivation, see Hansen 1997; Butler and King 2004) . The elements of the 148 variance-covariance matrix for Y are:
where t 0,i is the time from the root to species i, t ij is the total time separating species i and j, and t 0,ij 151 is the total time separating the root and the most recent common ancestor of species i and j.
152
To calculate the likelihood, we assume that Y 0 = θ 0 . Alternatively, the likelihood can be 153 calculated assuming a stationary distribution or by estimating Y 0 . However, we found that assuming a 154 stationary distribution resulted in poor mixing when α was small (which is typical during the 155 beginning stages of the MCMC). We use a pruning algorithm to speed computation and calculate 156 conditional likelihood (as in FitzJohn 2012). We use a reversible-jump algorithm to search among value in 50% of the simulations). Although validation using the posterior quantile test does not guarantee that an implementation is correct, it is a highly sensitive method of testing the null hypothesis that the software is working correctly (Cook et al. 2006) . Parameters were simulated from 287 the prior distribution, which were set as follows: P(α)∼ LogNormal(ln µ=0.25,ln σ=1.5); P(σ 2 ) ∼ 288 LogNormal(ln µ=0.25,ln σ=0.1); P(θ i ) ∼ Normal(µ = 0, σ = 3); P(K) ∼ Conditional Poisson(λ = 10, 289 K max = 32). Data were simulated for each set of parameters on a simulated phylogeny (following the 290 same simulation parameters described above) and posterior distributions were estimated. The quantile 291 of the true parameters are determined within the estimated posterior distribution. If the posterior 292 distribution is estimated correctly, then the distribution of these quantiles across simulations should 293 follow a uniform distribution (Cook et al. 2006) . We tested each of the parameters α, σ 2 , K and θ 0 294 (the root optimum) for deviations from a uniform distribution using a Kolmogorov-Smirinov test.
295
Significant deviations would indicate that the method incorrectly estimates the posterior distribution. 296 We used these same simulations from the posterior quantile test (in which simulation 297 parameters were drawn from the prior distribution) to evaluate the performance of the method in 298 assessing the location of shifts and magnitude of shifts. Thus, we assessed the power of the method to 299 detect shifts across a broad range of possible parameter combinations. Posterior probabilities were 300 calculated for each branch by counting the proportion of posterior samples with a shift on that branch, 301 after excluding the burn-in phase. Consequently, a posterior probability of 0.5 would indicate that half 302 the posterior sample contained that shift on a given branch. We then plotted the posterior probability 303 of each branch against two values. The first we term "regime divergence" and is defined as the log of 304 the ratio between the shift magnitude and the stationary variance of the OU process. The second we 305 term the "scaled age" of the shift, which is the log of the ratio between the age of the shift (in time 306 units before present) and the true phylogenetic half-life value. We expect a relationship between these 307 two ratios and our power to detect shifts because 1) higher values of regime divergence indicate a more 308 dramatic shift relative to the variation within a selective regime and 2) the scaled age is a measure of an extensive prior sensitivity analysis for the prior on the number of shifts. A detailed description of 317 these simulations can be found in the Online Appendix III.
318
Testing specific biological interpretations of evolution
One of the strengths of OU models is that the process and parameters describe the dynamics of 320 adaptive evolution in biologically interpretable quantities. However, whether or not we can interpret
321
OU models fit to the deep timescales of phylogenetic comparative data as-for example-stabilizing 322 selection and genetic drift, has generally been addressed with only qualitative arguments. The utility 323 (and in some cases drawback) of the Bayesian approach is that it allows/requires the use of priors on 324 parameter values. We use this feature in bayou to allow the specification of informative priors on 325 parameter values that correspond to particular biological interpretations of the OU process. For 326 example, rather than specifying a prior on α and σ 2 , we may instead have prior information on 327 phylogenetic half-life or stationary variance. Reparameterization of the model in this way would 328 provide a useful way to incorporate prior information on the width of niches, adaptive peaks, adaptive 329 zones or the rate of adaptation toward a phenotypic optimum.
330
We use the quantitative genetic model of Lande (1976) , who showed that genetic drift around a 331 stationary Gaussian adaptive peak results in a OU process with parameters:
where h 2 is the trait heritability, V P is the phenotypic variance, ω 2 is the width of the adaptive 333 landscape, and N e is the variance effective population size. We allow specification of this model in 334 bayou and use informative priors on these parameters to constrain the model to realistically reflect this 335 particular biological interpretation. Note that the branch lengths of the phylogeny should be expressed 336 in number of generations in order to fit such a model. Furthermore, we assume that all parameters are 337 constant across the phylogeny, an assumption that is likely to be violated.
338
To test the utility of this method, we compared models fit using either an unconstrained centered on values of parameters typical of comparative data, effort was made to make them broad 344 enough to also have a some significant prior density on the values generated under Lande-model priors.
345
As before, we simulated 64-taxa trees, but scaled trees to 50 million years old and a generation time of 346 5 years. Simulated data were drawn by drawing parameter values from either the QG or OU F ree prior 347 distributions. We included normally distributed measurement error in both the simulation and 348 estimation of the data, with a error variance of σ 2 = 0.05 2 . from a distinct distribution and are best thought of as temporary shifts to high rates of evolution. By 391 contrast, OU models use the same α parameter to control the rate of adaptation to a new optimum 392 before and after a shift, and therefore cannot combine rapid jumps in mean with BM-like evolution.
393
We use the Jaffe et al. (2011) dataset to demonstrate the utility of bayou, and to compare to 394 existing approaches. We analyzed the OU habitat model in bayou by constraining the location of shifts 395 and regimes to be the same as the model of Jaffe et al. (2011), except we allowed the location of the 396 shift to move freely along the branch (rather than constraining it to occur at the nodes). We replicated 397 maximum likelihood estimates for the OU habitat model to obtain comparable estimates of parameters 398 using the R package OUwie (Beaulieu et al. 2012). We then compared this to an unconstrained bayou 399 model that allows shifts to be assigned freely among the various branches. Note that these models are 400 not nested, because in the OU habitat model regimes are convergent, whereas in the unconstrained 401 model, each shift is given its own unique adaptive regime. Priors on the parameters in all runs were 402 assigned as follows: P(α)∼ LogNormal(ln µ=-5,ln σ=2.5); P(σ 2 ) ∼ LogNormal(ln µ=0,ln σ=2); P(θ i )
403
∼ Normal(µ = 3.5, σ = 1.5); P(k) ∼ Conditional Poisson(λ = 15, k max = 113).
404
We compared these models by comparing the posterior probabilities of shifts on each branch in 405 the bayou unconstrained run to the locations of the shifts in the OU habitat hypothesis. Furthermore, we 406 evaluated overall model support for the constrained vs. the unconstrained model by using expected to produce lower marginal likelihoods than more specific priors, and thus these tests favor 412 constrained models. Furthermore, the OU habitat model has fewer parameters than the unconstrained 413 bayou model with the same number of shifts due to evolutionary convergence.
414
In addition to comparing the unconstrained and constrained model in a Bayesian framework, we compared our method to the method of Ingram and Mahler (2013) that no method, however, will retrieve an automatic determination of whether a model is correct or 578 not, only whether the correlative pattern and model is consistent with a given biological interpretation.
579
The discretion of the researcher is needed to adequately interpret the reasonableness of the results 580 produced by bayou.
581
Just as a clear understanding of the mechanisms behind molecular evolution have 582 revolutionized methods of phylogenetic inference (Kimura 1980 (Kimura , 1984 Felsenstein 1981) selection is known to be quite weak or if the underlying dynamics of adaptive landscapes are 595 well-described by the model of peak movement. The potential for incorporating prior information is 596 not limited to QG data. OU models have been effectively implemented to fit to fossil timeseries on 597 timescales intermediate between microevolutionary, and phylogenetic scales (Hunt 2007 (Hunt , 2008 (Hunt , 2013 598 Reitan et al. 2012). The possibility of uniting these different data sources using either a single, 599 phylogeny-based modeling framework, or by using the results of models fit to fossil data to inform the 600 priors for comparative data (for example) provides rich avenue for unification of microevolutionary, 601 fossil and macroevolutionary data.
602
Some may view the reversible-jump framework proposed in this study to be a data-mining tool 603 that will lead to over-fitting of non-biologically relevant statistical noise. We agree that biologically θ ∼Norm(lnµ = 0, lnσ = 0.5) (-1.2; 0; 1.2) K ∼CondPoisson(λ = 15, K max = 32) (7; 15; 25) *This prior on α puts about ∼20% of the probability density on a phylogenetic half-life less than the average youngest splits in the simulated phylogenies (∼1 my, white noise-like evolution) and ∼30% of the probability density above the tree height (50 my, i.e. BM-like evolution). Aln 2/αCDEFGNumber of shifts 1 5 7 8 9 10 11 13 20 50 0 0.5 1 1.5 2HIJK: Relationship between regime divergence ((θ 2 − θ 1 )/ V y ), the scaled age of the shift (shift age/phylogenetic half-life) and the posterior probability of detecting a shift. All branches from each 64taxon tree were plotted to estimate this surface using ordinary kriging to visualize the relationship. Prior probability of a branch being selected is 0.0827. Branches without shifts were given a small divergence value (log(0.01)) and correspond to the left-most data in the plot. 
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Quantile of true value 0 0.25 0.5 0.75 1 Root (θ 0 ) Quantile of true value0 0.25 0.5 0.75 1 Figure 4 : Cumulative distribution plots for posterior quantiles for selected parameters. If posteriors are estimated accurately, then the quantiles of true values of the parameters across simulated datasets should be uniformly distributed (Cook et al. 2006 ) and follow the dotted lines, which indicate the expected cumulative distribution function for a uniform distribution. Each MCMC was run for 200,000 generations and the first 30% of the samples were discarded as burnin. Runs in which Gelman's R failed to reach below 1.1 at the end of the run were removed. A total of 938 simulations were used after removing runs that did not reach convergence. (QG, right) . Both OU F ree and QG models were then fit to the data, and marginal likelihoods were estimated using stepping-stone modeling to obtain Bayes Factors (BF). 2 ln BF are shown, with values above 0 (dotted gray line) indicating that the true model was favored. A total of 10 simulations were run under each model (see text for details). 
