Strong-Feller property for Navier-Stokes equations driven by space-time
  white noise by Zhu, Rongchan & Zhu, Xiangchan
ar
X
iv
:1
70
9.
09
30
6v
2 
 [m
ath
.PR
]  
29
 Se
p 2
01
7
Strong-Feller property for Navier-Stokes
equations driven by space-time white noise ∗
Rongchan Zhua,c, Xiangchan Zhub,c,† ‡
aDepartment of Mathematics, Beijing Institute of Technology, Beijing 100081, China
bSchool of Science, Beijing Jiaotong University, Beijing 100044, China
cDepartment of Mathematics, University of Bielefeld, D-33615 Bielefeld, Germany
Abstract
In this paper we prove strong Feller property for the Markov semigroups associated to the
two or three dimensional Navier-Stokes (N-S) equations driven by space-time white noise using
the theory of regularity structures introduced by Martin Hairer in [14]. This implies global
well-posedness of 2D N-S equation driven by space-time white noise starting from every initial
point in Cη for η ∈ (−1
2
, 0).
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1 Introduction
In this paper, we consider the two dimensional (2D) and three dimensional (3D) Navier-Stokes
equation driven by space-time white noise: Recall that the Navier-Stokes equations describe
the time evolution of an incompressible fluid (see [23]) and are given by
∂tu+ u · ∇u =ν∆u−∇p+ ξ
u(0) =u0, divu = 0
(1.1)
where u(t, x) ∈ Rd, d = 2, 3, denotes the value of the velocity field at time t and position x,
p(t, x) denotes the pressure, and ξ(t, x) is an external force field acting on the fluid. We will
consider the case when x ∈ Td, d = 2, 3, the d-dimensional torus. Our mathematical model for
the driving force ξ is a Gaussian field which is white in time and space.
RandomNavier-Stokes equations, especially the stochastic 2D Navier-Stokes equation driven
by trace-class noise, have been studied in many articles (see e.g. [8], [15], [4], [20] and the
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reference therein). In the two dimensional case, existence and uniqueness of strong solutions
have been obtained if the noisy forcing term is white in time and colored in space. In the
three dimensional case, existence of martingale (=probabilistic weak) solutions, which form a
Markov selection, have been constructed for the stochastic 3D Navier-Stokes equation driven
by trace-class noise in [9], [6], [12]. Furthermore, the ergodicity has been obtained for every
Markov selection of the martingale solutions if driven by non-degenerate trace-class noise (see
[9]).
This paper aims at proving the strong Feller property to the equation (1.1) when ξ is space-
time white noise. Such a noise might not be relevant for the study of turbulence. However, in
other cases, when a flow is subjected to an external forcing with a very small time and space
correlation length, a space-time white noise may be appropriate to model in this situation.
In the two dimensional case, the Navier-Stokes equation driven by space-time white noise
has been studied in [5], where a unique global solution starting from almost every point has
been obtained by using the Gaussian invariant measure for the equation.
In the three dimensional case, we use the theory of regularity structures introduced by
Martin Hairer in [14] and the paracontrolled distribution proposed by Gubinelli, Imkeller and
Perkowski in [11] and obtain existence and uniqueness of local solutions to the stochastic 3D
Navier-Stokes equations driven by space-time white noise in [25]. Recently, these two ap-
proaches have been successful in giving a meaning to a lot of ill-posed stochastic PDEs like the
Kardar-Parisi-Zhang (KPZ) equation ([19], [1], [13]), the dynamical Φ43 model ([14], [2]) and so
on. By these theories Markov semigroups generated by the solutions can be constructed.
Recently, there are some papers studying the long time behavior of the Markov semigroup
associated to singular stochastic PDEs. In [22] Michael Ro¨ckner and the authors of this paper
show that the Markov semigroup for the dynamical Φ42 model converges to the Φ
4
2 measure
by using asymptotic coupling method developed in [18]. By this and [21] we can give some
characterization of the Φ42 field. In [24] the authors obtain the strong Feller property for the
dynamical P (Φ)2 model and also the exponential ergodicity of the dynamical Φ
4
2 model. In
[17], strong Feller property for the Markov semigroups generated by a large class of singular
stochastic PDEs has been obtained, which is a very useful ingredient to establish the ergodicity
of a given Markov process.
It is very natural to ask whether the solutions to the stochastic Navier-Stokes equations
driven by space-time white noise in dimensions 2 and 3 as constructed in [5], [25] also satisfy
the strong Feller property. Because of the presence of the Leray projection, the results in
[17] cannot be applied in this case directly. In this paper we obtain strong Feller property
of the solutions to the stochastic Navier-Stokes equations driven by space-time white noise in
dimensions 2 and 3 by using the abstract result developed in [17, Section 2].
This paper is organized as follows. In Section 2, we recall the regularity structure theory and
the framework to obtain local existence and uniqueness of solutions to the 3D N-S equations
driven by space-time white noise. In Section 3, we apply the abstract result developed in [17,
Section 2] to deduce the strong Feller property of the semigroup associated to the 3D N-S
equation driven by space-time white noise. 2D case has been considered in Section 4. By using
the strong Feller property we obtain a unique global solution starting from every initial point
in Cη, η ∈ (−1
2
, 0) in Section 4. In Appendix we recall the abstract assumptions in [17].
2
2 N-S equation by regularity structure theory
2.1 Preliminary on regularity structure theory
In this subsection we recall some preliminaries for the theory of regularity structures from [14]
and [16]. From this section we fixed a scaling s = (s0, 1, ..., 1) of R
d+1. We call |s| = s0 + d
scaling dimension. We define the associate metric on Rd+1 by
‖z − z′‖s :=
d∑
i=0
|zi − z
′
i|
1/si .
For k = (k0, ..., kd) we define |k|s =
∑d
i=0 siki.
Definition 2.1 A regularity structure T = (A, T,G) consists of the following elements:
(i) An index set A ⊂ R such that 0 ∈ A, A is bounded from below and locally finite.
(ii) A model space T , which is a graded vector space T = ⊕α∈ATα, with each Tα a Banach
space. Furthermore, T0 is one-dimensional and has a basis vector 1. Given τ ∈ T we write
‖τ‖α for the norm of its component in Tα.
(iii) A structure group G of (continuous) linear operators acting on T such that for every
Γ ∈ G, every α ∈ A and every τα ∈ Tα one has
Γτα − τα ∈ T<α :=
⊕
β<α
Tβ.
Furthermore, Γ1 = 1 for every Γ ∈ G.
Now we have the the usual polynomial regularity structure T¯ =
⊕
n∈N T¯n given by all
polynomials in d + 1 indeterminates, let us call them X0, ..., Xd, which denote the time and
space directions respectively. Denote Xk = Xk00 · · · X
kd
d with k a multi-index. In this case,
A = N and T¯n denote the space of monomials that are homogeneous of degree n. The structure
group can be defined by ΓhX
k = (X − h)k, h ∈ Rd+1.
Given a smooth compactly supported test function ϕ, x, y ∈ Rd, λ > 0, we define
ϕλx(y) = λ
−dϕ(
y − x
λ
).
Denote by Br the set of smooth test functions ϕ : Rd 7→ R that are supported in the centred
ball of radius 1 and such that their derivatives of order up to r are uniformly bounded by 1.
We denote by S ′ the space of all distributions on Rd.
Now we give the definition of a model, which is a concrete way of associating every element
in the abstract regularity structure to the actual Taylor polynomial at every point. For the
Navier-Stokes equation we need to consider heat kernel composed with the Leray projection,
which is not smooth on Rd+1\{0}. So we cannot apply [14, Lemma 5.5] directly. Instead we
use the inhomogeneous modelled distribution introduced in [16].
Definition 2.2 Given a regularity structure T, an inhomogeneous model (Π,Γ,Σ) consists
of the following three elements:
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• A collection of maps Γt : Rd × Rd → G parametrized by t ∈ R, such that
Γtxx = 1, Γ
t
xyΓ
t
yz = Γ
t
xz,
for any x, y, z ∈ Rd and t ∈ R, and the action of Γtxy on polynomials is given as above
with h = (0, y − x).
• A collection of maps Σx : R×R→ G, parametrized by x ∈ Rd, such that, for any x ∈ Rd
and s, r, t ∈ R, one has
Σttx = 1, Σ
sr
x Σ
rt
x = Σ
st
x , Σ
st
x Γ
t
xy = Γ
s
xyΣ
st
y ,
and the action of Σstx on polynomials is given as above with h = (t− s, 0).
• A collection of linear maps Πtx : T → S
′, such that
Πty = Π
t
xΓ
t
xy, (Π
t
xX
(0,k¯))(y) = (y − x)k¯, (ΠtxX
(k0,k¯))(y) = 0,
for all x, y ∈ Rd, t ∈ R, k¯ ∈ Nd, k0 ∈ N such that k0 > 0.
Moreover, for any γ > 0 and every T > 0, there is a constant C for which the analytic bounds
|〈Πtxτ, ϕ
λ
x〉| ≤ C‖τ‖lλ
l, ‖Γtxyτ‖m ≤ C‖τ‖l|x− y|
l−m,
‖Σstx τ‖m ≤ C‖τ‖l|t− s|
(l−m)/s0 ,
holds uniformly over all τ ∈ Tl, l ∈ A with l < γ, all m ∈ A such that m < l, and all test
functions ϕ ∈ Br with r > − inf A, and all t, s ∈ [−T, T ] and x, y ∈ Rd such that |t − s| ≤ 1
and |x− y| ≤ 1.
For a model Z = (Π,Γ,Σ) we denote by ‖Π‖γ;T , ‖Γ‖γ;T and ‖Σ‖γ;T the smallest constants
C such that the bounds on Π,Γ and Σ in the above analytic bounds hold. Furthermore, we
define
9Z9γ;T := ‖Π‖γ;T + ‖Γ‖γ;T + ‖Σ‖γ;T .
If Z¯ = (Π¯, Γ¯, Σ¯) is another model we define
9Z; Z¯9γ;T := ‖Π− Π¯‖γ;T + ‖Γ− Γ¯‖γ;T + ‖Σ− Σ¯‖γ;T ,
This gives a natural topology for the space of all models for a given regularity structure. In the
following we consider the models are periodic in space, which allows us to require the bounds
to hold globally.
Now we have the following definition for the spaces of distributions Cα, α < 0, which is an
extension of the definition of Ho¨lder space to include α < 0.
Definition 2.3 For α < 0, Cα consists of the closure of smooth compact functions under the
norm
‖η‖α := sup
x∈Rd
sup
ϕ∈Br
sup
λ≤1
λ−α|η(ϕλx)| <∞.
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We also have the following definition of spaces of inhomogeneous modelled distributions,
which are the Ho¨lder spaces on the regularity structure.
Definition 2.4 Given a model Z = (Π,Γ,Σ) for a regularity structure T as above. Then for
any γ > 0 and η ∈ R, the space Dγ,η consists of all functions H : (0, T ]× Rd →
⊕
α<γ Tα such
that
9H9γ,η;T := ‖H‖γ,η;T + sup
s 6= t ∈(0, T ]
|t− s| ≤|t, s|
s0
0
sup
x∈Rd
sup
l<γ
‖Ht(x)− ΣtsxHs(x)‖l
|t− s|(γ−l)/s0 |t, s|η−γ0
<∞,
with
‖H‖γ,η;T := sup
t∈(0,T ]
sup
x∈Rd
sup
l<γ
|t|(l−η)∨00 ‖Ht(x)‖l + sup
t∈(0,T ]
sup
x 6= y ∈R
d
|x− y| ≤1
sup
l<γ
‖Ht(x)− ΓtxyHt(y)‖l
|x− y|γ−l|t|η−γ0
,
Here we wrote ‖τ‖l for the norm of the component of τ in Tl and |t|0 := |t|
1
s0 ∧ 1 and |t, s|0 :=
|t|0 ∧ |s|0.
For H ∈ Dγ,η and H¯ ∈ D¯γ,η (denoting by D¯γ,η the space built over another model (Π¯, Γ¯, Σ¯)),
we also set
‖H ; H¯‖γ,η;T := sup
t∈(0,T ]
sup
x∈Rd
sup
l<γ
|t|(l−η)∨00 ‖Ht(x)− H¯t(x)‖l
+ sup
t∈(0,T ]
sup
x 6= y ∈R
d
|x− y| ≤1
sup
l<γ
‖Ht(x)− ΓtxyHt(y)− H¯t(x) + Γ¯
t
xyH¯t(y)‖l
|x− y|γ−l|t|η−γ0
,
9H ; H¯9γ,η;T := ‖H ; H¯‖γ,η;T + sup
s 6= t ∈(0, T ]
|t− s| ≤|t, s|0
sup
x∈Rd
sup
l<γ
‖Ht(x)− Σ
ts
xHs(x)− H¯t(x) + Σ¯
ts
x H¯s(x)‖l
|t− s|(γ−l)/s0 |t, s|η−γ0
,
which gives a natural distance between elements H ∈ Dγ,η and H¯ ∈ D¯γ,η.
Given a regularity structure, we say that a subspace V ⊂ T is a sector of regularity α if it
is invariant under the action of the structure group G and it can be written as V = ⊕β∈AVβ
with Vβ ⊂ Tβ , and Vβ = {0} for β < α. We will use Dγ,η(V ) to denote all functions in Dγ,η
taking values in V .
The reconstruction theorem, which defines the so-called reconstruction operator, is one of
the most fundamental result in the regularity structures theory.
Theorem 2.5 (cf. [16, Theorem 2.11]) Given a model Z = (Π,Γ,Σ) for a regularity structure
T with α := minA . Then for every η ∈ R, γ > 0 and T > 0, there is a unique family of linear
operators Rt : Dγ,η → Cα(Rd), parametrised by t ∈ (0, T ], such that the bound
|〈RtHt − Π
t
xHt(x), ϕ
λ
x〉| . λ
γ |t|η−γ0 ‖H‖γ,η;T‖Π‖γ;T ,
holds uniformly in H ∈ Dγ,η, t ∈ (0, T ], x ∈ Rd, λ ∈ (0, 1] and ϕ ∈ Br with r > −α + 1.
5
Suppose that K is a 2-regularising kernel in the sense of [14, Section 5] and we will write
Kt(x) = K(z), for z = (t, x). We say that a model Z = (Π,Γ,Σ) realises K for an abstract
integration map I if, for every α ∈ A, every τ ∈ Tα and every x ∈ Rd, one has
Πtx(Iτ + Jt,xτ)(y) =
∫
R
〈ΠsxΣ
st
x τ,Kt−s(y − ·)〉ds. (2.1)
Here
Jt,xτ =
∑
|k|s<α+β
Xk
k!
∫
R
〈ΠsxΣ
st
x τ,D
kKt−s(x− ·)〉ds,
where k ∈ Nd+1 and the derivative Dk is in time-space. Moreover, we require that
Γtxy(I + Jt,y) = (I + Jt,x)Γ
t
xy, Σ
st
x (I + Jt,x) = (I + Js,x)Σ
st
x , (2.2)
for all s, t ∈ R, and x, y ∈ Rd.
Using I we can also introduce the operator Kγ acting on modelled distribution similarly as
in [16] and [25].
In order to deal with the Leray Projection, we have to consider convolution with the singular
kernel for space variable. As in [14] we introduce an abstract integration map I0 : T → T to
provide an ”abstract” representation of the Leray Projection operating at the level of the
regularity structure. In the regularity structure theory I0 is a linear map from T to T such
that I0Tα ⊂ Tα and I0T¯ = 0 and for every Γ ∈ G, τ ∈ T one has ΓI0τ − I0Γτ ∈ T¯ .
We say that P is a 0-regularising kernel on Rd if one can write P =
∑
n≥0 Pn, where each
Pn : R
d → R is smooth and compactly supported in a ball of radius 2−n around the origin.
Furthermore, we assume that for every multi-index k, one has a constant C such that
sup
x
|DkPn(x)| ≤ C2
n(d+|k|),
holds uniformly in n. Finally, we assume that
∫
Pn(x)E(x)dz = 0 for every polynomial E
of degree at most r for some sufficiently large value of r. A model Z = (Π,Γ,Σ) realises a
0-regularising kernel P on Rd for an abstract integration map I0 if, for every α ∈ A, every
τ ∈ Tα and every x ∈ Rd, one has
Πtx(I0τ + J
0
t,xτ)(y) = 〈Π
t
xτ, P (y − ·)〉, (2.3)
where
J 0t,xτ =
∑
|k|<α
Xk
k!
〈Πtxτ,D
kP (x− ·)〉,
with k ∈ Nd and the derivative Dk being the space derivative. Moreover, we require that
Γtxy(I0 + J
0
t,y) = (I0 + J
0
t,x)Γ
t
xy, Σ
st
x (I0 + J
0
t,x) = (I0 + J
0
s,x)Σ
st
x , (2.4)
for all s, t ∈ R, and x, y ∈ Rd.
Now we introduce the following operator acting on modelled distribution H ∈ Dγ,η with
γ + β > 0:
(Pγ,tHt)(x) := I0Ht(x) + J
0
t,xHt(x) + (N
0
γ,tHt)(x).
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Here
(N 0γ,tHt)(x) :=
∑
|k|<γ
Xk
k!
〈RtHt −Π
t
xHt(x), D
kP (x− ·)〉,
where k ∈ Nd and the derivative Dk is in space. By [25, Theorem 2.7] we have
Rt(Pγ,tHt)(x) = 〈RtHt, P (x− ·)〉.
In the following we extend [14, Thm 5.14] for the inhomogeneous model.
Proposition 2.6 Let T = (A, T,G) be a regularity structure containing the canonical regu-
larity structure. Let V ⊂ T be a sector of order γ¯. Let W ⊂ V be a subsector of V and let K
be a 2-regularising kernel and P be a 0-regularising kernel on Rd. Let (Π,Γ,Σ) be a model for
T, and let I : W → T be an abstract integration map of order 2 such that Π realises K for I
and let I0 : W → T be an abstract integration map of order 0 such that Π realises P for I0.
Then, there exists a regularity structure Tˆ containing T, a model (Πˆ, Γˆ, Σˆ) for Tˆ extending
(Π,Γ,Σ), and abstract integration maps Iˆ of order 2, Iˆ0 of order 0 acting on Vˆ = ιV such that:
• The model Πˆ realises K for Iˆ and realises P for Iˆ0.
• The map Iˆ and Iˆ0 extend I and I0 in the sense that Iˆιa = ιIa, Iˆ0ιa = ιI0a for every
a ∈ W .
Furthermore, the map (Π,Γ,Σ) 7→ (Πˆ, Γˆ, Σˆ) is locally bounded and Lipschitz continuous.
Proof As in [14, Theorem 5.14] we can assume without loss of generality that the sector V is
given by a finite sum V = Vα1 ⊕ Vα2 ⊕ ... ⊕ Vαn , where the αi are an increasing sequence of
elements in A, and Wαk = Vαk for k < n. We then denote by W¯ the complement of Wαn in Vαn
so that Vαn = Wαn ⊕ W¯αn . By similar arguments as in the proof of [14, Theorem 5.14] we can
extend the regularity structure Tˆ = T ⊕W¯ with β = 2 and define Iˆ similarly. For a ∈ T, b ∈ W¯
we define Πˆtx to be given by
Πˆtx(a, b) = Π
t
xa+
∫
R
〈ΠsxΣ
st
x b(dy), Kt−s(· − y)〉ds−Π
t
xJt,xb,
where Jt,x is given by (2.1). By [14, Lemma 5.19] Πˆ
t
x satisfies the required bounds when tested
against smooth test functions that are localized near x. We set
Γˆtxy = (Γ
t
xy,M
t
xy), M
t
xyb = Jt,xΓ
t
xyb− Γ
t
xyJt,yb.
Σˆtsx = (Σ
ts
x ,M
ts
x ), M
ts
x b = Jt,xΣ
ts
x b− Σ
ts
x Js,xb.
The corresponding algebraic identity and the corresponding analytic bounds can be obtained
by similar arguments as in the proof of [14, Theorem 5.14]. Furthermore, similarly we can
extend the regularity structure with β = 0 and define Iˆ0 similarly. For a ∈ Tˆ , b ∈ W¯ we define
ˆˆ
Πtx to be given by
ˆˆ
Πtx(a, b) = Πˆ
t
xa+ 〈Π
t
xb(dy), P (· − y)〉 −Π
t
xJ
0
t,xb,
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where J0t,x is given by (2.3). By [14, Lemma 5.19]
ˆˆ
Πtx satisfies the required bounds when tested
against smooth test functions that are localized near x. We set
ˆˆ
Γtxy = (Γˆ
t
xy, Mˆ
t
xy), Mˆ
t
xyb = J
0
t,xΓ
t
xyb− Γ
t
xyJ
0
t,yb.
ˆˆ
Σtsx = (Σˆ
ts
x , Mˆ
ts
x ), Mˆ
ts
x b = J
0
t,xΣ
ts
x b− Σ
ts
x J
0
s,xb.
The corresponding algebraic identity and the analytic bounds for Γˆtxy, Mˆ
t
xyb and Σˆ
ts
x can be
checked by similar arguments as in the proof of [14, Theorem 5.14]. To obtain the analytic
bounds for Mˆstx , we introduce the following model for T :
(Π˜(t,x)τ)(s, y) = (Π
s
xΣ
st
x τ)(y), Γ˜(t,x),(s,y) = Γ
t
xyΣ
ts
y = Σ
ts
x Γ
s
xy,
which is a model in the original sense of [14, Def 2.17]. For τ ∈ Tl, k ∈ N3, consider
((J 0t,xΣ
ts
x − Σ
ts
x J
0
s,x)τ)k,
with J 0 defined in (2.3). We decompose J 0 as J 0 =
∑
n≥0J
0,(n)
t,x , where the nth term in each
sum is obtained by replacing P by Pn in the expressions for J
0. Moreover, for τ ∈ Tl
(J 0,(n)t,x Σ
ts
x τ)k =
1
k!
∑
|k|<ζ<l
〈ΠtxQζΣ
ts
x τ,D
kPn(x− ·)〉,
(Σtsx J
0,(n)
s,x τ)k =
1
k!
〈Πsxτ,D
kPn(x− ·)〉,
where Qζa denotes the component of a in Tζ . We first consider the case 2−n ≤ |t − s|
1
2 : by
Definition 2.2 we have
|(J 0,(n)t,x Σ
ts
x τ)k| .
∑
|k|<ζ<l
2n|k|2−nζ|s− t|
l−ζ
2 .
∑
δ<0
|t− s|
l−|k|+δ
2 2δn,
and
|(Σtsx J
0,(n)
s,x τ)k| . 2
n|k|2−nl .
∑
δ<0
|t− s|
l−|k|+δ
2 2δn.
For the case that |t− s|
1
2 ≤ 2−n we have
(J 0,(n)t,x Σ
ts
x τ)k − (Σ
ts
x J
0,(n)
s,x τ)k
=−
1
k!
∑
ζ≤|k|
〈ΠtxQζΣ
ts
x τ,D
kPn(x− ·)〉+
1
k!
〈ΠtxΣ
ts
x τ − Π
s
xτ,D
kPn(x− ·)〉
= : T k1 + T
k
2 ,
For T k1 we have
|T k1 | .
∑
ζ<|k|
2n|k|2−nζ |s− t|
l−ζ
2 .
∑
δ>0
|t− s|
l−|k|+δ
2 2δn,
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where the sum runs over a finite number of exponents. In the following we consider T k2 :
|T k2 | =
1
k!
|〈Π˜(s,x)τ(t, ·)− Π˜(s,x)τ(s, ·), D
kPn(x− ·)〉|
= lim
m→∞
1
k!
|
∑
(s0,y)∈Λsm
〈Π˜(s,x)τ, ϕ
m,s
(s0,y)
〉〈ϕm,s(s0,y)(t)− ϕ
m,s
(s0,y)
(s), DkPn(x− ·)〉|,
where {ϕm,s(s0,y)} ⊂ C
r is the wavelet basis introduced in [14, Section 3], Λsm = {
∑d
j=0 2
−msjkjej :
kj ∈ Z}, with ej denoting the jth element of the canonical basis of Rd+1. By the definition of
the model we have
|〈Π˜(s,x)τ, ϕ
m,s
(s0,y)
〉| =|〈Π˜(s0,y)Γ˜(s0,y),(s,x)τ, ϕ
m,s
(s0,y)
〉|
.
∑
l0<l
‖(s, x)− (s0, y)‖
l−l0
s 2
−
m|s|
2
−l0m.
For 〈ϕm,s(s0,y)(t)−ϕ
m,s
(s0,y)
(s), DkPn(x−·)〉 we choosem large enough such that 2−m ≤ |t−s|
1
s0 ≤ 2−n.
In this case by a similar calculation as in the proof of [14, Theorem 3.10] we know that
|〈ϕm,s(s0,y)(t)− ϕ
m,s
(s0,y)
(s), DkPn(x− ·)〉| . 2
n|k|2−
3m
2
−rm2n(3+r)2
s0
2
m.
Furthermore, |〈ϕm,s(s0,y)(t)−ϕ
m,s
(s0,y)
(s), DkPn(x−·)〉| = 0 unless |x− y| . 2−n and |s− s0|
1
s0 ∧ |t−
s0|
1
s0 . 2−m. Thus we have
|T k2 | . lim
m→∞
∑
l0<l
23m2−3n2−
m|s|
2
−l0m2−n(l−l0)2n|k|2−
3m
2
−rm2n(3+r)2m
.
∑
l0<l
lim
m→∞
2−lm2n|k|2(l−l0−r)(m−n)
.
∑
δ>0
|t− s|
l−|k|+δ
2 2δn,
where the sum runs over a finite number of exponents and in the first inequality we used the
factor 23m2−3n counts the number of non-zero terms appearing in the sum over (s0, y) and in
the last inequality we choose m large enough such that 2−m < |t− s|
1
2 and r large enough such
that r > l− l0. Taking the sum over n we obtain the desired bounds for ‖Mˆ tsx τ‖k and the result
follows. 
2.2 N-S equation on T3
In this subsection we recall the regularity structure theory for the 3D Navier-Stokes equations
on T3 driven by space-time white noise in [25]. In this case we have the scaling s = (2, 1, 1, 1),
so that the scaling dimension of space-time is 5. Since the heat kernel G is smooth on R4\{0}
and has the scaling property G( t
δ2
, x
δ
) = δ3G(t, x) for δ > 0, by [14, Lemma 5.5] it can be
decomposed into K +R where K is a 2-regularising kernel and R ∈ C∞
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We know that the kernel P ij, i, j = 1, 2, 3, for the Leray projection is smooth on R3\{0} and
has the scaling property P ij(x
δ
) = δ3P ij(x) for δ > 0, by [14, Lemma 5.5] it can be decomposed
into P¯ ij +Rij0 , i, j = 1, 2, 3, where P¯
ij is a 0-regularising kernel on R3 and Rij0 ∈ C
∞. Define
Kij := K ∗ P¯ ij.
Consider the regularity structure generated by the stochastic N-S equation with β = 2. In
the regularity structure we use symbol the Ξi to replace the driving noise ξ
i. We introduce the
integration map I associated with K and the integration map Iij0 associated with P¯
ij, which
helps us to define Kγ and P¯ ijγ . We also need the integration maps I
ii1
0,k, i, i1 = 1, 2, 3, Ik for a
multiindex k, which represents integration against DkP ii1, i, i1 = 1, 2, 3, D
kK respectively.
To apply the regularity structure theory we write the equation as follows: for i = 1, 2, 3
∂tv
i
1 =ν∆v
i
1 +
3∑
i1=1
P ii1ξi1 , divv1 = 0,
∂tv
i =ν∆vi −
3∑
i1,j=1
P ii1
1
2
Dj [(v
i1 + vi11 )(v
j + vj1)], divv = 0.
(2.5)
Then v1+v is the solution to the 3D Navier-Stokes equations driven by space-time white noise.
Now we consider the second equation in (2.5). Define for i, j, i1 = 1, 2, 3,
Iij := Iij0 I, I
ij
i1
:= Iij0 Ii1
M
ij
F = {1, I
ii1(Ξi1), I
jj1(Ξj1), I
ii1(Ξi1)I
jj1(Ξj1), Ui, Uj , UiUj, I
ii1(Ξi1)Uj , UiI
jj1(Ξj1), i1, j1 = 1, 2, 3},
where the product is commutative and associative. Then we build subsets {P in}n≥0, {Un}n≥0
and {Wn}n≥0 by the following algorithm: For i, j = 1, 2, 3, set W
ij
0 = P
i
0 = U0 = ∅ and
W ijn =W
ij
n−1 ∪
⋃
Q∈Mij
F
Q(P in−1,P
j
n−1),
P in = {X
k} ∪ {Iii1i2 (τ) : τ ∈ W
i1i2
n−1, i1, i2 = 1, 2, 3},
Un = {Ii2(τ) : τ ∈ W
i1i2
n−1, i1, i2 = 1, 2, 3},
and
FF :=
⋃
n≥0
(
3⋃
i,j=1
W ijn ∪ Un).
Then FF contains the elements required to describe both the solution and the terms in the
equation (2.5). We denote by HF the set of finite linear combinations of elements in FF . For
each τ ∈ F a degree |τ |s is obtained by setting |1|s = 0,
|τ τ¯ |s = |τ |s + |τ¯ |s,
for any two formal expressions τ and τ¯ in F such that
|Ξi|s = α, |Xi|s = si, |Ik(τ)|s = |τ |s + 2− |k|s, |I
ii1
0,k(τ)|s = |τ |s − |k|s,
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for α ∈ (−13
5
,−5
2
). Let T = HF with Tγ = 〈{τ ∈ FF : |τ |s = γ}〉, A = {|τ |s : τ ∈ FF} and let
the structure groupGF be as in [25]. Then by [25, Theorem 2.8] we know that TF = (A,HF , GF )
defines a regularity structure T. We also recall the following definition from [25, Definition 2.10].
Definition 2.7 A model (Π,Γ,Σ) for T is admissible if it satisfies
(Σstx τ τ¯ ) = (Σ
st
x τ)(Σ
st
x τ¯ ), (Γ
t
xyτ τ¯ ) = (Γ
t
xyτ)(Γ
t
xyτ¯ ), (2.6)
and furthermore realizes K, P¯ ij, i, j = 1, 2, 3, for I, Iij0 respectively. We denote by MF the set
of admissible models.
Using the same tree notation from [25] we can denote F0 := T<0 as follows:
For Ξ we simply draw a dot. The integration map Iij is then represented by a downfacing
line while the integration map I0Ij is then represented by a downfacing dotted line. The
integration map Ij is represented by . The multiplication of symbols is obtained by joining
them at the root.
F0 = {1, , , , , , , , },
Here the solution to the stochastic N-S equation is vector valued and there are a lot of super-
scripts and subscripts for the elements in F0, which will not be noticeable in the tree notation.
To see more details for F0 we refer to [25].
Similarly as in [14], the renormalization groupR for the regularity structure TF is also intro-
duced in [25]. For g ∈ R := Rn, n = 34+3·310, g = (C1ii1jj1, C
2
ii1i2jj1j2kk1ll1
, C3ii1i2i3kk1ll1jj1, C
4
ii1i2kk1ll1l2jj1
),
i, j, k, l, i1, i2, i3, j1, k1, l1, l2 = 1, 2, 3, we define a linear map Mg on F0 by
Mg = − C
1
ii1jj1
1,
Mg = − C
2
ii1i2jj1j2kk1ll1
1,
Mg = − C
p
ii1i2i3kk1ll1jj1
1, p = 3, 4
as well as Mg(τ) = τ for the remaining basis vectors in F0. Here the choice that p = 3 or 4
depends on the explicit formula of . For more details, we refer to [25].
For given ξ ∈ C∞(R× R3;R3) by [25, Section 2] we can construct a canonical model Lξ ∈
MF . For g ∈ R, we can define Mg on F0 as above. Since τ satisfies Mgτ = τ − C1 for
any τ ∈ F0, we can easily lift this action Mg on the space MF of admissible models via the
construction of [14, Section 8] and [25, Section 2]. We also use the following definition from
[17]. We choose η ∈ (−1, α + 2] and |α + 2| < γ < η − α for α ∈ (−13
5
,−5
2
). Here α is the
degree of Ξi and the initial value belongs to Cη.
Definition 2.8 An admissible model Π = (Π,Γ,Σ) ∈ MF is nice if there exist ξn ∈
C∞(R × Rd) and gn ∈ R such that Π = limn→MgnL(ξn) and furthermore the distribution
Kii1 ∗ξi1 := R·Iii1(Ξi1) ∈ C(R, C
η), DjK
i0i∗(Kii1 ∗ξi1 ⋄Kjj1 ∗ξj1) ∈ C(R, C2α+5), i, i0, i1, j, j1 =
1, 2, 3. Here Rt is the family of reconstruction operators in Theorem 2.5.
WriteM for the closure of all smooth and nice models in the space of nice admissible models
for the regularity structure TF . Now we consider the following equations on the regularity
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structure:
ui =−
1
2
3∑
i1,j=1
T ii1j R
+(ui1 ⋆ uj) +
3∑
i1=1
T¯ ii1j R
+Ξi1 +
3∑
i1=1
Gii1ui10
J i =−
1
2
3∑
i1,j=1
T ii1j R
+(ui1 ⋆ J j + J i1 ⋆ uj) +
3∑
i1=1
Gii1J i10 ,
(2.7)
with the convolution operators T ii1j and T¯
ii1
j satisfying
Rt(T
ii1
j H)t(x) =
∫ t
0
〈(P ii1 ∗DjG)t−s(x− ·),RsHs〉ds,
Rt(T¯
ii1
j H)t(x) =
∫ t
0
〈(P ii1 ∗G)t−s(x− ·),RsHs〉ds,
for H ∈ Dγ,η, and Gii1 denotes the solution to the linearized problem, viewed via its truncated
Taylor expansion as an element in Dγ,η. Here R+ : R × R3 → R is given by R+(t, x) = 1 for
t > 0 and R+(t, x) = 0 otherwise and for more details on the convolution operators T ii1j and
T¯ ii1j , we refer to [25]. By similar arguments as in the proof of [25, Proposition 2.13], we have
the following results:
Proposition 2.9 Let TF be the regularity structure constructed above associated to the
stochastic N-S equation driven by space-time white noise. Suppose that η ∈ (−1, α + 2] and
|α + 2| < γ < η − α for α ∈ (−13
5
,−5
2
). Let ui0, J
i
0 ∈ C
η(R3), i = 1, 2, 3, periodic and let
Π = (Π,Γ,Σ) ∈M be a nice model for TF . Then there exists a maximal solution to equations
(2.7).
Proof This result for the first equation in (2.7) has been obtained in [25, Proposition 2.13].
It is sufficient to consider the second one in (2.7). We have that J takes values in a sector
V ⊂ T¯ ⊕ T≥ζ with ζ = α + 3 and uiJ j , i, j = 1, 2, 3, takes value in a sector V ⊂ T¯ ⊕ T≥ζ¯ with
ζ¯ = 2α + 5 satisfying ζ < ζ¯ + 1. For η and γ we have η¯ = 2η and γ > γ¯ = γ + α + 2 > 0,
γ¯ < η + 2 and γ¯ + 1 > γ. Then by similar arguments as in the proof of [25, Proposition 2.13]
the results follow. 
3 Strong Feller Property
We consider a Gaussian probability space (Ω,F ,P), where Ω is a separable Banach space and
L2(R;L2) is the Cameron-Martin space for the Gaussian measure P. The canonical random
variable ω induces the usual two-sided continuous filtration {Fs,t, s < t}. Ft := F−∞,t. Let
ξ = (ξ1, ξ2, ξ3), with ξi, i = 1, 2, 3 being independent white noises on R × T3 on (Ω,F ,P),
which we extend periodically to R4. By [25, Theorem 2.17] we know that there exists a random
variable Z : Ω→M associated with space-time white noise ξ.
Choose U = (Cη)3 with the usual product norm still denoted by ‖·‖η and define U¯ = U∪{∆}.
U¯ is a separable metric space by setting d(∆, u)2 = 1+ ‖u‖2η for all u ∈ U . For u0 ∈ U,Π ∈M
we use u¯s,t(u0,Π) to denote the maximal solution to the first equation in (2.7) obtained in
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Proposition 2.9 with initial condition u¯s,s(u0,Π) = u0 ∈ U . Define
us,t(u0,Π) =
{
Rtu¯s,t(u0,Π), for t ∈ [s, ζ)
∆ for t ∈ [ζ,∞),
and us,t(∆,Π) = ∆, where ζ is the explosion time for s, u0 and Π. We also use the shorthands
ut = u0,t and u = u0,1. It follows from the locality of the reconstruction map and the locality of
the construction of the model that us,t(u0,Π) depends on the underlying white noise only on the
time interval [s, t]. Moreover, as a consequence of [14, Prop. 7.11], one has for u0 ∈ U,Π ∈M
u0,s+t(u0,Π) = us,s+t(u0,s(u0,Π),Π).
By this we can conclude that u·(u0,Z) is a Markov process. For any bounded measurable map
Ψ : U¯ → R we set for t ≥ 0
PtΨ(u0) := EΨ(ut(u0,Z)),
which forms a Markov semigroup.
Theorem 3.1 The Markov semigroup (Pt)t≥0 satisfies the strong Feller property, i.e. PtΨ is
continuous for all Ψ that are only bounded and measurable.
Proof It is sufficient to check that Assumptions 1-5 in [17] hold. Here for the reader’s conve-
nience, we summarize them in appendix. We first check Assumption 1: By [25, Propositions
2.13, 2.15] we know that the preimage of U under the map (s, t, u0,Π) 7→ us,t(u0,Π) is open
and the map is jointly continuous on the preimage of U . The continuity in time for u follows
from [25, Theorem 1.1]. Now we consider Freche´t differentiability with respect to the initial
condition. By the implicit function theorem in [7, Theorem 19.28] and similar arguments as
in the proof of [3, Proposition 4.7], it follows that the solution ut is differentiable in the initial
condition and its derivative in the direction J0 ∈ (Cη)3 is given by J . Here Jt = RtJ¯t with J¯
being the maximal solution to the second equation in (2.7) obtained in Proposition 2.9.
Now we check Assumption 2 in [17]. We set
rt(u0,Π) =
{
+∞, if ut(u0,Π) = ∆
9u¯9γ,η;t otherwise.
The Ft-measurability of rt is an immediate consequence of the adaptedness of u. It is obvious
that r0 < ∞ and that the map t 7→ rt(u0,Π) is increasing and is continuous in t, except at
the explosion time when it has to diverge to +∞. By [25, Proposition 2.13] we know that r is
locally Lipschitz continuous on Nt as a function of both the initial condition and the underlying
model.
Now we check Assumption 3 in [17]. With Mg and L given in Section 2, we first check
Assumption 10 in [17] as in [17, Section 5.1]. For p > 1 sufficiently large, we choose E :=
Lp([0, 1], C3) as a suitable space of shifts with C the space of periodic continuous functions.
We prove that E generates a continuous action on our space M of nice models. We introduce
an auxiliary regularity structure (Tˆ , Gˆ) as follows. We introduce Ξˆi, i = 1, 2, 3, for the shifts.
Define for i, j = 1, 2, 3,
Mˆ
ij
F ={1, I
ii1(Ξ¯i1), I
jj1(Ξ¯j1), I
ii1(Ξ¯i1)I
jj1(Ξ¯j1), Ui, Uj, UiUj , I
ii1(Ξ¯i1)Uj, UiI
jj1(Ξ¯j1),
Ξ¯i1 = Ξi1 or Ξˆi1 , Ξ¯j1 = Ξj1 or Ξˆj1i1, j1 = 1, 2, 3}.
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Then we build FˆF by a similar argument as that for FF , but with M
ij
F replaced by Mˆ
ij
F .
Graphically, if we denote Ξˆ be a circle, the symbols appearing in FˆF are the same as those
appearing in FF but with any occurrence of a bullet possibly replaced by a circle.
We set |Ξˆ|s = −κ for κ sufficiently small, the degrees of the remaining basis vectors being
obtained by using the same rules as above. The structure group Gˆ is also defined similarly as in
[25] and by imposing that ΓΞˆj = Ξˆj for j = 1, 2, 3. Let Tˆ = 〈FˆF 〉 with Tˆγ = 〈{τ ∈ FˆF : |τ |s =
γ}〉, Aˆ = {|τ |s : τ ∈ FˆF} and let Gˆ be as above. Then TˆF = (Aˆ, Tˆ , Gˆ) defines a regularity
structure Tˆ.
Define Fˆ0 = F0 ∪ {Iii1(Ξˆi1), i, i1 = 1, 2, 3}. For g ∈ R, we define a linear map Mˆg on 〈Fˆ0〉
as in Section 2.2 and for τ ∈ Fˆ0 \ F0, Mˆgτ = τ . As a consequence of the calculation in [25],
Mˆg belongs to the renormalisation group defined in [14, Definition 8.43]. Then similarly as
in [14, Theorem 8.46] we can define the related renormlised model (ΠˆMˆg , ΓˆMˆg , ΣˆMˆg) and it is
an admissible model for TˆF on 〈Fˆ0〉. Furthermore, by Proposition 2.6 and [14, Prop. 3.31] it
extends uniquely to an admissible model for all of TˆF . Furthermore, I is an abstract integration
map of order 2 on 〈Fˆ0〉 and for every i, i1 = 1, 2, 3, I
ii1
0 is an abstract integration map of order
0 on 〈Fˆ0〉. We also have a space of ”nice models” Mˆ for this large regularity structure TˆF .
Since κ is sufficiently small, all of the elements of FˆF\FF are of strictly positive degree.
By repeatedly applying Proposition 2.6 and writing MˆF as the space of admissible models for
(Tˆ , Gˆ), there exists a unique locally Lipschitz continuous map Y : E ×MF → MˆF such that
for every h ∈ E and Π ∈ MF , the model Πˆ = Y(h,Π) ∈ MˆF agrees with Π on TF and for
(Πˆ, Γˆ, Σˆ) := Y(h,Π) we have
ΠˆtxI
ii1(Ξˆi1)(y) = K
ii1 ∗ hi1(t, y)−Kii1 ∗ hi1(t, x)−
∑
j
(yj − xj)DjK
ii1 ∗ hi1(t, x).
Since MˆgY(h,Π) and Y(h,MgΠ) agree on Fˆ0 and any admissible model is uniquely determined
by this, we have for every g ∈ R, every Π ∈ M and every h ∈ E, MˆgY(h,Π) = Y(h,MgΠ).
Now as in [17] we introduce a map Z : MˆF →MF , also commuting with the action of R, so
that we can define τ = Z ◦ Y . For this, given a model Πˆ ∈ MˆF we introduce the following
notion of a Πˆ-polynomial as in [17]:
Definition 3.2 A Πˆ-polynomial f is a map f : Rd+1 → MˆF such that f(t, x) = Γ
t
xyf(t, y)
and f(t, x) = Σtsx f(s, x) for every s, t, x, y.
Given an admissible model Πˆ = (Π,Γ,Σ) ∈ MˆF we define a collection of Πˆ-polynomial
{f τt,x} for τ ∈ FF and (t, x) ∈ R
d+1 recursively as follows. Define degτ := |τ |s for τ ∈ FF , but
then setting degΞˆ := |Ξ|s and defining it on the rest of FˆF by using the same rules as for | · |s.
This allows us to define operators J¯t,x : Tˆ → T¯ , J¯
0,ij
t,x : Tˆ → T¯ by setting
J¯t,xτ = Q<degτ+2Jt,xτ, J¯
0,ij
t,x τ = Q<degτJ
0,ij
t,x τ,
where J 0,ijt,x is defined in (2.3) associated with P¯
ij. With these definitions at hand we set for
z = (t, x), z¯ = (t¯, x¯)
fX
k
z (z¯) = Γ
t¯
x¯xΣ
t¯t
xX
k, fΞjz (z¯) = Ξj + Ξˆj.
Then we set recursively
f τ τ¯z (z¯) = f
τ
z (z¯)f
τ¯
z (z¯), f
I(τ)
z (z¯) = (I + Jt¯,x¯ − Γ
t¯
x¯xΣ
t¯t
x J¯t,xΓ
t
xx¯Σ
tt¯
x¯ )f
τ
z (z¯),
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fDjτz (z¯) = Djf
τ
z (z¯), f
Iij0 (τ)
z (z¯) = (I
ij
0 + J
0,ij
t¯,x¯ − Γ
t¯
x¯xΣ
t¯t
x J¯
0,ij
t,x Γ
t
xx¯Σ
tt¯
x¯ )f
τ
z (z¯).
It is easy to verify that for τ ∈ FF , f τz is indeed a Πˆ-polynomial and for τ ∈ FF
Qˆ<|τ |sf
τ
z (z) = 0, ∀z ∈ R
d+1, (3.1)
where Qˆ<γ is the projection onto Tˆ<γ. Set T := HF ∪ {Ξj , j = 1, 2, 3}. Define operators
Γˇtxx¯ : T → T , Σˇ
tt¯
x : T → T by setting
Γˇtxx¯Ξj = Ξj , Γˇ
t
xx¯X
k = Γtxx¯X
k, Σˇtt¯xΞj = Ξj, Σˇ
tt¯
xX
k = Σtt¯xX
k,
and then recursively by
Γˇtxx¯(τ τ¯ ) = (Γˇ
t
xx¯τ)(Γˇ
t
xx¯τ¯), Σˇ
tt¯
x (τ τ¯ ) = (Σˇ
tt¯
x τ)(Σˇ
tt¯
x τ¯ ),
as well as
Γˇtxx¯(Iτ) = IΓˇ
t
xx¯τ + (J¯t,xΓ
t
xx¯ − Γ
t
xx¯J¯t,x¯)f
τ
t,x¯(t, x¯),
Γˇtxx¯(I
ij
0 τ) = I
ij
0 Γˇ
t
xx¯τ + (J¯
0,ij
t,x Γ
t
xx¯ − Γ
t
xx¯J¯
0,ij
t,x¯ )f
τ
t,x¯(t, x¯),
Σˇtt¯x (Iτ) = IΣˇ
tt¯
x τ + (J¯t,xΣˇ
tt¯
x − Σˇ
tt¯
x J¯t¯,x)f
τ
t¯,x(t¯, x),
Σˇtt¯x (I
ij
0 τ) = I
ij
0 Σˇ
tt¯
x τ + (J¯
0,ij
t,x Σˇ
tt¯
x − Σˇ
tt¯
x J¯
0,ij
t¯,x )f
τ
t¯,x(t¯, x).
We also extend the definition of f τz to all of τ ∈ T by linearity. It is straightforward to verify
that we have
f
Γˇtxx¯τ
t,x = f
τ
t,x¯, f
Σˇtt¯x τ
t,x = f
τ
t¯,x. (3.2)
The map Z is defined as follows: Given a model Πˆ = (Π,Γ,Σ) ∈ MˆF , we define a new model
ZΠˆ = (Πˇ, Γˇ, Σˇ) on TF with
Πˇtxτ = Rtf
τ
t,x,
and Γˇ, Σˇ being defined as above. It follows from (3.2) that Πˇty = Πˇ
t
xΓˇ
t
xy. By definition of Γˇ, Σˇ
we can easily verify by recursion that Γˇtxx = 1, Σˇ
tt
x = 1. Since the map τ 7→ f
τ
x is injective, (3.2)
also implies that Σsrx Σ
rt
x = Σ
st
x ,Σ
st
x Γ
t
xy = Γ
s
xyΣ
st
y ,Γ
t
xyΓ
t
yz = Γ
t
xz. It remains to verify that the
required analytical bounds hold. The bounds of Πˇ follow from the corresponding on Π and the
fact that Rtf
τ
t,x = Π
t
xf
τ
t,x(t, x) combined with (3.1). The bounds of Γˇ and the bounds of Σˇ on
Iτ follow inductively from the corresponding bounds on (Γ,Σ) combined with [14, Lem. 5.21].
The bounds of Σˇ on Iij0 follow from the proof in Proposition 2.6 and the bound of Σ. The fact
that the new model is admissible follows from
ΠˇtxI(τ) = Π
t
x(I + Jt,x − J¯t,x)f
τ
t,x(t, x),
ΠˇtxI
ij
0 (τ) = Π
t
x(I0 + J
0,ij
t,x − J¯
0,ij
t,x )f
τ
t,x(t, x),
and the definition of J¯t,x, J¯
0,ij
t,x . Setting τ(h,Π) = Z(Y(h,Π)), we have
τ(h,L(ξ)) = L(ξ + h),
for every smooth ξ and h. Moreover, by similar arguments as in [17, Section 5.1] we have
τ(h,MgΠ) = Mgτ(h,Π),
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for every smooth h and every smooth Π ∈ MF and every g ∈ R. Now by similar arguments
as in the proof of [17, Prop. 4.7], Assumptions 3 in [17] holds.
Furthermore, for any h ∈ E supported in (0, 1)× Rd and any model Π ∈ M, the solution
uh to the first component in (2.7) with model Πh = τ(h,Π) is related to the solution uˆh to
uh,i = −
1
2
3∑
i1,j=1
T ii1j R
+(uh,i1 ⋆ uh,j) +
3∑
i1=1
T¯ ii1j R
+Ξi1 +
3∑
i1=1
Gii1(ui10 + h
i1).
with model Π by Rhuh = Ruˆh. Here, Rh and R denote the reconstruction operators for the
model Πh and Π, respectively. By the implicit function theorem in [7, Theorem 19.28] and
similar arguments as in the proof of [3, Proposition 4.7], Assumption 4 follows.
Finally we come to Assumption 5: the map us,t is Fre´chet differentiable w.r.t. the initial
value. Denote its derivative in the direction v by Js,tv. Since the solution to the second
component of the solution to the fixed point (2.7) takes values in a sector V ⊂ T¯ ⊕ T≥ζ with
ζ = α + 3, Js,t is a bounded linear operator from Cη to Cζ . Applying [17, Corollary A.3], the
derivative of ut w.r.t. h ∈ Lp([0, 1], X0) is given by
Dut(u0,Π)h =
∫ t
0
Js,th(s)ds,
for (Φ0,Π) ∈ Nt. By this and the same arguments as in the proof of Theorem 4.8 in [17], the
results follow. 
4 Two dimensional case
We consider (1.1) on T2. The strong Feller property in this case can be obtained in the same
way as for the three dimensional case. More precisely, we choose U = (Cη)2 for η ∈ (−κ, 0) for
κ small enough, and
F0 ={1, I
ii1(Ξi1), I
ii1(Ξi1)I
jj1(Ξj1), i, j, i1, j1 = 1, 2, 3}.
All the arguments in Section 3 can be applied in this case. It is well-known that the invariant
measure of the equation is given by a Gaussian measure µ (cf. [5]). By using the invariant
measure in this case we obtain the following result:
Theorem 4.1 For the N-S equation driven by space-time white noise on T2, its solutions are
almost surely global in time for every initial condition u0 ∈ Cη for η ∈ (−
1
2
, 0).
Proof We use ζx to denote the explosion time for u·(x,Π), x ∈ Cη. The invariant measure for
the N-S equation driven by space-time white noise on T2 is given by Gaussian measure µ (cf.
[5]), which has full support. By [5] we know that P (ζx = ∞) = 1 for µ-almost every starting
point x. By strong Feller property we know that for every t ≥ 0, x 7→ P (t < ζx) is continuous,
which implies that P (ζx =∞) = 1 for every starting point x in C
η.
Appendix
In this section we are in the setting of Section 3 and we recall the following assumptions
from [17]. In [17], it has been proved that the Markov semigroup satisfies the strong Feller
property under the Assumptions 1-5.
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Assumption 1 The preimage of U under the map
u : (s, t, u0,Π) 7→ us,t(u0,Π),
is open and u is jointly continuous on u−1(U). Furthermore, u is Fre´chet differentiable in u0
at every point of u−1(U).
Define the sets
Nt = {(u0,Π) : ut(u0,Π) 6= ∆}.
We will denote the Fre´chet derivative of ut in the direction v ∈ U by Dut(u0,Π)v, with the
understanding that Dut is only defined on Nt.
Assumption 2 We are given a lower semi-continuous map r : [0, 1]×U ×M→ [0,∞] with
the following properties.
1. For every u0 ∈ U and every t ∈ [0, 1], the map ω 7→ rt(u0,Z(ω)) is Ft-measurable.
2. For every (u0,Π) ∈ U × M, one has r0(u0,Π) < ∞ and the map t 7→ rt(u0,Π) is
continuous and increasing.
3. One has {(u0,Π) : ut(u0,Π) = ∆} = {(u0,Π) : rt(u0,Π) =∞}.
4. For every t ∈ (0, 1], the map rt is locally Lipschitz continuous on Nt.
We consider a space E = Lp([0, 1], X0) ⊂ L2(R, L2), where X0 is some separable Banach
subspace of L2 and p ∈ (2,∞). Define Es := L
p([0, s], X0).
Assumption 3 We are given a continuous action τ : E ×M→M of E onto M such that,
for every Π ∈M, the map h 7→ τ(h,Π) is locally Lipschitz continuous and such that, for every
h ∈ E, the identity
Z(ω + h) = τ(h,Z(ω)),
holds P-almost surely. Furthermore, the action τ is compatible with the maps us,t in the sense
that if h is such that h(r) = 0 for r ∈ [s, t], then
us,t(u0, τ(h,Π)) = us,t(u0,Π),
for every u0 ∈ U¯ .
Assumption 4 For every (u0,Π) ∈ Nt, the map h 7→ ut(u0, τ(h,Π)) is Fre´chet differentiable
at h = 0.
We denote this Fre´chet derivative by Dut(u0,Π). Let L(U,Es) to denote the space of
bounded linear operators U → Es.
Assumption 5 For every s ≤ t with t ∈ (0, 1], we are given a map A(s)t : Ns → L(U,Es),
and these maps are compatible in the sense that, for any 0 < s < r ≤ t, any (u0,Π) ∈ Nr, and
any v ∈ U , one has
A
(r)
t (u0,Π)v|[0,s] = A
(s)
t (u0,Π)v.
Furthermore, for every u0 ∈ U and s ≤ t, the map ω 7→ A
(s)
t (u0,Z(ω)) is Fs-measurable and
one has the identity
Dut(u0,Π)v +Dut(u0,Π)(A
(s)
t (u0,Π)v) = 0,
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for all v ∈ U and all (u0,Π) ∈ Nt. Furthermore, for every 0 < s ≤ t ≤ 1, the map A
(s)
t
is locally Lipschitz continuous from Ns to L(U,Es) and bounded on every set of the form
{(u0,Π) : rs(u0,Π) ≤ R} with R > 0.
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