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ABSTRACT . .
The aim of this work is to study how far the calculated electronic 
band structure of a crystal depends on the choice of a particular field. 
The sodium chloride structure has been investigated by carrying out a 
calculation of its electronic band structure, employing a simple model 
with a positive constant potential representing the negative ion and a 
negative constant potential representing the positive ion. The elec­
tronic energy levels have been determined for various values of a par­
ameter in the chosen potential, in such a way that one may have an idea 
of the relative position of the various levels over the whole range from 
the case of free electrons to that in which the electrons are bound in a 
spherical potential well of infinite depth. The calculation has been 
carried out using the simple plane wave method. No relativistic or 
spin-orbit coupling effects have been considered. It has been conven­
ient to determine the energies at points of high symmetry in the Brillouin 
zone and interpolate these results for general points. The effect of 
changes in the potential in displacing levels .of certain symmetry with 
respect to others has been investigated. The flat behaviour of the 
chosen potential is in line, though differing in important details, with
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the behaviour suggested by the pseudo-potentials approach, and simu­
lates orthogonalization to core states. The calculation has brought 
out certain features of the band structure that are characteristics 
of the NaCl structure and must be found with any physically accept­
able potential. The energy bands obtained have been compared with 
those of some crystals with the NaCl structure, calculated by other 
authors using other methods of calculation, and with the few available 
experimental data. Attempts have been made to determine the effect 
of an assymmetry between the two types of ions, of a non-spherically 
symmetrical potential, and of not making the positive potential on 
one ion equal to the negative potential on the other. These attempts 
have led to no new significant effect in comparison with the former 
results.
3.
CHAPTER I
INTRODUCTION
The electronic band structure calculations on crystals with the 
sodium chloride structure go back to (1936) and have been carried out by 
a variety of methods (Shockley (1936) on NaCl, Ewing and Seitz (1936) on 
LiF and LiH, Tibbs (1939) on NaCl, Bell et al. (1932) on PbS, Casella 
(1936) on NaCl, Kucher et al. (1937) - (1963) on NaCl type structure,
Howland (1938) on KCl, Johnson et al (1932) on PbTe, and Switendick 
(1963) on NiO). It has been of interest to compare such results, and 
particularly the results of more recent investigations, with those obtained 
on the basis of a simple model. Experience (Herman (1932) - (1934),
Woodruff (1933) and Bassani (1937))has shown that plane wave methods lead 
to the correct energy with least labour. Thus, a calculation of the band 
structure of a model of the sodium chloride crystal has been carried out 
using simple plane waves. The lowest energy bands have been determined 
for several points and along different axes of high symmetry in the Brillouin 
zone. In the model investigated, the potential has been taken to be con­
stant around each atom within a sphere inscribed in the cubic atomic cell;
the constant being +V in the negative ion cell and -V in the positiveo o
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ion cell, and zero outside. The two cells have been taken to be of 
equal size. The space lattice of a NaCl type crystal is a face-centered 
cubic lattice, and the first Brillouin zone is a truncated octahedron.
The group theoretical analysis of the face-centered cubic lattice has 
been presented by Bouckaert et al (1936) and a ‘modern exposition has been 
given for instance by Jones (I96O). We have made use of the character 
tables to obtain the symmetrized combinations of plane waves, S.C.P.W's, 
corresponding to the various irreducible representations of the group of 
the k-vector at every symmetry point in the zone. The classification 
of the states at symmetry points and along symmetry axes was also given
by Smolouchowski et al (I936). The S.C.P.W's have been obtained by
standard methods using the projection operator:
C -  * i r . m
Where Isym. is the symmetrized function, [ D  R. j is the ii^^
element of the matrix for the representation in question, and the R's 
are the symmetry operations of that particular group. These linear com­
binations have been used to form the energy matrix. It has been found
that at most k-points a relatively small number of plane waves is necess­
ary to obtain satisfactory convergence of the energies. The crystal 
potential has been expanded in a Fourier series in terms of the reciprocal
lattice vectors. The Fourier coefficients are:
= Vir) r ) Ar.
D \).c
'  9-K
Where is the depth of the well, S is the structure factor and ÇL is 
the volume of the fundamental cell. The determinantal equation for the 
energy was solved using the University of London "Mercury" computer.
More and more S.C.P.W’s were added until satisfactory convergence was 
achieved for the lowest roots. The energy bands have been calculated 
along the path K-T-X-W-L-T' in k-space (Figure 3), where K,"T,X,W,L have 
the co-ordinates (-J, 0) ^  , (0,0,0)^, (0,0,1) , (^ ,0,1) ^  and
respectively. "a” has been taken to be the distance between
a positive and a neighbouring negative ion. Calculations have been re­
peated for equal to +1, +3, +10 in the negative ion cell and equal to 
-1, -3, -10 in the positive ion cell. It has been found that; the 
lowest S-band has the minimum energy at the pointT, the center of the 
Brillouin zone, and the maximum at the point W. At high values of the 
potential the maximum at W becomes less sharp. The energy gap between 
the first and the second band appears at The valence band
presents a more marked variation with V . At small values of V , theo o
minimum occurs at the point L, and the maximum at the center of the 
Brillouin zone. As the potential increases, the energy at L rises
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progressively with respect to that at K; similarly, the maximum is 
found at L instead of P  . Results for higher hands are less reliable, 
though the decreasing accuracy of the higher roots of the secular equation 
is somewhat offset by the fact that the approximation of plane waves be­
comes better with increasing energy. For V^=10 the convergence of the 
lowest energy values, particularly those of s-type symmetry, is not very 
good ranging between 0.2 - 0.7 eV. For higher energy values the conver­
gence is much better. For V^=l the energies are accurate to within 
0.0002-0.002 eV. All the higher bands overlap up to V^ =10.
The problem of the study of the effect on the energy bands of changes
in the size of the ions, of a non-spherically symmetric potential have
been considered by repeating the calculations taking another (larger)
value for R . It has been found that for small values of V , there are o o’
only small changes in the form of the bands. For large values of the" 
changes are more marked, but still the minima and the maxima are at the 
same points in the Brillouin zone. The problem of unequal potential has 
been finally considered by repeating the calcula.tion taking equal to +1 
in the negative ion cell and -3 in the positive ion cell. This has a more 
profound effect on the ordering of the levels, though the general conclusion 
on the position of the band edges are not modified.
Some thought was given to using Eyges method, of solving SchrÜdinger's 
equation in a periodic lattice, instead of plane wave methods. Some prelim­
inary results were obtained. However, it was found that the method is lab­
orious, and not suitable for the present problem. These calculations are 
presented in Chapter 10.
7.
CHAPTER 2
2.1 The unit cell
Energy band theory is based on the assumption that the actual 
crystal can be represented by a perfect periodic structure. The funda­
mental characteristic of a crystal is that it can be subdivided into 
unit cells, all of identical shape, size, orientation and constitution, 
which taken together, fill all of the crystal. The choice of the unit 
cell is arbitrary. In the face-centered cubic structure, the unit cell 
may be chosen as a cube with atoms at the corners and at the centers of 
the faces. Each of the eight corner atoms is shared by eight cubes and 
each of the six on the faces is shared by two cubes, so that each unit 
cell contains four atoms. The cubic cell which describes the f^ce- 
centered structure is illustrated in Figure 1. The side of the cube 
will be denoted by 2a.
2.2 The NaCl lattice
The NaCl structure is built crystallographically from a face- 
centered cubic lattice of positive ions, interlocked with a similar lattice 
of negative ions. A portion of this combined lattice is shown in Figure 2. 
a is the distance between a positive and a neighbouring ion. Each positive 
unit is surrounded by six negative units and each of the negative units by 
six positive units.
Fig. 1 The face-centered cubic lattice
Fig. 2 The sodium chloride lattice
0 (\fo.
0 Gl
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2.3 The primitive unit cell
The- smallest unit cell is called the primitive unit cell. For 
the face-centered cubic structure, it is constructed by the three primitive 
vectors a^ , and a^ indicated in Figure 1, where
5]_ = + k) .
a-2 = a(k + j_) (2.3.1)
= a(i + 2) ,
i, k are the three unit vectors along the coordinate axes. The volume
of the unit cell a^.Ca^ x a^ ) equals one fourth the volume,of the cube,
equal to 2a^ . If one starts at a given point of one unit cell and makes
a translation to a corresponding point of another unit cell, the resulting
translation vector R. for the i^^ unit cell can be written as a linear com-—1
bination of the three primitive vectors a^ , a^ , a^ ; the coefficients of the
linear combination being integers - that is
R. = m... a_ + m. „ a- + m. a_-1 il -1 i2 -2 i3 -3
This primitive unit cell does not show the symmetry of the crystal.
2.4 Wigner and Seitz (W.S) cell
Wigner and Seitz were able to construct a unit cell of the same 
size as the primitive unit cell which shows the symmetry of the crystal.
It is constructed by setting up the lines joining an atom to each nearest 
or second etc. nearest neighbours and constructing the planes which are 
perpendicular'bisectors of each such line. These planes enclose a solid
surrounding the atom which is called the Wigner and Sei-tz (W.S) cell. As
9.
in the face-centered cubic lattice each atom has twelve nearest neigh­
bours all at a distance V2a, the W.S. cell will be a rhombododecahedron.
It is shown in Figure 3- The W.S. cell for NaCl will have to contain 
two atoms, one of each type. We can place the atom of one type at the
center of the cell and place the atoms of other type at the 6 corners
of the cell where 4 faces meet. Each atom of the second type will be 
shared between six cells. •
2.3 The reciprocal lattice
In order to specify the quantum state of an electron In a lattice, 
a vector k is required which is a vector in the space of the reciprocal 
lattice. The reciprocal lattice is similar in its properties to the space 
lattice. It is set by the three vectors b^, b_ and b^  which are related—1 —2 —3
to the three primitive vectors a^ , a^ and a^ by the condition
= 1 if i = j
C
%  -d " id (2.5.1)
= 0 if i d
This is equivalent to the condition
= -2 ^ -3 ’ -2 = -3 ^ -1 , = -1 -2 (2.5.2)
a., , (a_ X a_) a^  . (a_ x a^ ) a., . (a_ x a^ )—1 —2 —3 —1 —2 —3 —1 “2 —3
It is obvious that the b vectors are reciprocal to the a vectors.
For the face-centered cubic structure these vectors are defined by:
k  ( - i  + i  + k )
~  ( i - 2 + k) (2.3*3)2a _ _
I
2a
= 
-3 = ^  ( i + i - k)-
Fig.j5 Wigner and Seitz unit cell for the face- 
centered cubic structure
10.
Just as the ordinary space, the reciprocal space can be aubdivided 
into unit cells. The translation vector K^. when one goes from a point 
in one unit cell to a corresponding point of another unit cell in recip­
rocal space is given by
-j " '^ 31 h  ■^ '^ 32 -2 + ^ 3  -3 (2.3.4)
for the unit cell, are integers.
The reciprocal space is very useful, not only in describing the wave 
functions in the periodic potential but in setting up the Fourier expansion 
of any function which is periodic in the ordinary space. It is convenient 
to introduce another space, called the k-space, differing from the reciprocal 
space by a factor 2 ^ , that is, the propagation vector of the lattice 
in k-space is' represented by
Kj = 2 + 4 ?  -3^ (2.3.3)
The side of the cubic cell in k-space is 2 ^  instead of in
2a 2a
reciprocal space. Multiplying all reciprocal lattice vectors by the 
k-space becomes a ’’momentum space”.
2.6 The Brillouin zone
Brillouin introduced the equivalent of the W.S. cells in reciprocal 
space. The central cell surrounding the origin, called the central 
Brillouin zone is defined as being a solid of the same volume as the primi­
tive unit cell in reciprocal space, but of such a shape as to remain invari­
ant under as many as possible of the symmetry operations of the crystal.
The Brillouin zone (B.Z.) of the f.c.c. structure is shown in Figure 4. It
,Fig.4 The Brillouin zone
of the face-centered cubic structure
11,
1
is a truncated octahedron. Its volume with our notations equals F
2a-^
One can use a scheme (reduced zone scheme) in which a state can. be 
specified by a wave vector, k, in the first zone alone, any other value 
obtained by a lattice transformation being exactly,equivalent. The 
range of the k-vectors may be taken to extend over the whole reciprocal 
lattice space (extended zone scheme). If the Brillouin zone is repres­
ented in k-space instead of reciprocal space, its linear dimensions are 
increased by multiplying by a factor 2 ^  . In our work we shall refer 
always to the Brillouin zone in k-space.
12.
CHAPTER 3
3-1.1 Crystal atoms
Crystal atoms consist of nuclei surrounded by a number of shells 
of electrons. Wlien the atoms come together to form a crystal, the outer 
shells of neighbouring atoms overlap to such an extent that the midpoint 
between adjacent atoms is at about the distance of maximum density of 
valence electrons for a single atom. The mobility of the electrons in 
metals is a result of lowering of the potential barriers between atoms as 
they approach. The single level of the valence electron in an isolated 
atom becomes broadened into a band of levels in the crystal. The problem 
of determining exactly the motion of all the electrons in a crystal is 
much too difficult for solution by known methods concerning isolated atoms.
3-1.2 Sommerfeld model
The earliest application of quantum mechanics to the atoms in a 
crystal was made in (1928 by Sommerfeld who assumed the potential energy of 
each electron to be constant within the crystal.' That is to say, the 
electrons are treated as completely free moving in zero external field so 
that H equals^simply the kinetic energy.
3.2.1 The one-electron approximation
The most useful approximation is the one-electron approximation 
in which one fixes his attention on a single electron and tries to deter­
mine its motion in the field of the atomic nuclei and all the other
13.
electrons averaged in a suitable way over the motion of these electrons.
In this case, Schrbdinger's equation of a system of N electrons can be 
separated into N Schrbdinger's equations of the form
where the function V^(r^) is the potential of the i^^ electron due to 
the field of the other electrons.
In principle, a method of successive approximations should then be 
used, starting with an approximate wave function for each electron, the 
charge density is calculated and from this, the potential energy of the 
average field is calculated. By an iterative process, the potential and 
wave functions are made self-consistent.
3.2.2 Hartree-Fock equations
According to Hartree, the potential V^(r^) is the field of the 
average charge distribution of the other electrons, so that
d ,  -  (3.2.2)
3+1 'la
The potential is a spherically symmetric one for atoms but not for the 
solids. Hartree's method has been used with great success when applied 
to atoms but the complexity of solids is so much greater that, so far, very 
few calculations, if any, have achieved self-consistency. Fock extended 
the Hartree approach by taking into account the Pauli principle, according 
to which the total wave function must be antisymmetric. The Hartree-Fock
14.
equations are;
[ - 1  v.(Bi
It is clear that the potential energy which determines the 
static field in which each electron is supposed to move has the same 
kind of periodicity and symmetry as the crystal lattice; this follows 
from the equivalence of each unit cell of the crystal. The fundamental 
problem of the one-electron treatment therefore is that of finding the 
wave functions and associated energy levels for an electron moving in a 
potential having the periodicity of the crystal lattice. This involves 
the construction and the subsequent solution of a set of one-electron 
wave equations in that particular field. In order to map out the energy 
band structure of a crystal it .is necessary to solve the crystal wave 
equations for a representative set of values of the crystal momentum k. 
This is usually achieved by means of a variational procedure constructing 
trial wave functions which have the proper transformation properties under 
the operations of the group of the wave vector_k under consideration.
3.3 Bloch's theory
Owing to the periodicity of the lattice, the value of the one- 
electron wave function at a given point of the unit cell which is dis­
placed from a given unit cell by the vector equals the value of that 
function at the corresponding point of the undisplaced unit cell, multi­
plied by the factor exp.(i k.R^), where k is a real vector and Ri is
13.
the translation vector. This is Bloch’s theorem. A possible justi­
fication of Bloch's theorem is as follows: Schrbdinger's equation may
be written in operational form as:
H (^ = E f (3.3.1)
Where H is the operator
H =^*v*+v(,r) (3.3.2)
jZTO
If we have an operator which commutes with the Hamiltonian H, then we 
can simultaneously diagonalize the Hamiltonian and the operator. If
more than one operator commutes with the Hamiltonian and they all commute 
with each other, we can simultaneously diagonalize them all. The operators 
involved in adding the vectors to the radius vector r all commute with 
the Hamiltonian, since they leave it unchanged, and with each other since 
successive translations can be carried out in any order. A translation 
operator may be defined by means of the equation
T i  i U )  = ( 3 . 3 . 3 )
Thus we can set up solutions of Schrbdinger's equation which diagonalize
all these operators; that is, solutions such that when we increase the
radius vector by R^ , we multiply the solution by a constant. We may
write: ^
(3.3.4)
If the original and transformed wave functions are both to be normalised, 
the absolute value of this constant must be unity, that is:
M i l  '= ^ (3.3.5)
We note moreover that
77^ t/r Ti Tj ^  " (3.3.6)
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so that: (3.3.7)
that is satisfied by taking of the form
In - (fL *Ei) 2 (3.3.8)
where is a constant vector. In order that |#i| = °(must be
purely imaginary so that we may write
(3:2.9)
We therefore have:
(J;(r,Kij = ‘/'(r). , (3.3.10)
3.^ Periodicity of wave function and potential in ordinary space
The quantity  ^(r) exp. (-i k.r ) must be unchanged when we make 
the translation i-fi must be a periodic function of r; we then have the 
result :
(^Crj = Ulrj U  ff• r j (3.4.1)
whereli(r) is a periodic function of r, such that
LL ITf-R;) B U-lT) (3A.2)'
e-p[-ilï (X*Si)J (r^Kij 
: (r) = W  '
The addition of K , any reciprocal lattice vector, to the wave vector,—n >
introduces a factor exp. (i E. .r)into the wave function. This has then —
periodicity of the lattice and can therefore be absorbed into U-^(r).
Thus the translational symmetry of the lattice can be completely des- 
cribe^by taking the wave functions to be multi-valued functions of the
k's lying in the unit reciprocal lattice cell - the first Brillouin zone.
17.
The periodicity of the electrical potential in the crystal may 
be expressed by
= V(.T). (3.4.3)
These two functions which are periodic in ordinary space can be ex­
panded in Fourier series in terms of the reciprocal lattice vectors.
The potential can be written as
V(T) = ^  (xKi r  ) (3.4.4)
for a mono-atomic lattice.
W(% ) are known as the Fourier co-efficients of potential. As the 
waves exp.(i E^.r) form a complete orthogonal system within the unit 
cell, hence the integration will be car^r^d out over one elementary 
cell of volume , then
W(Ki) "  ^  J  V(r) exp.(i - % ) cix (3.4.5)
U..C.
A Fourier co-efficient is associated with each reciprocal lattice 
point. Those reciprocal lattice points which transform into each 
other under the operations of the point group of the crystal have equal 
Fourier co-efficients.
The periodic part of ), U^(r), can be expanded in Fourier
series also
^  (iSi r| 0.4.6)
with
i^[Kj) = j (3.4.7)
\X-C.
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multiplying by exp. (i k.r), we have
(Pkk) -]](K.) + K. ) exp. [i(k + ^).r] (3.4.8)
with
'7/"(k + K^) = ^ ^ ^^(r) exp. |^i(k + K^) .r] dr (3-^-9)
u-c
that is, a wave function l|j^ (r) associated with a given value of k can 
be written as a sum of orthonormal plane waves of form
exp. ^i (k + k^).r ^  
with propagation vectors which occur at equivalent points of all unit 
cells of the reciprocal lattice. The V(k + K )^ are known as momentum 
eigen functions. If Ip is normalized to 1 over unit volume, then we 
have V— »' ^ , .
*
because the average value of IJL(r) \>(r) over all space is unity.
If Vp is normalized to 1 over unit cell, then we have
1
^  (3.4.11)
J' LL (r) (X (r) drsince  U ; U L U ;  = 1
ac
The system of equations satisfied by the co-efficients v(k + k^) is found 
by substituting equations (3-4.4), (3-4.8) into Schrbdinger’s equation
_v Y  + V  T  "  ^  " V
The usual atomic units are used from now on.
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we have i / ib îf \ ^  \
e ‘ ‘ V risj)W(ffj)
multiplying by the complex conjugate of one of the exponential functions, 
and integrating over the whole space, we find that the quantities V 
satisfy the equations
,= O ' ()-'''»)
These equations take the familiar form of a set of simultaneous algebraic 
equations for the expansion co-efficients of the wave function (r) in 
terms of plane waves. For a given k, we shall have an infinite set of 
solutions denoted by the index n, each one with its energy Since
there is an infinite number of equations, only approximate solutions can 
be obtained. For non-zero solutions, the determinant of the co-efficients 
of the v's must vanish., and this condition determines the energy levels.
3.5.1 Periodicity of wave function and energy in reciprocal space
The energy repeats itself at equivalent points in each unit cell 
of the reciprocal lattice. Such a set of energy levels as a function of k, 
but with the same "band index" n is an energy band. The energy E^ which 
is a periodic function in reciprocal space can be developed in Fourier 
series in terms of the direct lattice vectors. Thus
 ^ £(Si) ey. (3.5.1)
1 r Àk . (3.5.2)
(jL.C'
of
20.
^(R^) are called the Fourier co-efficients of the energy. 57^ is the 
volume of the unit cell in reciprocal space. We can develop Vp (k,r) 
in reciprocal, space as well. If (^(r) is an atomic orbital located 
on an atom at the origin, (r - R^) a similar orbital located on an 
atom in a cell displaced from the origin by the vector ^ , the sum
^k^-^ " Zj P-) exp.(i k.R.)cfc(r - R.) (3.5-3)'
is an approximation to the wave function that was Suggested by Bloch in 
his first paper (1928) on band theory. Ip^ (r) satisfied the periodicity 
equation
(r + R^ ) = exp. (i k.R^ ) l^ (^r)
k
The atomic orbitals located on different atoms at different positions R^  
are not orthogonal.
3.5.2 Wannier functions
Wannier replaced the atomic orbitals by other functions which are 
orthogonal to each other. These functions are called Wannier functions. 
The Wannier function looks very much like an atomic wave function. The 
difference is that Ip^ (r) in terms of atomic orbitals is only an approxi­
mation, whereas in terms of the Wannier functions it is an exact solution. 
The Wannier functions are the exact "atomic orbitals" to insert in Bloch's 
formula. In this case. Ip can be written as <
Ip ^ (r) _ r-
 ^ " Z-(E.) exp.Ci k.R.) a(r -R.) . (3-5.4)
a (r- E.) = 1  r Yb-(x) exp.(-i k.E ) dk (3-5.5)
 ^ 0 -  ^
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the integration being extended to the unit cell of K-space, namely, 
over all states of one band. Wannier functions centered on different 
sites are orthogonal p
i I f - S i ) d W i )  àr - (3.3.6)
The integral is
• (3.5.7)
U-C' ^  '
. ^  dèéà'^ i i\r)iAr) dr.
On account of the orthogonality and normalization of the solutions of
Schrbdinger ’ s equation the last integral is . Thus
^  (3.5.8)
 ^ r 1since also the waves exp. i^ R^ .^k j form a complete orthogonal set
within the unit cell of reciprocal space.
So the Fourier development of (p in ordinary space leads to its 
representation by means of ordinary plane waves whose co-efficients are 
the momentum eigenfunctions v(k + ; the development in K-space leads
to its representation by means of plane waves in K-space, whose co­
efficients are the Wannier functionSa(r - R^). It can be easily proved 
that these two functions are the Fourier transform one of the other. If
in (3.5.5) we express p by means of (3-^ .8) we can easily have
à-^T-Si) - J  • [i^. (r-Sj) (3.5.9)
ir-S/»cice
Conversely, starting from (3.4.9) expressing iu by means of (3*5.4), we
22
can have .P
V ( k  + K^) = ^  J a(r) exp. Q-i(k + K^).r] dr
whole space
Theie are two limiting cases for which these two functions can be used. 
The inner core electrons whose electronic energy levels are only very 
slightly broadened by the fact that the atoms form part of a crystal 
are described by atomic orbitals. Electrons which behave practically 
as free are described by plane waves.
3.6 Energy equation
• ;
The expectation value of the energy is calculated with trial 
functions, 4^trial’ cording to the formula
w = (m* H u )  dr (3-6.1)
J ’ trial trial
Vp (trial) may be either a finite linear combination of atomic orbitals,
or linear combination of plane waves, or of any function chosen from a
complete orthonormal set
n
U)(trial) = Z  ^3 (3.6.2)
3=0
r *
Vp (trial) “ 2- ^ i ^ i (3.6.3)
'v . f *
W = a .a. \ X . H X. dr (3.6.4)
i,3=o ^ Û J 1 : -
r *put H..= IX . H X. to be the matrix element of H between i and i basic
functions.
+
We know that ^ a  .a. = 1  (3.6.3)]_ ]_ r
i=0,j=0
W can be written as W = H. . - X F T  a! a . - 1 H  (3.6.6)
i Q  ^3 ""ilo ^
This gives V“ ■ ' '
 ____(3=0)________________ °_______ ________  _________
This equation can be represented by the determinant
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Hii - A H12 HIn
H21 «22- > H
Hnl Hn2
2n
nn
=  0
(3.6.8)
For the special case of plane waves for example, we can find equations, 
involving the matrix elements of the Hamiltonian between the different 
plane waves, which are equivalent to Schrbdinger’s equations. These 
matrix elements can be written as
dr. (3-6.9)
The integration is over unit volume. The equations will be
-ES()li,Kj)]V(MjjJ --0- (3.6.10)
J
Equations (3.4.13) can be deduced from equation (3.6.10) as follows:
2 2
H is given by ^  + V, where ^  is the kinetic energy, V is the 
2m 2m
periodic potential energy. Since we are using a momentum represent­
ation, the effect of allowing an operator F(p) which is function of
momentum and assumed to be expanded as a power series in p, to operate
Oil l|i (r ), is simply to multiply the wave function by the quantity
Using this equation and equation (3.4.4) of the potential energy, we
find that equation (3.6.10) is reduced to the form of equation (3.4.13)
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As another example of trial wave function, consider the matrix
2
elements of the Hamiltonian H = - + V between two Wannier functions
based on lattice sites i and j
f f j j j  û^(r-Si)(-v-Vja(r-Kj) ar (3.6.11)
Here we are assuming that the bands are well separated, so that all 
interband matrix elements can be neglected.
Since Wannier functions are not solutions of Schrbdinger's equation, 
H will have non-diagonal elements between them. Now,
(liir) eoc^ \ik-^ j) il . (3.6.12)
U.C.
Since H does not depend on k, and H = E y
Hciir-nj] T ^  J (fiir) E(i) dk (3.6.13)
t/.c.
Hij - ^  j /r [ fXrl^i'^k'Si)dk f
y,L. l/.c.
Again k = k^  and from (3.3.2)
Hij ' ^  ■^[i(Ej-Sj)-kJ E(k) dk = CiSj-Ei). (3.6.15)
 ^dx. '
Thus the matrix element of the energy operator between the Wannier 
functions at i and j is the ij Fourier co-efficient of the energy. It 
depends only on the difference - R^, not on their actual values. 
Substituting the expression of 'IjJ’ln (3.3.4) into (3.6.12) one finds the 
system of differential equations satisfied by the Wannier functions;
25
■ HciiT-Ej) ^ Z(m> *Si)e(ïïi)
which may be used instead of the Schrbdinger equation.
V)
26.
CHAPTER 4
4.1 Space Groups
Most crystals possess more symmetry than the translational in­
variance discussed in Chapter 3- Other operations exist which carry 
the crystal into itself. They form a group calledctspace group. An ' 
operator of a space group contains a part which is either a proper or 
improper rotation, and a translation part. These operators repres­
enting these symmetry transformations commute with the crystal Hamil­
tonian and are important in classifying the electron states. There 
is only a finite number of possible space groups in a space of finite
dimension: 230 in three-dimensional space. The rotational parts of
the operators form a group known as the point group. There are only 
32 possible point groups in a three-dimensional space.J
There are four conditions necessary for a set of operators to form 
a group: The successive application of any two operators of the set
must itself be an operator of the set; the collection of rules of this 
sort is called the multiplication table of the group. The identity must
be included in the set of operators. The inverse of every operator must
;
be included. The operators satisfy the associative law, that is, if we 
have three operators. R^ , R^, R^ we must have
27.
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4.1.1 Classes
An essential feature concerning groups of operators is that 
one can set up what is called classes of operators. Two operations 
are said to be in the same class if there is some element R^  in the group 
such that R^  ^^j^i ~ As R^  stands in turn for each operation of the
group, the set R^  R^R^ will consist of, say, h^ different operations each 
repeated g/h^ times, where g is the order of the group.
4.1.2 The representations
We consider here the concept of representation (and irreducible 
representation) only in so far as it applies to the problem under consider­
ation. If we have a wave function which is a solution of Schrüdinger's 
equation corresponding to a definite wave vector k, and operate on this 
function in turn with each of the g operators of the group; the result is 
a set of g functions each of which satisfies the equation with the same 
value of £ . These functions are not in general.linearly independent. It
is necessary to find those linear combinations of the g functions (basis 
functions), which will form Bloch functions with specified symmetry. The 
determination of the types of symmetry which the wave functions may assume 
can be accomplished by a systematic approach. The first step is the con­
struction of the regular representation of the group.
If we regard the g functions as components of a column vector, and 
operate on each of these functions with a particular element of the group.
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the vec ' r will change to another one which consists of the same com­
ponents in a different order. The operation therefore, can be repres­
ented as a permutation which is expressed as a number of cycles in the 
usurl notation, and may be deduced from the group multiplication table.
The permutations can be represented as gxg matrices, called matrices of 
regular representations, in which each row consists of zeros except in 
just one position where the element is unity.
Since the operations of the point group do not all commute with each 
other, it is not possible to find a transformation matrix which will 
reduce all matrices of the regular representation simultaneously into 
diagonal form. However, it is possible to find a transformation which 
will reduce all matrices of the group into a form which consists of single 
elements, or sub-matrices of degree 2 or 3 along the main diagonal. In 
this case, the representation is said to be completely reduced and the 
sub-matrices themselves determine what are known as irreducible repres­
entations. The traces of the.matrices of the irreducible representations 
of all elements of a given class are equal. This follows from the defin­
ition of the class and the fact that a similarity transformation does not 
change the trace of any matrix. The traces then characterize the class 
and are called the characters of the irreducible representations of a 
given class. The number of classes in a group equals the numbers of 
irreducible representations.
By this reduction, all possible symmetry types are found. The
29.
existence of a single diagonal element implies that there is some function 
which is a linear combination of the g functions which transforms into 
plus or minus itself under each operation of the group. The existence,
of a 2x2 sub-matrix means that two linear combinations of the g's functions 
exist, say and such that each transforms either into itself or into 
the other under every operation of the group. Hence, and must be 
two degenerate Bloch wave functions. Although the complete matrices of the 
irreducible representations are necessary to determine the symmetries of 
the wave functions, in practice it is found that a knowledge of the 
characters is sufficient to enable the symmetry types to be obtained, with­
out much difficulty.
4.1.3 Character tables
We can construct a table of group characters as follows : A 
given class s may enter several times in the product of elements of class 
i by elements of class j. Indicating this number, divided by the number 
of elements of class s, we obtain' the co-efficients C.., s of the 
equation
(  C j j ^ s  -  % j S'is )  % s  -  o
S=1
which is derived from the multiplication of classes. %  is the character.
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the subscript is for a definite class. Detailed discussion of this equation 
is found in Jones (196O). Solving the determinant of this equation we get the 
r values of the characters or the r irreducible representations for a class j. 
Applying the two orthogonality relations
CV) =r O 1
Xi
1 = 1 = S \Ç J? =r \
)) is the irreducible representation, and g the order of the gro' * and 
^  (x;  ^ CÛ) ~ Q if i #  £
(9^ )is the character of the identity for the representation i) , we can get 
the exact character for a specified representation.
The symmetry types of the wave functions belonging to the irreducible 
representations can be obtained by inspection from the character table and 
the symmetry operations.
4.1.4 Basis functions
In the present case, it is convenient to obtain the basis functions from the
expansion of the wave function in spherical harmonics. A wave function for a state
*thbelonging to the i irreducible representation of wave vector k can be expressed 
as a sum of products of radial wave functions (E,r) and spherical
31.
harmonics ( 0; 9^/^
[ f w  C^ ,i j] H/(Ej7')
The combination of spherical harmonics of different l7l values for a
given t is chosen to produce a function transforming according to a
row of the particular irreducible representation (i) considered.
These functions are called kubic harmonics. Extensive tables of
liubic harmonics have been given by Von der Lage and Be the (19^ 7), and
Bell (1934). The simplest procedure in the construction of basis
functions for the representations is"^ find linear combinations of terms
of the form x^y^z^ (/& = p+q+r). There are, however, an infinite number
of basis functions of this type for each representation.
4.2 Classification of states at the center of the Brillouin zone-
For the structure in which we are interested the classification
of states at the center of the Brillouin zone depends only on the point
group of the crystal. There are forty-eight operations for the holo-
symmetric cubic point group: R^ ; the identity, R^-R^; rotations of TZT
about the four-fold axes x,y,z respectively, R^-R^^; rotations of
about the four-fold axes, R^^-R^^; rotations of^ about the six two-
fold axes, ^qy-^20^ o f i n  a positive direction about the
ti-iC
four three-fold axes, ^2l’"^ 24” of — about the same four-axes.
The other twenty four operations are derived from the corresponding
32
operations by an inversion. That is is the simple inversion, R^^ 
is a combination of R^ and inversion, and so on. In Table I, we give 
the analytical formulation of these operations.
TABLE I
Analytical formulation of the 
48 operations of the holosymmetric cubic point group
tp
IP 
1/I
^10 y
I
Id
I.
11
12
13
14
15
16
17
18
19
20 
21 
22
23
24
$
%
IPI
:
V
X, y
y 
y 
y
z 
z
y 
y
X 
X
z 
z
y 
y
X 
X
z 
z 
z 
z
X
X,- 
-X. 
-X,- 
X,-
X.
-z,
-y,
y,
-X,
-X,
-z,
z,
-y,
y,
y,
-y,
-y,
y,
z.
-z,-x 
z,-x 
-z, X
z)
-z)
-z)
z)
y)
-y)
-x)
x)
z)
z)
-y)
y)
-x)
x)
-z)
-z)
x)
-x)
x)
-x)
y)
y)
-y)
-y)
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
:
I
p
l
?
!
ip
y
X y z) = -X -y, -z)
X y z) = -X y, z)
X y z) = r X -y, z)
X y z) = ¥ X y, -z)
X y z) = -X z,-y)
X y z) = \ -X -z, y)X y z) = -z -y, x)
X y z) = Ip z -y, -x)
X y z) = y -X, -z)
X y z) = f -y X,-z)
X y z) = p X z, y)
X y z) = <p X -z. -y)
X y z) = z y, x)
X y z) • = -z y, -x)
X y z) = d y X, z)
X y z) = % -y -X, z)X y z) = f -y -z. -x)
X y z) = y -z. x)
X y z) = y z,-x)
X y z) =
g
-y z, x)
X y z) = -z “X,-y)
X y z) = z X,-y)
X y z) = -z X, y)
X y z) = Ip z “X, y)
The product of any two operations can be found and the multipli­
cation table constructed. Part of the multiplication table for this 
point group is given in Table II.
TABLE II
Part of the multiplication table 
of the holosymmetric cubic point group
33-
1 \  p.
Pi \ h
^2 ■ "3 «4 "5 «6 ^7 «8 "9 «10
E2 "3 «4 "5 «6 "7 «8 S «10
1
1 ^2 
i
«1 «4 "3 «6 "5 «13 «14 «16 ^15 1
1
! ^3
i
"3 «1 «2 «12 «11 «8 "7 «15 «16 1S
^4 "3 «2 «1 «11 «12 «14 «13 «10 s
1
% «11 «12 «2 «1 «20 «19 «21 «22
^6 «12 «11 «1 «2 «18 «17 «24 «23
"y ^7 «14 «8 "l3 «21 «23 ^3 «1 «18 «20
»8 ^13 "7 ■«14 «22 «24 «1 ^3 «19 ®17
1 i
"l5 «16 «10 «19 «18 «21 «24 «4 «1
1 ®10 ®10 «16 «15 «9 «20
î
«17 «23 «22 «1 «4
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The entries in the multiplication table are worked out in the follow­
ing manner :
«5«6 (x,z,-y) = (x,y,z) =
The operator which designates a row appears on the left in multipli­
cation.
From this multiplication table we can verify that the operations
form a group, and we can deduce the classes. There are ten classes.
There are standard notations for these classes. The first class is
denoted by the symbol E, which is the identity. The class consisting
2of the three operations is denoted by 3^ /^  , where 3 indicates the
number of operations in the class, and the suffix 4 indicates that the 
rotations are about the axes of four-fold symmetry. The. class consist­
ing of the six operations R^  - R^^ is denoted by 60^^, and the class con­
sisting of the six operations R^^ - R^^ denoted by 6C^ . The fifth class 
consisting of the eight operations R^^ - R^ /^  is denoted by 8C^ . The 
other five classes including the improper rotations are denoted by J,
2
3JC^ , 8JC^ , 6JC^ , 8JC^ . Since there are ten classes, there must be ten 
irreducible representations of which four must be one-dimensional, two two- 
dimensional 'and four three-dimensional, according to the rule
4(1)« + 2(2)« + 4(3)^ = 48 
The character table for this point group is presented in Table I of 
Appendix I, which also contains a listing of polynomial basis functions 
according to Von der Lage and Bethe. The notations for the irreducible
representations used is that of Howarth and Jones.
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The wave function of the type ps have the -full symmetry . - «he
point group, according to which each representation is represented by
the number h-1. It is similar in many ways to an atomic s-state. The
three-dimensional irreducible representation denoted by Pp is like
what we should have with atomic P or P or p wave functions on eachX y z
atom. They transform under the operations of the point group in the 
same way as the co-ordinates x,y,z. The symmetry of the wave functions . 
may be expressed by saying that each has a nodal- plane along one of the 
co-ordinate planes. The second three-dimensional irreducible repres­
entation is denoted by Jj' . The acceptable basis functions for this 
representation are xy, yz, zx . Each wave function has, therefore, two 
nodal planes. The suitable basis functions for the two-dimensional 
irreducible representation denoted by are z^  - -J(x^  - y^), v.-x^ - ).
These also, therefore, have two nodal planes. Clearly both and 
states have some affinity with atomic d-states. 'The fact thatp/ andQ' 
are different representations shows that in general, a five-fold degen­
erate c/-state of an atom will be split into a two-fold and a three-fold 
degenerate states in a cubic crystal at k=0.
The matrices of the irreducible representations for the basis 
functions are given in Table III. As an illustration of the procedure, 
we obtain the ( 3x3") matrix representing the three-dimensional irreducible 
representation /J'' , which corresponds to the operator (-x,-y,z) as follows
TABLE III
The matrices of the irreducible representations for the holosymmetric cubic group
0 - 1  0 .
0 -L 0
I o__.o 
0_ .  0 ..
-ifz
-1 i-l+'J 
> 4 -
, -iz ; 1 1 : 13|i) :.^i/! îjif4 p
- I  ! -1 i- 1 i 1 : 0 '  0
IM l-'^ z I -i/i !. Vz -4. ;-l
- lia  L l/a  ! i |a  L-ifz --'/s- .-'/z
-sin ;-3K s jn i  * J  5|h , 3lnStu i 3/M
1 i 1 ! 1 ! 1
-i(a :.i|a.;-i[aj.,|a.
-a -1 -1 >1
.Mlal.Afz ;-3la -1|allail/Z lh'l|:.i.l 1-1
0-1  0 -  - 0  1 -1  i -10 i 0 ip
1 -J. 1 I 0 0 , 0 0
o_Lo-t-i -1 .i-i 0 
- i -1.1-1 0 .Id 1 0 ,00 j 0 ! 0 0 li
1 .L-l _i.o_ld..X.d 4 0 
0 t O - i 0 LO L-l ; 1
old 
♦1 ! -1ti : .1 : 00 ; 0- lfl-i-1 
.1 1,1-1 0 I ft-l 0 4 p
0 -! 0 -1- d i 0 ;,l ; -1+1 I-1 j p-i- -6. : 0 100 ! 0 --0 I, P Lfl 1-1
0 J 0 0 _! 0
0-1-0
1 j. 1-4 0 l o0 i-0 4-0. -0 
- 1 -L 1 H 0-1 P
Q-XO-L-fl. .1-0 0-^0
0-4 5 1 0 0 . 0■l-fO 0 -, Ô-J.6 
0 - 1  -I-1-1-1 -i0 —L i.-L-l -.: l-.L'i
1 j-l-L'l
0 - I  0 - i- 00 -1 d - L p -q -I q i 01 -1.1-1 ■
0 4.0
-1 1 -10--0
i4-i..-!-i-i-.i-xa0 -1 0 1-0 -fOi -l-l 
0 L 0 -.! 0 1 0-i|a -i|i -l/i i-i|i 
-3(M -3/m |. 3/4 - 
1--1-1 -L-l Ua_ .1/
-3/z I-.i/4
3/4 I 3/4
1 4 j3(vH
I-7^
-St 1-3/4
'i^-'P
3/4 -s, 
-1 - -1 l|i -j
-l(a !-l/a 
3>/4 - 3/4
1 I 1
I : 3/i I i/a L i/a I i/a j i/a : </i
3|M..| 3/4-1-3/4 ! 3/4 :-3/4 -3/4 !-3/4 -3/4
•1-1-1 -1 l-l I 1 -j,. 1 , 1 : 1
I ,/a - i/jL ; 1/a ; 1/a l/a : l/^  L l/a
3/4 |-3|4
il4
V4.4_XL.UX4
37.
°l2 %y
"^ 1 o<22 “^ 23 yz = -yz
“^ 33_ zx -zx
in which we regard the functions as components of a column vector 
From that we get by inspection the matrix to be
1 0 0
0 -1 0
0 0 -1
with trace =-1.
As another example, the (2x2) matrix of the two-dimensional 
irreducible representation which corresponds to the operator (z,y,-x)
is given by:
r . Z"^ 11 ^12l F'Z - -jCx^  + y^  n
From that we can find the matrix is
X^  -• ?
-  y^
1
with trace = 0.
4.3 Classification of states at other points in the Brillouin zone
It is possible to classify the crystal eigenstates at other points 
in the reduced zone according to their symmetry properties. The Brillouin 
zone, together with points of high symmetry is shown in Figure 3. The
" ; v
^ — jo— — —
Fig.3 The B.Z. of f.c.c. structure showing the symmetry points
-^ 8.
symmetry points have been labelled according to the rotation introduced 
by Bouckaert et al (1938). The lengths of the various segments are:
Ttr - L = 0.866
r- K = 1.058
"Tt
X - V/ = 0.300 
W - L = 0.707
4.3.1 The A  axis
It is along the (001) direction. It corresponds to k=(00^)^ 
where OC can take the values 0< ^ 1. There are eight operations
which leave this wave vector invariant. As, there are five classes, 
there are five irreducible representations of which four must be one­
dimensional and one two-dimensional. The character table and basis 
functions are given in Table II of Appendix I . The wave functions 
of the two-dimensional irreducible representations denoted by may be 
of type p^ and p^  or of 8-type behaving like xy, yz. The matrices of 
the irreducible representations for the basis functions are given in 
Table IV.
TABLE IV
The matrices of the irreducible representations of the wave vector A
i
! ! "4 1 L ^10 1 ^26 ^27 I! ^39
! 1 I! 1 11 i 1 1 1 1 1 1 , 1
|(Ap)i, 1 -1 i 0 0 -1 1 ' 0 • 0
K ^ p )i2 O'
• :
0 -1 1 0 . 0 1 -1
'^ P>2i 0 0 1 -1 0 0 1 -1
KAp),, 1 -1 0 0 1 -1 0 0
i 1 1- -1 -1 1 1 -1 -1
5 A  /{ d
1 1 -1 -1 -1 -1 1 !
1 4 1 1 1 1
-1 -1 -1 ' -1 1
39
4.3.2 The point X
It is at the center of the square face of the Brillouin 
zone, along the (001) direction. It has one equivalent k vector. 
There are eight operations which leave the k vector invariant and 
eight which transform the function into the other equivalent function. 
The group of this wave vector has ten classes. There are eight one­
dimensional and two two-dimensional irreducible representations. The 
character table and the basiSfunctions are given in Table III of 
Appendix I. The wave functions of the two-dimensional irreducible
representation denoted by may be of type p^ and p^ or of f-type
2 2 2 2 behaving like x(y - z ) and y(z - x ). The basis functions of the
other two-dimensional irreducible representation are yz, zx or
2 2 2 2 yz(y - z ), zx (z - x ). The matrices of the irreducible repres­
entations for the basis functions are given in Table V.
TABLE V
The matrices of the irreducible 
representations of the wave vector X
40
^2 "3 s ^10
T-
1^6 2^5 2^6 ^27 ^28 "33 ^ 4 ^39
11
1 1
1
1 1
1
1 ^
1 1 1 1 1 1 1 1 1
s  I1 I
-1 -1 I
!
1 1 1 i-1>
-1
" 1
1 1 -X 1
I1
-1 -1 1
1
1
i^Vii
i
1 !
11
1
i1
-1 j -1 0 0
i
! 0i
i
0
I
-1 I -1 1 1
1
0 0 0 0
° I
0 0 i 0 -1 1 I-'
1 0 0 0 0 1 -1 1 -1
1 {
“ 1
0
° 1
0 1 -1 i -1 1 0 0 0 0 -1 1 1 -1
I
i
1 -1 1 1 -1 0 0 0 0 -1 1 -1 1 0 0 0 0
'
1 -X 1 1 1-1
-1 i l 1 M i
-1 -1 ll -1 -1 1 1
X/ ' 1 1 1 1 -1 -1 1-1 -1 i!
.
1 1 1 ' -1 -1 -1 -1
(V)ll 1 1 -1 -1 0 0
1 “
0 1 1 -1 -1 0 0 0 0
0 i 0
i
0 0 1 -1 \ 1 -1 0 0 0 0 1 -1 1 -1
0 i 0j
0 0 -1 1 ( 1 -1 0 0 0 0 -1 1 1 -1
I(Xd)22 1 1 -1}
1 -1 0
!
0 1 0J
i
0 1 -1 1 -1 0 0 0 0
"f i 1j
{
i -1
I
-1 -1 -1
I
i "? 1 -1 1 1 -1 3 Î 1 3
X
g
1
1 -1 -1
!
1 1 
1
1 • 1 -1 j-1 -1
1
-1 1 1 1 -1
i
\
-1
\
;
1 1
1
1
1 1  
i
1
1
i 1
1
1 1 |i
[
!
1 -1 -1 -1 ! -1 
!
-1 -1 -1
i
-1
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4.3.3 The A axis
It is the axis which runs from the origin to the center of 
the hexagonal face of the Brillouin zone, along the (ill) direction.
It corresponds to k = ^ ^  , where ^  ranges from 0 <(l.
The point group of this wave vector is of order 6 and has three classes 
There are two one-dimensional and one two-dimensional irreducible rep­
resentations. The character table and basis functions are given in 
Table IV of Appendix 1. The basis functions of the two-dimensional 
irreducible representationA p are (2x-y-z) and (y-z). The matrices of 
the irreducible representations of the basis functions are given in 
Table VI.
TABLE VI 
The matrices of the irreducible
representations of the wave -vectorA
i1 "l  ^ 17 21 : "35 "37 "39
A s  . 1
i
1 1 j 1 1 1
1
i
-i 1 1 1  1 -2 “2
^4)42 0 ! 3/2 -3/2 0 -3/2 3/2
0 1 “3/2 0 -3/ 2 "g
^4)^22
1 -1 -i -1 . i i
!
^f 1 j 1 1 -1 -1 -1
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The point L
It is at the center of the hexagonal face of the Brillouin zone, 
along the (ill) direction. It corresponds to k = . The pointZCL
group of this wave vector is of order 12 and has six classes. There are 
four one-dimensional and two two-dimensional irreducible representations. 
The character table and basis functions are given in Table V of Appendix 1. 
The matrices of the irreducible representationsfor the basis functions are 
given in Table Vll.
TABLE Vll
The matrices of the irreducible representations of the wave vector L
«1 ^11 "l3 ! V «21 • 2^3 ! ^33 "37 ^39 -41
L
s
1
i
1 1 1 1 1 1 . 1 1
\
1
L
P 1
-1 -1 -1 1 1 -1 1 1 1 -1 -1
N i l
1
I 1 -1 12 -2 -i 1 -2 2
:<Vi2 0 0 3/2 -3/2I 3/2 -3/2 0 0 -3/2 3/2 -3/2 3/2
0 “2 -i 0 0 • -i i -i
1 1 -i -i
.
-i -i -1 -1 i
12
-i -i 1 -i 1 -2 1 -i -i
;“ a>i2 0 i 0 -1 0 -1 0
0 -1 1 0 -1 1 0 -1 1 0 -1 1
1 -1 -i -i 1 i 2 -1 -i -i
i
1 -1 • -1 -1 1 1 1 -1 -1 -1 1 1
, 4  1
------ L
1 1 1 1 '1 ' 1 -1 -1 ' -1 -1' -1 -1
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4.3*3 The S  Axis
It is along the (llO) direction. It corresponds to k=
 ^ where oC can take the value 0 < -ç. The point group
of this wave vector is of order 4 and has four classes. There are 
four one-dimensional irreducible representations. The character 
table and the basis functions are given in Table VI of Appendix 1.
The matrices of the irreducible representations for the basis function 
are given in Table VIII.
TABLE VIII 
The matrices of the irreducible
representations of the wave vector ^
i :
1 I  ®16
> i  1 2^8 1 ■  3^9
r  : 1
S 1
1
1 1 !  
1 i  1 1 1 1
: i 
i
-1 !  1
i
i
-1 !
I
I
N p  I  "  i!  Î  i
1— _i_ !
i
1 1
I ;
^ d 1
!
1 -1
!
-1
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4.3*6 The point K
It is along the (llO) direction, on the boundary of the zone. It
3 'Tf'corresponds to k = (llO) ^—  . The point group of this wave vector is
the same as that of the wave vector ZT.
4.3*7 The point W
It corresponds to k = (-gOl) — . It has three equivalent k-vectors3.
The group of this wave vector is of order eight and has five classes. There 
are four one-dimensional and one two-dimensional irreducible representations 
for this group. The character table and basis functions are given in Table 
VII of Appendix I. The matrices of the irreducible representations for the 
basis functions are given in Table IX.
TABLE IX
The matrices of the irreducible 
representations of the wave vector W
i
h
 !
^2 ^11
1
^ 7  1 ^28 ^29
i
!
1
w
1 i
i '
1 1 i 1 1
1
1 1 1 1 1
!
1 !s
j 1 i
1 \
w 1 1■ 1 - ■ --1 -1 - -1 -1 - • 1 1 j
p ' 11 i
1 . -1
j
0
i
0
i
-1 1 0 0 :
0 0 ! -1 1 0 !I  ^ 1 -1 ;
0 0 i -1 1 0 1 0 -1 1 i
l(W')
.1.22
1 -1
I
0 0 1 -1 0 0 1
Î
%
(
i
i 1
i
r  . ...1
1 1
i
. 1 -1
! ■
-1 -1 1
K  ■ - 1 -i1 • ~ i,- -1 - - . -1 . - . - 1 1 -1 -1 i
'h5-
4.3.8 The Z axis
It is the axis which runs from the center of the square face 
of the Brillouin zone to its corner. It corresponds to k = {cCOl)^  
where ranges from 0 -J. The group of the Z-vector is of order
4 and has four classes. There are four one-dimensional irreducible 
representations. The character table and basis functions are given 
in Table Vlll of Appendix 1. The matrices of the irreducible repres­
entations for the basis functions are given in Table X.
TABLE X
The matrices of the irreducible
renresentations of the wave vector Z
!
«2 !
1
®27 2^8
zs ; ^ '
i
I '  i
1
1 1
I
1
1 i
1
z
p
1
i
- 1  j 1
1
-1 I
Z /
p
i
1
1
1 -1
i >  1
! .
*
!
\
i 1
_ L _
1 1
I
i
- 1
I i
i -1 j
1
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4.3-9 The Q axis
It corresponds to k = {oC ^  ù )_^ , where ^ , y can have the 
following values: X = 0  ^ -J 1. It is along the line
W - L. The group of Q is of order 2 and has two classes. The 
symmetry operations are the identity and the inversion. The two 
one-dimensional irreducible representations are and Q . The 
matrices of the irreducible representations are given in Table XI.
TABLE XI
The matrices of the irreducible
representations of the wave vector Q
L ^ 2 3
Qs
I !1 i 
1
1
1
1
%
! ' ! '
' 4?..
CHAPTER 3
3.1 Compatibility relations
We note that at the point P  where k = (0,0,0), the representation
Tp is a three-dimensional one with functions behaving like p ^ ,  p - , p . -
As we depart from k = (0,0,0) along the (OOl) direction we have already
seen that there we have representations formed from atomic p functions.
Thus the representation as we have seen, can be made up of a linear
combination of atomic p"functions, s functions, d functions etc., while
the two-dimensional representation A  is made up of atomic functions
P
of'type p^ and p^ , which may be mixed with d-like functions xy and yz, 
etc. We can see several things from this example. As we go away from 
k = (0,0,0) along the (001) direction, the three-fold degenerate state 
i p becomes split into a non-degenerate state , and a two-degenerate
. 5
srate Furthermore, however, these states can change their char­
acter as k increases partially taking on the behaviour of s or d atomic 
functions. Conversely, a state of type could emerge from an s-like 
state of type 15 at k = (0,0,0), or from a d-like state of type Id 
Such relations determining which states at a point like k = (0,0,0) can 
join definite states along a line such as (0,0,1) are called compati­
bility relations. There is a rule which determines the types along an 
axis which are compatible with a given type at the end of the axis.
This rule states that the sum of the characters of the compatible 
representations along the axis must be equal to the character of the
'48,
representation at the end point. This equality holds for every class
in the character table. As an example, the sum of the characters of
2 2and are 2, 2, 0, 2, 0 for the classes E, respect­
ively, which are the characters of for these classes. Hence, the A  - 
states which are compatible with Id are ^  and A  . So we can say 
that the two-fold degenerate statebecomes split into two non-degen­
erate states and as we go from k = (0,0,0) along the (001) 
direction. When the representation at the end point is one-dimensional 
the characters of the axis representation must be equal to those of the 
end-point representation. The compatibility of with either or 
X^ , and the compatibility of with either X^ or X„ at the end point 
X = (0,0,1) are examples of.this. So we can see that as we proceed
further to the point x = (0,0,1) the state ^ may be either X or changes , s
to a p-like state of type x^  and the state .may change to either the 
state X^ or X^ . There is no way of determining which-it is, simply 
from symmetry considerations.
3.2 Free-electron correspondence
Group-theoretical methods of this type c.an be used also to set up 
the "free electron correspondence", that is to determine the splitting 
of degenerate free electron states at any k-point. This will be illus­
trated by an example. Consider the free electron energy level at k = 
(0,0,0), corresponding to the eight plane waves of wave vector (111), 
(-111), (1-11), (11-1), (-1-11), (-11-1), (1-1-1), (-1-1-1) taken in 
this order. When the cubic crystal field is "switched on" this eight
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times degenerate level splits into a number of levels characterised by 
irreducible representations of the T*-group. When the operations of the 
P-point group are applied to the above eight vectors, they interchange 
them and are thus represented by (8x8) matrices of reducible represent­
ation. The number of these matrices equal to the order of the group.
The elements of these matrices are all zero except for one element in 
each column and row. The traces are the same for all operations belong­
ing to any one class. The traces for the ten classes of this point group 
are 8, 0, C, 0, 2, 0, 0, 0, 4, 0 respectively. The whole set of 48 (8x8) 
matrices is easily obtained. For instance, the operation belonging 
to the class which changes (x,y,z) into (y,z,x) is represented by the 
matrix
1 0 0 0 c 0 c 0
0 0 0 1 0 0 c c
0 1 0 0 c c c 0
0 0 1 0 0 0 0 0
0 0 0 c 0 1 0 0
c 0 0 0 0 0 1 0
0 0 0 0 1 0 0 0
0 0 0 0 C •0 0 1
with trace = 2. Looking at the character table of the point group and 
picking up those irreducible representations whose characters add up for 
each class to the trace, it is found that the reducible representation in
question is the direct sum of the irreducible representations n  -r- r- /
is, ip, id
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and r.. There is always a unique solution. . Thus the original free'I . =5-
electron eight times degenerate level splits up into two non-degenerate ,
and two three times degenerate levels. Along the (OOl) direction, there
are two free electron bands, each is four times degenerate, corresponding
to the eight plane waves under consideration, the first includes the vectors
(ill), (-111), (l-ll), (-1-11), and the other includes the vectors (ll-l),
(-11-1), (l-l-l), (-1-1-1). If we apply the same rule for the A-vector,
we will find that each band splits into states A , ^  . Thus the ^ s’ p’ ^  d
four times degenerate level splits into two non-degenerate and one double­
degenerate level. . As another example, the case along the (ill) direction, 
where there are tv/o non-degenerate and two triple-degenerate free electron 
levels. Applying the same rule, we will find .that i each of the triple­
degenerate bandas splits into states A  and A  , one non-degenerate and ones p
double-degenerate level.
A set of compatibility relations between states along symmetry axes 
and states at the end points for the f.c.c. structure is given in the 
following table.
TABLE XII
Compatibility relations betweenP and A , A  , Z"
is Ip k i T r Ta fh 11 G'
As As A p A s A A A p A i ' AoP ApAcL A f Ag A d Aq
A s As A  p A p As A p A s A p  Ap A p  A p A  p Ap Ap
Zs Zs ZTp Js r /  Tcl z r Z s Z f  %
1
%
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TABLE XIII
Compatibility relations between X and A , z
Xs X p  Xp Xj. Y.d' Xcii' X p  Xp" X s  X|
As As Ap A i '  A i  Ap A i  A i '  A g  A3
Zs Z p ' Z s Z p  2 p  Z s  Z p 'Z i  z p '  . Z i  Z p  Z i .
TABLE XIV
Compatibility of relations between L andA , Q
Ls L p  Lp" LcL I Ç L9
-A. 5 A s  A p  A p  A p  A p
û s  G)p Qs, Qp 0s Qp Qp
TABLE XV
Compatibility of relations between W and Z, 0
\vc, W p  Wp'" v /d  W p
Zs Z s  Zp Zp" ZcL ZJ.
Qg Qp Qs 0 6
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TABLE XVI
Compatibility relations between K and J1
Ks Kp Kp' Kd
Xp
In Figure 6, we represent the band structure of the empty lattice,
in which the various states are labelled by means of vectors of the recip­
rocal lattice. The energy is given by E^(k) = . The reciprocal
lattice vectors used in this model are:
= (0,0,0) one vector
= (-^1 -1? tl) eight vectors'
K = (±2, 0, 0) six vectors
“3
^  = (±2,±2,±2) twelve vectors
We notice that the degeneracy changes at different k-points. The degen­
eracy is given by the number between brackets. The figure also shows the 
free electron correspondence. The different states into which the energy 
levels split are given. It is possible for energy bands belonging to 
different representations to cross. Such a crossing, for instance, on a

5^
symmetry axis, produces an accidental degeneracy at the point of contact. 
It is unlikely that there will be accidental degeneracies between bands of 
the same symmetry. If such contact occurs for some specific crystal 
potential, it will be removed by almost any small chance in the potential.
I
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CHAPTER 6
6.1 The simple plane wave method
In the simple plane wave method, the crystal potential and the 
electronic wave function are expanded in a Fourier series in terms of 
plane waves. These linear combinations are used to form the energy 
matrix by direct substitution in equation (3-4.13). The Fourier co­
efficients of the potential, W(K^), are the knovm quantities. The 
eigenvalues E can be found by successive approximations, solving the 
determinant for E with more and more terms included in the summation.
The different eigenvalues correspond to successive bands. The rows and 
columns of the determinant must correspond not to single plane waves, 
but 'CO combinations of plane waves of the correct symmetry for the k- 
point under consideration. To construct symmetrical function at a 
point k in the Brillouin zone, one must include the proper combinations
of functions in k = k + K . The expansion of the wave functions is—n — “Ti
then given as a sum of symmetrized functions with increasing
6.2 Symmetrized linear combination of plane waves
The symmetrized linear combination of plane waves which trans­
forms according to the irreducible representation of the group of the 
wave vector k is expressed as
4^^^= 2 E  C^4k^) exp.[i(k + K )-r] ' (6.2.1)
k . K k .  n J
-J ~3
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Where k is the wave vector, j is the irreducible representation, i is
the row of the matrix of the irreducible representation, Z  indicates
that c x > i s  the such combination of this type. The sum in
k .
-3
principle, runs over all the reciprocal lattice vectors; in practice 
only few are considered.' Here the vectors of type (OCO), (ill), (200), 
(220) are always considered and in some cases also the vectors of type 
(311), (222), (400), (420), (422),....etc. The general expression of 
a function of the correct symmetry for any irreducible representation 
of the group of a k vector is
E f  (6,2,2)
sym
is the symmetrized function, ijj Is an arbitrary function which 
can be expressed as a linear combination of functions belonging to 
the various rows of the irreducible representations of the group
' a 0
where A. are coefficients.
3
is the ii^^ element of the matrix of the irreducible repres-
I g
entation j, the R are the symmetry operations of that particular group.
The action of R on the function ij/(r) is the following: is a function
of the position vector r. The operator R acting on r sends r into r:r^  =Rr. 
Then
R tj^ Cr) = (|/(R” r^)
It is required by equation (6.2) that l|/(R r^) be a linear combination of
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1 "t ixthe original (j/(r) belonging to the j irreducible representation.
6.2.1 S.C.P.W's for the point p
As an illustration, let us obtain the symmetrized combination of 
plane waves for k = 0 and K of the type (220), (there are twelve of them)^  
transforming according to the row xy in the I^ d^  irreducible representation 
whose basis functions transform like xy, yz, zx. The matrices of the ■ ^ 
irreducible representations of the 48 operators have been given in Table 
III of Chapter 4. As an example, the operator (y, -x, z) is represented 
by the matrix:
-1 0 0
0 0 1
0 -1 0 ^
-y) by
'o 1
0 0
1
-1
-1 0 0
Only the operators which have a non zero (xy,xy) element contribute to the
sum. If we let R be the operator (y, -x, z), then for K = ^  (220), we
a
get R If = (2-20), so that this gives a contribution. Applying the
a
operator (z, x, -y), we get R ^  (02-2). This does not give a
a
contribution. After going through the table of operators, we find the
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desired combination:
= S [ Cos ^ (x*y)-Co£:§(,x-^)] .
A scheme of the symmetrized combinations of plane waves which transform 
according to the irreducible representations of the pointpis given in Table 
XVII. Only the vectors (OOO), (ill), (200), (220) are considered.
As an example of the use of the tables, suppose we require the combin­
ation of plane waves of the (200) type which transforms according to row ”x" 
in the representation Tp. Inspection of the table shows that the coeffic­
ients are (2,0,0), + 1 ,^ (-2,0,0), -1. The combination is
The energy levels are now calculated by means of the equations (5.4.13). 
The matrix elements are linear combinations of the Fourier coefficients of ' 
potential. There is also the term | k + ^  j ^ -E in the diagonal elements. 
The appropriate linear combination of Fourier coefficients of potential can 
be determined from the symmetrized function; from the differences of the 
wave vectors of the plana waves which contribute to the expansion. To 
illustrate an example, we will construct the matrix elements for the T7p 
state direct substitution in equations (3.4.13). From Table XVII we can 
find that there are three energy levels derived from the plane waves con­
sidered in the free-electrons approximation. The combinations of the plane 
waves of TTp symmetry corresponding to the successive free-electrons energy
TABLE XVII 58.
The coefficients of the
plane wave combinations of the wave vectorP
plane wave
IS Tp
X
r
z -2lx +y )
E Ç-
z(x^-y^), x(y^ -z^ )a
r 2 2xy(z -X ;
(000)
i !
0 0 0 0 0
(111) +1 +1 0 +1 +1 0
(-111) +1 -1 0 -1 -1 0
(1-11) +1 +1 0 -1 -1 0
(11—l) +1 +1 0 +1 -1 0
(-1-11) +1 -1 0 +1 +1 0 !
(-11-1) +1 -1 0 -1 +1 0
(+1-1-1) +1 +1 0 -1 +1 0
(—1—-L—l) +1 -1 0 +1 ■ -1 0 j
(200) +1 +1 -1 0 0 • 0
(-200) -1 -1 0 0 0
(020) +1 0 -1 0 0 0
(0-20) +1 0 -1 0 0 ■ 0 Î
(002) +1 0 +2 0 0 0 J
|(00-2) +1 0 +2 0 c 0
(220) +1 +1 -2 +1- 0 0
(-220) +1 -1 -2 -1 0 0
1(2-20) +1 +1 -2 -1 0 0
(-2-20) +1 -1 -2 +1 ■ 0 0
(202) +1 +1 +1 0 0 +1
I (-202) +1 -1 ■ +1 0 0 +1
i(20-2) +1 ■ +1 . +1 0 0 -1
(-20-2) +1 -1 . +1 0 0 —1
(022) 1 +1 0 +1 0 0 -1
(0-22) +1 0 +1 0 0 -1.
(02-2) +1 0 +1 0 0 +1
(0-2-2) +1 0 +1 0 . c 4-1
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levels are :
(1) (111) - (-111) + (1-11) + (11-1) - (-1-11) -'(-11-1) + (1-1-1) - (-1-1-1)
(2) (200) - (-200)
(3 ) (220) - (-220) + (2-20) - (-2-20) + (202) - (-202) + (20-2 ) - (-20-2 )
There is or.e such equation for each level. Equations (3-4.13) written
in full, with the abbreviation W(K^) = , that is, “ dll’
(fj 3 ^  ^1“ i" ll jji} “h Wiji — 03 J ^  ^  ^fso.)
+ -Z:/^ V^i- If V/jj,3 V l i i -
t L  ^  ly^ o^  - E ] V  ( f ^ 2:io ) - ^
13) £^jA J-E-f ~  ^C^ f 2,3.0 )
J t T" U/531J  v' C Km) ^  ®
The energy is determined by the condition that the determinant of the
coefficients of the V's must vanish. The energy matrix is of order 3?
and is given as follows:
S O É '^ I f in  E E i -  Vvioe, S V/m- 2 Vvj/J / ^i i i  -  l é  ^ ^ 3 )
-t-^oe,- - VVzZ.^-J
3
^ Vv[jl- ÿ vy^ ji iVbye S 1^ 2.0
- V/ifOP J
Kij - iy V/^21 E Vy^jo êOË flVdop
6.2.2 (S.C.P.W’s) for the wave vectors ^  ,A  , ZT
Following the procedure given in 6.%we can obtain the symmetrical 
linear combination of plane waves for other points of high symmetry in the
TABLE r/III 60
The coefficients of the
plane waVe combinations of the wave vector^
)lane wave !
j (000)
(111)
k-iii)
(1-11)
1(11-1)
-1-11)
(—11—l) 
(1-1-1) 
(-1-1-1)
, (200) 
k-200) 
(020) 
(0-20) 
(002) 
(00-2 )
I (220) 
(-220 ) 
(a .20 ) 
(-2 -2 0 ) 
(2 02 j 
(-202 ) 
(20-2 ) 
-2 0 -2 ) 
(022) 
0-22) 
(02 -2 ) 
(0 -2 -2 )
X
2 2 
a: -y
Ad"
xyz 2x-y-z
Af
xyCx-y)-h
yz(y-z)-h
zx(z-x)
x-y z
' ^ d '  
z(x-y
+1 0 0 0 0 0 0 4-1 0 0 0
+1 4-1 0 4-1 4-1 0 0 -hi 0 -hi 0
4-1 -1 0 -1 -hi -2 0 4-1 4-1 -1
4-1 4-1 0 -1 4-1 4-1 0 4-1 4-1 4-1 4-1
4-1 -hi 0 -1 -hi 4-1 0 4-1 , 0 • -1 0
4-1 -1 0 4-1 4-1 -1 0 4-1 0 4-1 0
4-1 -1 0 -hi 4-1 -1 0 4-1 -1 4-1
4-1 -hi 0 4-1 4-1 4-2 0 -hi 4-1' -1 -1
4-1 -1 0 -1 4-1 0 0 4-1 0 -1 0
4-1 4-1 4-1 0 4-1 4-2 0 -hi 4-1 0 0
4-1 -1 4-1 0 -hi -2 0 -hi -1 0 0
-fl 0 -1 0 -hi -1 Q 4-1 -1 0 0
-Kl 0 -1 0 4-1 4-1 0 4-1 4-1' 0 0
4-1 0 0 0 4-1 -1 0 4-1 0 4-1 0
-hi 0 0 0 4-1 -hi 0 4-1 0 -1 0
4-1 4-1 0 4-1 4-1 4-1 0 4-1 0 0 0
4-1 -1 0 -1 4-1 .-1 4-1 -hi -1 0 0
4-1 4-1 0 -1 4-1 4-2 -1 4-1 -hi 0 0
4-1 -1 0 4-1 4-1 -1 0 -hi 0 0 0
4-1 4-1 4-1 0 4-1 +1 0 4-1 4-1 -hi 4-1
4-1 -1 4-1 0 4-1 — -1 -hi -1 4-1 -1
4-1 4-1 +1 . 0 4-1 4-2 4-1 4-1 4-1 -1 -1
4-1 -1 4-1 0 -hi -1 0 4-1 -1 -1 4-1
4-1 0 -1 0 4-1 -2 0 -hi -1 4-1 -1
+1 0 -1 0 4-1 -1 4-1 4-1 -hi 4-1 4-1 "
4-1 0 -1 0 4-1 -1 -1 4-1 -1 -1 4-1
4-1 0 -1 0 -hi 4-2 0 4-1 -hi -1 -1
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Brillouin zone. The (S.C.P.W’s) for the wave vectors ,A  , ZJ are 
given in Table XVIII. Only the vectors (COO), (ill), (200), and 
(2 20) have been included.
From the table the energy matrices can be constructed, for each 
wave vector. As an example, we will construct the energy matrix.
The combinations of plane waves corresponding to the successive "free- 
electron" energy levels are:
(1) (11-1) + (1-1-1) - (-11-1) - (-1-1-1)
(2) (200) - (-200)
(3) (111) + (1-11) - (-111) - (-1-11)
(4) (20,2) - (-20-2)
(3) (220) - (-220) + (2 20) - (-2-20)
(6) (202) - (-202)
Equations (3-4.13), with the same abbreviation mentioned before in 
section 6.1, are:
(I) AC) I -51  ^CÛ -t
f   ^ t  ^ 4  b/jii " A vA //^  V (  t f  3.0-2 )
(t) / - c  V"I'Vjoo - V K^ oo) "f Oi- J  )/CÂ -ttfi/ j)
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C3) h  C l è  - tK m l —B ^Véoûo-Wzzx>^ v C A i'H 'i i i )~ t [C '^ ^ o o ~ ^ ^ ^ ^ ^ ^ ^ é Ê ~ ^ ll} i-J
■f C^ ^^JJi~ 4- ] v  ( . ^  4-K koo j f -  C A  — AV/y^'j J  V  C i l  -riZk<?-^ )
f  V  - f - [3 2/. V///i -  A v A , / 3  V C  A ~h  = o
(^ 9 ^ — Cy- Wpop-l7^ of/] \/ C CÂMn
-r&^V^oc;-^/V/4j^ .û 3  V C j l - h b ^ o )  -h C A V / s i i - A  ^331 ]  V C l l i - A i j J
"f C ^ ^ : lo -4 V y ^ z z 3  -i-£T^VVip^o-.^ Wq.^ <?3 v C Û r tK n o 'O '^ ^
(j?) ^Cl f^ -J-jj22al — Ei~ V v o o o V  L.'îé~hjC22o) '^ r ïC^ Mv; — A  VZ-'J ( 3 ^  C^-h jC^^~0 
-t 3 4-^Aûo -A V CA TICscro) t" IT-V- -4 lX5/i 3 ^ A '^ JSiP)
T C^ lviflo - 4 ^V'j^'2.2-3 f jtko-A f c4 l'Aile?" 4- V/^;2.2 3^G Ai- hf^s) = <3
((?) ^  O ^ f -  j  ^ C tH > o o ~ h ^ ^ f fo 'J  ^ C '^ È - 'i 'K ^ 2 . ) - f -
t-c-2^oo-:ii^zo]vcAtji:% oo; z :A i^ / / -4 t4 u ]  v (A -fK m )
- f  V v ^ o o ^  ^ A ’T -b lf l-a }  "i" C 4 Y>2^o-  4  Z2 3  ^ C ^-j-J^ o^ J-^
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The energy matrix will be of order 6 in this approximation; it is 
represented as:
T- -
!
■ -i' VZ.-a~V/r,t3
 ^Clfj-tHzoo{~6 4 ’‘Aoo-^ k/^ zc
rf o ~ 3
j ,-b/apo-4V4r^  ^aàftnà-B
-j !vgg, - V/iz
-j-l'-^oo ~. Ifléj^ocT^
K^..o-4V^c. 4-kLo-<^ k^ zz
"hb^oo-Vy^
4^ l^ oo-4\^
-f-Vî^oo -Vy^ ooJ >
6.2.3 S.C.P.W's for the wave vectors X, L, ¥, Z, Q.
For other wave vectors considered (X, L, W, Z, Q) the vectors 
of type (311), (222), (400), (420),... etc., are also considered in the 
symmetrized combinations. Symmetrized combinations of plane waves 
including these fectors, for the points X, L, W, Z and Q are given in 
Tables XIX and XX. The combinations of vectors of type (222) are like 
those of vectors of type (ill), and those of type (400) are like that 
of type (200).
TABLE XIX
The coefficients of the
plane wave combinations of the wave vectors X, L
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1
X X X / X, X,/y X, L L L / L,
L
g
s p p d d f f s p p d (x-y)
1 z X xy yz xyz 1 X4-y-HZ x-z 2 2 X -y (y-z)(z-x)
(000) +1 +1 0 0 0 0 0 0 -Hi ; 4-1 0 0 0
(111) +1 +1 +1 4-1 0 4-1 0 4-1 4-1 4-1 0 0 0
(-111) +1 +1 -1 0 4-1 0 -1 -Hi -Hi -1 0
(1-11) +1 +1 +1 -1 0 -1 0 -1 4-1 4-1 0 4-1 0
(11-1) +1 0 +1 4-1 0 0 G 0 4-1 4-1 4-1 0 0
(-1-11) +1 '+1 -1 -Hi 0 -1 0 .±1 rl -Hi -1 0 0
(-11-1) +1. 0 -1 0 0 0 0 -Hi -Hi 0 -1 0
(1-1-1) +1 0 +1 -1 0 0 0 0 -Hi 4-1 4-1 4-1 0
(—1—1—l) +1 0 -1 4-1 0 0 0 0 -Hi -]. 0 0 0
(200) +1 +1 4-1 0 4-1 0 -Hi 0 4-1 4-1 -Hi 4-1 0
(-200) +1 +1 -1 0 4-1 0 4-1 0 -rl -1 -1 -Hi 0
(020) +1 +1 0 0 -1 4-1 - -1 0 -Hi 4-1 0 -1 0
(0-20) +1 +1 0 0 -1 -1 ; 0 -Hi -1 0 -1 0
(002) +1 0 0 0 0 0 0 -Hi -Hi -1 0 0
(00-2) -1 0 0 0 0 0 0 -Hi -1 4-1 0 0
(220) +1 +1 +1 4-1 0 4-1 0 +1 -Hi -Hi -Hi 0 0
(-220) +1 +1 -1 -1 0 -Hi . 0 -1 4-1 4-1 -I -1 -1
(2-20) +1 +1 4-1 -1 0 -1 0 -1 4-1 ■ 4-1 4-1 -Hi +1
(-2-20) +1 +1 -1 4-1 0 -1 0 4-1 4-1 -1 -1 0 0
(202) +1 +1 4-1 0 -Hi 0 4-1 0 4-1 -Hi 0 4-1 0
(-202) +1 +1 -1 0 4-1 0 4-1 0 4-1 4-1 -2 4-1 4-1
(20-2) +1 -1 4-1 0 -Hi 0 -1 0 4-1 4-1 4-2 4-1 -1
(-20—2) +1 -1 -1 0 4-1 0 -1 0 +1 -1 0 4-1 ■ 0
(022) +1 +1 0 0 -1 4-1 -1 0 -Hi 4-1 -1 0
(0-22) +1 +1 0 0 -1 -1 -1 0 4-1 4-1 -1 -1 -1
(02-2) +1 -1 0 0 -1 -1 -1 0 4-1 4-1 4-1 -1 4-1
(0-2-2) +1 -1 0 0 -1 4-1 4-1 0 4-1 -1 -Hi -1 0
TABLE XIX (Contd.)
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X X X / X, X , X/' X^ X/ L L L X L, L 1S P p a d d f f s P P d S 1 
i
(311) +1 4-1 4-1 4-1 -Hi +1 4-1 4-1 -Hi -Hi 4-1 4-1 0
(-311) , +1 4-1 -1 -1 4-1 4-1 -Hi -1 4-1 -Hi -2 4-1 0
(3-11) +1 4-1 4-1 -1 4-1 -1 4-1 4-1 4-1 4-1 -Hi 4-1 4-1
(31-1) +1 0 4-1 4-1 -Hi 0 0 0 4-1 4-1 -h2 4-1 -1
(-3-11) +1 4-1 -1 4-1 4-1 4-1 4-1 4-1 4-1 -1 -2 4-1 4-1
(-31-1) +1 0 -1 +1 0 c 0 4-1 -1 -1 -h1 -1
(3-1-1) +1 0 -Hi -1 4-1 0 0 0 -Hi 4-1 4-2 4-1 0
(-3-1-1) +1 0 -1 4-1 -Hi 0 0 0 4-1 -1 -1 4-1 0
(131) +1 4-1 4-1 4-1 -1 4-1 -1 4-1 -Hi 4-1 0 -1 0
(-131) +1 4-1 -1 -1 -1 4-1 -1 -1 fl 4-1 -1 -1
(1-31) +1 4-1 -Hi -1 -1 -1 -1 -Hi 4-1 0 -1 0
(13-1) +1 0 4-1 -Hi -1 0 0 0 4-1 +1 4-1 -1 -Hi
(-1-31) +1 4-1 -1 4-1 -1 -1 -1 -Hi +1 -1 -1 _1 -1 i
(-13-1) +1 0 -3 -1 -1 0 0 0 4-1 4-1 0 -1 0 !
(1-3-1) +1 0 4-1 -1 -1 0 0 0 4-1 -1 4-1 -1 +1 1
1(-1-3-1) ■+1 0 -1 4-1 -1 0 0 0 4-1 -1 0 -1 0
I (113) +1 4-1 -Hi 4-1 0 4-1 0 +1 -Hi 4-1 -1 0 0
(-113) +1 +1 -1 -1 0 +1 0: -1 4-1 -Hi -2 -1 +1 1
(1-13) 4-1 4-1 4-1 -1 0 -1 0 -1 4-1 -Hi -1 4-1 -1 ?
(11-3) 4-1 -1 -Hi 4-1 0 -1 0 -1 -Hi -Hi -h2 0 0 i
(-1-13) 4-1 4-1 -1 4-1 0 -1 0 4-1 4-1 4-1 -2 0 01
(11-3) 4-1 -1 -1 -1 0 -1 0 4-1 4-1 — 4-1 -1 4-1 !
(1-1-3) 4-1 -1 4-1 -1 0 4-1 0 -Hi 4-1 -1 4-2 -Hi -1 ,
(-1-1-3) +1 -1 -1 4-1 0 4-1 0 -1 4-1 -1 4-1 0 0 I
TABLE XIX (Contd.)
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X X X  / x^ X y X _ X f L L L  / L , LS p p d d d I s P P d g
(420) + 1 4 - 1 4 - 1 4 - 1 4 - 1 - f l 4 - 1 4 - 1 4 - 1 4 - 1 4 - 2 4 - 1 - 1
(-420) + 1 4 - 1 - 1 - 1 4 - 1 4 - 1 4 - 1 -1 4 - 1 - 1 - 2 4 - 1 - 1
(4-20) + 1 4 - 1 4 - 1 - 1 4 - 1 - 1 4 - 1 4 - 1 4 - 1 - f l 4 - 2 4 - 1 - f l
(-4-20) +  1 4 - 1 -1 4 - 1 4 - 1 4 - 1 4 - 1 - f l - 1 - 2 4 - 1 - f l
(402) + 1 4 - 1 4 - 1 0 4 - 1 0 4 - 1 0 4 - 1 4 - 1 4 - 1 4 - 1 4 - 1
(-402) + 1 4 - 1 -1 0 4 - 1 0 4 - 1 0 4 - 1 -1 -3 4 - 1 - f l
(40-2) + 1 - 1 4 - 1 0 4 - 1 0 - 1 0 . 4 - 1 4 - 1 +3 4 - 1 - 1
(-40-2) + 1 - 1 - 1 0 4 - 1 0 -1 0 4 - 1 - 1 - 1 4 - 1 - 1
(240) + 1 4 - 1 4 - 1 4 - 1 -1 - f l -1 4 - 1 4 - 1 4 - 1 4 - 1 4 - 1
(-240) -rl 4 - 1 - 1 - 1 - 1 4 - 1 - 1 4 - 1 4 - 1 - 1 -1 - 1
(2-40) 4 - 1 4 - 1 4 - 1 - 1 - 1 -1 - 1 - 1 - f  1 - 1 4 - 1 4 - 1
(-2-40) . '  4 - 1 4 - 1 - 1 4 - 1 - 1 -1 - 1 4 - 1 4 - 1 - 1 -1 — 1
' (204) '  4 - 1 4 - 1 - f l 0 4 - 1 0 4 - 1 0 4 - 1 - f l -1 4 - 1 - 1
(-204) - f l 4 - 1 - 1 0 - f l 0 +1 0 4 - 1 - 1 -3 4 - 1 4 - 1
(20-4) 4 - 1 - 1 4 - 1 0 4 - 1 0 -1 0 4 - 1 -1 +3 4 - 1 ’ - 1
(-20-4) + 1 - 1 - 1 0 4 - 1 0 -1 0 - f l -1 4 - 1 4 - 1 4 - 1  !
(024) 4 - 1 , 4 - 1 0 0 - 1 4 - 1 - 1 0 4 - 1 4 - 1 - 2 -1 +l|
(0-24) 4 - 1 4 - 1 0 0 - 1 - 1  : 0 4 - 1 4 - 1 - 2 - 1 _ l |
(02-4) 4 - 1 - 1 0 0 - 1 -1 4 - 1 0 4 - 1 - 1 4 - 2 -1 4 - 2
(0-2-4) 4 - 1 - 1 0 0 - 1 - f l 4 - 1 0 4 - 1 -1 + 2 - 1
(042) - f l 4 - 1 0 0 -1 4 - 1 - 1 0 4 - 1 4 - 1 - 1 -1 -Ij
(0-42) 4 - 1 4 - 1 0 0 - 1 -1 -1 0 - f l -1 -1 -1 -i!
(04-2) 4 - 1 - 1 0 0 -1 - 1 4 - 1 0 4 - 1 4 - 1 4 - 1 +ii
(0-4-2) - f l - 1 0 0 -1 4 - 1 4 - 1 0 4 - 1 - 1 4 - 1 -1
1
(22-2) 4 - 1 - 1 4 - 1 4 - 1 0 -1 0 - 1 4 - 1 - f l -fl 0
1
0 }
(-22-2) 4 - 1 -1 - 1 - 1 0 - 1 0 4 - 1 4 - 1 -1 0 - 1 o|
(2-2-2) 4 - 1 - 1 4 - 1 - 1 0 4 - 1 0 4 - 1 - f l - 1 - f l 4 - 1 0 ■
(-2-2-2) 4 - 1 - 1 - 1 4 - 1 0 4 - 1 0 -1 4 - 1 - 1 0 0 0.
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TABLE XX
The coefficients of the
plane wave combinations of the wave vectors W,Z,Q.
i
i
1
W
s wp
X
W  X  
p
y y z
L
xyz
z s Z P
Z
Z  /  
P
y
" d
y z
% %
X
i
( 0 0 0 ) +1 -fl 0 0 0 -f 1 4-1 0 0 4-1 4 - 1
i (111) +1 4-1 4-1 -fl -fl -fl 4-1 -fl -fl 4-1 4-1
;(-111) +1 -1 -fl 4-1 - 1 -fl -fl 4-1 4-1 -fl -1
■(1-11) +1 4-1 -1 -1 • -1 4-1 4-1 -1 -1 -fl -fl ;
(11-1) +1 4-1 4-1 0 0 -fl . 0 -fl 0 4-1 -fl I
(-1-11) +1 -1 -1 -1 4-1 -fl +.1 -1 -1 4-1 -1
(-11-1) +1 - 1 -fl 0 0 -fl 0 4-1 0 -fl -1
(1-1-1) +1 -fl -1 0 0 4-1 0 -1 0 4-1 4-1
(-1-1-1) 4-1 -1 -1 0 0 4-1 0 -1 0 4-1 -1
( 2 0 0 ) . 4-1 4-1 0 0 0 4-1 4-1 0 0 4-1 4-1
( - 2 0 0 ) 4-1 -1 0 0 0 -fl 4-1 0 0 -fl “1 ;
( 0 2 0 ) 4-1 -fl 4-1 -fl 4-1 -f 1 -fl 4-1 4-1 4-1 4-1
( 0 - 2 0 ) 4-1 4-1 -1 -1 -1 4-1 4-1 -1 -1 4-1 4-1 I
( 0 0 2 ) 4-1 4-1 0 0 0 4-1 4-1 0 0 4-1 -fl !
( 0 0 - 2 ) 4-1 -fl 0 0 0 4-1 -1 0 0 4-1 -fl 1 
!
( 2 2 0 ) 4-1 -fl 4-1 4-1 4-1 4-1 4-1. -fl -fl 4-1 1
( - 2 2 0 ) 4-1 - 1 4-1 4-1 - 1 4-1 4-1 4-1 -fl 4-1 . -1
( 2 - 2 0 ) 4-1 -fl - 1 - 1 -1 4-1 4-1 -1 -1 4-1 4-1
( - 2 - 2 0 ) 4-1 -1 -1 -1 4-1 4-1 -fl -1 - 1 -fl -1
( 2 0 2 ) 4-1 -fl 0 0 0 -fl 4-1 0 0 4-1 +1
( - 2 0 2 ) 4-1 -1 0 0 0 4-1 -fl. 0 0 4-1 - 1  I
( 2 0 - 2 ) -fl 4-1 0 0 0 4-1 -1 0 0 4-1 4-1 1
( - 2 0 - 2 ) 4-1 -1 0 0 0 4-1 -1 0 0 -f 1 -1
( 0 2 2 ) 4-1 4-1 -fl -fl 4-1 -fl +1 4-1 4-1 -fl 4-1
( 0 - 2 2 ) -fl 4-1 -1 -1 -1 -fl 4-1 -1 4-1 4-1 :
( 0 2 - 2 ) 4-1 4-1 4-1 -1 4-1 =1 4-1 -1 -fl -fl
( 0 - 2 - 2 ) 4-1 4-1 -1 -fl 4-1 -fl -1 -1 -fl -fl 4-1
TABLE XX (Contd.)
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1
i
W
S
W
P
W  ,
p " d
z
s
Z
P V " d % %
i (311) i 4 - 1 4 - 1 4 - 1 4 - 1 - f l - f l 4 - 1 4 - 1 - f l 4 - 1  i
' (-311) - r l - 1 4 - 1 4 - 1 - 1 4 - 1 4 - 1 4 - 1 - f l 4 - 1 - 1
; (3-11) + 1 4 - 1 - 1 - 1 - 1 4 - 1 - f l - 1 - 1 4 - 1 4 - 1
; (31-1) +  1 4 - 1 4 - 1 0 0 - f l 0 - f l 0 - f l 4 - 1
: (-3-11) +  1 -1 - 1 - 1 4 - 1 4 - 1 - f l -1 - 1 + 1 - 1  !
(-31-1) +  1 - 1 4 - 1 0 0 - f l 0 - f l 0 - f l - 1  j
i (3-1-1) +  1 - f l - 1 0 0 - f l 0 - 1 0 4 - 1 + 1  !
(-3-1-1) +  1 - 1 - 1 0 0 4 - 1 0 - 1 0 4 - 1 -1 i
(131) +  1  • - f l 4 - 1 - f l 4 - 1 4 - 1 4 - 1 4 - 1 4 - 1 4 - 1 +1 1
(-131) +  1 - 1 - f l 4 - 1 - 1 - f l - f l - f l - f l 4 - 1 -1 i
(1-31) +  1 4 - 1 - 1 - 1 - 1 4 - 1 4 - 1 - 1 - 1 - f l 4-1 1
(13-1) +  1 4 - 1 4 - 1 0 0 4 - 1 0 4 - 1 0 4 - 1 - f l  1
(-1-31) +  1 - 1 - 1 - 1 - f l 4 - 1 4 - 1 - 1 - 1 4 - 1 - 1
(-13-1) +  1 - 1 4 - 1 0 0 - f l 0 - f l 0 - f l - 1
(1-3-1) +  1 - f l - 1 0 0 4 - 1 0 - 1 0 - f l 4 - 1
(-1-3-1) + 1 - 1 - 1 0 0 - f l 0 - 1 0 4 - 1
(113) +  1 - f l 4 - 1 - f l  • 4 - 1 4 - 1 - f l 4 - 1 . 4 - 1 4 - 1 4 - 1
(-113) +  1 - 1 - f l - f l - 1 4 - 1 - f l 4 - 1 - f l 4 - 1 - 1
(1-13) +  1 4 - 1 - 1 - 1 - 1 4 - 1 - f l - 1 - 1 4 - 1 4 - 1
(11-3) 4 - 1 4 - 1 - f l - 1 - 1 - f l - 1 4 - 1 - 1 - f l 4 - 1
(-1-13) 4 - 1 - 1 - 1 - 1 4 - 1 - f l 4 - 1 - 1 - 1 - f l - 1
(-11-3) 4 - 1 - 1 - f l - 1 .  4 - 1 - f l - 1 - f  1 - 1 4 - 1 - 1
(1-1-3) 4 - 1 4 - 1 - 1 4 - 1 - f l - f l - 1 - 1 - f l - f l 4 - 1
(-1-1-3) 4 - 1 - 1 - 1 4 - 1 - 1 4 - 1 - 1 - 1 - f l 4 - 1 - 1
TABIE XX (Contd.)
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Ws WP
w
p
zs zp
z
p Qa s
(420) +1 -fl fl -vl -fl -fl -fl -fl -fl -fl +1
(-420) +1 -1 -fl -f 1 -1 -fl -fl -fl -fl -fl -1 1
(4-20) +1 -fl —  1 -1 -1 -fl +1 -1 -1 -fl -fl
(-4-20) +1 -1 -1 -1 -fl -fl -fl -1 -1 -fl -1
(402) +1 -fl 0 0 0 -fl -fl 0 0 ' -fl 4-1
(-402) +1 -1 0 0 0 -fl -fl 0 0 -fl -1
(40-2) +1 -fl 0 0 0 -fl -1 • ' 0 0 -fl -fl 1
( —40—2) +1 -1 0 0 0 -fl -1 0 0 -fl -1 1
(240) +1 -fl -fl -fl -fl -fl -fl -fl -fl -fl 4-1 I
(-240) +1 -1 -fl -fl -1 -fl -fl +1 -fl -fl -1 1
(2-40) +1 . -fl -1 -1 -1 -fl -fl -1 -1 -fl -fl i
(-2-40) +1 -1 -1 ■-fl -fl -fl -1 -1 -f 1 4-1 1
(204) +1 -fl 0 0 0 -fl -fl 0 0 -fl -fl '
(-204) +1 -1 0 0 0 -fl -fl 0 . 0 -fl -1
(20-4) +1 -fl 0 0 0 -fl -1 0 0 -fl 4-1
(-20-4) -fl -1 0 0 0. -fl -1 0 0 -fl -1
(024) -fl -fl -fl -fl -fl -fl -fl -fl -fl -fl -fl
(0-24) -fl -fl -1 -1 -1 '-fl -fl -1 -fl 4-1
(0-2-4) -fl -fl -1 -fl -fl -fl -1 4-1 4-1
(042) +1 -fl -fl -fl -fl -fl -fl +1 -fl 4-1 -fl
(0-42) -fl -fl -1 -1 -1 -fl -fl -1 -1 -fl 4-1
(04-2) -fl -fl -f.l -1 -fl -1 -fl -1 4-1 -fl
(0 —4—2) -fl -fl -1 -fl -fl +1 -1 -1 -fl 4-1 4-1
(22-2) -fl -fl -fl -1 -1 -fl -1 . -fl -1 -fl +1 ,
(2 —2—2) +1 -fl -1 -fl -fl -fl -1 -i -fl 4-1 4-1
(-22-2) -fl -1 -fl -1 -fl -fl -1 -fl -1 4-1 -1
(-2-2-2) -fl -1 -1 -fl -1 -fl -1 -1 -fl -fl -1
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From these plane wave combinations, we can construct the energy matrices
as we have done for the other wave vectors. For instance, for the s state
of the wave vector X, (X ), we will have, with the K -vectors considered, •s —n
six energy levels derived from the free-electron approximation. Similarly, 
we will have five X^-type energy levels, five X^ - type energy levels, and
three X^-type energy levels, and so on. Consider as a simple example X^ .
The combinations of plane waves corresponding to the lowest levels of this 
type are, in the free-electron approximation;
(1) (11-1) + (-1-1-1) - (-11-1) - (1-1-1)
(2) (111) + (-111) - (1-11) - (-111) + (11-3) + (-1-1-3) - (1-1-3) - (-11-3)
(3) (220) + (-2-20) - (2-20) - (-220) + (22.2) + (-2-2-2) - (2-2-2) - (-22-2)
Equation (3.4.13) in full will be:
0^ 46T! Æ 1 - = A  t'a-/) ^  ^
r 2 v-4 -//Wj,/ g ] V c A f = c
■f CS  ^ 4.0 1/ C é  -r -Ij;-: )■>■ C 3 g 1^ 4 J J - s - 3 ,3
-f g  ^ 'i'bii-/) zrs ^ - <? -/■ o
vcétF///) = ^
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The energy matrix will be of order 3 in this approximation; it is 
represented as:
-t^ s^ss 
B^ 3?r SCIA+H^I-B
-t 2
All the energy matrices for the various states of the mentioned ' 
wave vectors were constructed in the same way-as the few given examples.
6.3 The crystal potential
Now it is necessary to find out the values of the Fourier co-\
efficients of the potential, which constitute the elements of the energy 
matrices. The Fourier coefficients of the potential have been expressed 
by equation (3.4.3). Carrying on the integration, for the cubic system, 
for a constant potential inside spheres of radius we get
W(Kp = ^  [ sin fcos K^rJ
n
The derivation of (6.3.1) is given in Appendix II. W(0) is of course,
4 ^ 3
the average value of the potential and equal to — V^/gl . R^ is
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taken as the radius of the sphere inscribed in the cube surrounding
each atom. Since we have two atoms of different types in our model
of the NaCl structure, for one of which V is positive while for theo
other it is negative, the structure factor must be considered. The 
total potential is given by;
V(r) = W (K ) exp. (i K .r) S(K )
- -fn —n — -nK s -n
where S runs over the different atoms. The quantity S(K^) can be 
calculated directly when the complete structure is known. It can also 
be given by the intensities of the X-ray reflections in the powder method 
where estimates of it can be made when the details'of the structure are 
unknown. The structure factor of sodium and chlorine is found to be 
(Mott and Jones (1936):
(K ) = cos K a + cos K a + cos K a + cos (K + K + K )a 
-n X y z X y z
Cl ^S (K ) = 1 + cos (K +K )a + cos (K + K )a + cos (K + K )a 
-n X y y z z x
where K , K , K are the components of K . This gives, for instance 
x’ y z n
8^1(220) = 4 
gNa^220) = 4 
, ' S ^ l ( i i i )  = 4 
S ^ ^ ( l l l )  = -4
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CHAPTER 7
7.A other principal methods of calculation
For the sake of completeness, in this Chapter we shall survey- 
brief ly, the principal methods of calculating the electronic energy bands 
in crystals. The various methods of calculation differ among themselves 
in the choice of the set of functions used for the expansion of the one-
electron crystal wave function (atomic orbital^ P^ plane waves etc ).
Although the methods differ widely in their particulars, they all have 
certain features in common. Each method can be formulated in terms of 
a suitable variational principle (Kohn (1932)). Where several methods 
are based on the same variational principle, they differ among themselves 
tiirough the introduction of different restrictions and simplifying assump­
tions. The main features of these various methods will be described. 
7.A.1 Atomic orbital methods
7.A. 1.1 Tight-binding method,
Historically, the first method suggested for deriving energy 
levels in solids was the tight-binding approximation of Bloch (1928). In 
this method, the wave functions are expressed as linear combinations of 
atomic orbitals(LCAO). The crystal potential is represented by a super­
position of atomic potentials, one centered at each lattice site. The
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average value of energy was found to be
S r ) exp.(-ik.R^). H(R^ ) 
_ n
E =
exp.(-ik.R ). S(R ) ^ -n -n
Where H(R ) is the matrix element of H between two atomic orbitals 
located on atoms separated by S(R^) is the overlap integral between 
these two atomic orbitals. H(R^) is a "three-centers integral". Al­
though with the use of automatic computers much progress has been made 
in the evaluation of such integrals, their calculation is still laborious. 
The atonic orbitals centered on different atoms.are not orthogonal to each 
other and therefore overlap integrals must be considered.
7.A.1.2 Orthogonalized atomic orbitals (OAO) method.
LBwdin (1930) ^removed this difficulty by setting up new atomic 
orbitals, linear combinations of the original ones, which are orthogonal 
to each other. If S.. is the overlap matrix between the atomic orbitals
13
Lbwdin showed that
06(r - R. ) = (r - R.) (1 + S. ,)^
3
are the required orthogonalized atomic orbitals.
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7.A.1.3 (LCAO) Interpolation scheme
Slater and Koster (1934), suggested using the (LCAO) method 
as an interpolation procedure to be used in connection with more accurate 
calculations done by other approximations or with experimental data. It 
is suggested that the various integrals be obtained as disposable constants 
which are determined for instance from the values of the energy at a few k 
points. The formula may be used to give approximate values of the energy 
at all other points in k-space. The order of the secular equation (7.A.1.1) 
equals that of the total number of atomic orbitals concerned. At symmetry 
points of k-space the secular equation splits up into several equations of 
smaller order. The matrix components H(R^ ) depending on the overTaping of 
atomic wave functions will fall off rapidly as increases, so it is only 
near neighbours which will contribute appreciably to the integral. The 
matrix component of energy can be approximated in the form.
222 exp. (-i k.R^) H(R^)
Bi
disregarding the overlap integral which would vanish by orthogonality. If 
the potential energy in H is treated as being the sum of spherical potentials 
located on the various atoms, disregarding three-center integrals Rising 
from it and using the simpler expression
H (R.) =mn —a ct(r) V (r) ct (r - R.) dr if] — o — im — —2. —
then the integral becomes similar to the type found in diatomic.molecules.
/
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The function ican be expressed as a sum of space functions quantized 
with respect to the vector extending from one atom to the other. If 
is a p function it can be expressed as a linear combination of a po^ 
and p functions with respect to the axis. If it is a d function it 
is a combination of a dd^ , d ^  and dS , where <5^ , 7^  , S refer to 
the components of angular momentum around the axis. The functions
p^ i Pyi p^ can be symbolized by x, y, z; the various d functions by
2 2 2 2 2 
xy, yz, zx, x - y and z - -J(x + y ). By carrying out this analysis
Slater and Koster were able to find expressions for energy integrals for
crystal in terms of two-center integrals. They calculated the matrix
components of energy for various crystal structures. Calculation for
the NaCl structure by this method will be carried out in Chapter 8.
7.A.2 Cellular method
An approximation first suggested by Wigner and Seitz (1933) is 
the cellular method. It depends on the solution of the wave equation 
within the cell surrounding an atom subject to suitable boundary con­
dition. The potential in the cell is assumed to be spherically symmetric. 
Schrüdinger's equation can be solved by separation of variables in spherical 
polar coordinates, the angular part being expressed by means of associated 
spherical harmonics
« = r « /?W [ Z„, c7 Y fi J
Which spherical harmonics, or combinations of them', are present can be
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determined by group theory (Von der Lage (1947); Bell (1934). One 
has then an expression, in each cell, and the problem is to match these 
solutions, that is to satisfy the boundary conditions at the surface of 
the polyhedral cells. Among the most extensive calculations carried 
out with the cellular method on the NaCl structure is that of Bell et 
al., (1933) on PbS.
7.A.3 Plane wave methods 
7.A.3.I Free-electron method
The extreme approximation of representing the electrons by 
one single plane wave is the free-electron approximation. In this 
method, one starts by assuming that the electrons are completely free, 
but still in a periodic potential. The simplest wave function, when 
the wave vector is k, is
^  (r) = A exp.(i k.r)
7.A.3.2 Orthogonalized plane wave (OPV/) method
The most powerful modification of the plane wave method is 
Herring's orthogonalized plane wave (OPW) method (1940). In this method, 
the non-core wave functions are expanded in terms of plane waves and are 
orthogonalized to the core wave functions which are expanded in terms of 
linear combination of atomic orbitals. For the non-core wave function
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of wave vector k
(r) = exp.(i k.r) - 2 3 ^ r,l,m,k ^(r)
- n,l,m •
the coefficient ^ being determined so as to make ^  orthogonal to all 
occupied core states. Detailed discussion of this method has been given 
by Woodruff (1937). Callaway and co-workers had made extensive application 
of this method to metals. The use of the method as an interpolation 
procedure along the same lines as tight-binding has been discussed by 
Allen (1933).
7.A.3.3 Modified plane wave method
Brown and Krumhansl (1938) generalized the (OPW) method using 
a variational procedure. The idea of the method is to introduce an 
auxiliary function , which is an approximate eigenfunction and may be
found, for instance, by a cellular calculation, to add to the plane waves.
)
Considering the Fourier coefficients of this function , some of them 
(the lowest) will correspond to the plane waves used in the expansion of the 
wave function; the higher coefficients, however, will represent the high 
frequency oscillations of the wave function near the nucleus. If one sub­
tracts the lowest plane waves fromc^ , the resulting function and the plane 
waves form a set of orthogonal functions which may be used as basis for a 
variational procedure.
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7.A.3.4 Augmented plane wave (APW) method
In the cellular method, the spherical harmonic expansion 
of the crystal wave function converges very slowly outside the inscribed 
sphere. This difficulty is removed in the method of (APW) proposed by 
Slater (1933). In this method, one makes use of a further approximation 
already considered by Slater (1937) which has been widely applied. The 
crystal wave equation is solved inside and outside each sphere. Inside 
each sphere the wave equation is expanded as a sum of products of radial • 
wave functions and spherical harmonics. Outside the sphere a plane wave 
expansion is employed. The most recent applications of this method are 
that to PbTe by Johnson et al (1962) and that to NiO by Switendick (I963).
7.A.4 Scattering matrix method
The scattering matrix method developed by Korringa (1947) is 
effectively based on an integral equation formulation as shown by Kohn
J
and Rostoker (1934). It depends on the scattering of an electron wave 
by single spherical atoms. The solution.of'this problem yields the 
relationship between the incident and the scattered wave. The super­
position of the electron waves scattered from all other atoms in the 
crystal are considered. This condition provides a means for determining 
the electron wave everywhere in the crystal. This method is physically 
very interesting. It is superior to the (APW) method; the difficulty 
of a discontinuity ip. the slope at the surface is avoided. An instructive
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discussion of the method in one dimension was given by Saxon and 
Hunter (1949).
7.A.3 Variation iteration method
In this method, developed by Dank and Callen (1932), one 
attempts to solve the integral crystal wave equation by an iterative 
process. Schrüdinger's equation may be transformed into an integral 
equation by the general method of the Green function, (Pincherle (I96O), 
Callaway (1964). This integral equation is difficult to solve without 
restrictions on the potential. Kohn and Rostoker have shown that one 
achieves a great simplification with the approximation of a constant 
potential outside atomic spheres, because then it is necessary to carry 
out the integration only within the sphere..
7;A.6 Eyges method
Eyges (1961) presented a new method for solving the problem 
of one electron in a periodic potential. The method has its origin in 
the observation that, (for k = 0), the equation for C(K^), the Fourier 
coefficients of the wave function, becomes just the momentum-space 
Schrüdinger equation when the lattice spacing becomes infinite. This 
latter equation is separable into a radial part, and an angle-dependent 
part expressible in spherical harmonics. A detailed discussion, and 
criticism of this method is given in Chapter 10.
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7.B. The construction of the crystal potential
One of the most difficult problems in band structure calcu­
lations is the choice of the potential appearing in the one-electron 
wave equation. This potential is intended to represent the effective 
interaction between a given electron and the rest of the crystal.
Various approximations to this effective interaction have been proposed.
7.B.I. Different approximations
(a) In the Hartree approximation, the electrons are assumed 
to move independently of one another so that all correlations in the 
instantaneous motions of pairs of electrons are completely ignored.
(b) In the Hartree-Fock approximation the only electronic 
correlations which are taken into account are those which arise from the 
operation of the Pauli exclusion principle. In this way, exchange is 
taken into account. The form of the Hartree-Fock equation has been 
given in Chapter 3 (equation (3.2.3) . In this approximation, electrons 
in different states experience different potentials.
(c) In the simplified version of the Hartree-Fock approximation 
proposed by Slater (1932) a suitable average over the potentials of all 
occupied states is taken and the resultant averaged potential is assigned 
to all states. . It was found to be
V - —  ' ^ex i  (r) ikCr)]
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(d) In the "unrestricted" Hartree-Fock approximation, (Lbwdin 
(1933); Pratt (1936); Wood (1937) ) ,some correlation between electrons 
of unlike spin is introduced by the device of using different orbitals 
for electrons of opposite spin. There are other methods which provide 
a theoretical justification of the usual one-electron approximation.
They suggest that correlation effects can be taken into account if the 
potential acting on each electron is given a suitable form.
(e) In the Bohn-Pines theory (Pines (1933), Bohn (1937) ) , 
electronic correlation effects are taken into account by using a suit­
ably screened Coulomb interaction between electron pairs.
(f) In the Hubbard theory (Hubbard (1933)), a. local field
correction is used to take account of correlation effects.
(g) In the Brueckner theory (Brueckner (1933) ) , the interaction
of any two electrons is treated exactly, but the action of any further 
pair is replaced by an average interaction.
In order to determine rigorously the potentials acting on the 
various electrons in a crystal on the basis of any of the above mentioned 
approaches, it is necessary to carry out a self-consistent calculation.
An attempt to obtain a self-consistent form for the potential due to the 
conduction electrons in aluminium was made by Heine (1937). Approximate 
self-consistent potentials were constructed for some semi-conductors by 
Phillips and Kleinman ( Phillips (1939), (1960)J).
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7.B.2 The Pseudopotential
Phillips ard Kleinman (1939) have given a discussion of the
(OPV'/) method which shows clearly the significance of the orthogonal-
ization terms. Their discussion is as follows: If we let (J/, .Tk,i
be the exact (valence) electron wave function for the i^^ irreducible 
representation of wave vector k, and let  ^be a wave function for
a core state with the same wave vector k, since the valence function 
^^ k i be orthogonal to the ^; it is convenient to write
Where
a^  = — ^  ^^  = - I (r) (r) dr (7-B.2.2)
k,i k,i
the core function must be an eigenfunction of the crystal Hamiltonian
H
Then if
We get
H .
Then the above equation takes the familiar form
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Vlher-^ '-,he Pseudopotential Vp is defined by
^  -.hi (7.B.2.5)
 ^ Wk,i
The core energies  ^lies lower than  ^so that Vp behaves like a 
repulsive potential which has the general effect of cancelling some of 
the negative potential V. The pseudopotential depends in detail upon 
the wave function and energy of the state being investigated. Hence, 
if a pseudopotential is not regarded as merely an empirical represent­
ation of some complex physics, it has to be determined in a self-consist­
ent way for each state •
Explicit representations of the pseudopotential have been developed 
further by Cohen and Heine (196I) to demonstrate more clearly the extent 
of the cancellations- The theory they developed throws light on the 
general validity of the various simple models (for instance, the (OPV/) 
model, (S.P.W.) model, etc.). They concluded that the pseudopotential 
approach leads to an almost constant potential.’ Their analysis is as 
follows:
If a set of coefficients 0^ (obtained from the expansion of ) is a
solution of the secular equation for the energy E, then the set
c + H  ci. C3K. i
j J j
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is a solution for the same energy, where the are arbitrary. The
wave function itself, is unaffected by the change in the coefficients. 
The same holds in the PK (Phillips-Kleinman) Scheme. If one adds
■  4  "j " k j
to . in (7.B.2.I), the addition to the first term is immediately sub- 
tracted out by the orthogonalization terms. Alternatively, if . is
K,1
a soltuon of equation (7.B.2.4), with energy then so is
^  ^ .. Thus we are at liberty to impose the additional 
3 3 ± 1 3
constraint on  ^ . and this will allow us to simplify (7.B.2 .3) through
fSî 3
the choice of a particular . In an actual calculation, one would 
usually expand Pi . in terms of a finite number of functions and oneK,X
could then minimise the energy subject to an expansion in this function
space giving a unique set of expansion coefficients C^ . Such a proced­
ure leads back to the same secular equation for the energy.
If V is chosen to be the smoothest , equation (7.B.2.3) reduces to 
(Cohen (196I)):
(V + V
P> i l  - [ ' i l  - i ( g j  «
+ C(E-T) r  ) ^k,i]
k^,i
(7.B.Z.6)
T is the K.E. operator, T is the expectation value. A calculation of the
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relevant matrix elements shows that the second bracket is smaller than the
r
leftside of the equation by a factor j
CD ^  Ï 2
UÛ ; which is typically
k,i
about 0.1. Thus the first bracket represents'about 90^ of the net potential 
(V 4- Vp) after the can.cellation has been done rigorously, and the second 
bracket can be dropped. Retaining only the first bracket, the net potent­
ial will be :
*
(V + Vp) *iV(rO rS-Cr, r') - 2 1 '=°, . (r')°°, . (r) 1 (7.B.2.7)L - J k,3 - k,i - J
Now, if ^  . formed an infinite complete set of functions the square bracket
3
would vanish identically giving complete cancellation between V and Vp. p 
could approximate a plane wave or a simple combination of plane waves; the 
potential is fairly flat between the atoms ; the large negative potential 
inside the ion core is cancelled off by Vp, so we expect that (V 4- Vp) can be 
treated by perturbation theory. These results bring some justification to 
our use of a constant potential.
In principle, the results of an energy band calculation should be inde­
pendent of the method employed for solving the crystal wave equation. The
choice of a method is determined largely by the available computing facili­
ties.
In the (LCAO) method, a set of complications, arising mainly from the 
integrals, makes the rigorous calculation of the matrix components of energy 
an almost impossible task. In the cellular method; the complexity of the
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boundary condition is quite evident. Both (OPW) method and (APW) 
method lead to rather complicated calculations. The former because 
it fails to take maximum advantage of atomic symmetry. As a conse­
quence, the orthogonalization terms that appear in the secular equa­
tion have a complicated form which makes their physical interpretation 
difficult and calculations involving them laborious. . Slater's pro­
cedure of the (APW) method in practice, proved to be at least as 
laborious as the (OPIV) method.
For the purpose of the present investigation, that is the study of 
a simple method in which it is assumed that the potential already 
includes the effect of the "inner core", a plane wave method was the 
obvious choice. Note that when the crystal wave functions are expanded 
in plane waves, the boundary conditions at the surface of the unit cell 
are automatically satisfied, so that if enough plane waves are used, 
very good crystal wave functions can be obtained. The plane wave method 
is thus used here in its simplest form. As already remarked, the use of 
a constant potential is in line with the results of the pseudopotential 
approach: it simulates, in a way, orthogonalization to core functions.
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CHAPl'ER 8
8. De.'tails of the calculation
The model consists of a face-centered cubic array of square poten­
tial wells. That is, in each V/igner-Seitz cell the potential is taken 
to be constant and equal to -Q for the positive ion, and +Q for the neg­
ative ion, and zero outside. The characteristics of the model are
2
expressed through the dimensionless parameter V' = — The energy W
° ma v*/is also expressed through the dimensionless quantity E = — The
The unit of length is chosen for convenience so that a = 2, then for the
lattice distance of NaCl (2.8137A) E = 1 corresponds to W = 1.923 eV.
The effect of changes in V on the band structure is investigated byo
determining the electronic energy levels, for a number of bands, for a 
fev/ values of V^ , in such a way that one may have an idea of the relative 
position of the various levels over the whole range from V = 0 to V = OC'
8.1 The free-electron case
In the case = 0, where the potential is constant (the constant 
may always be taken equal to zero), the approximation of free-electron 
holds. The band structure is worked out immediately. The problem is 
no longer periodic, but the symmetry of the crystal is still preserved.
As all the cubic crystals of the NaCl type are face-centered, the energy 
bands of the face-centered cubic lattice have been calculated. Having
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taken a = 2, the volume of the cubic cell is 64. The volume of V/.S. 
cell is l6, and that of the Brillouin zone (in k-space) is — g- 
The energy is given "by E^(k) = j k + K^ j , being any fundamental 
vector of the reciprocal lattice; these fundamental vectors are 
therefore used to label the free-electron bands. The E - k curves 
along the path K-T-X-W-L-r have been sho\m previously in Figure 6.
The various levels are classified in terms of the fundamental vectors 
of the reciprocal lattice.
8.2 Infinite square well potential case
The other extreme view is to consider the crystal bands as
widened atomic levels. The valence and conduction bands of NaCl, in
this case of the positive ion, are related to the s, p, d and f electrons 
of the free atom. The energies of.the lowest levels, independent of k,
measured from the bottom of the well in the present model are just the
well-known eigenvalues for a spherical potential well with infinitely 
steep walls, where the eigenfunctions can be expressed by means of ■ 
spherical Bessel functions. From tables of these functions, one finds 
immediately that the lowest energy levels are:
Level Is Ip Id 2s If 2p
, 9.87 20.19 33.22 39.48 48.83 59.68
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8.3 The general case (0 ^  CO)
In the general case, the energy levels at any point in k-space 
are classified, according to the irreducible representations of the group 
of the corresponding k-vector. This classification which reduces at one 
end to the free electron one (free-electron correspondence), and at the 
other end to the atomic classification (atomic correspondence) is based 
on the symmetry properties of the crystal. We have investigated in 
Chapter 4, the symmetry operations that leave some of the important k 
vectors invariant. An example of the construction of the multiplication 
table has been given. Using the theory of classes, we could divide these 
symmetry operations into classes. Details of the construction of the 
character tables have been discussed in Chapter 4 and are given in Appendix 
I. V/e made use of the character tables to find the linear combinations of 
plane waves. A linear combination with all the coefficients equal is 
clearly invariant under all the operations of a group, so that it represents 
them all by the one dimensional matrix D3 . This irreducible represent­
ation is the one referred to as s-state. The linear combinations of plane 
waves have been determined using the projection operator (6.2.2),. A de­
tailed discussion of the construction of the LCPW’s has been given in 
Chapter 6. In Chapter 3 we have found how the various states, which are 
labelled by means of vectors of the reciprocal lattice, are related to the 
"natural" atomic states, and in particular, how the degeneracy is partly
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removed by consideration of the crystal symmetry.
The Fourier coefficients of potential have been discussed in 
Chapter 6. An expression for them for the case of NaCl lattice has 
been given in equations (6.4.1) and (6.4.2).
The calculations have been carried out for three different cases:
(a) R was taken to be the radius of the inscribed sphere. Weo
considered the positive and negative ions to have the same size, that 
is, the same R^  . was taken to be equal and of opposite sign in the 
positive and negative ion cells. The calculations have been repeated 
for values of equal to 1, 3, 10.
(b) The effect of changes in the size of the ions,of a non-spheri- 
cally symmetric potential, have been investigated by taking a value of 
R^ larger by a factor V 2 than the radius of the inscribed sphere. The 
shape of the potential is shown in Figure ?. The two ions were con­
sidered to have the same size. Calculations have been carried out for
values of V equal to 1, 3, 10. o
(c) The effect of not making the positive potential on one ion
equal the negative potential on the other has been investigated by carry­
ing out a calculation taking equal to +1 in the negative ion cell and
-3 in the positive ion cell. R was taken to be the radius of theo
inscribed sphere.
Since we have assumed that the positive and the negative ions have
-V,
Fig.? The shape of the potential for 1
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the same size and equal and opposite charges, the Fourier coefficients 
of the potential vanish for reciprocal lattice vectors expressed by even 
numbers, for example, vectors of the type (220), and have values double
that corresponding to one ion for reciprocal lattice vectors expressed
by odd numbers, for example, vectors of the type (ill). This of course, 
does not apply to the case of unequal potential. The values of some of
the Fourier coefficients used in the calculation are illustrated in
Table XXI, for the values of equal to +1 and
TABLE XXI
Some of the values of the Fourier
coefficients of potential for V = ±1 and V = ^ o 0 - 9
I
\4= ±1 L -  3  !
wooo 0 1.04720 j
W200 0 ! 0.31824
W220 0 0.00784
W222 0 -0.08524
Will -0.22968 ! -0.67704 1
1 W311 0.09798 0.11214 I
W331
_ ___
0.02974 0.07722
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8.4 The determinantal equations
The determinantal equations for the energy have been solved 
using the University of London "Mercury Computer". The programme used 
is based on the "Householder" method for solving the algebraic eigenprob- 
lem. The solution of the matrix by this method is based on reducing it 
to triple-diagonal form. This is effected by means of a similarity trans­
formation with an orthogonal matrix which is obtained as the product of a 
number of simple ortlogonal matrices. The orthogonal matrices P, are 
suggested to be of the form defined by
P = I - 2 (8.4.1)
whereis a column vector such that
= i (8.4.2)
Wilkinson (I96O), trying to describe a practical procedure for the solution 
of the eigenproblem based on this method, proceeded as follows:
He definedto be a vector with its first (r-l) components equal 
to zero, so that
Jl- V r  (8.4.3)
and P to be a P matrix with^ . r r
From the relation (8.4.2) we have
 ^V l  + .....  =  ^ (8.4.4) •
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A matrix of order n is træisformed to triple diagonal form by
(n-2) similarity transformations with matrices , P ,,...P res-d. p n-1
pectively. The first transformation produces the appropriate zeros
' thin row 1 and column 1; the second in row 2 and column 2 and the r ,
P^ ,^ _,in row r and column r. If the original matrix is denoted by
A^^^ is defined by the relation
= P A(r-l)p (8.4.5)r r
a (t l) (n-r) elements in row (r-l) which are to be reduced to
zero by the transformation with matrix P^ . This gives us (n-r) equations,
to be satisfied by the (n-r+l) elements of These equations, together
with equation (8.4.4), determine the elements of P^ , A detailed example 
is discussed in Appendix III. It was found that the "Householder" method 
is the fastest and most accurate of known methods for solving the eigen­
problem for a symmetric matrix of general form. Further, the programme
is somewhat simpler and the storage requirements less than for other methods
* ■
(Lanezos (1990) and Ginens (1994)). The new zero elements are used by the 
programme as storage spaces for the orthogonal matrix. The second part 
of the programme applies the stern sequence method to find the single and 
multiple roots of the matrix and to place them in the auxiliary store in 
order of their algebraic magnitude.
We added a small amplification to the programme to adapt it for solving 
the determinantal equations of the form found in the calculation.
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The determinant al equation has the form
I A-BE I = 0
But in B“  ^A ijj = E
the operator B  ^A is not a symmetric matrix. If we multiply both sides 
of the equation from the left by B*^ and from the right by B we get
B"^ A B“2 (jf = E ij/
which makes the determinantal equation take the form
B“2 A B 2 - E I =  0
-i -iwith the operator B A B  ^symmetric.
8.9 Results
The energy values were calculated at the points K, ,X, W, L
and at the intermediate points midway along the axes ^  , A  , Z, Q,i\
More and more of the S.C.P.W’s were added until satisfactory con­
vergence was obtained for the lowest roots. The lai'gest matrix used was
of order 17, but at many points convergence was good with a smaller number
of waves. At the point (k = (000)) the convergence was very good 
especially for low values of potential. An example of the convergence
of the state "T at V = 1 is given in Table XXII.*s o
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TABLE XXII
The convergence of p at V = 1, R = 1 A s o o
Order
(3x3) matrix (4x4) matrix ------------   roots
- 0.09496 - 0.09499 1
7.28978 7.28972 2
ID.03372 10.03314 9
19.74641 4
The energies were measured from the zero level. At some points, par­
ticularly on the zone boundary, the wave functions were almost plane 
waves, the convergence was good. A small number of plane waves was 
sufficient to give satisfactory convergence. At other points, the wave 
functions were more atomic like, and at such points the convergence was 
poorer, specially for high values of potential. Some examples of the 
convergence at these points for various values of potential are given 
in Tables XXIII, XXIV, XXV, XXVI and XXVII.
The energies given were measured from the zero level. The conver­
gence for the value of R^ = iTr is given as well. We can notice that 
the convergence is somewhat improved.
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TABLE XXIII 
(A)
The convergence of with increasing 
number of plane waves for V 1, R =1---------- 1--------------- O —;- —  O--
(3x3) matrix (3x3) matrix (7x7) matrix (9x9) matrix (12x12) matrix Roots
0,629 0.629 1
4.317 4.316 2
6.883 6.882 3
8.130 8.123 4
10.369 10.368 3
11.733 11.719 6
13.042 13.042 7
14.337 14.337 ' 8
16.757 16.757 9
20.420 10
24.123 11
27.804 12
0.664 0.638 0.629
4.340 , 4.334 4.323
5.943 6.884 6.884
8.143 8.143
10.370 10.370
11.826 11.826
13.042 13.042
(B)
The convergence of for = S, R  ^=1
(3x3) matrix (3x3) matrix (7x7) matrix (9x9) matrix (12x12) matrix Roots
-0.003 -0.629 -0.803 -0.854 -0.836 1
3.661 3.587 3.364 3.281 3.261 . 2
8.292 7.093 6.935 6.808 6.699 3
8.955 8.883 8.587 8.552 4
11.595 10.924 10.597 10.370 5
12.733 11.535 11.507 6
13.381 13.335 13.334 7
15.559 15.492 . 8
17.547 17.490 9
20.600 10
24.301 11
27.974 12
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(c)
The convergence of 2T for V = 10, R = 1  ---------w-------- g----  o--- ^  o---
(3x3) matrix (3x3) matrix (7x?) matrix (9x9) matrix (12x12) matrix Roots
-1.880 -3.745 -4.186 -4.506 -4.529 1
3.127 2.837 2.007 1.672 1.512 2
10.708 7.294 6.666 6.232 5.893 3
9.588 8.993 7.848 7.484 4
14.529 11.922 10.488 10.168 5
14.388 12.053 12.704 6
15.627 14.356 14.319 7
16.748 16.546 8
20.606 19.863 9
21.202 ■ 10
24.944 11
28.618 12
+1
_ (D)
The convergence of for Vj= R^ = 1 
(3x3) matrix (3x3) matrix (7x?) matrix (9x9) matrix (12x12) matrix Roots
1.521 1.332 1.268 1.261 1.261 ■ 1
5.227 5.168 5.116 5.093 5.074 2
8.669 7.954 7.825 7.787 7.768 3
9.828 9.804 9.727 9.679 4
12.043 11.689 11.573 11.547 5
13.579 12.834 12.768 • 6
14.273 14.234 14.230 7
16.181 16.057 8
17.873 17.871 ’ 9
21.612 10
25.189 11
28.938 12
TABLE XXIV
(A)
The convergence of A  for V = 1, R = 1 — —— ——— — — ———— — —  s — —  o ■ o
(fx3) matrix (3x3) matrix (7x7 matrix (9x9) matrix Roots
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0.376
3.123
6.023
0.333
3.109
6.006
10.133
10.888
0.333
3.102
3.998
10.113
10.866
13.432
13.469
0.333
3.101
3.997
10.107
10.861
13.432
13.469
20.339
23.307
(B)
The convergence of A  for V — 51 R _ - 1
(3x3) matrix (5x5) matrix
5 ■ ■ ■ 0
(7x7) matrix (9x9) matrix Rooi
-0.386 -0.843 -0.871 -0.877 1
3.936 3.620 3.529 . 3.505 2
8.171 7.476 7.363 7.348 3
9.427 8.786 8.639 4
12.963 12.440 12.369 3
15.761 ■ 15.755 6
16.528 16.450 7
20.432 8
25.569 . 9
(c)
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The convergence of for V = 10, E = 1
(vx3) matrix (3x3) matrix (7x7) matrix (9x9) matrix Roots
-2.8i6
3.401
11.137
-4.207
2.358
7.443
10.704
16.396
-4.383
1.769
6.970
8.674
13.860
17.487
19.158
-4.428
1.598
6.736
8.497
13.771
17.331
18.310
20.852
26.522
(D)'
+1The convergence of for R  ^- 1
(3x3) matrix (5x5) matrix (7x7) matrix (9x9) matrix Roots
1.353 1.200 1.195 1.194 1
5.606 5.499 5.494 5.487 2
8.548 8.242 8.080 8.073 3
10.835 10.614 10.589 4
13.378 13.082 12.988 5
16.557 16.545 6
17.025 16.938 7
, 21.451 8
26.441 9
TABLE XXV
(A)
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The convergence of for = 1, = 1
(3x5) matrix (5x5) matrix (7x7) matrix Roots
6.576 6.557 6.5^3 1
7.865 7.864 7.864 2
9.153 9.135 9.114 3
12.830 12.830 4
15.275 15.275 5
20.233 6
25.141 . 7
(B)
The convergence of for V^= 5, R^  = 1 
(3x3) matrix (5x5) matrix (7x7) matrix Roots
5.633 5.284 4.929 1
7.865 7.782 7.742 2
10.097 9.672 9.299 3
13.494 13.350 4
15.485 15.461 5
20.966 6
25.252 7
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(G)
The convergence of for = 10, = 1
(3x5) matrix (5x3) matrix (7x7) matrix Roots
3.945 2.959 1.665 1
7.865 7.613 7.259 2
11.784 10.093 9.425 3
14.890 14.013 4
16.467 15.937 5
22.950 6
25,750 7
(D)
, +1
The convergence of for ^ , R^ = 1 '
(3x3) matrix (5x5) matrix (7x7) matrix Roots
7.285 7.182 7.123 1
8.731 8.681 8.665 2
10.696 10.452 10.242 3
14.134 13.960 4
16.409 16.401 5
21.632 6
26.233 7
TABLE XXVI 103,
(A)
The convergence of Q for V_ = 1, R_
(3x3) matrix
s
(5x5) matrix
V u
(7x7) matrix (l4xl4) matrix Roots
1.970 1.954 1.952 1.952 1
4.639 4.448 4.444 4.443 2
7.088 7.075 7.072 7.071 3
9.572 9.541 9.530 4
9.754 9.690 9.680 5
12.236 12.160 6
14.757 14.640 7
16.850 8
17.149 9
19.551 10
24.413 11
26.833 12
28.563 13
29.459 14
(B)
The convergence of Q for V. =5', E. = f 2
(3x3) matrix (5x5) matrix
u u
(7x7) matrix (l4xl4) matrix Roots
1.629 0.685 . 0.663 ‘0.655 1
4.901 3.881 3.845 3.800 2
7.116 7.098 7.003 6.996 3
9.860 9.663 9.465 4
10.718 10.457 10.040 5
12.661 12.402 6
14.993 14.940 7
16.969 8
17.915 9
19.926 10
24.467 11
26.937 12
28.732 13
29.964 14
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(C)
Convergence of Q for V •= 10, R = /2
■ --- --- S”' ■ G 0
(3x3) matrix (5x5) matrix (7x7) matrix (l4xl4) matrix Roc
-0.409 . -0.458 -0.486 -0.520 1
3.397 3.358 3.273 3.178 2
t. 970 6.616 6.609 6.600 3
10.840 9.987 9.472 4
12.137 11.862 10.902 3
13.974 13.402 6
15.333 14.991 ' 7
16.996 8
17.880 9
21.269 10
‘ 24,640 ■ 11
27.001 12
28.993 13
30.018 .14
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TABLE XXVII
• • (A)
The convergence of Z for V = 1, E  = y T
(3x3) matrix (5x5) matrix
S  Û
(7x7) matrix (l4xl4) matrix Roots
2.522 2.520 2.508 2.506 1
3.960 5.9)40 3.925 3.924 . 2
6.336 6.521 6.317 6.309 3
10.051 10.051 10.031 4
12.48? 12.465 ' 12.457 3
15.722 13.626 6
15.009 15.004 7
16.262 8
19.922 9
22.418 10
24.853 11
29.801 12
32.285 13
34.750 14
(B)
The convergence of Z for V = 5, E =yi
matrix (5x5) matrix (7x7) matrix
“  0
(l4xl4) matrix Roots
1.864 1.177 0.920 0.881 1
5.264 4.895 4.517 4.491 2 ■
6.432 6.332 6.237 6.063 3
10.671 10.208 10.179 4
12.275 11.909 11.978 5
13.808 13.616 • 6
15.930 15.919 7
16.207 8
19.997. 9
22.722 10
24.974 11
29.829 12
' 32.338 13
34.840 14
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(G)
The convergence of Z for V = 10, R -
(3x3.) matrix (3x3) matrix (7x7) matrix (I4xl4) matrix Roots
-0.919 -1.017 • -1.838 -2.076 1
7.473 6.010 4.579 4.565 2
6.774 6.408 6.096 3.365 3
12.300 10.618 10.446 4
13.464 12.111 12.094 3
14.005 15.667 6
17.798 16.981 7
- 17.809 8
20.285 9
25.486 10
, 25.441 11
- 50.126 12
32.505 13
33.139 14
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The relative displacement of the various levels with increasing 
potential is quite smooth. The energies measured from the bottom 
of the potential well for some important levels at = 0, 1, 5,
10 ^ CD are given in Table XXVIII. Obviously, subtracting 1, 5 and 
10 from the corresponding values of energy over the bottom of the 
well, one can get the values of energy from the zero level. These 
values for =*{2 are given in Table XXIX. Some of the energy 
levels at V^  = are given in Table XXX.
TABLE XXVIII
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Some of the energy levels of the NaCl type lattice 
(measured from the bottom of the well), R = 1--------------------------------- i- Q --
Levels V = 0 0 1 5 10 00
1 ^ 0 0.945 3.672 5'. 342 9.870
iTs 7.402 8.286 11.089 15.262 39.480
Tp 7.402 8.275 10.409 12.297 20.190
7.402 8.403 12.106 16.286 33.220
Tf 7.402 8.402 12.402 17.402 48.830
Q .9.870 11.033 17.297 25.457 67.100
T p 9.870 10.976 16.344 . 22.887 48.830
9.870 10.870 14.870 19.870 33.220
\ '
2.467 3.305 4.984 6.101 9.870
2.467 3.439 7.268 12.194 20.190
Xs 4.935 6.055 11.318 17.282 33.220
S' 4.935 5.894 9.019 11.956 20.190
< 4.935 5.930 9.828 14.491 33.220
L 12.337 ■ 13.362 17.762 22.306 39.480
Xp 12.337 13.327 17.332 22.237 48.830
S 12.337 13.374 18.161 24.894 48.830
V 12.337 13.322 16.981 21.098 33.220
V 12.337 13.337 17.337 22.337 33.220
s 12.337 13.337 17.337 22.337 48.830
TABLE XXVIII (Contd.)
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Levels V = 0 1 5 10 00
L
s 1.851 2.577 4.563 5.816 9.870 .
L
P
1.851
j
3.032 7.011 11.308 '20.190
Ls 6.785 7.398 10.460 15.069 33.220
S 6.785
8.221 13.849 19.164 48.830
6.785 7.504 10.057 12.753 20.190
S 6.785 7.709 11.385 16.099 33.220
L
s 11.720 12.824 17.155 21.369 39.480
L
p 11.720 12.631 16.881 24.372 48.830
L /
p
11.720 12.737 16.909 22.289 48.830
S 11.720 12.702 16.663 21:530 33.220
ws 5.084 3.585 5.004 6.145 9.870
Wp 5.084 4.482 8.104 12.299 20.190
w /
p
3.084 4.078 7.856 11.982 20.190
ws 8.019 9.119 .13.796 19.584 33.220
W
p 8.019 8.972 13.433 19.271 33.220
W/
p
8.019 8.999 12.548 16.578 48.830
w
s 12.954 13.881 17.748 22.917 39.480
W■n 12.954 14.050 18.828 26.011 48.830
w ,P 12.054 13.811 17.905 22.983 33.220
S 12.954 13.754 16.653 19.769 33.220
Wf 12.954 14.128 17.884 22.281 48.830
TABLE XXVIII (Contd.)
110
j ---
; Levels V = 0 1 5 10 00
'L
1
2.764 3.386 4.894 5.928 9.870
!
'^ s 2.764 4.021 7.952 11.646 20.190
K y
P
2.764 3.758 7.313 10.886 20.190
‘Ks 5.243 6.307 10.805 15.438 33.220
K
P
5.243 6.215 9.553 12.656 20.190
IKs 7.711 8.729 13.339 19.607 33.220
s 10.178 11.175 15.116 19.886 48.830
Kp 10.178 11.165 14.936 19.596 33.220
K /p 10.178 11.107 13.987 17.329 33.220
L 10.178 11.158 14.733 18.654 33.220
Ik. s 12.635 13.670 18.220 25.259 67.100
K / 
P
12.635 13.692 18.183 23.140 48.830
:
'Ks 15.113 16.089 19.511
24.411
1 4  !
15.113
15.113
16.126
16.137
20.370 
20.786 ■
25.757
27.164
48.830
48.330
'4 1
1
I111 1
15.113 16.128 20.461 26.252
TABLE XXIX 111,
Some of the energy levels of the NaCl type lattice 
(measured from the zero level), R =V2*
Levels V = 0 1 5 ' 10
Ts 0 -0.034 -0.851 -3.217
7.402 7.319 6.256 5.261
r.
7.402 7.330 6.134 4.054
a-
7.402 7.385 7.103 6.248
ff 7.402 7.402 7.402 7.402
% £ 9.870 9.974 11.516 13.645
9.870 9.936 10.991 12.704
Cd 1
I
9.870 9.870 9.870 • 9.870
1
s !
^  i
2.467 2.364 0.695 -2.338
2.467 2.417 1.486 -0.994
X i 
S  1
4.935 5.008 5.974 6.979
4.935 4.761 4.364' 2.961
"a ' 4.935 4.931 4.822 4.476
X :
S '
12.337 12.311 11.794 10.738
12.337 12.349 12.624 12.887
V ; 12.337 .12.302 11.619 10.231
X/ 1
i
12.337 12.322 11.835 10.762
V | 12.337 12.337 12.337 12.337
1 12.337 • 12.337 • 12.337 12.337 !
TABLE XXIX (Contd.)
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Levels. V = 0o 1 10
1.851
1.851
1.638
1.831
0.077
1.142
■3.061
•0.700
L
L
V
d
 ^Wi
' W 
i ]
, w
ws
W
P
w /
p
ws
W
p
w /
p
s
s
6.785
6.785
6.785
6.785
11.720
11.720
11.720
11.720
3.084
3.084
3.084
8.019
8.019
8.019
12.954
12.954
12.954
12.954
12.954
6.473
6.465
6.567
6.700
11.698
11.697
11.647
11.701
2.700
3.057
3.072
7.981
7.963
7.999
12.808
12.957
12.728
12.885
12.954
5.573
5.389
5.468
6.533
11.323
11.293
11.335
11.558
0.729
2.460
2.787
7.769
7.602
7.574
12.311
13.030
11.699
12.677
12.954
4.943
4.648
3.699
6.114
10.580
10.979
10.936
11.212
-0.163
1.017
1.908
7.124
6.699
6.623
11.889
13.226
10.238
12.439
12.954
TABLE XXIX (Contd.)
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Levels
1
V = 0
L °
1 ■5 10
Ks 2.764 2.480 0.638 -2.385
Ks 2.764 2.982 3.091 2.387
K /
P
2.764 2.764 2.487 1.639
K5 5.243 5.283 5.741 5.599
K
P
. 5.243 5.226 4.827 3.708
Ks 7.711 7.721 8.076 9.083
Ks 10.178 10.167 9.981 9.799
Kp 10.178 10.178 10.204 10.259
K /p 10.178 10.139 9.441 8.186
10.178 10.157 9.719 8.612
Ks 12.635 12.661 12.948 13.238
V 12.635 12.674 13.087 13.132 .
K ! 6 15.113 15.121 15.351 151396
Kp 15.113 15.116 15.195 15.374
K /p 15.113 15.119 15.354 16.502
K.
1
15.113 15.129 15.472 , 16.281
•
TABLE XXX
Some of the energy levels of NaCl type lattice
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1 Level
1
Energy
Ts 0.613
8.166
rp 7.931
7.937
7.603
12.310
L 11.639
L 10.783
»
j
i X 1 s
1
2.829
3.158
1 ^I s 7.109
V
5.646
^d 5.918
L 13.779
13.267
X/
P
X-// d
14.072
13.328
V 13.711
Xf 13.741
Level Energy
Ls
L
P 
L X
P
Ls
L
P
V
^d
w
w
w
w
p
W X
p
ws
w
p
V
«d
w
f
2.005
2.984
6.567
9.284
6.968
7.785
13.092
12.733
12.746
12.792
2.911
4.186
3.878
9.640
9.712
8.609
14.088
14.624
13.947
12.952
13.121
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8.6 Tight-binding calculations
In the simplified (ICAO) method of Slater and Koster, we have 
seen that many of the terms which complicate the accurate calculation 
are discarded, retaining only enough terms to provide qualitatively 
correct results. Some of the energy integrals, in terms of two-center 
integrals, for all the combinations of the s and p functions, as given 
by Slater and Koster are presented in Table I of Appendix IV. They 
also gave expressions for the matrix components of energy between the 
Bloch sums in terms of these integrals for different lattice structures. 
For the NaCl structure, the first nearest neighbours are at the six 
poirncs like (aoo), and the second nearest neighbours are at the twelve 
points like (aao). Some of the matrix components of energy, for the NaCl 
type lattice are given in Table II of Appendix IV. A symbol like (n/m), 
such as (s/x), etc. denotes the matrix component of the Hamiltonian 
between a Bloch sum of atomic functions of symmetry type n and one of 
symmetry type m. The various E symbols occurring in Table II are all 
independent, so that in fitting known energy values, we may treat them 
all as disposable constants. We can introduce the expressions of Table I 
into Table II and we give in Table III the results of these substitutions. 
From the matrix components of the energy we can easily demonstrate all the 
various cases of symmetry found at various points of the Brillouin zone.
At the point p , the center of the Brillouin zone where k^=ky=k^ = 0,
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we find that all non-diagonal matrix components of the energy vanish.
This arises because they have factors sin k^ , ... etc., which vanish.
We find of course, that the diagonal energies of the three p-states
are all equal, so that they are degenerate at the origin, which is the
case. Then we are left with the lowest two energy levels. The non-
degenerate s level, and the three-fold degenerate state formed from
the functions x, y, z. As we depart from k = (0,0,0) along the (001)
direction, that is, if we let k be arbitrary and assume k = k =0,
z X y
a two-fold degeneracy between the states x, y persists- for all values 
of k^ , so that at k^ = , we have three distinct energies. From the
two energy values of r and the three energy values of (k = (00 ^) we
4
can assign values to the integrals which are considered as disposable •. 
parameters concerning only nearest neighbours. More equations are 
necessary if the second nearest neighbours are considered as well. The 
integrals concerning second nearest neighbours were calculated from 
other energy values of A . Substituting these integrals into the energy 
matrices of any point we can get the corresponding energy values. This 
is only one possible way of carrying, out the interpolation procedure.
Many other sets of energy values could have been chosen alternatively to 
determine the parameters.
These calculations were carried out in order to have some indications 
on how to draw the energy curves, and not to investigate the value of the 
procedure in a systematic way.
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To show the limitations of this interpolation procedure, some 
of the energy values for the lowest states of the points X, L, W and 
K art' tabulated in Table 31 taking into consideration first only 
neai-est neighbours and then also second nearest neighbours, together 
with the values calculated by (S.P.W.) method for comparison.
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TABLE XXXI
Energy levels of NaCl type lattice, 
calculated ..by (S.P.W) method, and simplified (LCAO) method
(A)
At = 1, = 1
!
Levels ( S . P . W )
(IjOAO)
1st
nearest
neighbours
(LCAO) 
1st 8 c  2nd 
nearest 
neighbours
1
2.305 2.352 2.621
2.439 2.606 2.549
V 4.894 4.683 ■ 4.771
Ls 1.577 1.669 1.803
L
P
2.032 2.314 2.129
V 6.504 6.392 6.475
j
1  W  I s 2.588 2.509 2.947
1 W  
1 P 3.483
3.604 3.783
W  , 4.078 4.270 4.118
1
!  X, 2.386 2.464 2.617
! S 5.215 5.336 5.512
1 2.758 2.604 2.691
(B)
At V = 10, R = 1 o ’ o
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Levels
!
(S.P.W)
(LCAO)
1st
nearest
neighbours
(LCAO) 
1st & 2nd 
nearest 
neighbours
s -3.899 -3.837 -3.969
'p 
X /
P
2.194 2.119 1.914
1.956
■
2.000 2.011
Ls
■ . 
-4.184 -4.135 -4.007
s
1.308 1.274 1.198
V
2.753 2.817 2.855
ws -3.855 -3.900 -3.671
w 2.299 2.401 2.163
■ P
; w , 
1 P {>
1.982 1.833 2.195
i Ks -4.072 -3.955 -3.981
"p !
2.656 2.596 2.501
i
0.886 0.919 1.006
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CHARTER 9
9.1 Published calcu.lations on NaCl type crystals
Band structure calculations on crystals with the NaCl structure 
were started by Schokley (1936) who treated NaCl by the Wigner and Seitz 
cellular method (Wigner (1933)- A renormalized Hartree field was used 
around the chlorine ion. The field around the sodium ion was taken to 
be the same as that in metallic sodium (Wigner (1934). The problem of 
joining the functions at the cell boundaries was treated by the Slater 
method of fitting V at mid-points. For the outer chlorine
electrons a reasonable approximation was to join at 01-01- mid-points
— 4"only. His best results were obtained with the 01 - Na matching con­
ditions either neglected or included only approximately. Schockley 
found a value for the width of the halogen band larger than the experi­
mental value. His relatively wide band might be largely a result of
—  -j"
inadequate treatment of the 01 - Na matching conditions.
Work on LiF and LiH was carried out by Ewing and Seitz (1936) still 
with the cellular method. They attempted to establish,a self-consistent 
solution of the Haltree-Fock equations. The boundary equations which 
the periodic functions must satisfy in the case of a face-centered cubic 
lattice were examined from the group theoretical standpoint. Probable 
positions of the bands for LiF for the three prominent crystallographic 
directions are shown in Figure 8. In the (llO) curve, in particular,
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the upper branch of the valence band rises as k increases,from zero, going 
to a maximum at the zone boundary. The minimum is found at the point x, 
the end of the (llO) direction. This band has a width of about 0.4 Rydberg 
or 5*5 e.V.
Slater's extension of the method of Wigner and Seitz was used by Tibbs 
1919) to calculate the energy of the lowest conduction level in NaCl, and 
.0 determine the width of the first band of allowed conduction levels for 
the (100) direction.
In (1948) a calculation was made of the binding energy of a self­
trapped electron in NaCl (Seitz (1948). The potential well caused by the 
ionic displacement was assumed to be sawed-off Coulomb field. The depth 
of the well was calculated by the method of Mott and Littleton.
In (1993) Bell, Hum, Pincherle, Sciama and Woodward used the cellular 
method to study the electronic band structure of PbS which has the NaCl 
structure. In each cell the wave function was expanded in terms of kubic 
harmonics, and tables of these functions (for the NaCl type lattice) for 
prominent points in momentum space were included. . An attempt was made to 
establish a self-consistent field, by treating only the electrons with k = 0, 
but results have shown that this approximation is not very good. Methods of 
matching the wave functions at the boundaries between the cells were described. 
Figure 9 gives the relation between energy and momentum for the three branches 
of the valency band and for the conduction band along the (110) and (100) 
directions in k-space respectively. These curves should be compared with 
those referring to the model used in the present investigation .(Figures I3,
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l4 arid 15), (see section 9.2). The results indicate that the width of the 
full band is about 6 e.V. This is consistent with the shape of the absorp­
tion spectrum. The lower 6-band is completely included in the wider p-band.
The first two empty bands also overlap and have a combined width of about 
7 e.V. Higher bands overlap with them as well and there is no further 
forbidden energy regions. The forbidden energy gap is very small ('>-'0.3 e.V). 
Perturbation methods were employed to determine the energy at other points 
in momentum space, and it was found that in the (ill) direction the E-k curves 
start much like those in the (lOO) direction and that the maximum energy is 
found near the (110) direction.
The approximation of tight-binding was employed by Casella (1936) to 
determine a minimum for the width of the valence band in NaCl. He found a 
width of about 1 e.V. The inclusion of three center integrals was estimated 
to increase the bandwidth by 20%. When the effects of overlap between neigh­
bouring 3p orbitals were included the bandwidth was decreased by an estimated 
30%. His analysis gave an explanation of Schockley's large value for the 
width of this band; from the point of view of the tight-binding approximation, 
the exchange correction of the atomic orbitals should lead to narrower bands.
Howland (1938) also used the tight-binding method to calculate the band 
structure of crystalline KOI. The structure of the filled bands waa obtained 
by solving secular equations on a cubic mesh of points in k-space. The energy 
bands derived by Howland along the (100), (110) and (ill) directions are shown 
in Figure 10 to be compared with those obtained in the present investigation 
(Figures 13, l4 and I3). From his results, one can see that the
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minimum of the valence band is a non-degenerate energy at the zone 
boundary in the (ill) direction, and it is quite definite because all 
energies at other wave vectors are appreciably higher than it. The 
maximum of the band appears to be a non-degenerate level along the 
(110) direction. It is not definite, however, since the energies at 
L and along the axis X-K are only slightly below it. Taking into 
consideration the interaction between free ion functions on more distant 
neighbours might result in a shift of the calculated maximum from the 
point K to one of the other two points. In the (110) curve, the upper 
branch of the band rises as k increases from zero going through a maximum 
inside the zone, but not at the zone boundary as in the case of LiF. The 
width of this band was found to be about 1.3 eV. The narrow band is 
somewhat in line with expectation since narrow bands are observed in the 
appropriate X-ray emission spectra of the alkali halides. The band 
structure was recalculated as a.function of interionic distance. For 
interionic distance greater than normal, the band maximum is found along 
the (110) direction and the minimum at the point L. For distances less 
than 3 a.u. the band maximum is found at X and minimum at P
Grimley (1938) worked on the assumption that the solutions of Fock's 
equations for the valence electrons of crystals having the NaCl type of 
lattice can be expressed as linear combinations of the outer orbitals on 
the negative ions and the first vacant orbitals on the metal ions. 
Numerical calculations were mhde for LiF. The curves obtained deviate
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appreciably from Ewing and Seitz results. In the (100) and (ill) 
direction the upper band is concave upwards while that of Ewing and 
Seitz is concave downwards. No simple explanation of this discrap- 
ancy was advanced.
The valence bands of a NaCl type crystal was studied by Kucher 
and Tolpygo. In (1937) they described a technique of calculation 
of the local state of an electron (hole) in a perturbed ionic crystal. 
Kucher (1938) considered the energy and state function of a NaCl type 
crystal with a single electron removed (with a hole) in a Fock many- 
electron approximation assuming tight-binding. Expressions were given
for the energy E(k), the width of the principal band, the effective mass 
etc., in terms of two exchange integrals. The same calculations were 
carried out for KOI in (1939) (Kucher (1939). He obtained 1.3 e.V for . 
the width of the valence band.
Band structure calculations on PbTe were made by Johnson et al (I962) 
using Wood’s variation of the augmented plane wave method (Wood (I962)), 
modified to accommodate two atoms per unit cell. The crystal potential 
was constructed from self-consistent Hartree-Fock Slater atomic potentials 
for Pb and Te. The sphere radii were chosen so that the APW sphere 
touched at the point where both potentials are numerically equal. Figure 
11 shows the PbTe energy bands in the three principal k-space directions 
of Brillouin zone (compare the curves given by our model. Figures I3, l4
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and 15). These curves show that the minimum energy for the s-band 
is at the point while the maximum can be either X, K or L where the 
energies are approximately of the same value. The minimum of the 
valence p-band is a non-degenerate energy level at the point K, and 
the maximum is a non-degenerate energy level at the point L. For higher 
p-bands the minimum is found at the point L, and it is a double-degener­
ate energy level. The maximum is found at the point K.. The valence . 
bandwidth is found to be 1 eV. The authors think that the spin orbit 
splitting in PbTe will probably change this band picture a good deal.
The d-bands appear to be included in the higher p-bands along the (lOO) 
and (110) directions.
The same calculations were carried out by Switendick (I963) on NiO. 
Energy levels at different directions and points of high symmetry in the 
Brillouin zone are sketched in Figure 12. The upper branch of the valence 
band along the (110) direction is similar to that of KOI worked out by 
Howland. The energy increases as k increases from zero but not going to 
a maximum at K. There is another maximum at L, the same as Howland's 
results. The d-bands are drawn in detail. They are similar to those 
obtained by the present investigations. From his results, Switendick 
found a narrow (O.? eV) band arising from the 2s-state of oxygen; quite a 
narrow (l.l eV) band for the 3<i-states of nickel; somewhat wider (3-3 eV) 
for the 2p-states of oxygen and a wide band ( ev) from s-like states
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Fig.12 Energy bands of NiO
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and plane waves.
In the next section all these results on actual crystals are compared 
with the results of the study of the model considered in the present 
Inv estigation.
9.2 Discussion of the results
Figures 1 ,^ l4 and 19 show some of the energy bands obtained by 
the present calculation along the path, in k-space, K-P-X-W-L-p, shown 
in Figure 9, for = 1, 9, and 10 respectively and = 1. The energy 
bands at the middle points along the ^ , A, Z, Q and A  axes were calcu­
lated as well. The various broken-lines indicate bands of different 
symmetry. The continuous lines indicate s-type symmetry. The dashed 
lines indicate p-type symmetry, and the dotted one indicates p-type sym­
metry. The successive dash and dot-lines indicate d-type symmetry, and
V
the successive dash and two dots-lines indicate d^-type symmetry. The 
energies sketched are measured from the zero level.
The ordering of the levels at the point P remains unchanged for the 
various values of potential. At other points, a change in the order of 
the levels occurs for high values of V^ . At = 10, for instance, the 
p and p' levels at the point X cross over.
The lowest s-band has the minimum energy at the center of the 
Brillouin zone, and the maximum at the point W. At high values of the 
potential, the energy at each of the points X and K is not much lower than
Fig, 13 Energy bonds of NaCl type lattice'at = 1, -• 1
Fig.l4 Energy bands of NaCl type lattice at 5, R, = 1
Fig. 15 Energy bands of NaCl type lattice at = 10, = 1
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at W, but at lower values of the maximum at W becomes sharper. This 
result is similar to those obtained for previous calculations on crystals 
with the NaCl structure,(LiF), (PbS), (PbTe). In the tight-binding 
interpolation procedure, considering interaction with nearest neighbours 
only, the energies at"most points for this band are the same as that 
calculated by the (SPW) method, especially at high values of (see 
Table XXXI). Interaction with second nearest neighbours makes the maxi­
mum at W more sharp. The width of this band, for the lattice distance 
of NaCl is about 5*08 eV at = 1. The band becomes narrow at high 
values of V^ , being I.38 eV at = 10. The energy gap between the first 
and second bands appears at ^  2. The gap width is 3.83 at = 3, 
and 9.13 eV at = 10, Some calculations on actual crystals^(PbS) and 
(KCl^ show the full s-band and the p-valence band as overlapping, showing 
that the state of affairs in these crystals corresponds to that of our
model for V ^ 1. o
The second band, of p-character, corresponding to the valence band of 
most substances with the NaCl structure, presents a more marked variation 
with V^ . At small values of the minimum occurs at L and corresponds 
to a non-degenerate state. The maximum occurs at P and has three-fold 
degeneracy. Another minimum is found at X. The tight-binding procedure, 
with interaction either with nearest neighbours only or with nearest and 
second neighbours gives L as the lowest level, and p as the highest.
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This result was obtained by Shockley on NaCl. As the potential increases,
the energy at L rises progressively with respect to that at K, similarly,
the maximum is found at L instead of p for V > 5. At V = 10, anothero ^   ^ o ’
maximum is found at K. The tight-binding procedure, with interaction 
with nearest neighbours only,gives the minimum and the maximum at the 
same point. Interaction with second nearest neighbours gives a value 
for the energy at L quite near to the lowest energy at K. The maximum 
is still found at L. For higher p-bands, the minimum is found at L and 
the maximum at K. The tight-binding approximation for these higher bands 
is in agreement with the present model. Many previous calculations.
Bell on (PbS); Howland on (KCl); Grimley on (NaCl) and Johnson on ( PbTe) 
gave the maximum along the (110) direction, but despite the theoretical 
agreement this result has not been confirmed experimentally. Casella’s 
calculations on NaCl, however, agrees with the result of the present model. 
He found that both the maximum and the minimum occurs at the boundaries 
of the Brillouin zone along the (ill) direction. This appears to be con­
firmed by experimental results. Stiles et al.(I963) on their studies of 
p-type PbTe found both the valence band maximum and conduction band minimum 
to be at L. The valence band, according to their results, has another 
maximum of almost equal energy at The same conclusions had been
previously reached by Cuff et al.(l96l) and by Allgaier (I96I): they are
consistent with the results of the present calculation. The energy bands 
calculated by Ewing and Seitz for LiF and by Howland for KCl., along the
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(100), (111) and (llO) directions, as well as Shockley's (lOO) and (ill)
curves for NaCl bear many resemblances to the present curves. Howland
found that the minimum of the valence p-band was a non-degenerate level
at the zone boundary along the (ill) direction, which agrees with the
present results for small potentials. The maximum, as already mentioned,
appeared to be a non-degenerate level along the (llO) direction. This
agrees with our results only for higher p-bands. Howland found that the
upper branch of the band rises as k increases from zero, passing through
a maximum before reaching the zone boundary. However, in our results
this branch reaches a maximum at the zone boundary.
The width of the valence band obtained by the present calculation
is about 3*77 eV at = 3 and 2.39 at = 10. An energy gap appears
between the second and third band at V.^ 3.3, with a width of 3-33 eV
at V = 10. o
All the higher bands overlap up to = 10. The first d-band has
both its minimum and maximum at X. The d-bands of NiO obtained by
Switendick (Figure 12), have a lot of similarity to our d-bands.
When was taken larger by a factor than the radius of the
inscribed sphere, it was found that for small values of V^ , there are
only small changes in the form of the'bands. For large values of
the changes are more marked. Figures l6 and 17 show some of the energy
bands along the same path (K-P-X-W-L-P) in k-space, for this new value
of R at V = ^  10 respectively. The minimum and the maximum of
o o
A rQz  wr Ù X LK
Fig.16 Energy bands of NaCl type lattice at - 5,  ^^
Fig. 17 Energy bands of NaCl type lattice at = 10,
|5P
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the first s-band are found at the same points as for = 1, but the band 
is wider. The energy gap between the first and the second bands appears
at V ^ 5  instead of 2, and its width is smaller than that for R = 1.o ’ o
Still the minima and maxima of the second p-band are at the same points, 
the variation with increasing is the same, but it is markedly wider 
than the p-band for R^  = 1. The second energy gap appears at and
its width is still smaller. The higher bands overlap, and have the same
features as that for R = 1.0
The problem of unequal potentials was finally considered by repeating 
the calculation, (for R^  = l), taking equal to +1 in the negative ion 
cell, and -3 in the positive ion cell. This has a more profound effect 
on the ordering of the levels, though the general conclusions on the 
positions of the band edges are not modified. Figure l8 shows some of 
the energy bands for this potential. The main differences ivLth the 
previous cases are: There is a very small energy gap between the first
and second energy band (compared with that, for ± 3). The width
of the first s-band and the second p-band are wider compared with that 
for = - 3* The ordering of the levels at the point T is different, 
the F -band becoming lower than the p-band, while the second s-band 
becomes higher. The higher bands overlap to a high extent.
9.3 Conclusion
The present investigation shows that the simple plane wave method 
could be applied to the model without undue labour.
+ 1
Fig.lS Energy bands of NaCl type lattice at , R = 1 o
I
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Certain general characteristics of the bands were found, which 
must be a general feature of crystals with the NaCl structure as shown 
30 by comparison with existing calculations on actual crystals. The 
choice .;f a constant potential seems adequate to carry out these char- 
ac:eristics. Similarly, the effect of changes in the potential in 
displacing the energy levels gives some idea of the effect of the degree 
of ionicity. On the other hand, the attempts to use a non-spherically 
"yvnmetric potential and to assume the positive and the negative potentials 
not numerically equal did not disclose any significant trunds.
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CHAPTER 10
3.0. General discussion of Eyges method
The present chapter has the aim of testing on a simple example
(cl monatomic face-centered cubic lattice) a new method for solving the
problem of one electron in a periodic potential, recently suggested
by Eyges (I96I). This may be considered as a research independent
froir the main subject of the thesis. It was undertaken in the hope -
unrealized - that the method may be suitable for the proposed type of
investigation. The discussion is for the case k = 0 only. The basic
equation is equation (3.^.1$), which we write in the form (for k = 0)
(E - C(Kj C(Kj) W(K^ - K j  (10.1.1)
C(K.) are the Fourier coefficients of the wave function, W(K. - K.)
are the Fourier coefficients of the potential. It can be proved that
if V (r) is the crystal potential and V^(r) the atomic potential, and c
V (r) = 52w(K.) exp. (iK ..r), c — ^ —j —
W^(K. ) exp.(iJC..r) dr 
-J -  -  -
V^(r) =
then W(Kj )
W^(K.) = -------
Then equation (10.1.1) can be written as
(E - kF) C(K.) = c(k.) W^(K. - K.) (10.1.2)
1 -n J -1 “1 -j
If the lattice is assumed to expand unifprmly, the points of the
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reciprocal lattice become closer, and the summation can be replaced by
an integration according to XL F(K.) rr 1 \ F(K) dK
(d) '
F(K,) is a function of K .. Then equation (10.1,2) becomes (K. and K.
-J -J “1 -3
pass over to continuous variables K and K )
(E - F )  C(K) = j  C(K) W^(K - K^) dx' (10.1.3)
Equation (10.1.3) is the Schrbdinger equation in momentum space,
and like the corresponding equation in c-ordinate space, it is separable
if the atomic potential V^(r) to which it pertains is spherically symmetric
This suggests that it would be advantageous to expand the C(K^) for finite
lattice spacing similarly, into radial function 0 (K ), where K is them m
magnitude of the m smallest reciprocal lattice vector, and into an angle- 
dependent part expressible by spherical harmonics. The SchrÜdinger equa­
tion for the system becomes a set of homogeneous linear equations for the 
(K^ ) with a corresponding secular determinant for the eigenvalues. As 
the problem is dealing with a cubic space lattice, hence the reciprocal 
lattice is also cubic. Then the appropriate functions for expanding the 
C(K^) are not spherical harmonics but Kubic harmonics Q/on der Lage (19^7), 
L. Eyges (1961)^ . Then C(K^) can be expanded in Kubic harmonics of a
given ’’type”. We shall test the method by calculating the lowest energy
s
of the p andP states.‘ s d
10.2 Details of calculation for the p* state 1 s -----
We assume that the site of the fundamental cube of the face- 
centered cubic lattice is a which, for the purpose of comparison with
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other calculations (L. Pincherle I96I) we take = 4. The potential is 
taken to be constant inside a sphere of radius Expanding C(K^) in
Kubic harmonics of CC -type, we get
C(K.) = y  c'«'(K.) £=0, k, 6, ... (10.2.1)
 ^ ( £■) ( ^
W(K. - K .) can be expanded in Kubic harmonics as well 
J
KJ «{." K^.,K.)* E^.^J (fk) (^ :j) (10.2.2) •
Detailed derivation of this equation is found in Appendix V. Using these 
two expansions in (10.1.1) it becomes
n z n r z = / «‘t? <^3> “ r  « %J L I" 9 S' ■ 3
(10.2.3)
Multiplying equation (10.2.3) by H^p( $1^ ) X  = 0, 4, 6.... and inte­
grating over the solid angle of ^2. . , we get the following fundamental seti. /
of equations:
(E-kF) C (K.) = I 3 ZLw (K.,K.) xC.'(K.) (Jl. ) (^.) (10.2.4)
1 0£_' x j  £. 3 i  i l L  3
In this equation the sum over j can be considered to be a sum over all the
K. of a  g i v e n  m a g n i t u d e  (which sum is d e n o t e d  by ^ .) p l u s  one o v e r  a l l  
3 3
the different magnitudes of the K. (which sum is denoted by 2L ). Then
3
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equation (10.2.4) can be written as:
(e-k/) '.»i> ■ - ( Ç  " r  ‘^ a ’ P  < » 3>
(10.2.5;
This is the basic set of homogeneous equations for the amplitudes C (K^ ).
When a is infinite, equations (10.2.D) break up into a set of separated
equations for the amplitudes C , C,, C ,  It is the equation for C
, O 4 o O
which defined the s-state wave function. Assuming is large and all
c •
the other C are small, the equation for 0  ^is then:
(E-K.2) CjKj) Z  [ h 7  (.X)]"
 ^ 3
Since (H^  )^  is unity, the sum is, for a given magnitude K^ ., is the
number of lattice vectors with that magnitude and is denoted by (n.).
3
Then
(E-k 4) C (K.) = S  c (K.) W (K.,K.) n. (10.2.6)1 o 1 K o 3 o i’ 3 3 .
J
W^(K_,kj) is (for a constant potential inside a sphere of radius R^ ):
r  -  . i n  ( " l  *  S '
®i"j Cj
The analytical derivation of W^(K^,K J is found in Appendix VI. For 
W (K. ,K. ) = I K g - sin K. R Cos K. E
O i l      [ ^ 1 0  1 0  1 0
2K.^ '
1
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for K . = 0 
J
W (K ,0) =  o Sin K. R k. R
°  ^ L 1 0  1 0  J
K.
1
for K. = K. = 0
1 3
(0,0) = 4. fCQ-dV fi ^
3 " °
In the state we get contribution from all the reciprocal lattice vectors 
of the face-centered cubic structure, namely (000), (ill), (200), (220), 
6311), (222), --- etc.
As an approximation which is sufficient for our purpose, we will consider 
only the first four vectors:
K r (000) one vector n. = 1
1 • 3
E (111) eight vectors n^  = 8
:: (200) six vectors n. = 6
3 - 3
r (220) twelve vectors n^  =12
The values of W (K.,K.) for the mentioned vectors (for V = -5, R = Y~2), o 1 3 0 0
are given in Table XXXII.
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They are arranged in the form:
W(K^ ,K_,) W(Kg,Kg)
TABLE XXXII
Values of W (K.,K.)
0 1 3
-3.7024
- 0.4445 - 0.3270
-0.0277 -0.2698 -0.2650
+0.2814 -0.0758 -0.1221 -0.l408
Substituting these values in equation (10.2.6) we get the energy matrix 
which is of order 4. Solving the determinant of this matrix we get-the 
eigenvalues. The eigenvalues are tabulated in TABLE XXXIII, showing also
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the convergence.
TABLE XXXIII
The eigenvalues of s-state
1 term 2 terms 3 terms 4 terms
-3.702 -3.885 -3.894 -3.925
4.968 4.151 4.042
9.107 9.067
18.230
Results of the- same energy levels, calculated by the plane wave method 
(L. Pincherle I96I) are found to be -3.946, 4.063, 7-330.
10.3 Details of calculation for the Hi-state
For the d-state the analytical work is on the same lines_as for 
Zs. AsZ^d is doubly degenerate, degeneracy must be taken into consider-.
ation. The Kubic harmonics are of the ”^ ” type, / = 2, 2, 4, 4.___
Equation (10.2.3) reducesto
(E-kF) C (K ) = Ç  C (K ) W (K ,K ) 4 6  (^.) (10.3.1)
u ^ j ^ J _ ^  ^ J “^^3  ^ ^
139
According to Von der Lage and Bethe (194?)
K 4^^ (£2.)
22 3 2 2r
Z 3  P-21 (.^ ) ) = n.
3 3 21 22
Equation (10.3.1) will be
(E-k1 ) C-(K.) = Z L  c,(K.) W-(K.,K.) n. (10.3.2)
iL c_ • 1 ^ 3 ^ 3 3
The reciprocal lattice vectors (in the limit of our approximation) which 
contribute to this state are:
=• (200)
Kg r  (2 2 0 )
= (311)
—  (400)
= (420)
l4o
Now „K
G
Wg(K ,^K J  = 4 TT SZg I jgCK^r) j g ( K ^ r ) r V
This integral has been evaluated both numerically and analytically.
Numerical calculations of the integral is carried out using Simpson's 
rule. The eigenvalues obtained from this numerical calculation are
4.235, 9.126, 13.862, 17.353, 21.561
The lower value calculated by the plane wave method is:- 4.27 
. Analytic treatment of the integral is given in Appendix VIB. Its 
final form is
j. ^  _ -3 sin K.R sin K ,R 3 Cos K.R Cos K .R
W.(K.,K.) = r   ^°  ^°  ^°
2 1 3   L   2-- 2 ~ 3 ---  -----------------
K.K. K. K. R ^ • K. K. E
13 1 3 0  1 3 0
3 sin K.R Cos K.R 
^ 10 30 + 3 Cos K_R^ sin K .R^
"l" "3 "o' K, R /  '
. (K. - K.) E . (. + K.) Esin X J o ■ sin i j o
2(K. - K.) 2(K.. + K.)
 ^ 3  ^■ 3
It was used to check that, the numerical results were accurate.
I4l,
Although this method gives almost accurate results for the lowest
energy levels, it deviates widely for the higher levels. The method
as we biave seen is very laborious. As increases, the integrals
involving (K.,K.) become more and more complicated so that their 
^ 3
analytical evaluation is practically impossible. But the main diffi­
culty is that many terms must be included to get convergent results.
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TABLE II
The character table of the wave vector A
Irr. Basis
Deg26^  27 39’ 0^ functions. rep.
-2
-1 -1 X -yAd
-1 -1
-1 -1
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TABLE IV
The character table of the wave vectorW
*5.
Irr.
rep. 17’ 21 Basis functions Deg
-1
A p
xy(x-y) +yz(y-z)-1
&
TABLE VI
The character table of the wave vector
Irr.
rep.
Basis functions Deg
-1 -1
-1
(x — y)-1
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TABLE VII
The character table of the wave vector W
Irr. 
rep.
! E , ^2 ^2?’^ 28 ^29’^ 32 1
msis
function Deg.j
W s
1
1 1 
•
1 1 1
!
1 1 1
W
P
1 1 -1 -1 1 X 1
W  /
p
i
2
■ •
-2 0 0 0 y, z 2
'"d 1 1 1 -1 . -1 yz 1.
1 1 -1 1 -1 xyz 1
TABLE VIII
The character table of the wave vector Z
14:9:
j Irr. 
1 rep. ^1 ^2 ^27 ^28
Basis
functions Deg.
'Z • s 1 1 1 1 1i
1
1
Z
P
1 -1 1 -1
1
! z 
j
1
! Zx
P
1 -1 -1 1 y 1
1 1 -1 -1
*
yz
t
1
1
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APPENDIX II
The Fourier coefficient of potential is given by
W(K ) = 1—n SI
V(r) exp. (i ^.r) dr
Using spherical polar coordinates with the polar axis along the direction
of K —n
ni If
W(K.) = 1 V(r) exp. (-i K^r cos 0 ) sin0 r dr d© d^
o 6 Û
For V constant inside a sphere of radius R o o
W(K ) = V-n _____ o
SL
exp.(-i K^r cos g ) r drd (cos 0 )
SL k
A,
r sin K r dr n
= -A'rfv
K 3n
[sin K R - K R cos K R 1 n o  n o .  n o J
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APPENDIX III
We are going to illustrate an example of how a matrix is 
transformed to triple diagonal form by using successive orthogonal 
matrices.
We denote the elements of the matrix A of order 4 as follows
(1)
=1
=2
=2 =3 ‘^3
'^1 2^ <^4
(1)We wish to determine P^ such that P^A P^  has zero elements 
in positions (1,3) , (1,4) and therefore, (3,1) and (4,1).
Is defined by
0
i J z
X,
X
3
^4
T
A/2 (0 x^ x^ %2^)
TAccording to (8.4.2) ^  = 1, then we have
2 2 2 _
= 1 (1)
152.
T
"2 =
1 0 0
0 l-2x^  -2x^x^
0 -2x^Xg l-2x^32 3
-2x^x^
0
-2X2*4
-2*3*4
l-2x4
The first row of any matrix is unaltered by multiplication on the
left by P^ , so that P^A P^  will have zeros in positions (1,3) and
(1,4) if, and only if A P^  has zeros in these positions. We must,
therefore, choose so that this condition is satisfied. The ,
elements in the first row of A P_ are2
a^ , b^ 2 p^ 2^, ^1  ^Pp , d^ — 2 p^ x^^
where p^ is given by
Pi = bi x^ + Cl x^ + di x^
we must have
and
where
Cl - 2 Pi x^ = 0
‘^1 - 2 Pi xi^ = 0
bl - 2 Pi %2 = is"
s = bi^ + Ci2 +
(2)
(3)
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since the sum of the squares of the elements in any row must be invariant 
Multiplying (3) by and equations (2) by x^ and x^ we have
Pi = ; ^
Equation (3) therefore gives
bi ± 2x s2 = ± s?
Equations (2) give .
X^  - 2
S^
3
P^]_ 2x_ s^
+ 1
T
2
2Pl . 2xg
Then the form of the equations in the general case for a matrix of
order n is quite clear. x^ is determined by an equation of the same
form as (6), while x^ , ....x^ are determined by equations of type (?).
(2)
Following the same procedure on the matrix A one can determine 
( 2 )P^ , such that P^ A P^  has zero elements in positions (2,4) and (4,2)
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APPENDIX ÎV 
TABLE I
Energy integrals for crystal in terms of two-center integrals
V s  )
V x  /(spcr-)
'Vy m(spo- )
E / s/z
V x
Vy
E ,z/z
Vy
V z
E ,  
y/z
n(sp )
/^(PP (5- ) + (1 - (pp'77')
m^Cppo- ) + (1 - m^ ) (pp'ï^ )
n^(pp o- ) + (1 - n^) (pp "tO
/m (ppcT- ) - /m (ppV)
Y n  (pp(7- ) - i^ n (pp if)
mn (pp (z- ) - mn (ppT^ )
133
HM
I
g
Q)
ü
•H
-P
- Pq6
rH
<D
P h
N-P
%
S
<D
- P
P
O
< P
P
<D
Ü0)
«HO
CQ
P
CDnOA
EOü
P
P05S
m
üü
+
o5
m
0
ü
1
CQ
Oü
X
N
CQ
Oü
U ]
oü
+
oJ
1
00
Oü
S I
CQ
O
ü
+
CQ
Oü
CQ
Oü
X
H
-d "
+
CQ
Oü
p
•H
CQ
+
CQ
O
ü
M
P
•H
CQ
1
X
S
p -
+
•S
CQ
c\J
CQ
O
ü
+
CQ
O
ü
§
+
CQ
O
ü
8cU
+
c5t
CQ
O
O
S ]
CQ
Oü
I
î>5
H
-j-
(M
CQ
O
O
CQ
O
ü
+
o5
CQ
Oü
CQ
O
ü
X
X
c6
X
ü
•H
CQ
p
•H
CQ
O
8
H
O
%
X
R
C\J
oo
O
X
%
(Ü
X
X XH H
+
=3
c5
g
I
X
156.
M
M
I
g
P0 
• HP
1
X0pPi)A05
p|
gü1
o:s
p
p
<D
P
(D
P
O
CQ
P
P
CD
P
O
gJ
0  
ü
X
• H
P
P
1
C\J
CQ
O
U
+
o5
cQ
O
ü
+
CQ
OCJ
X
rH
CQ
CQ
(\J
+
(
CQ
CQ
O
ü
X
CQ
O
Ü
+
o5
t
CQ
o
o
05
CQ
O
ü
+
o5
CQ
O
ü
S I
S ]
( \J
CQ
CQ
- d -
+
CQ
O
ü
P
• H
CQ
+
o5
CQ
O
ü
05
. 5
CQ
(\i
A
CQ
e
CM
+
o5
X
H
h
A
CQ
• H
CM
o5
C
CQ
o
ü
+
o5
CQ
O
ü
H
>
g
OU
>
CQ 
. O  
ü
A
S I
X
CQ
O
ü
+
ci5
CQ
O
ü
X
ou
o5
ou
CQ
O
ü
>
CQ •O
ü
ou
+
o5
%
CQO
ü
CQO
ü
. +
05
CQOO
SI
X
X
8 •
ü
OU
b b >
â a a
ou ou ou
+ + +
o5
P
• H
CQ
.a
CQ
X
ou
>
ou
a
ouI
137
APPENDIX V
Calculation of W(K. - K.)
- Kj) j* V^(r) exp [ ±(K^  - Kj).rJ drW(K
Using spherical polar co-ordinates
,00
W£l - Kj) . J  (,) k, _ K^l ,) /  ar
Using the theorem of Bessel function:
(1Ki - K.i r) = 1) 3£ (K_r) (K r) (cos r)
If we putJ
^Oû
(Ki,K J = f (r) j^CK^r) (K_r) dr
Then:
00
W(^ - K J {2 Î+ 1) (K^.K J Pjl_ (cos r)
PjJ.(cosr)= 1 T  r  h V  (i^ .) (A.)ilTI r s :
V is the angle between a vector specified in a spherical co-ordinate
f /
system by 0 , ÿ  ($2 )^ and one specified by ^  ^  ). The summa­
tion over ÿ is taken over all types which contain Kubic harmonics of 
order and the summation over s is taken over all the degenerate 
functions which may belong to a given type and order. Then
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APPENDIX VI
(A) Analytical derivation of W (K., K.)
0 1 3
From AppendixIwe have
j^L ^  ^  j' (r) (K_r) (K_r) r^  dr
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If we put V (r) = = Constant
W; (K. ,K.) = kfC il V^ 1 .1 DC
R r o
3g (K^ r) 21 (K.r) r dr
R
=
2 y o .  ^
Jg+A (K.r) p2 dr
I-at 4L = o
Ji (K.r)
■5 1
Jj. (K.r) 
2 ]
i
sin (K.r)
( V )
3
sin (K_r)
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R
hTcÇl V
__________ D O
K. K.
1 3
r
sin (K.r) sin (K.r) r d r 
1 3
D O
2 K. K.
1 3
s i r V i V W  - sin L
K. - K.
1 3
K. + K. 
1 3
/l6l,
APPENDIX VI
B. Analytic derivations of )
K; Ky
_  ^ jfjïSJy* ff;/^ f &( X// /(//' X//
IZ1Z17T' " I7T ~ I/C'/C'T- <r
/ç-y-
(/) r ^ /f/Y£jn ^ y _ ( ^jf •'^j')^ ^  3( ^  J - ^j]
J f
 ^ ' '/a ; % y  y
3(x;f/();&, «v/çj/t 
" X:'
SCC. f ^ j V  C/C f/<;)/& zjKi^ K;)^  ( SJ^Lft J
A
%
// oc s^i/Cf^rCj)Y 
^0 * Ck/-f^*)^
^  (<'T/Cvr
A V  I . LKi-yCj)
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CZ) f dr =  ‘^00-A-)Ao(K-K!)fo 11>^!-4 (Lt/rhiJ K;Kj^ z^ J T ^
3  A9s^C^Y-/f))^ ‘ll)<::+jc})ùoCirifA)£. HiC-.i-iCj)' / .
/ ^
I Ki^ /Cr^  V  ^ V
L
(A) f /- ?1^ <~X,-Kd£,_ Zl>r,-H’j)(Ai,!j . T iK -M j)IL jcj
J xy-r--
^ '
(6) f_î^<LÉî^(/y - -^ ‘^ (.K '-X’jJ/f. ^IXy-Xj) r ^ y  .
j  K iK/ r^ '  AKiKjjC, '  ~ S.KiAs J ~ f ~ y
_
^^/4/a;- j y
C6) , g4>oc<-A:;/g 3^(.x -;yiÇ-K , SliC-tXj )  I  P
j j^  A X
3 i.>C,+Hj) (^ "/Uzc
~Tk^ J  ^‘ 6)
^  ck 4.ê-f ^
163,
ne
(‘tJ f  y/r _ _  /dA’lA*'k/C
/ ' JlLX-i^ Aj^  £C/C-*A)J
Su^r^n-yrUy^ /»& IV ^  C^J yh^e Ap-
M i  iiXy,K;) ^ j -■àA^XJ./L/XjA /^L:„>r!f,<%/Y:-£, ^  S  < 2 o « 4 P /f ; ; , f
i
AÿryU&l^ & _ A*K^>(‘-A})Ai 1
■ MtAY-A-) J
Â4Â n  /(-.
V(/6. p i  r-3/L^^ /e , 5A-2/f//0. AUsiC-^'’"’'"-ÂTl V
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