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The aim of this paper is threefold: 
(1) to introduce the notion of “quasi-tangent vector” to a subset S of a 
Banach manifold M and to extend the definitions (and some properties) of a 
generalized gradients (and tangent cones) from a Banach space E to M; 
(2) to apply some of the above notions to the problem of flow-invariance of 
a closed subset of the manifold M (generalizing NagumoBrezis result); 
(3) to extend some fundamental results in optimization (e.g., Clarke’s general 
Lagrange multipliers rule in terms of generalized gradient from E to M. 
Points (I) and (3) are based on the results of Clarke, Rockafellar and Ursescu 
on tangent cones.) 
1. INTRODUCTION 
Let M be a Hausdorff C-manifold, k > 1, modelled by a Banch space E 
and let S be a closed subset of M. As usual, denote by T,M the tangent 
space of M at x E M and TM = U,,,,, T,M the tangent bundle of M. 
If X: M + TM is a locally Lipschitz vector field on M, the following 
problem is considered 
Y’W = X(Y@))v t E J, (1.1) 
where J an open interval of R = (--00, co) containing 0 E R such that J is 
the maximal domain of y. 
y(0) = x E s, r(t) E s, t/tEJ. (1.2) 
DEFINITION 1.1. (1) The subset S c M is said to be a locally invariant 
set with respect to X if the integral curve y of X starting from S at t = 0 
remains in S for all t in a neighborhood V, of 0. 
(2) S is said to be an invariant set with respect to X if the integral 
curve y of X starting from x E S at t = 0 remains in S for all t E J (i.e., 
(1.1) + ( 1.2) admits a solution y3 called “flow invariant”). 
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In this paper we shall be concerned with necessary and sufficient 
conditions on X (with respect to S), in order for S to be a locally invariant 
(and even invariant) set with respect to the vector field X. To this aim we 
shall introduce the notion of “quasi-tangent vector to S at .Y E S” (see 
Definition 2.1). In Sections 2 and 3, other applications of this notion are 
given (e.g., to differentiable spaces, Lie derivatives, Euler-Lagrange 
equations, Lagrange multipliers rule). We end by discussing the extension of 
the general Lagrange multipliers rule (in the sense of 171) from Banach 
spaces to Banach manifolds. All vector fields considered in this paper are 
locally Lipschitz and will be sometimes called (as in Palais [ 141) vector 
fields of class C’. 
Before proceeding some preliminaries are required. 
DEFINITION 1.2. Let B be a subset of the Banach space E and .Y E B. 
(1) The vector J E E is said to be “tangent on the right to B at x” if 
Ijnnd(x+hy:B)=O (1.3) 
where d(z; B) denotes the distance from z to B and h 1 0 (h T 0) means h -+ 0 
with h > 0 (h < 0, respectively). 
If (1.3) holds with h ] 0, then ~1 is said to be “tangent on the left to B at 
x.” 
(2) y E E is said to be “tangent to B at x” if y is tangent both on the 
right and on the left to B at x, i.e., 
Fy + d(x + hv; B) = 0. (1.4) 
The origin of the notions presented in Definition 1.2 goes back to many 
authors. We avoid such historical considerations. We mention only some 
papers in which the above notions have been used in the theory of flow- 
invariance. 
As far as we know, the first paper in this direction is that of Nagumo 
[ 131. Another paper (independently of Nagumo) is Brezis paper [4]. 
Applications of flow-invariance are given, e.g., in [ 15-181. 
Let A be a nonempty subset of E and let B be closed in A. 
Consider the problem 
u’(r) = f(u(t), t E Du, (1.5) 
u(t,) = x E B, u(t) E B. tEJcDu, (1.6) 
wheref: A -+ E and Du is the domain of u. 
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The theorem below is a slightly different version of Brezis result [4 ] 
(generalized by Martin [ 11 I). 
THEOREM 1.1. Let A be an open subset of E and let B c A be closed in 
A. if f: A -+ E is a Lipschitz function, then for each x E B there is a solution 
u of (1.5) such that u(t) E B, Vt > t,, rfl 
Ii: + d(x + hf (x); B) = 0, VxE B. 
B is an invariant set with respect to f (or to (1.5)) that is (1.5) + (1.6) 
admits a solution with J = Du, iff 
f”, + d(x + hf (x); B) = 0, VxEB. (1.8) 
Remark 1.1. If f is only locally Lipschitz on A, then (I .8) is a necessary 
and sufficient condition for the local invariance of B. Several details in this 
direction can be found in [ 181. 
2. “FLOW-INVARIANCE" ON MANIFOLDS 
For definitions and different results concerning manifolds we refer to 
12,899, 141. 
Let M be a manifold of class C“, k > 1, with the tangent bundle 
7~: TM+ it4 (we recall that T,M = 7c-‘(x)) and let X: M+ TIM be a vector 
field on M. If o: CT-+ E is a chart of M (considered as morphism of differen- 
tiable manifolds), then there exists the isomorphism (D’: r-‘(U) -+ U X E 
defined by o’(v) = (Z(V), D(p),,,, . v), v E n-‘(U). So p’ 0 XI,,: I!+ U X E 
is given by q’ 0 X(x) = (x, X,(x)), where X,(x) = D(p), . X(x), x E U. 
The mapping X, : U+ E is called the principal part of X in the chart a, 
and clearly determines X It,. 
DEFINITION 2.1. Let S be a subset of the manifold M and let x E S. A 
tangent vector L’ E T,M is said to be “quasi-tangent to S at x E S” if there is 
a chart (U, rp) of M with x E U such that 
$; id@(x) + hD(p), . v; v(Un S)) = 0. d (2-l) 
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A vector field X on M is said to be “quasi-tangent to S” if X(x) is a quasi- 
tangent vector to S at each x E S, that is there is a chart (U, (D) of M at 
x E S such that 
& + d(rp(x) + hx,(x); p(u n S)) = 0. (2.2) 
Remark 2.1. Just as in Definition 1.2 we can define “quasi-tangent 
vectors on the right (respectively on the left) to S at x E S.” Then u E T,M 
is “quasi-tangent to S at x E S” iff it is quasi-tangent both on the right and 
on the left to S at x. Similar remarks hold for vector fields. 
LEMMA 2.1. The property (2.1) of t’ (and therefore (2.2) for X) is 
independent of the chart (U, p), i.e., if (2.1) holds for (U, cp), then for any 
other chart (V, w) with x E V, we have 
$yo $d(v(x) + hD(t+& . U; w(vn S)) = 0. (2.3) 
In the proof of Lemma 2.1, the following elementary (known) result is 
needed: 
LEMMA 2.2. Let D be a subset of a normed space V. Then the following 
properties are equivalent: 
(0 lim,,, (l/h) d(x + hy; D) = 0, 
(ii) There is r: R -t V such that r(h) -+ 0 as h + 0 and b(h) = 
x + h(y + r(h)) E D. 
Proof: The fact that (ii) * (i) is obvious. We now prove that (i) * (ii). 
For each h E R, there is b(h) E D such that 
11 x + liy - b(h)11 < d(x + hy; D) + hZ (2.4) 
(which follows from the definition of d(x + hy; D)). 
If we denote r(h) = (b(h) -x - hy)/h, then (i) and (2.4) imply (ii). 
Remark 2.2. Other results similar to Lemma 2.2 can be found in 
[ 17, 181. 
From Lemma 2.2 it follows that (1.4) is equivalent to: 
For each real sequence h, -+ 0 (n + co), there is z, = z,(x) E B such that 
z,+x as n+ co and 
lim kllx+h,,y-z,,ll=O. 
n-r n 
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Indeed, (2.5) is satisfied for z,, =x + h,,(~l + I-(/Z,,)) with r(h,) given by 
Lemma 2.2(ii). 
Now Lemma 2.1 follows from the following classical result: 
Proposition 2.1. Let E and F be Banach spaces and assume that the map 
f: A -+ F is dlflerentiable at x E A, where A is an open subset of E. If B is a 
subset of A containing x and y E E is tangent to B at x E B, then D(f),(y) 
is tangent to f (B) at f (x). 
Proof: Assume that h, is a sequence of reals such that h, + 0. By 
Lemma 2.2 there exists a sequence z, of points of B satisfying lim,,, z, = x 
and (2.5). 
Since f is differentiable at x we have 
f (zJ = f (x) + D(f )Jzn - x) + Hz, - 4 r(z, - x) 
and 
lim r(z, - x) = 0. 
n-m 
Then it follows that 
j& Ilf (x) + h,D(f),( y) - f (z,)ll 
By (2.5) we may conclude that Du),(y) is tangent to f (B) at f (x). 
From Proposition 2.1 we deduce the corresponding result for manifolds. 
COROLLARY 2.1. Let M and N be differentiable manifolds and let 
f: M + N be a morphism of manifolds. If S is a subset of M and v E T,M is 
quasi-tangent to S at x E S, then D(f ),( 1) ’ q z 1s uasi-tangent to f(S) at f(x). 
Now we state the characterization of flow-invariance on closed subsets of 
manifolds. 
THEOREM 2.1. Let M be a Ck-manifold, k > 1, and let S be a closed 
subset of M. Then S is an invariant set with respect to a locally Lipschitz 
vector field X on M (i.e., (1.1) + (1.2) admits a solution) IT (2.2) holds for 
each x E S. 
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Proof. Assume that (2.2) holds. Let us consider the differential equation 
I”(f) =x, CJ q-Q(t)), Y(O) = d-y). (2.6) 
Equation (2.6) is a Cauchy problem in the Banach space E. 
Since rp(Un S) is a closed subset of o(U) and X, o v, ~’ is tangent to 
p(Un S), by Theorem 1.1 there is J’ = yw : 2 + o(U n S) satisfying (2.6) 
(and y,(O) = o(x)). Set v,(t) = P-‘(J),(~)). 
It follows that y,(O) =x E S and for f in a neighborhood V,(O) of zero, 
y,(t) E un s. 
If (V, w) is another chart of M at x, then it is standard to prove that (see 
1141) r,(t) = I,, t E c(o) n Uo). 
Therefore, y,(t) = cp-‘( 4!,(t)) does not depend on v, in a neighborhood of 
zero and y = 17, is an integral curve of X with y(t) E S which passes through 
XE s. 
By standard results ([ 91 or [ 141) y can be extended to a maximal solution 
a+ : Jx + M of X with the initial condition x E S. It remains to prove that 
a,(J,) is included in S. If a,(J,) &S there exist a domain of chart U and 
t, E J, such that a,(tO) E un S and a,(t) is in U but not in S for all I in a 
neighborhood of t,. But X is quasi-tangent to S at a,(t,) and hence a,(f) 
must be in S for t near t, (cf. Theorem 1.1). 
The necessity of Theorem 2.1 is a consequence of the necessity of (1.8). 
Theorem 2.1 yields the characterization of the invariance of a closed set 
S c M with respect to an one-parameter group of diffeomorphisms (a,},eR of 
M, i.e., 
a,(s) = s for all t E R. (2.7) 
COROLLARY 2.2. Let a: R x M -+ M be an one-parameter group of C’- 
dijjfeomorphisms of a Ck manifold m (k > 1; 1_ < r < k - 1) and let S be a 
closed subset of M. Then (2.7) holds ifJ‘for euery x E S there is a chart 
cp: U+ E of M at I such that 
F”, i d(cp(x) + h((o 0 a,)'(O); p(S n Or)) = 0. 
where we denoted as usual a,(x) = a,v(t) = a(t, x). 
Proof. Let X be the C’-vector field defined by the one parameter group a 
(X is called the infinitesimal generator of a), that is, 
X(x) = a!&) = f a(t, x) . 
I=0 
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It is obvious that (2.7) holds iff a,(t) E S for all x E S and t E R. It is 
known that the one-parameter group generated by X coincides with a and so 
Theorem 2.1 implies that (2.7) is satisfied iff (2.2) holds. By using (2.9) the 
result is proved. 
Remark 2.3. From the proof of Corollary 2.2 it follows that (2.8) is 
independent of the chart IJL 
The following consequence of Theorem 2.1 gives information on the 
domains of the maximal solutions of a vector field which is quasi-tangent to 
a compact subset of a manifold. 
COROLLARY 2.3. Let M be a manifold of class Ck, k > 1, and let S be a 
compact subset of M. If X is a locally Lipschitz vector-field on M such that 
X is quasi-tangent to S, then the maximal integral curves of X with the 
initial conditions in S are defined on R = (--it), CO ). 
Proof Let x E S and let J, = (t-(x), t + (x)) c R be the interval on which 
is defined the maximal integral curve a, of X with the initial condition x. By 
Theorem 2.1, a#,) c S. On the other hand if t+ (x) < co or t-(x) > -co, 
then [ 14, p. 661 shows that a, does not remain in S. 
This contradiction proves the result. 
Under the hypotheses of Theorem 2.2, the vector field X defines a local 
one-parameter group of homeomorphisms p, of S (L? is the restriction to 
R x S of the local one parameter group of diffeomorphisms a generated by 
X). Now we are concerned with differentiability properties of p. The 
following result shows that in an appropriate sense /3 can be considered as a 
local one-parameter group of diffeomorphisms of S. 
PROPOSITION 2.2. Let S c A4 be endowed with the structure of d@eren- 
tiable space induced on S by the manifold A4 (cf. [ 31). Then ,l? is a local one- 
parameter group of dtfleomorphisms of the dtflerentiable space S. 
Proof. It is sufftcient to apply the definition of the morphism of differen- 
tiable spaces and Theorem 2.1. 
Remark 2.4. From [3] or [ 121 it is known that every differentiable 
space of finite dimension can be embedded in an euclidean space, and thus in 
a differentiable manifold. So the situation S c M presented in Proposition 2.2 
is rather general. 
Another interesting differentiability property of ,f3 arises when S is a leaf of 
the manifold (in the general sense of [S, 201 of foliations with singularities). 
In view of [5] or [20] then Theorem 2.1 implies: 
PROPOSITION 2.3. If S c M is a leaf of M, then p is one-parameter 
group of diffeomorphisms of the dtflerentiable mantfold structure on S. 
QUASI-TANGENTVECTORS 123 
Moreover if X is quasi-tangent to a singular foliation, then X respects the 
corresponding singular distribution. 
Remark 2.5. It follows that our definition of quasi-tangency applied to 
singular foliations is closely related to the concept of homogeneity of the 
corresponding singular distributions. 
As a further application of Theorem 2.1 we mention the following. Let S 
be a subset of a manifold M, S endowed with the induced structure of 
differentiable space (or subcartesian space in the terminology of [ 101. As 
was remarked above this may be supposed for each differentiable space S of 
finite dimension. Let Y be a vector field of M which is quasi-tangent to S 
and let X = Y Is. By Theorem 2.1 we have the possibility of integration of X 
(on S) and let a, be its maximal flow. Then using a,, we can give a direct 
definition of the Lie derivative Px of tensor fields on S by proceeeding as in 
the case of manifolds. For example, if r is a contravariant tensor field on S, 
then 
for all x E S. 
So we can simplify the definition of Px (for such a vector field X) avoiding 
the consideration of local representatives used to introduce the Lie derivative 
on subcartesian spaces (see [lo]). 
3. OTHER RESULTS AND APPLICATIONS TO 
OPTIMIZATION ON MANIFOLDS 
This section deals with some applications of quasi-tangent vectors to 
problems of optimization on manifolds. In the first part we present some 
minimization problems for differentiable functions. In the second part we 
explore the possibility of by passing the differentiability assumption. To do 
this it is necessary to generalize the notion of quasi-tangent vector in the 
spirit of Clarke’s cone (see [ 191). See also Ursescu [2]. 
First let us examine (2.1) for some particular subsets S c M. We begin by 
discussing the case when S is a submanifold of M. 
THEOREM 3.1. Let M be a manifold of class Ck, k > 1, and let S be a 
Ck-submanifold of M. A vector v E T,M is quasi-tangent to S at x E S iff 
v E T,S. Consequently, a vector-field X on M is quasi-tangent to S sff X Is is 
a vector-field of the submanifold S. 
Proof. Assume ~1 E T,S for some x E S. Choose a chart rp: U --) E of M 
at x such that E = E’ @ E” (topological direct sum) and IJ-‘(E’ x (O}) = 
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Sn E (such a chart cp exists because S is a submanifold of M). Since 
D(o)r(~) E E’, it follows that q(x) + hD(rp),(v) E o(S n u) for Ih 1 small 
enough. so (2.1) is verified. 
Conversely, assume that (2.1) holds, where (D: U-E is a chart such that 
E = E’ BE” and rp-‘(E’x{O)) = S f7 U. Let D(~),(V) = MI’ + MT”, where 
W’ E E’ and w” E E”. Since E = E’ GE” we can assume that the norms of 
E, E’ and E” are related by )I IIE = I/ IIEj + )I IIE,,. 
If I h ) is suffkiently small, by using q(S n u) c E’ we obtain 
=- 
Ii, ,E;(!&L,, (IIv(x) + 4w’ + w”) - YIIE) 
1 
=- 
Ihl 
,,E$,,,, (II&) + h w’ - ~llt-, + Ihl II ~p”lly.) 
=+d(+) + hd;rp(Sn U)) + I~M?“I(~~,. 
Equation (2.1) implies I( w”(I~,, = 0, hence L’ = w’ E E’ and so t’ E Y.rS. 
In the following we shall express (2.1) for the set of zeros of a real-valued 
function. Let W be a nonempty open subset of M and let g: W-+ Rm. Set 
S = B, = {x E W, g(x) = O}. (3.1) 
PROPOSITION 3.1. Assume that g: W c M + R” is dtfferentiable at 
x E W, continuous on the open subset W and that D(g), is surjective. Then 
v E T,M is quasi-tangent to S at x E S iff 
DC g), Cc) = 0. (3.2) 
PROPOSITION 3.2. Let G: A c E + R” be a differentiable function at 
x E A and continuous on the open subset A. If D(G),: E -+ R” is surjectice, 
then the following conditions are equivalent: 
(i) lim, 10( l/h) d(x + hy; B,) = 0, y E E, 
(ii) G(x) = 0, D(G),( ~1) = 0, 
where B, = (x E A; G(x) = 0). 
Remark 3.1. In the hypotheses of Proposition 3.2, (1.3) and (1.4) are 
equivalent, i.e., ~7 is tangent on the right to B, at x E B, iff .r is tangent to B, 
at XE B,. 
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Indeed, (ii) implies also D(G),(-y) = 0, therefore (i) holds with JJ replaced 
by -JJ, i.e.. 
BE + d(x + (4)~; BG) = 0 
which means that 
FE $ d(x + hy; BG) = o. 
Proof of Proposition 3.1. Denote G=gorp-‘. Then 
~(UnS)=(YE~(v);go~-‘(I’)=o}=B,. 
Clearly, (2.1) becomes 
ig $ db(x) + WP), . u; B,) = 0. (3.3) 
In view of Proposition 3.2, (3.3) implies (3.2). 
Remark 3.2. If g: W c M + R” is also a Cl-mapping in a neighborhood 
of x, then Proposition 3.1 is a consequence of Theorem 3.1. In fact, since 
D(g), is surjective, it follows that g: W -+ R m is a submersion at x E W, and 
therefore the preimage B, = g-‘(O) is a submanifold of M in a neighborhood 
of x. Since T,(B,) = D(g),‘(O). Proposition 3.1 follows from Theorem 3.1. 
In the following we present the manner in which the concept of quasi- 
tangent vectors can be used in different problems of optimization on 
manifolds. As a first application we point out how by using quasi-tangent 
vectors we can derive the well-known Euler-Lagrange equations. 
Let M be a (?-manifold, k > 2, and let f: M x TM + R be a Cl-function. 
The problem is of minimizing 
L(x) = (.h f(x(t), i(t)) dt 
-(I 
over all Cl-paths x: [a, b] -+ M joining the given points p and 4 of M. 
It is well known that C’([a, 61, M) admits a structure of differentiable 
manifold such that for every x E C’([a, b], M) there exists a chart 
qX: UX + f’(x*TM) of the form ~~(4’) = H o y, where H is a precise 
diffeomorphism and r’(x*TM) is the vector space of all Cl-vector fields 
along the path x. For more details on manifolds of maps we refer to [ 1 ] or 
[21* 
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Consider the following subset of C’([a, b], M): 
s= {XE C’([a,b],M); x(a)=p,x(b)=q}. 
LEMMA 3.1. v E T,(C’([a, 61, M)) is quasi-tangent to S at x tff 
1’ (Dli = D(p7,),(u) E P(x*TM) verifies 
v,,(a) = vJb) = 0. (3.4) 
Proof. Clearly 0 is quasi-tangent to S at x iff vO, is tangent to 
o,(U, n S) at p,(x), that is, by Lemma 2.2, there is r(h) -+ 0 as h + 0 such 
that p,(x) + h(vVX + r(h)) = c~,(y,,) for some J,, E U, n S. 
Since pX(yh) = H o y,, and y, E S we obtain the desired result. 
We now give a principle of optimum in differentiable case, namely: 
LEMMA 3.2. Let W c M be a nonempty open subset of the manifold M 
and let S c W be a nonempty subset of W. Assume that a function L: W + R 
has a minimum (maximum) over S at x E S. To make a choice, assume that 
m&s L(Z) = L(x). If L is dtflerentiable at x E S, then (DL), . v = 0, for 
all v E T,M which are quasi-tangent to S at x. 
Proof. Let (U, (D) be a chart of A4 at x. It follows by hypothesis that 
Loyl-I(u) for all uEV,nq(UnS), where V,c(p(U) is a 
neighborhood of q(x). In particular, take u = u,, = p(x) + h(v, + r(h)), for 
h E R and r(h) + 0 as h -+ 0 where u, = D(q), e v. This is possible in the 
basis of (2.1) and Lemma 2.2 (See also (3.9).) 
Then we have 
L,oq-‘(rp(x)+hv,+hr(h))-Lorp-‘(p(x))>0 
for all h > 0. This yields D(L 0 v)-‘)~,~) . u, = 0 which concludes the proof. 
From Lemma 3.2 we easily derive the Euler-Lagrange equation and the 
Lagrange multipliers rule (as follows). 
COROLLARY 3.1 (the Euler-Lagrange equations). If L has its minimum 
over S at x E S, then 
D,(f )(x. .t) - $ D,(f )(x, -t) = 0. 
Proof: By Lemma 3.2 and using (3.4) after the differentiation under the 
integral sign we find 
1.’ V’,(f)(x, 2) - $Dz(f )(x, x))(D(&(x))-‘(v,.) dt = 0. 
-a 
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Since t’,, is an arbitrary vector field along x satisfying (3.4), the proof is 
done. Obviously, we have used the notation 
gw if i=l 
Di(f)(x7 a) = 
g (x, i) if i = 2. 
Remark. We think that it is of higher interest to treat on a Banach 
manifold M the problem of minimizing the functional L(x) = I”, f(x, i) dt in 
the nondifferentiable case, namely, when f is only locally Lipschitz and x is 
absolutely continuous with bounded derivative such that x(a) and x(b) 
belong to fixed subsets of M. Various important results have been obtained 
when A4 is a Banach space (see the paper [7] of F. H. Clarke for a 
significant review of the problem). We intend in a further paper to extend 
these results for Banach manifolds. 
Now we indicate a method to prove a version of Lagrange multipliers rule 
on Banach manifolds by means of quasi-tangent vectors. We present two 
forms of the Lagrange multipliers rule according to the minimization of a 
differentiable or only locally Lipschitz function on manifold. The result from 
the case of a differentiable function is not new. We mention it only for a 
better illustration of the use of quasi-tangent vectors and for the comparison 
with the nondifferentiable case (where it will be necessary to generalize the 
notion of quasi-tangent vectors). 
COROLLARY 3.2. Assume that g: W c A4 + R is continuous on an open 
subset W of the manifold M, dl@erentiable at .Y E B, (where B, is given bq 
(3.1)) with D(g), being surjecrive. Iff: W + R is dlyerentiable at x and 
$f f(Y) = f(x), 
a 
(3.5) 
then there is a constant I E R such that 
D(f - Ag), = 0. (3.6) 
Proof. One applies Lemma 3.2 (with L =f) and Proposition 3.1. Then 
D(f),v = 0 for all v E T.J4 with D(g),v = 0. Consequently, 
Ker DC g>, = Ker D(f), 
and therefore (3.6) is proved. 
In the following, based on the generalized gradient techniques (see (6, 7, 
19]), we shall prove a version of Lagrange multipliers rule for locally 
Lipschitz functions defined on manifolds and with inequality constraints. 
409/88/1-9 
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In fact we shall prove that the general Lagrange multipliers rule stated in 
[7] for locally Lipschitz functions defined on Banach spaces can be extended 
to Banach manifolds. Contrasting with the differentiable case from 
Corollary 3.2, we need to consider a more general notion of quasi-tangent 
vectors, namely, that derived from “tangent cones” (Definition 3.2). 
The tools necessary for this aim are generalized directional derivatives, 
generalized gradients and normal cones. We introduce these notions on 
Banach manifolds by extending the corresponding definitions from the case 
of Banach spaces. 
Let M be a Ck-manifold, k > 1, modelled on the Banach space E. We say 
that f: M + R is locally Lipschitz if for every point x E M there exists a 
chart q : U -+ E of A4 at x, a neighborhood W of p(x) in E with W c q(U) 
and a positive scalar K such that 
If~~-‘~~>-ffo--L(~~l~~llJ-‘-~II~ for each y and z in W. 
By using the Mean Value Theorem we see that the property of being 
locally Lipschitz does not depend on which chart is selected. 
Let f: A4 + R be locally Lipschitz and let u E TX M. 
We define the generalized directional derivative f ‘(x; II) off at x in the c 
direction by 
f O(x; v) = (f 0 rp-‘)“(dx); VW) 
= ,“zx;;qo [f O a)-‘0 + nu,> -f I3 ~-‘(J91/~~ 
(3.8) 
where p: U+ E is a chart of M at x and u, = D(q), . u (see Clarke [7] and 
Ursescu [21]). 
LEMMA 3.3. The definition off ‘(x; u) is independent of the chart cp at x. 
Proof: Let v/: V + E be another chart of M at x. If we denote 
I, = df 0 rp.‘)“(~(x); UJ and I, = df 0 w-‘)“(w(x); u.), we need only show 
I, = I,. By (3.8) there exist suitable sequences y,, -+ q(x) and A, 1 0 such 
that [f 0 ‘~~‘(4’~ + A, . UJ -f 0 rp-‘(y,)]/A, converges to 1,. But 
f O C1(Yn + &UC&J -f O rp-’ (Y,) = fv-“PoYn + Au,) -fv/-‘W’(Y,) 
= fw-‘(vu,-‘(Y,,) + L~(w-‘),~, . ~1, + A,, Ilu,II r,) - fv-‘(y,J) with 
r, -+ 0. Denoting z, = t,~o-‘(y~) and using the locally Lipschitz condition, 
we get 
f orp-‘(Y, +JL%)-fv-‘(YJ 
0% llW~,-‘),~~~ 0, - Wv)-l)B~x~ . u, + lI~,II r,ll 
+ Ilfv-‘(zn + kIU,) -fw-‘(ZJII. 
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Dividing (3.9) by A, and letting n + co, we obtain 1~ < 1 U and therefore 
1, = I,. 
DEFINITION 3.1. If M is a Ck-manifold (k > 1) and f: A4 + R is a locally 
Lipschitz function, the generalized gradient af(x) off at x E M is the subset 
(of the cotangent space T,*(M)) given by 
af(x) = (c E ~,*(M);f”(x; V) > (t;, V) for all u E T,M}, 
where ([, u) is the value of [ at t’. 
Remark 3.3. In view of Lemma 3.3 the definition of af(x) makes sense 
and in fact 
3f(x) = P(9),)* a(f o 9-‘)(9(x)), (3.10) 
where 9: U-+E is a chart of M at x and (Do)*: E*-+ T,*(M) is the 
transformation defined by 
CL’, (w9),)*(0)) = W9),(~)~ w> 
for all v E T,M and u E E*. 
Now we describe the tangent and normal cones to a nonempty subset S of 
the manifold A4 at a point x of S. Our approach is based on the definitions 
given by R. T. Rockafellar [ 191 for the case of vector spaces. 
DEFINITION 3.2. Let M be a Ck-manifold (k > 1) modelled by the 
Banach space E and let S be a nonempty subset of M. The tangent cone 
7’,(x) of S at x E S is defined by 
T,(x) = (~(9)x)-‘(~,,snu,(9(x)))~ 
where 9: U -+ E is a chart of M at x, and T,,,,,,(rp(x)) is given by (3.11). 
LEMMA 3.4. The defmition of T,(x) does not depend on the choice of the 
chart 9 at x and thus the defmition is consistent. 
Proof. Let 9: V+ E be another chart of M at x. We have to prove that 
Wv9 - ‘),,,,(Lm,,,(9(x)) = T Ucs,-,v,(9(~)). Therefore it suffices to show 
that ~(w9-‘),d~) E T,,sn,,(v(x)) for all Y E T,,,n,,(9(x)). It follows 
from [19, p. 161 that 
T,,,,,Jrp(x)) = (9(x)) = 1 Y E E; Vt, 10, x, + 9(x) with 
(3.11) 
X” E fp(S n U), 3y, + 4’ with x, + tnyn E 9(S n u)}. 
Thus let Y E T,,,,,,(~(x)) and take the sequences t, 1 0, z, + w(x), 
z, E 9(Un Vn S). Then x, = 9~~’ (z,) E 9( U n S) and x, is convergent to 
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p(x). Since y E T ,,snr,,(p(x)), then by (3.11) there exists a sequence J’,, such 
that 4’” + J and x, + t,,~,, E p(S r? (If? V). We now observe that 
W’(X” + tnytr) = z, + ~,w’Ya,-‘L”(Y,> + llYnII r,) (5 ’44sn Jq 
and v, = (WYP-‘L,(Y,J + ll~,ll rn converges to D(ya, - ‘),(,,(y). By the 
definition of T,,,,,,(w(x)) the result follows. Now, as in [ 191 we can state 
DEFINITION 3.3. The normal cone to the subset S of the manifold A4 at 
x E S, denoted by Ns(x), is the dual cone in T,*(M) to Ts(x), namely, 
N&) = {z E T,*(M); (y, z) < 0 for all .Y E T,(x)}. 
Remark 3.4. By Definition 3.2 it follows immediately 
where C$X CJ + E is a chart of A4 at x. 
The previous definitions and remarks allow us to extend the general 
Lagrange multipliers rule from Banach spaces (see [7]) to Banach manifolds, 
in terms of generalized gradients. 
THEOREM 3.2. Let M be a Ck-manifold (k > 1), S a nonempty subset of 
M and let f: M + R be a locally Lipschitz function. 
Consider the problem 
minimize f(x) over all x E S and under constraints 
hj(x) = 0 (j E J), gi(x) < 0 (i E I), where I, J are finite 
index sets and hj, gj are local& Lipschitz functions. (3.13) 
If x E S is a solution of the problem (3.13), then there exist scalars II > 0, Sj 
(j E J), ri > 0 (i E Z) not all zero, such that 
rig,(x) = 0 
and 
naf (X) + C Sj ah,(x) + zI ri @i(X) E --Ns(X)* 
jcJ 
(3.14) 
Proof: Let cp: U-+ E be a chart of M at x E S. Then the functions 
foci-', h.ioa,-’ (JEJ), gioq-’ (i E I) satisfy the hypotheses of [7, 
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Theorem p. 8501 with respect to the point q(x) E E. Therefore there exist 
scalars 1, Sj (j E J), ri > 0 (i E Z) not all zero such that ri . g,(x) = 0 and 
na(fV’)(V(x)) + s sja(hjP-‘)((P(X)) 
jeJ 
+ C ri a(gV’)((o(x)) E -No(SfW)(V(x))* (3.15) 
iel 
Then (3.14) follows from (3.10) and (3.12) by applying (D(I&)* to (3.15). 
Remark 3.5. Let SCM (with the previous notations). Let us assume 
that f: S + R (appearing in (3.8)) is defined only on S and is locally 
Lipschitz. Let t’ E T,M be quasi-tangent to S at x E S. Then by (2.1) and 
Lemma 2.2, for every chart (U, p) of A4 at x, there is r = r. : R + E such that 
CD(X) + h(o, + r(h)) E rp(un s), r(h) + 0 as h -+ 0, (3.16) 
where v, = D(cp),u. The definition of f’(x; v) is still appropriate with the 
additional remark that y --) p(x) is such that y + Au, E cp(S n u>. By (3.16) 
there are such sequences J = ~(1) (e.g., y(A) = p(x) + Ar(A)). More generally 
the definition of f’(x; o) makes sense in this case for every c E T,(x). 
Namely, if L’ E T,(x), then set 
f~(x,C)=limsupf[foy,-‘(?,,,+f,z,)--f~g’(c.,)l, (3.17) 
n-cc ” 
where I,, 1 0, .v” + p(x) and z, + t’, are such that y, + ~,,z, E CJI(S n u). Since 
f is locally Lipschitz,fi(x: U) = f”(x; v) (’ I.e., definitions (3.8) and (3.17) are 
equivalent provided f is defined on M). 
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