






































θnormalizedfrequency (0 2 )ωτ ≤ θ ≤ π 





k k kw , , vξ white-noiseprocesses
k ky ,s signalandmessageprocesses.
kε innovationsprocess
ysg ( )ζ crossspectraldensitytransformbetweensignalandmessage.
ssg ( )ζ spectraldensitytransformofmessageprocess.


















































    K( ) ln H( )ζ = ζ       (1)
asaregularfunctionwithintheunitcircle.Thisisalsocalledkepstrumgeneratingfunction(k.g.f)becauseit
definesthekepstrumcoefficientsorkepstrumwhicharethecoefficientsknintheexpansion









   }{ 1 2 1 2ln H ( )H ( ) ln H ( ) ln H ( )ζ ζ = ζ + ζ    (3)
Property(ii)Inverse






   H( ) expK( )ζ = ζ       (5)
canbecomputedusingaseriesexpansion.Putting je− θζ = ( 0 2≤ θ ≤ π )then
   j j j 2 j0 1 2lnH(e ) K(e ) k k e k e ...
− θ − θ − θ − θ= = + + +   (6)
Thenclearly
   j j jln H(e ) ln H(e ) j H(e )− θ − θ − θ= + ∠     (7)
where∠ representsphase.From(6)itfollowsthat
   j 0 1 2ln H(e ) k k cos k cos 2 ...
− θ = + θ + θ+    (8)
   j 1 2H(e ) (k sin k sin 2 ...)




















k ln H(e ) cos n d , n 1, 2,3,..
π
− θ= θ θ =
π ∫
  (10) 











 ( ) ( )jS g e θθ =       (11)
whereθisthenormalisedfrequency.S(θ)isaperiodicfunctionofθandmaybedefinedinanyrangeof2πbut
ismostcommonlydefinedfor0≤θ≤2π.Theproblemofspectralfactorizationistorepresentg(ζ)intheform
    1g( ) ( ) ( )−ζ = Λ ζ Λ ζ       (12)
givingthecorrespondingfrequencyrepresentationofthespectraldensity
  
2jS( ) (e )θθ = Λ       (13)
whereΛ(ζ)isbothstableandminimumphase.Herethet.fΛ(ζ-1)isbothunstableandnon-minimumphasebut





 1( )k ks q w
−= Λ       (14)

From(14)follows
    j
1
ln (e ) lnS( )
2


















ln ( ) cos 1, 2,..
2n






   (16)
forthecoefficientsofthekepstrumrepresentationofΛ(ζ)
   20 1 2( ) k k k ...Λ ζ = + ζ + ζ +      (17)
Thesealsogivethekepstrumcoefficientsofthebilateralkepstrumexpansionofg(.)
sincefrom
  1ln ( ) ln ( ) ln ( )g ζ ζ ζ −= Λ + Λ     (18)
itfollowsthatthelog-spectrumwillhavethebilateralrepresentation
   2 1 22 1 0 1 2ln g( ) ... k k 2k k k ...










k ks Z(q )
−= ε        (21)
where
2 1
1 2( ) (1 ...)Z b bζ ζ ζ
−= − − −      (22)
Here
(0) 1Z =        (23)
andcomparing(21)and(14)itisseenthat
    ( ) Z( ) εΛ ζ = ζ σ       (24)
where εσ isthestandarddeviationoftheinnovationssequence.
Thentakinglogsof(24)
ln ( ) ln Z( ) ln εΛ ζ = ζ + σ      (25)
and,using(8),thezerothkepstrumcoefficientisfoundas





























0 1 2H( ) h h h ...ζ = + ζ + ζ +     (29)
ThenH(ζ)mayberepresentedas
 20 1 2 0H( ) exp(k k k ...) expk Z( )ζ = + ζ + ζ + = ζ   (30)
where
 2 31 2 3Z( ) exp(k k k ...)ζ = ζ + ζ + ζ +    (31)
 
This is similar to the spectrumfactorizationcasewhereΛ (ζ)wasrepresentedasascalingfactor timesa
normalizedfunction.ThefunctionZ(ζ)mayeasilybedeterminedbyaslightmodificationoftherecursive
methodasdescribedbySilvia&Robinson[4].Differentiationof(31)gives
  21 2 3dZ( ) / d (k 2k 3k ...).Z( )ζ ζ = + ζ + ζ + ζ   (32) 
Nowlet
  2 30 1 2 3Z( ) a a a a ...ζ = + ζ + ζ + ζ +    (33)
where





n 1 n 1 2 n 2 n 0 r n r
r 1
na k a 2k a ... nk a rk a− − −
=
= + + + =
∑




0 1 2 0H( ) exp{ (k k k ...)} exp( k )Z( )
− −ζ = − + ζ + ζ + = − ζ  (35)
1 2 3
1 2 3Z( ) exp( k k k ...)











Weconsiderthebasicproblemofarandomsignal ky corruptedwithadditivezero-meanwhitenoise kv to
giveamessage ks 
    k k ks y v= +       (37)
wherethesignalykismodeledasatransferfunctiondrivenbyzero-meanwhitenoiseuncorrelatedwith kv .
    1k ky W(q )
−= ξ      (38)
Itisassumedthatdrivingandadditivenoisehavevariances 2ξσ ,
2
vσ respectively.Theestimate kyˆ ofykis
foundfromtheskprocessby
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  1k kyˆ H(q )s
−=    (39)
whereH(.)hasbeenchosentominimizemean-squarederror
    2 2k k kˆE[e ] E[(y y ) ]= −      (40)
Thisoptimalestimatortransferfunctionisgivenby
   
ys
1
g ( ) 1
H( )




 Λ ζ Λ ζ
 
     (41)
where y sg ( )ζ isthecross-spectraldensitytransformbetweensignalandmessage ks which,sincenoiseis
uncorrelatedwithmessage,takestheform
    1 2ysg ( ) W( )W( )
−
ξζ = ζ ζ σ      (42)
( )Λ ζ isthestable,minimumphasespectralfactorfoundfromthespectraldensityofthemessage:
    1 -1 2 2ss vg ( ) ( ) ( )=W( )W( ) 
−
ξζ = Λ ζ Λ ζ ζ ζ σ + σ    (43)
















= ζ = ζ
ζ σ ∑
     (44)
whentheestimatoris
   
1




      (45)
where[C( )]+ζ isfoundbytruncationoftheLaurentseriesi.e.










(i)Filtering { }0,1, 2,3,...ℑ= 
This corresponds to instantaneous estimation k /kyˆ  i.e. informationon ks is requiredup to and
includingtimek.Theestimatorbecomes









      (47)
(ii)Smoothing { }d, d 1, d 2,.. , d 0ℑ= − − + − + > 
Thiscorrespondstoafixed-lagsmoothedestimate dkky +/ˆ ofthesignalattimekwithinformationup










σ ζζ = −
σ ζ
     (48)
wherethepolynomial 1dP ( )
−ζ istheexpansiontodtermsoftheinfinitepowerseries
1 1 1 2 d d 1
1 2 d d 1Z( ) 1 p p ... p p ...
− − − − − − +





(iii)Prediction { }d,d 1,d 2,... , d 0ℑ= + + > 
Thiscorrespondstoad-stepaheadpredictor dkky −/ˆ ofyattimekwithinformationuptoandincludingtimek-
d.Fromthepowerseriesexpansionforthenormalizedspectralfactor
   2 d d 11 2 d d 1Z( ) 1 a a ... a a ...
+
+ζ = + ζ + ζ + + ζ + ζ +   (50)
follows
   d d 1 d 2d d 1 d 2
1
H( ) [a a a ...]
Z( )
+ +
+ +ζ = ζ + ζ + ζ + ζ
   (51)
Itshouldalsobenotedthattheaboveexpressionsforsmoothingandpredictionhaveotherforms,e.g.wecan













k / k d k n k n2
n 0
















      (53)
Forthespecialcasewhend=1,theonestepaheadpredictorbecomes
   1 2 31 2 3
1
H( ) [a a a ...]
Z( )
ζ = ζ + ζ + ζ +
ζ
    (54)
    11 Z( )−= − ζ       (55)
Theinnovationsrepresentationisthen





thekepstrumcoefficientscorrespondingtothelogarithmofthespectralfactor ln ( )Z ζ canbefound,thenby
using(34)theimpulseresponse(orpowerseriesexpansion)of )(ζZ canbefoundandhencethecoefficients
, 1,2,...ia i = in(50).Furthermore,byusingtheinversionproperty(4),i.e.simplybynegatingthekepstrum
coefficients,thecoefficientsofthepower-seriesexpansionoftheinverseofthespectralfactor
1 2 d d 1
1 2 d d 1Z( ) 1 p p ... p p ...
− +
+ζ = + ζ + ζ + + ζ + ζ +   (57)
areeasilyfound.Thecoefficientsof(57)ofthecausalsequencebecomeidenticaltotheun-causalsequenceof
(49)bysubstitutionof 1ζ ζ −= .Theinnovationsvariancefollowsfrom(26)
2
0exp(2k )εσ =       (58)
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The innovations sequence can be found by applying awhitening filter to themessageprocess. Hence if
1Z( )−ζ canbeestimatedthen
     1k kZ( ) s
























commonlyusednotation 2 j/ NNW e
− π= as










,k 0,1, 2...N 1= −    (60)
anditsinverse.as













,i 0,1, 2...N 1= −    (61)
Theperiodogramistheestimateofspectraldensityateachfrequency-binandisfoundfromtheFFT


















































    20 1 2K ( ) k k k ... kζ = + ζ + ζ + + ζ

 






Assumingtheinversespectralfactor 1( )−Z ζ istobeestimatedfromthekepstrumcoefficientsofthenatural
logarithmofln(1/ Z( ))ζ .From(34)thecoefficientsofthepowerseriesexpansionof 1( )−Z ζ arefoundfrom
n
n n r r
r 1




     (64)
andwehave
    1 21 2Z( ) 1 p p ... p
−ζ ≅ + ζ + ζ + + ζ







Here the direct spectral factor Z( )ζ  is to be estimated from the kepstrum coefficients corresponding to
ln Z( )ζ .From(34)thecoefficientsofthepowerseriesexpansionofZ( )ζ areestimatedfrom
   
n
n n r r
r 1




     (66)
andwehave
    21 2Z( ) 1 a a .... aζ ≅ + ζ + ζ + + ζ






i ia , p arerequiredinthepredictionproblemandonly ip inthesmoothingproblem.Theinnovationsvariance
canbefoundin(ii)from 0exp(k ) ε= σ giving
2









    k n k n
n 0





     (68)
where 0p 1= .Insimulationsithasbeenfoundthat,formostrealisticproblems,40termsorlessaresufficient
forgoodaccuracy.Forproblemswherethenumberoftermsisgreaterthanaround60,frequency-domainFFT


















>>d.)Set o ok k / 2= .









    
2 d
v
k / k d k n k n2
n 0













Step5.Estimatethepolynomialcoefficients na , n 1,2...=  from(66).
Step6.Estimatethed>0stepsaheadpredictedestimatefrom(53)





















































































[7] A.N. Kolmogorov, (1941) Stationary sequences in Hilbert Space. Bull. Moscow Univ.1941, pp1-40
(Russian);Englishtransl.inT.Kailath(ed.)"LinearLeastSquaresEstimation"Dowden,Hutchinson&Ross,
Pennsylvania1977,pp66-89..
[8]BPBogart ,MLRHealy&JWTukey,(1963)Thequefrencyanalysisoftime-seriesforechoes.In:
M.Rosenblatt(ed),ProcSymp.TimeSeriesAnalysis,Wiley,NY,pp209-243.
[9]AVOppenheim,RWSchafer&T.G.Stockham,(1968)Nonlinearfilteringofmultipliedandconvolved
signals.Proc.IEEE,vol.56,no.8,Aug.1968,pp1264-1290.
[10]AVOppenheim&RWSchafer,(1975)DigitalSignalProcessing.Prentice-Hall,EnglewoodCliffsNJ
[11]J.F.Barrett&X.P.Chen,(1983)NumericalspectralfactorizationusingthemethodofSzegö-Kolmogorov
IASTEDSymp.MECO'83,Athens,Greece.
[12]SJElliot&BRafaely,(2000)Frequencydomainadaptationofcausaldigitalfilters,IEEETrans.Signal
Processing,vol.48,no5,pp1354-1364
[13]NWiener,(1949)Extrapolation,InterpolationandSmoothingofStationaryTime-serieswithEngineering
Applications’,NewYorkWiley
[14]BWidrow&SDStearns(1985)AdaptiveSignalProcessing.Prentice-Hall,EnglewoodCliffs,NJ
[15]SHaykin,(1986)Adaptivefiltertheory,PrenticeHallEnglewoodCliffs,NJ
[16]MDentino,JMcCool&BWidrow,(1978)Adaptivefilteringinthefrequencydomain.Proc.IEEE,vol.66,
no.12,pp1658-1659
[17]PHagander&BWittenmark,(1977)Aself-tuningfilterforfixed-lagsmoothing,IEEETransInf.Theory,
vol.IT-23,3,pp377-384.
[18]BWittenmark,.(1974)Aself-tuningpredictor.IEEETrans.Autom.Control,.AC-19,no.6,pp848-51.
[19]REKalman,(1960)Anewapproachtolinearfilteringandpredictionproblems,JourBasicEng.Trans.
ASME,Ser.D,82,pp35-45.
[20]JFBarrett&TJMoir,(1987)Aunifiedapproachtomultivariablediscrete-timefilteringbasedonthe
Wienertheory,Kybernetica,vol.23,no3,pp177-196.
[21]HAgaiby&TJMoir,(1997)Knowingthewheatfromtheweedsinnoisyspeech,
Proc5thEuropeanconfonspeechcommunicationandtechnology,Rhodes,Greece,Sept22-25
[22]RMartinez,AAlvarez,PGomez,VNietoandVRodellar,(2001)Combinationofadaptivefilteringand
spectralsubtractionfornoiseremoval.ISCAS2001.The2001IEEEIntern.Symp.Circuits&Systems(Cat.
No.01CH37196).Vol.2,2001,pp793-6,IEEE,Piscataway,NJ,USA.
[23]GWahba(1980)Automaticsmoothingofthelogperiodogram,Jour.Am.statist.Ass,vol.75,pp122-132
[24]YEphrain&MRahim,(1999)Onsecond-orderstatisticsandlinearestimationofcepstralcoeffficients,IEEETran
SpeechandAudioProcessing,Vol7,No2,pp162-176.
[25]SKMitra,(2001)DigitalSignalProcessing,2ndedition,McGrawHillIrwin.
[26]AAkaike,(1974)Anewlookatthestatisticalmodelidentification,IEEETransAut.Control,vol.AC-19,no6,
716–723.
  R.L.I.M.S.Vol.3,April2002148

