In this paper we present a game theoretic approach to solve the static load balancing problem in a distributed system which consists of heterogeneous computers connected by a single channel communication network. We use a cooperative game to model the load balancing problem. Our solution is based on the Nash Bargaining Solution (NBS) which provides a Pareto optimal solution for the distributed system and is also a fair solution. An algorithm for computing the NBS is derived for the proposed cooperative load balancing game. Our scheme is compared with that of other existing schemes under simulations with various system loads and configurations. We show that the solution of our scheme is near optimal and is superior to the other schemes in terms of fairness. [17, 7, 9, 16, 6] or applied game theory without taking into account the communication subsystem [4, 3, 14] .
Introduct;ion
In this paper, we consider the static load balancing problem for single class jobs in a distributed computer system that consists of heterogeneous host computers (nodes) interconnected by a single channel communication network. Load balancing is achieved by transferring some jobs from nodes that are heavily loaded to those that are idle or lightly loaded. A communication delay will be incurred as a result of sending a job to a different computer for processing.
The load balancing problem is formulated as a cooperative game among the computers and the communication subsystem and game theory offers a suitable modeling framework [21. The several decision makers (e.g. computers and the communication subsystem) cooperate in making decisions such that each of them will operate at its optimum. Based on the Nash Bargaining Solution (NBS) which provides a Pareto optimal and fair solution, we provide an algorithm for computing the NBS for our cooperative load balancing game. Past work on load balancing jobs considered optimization of the entire system expected response time [17, 7, 9, 16, 6] or applied game theory without taking into account the communication subsystem [4, 3, 14] .
The main goal of our load balancing scheme is to provide fairness to all the jobs, i.e. all the jobs should experience the same expected response time independent of the allocated computer. The fairness of allocation is an important factor in modern distributed systems and our scheme will be suitable for systems in which the fair treatment of the users' jobs is as important as other performance characteristics. We show that our cooperative load balancing scheme not only provides fairness but also provides a Pareto optimal operating point for the entire system. We make simulations with various system loads and configurations to evaluate the performance of our cooperative load balancing scheme.
Cooperative Game Theory Concepts
In this section, we summarize some concepts and results from cooperative game theory which are used in the sequel. i) S(U,U°) EUO; ii) S(U, un) is Pareto optimal; and satisfies the fairness axioms [13] . Here G denotes the set of achievable performances with respect to the initial agreement point [18] . The following characterization of the Nash bargaining point forms the basis for the results in the sequel. Theorem 2.1 (Nash bargaining point characterization) [15, 18] Consider the assumptions from the above definitions and references therein. Let J denote the set of players who are able to achieve a performance strictly superior to their initial performance and let Xo denote the set of strategies that enable the players to achieve at least their initial performances. Let subject to the constraints (11) - (13) . (9) Proof: In the Appendix.
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Experimental Results

Simulation Environment
We developed a simulation platform to evaluate the performance of our CCOOP scheme. The performance metrics used in our simulations are the expected response time and the fairness index. The fairness index [5] , is used to quantify the fairness of load balancing schemes. We perform simulations to study the impact of system utilization and heterogeneity on the performance of the proposed scheme. We also implemented the Overall Optimal Scheme (OPTIM) [7] and the Pro- portional Scheme (PROP) [1] for comparison. In the following we present and discuss the simulation results.
Performance Evaluation
Effect of System Uttilization. System utilization (p) represents the amount of load on the system and is defined as the ratio of the total arrival rate to the aggregate processing rate of the system: p. Z. . . In Figure 2 , we present the expected response time of the system for different values of system utilization ranging from 10% to 90%. It can be seen that CCOOP performs as well as OPTIM for p ranging from 10% to 40% and is better than PROP for p ranging from 50% to 60%. CCOOP approaches PROP at high system utilization. We simulated a heterogeneous system consisting of 16 computers to study the effect of system utilization. The system has computers with four different processing rates. The system configuration is shown in Table   1 .
For each experiment the total job arrival rate in the system b is determined by the system utilization p and the aggregate processing rate of the system. We choose fixed values for the system utilization and determined the total job arrival rate (. The job arrival rate for each computer qij, i 17 ... , 16 is determined from the total arrival rate as Oi qij:, where the fractions qi
In Figure 3 , we present the fairness index for different values of system utilization. The CCOOP scheme has a fairness index of almost 1 for any system utilization. The fairness index of OPTIM drops from 1 at low load to 0.89 at high load and PROP maintains a fairness index of 0.73 over the whole range of system loads.
Effect of Heterogenleity. In this section, we study the effect of heterogeneity on the performance of load balancing schemes. One of the common measures of heterogeneity is the speed skewness [161. We study the effectiveness of load balancing schemes by varying the speed skewness. We simulated a heterogeneous system of 16 computers (2 fast and 14 slow) to study the effect of heterogeneity. The slow computers have a relative processing rate of 1 and the relative processing rate of the fast computers is varied from 1 (homogeneous system) to 20 (highly heterogeneous system). The system utilization was kept constant (p = 60%) and the mean communication time t is assumed to be 0.001 sec. In Table   3 , we present the processing rates (jui jobs/sec) of the computers in the systems and the total arrival rates (D) for some of the cases. Cl and C2 represent the fast computers and C3 through C16 represent the slow computers. Figure 4 shows the effect of speed skewness on the expected response time. For low skewness, CCOOP behaves like the PROP. But, as the skewness increases, the performance of CCOOP approaches to that of OP-TIM which means that in highly heterogeneous systems CCOOP is very effective. Fig 5 shows the effect of speed skewness on the fairness index. It can be observed that CCOOP has a fairness index of almost 1 over all range of speed skewness. The fairness index of OPTIM and PROP falls from 1 at low skewness to 0.92 and 0.88 respectively at high skewness. ..
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and the network traffic A can be written as
Hence, the problem becomes: It follows from eqs. (40) and (41) which is the total flow constraint. cz
