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DRINFELD TYPE PRESENTATIONS OF LOOP ALGEBRAS
FULIN CHEN1, NAIHUAN JING2, FEI KONG3, AND SHAOBIN TAN4
Abstract. Let g be the derived subalgebra of a Kac-Moody Lie algebra of
finite type or affine type, µ a diagram automorphism of g and L(g, µ) the loop
algebra of g associated to µ. In this paper, by using the vertex algebra tech-
nique, we provide a general construction of current type presentations for the
universal central extension ĝ[µ] of L(g, µ). The construction contains the classi-
cal limit of Drinfeld’s new realization for (twisted and untwisted) quantum affine
algebras ([Dr]) and the Moody-Rao-Yokonuma presentation for toroidal Lie al-
gebras ([MRY]) as special examples. As an application, when g is of simply-laced
type, we prove that the classical limit of the µ-twisted quantum affinization of
the quantum Kac-Moody algebra associated to g introduced in [CJKT1] is the
universal enveloping algebra of ĝ[µ].
1. Introduction and main results
1.1. The main result. Let A = (aij)i,j∈I be a generalized Cartan matrix of finite
type or affine type, µ a permutation of I with order N such that aµ(i)µ(j) = aij for
i, j ∈ I, and g the derived subalgebra of the Kac-Moody Lie algebra associated to
A. It was known ([GK]) that g is generated by the Chevalley generators α∨i , e
±
i ,
i ∈ I and subject to the relations
[α∨i , α
∨
j ] = 0, [α
∨
i , e
±
j ] = ±aij e
±
j , [e
+
i , e
−
j ] = δij α
∨
i , i, j ∈ I,(1.1)
ad(e±i )
1−aij (e±j ) = 0, i, j ∈ I with i 6= j.(1.2)
This presentation, known as the Serre-Gabber-Kac presentation of g, is of funda-
mental importance in the study of the Kac-Moody Lie algebra. Let n+ (resp. n−)
be the subalgebra of g generated by the elements e+i (resp. e
−
i ) for i ∈ I. One of the
advantages of this presentation is that the subalgebras n+ and n− are abstractly
generated by these elements with the Serre relations (1.2). The Serre-Gabber-Kac
presentation also implies that µ induces an automorphism of g, still denoted as µ
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(called diagram automorphism), such that
µ(α∨i ) = α
∨
µ(i), µ(e
±
i ) = e
±
µ(i), i ∈ I.(1.3)
Let ĝ be the universal central extension of the loop algebra L(g) = C[t1, t
−1
1 ]⊗g.
When A is of finite type, ĝ = L(g)⊕Ck1 is an untwisted affine Lie algebra; when A
is of affine type, ĝ is a toroidal Lie algebra with L(g)⊕Ck1 as a (proper) subspace.
Similar to (1.3), µ also induces an automorphism µ̂ of ĝ such that (see § 3.1)
µ̂(tm1 ⊗ α
∨
i ) = ξ
−mtm1 ⊗ α
∨
µ(i), µ̂(t
m
1 ⊗ e
±
i ) = ξ
−mtm1 ⊗ e
±
µ(i), µ̂(k1) = k1,(1.4)
form ∈ Z, i ∈ I and ξ = e2π
√−1/N . Let ĝ[µ] be the subalgebra of ĝ fixed by µ̂, which
is the Lie algebra concerned about in this paper. It was known ([K1, CJKT2])
that ĝ[µ] is the universal central extension of the (twisted) loop algebra
L(g, µ) = SpanC{t
m
1 ⊗ x(m) | x ∈ g, m ∈ Z} ⊂ L(g)(1.5)
of g associated to µ, where x(m) =
∑
k∈ZN ξ
−kmµk(x) and ZN = Z/NZ. The
main goal of this paper is to provide a general construction of certain current
type presentations for ĝ[µ], which are loop analogues of the Serre-Gabber-Kac
presentation for g.
To be more precise, let D = diag{ǫi, i ∈ I} be a diagonal matrix of positive
rational numbers such that DA is symmetric, and let n̂+[µ] (resp. n̂−[µ]) be the
subalgebra of ĝ[µ] generated by the elements tm1 ⊗ e
+
i(m) (resp. t
m
1 ⊗ e
−
i(m)) for i ∈ I,
m ∈ Z. We now recall a result of Drinfeld as motivation.
Theorem 1.1. Assume that A is of finite type. Then the affine Lie algebra ĝ[µ]
is isomorphic to the Lie algebra generated by the elements
hi,m, x
±
i,m, c, i ∈ I, m ∈ Z(1.6)
and subject to the relations (i, j ∈ I,m, n ∈ Z)
(H) hµ(i),m = ξ
mhi,m, [hi,m, c] = 0, [hi,m, hj,n] =
∑
k∈ZN
mN
ǫj
aiµk(j)ξ
kmδm+n,0c,
(HX±) [hi,m, x
±
j,n] = ±
∑
k∈ZN
aiµk(j)ξ
kmx±j,m+n, [x
±
j,n, c] = 0,
(XX) [x+i,m, x
−
j,n] =
∑
k∈ZN
δi,µk(j)ξ
km(hj,m+n +
mN
ǫj
δm+n,0c),
(X±) x±µ(i),m = ξ
mx±i,m, fij(z, w) · [x
±
i (z), x
±
j (w)] = 0,
(DS±) [x±i (z1), · · · , [x
±
i (z1−aij ), x
±
j (w)]] = 0, if aij < 0 and µ(i) = i;
[x±i (z1), [x
±
i (z2), x
±
j (w)]] = 0, if aij = −1, aiµ(i) = 0 and µ(j) 6= j;
zN − 1
z − 1
[x±i (z1), [x
±
i (z2), x
±
j (w)]] = 0, if aij = −1, aiµ(i) = 0 and µ(j) = j;
(z + 1) [x±i (z1), [x
±
i (z2), x
±
j (w)]] = 0, if aij = −1, aiµ(i) = −1 and j 6= µ(i);
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σ∈S2
(
zσ(1) − 2zσ(2) − w
)
[x±i (zσ(1)), [x
±
i (zσ(2)), x
±
j (w)]] = 0, if aij = −1, j = µ(i),
where fij(z, w) =
∏
k∈ZN ;aiµkj 6=0
(z − ξkw) and x±i (z) =
∑
m∈Z x
±
i,mz
−m−1. The iso-
morphism with ĝ[µ] is induced by the assignment
hi,m 7→ t
m
1 ⊗ α
∨
i(m), x
±
i,m 7→ t
m
1 ⊗ e
±
i(m), c 7→ k1, i ∈ I, m ∈ Z.(1.7)
Moreover, n̂+[µ] (resp. n̂−[µ]) is isomorphic to the Lie algebra generated by x
+
i,m,
(resp.x−i,m) for i ∈ I, m ∈ Z with relations (X+), (DS+) (resp. (X−), (DS−)).
The isomorphism with n̂+[µ] (resp. n̂−[µ]) is induced by the assignment
x+i,m 7→ t
m
1 ⊗ e
+
i(m), (resp. x
−
i,m 7→ t
m
1 ⊗ e
−
i(m)), i ∈ I, m ∈ Z.(1.8)
The current algebra presentation of ĝ[µ] given in Theorem 1.1 is the classical
limit of the Drinfeld’s new realization for (twisted and untwisted) quantum affine
algebras ([Dr]), which plays a key role in understanding the isomorphism between
Drinfeld-Jimbo’s definition and Drinfeld’s new realization for quantum affine al-
gebras ([B, Da1, Da2, ZJ]). When µ = Id, a version of Theorem 1.1 was given in
[G]. For the general case, a proof of Theorem 1.1 was given in [Da2].
Motivated by the Serre relations (DS±) given in Theorem 1.1, we are interested
in those Drinfeld type Serre relations in ĝ[µ] which have the form
(P 1)
∑
σ∈S1−aij
Pij,σ(z1, · · · , z1−aij , w) · [e
±
i (zσ(1)), · · · , [e
±
i (zσ(1−aij )), e
±
j (w)]] = 0,
where (i, j) ∈ I = {(i, j) ∈ I × I | aij < 0}, e
±
i (z) =
∑
m∈Z t
m
1 ⊗ e
±
i(m)z
−m−1 and
P±ij,σ(z1, · · · , z1−aij , w) are some homogenous polynomials. Starting with any such
Serre relations in ĝ[µ], we introduce the following definition.
Definition 1.2. Let
P = {Pij,σ(z1, · · · , z1−aij , w) | (i, j) ∈ I, σ ∈ S1−aij}(1.9)
be a family of homogenous polynomials which satisfies the condition (P 1). We
define DP (g, µ) to be the Lie algebra generated by the elements as in (1.6) and
subject to the relations (H), (HX±), (XX), (X±) as in Theorem 1.1 together with
the following Serre relations ((i, j) ∈ I)
(AS±) (zN1 − z
N
2 ) · [x
±
i (z1), [x
±
i (z2), x
±
j (w)]] = 0, if g is of type A
(1)
1 ,
(DS±)P
∑
σ∈S1−aij
Pij,σ(z1, · · · , z1−aij , w) [x
±
i (zσ(1)), · · · , [x
±
i (xσ(1−aij )), x
±
j (w)]] = 0,
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where the polynomial fij(z, w) in (X±) is now given by
fij(z, w) =

∏
k∈ZN ;aiµk(j) 6=0
(z − ξkw), if A is not of type A
(1)
1 ;
(z − w) ·
∏
k∈ZN ;aiµk(j)<0
(z − ξkw)2, if A is of type A
(1)
1 .
Similarly, we define DP (n+, µ) (resp.DP (n−, µ)) to be the Lie algebra generated
by the elements x+i,m (resp.x
−
i,m) for i ∈ I,m ∈ Z and subject to the relations (X+),
(AS+), (DS+)P (resp. (X−), (AS−), (DS−)P ).
By definition, for m = g or n+, n−, the assignment (1.7) or (1.8) determines a
surjective Lie homomorphism, say θm,P : DP (m, µ)→ m̂[µ] (see Lemma 3.6).
Definition 1.3. We say that the Lie algebra DP (g, µ) is a Drinfeld type presen-
tation of ĝ[µ] if for every m = g, n+ or n−, the Lie homomorphism θm,P is an
isomorphism.
In view of Theorem 1.1, it is a natural question that for which suitable P the
Lie algebra DP (g, µ) is a Drinfeld type presentation of ĝ[µ] (especially when g is of
affine type)? In this paper we give a surprising answer to this question by pointing
out that the family P only need to satisfy the following natural condition
(P 2)
∑
σ∈S1−aij
Pij,σ(w, · · · , w, w) 6= 0, ∀ (i, j) ∈ I.
Indeed, as the main result of our paper, we prove that
Theorem 1.4. Assume that the family P satisfies the condition (P 2). Then the
Lie algebra DP (g, µ) is a Drinfeld type presentation of ĝ[µ].
We say that a module W of a Z-graded Lie algebra p = ⊕n∈Zpn is restricted
if for every w ∈ W , there exists a positive integer s such that pn.w = 0 for all
n ≥ s. Note that there is a natural Z-grading structure on the algebra DP (g, µ)
(resp.DP (n+, µ) or DP (n−, µ)) with (i ∈ I,m ∈ Z)
deg(x±i,m) = m = deg(hi,m), (resp. deg(x
+
i,m) = m or deg(x
−
i,m) = m).(1.10)
By a standard result on restricted modules of Z-graded Lie algebras (see Lemma
6.6), the proof of Theorem 1.4 can be reduced to the following theorem.
Theorem 1.5. Assume that the family P satisfies the condition (P 2). Then for
any restricted DP (m, µ)-module W , where m = g, n+ or n−, there exists an m̂[µ]-
module structure on W such that
x.w = θm,P (x).w, x ∈ DP (m, µ), w ∈ W.(1.11)
The main body of this paper is devoted to a proof of Theorem 1.5, which is
based on the theory of Γ-vertex algebras and their quasi-modules developed by Li
in [L2, L3]. In § 3.3, we construct a family p of polynomials which satisfies the
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conditions (P 1) and (P 2). When g is of finite type, the relations in (DS±)p are
the same as that in (DS±) except the last one, which is much simpler:
[x±i (z1), [x
±
i (z2), x
±
j (w)]] = 0, if aij = −1, j = µ(i).
In particular, this shows that Theorem 1.1 is just a special case of Theorem 1.4.
When g is of untwisted affine type and µ = Id, the presentation Dp(g, µ) of the
toroidal Lie algebra ĝ was first introduced by Moody-Rao-Yokonuma in [MRY]
and was often called the MRY presentation of ĝ. When g is not of type A
(1)
1 and
µ = Id, the presentation Dp(g, n+) for n̂+ was first proved in [E] for the purpose
of understanding the classical limit of quantum current algebras associated to g.
When A is of affine type and µ is non-transitive, it was known ([FSS]) that
the µ-folded matrix Aˇ = (aˇij) associated to A is also an affine generalized Cartan
matrix. In this case, we constructed in [CJKT2] a current type presentation for
ĝ[µ] with a different Serre relation:
[x±i (z1), · · · , [x
±
i (z1−aˇij ), x
±
j (w)]] = 0, if aˇij < 0.(1.12)
However, as pointed out in [Da2], when µ is non-trivial, one can not obtain a
presentation for n̂±[µ] by replacing the Serre relation (DS±)P with (1.12).
1.2. The main motivation. The main motivation of this paper stems from the
quantization theory of extended affine Lie algebras (EALAs for short). The no-
tion of EALAs was first introduced by Høegh-Krohn and Torresani ([H-KT]), and
the theory of EALAs has been intensively studied for over twenty-five years (see
[AABGP, BGK, Ne] and the references therein). An EALA E is by definition
a complex Lie algebra, together with a Cartan subalgebra and a non-degenerate
invariant symmetric bilinear form, that satisfies a list of natural axioms. The in-
variant form on E induces a semi-positive bilinear form on the R-span of the root
system Φ of E, and so Φ divides into a disjoint union of the sets of isotropic and
non-isotropic roots. Roughly speaking, the structure of an EALA is determined
by its core, the subalgebra generated by non-isotropic root vectors.
One of the axioms for EALAs requires that the rank of the group generated by
the isotropic roots is finite, and this rank is called the nullity of EALAs. The nullity
0 EALAs are nothing but the finite dimensional simple Lie algebras, the nullity
1 EALAs are precisely the affine Kac-Moody algebras [ABGP], and the nullity 2
EALAs are closely related to the Lie algebras studied by Saito and Slodowy in
the work of singularity theory. Recently, a complete classification of the centerless
cores (the core modulo its center) of nullity 2 EALAs was obtained in [ABP] (see
also [GP]). Let Ên denote the class of Lie algebras which are isomorphic to the
core of some EALA with nullity n and are central closed. For convenience of the
readers, we “describe” in the following Figure the relations between EALAs and
the algebras concerned about in this paper:
Ê0 = finite type g , Ê1 = affine type g = ĝ[µ], g : finite type ,
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Ê2 = ĝ[µ], g : affine, µ : non-transitive + ŝlℓ(Cp), ℓ ≥ 2, p : generic .
Here, the notation ŝlℓ(Cp) stands for the universal central extension of the special
linear Lie algebra over the quantum torus associated to p ∈ C× ([BGK]).
Let U~(g) be the quantum Kac-Moody algebra over C[[~]] associated to g, whose
theory has been a tremendous success story. Similar to the classical case, quantum
affine algebras also have two realizations: Drinfeld-Jimbo’s original realization and
Drinfeld’s new realization as quantum affinizations of quantum finite algebras. By
applying Drinfeld’s untwisted quantum affinization process to a quantum affine
algebra U~(g), one obtains a quantum toroidal algebra U~(ĝ) ([GKV, J, Na, H1]).
In the particular case g = ŝlℓ+1, an additional parameter p can be added in this
quantum affinization process [GKV] and then one gets a two parameter deformed
algebra U~,p(ŝlℓ+1), which is also called a quantum toroidal algebra. The theory
of quantum toroidal algebras has been intensively studied since their discovery.
In particular, the representation theory of quantum toroidal algebras is very rich
and promising (see [H2] for a survey). Let U(Ên) denote the class of universal
enveloping algebras of the Lie algebras in Ên. It is important for us to observe
that all the quantum algebras mentioned above are related to EALAs by taking
the classical limits:
Quan. Fin. Alg.
~ 7→0
Serre presentation // U(Ê0)
Drinfeld-Jimbo’s Def. ED~ 7→0
Gabber-Kac presentation

Quan. Aff. Alg.
44❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
**❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚ ~ 7→0
//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ U(Ê1)
Drinfeld’s Def.
BC
~ 7→0
Drinfeld presentation
OO
U~(ĝ), g untwisted aff. ED~ 7→0
MRY presentation of ĝ ([GKV])

Quan. Tor. Alg.
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
))❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙
❙❙❙ ~ 7→0
//❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴❴ U(Ê2)
U~,p(ŝlℓ)
BC
MRY presentation of ŝlℓ(Cp) ([VV])
~ 7→0
OO
One of the most fundamental problem in the theory of EALAs is that: just like
the quantum finite, affine and toroidal algebras, what is the “right” ~-deformation
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of the algebras in Ên for the general nullity n? The theory of quantum toroidal
algebras suggests that the nullity 2 case is of particular interesting. In this case,
due to the classification result obtained in [ABP], it suffices to consider the ~-
deformation of ĝ[µ], where g is of affine type and µ is non-transitive. Motivated
by Drinfeld’s realization for twisted quantum affine algebras and the definition of
quantum toroidal algebras, this can be achieved via the following two steps: (i).
define the µ-twisted quantum affinization U~(ĝµ) of the quantum affine algebra
U~(g); (ii). prove that the classical limit of U~(ĝµ) is isomorphic to U(ĝ[µ]).
The second Figure given above suggests us that the classical limit of U~(ĝµ)
should be certain Drinfeld type presentations of ĝ[µ] constructed in Theorem 1.4.
Indeed, in [CJKT1], by the quantum vertex operators technique, we construct a
new quantum algebra U~(ĝµ) when g is of simply-laced affine type and µ is non-
transitive. Due to Theorem 1.4, we prove in § 6 that the classical limit of this
quantum algebra is isomorphic to U(ĝ[µ]). The twisted quantum affinization of
non-simply-laced quantum affine algebras will be defined in a forthcoming work,
which together with Theorem 1.4 gives a complete answer to the previous funda-
mental problem on the quantization theory of nullity 2 EALAs.
1.3. The structure of our proof. Our original goal of this paper is to establish
a suitable Drinfeld type presentation DP (g, µ) for ĝ[µ] when g is of affine type.
However, comparing to the finite type case, there are many new phenomenons
appear in the affine type case: (i) there exist non-trivial diagram automorphisms
on non-simply-laced affine Cartan matrices (even in the untwisted case); (ii) when
µ is transitive, the µ-folded matrix of A is a zero matrix; (iii) the algebra ĝ[µ]
is no longer a Kac-Moody algebra and so does not admit a standard triangular
decomposition; (iv) n̂±[µ] is not the loop algebra of n± associated to µ but an
infinite dimensional central extension of it. These difficulties make the method
developed in [Da2] cannot be applied directly to the affine g even in the simplest
case that P = p. In this paper we employ the powerful vertex algebra approach
to overcome these troubles. Moreover, this new method allows us to construct the
Drinfeld type presentations of ĝ[µ] in a very general setting.
We now outline the structure of our proof for Theorem 1.5. Firstly, we construct
a “universal” Γ-vertex algebra V (m̂) associated to m̂ and prove that the category of
restricted modules for m̂[µ] is equivalent to the category of quasi-modules for V (m̂).
The main tool of our proof is the theory of Γ-conformal Lie algebras developed
in [G-KK, L2]. Next, due to Li’s local system theory, the locality relation (X±)
implies that for any restricted DP (m, µ)-module W , there is an abstractly defined
Γ-vertex algebra 〈UW,m〉Γ with W as a quasi-module. By analyzing the structure
of this Γ-vertex algebra, we prove that there is an m̂-module structure on it, in
where the condition (P 2) is used. Finally, using this fact we establish a Γ-vertex
homomorphism ϕm,W from V (m̂) to 〈UW,m〉Γ. Via this homomorphism, W becomes
a quasi-V (m̂)-module and hence a m̂[µ]-module. For convenience we “describe”
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this process in the following Figure.
res. mod. W of DP (m, µ)
Li’s local system theory
//
?
✤
✤
✤
✤
✤
✤
quasi-mod. W of 〈UW,m〉Γ
the hom. ϕm,W

res. mod. W of m̂[µ]
1−1
Γ-conformal Lie algebra theory // quasi-mod. W of V (m̂)oo
According to the motivation explained in § 1.2, in this paper it is natural to
simply assume that g is of affine type. However, since Theorem 1.4 is also new
when g is of finite type and virtually no extra work results, we choose to work in
both finite and affine types.
This paper is organized as follows. In § 2, we review some basics on Kac-Moody
algebras and toroidal Lie algebras. In § 3, we introduce the definition of the algebra
ĝ[µ] and establish a class of Drinfeld type Serre relations in ĝ[µ]. As an application
of Theorem 1.4, the classical limit of the twisted quantum affinization algebra
introduced in [CJKT1] is determined in § 4. § 6 is devoted to the proofs of Theorem
1.4 and Theorem 1.5, and the basics on Γ-vertex algebras and their quasi-modules
that are needed in the proof of Theorem 1.5 are collected in § 5.
All the Lie algebras considered in this paper are over the field C of complex
numbers. We denote the group of non-zero complex numbers, the set of non-zero
integers, the set of positive integers and the set of non-negative integers by C×,
Z×, Z+ and N, respectively. For any M ∈ Z+, we set ξM = e2π
√−1/M . And, for a
Lie algebra k, we will use the notation U(k) to stand for the universal enveloping
algebra of k.
2. Preliminaries
In this section, we fix notations and review some basics on Kac-Moody algebras
and toroidal Lie algebras.
2.1. Basics on Kac-Moody algebras. Here we establish the notations we will
use for finite dimensional simple Lie algebras and affine Kac-Moody algebras. We
will use these materials throughout the rest of this paper.
Let A = (aij)i,j∈I, µ and g be as in § 1.1. We denote by ℓ the rank of A and
set I = {1, · · · , ℓ} (resp. {0, 1, · · · , ℓ}) if A is of finite (resp. affine) type. As a
convention, we will label the generalized Cartan matrix A using Tables Fin and
Aff 1-3 of [K1, Chap 4]. If A has label Xℓ (the finite case) or X
(r)
℘ (the affine case)
with ℓ, ℘ ≥ 1 and r = 1, 2, 3, we say that g (orA) has type Xℓ or X
(r)
℘ . As usual,
we say that g is an untwisted (resp. twisted) affine Kac-Moody algebra if A has
type X
(r)
℘ with r = 1 (resp. r > 1).
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Let e±i , α
∨
i , i ∈ I be the Chevalley generators of g as in § 1.1, and g = n+⊕h⊕n−
the standard triangular decomposition of g, where h = ⊕i∈ICα∨i and n+, n− are
the subalgebras of g defined in § 1.1. Let ∆ be the root system (including 0) of g
and Q the root lattice of g. Then there is a natural Q-grading g = ⊕α∈Qgα on g
whose support is ∆. Let Π = {αi, i ∈ I} be the simple root system of g such that
e±i ∈ g±αi for i ∈ I, let ∆+ be the set of positive roots and let ∆− = −∆+. Let
∆× be the set of real roots in ∆ and let ∆0 = ∆ \ ∆×. Note that µ induces an
automorphism on Q such that µ(αi) = αµ(i) for i ∈ I.
Let D = diag{ǫi, i ∈ I} be a diagonal matrix as in § 1.1. According to [K1,
Theorem 2.2, Exercise 2.5], there is a unique invariant symmetric bilinear form
〈·, ·〉 on g such that
〈α∨i , α
∨
j 〉 = ǫ
−1
j aij(2.1)
for i, j ∈ I. Recall the notion of normalized invariant form on g introduced in [K1,
(6.2.1), (6.4.2)]. From now on, we will fix the choice of the matrix D such that if
g has type Xℓ (resp.X
(r)
℘ ), then 〈·, ·〉 is (resp. r times of) the normalized invariant
form on g.
2.2. More on affine Kac-Moody algebras. In this subsection, we assume that
the algebra g has affine type X
(r)
℘ . Let g˙ be a finite dimensional simple Lie algebra
of type X℘, h˙ a Cartan subalgebra of it and ν˙ a diagram automorphism of g˙ with
order r. For each x ∈ g˙ and m ∈ Z, we set
x[m] = r
−1 ∑
p∈Zr
ξ−mpr ν˙
p(x) and g˙[m] = SpanC{x[m] | x ∈ g˙}.
Then it was shown in [K1, Chap. 8] that the affine Kac-Moody algebra g can be
realized as the Lie algebra
Aff(g˙, ν˙) = (
∑
m∈Z
tm2 ⊗ g˙[m])⊕ Ck2
with the Lie bracket given by
[tm12 ⊗ x+ a1k2, t
m2
2 ⊗ y + a2k2] = t
m1+m2
2 ⊗ [x, y] + 〈x, y〉δm1+m2,0m1k2,
where m1, m2 ∈ Z, x ∈ g˙[m1], y ∈ g˙[m2], a1, a2 ∈ C and 〈·, ·〉 denotes the normalized
invariant form on g˙. We remark that the invariant form 〈·, ·〉 on g = Aff(g˙, ν˙) is
given by ([K1, (8.3.8)])
〈tm2 ⊗ x, t
n
2 ⊗ y〉 = 〈x, y〉 δm+n,0, 〈k2,Aff(g˙, ν˙)〉 = 0,(2.2)
for m,n ∈ Z, x ∈ g˙[m] and y ∈ g˙[n].
Let ∆˙ be the root system (containing 0) of g˙ with respect to h˙ and let g˙ =
⊕α˙∈∆˙g˙α˙ be the corresponding root spaces decomposition of g˙. Note that ν˙ induces
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an automorphism of the root lattice Q˙ of g˙ such that ν˙(α˙i) = α˙ν˙(i) for i ∈ I˙. Then
the root lattice
Q = Q˙[0] ⊕ Zδ2,
where Q˙[0] = {α˙[0] = r
−1∑
p∈Zr ν˙
p(α˙) | α˙ ∈ Q˙} and δ2 denotes the null root.
It was proved in [CJKT2, § 2.2] that there exists an automorphism µ˙ of g˙ and
a homomorphism ρµ : Q˙ → Z of abelian groups such that the action of µ on the
real root spaces of g = Aff(g˙, ν˙) is as follows
tm2 ⊗ x[m] 7→ t
m+ρµ(α˙)
2 ⊗ µ˙(x[m]),(2.3)
where m ∈ Z, α˙ ∈ ∆˙ \ {0} and x ∈ g˙α˙. We extend ρµ to a linear functional on h˙
∗
by C-linearity and identify h˙ with h˙∗ by means of the normalized form on g˙. Then
ρµ can be viewed as a linear functional on h˙, and the action of µ on the imaginary
root spaces of g is as follows
tm2 ⊗ h[m] 7→ t
m
2 ⊗ µ˙(h[m]) + δm,0 ρµ(h) k2, k2 7→ k2,(2.4)
where m ∈ Z and h ∈ h˙.
2.3. Twisted toroidal Lie algebras. We start with the definition of (twisted)
multi-loop algebras. Let k be a Lie algebra, and let σ1, · · · , σs be pairwise com-
muting finite order automorphisms of it. Let C[t±11 , · · · , t
±1
s ] denote the algebra of
Laurent polynomials in the commuting variables t1, · · · , ts over C. Then the multi-
loop Lie algebra of k related to σ1, · · · , σs is by definition the following subalgebra
of C[t±11 , · · · , t
±1
s ]⊗ k:
L(k, σ1, · · · , σs) =
∑
m1,··· ,ms∈Z
tm11 · · · t
ms
s ⊗ k(m1,··· ,ms),
where k(m1,··· ,ms) = {x ∈ k | σi(x) = ξ
mi
Mi
x, i = 1, · · · , s} and Mi is the order of σi.
Suppose now that k is a finite dimensional simple Lie algebra, which is equipped
with a normalized invariant form 〈·, ·〉. Let KM1,··· ,Ms be the complex vector space
spanned by the symbols
tm11 · · · t
ms
s k1, · · · , t
m1
1 · · · t
ms
s ks,
subject to the relation
s∑
i=1
mi t
m1
1 · · · t
ms
s ki = 0,
where mi ∈MiZ for all i. We define the twisted toroidal Lie algebra
L̂(k, σ1, · · · , σs) = L(k, σ1, · · · , σs)⊕KM1,··· ,Ms,
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with the Lie bracket given by
[tm11 · · · t
ms
s ⊗ x, t
n1
1 · · · t
ns
s ⊗ y]
= tm1+n11 · · · t
ms+ns
s ⊗ [x, y] + 〈x, y〉(
s∑
i=1
mit
m1+n1
1 · · · t
ms+ns
s ki),
(2.5)
where x ∈ k(m1,··· ,ms), y ∈ k(n1,··· ,ns), m1, · · · , ms, n1, · · · , ns ∈ Z and KM1,··· ,Ms is
the center space. It was proved in [S] that L̂(k, σ1, · · · , σs) is central closed.
In this paper we will only use the algebra L̂(k, σ1, · · · , σs) for the special case
that s = 1 or s = 2. Notice that, if s = 1, KM1 = Ck1 is one dimensional. And, if
s = 2, the elements
tm11 t
m2
2 k1, k1, t
n1
1 k2, m1, n1 ∈M1Z, m2 ∈M2Z
×,(2.6)
form a basis of KM1,M2.
3. The Lie algebra ĝ[µ] and its Drinfeld type Serre relations
In this section, we introduce the definition of the Lie algebra ĝ[µ] and establish
a class of Drinfeld type Serre relations in ĝ[µ].
3.1. The Lie algebra ĝ[µ]. From now on, when g is of affine type, we will often
identify g with Aff(g˙, ν˙) without further explanation. We set
(3.1) ĝ =
{
L̂(g, 1), if g is of finite type;
L̂(g˙, 1, ν˙), if g is of affine type.
As a convention, when g is of affine type, we will also view L(g) = C[t1, t
−1
1 ]⊗ g
as a subspace of ĝ in the following way
tm11 ⊗ x = t
m1
1 t
m2
2 ⊗ x˙+ at
m1
1 k2,
for x = tm22 ⊗ x˙+ ak2 ∈ g, m1 ∈ Z. For m1, m2 ∈ Z, we also set
tm11 t
m2
2 k
′
1 =

0, if g is of finite type;
0, if g is of affine type and m2 /∈ rZ
×;
1
m2
tm11 t
m2
2 k1, if g is of affine type and m2 ∈ rZ
×.
Then it follows from (2.6) that the algebra ĝ is spanned by the elements
tm11 ⊗ x, k1, t
n1
1 t
n2
2 k
′
1, x ∈ g, m1, n1, n2 ∈ Z.
Moreover, we have the following result.
Lemma 3.1. Let α, β ∈ ∆, x ∈ gα, y ∈ gβ and m1, n1 ∈ Z. If α + β ∈ ∆
× ∪ {0},
then we have
[tm11 ⊗ x, t
n1
1 ⊗ y] = t
m1+n1
1 ⊗ [x, y] +m1δm1,n1〈x, y〉k1.(3.2)
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If g is of affine type, x = tm22 ⊗ x˙, y = t
n2
2 ⊗ y˙ and α + β ∈ ∆
0 \ {0}, then
[tm11 ⊗ x, t
n1
1 ⊗ y] = t
m1+n1
1 ⊗ [x, y] + 〈x˙, y˙〉(m1n2 −m2n1)t
m1+n1
1 t
m2+n2
2 k
′
1.(3.3)
Proof. A direct verification by using (2.5). Notice that, when g is of affine type,
one needs to use the fact (2.2). 
Now it is obvious that the map
ψ : ĝ→ L(g), tm1 ⊗ x 7→ t
m1
1 ⊗ x, k1 7→ 0, t
n1
1 t
n2
2 k
′
1 7→ 0(3.4)
is the universal central extension of L(g). For x ∈ g and n ∈ Z, we introduce the
formal series in ĝ[[z, z−1]] as follows:
x(z) =
∑
m∈Z
(tm1 ⊗ x)z
−m−1, tn2k
′
1(z) =
∑
m∈Z
(tm1 t
n
2k
′
1)z
−m, k1(z) = k1.(3.5)
Using these formal series, one has the following reformulation of Lemma 3.1.
Lemma 3.2. Let α, β ∈ ∆, x ∈ gα and y ∈ gβ. If α + β ∈ ∆
× ∪ {0}, then
[x(z), y(w)] = [x, y](w)z−1δ
(w
z
)
+ 〈x, y〉k1(w)
∂
∂w
z−1δ
(w
z
)
If g is of affine type, x = tm22 ⊗ x˙, y = t
n2
2 ⊗ y˙ and α + β ∈ ∆
0 \ {0}, then
[x(z), y(w)] =
(
[x, y](w) + 〈x˙, y˙〉m2
∂
∂w
tm2+n22 k
′
1(w)
)
z−1δ
(w
z
)
+ 〈x˙, y˙〉(m2 + n2)t
m2+n2
2 k
′
1(w)
∂
∂w
z−1δ
(w
z
)
,
where δ(z) =
∑
m∈Z z
m is the usual δ-function.
We define a Q× Z-grading ĝ = ⊕(α,n)∈Q×Z ĝα,n on ĝ by letting
tm11 ⊗ x ∈ ĝα,m1 , k1 ∈ ĝ0,0, t
n1
1 t
n2
2 k
′
1 ∈ ĝn2δ2,n1,(3.6)
for x ∈ gα, α ∈ ∆ and m1, n1, n2 ∈ Z. This grading induces a natrual triangular
decomposition
ĝ = n̂+ ⊕ ĥ⊕ n̂−(3.7)
of ĝ, where ĥ = ⊕m∈Z ĝ0,m = SpanC{t
m
1 ⊗ h, k1 | h ∈ h, m ∈ Z} is a Heisenberg
algebra and n̂± = ⊕α∈∆±,m∈Z ĝα,m. When g is of finite type, n̂± = C[t1, t
−1
1 ] ⊗ n±
is the loop algebra of n±. However, when g is of affine type,
n̂± = SpanC{t
m
1 ⊗ x, t
m1
1 t
m2
2 k
′
1 | x ∈ n±, m,m1 ∈ Z,±m2 ∈ Z+}
is an (infinite dimensional) central extension of C[t1, t
−1
1 ]⊗ n±.
Observe that the algebra ĝ is generated by the following elements
tm1 ⊗ e
±
i , t
m
1 ⊗ α
∨
i , k1, i ∈ I, m ∈ Z.(3.8)
As was indicated in (1.4), we have the following result.
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Lemma 3.3. The action
(3.9) tm1 ⊗ e
±
i 7→ ξ
−mtm1 ⊗ e
±
µ(i), t
m
1 α
∨
i 7→ ξ
−mtm1 α
∨
µ(i), k1 7→ k1
for i ∈ I, m ∈ Z, defines (uniquely) an automorphism µ̂ of ĝ.
Proof. The lemma is obviously when g is of finite type. For the affine case, this
lemma was proved in [CJKT2, Lemma 3.2]. For convenience of the readers, we
describe the explicit action of µ̂ on ĝ as follows:
tm11 ⊗ x 7→ ξ
−m1tm11 ⊗ µ(x), k1 7→ k1,(3.10)
where m1 ∈ Z, x ∈ gα and α ∈ ∆
× ∪ {0}, and (the following actions exist only
when g is of affine type)
tm11 ⊗ h 7→ ξ
−m1(tm11 ⊗ µ(h)−m1ρµ(h˙)t
m1
1 t
m2
2 k
′
1),(3.11)
tn11 t
n2
2 k
′
1 7→ ξ
−n1tn11 t
n2
2 k
′
1,(3.12)
where m1, n1, n2 ∈ Z, h = t
m2
2 ⊗ h˙, m2 ∈ Z
× and h˙ ∈ h˙[m2]. 
We define ĝ[µ] to be the subalgebra of ĝ fixed by µ̂. It was known ([K1, CJKT2])
that the restriction map (see (3.6))
ψ|ĝ[µ] : ĝ[µ]→ L(g, µ)
is the universal central extension of L(g, µ). We remark that the automorphism µ̂
preserves the decomposition (3.7) of ĝ. So we have
ĝ[µ] = n̂+[µ]⊕ ĥ[µ]⊕ n̂−[µ],
where n̂±[µ] = ĝ[µ]∩ n̂± and ĥ[µ] = ĝ[µ]∩ ĥ. Using (3.8) and (3.9), one knows that
the Lie algebra ĝ[µ] is generated by the following elements
tm1 ⊗ e
±
i(m), t
m
1 ⊗ α
∨
i(m), k1, i ∈ I, m ∈ Z,(3.13)
where the notation x(m) was given in (1.5). Moreover, the subalgebras n̂±[µ] (resp.
ĥ[µ]) of ĝ are generated by the elements tm1 ⊗ e
±
i(m) (resp. t
m
1 ⊗ α
∨
i(m), k1) for i ∈ I
and m ∈ Z. The following result can be checked directly by using (3.2).
Lemma 3.4. Let i, j ∈ I and m,n ∈ Z. Then
tm1 ⊗ α
∨
µ(i)(m) = ξ
mtm1 ⊗ α
∨
i(m), t
m
1 ⊗ e
±
µ(i)(m) = ξ
mtm1 ⊗ e
±
i(m),
[tm1 ⊗ α
∨
i(m), k1] = 0 = [t
m
1 ⊗ e
±
i(m), k1],
[tm1 ⊗ α
∨
i(m), t
n
1 ⊗ α
∨
j(n)] =
∑
k∈ZN
mN
ǫj
aiµk(j)ξ
kmδm+n,0k1,
[tm1 ⊗ α
∨
i(m), t
n
1 ⊗ e
±
j(n)] = ±
∑
k∈ZN
aiµk(j)ξ
kmtm+n1 ⊗ e
±
j(m+n),
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[tm1 ⊗ e
+
i(m), t
n
1 ⊗ e
−
j(n)] =
∑
k∈ZN
δi,µk(j)ξ
km(tm+n1 ⊗ α
∨
j(m+n) +
mN
ǫj
δm+n,0k1).
As in (3.5), for x ∈ g and n ∈ Z, we introduce the formal series in ĝ[µ][[z, z−1]]
as follows:
x(z) =
∑
m∈Z
(∑
p∈ZN
µ̂p(tm1 ⊗ x)
)
z−m−1, tn2k
′
1(z) =
∑
m∈NZ
tm1 t
n
2k
′
1z
−m, k1(z) = k1.
Note that, if x ∈ gα with α ∈ ∆
× ∪ {0}, then it follows from (3.10) that
x(z) =
∑
m∈Z
tm1 ⊗ x(m) z
−m−1.
This is not true when g is of affine type and x ∈ gα with α ∈ ∆
0 \ {0}. However,
the following still holds true (see (3.11))
[x(z), y(w)] = [
∑
m∈Z
tm1 ⊗ x(m) z
−m−1,
∑
n∈Z
tn1 ⊗ y(n)w
−n−1]
for all x, y ∈ g. Using this observation and Lemma 3.2, one can easily verify the
following result.
Lemma 3.5. For α, β ∈ ∆, x ∈ gα and y ∈ gβ, one has that
[x(z), y(w)]
=
∑
k∈ZN
[µk(x), y](w)z−1δ
(
ξ−k
w
z
)
+
∑
k∈J0
〈µk(x), y〉k1(w)
∂
∂w
z−1δ
(
ξ−k
w
z
)
+
∑
k∈J1
〈x˙k, y˙〉
(
mk
(
∂
∂w
tmk+n2 k
′
1(w)
)
z−1δ
(
ξ−k
w
z
)
+ (mk + n)t
mk+n
2 k
′
1(w)
∂
∂w
z−1δ
(
ξ−k
w
z
))
,
Here, J0 = {k ∈ ZN | µ
k(α) + β = 0} and J1 = {k ∈ ZN | µ
k(α) + β ∈ ∆0 \ {0}}.
The set J1 exists only when g is of affine type, and in this case the notations
x˙k, y˙ ∈ g˙, mk, n ∈ Z, k ∈ J1 are defined by the rule
µk(x) = tmk2 ⊗ x˙k and y = t
n
2 ⊗ y˙.
Finally, recall the Lie algebras DP (g, µ), DP (n+, µ) and DP (n−, µ) defined in
Definition 1.2. Then we have the following result.
Lemma 3.6. The assignment (1.7) (resp. (1.8)) determines a surjective Lie ho-
momorphism, say θg,P (resp. θn+,P or θn−,P ), from DP (g, µ) (resp.DP (n+, µ) or
DP (n−, µ)) to ĝ[µ] (resp. n̂+[µ] or n̂−[µ]).
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Proof. It suffices to show that the elements in (3.13) satisfy the defining relations
of DP (g, µ). The relations (H), (XX), (HX±) are implied by Lemma 3.4, the
relation (X±) is implied by Lemma 3.5 and the relation (DS±)P is implied by
the condition (P 1). Now we check the relation (AS±), and so g is of type A
(1)
1 .
Note that in this case αµk1 (i) + αµk2 (i) + αj is not a null root for any i1, i2 ∈ ZN
and (i, j) ∈ I. This together with Lemma 3.5 implies that
[e±i (z1), [e
±
i (z2), e
±
j (w)]]
=
∑
k1,k2∈ZN
[e±
µk1 (i)
, [e±
µk2 (i)
, e±j ]](w)z
−1
1 δ
(
ξ−k1
w
z1
)
z−12 δ
(
ξ−k2
w
z2
)
.
Therefore, we have that
(zN1 − z
N
2 ) · [e
±
i (z1), [e
±
i (z2), e
±
j (w)]] = 0,
as required. 
Remark 3.7. Let i, j ∈ I. Then αi + αj ∈ ∆
0 if and only if g is of type A
(1)
1 and
i 6= j. Therefore, when g is of type A
(1)
1 , the defining relation (X±) of DP (g, µ) is
different from that of other types.
3.2. More on diagram automorphisms. Before deducing the Drinfeld type
Serre relations in ĝ[µ], in this subsection we collect some elementary properties on
the automorphism µ for later use.
Let 〈µ〉 be the subgroup of the permutation group on I generated by µ. For
i ∈ I, let O(i) be the orbit of I containing i under the action of 〈µ〉. The following
result is about the edges joining the vertices in the same orbit of I.
Lemma 3.8. For i ∈ I, exactly one of the following holds
(a) the elements αp, p ∈ O(i) are pairwise orthogonal;
(b) O(i) = {i, µ(i)} and aiµ(i) = −1 = aµ(i)i;
(c) A has type A
(1)
℘ and O(i) = I.
Proof. The lemma is proved by checking the claim for each possible A and each
diagram automorphism µ on A. For a list of automorphisms on affine generalized
Cartan matrices, see [ABP, Tables 2, 3] for example. 
For i ∈ I, set
(3.14) si =

1, if (a) holds in Lemma 3.8;
2, if (b) holds in Lemma 3.8;
3, if (c) holds in Lemma 3.8.
The automorphism µ is said to be transitive if µ acts transitively on the set I.
Observe that, if A is of affine type, then µ is non-transitive if and only if si ≤ 2
for all i ∈ I.
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For i, j ∈ I, we set
Γ−ij = {k ∈ ZN | aiµk(j) < 0},(3.15)
and introduce the numbers
Ni = CardOi, di = N/Ni, Nij = gcd(Ni, Nj), dij = CardΓ
−
ij .(3.16)
The following result is about the edges joining the vertices in two different orbits.
Lemma 3.9. Let i, j ∈ I and k ∈ ZN . Assume that i /∈ O(j) and aij < 0. Then
exactly one of the following holds
(a) aiµk(j) = 0;
(b) aiµk(j) = aij and Nij divides k.
In particular, in this case Γ−ij is a subgroup of ZN with order dij = N/Nij.
Proof. Let i, j be as in lemma. Note that in this case {si, sj} = {1} or {1, 2}, and
so we may (and do) assume that sj = 1. In what follows we list all the possible
Dynkin diagrams Sij of O(i) ⊎O(j) and the numbers Nij :
(i) if si = 1, then Sij is one of the types A2, A3, D4, D
(1)
4 , A2×A2, B2×B2 and
A2 × A2 ×A2 and in each case Nij = 1, 1, 1, 1, 2, 2 and 3, respectively;
(ii) if si = 2, then Sij is one of the types A4, C
(1)
3 , D
(2)
4 , D
(1)
5 and A
(1)
2 and in
each case Nij = 2, 2, 2, 2 and 1, respectively.
Using this and a case by case argument, one can get the desired result. 
Recall from § 1.1 that I = {(i, j) ∈ I × I | aij < 0}. For (i, j) ∈ I and
k = (k1, · · · , k1−aij ) ∈ (ZN )
1−aij , we introduce the notation
αij(k) = αµk1 (i) + · · ·+ αµk1−aij (i) + αj ∈ Q.
The rest of this subsection is devoted to give the sufficient and necessary condition
for αij(k) belongs to ∆ (resp.∆
×; resp.∆0). Firstly, one has that
Lemma 3.10. Let (i, j) ∈ I and k = (k1, · · · , k1−aij ) ∈ (ZN)
1−aij . Then
(a) if si = 1, then αij(k) ∈ ∆ if and only if −k1, · · · ,−k1−aij ∈ Γ
−
ij and at least
two of µk1(i), · · · , µk1−aij (i) are distinct;
(b) if si = 2 and i ∈ O(j), then αij(k) 6∈ ∆ for all k ∈ (ZN )
1−aij ;
(c) if si = 2, i /∈ O(j) and Nij = 2, then αij(k) ∈ ∆ if and only if all except
one of k1, · · · , k1−aij contained in Γ
−
ij;
(d) if si = 2, i /∈ O(j) and Nij = 1, then αij(k) ∈ ∆ if and only if k1 6= k2;
(e) if si = 3 and ℘ = 1, then αij(k) ∈ ∆ if and only if there is exactly one,
say k, of k1, k2, k3 such that µ
k(i) = j;
(f) if si = 3 and ℘ = 2, then αij(k) ∈ ∆ if and only if µ
k1(i), µk2(i), j are
pairwise distinct;
(g) if si = 3 and ℘ ≥ 3, then αij(k) ∈ ∆ if and only if the Dynkin diagram of
{µk1(i), µk2(i), j} is of type A3.
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Proof. We first prove the assertion (a) and so assume now that si = 1. Let
α = (
∑
p∈O(i)mpαp) + αj for some mp ∈ N. By using Lemma 3.8 (a) and an
induction argument on the number Ni, one can easily check that α ∈ ∆ if and
only if mp ≤ apj for all p ∈ O(i). It is easy to see that this implies the assertion
(a) and we omit the details. The assertion (b) is implied by Lemma 3.8 (b), and
the assertions (c),(d) can be proved by checking all the possible Dynkin diagrams
Sij of O(i) ∪O(j) given in the proof of Lemma 3.9.
For the assertion (e), one only needs to notice that if g is of type A
(1)
1 , then
m0α0 + m1α1 ∈ ∆ for some m0, m1 ∈ N with m0 + m1 = 4 if and only if m0 =
m1 = 2. The assertion (f) follows from the fact that: if g is of type A
(1)
2 , then
m0α0+m1α1+m2α2 ∈ ∆ for some m0, m1, m2 ∈ N with m0+m1+m2 = 3 if and
only if m0 = m1 = m2 = 1. Finally, the assertion (g) is obvious. 
As an immediate by-product of Lemma 3.10, we have that
Corollary 3.11. Let (i, j) ∈ I and k = (k1, · · · , k1−aij ) ∈ (ZN )
1−aij . If αij(k) ∈
∆, then there exist s, t = 1, · · · , 1− aij such that µ
ks(i) 6= µkt(i).
Now, for (i, j) ∈ I, we define three subsets of (ZN)
1−aij as follows
Υij = {k ∈ (ZN)
1−aij | αij(k) ∈ ∆};
Υ×ij = {k ∈ (ZN)
1−aij | αij(k) ∈ ∆×};
Υ0ij = {k ∈ (ZN)
1−aij | αij(k) ∈ ∆0}.
The following result, together with Lemma 3.10, determines the three sets given
above.
Lemma 3.12. Let (i, j) ∈ I. Then the following results hold true
(a) if A is not one of types A
(1)
1 and A
(1)
2 , then Υij = Υ
×
ij;
(b) if A is of type A
(1)
1 or A
(1)
2 , then Υij = Υ
0
ij.
Proof. Assume that αij(k) = (
∑
p∈O(i)mpαp) + αj ∈ ∆
0 and so g is of affine type.
Let as, s ∈ I be the labels in the diagrams of [K1, Chap.4, Table Aff 1-3]. Recall
that as, s ∈ I are the (uniquely) positive integers such that δ2 =
∑
s∈I asαs. In
view of this, if j /∈ O(i), then αij(k) ∈ ∆
0 if and only if
I = O(i) ∪ {j}, O(j) = {j}, aj = 1 and mp = ap for all p ∈ O(i).
Using the Dynkin diagrams Sij given in the proof of Lemma 3.9, one can easily
check that αij(k) ∈ ∆
0 if and only if g is of type A
(1)
2 with N = 2, Ni = 2 and
Nj = 1. For the case j ∈ O(i), one has that I = O(i), g has type A
(1)
N−1 and as = 1
for all s ∈ I. Then the assertion immediately follows from Lemma 3.10 (e),(f) and
(g). 
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3.3. Drinfeld type Serre relations in ĝ[µ]. In this subsection we construct a
class of Drinfeld type Serre relations in ĝ[µ].
For (i, j) ∈ I, we define the Drinfeld polynomial
pij(z, w) =
∏
k∈Ω×ij
(z − ξkw) ·
∏
k∈Ω0ij
(z − ξkw)2,(3.17)
where Ω×ij and Ω
0
ij are the subsets of ZN defined as follows: for any k ∈ ZN , k ∈ Ω
×
ij
(resp.Ω0ij) if and only if there is a tuple k ∈ Υ
×
ij (resp.Υ
0
ij) such that k = ks − kt
for some 1 ≤ s, t ≤ mij with µ
ks(i) 6= µkt(i).
Using Lemma 3.8, Lemma 3.9 and Lemma 3.10, we have the following explicit
description of the polynomials pij(z, w).
Lemma 3.13. Let (i, j) ∈ I. If j ∈ O(i), then
pij(z, w) =

1, if si ≤ 2;(
zN−wN
z−w
)2
, if N = 2, 3 and si = 3;
zN−wN
z−w , if N = 4, 5 and si = 3;∏
k∈Γ−ii (z − ξ
kw)(z − ξ2kw), if N ≥ 6 and si = 3.
And, if j /∈ O(i), then
pij(z, w) =
zsidi − wsidi
zdi − wdi
·
zdij − wdij
zdi − wdi
=

zN/Nij−wN/Nij
zN/Ni−wN/Ni , if si = 1;
zN/Ni + wN/Ni, if si = 2 and Nij = 2;
(z + w)2, if si = 2 and Nij = 1.
When g is of finite type and (i, j) ∈ I with i /∈ O(j), it follows from Lemma
3.13 that the polynomial pij(z, w) defined in (3.17) coincides with that appeared
in the relation (DS±) (see Theorem 1.1). For this reason, pij(z, w) is called the
the Drinfeld polynomial.
Now we establish a class of Drinfeld type Serre relations in ĝ[µ] as follows.
Proposition 3.14. For (i, j) ∈ I, one has that∏
1≤s<t≤1−aij
pij(zs, zt) · [e
±
i (z1), · · · , [e
±
i (z1−aij ), e
±
j (w)]] = 0.(3.18)
Proof. The proposition is implied by the definition of pij(z, w), Corollary 3.11 and
the lemma below. 
Lemma 3.15. Let (i, j) ∈ I. If A is not of type A
(1)
1 or A
(1)
2 , then
[e±i (z1), · · · , [e
±
i (z1−aij ), e
±
j (w)]]
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=
∑
k=(k1,··· ,k1−aij )∈Υ×ij
[e±
µk1 (i)
, · · · , [e±
µ
kmij (i)
, e±j ]](w)
∏
1≤i≤s
z−1i δ
(
ξ−ki
w
zi
)
.
If A is of type A
(1)
1 or A
(1)
2 , then
[e±i (z1), · · · , [e
±
i (z1−aij ), e
±
j (w)]]
=
∑
k=(k1,··· ,k1−aij )∈Υ0ij
(
[e±
µk1 (i)
, · · · , [e±
µ
k1−aij (i)
, e±j ]](w)± 〈x˙
±
k1
, y˙±k′〉mk1
∂
∂w
k′1(w)
)
·
∏
1≤i≤1−aij
z−1i δ
(
ξ−ki
w
zi
)
+ 〈x˙±k1 , y˙
±
k′〉k
′
1(w)
(
ξ−k1
∂
∂w
z−11 δ
(
ξ−k1
w
z1
))
·
∏
2≤i≤1−aij
z−1i δ
(
ξ−ki
w
zi
)
,
where the elements mk1 , nk′ ∈ Z, x˙
±
k1
, y˙±k′ ∈ g˙ are determined by the following rule
e±
µk1 (i)
= t
±mk1
2 ⊗ x˙
±
k1
, [e±
µk2 (i)
, · · · , [e±
µ
k1−aij (i)
, e±j ]] = t
±n
k′
2 ⊗ y˙
±
k′.
Proof. It is directly verified by using Lemma 3.5. 
For (i, j) ∈ I and σ ∈ S1−aij , we set
(3.19) pij,σ(z1, · · · , z1−aij ) =
{∏
1≤s<t≤1−aij pij(zs, zt), if σ = 1;
0, if σ 6= 1.
Then it follows from Proposition 3.14 that the family
p = {Pij,σ(z1, · · · , z1−aij , w) = pij,σ(z1, · · · , z1−aij ) | (i, j) ∈ I, σ ∈ S1−aij}(3.20)
of homogenous polynomials satisfies the conditions (P 1) and (P 2). Notice that,
when µ = 1, the Serre relations (DS±)p are the usual Serre relations
[x±i (z1), · · · , [x
±
i (z1−aij ), x
±
j (w)]] = 0, (i, j) ∈ I.(3.21)
More generally, for each (i, j) ∈ I, let fij(z1, · · · , z1−aij , w) be an arbitrarily
given homogenous polynomial such that f(w, · · · , w, w) 6= 0. Then, according to
Theorem 1.4 and Proposition 3.14, one knows that Df(g, µ) is a Drinfeld type
presentation of ĝ[µ], where
f = {fij,σ(z1, · · · , z1−aij , w) | (i, j) ∈ I, σ ∈ S1−aij},
with
fij,σ(z1, · · · , z1−aij , w) = fij(z1, · · · , z1−aij , w) · pij,1(z1, · · · , z1−aij ),
if σ = 1 and fij,σ(z1, · · · , z1−aij , w) = 0 if σ 6= 1. Thus one can obtain in this way
a large class of Drinfeld type presentations for ĝ[µ].
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4. Classical limit of twisted quantum affinization algebras
In [CJKT1] we introduced a class of twisted quantum affinization algebras by
constructing their vertex representations. As an application of Theorem 1.4, in this
section we determine the classical limit of these quantum algebras. Throughout
this section, we assume that A is simply-laced and that µ is not a transitive
automorphism of A
(1)
℘ , ℘ ≥ 2.
We first recall the twisted quantum affinization algebra introduced in [CJKT1].
Let ~ be an indeterminate over C, and C[[~]] the power series ring of ~. Set q = e~,
and let
[n]q =
qn − q−n
q − q−1
=
(∑
m≥0
2n2m+1
(2m+ 1)!
~
2m
)(∑
m≥0
2
(2m+ 1)!
~
2m
)−1
∈ C[[~]]
for n ∈ Z.
For i, j ∈ I, we introduce the polynomials
F±ij (z, w) =
∏
k∈ZN ;aiµk(j) 6=0
(
z − ξkq±aiµk(j)w
)
,
G±ij(z, w) =
∏
k∈ZN ;aiµk(j) 6=0
(
q±aiµk(j)z − ξkw
)
.
In the case that aij < 0 and i /∈ O(j), we also introduce the polynomials
p±ij(z, w) =
(
zdi + q∓diwdi
)si−1 q±2dijzdij − wdij
q±2dizdi − wdi
.
Furthermore, for i ∈ I with si = 2, we set
p±i (z1, z2, z3) = q
∓dizdi1 − (q
±di + 1)zdi2 + q
±2dizdi3 .
The twisted quantum affinization algebra U~(ĝµ) defined in [CJKT1] is a C[[~]]-
algebra topologically generated by the elements
hi,m, x
±
i,m, c, i ∈ I, m ∈ Z,
and subject to the relations
(Q0) x±µ(i),m = ξ
mx±i,m, hµ(i),m = ξ
mhi,m,
(Q1) c is central,
(Q2) [hi,0, hj,m] = 0,
(Q3) [hi,0, x
±
j,m] = ±
∑
k∈ZN
aiµk(j)x
±
j,m,
(Q4) [hi,m, hj,m′] = δm+m′,0
1
m
∑
k∈ZN
ξmk[maiµk(j)]q
qmc − q−mc
q − q−1
, if m 6= 0,
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(Q5) [hi,m, x
±
j,n] = ±
1
m
∑
k∈ZN
ξmk[maiµk(j)]qq
∓ 1
2
|m|cx±j,m+n, if m 6= 0,
(Q6) [x+i (z), x
−
j (w)] =
1
q − q−1
∑
k∈ZN
δi,µk(j)
×
(
φ+i (q
− 1
2
cz)δ
(
qcξkw
z
)
− φ−i (q
1
2
cz)δ
(
q−cξkw
z
))
,
(Q7) F±ij (z, w)x
±
i (z)x
±
j (w) = G
±
ij(z, w)x
±
j (w)x
±
i (z),
(Q8)
∑
σ∈S2
{
p±ij(zσ(1), zσ(2))
(
x±i (zσ(1))x
±
i (zσ(2))x
±
j (w)− [2]qdijx
±
i (zσ(1))x
±
j (w)x
±
i (zσ(2))
+ x±j (w)x
±
i (zσ(1))x
±
i (zσ(2))
)}
= 0, if aij < 0 and i /∈ O(j),
(Q9)
∑
σ∈S3
{
p±i (zσ(1), zσ(2), zσ(3)) x
±
i (zσ(1))x
±
i (zσ(2))x
±
i (zσ(3))
}
= 0, if si = 2,
where i, j ∈ I, m,m′ ∈ Z×, n ∈ Z, x±i (z) =
∑
m∈Z
x±i,mz
−m and
φ±i (z) = q
±hi,0 exp
(
±(q − q−1)
∑
±m>0
hi,mz
−m
)
.
Here and as usual, for any a ∈ SpanC{hi,0, c | i ∈ I}, we used the notation
qa = ea~.
When A is of finite type, the quantum algebra U~(ĝµ) was first introduced by
Drinfeld ([Dr]) for the purpose of providing a current algebra realization for the
twisted quantum affine algebra.
Notice that the relation (Q6) is equivalent to the following relations:
[x+i,n, x
−
j,n′] =
∑
k∈ZN
δi,µk(j)ξ
knqhj,0q
n−n′
2
chj,n+n′, if n+ n
′ > 0,
[x+i,n, x
−
j,n′] =
∑
k∈ZN
δi,µk(j)ξ
knqhj,0q
n′−n
2
chj,n+n′, if n+ n
′ < 0,
[x+i,n, x
−
j,−n] =
∑
k∈ZN
δi,µk(j)ξ
kn(qnchj,0 + cq
hi,0
qnc − q−nc
qc − q−c
),
where i, j ∈ I and n, n′ ∈ Z. Then it is immediate to see that the defining relations
of the classical limit U~(ĝµ)/~U~(ĝµ) of U~(ĝµ) are the same as the defining relations
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of DP (g, µ) with the family P defined as follows ((i, j) ∈ I and σ ∈ S2)
Pij,σ(z1, z2, w) =

pij(z1, z2), if i /∈ O(j), σ = 1;
1, if i /∈ O(j), σ = (12);
pi(zσ(1), zσ(2),−w), if i ∈ O(j).
We remark that the polynomial pij(z, w) defined above coincides with that de-
fined in (3.17). Thus, by using Proposition 3.14, one can easily check that the
family P defined above satisfies the conditions (P 1) and (P 2). Now, as a conse-
quence of Theorem 1.4, one can immediately get that
Theorem 4.1. The classical limit U~(ĝµ)/~U~(ĝµ) of U~(ĝµ) is isomorphic to the
universal enveloping algebra of ĝ[µ].
5. Basics on Γ-vertex algebras and their quasi-modules
In this section we collect some basic materials on Γ-vertex algebras and their
quasi-modules needed in the proof of Theorem 1.5.
Throughout this section, let Γ be a fixed group equipped with a character φ :
Γ → C×. We write CΓ[z, w] for the subalgebra of the polynomial algebra C[z, w]
generated by the monomials z − αw, α ∈ φ(Γ). For a vector space W , we denote
by W ((z1, · · · , zs)) the space of lower truncated (infinite) integral power series
in the commuting variables z1, · · · , zs with coefficients in W , and set E (W ) =
Hom (W,W ((z))). For each pair
(α,n) = ((α1, · · · , αs), (n1, · · · , ns)) ∈ (C
×)s × Ns, s ≥ 1,
we denote that
δ(α,n)(z1, · · · , zs, w) =
∏
1≤i≤s
1
ni!
(
α−1k
∂
∂w
)ni
z−1i δ
(
αk
w
zi
)
.
When α = 1 = (1, · · · , 1), we also write δ(n)(z1, · · · , zs, w) = δ
(1,n)(z1, · · · , zs, w).
5.1. Definitions. In this subsection we recall the definitions of Γ-vertex algebras
and their quasi-modules introduced in [L2, L3].
A Γ-vertex algebra is a vector space V equipped with a distinguished vector 1
(called the vacuum vector), a linear map
Y : V → E(V ), v 7→ Y (v, z) =
∑
n∈Z
vnz
−n−1,
and a group homomorphism
R : Γ→ GL (V ) , g 7→ Rg,(5.1)
such that the following axioms hold: for g ∈ Γ, v ∈ V ,
Y (1, x) = 1V , Y (v, x)1 ∈ V [[x]] and lim
z→0
Y (v, x)1 = v,(5.2)
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Rg(1) = 1 and RgY (v, z)R
−1
g = Y (Rg(v), φ(g)
−1z),(5.3)
and for u, v ∈ V ,
z−10 δ
(
z1 − z2
z0
)
Y (u, z1)Y (v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
Y (v, z2)Y (u, z1)
= z−12 δ
(
z1 − z0
z2
)
Y (Y (u, z0)v, z2).
In other words, a Γ-vertex algebra is a vertex algebra together with a Γ-action as
in (5.1) such that the axiom (5.3) holds.
A linear map ϕ from a Γ-vertex algebra (V, Y,1, R) to another Γ-vertex algebra
(V ′, Y ′,1′, R′) is called a Γ-vertex algebra homomorphism if for g ∈ Γ, v, w ∈ V ,
ϕ(1) = 1′, ϕ(Y (v, z)w) = Y ′(ϕ(v), z)ϕ(w) and ϕ(Rg(v)) = R′g(ϕ(v)).(5.4)
The following is an analogue of [LL, Proposition 5.7.9].
Proposition 5.1. Let ϕ be a linear map from a Γ-vertex algebra (V,1, Y, R) to
a Γ-vertex algebra (V ′,1′, Y ′, R′) such that ϕ(1) = 1′ and let T be a generating
subset of V as a vertex algebra. Assume that for a ∈ T , g ∈ Γ and v ∈ V ,
ϕ(Y (a, z)v) = Y ′(ϕ(a), z)ϕ(v),(5.5)
ϕ(Rg(v)) = R
′
g(ϕ(v))⇒ ϕ(Rg(Y (a, z)v)) = R
′
g(Y
′(ϕ(a), z)ϕ(v)).(5.6)
Then ϕ is a Γ-vertex algebra homomorphism.
Proof. In view of [LL, Proposition 5.7.9], the condition (5.5) implies that ϕ is a ver-
tex algebra homomorphism. Thus, it remains to show that ϕ(Rg(v)) = R
′
g(ϕ(v))
for g ∈ Γ, v ∈ V . This assertion can be easily checked by the assertion (5.5), the
condition (5.6) and the fact that V is generated by T . 
Let (V, Y,1, R) be a Γ-vertex algebra. A quasi-module for V is a vector space
W equipped with a linear map
YW : V → E(W ), v 7→ YW (v, z)
such that the following conditions hold: for g ∈ Γ, v ∈ V ,
YW (1, z) = 1W , YW (Rgv, z) = YW (v, φ(g)z) ,(5.7)
and for u, v ∈ V , there exists a polynomial 0 6= f(z1, z2) ∈ CΓ[z1, z2] such that
z−10 δ
(
z1 − z2
z0
)
f(z1, z2)YW (u, z1)YW (v, z2)− z
−1
0 δ
(
z2 − z1
−z0
)
f(z1, z2)
· YW (v, z2)YW (u, z1) = z
−1
2 δ
(
z1 − z0
z2
)
f(z1, z2)YW (Y (u, z0)v, z2).
When Γ = {1}, a quasi-module for a Γ-vertex algebra is nothing but a module for
a vertex algebra.
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Finally, we remark that if ϕ : V → V ′ is a homomorphism of Γ-vertex algebras
and (W,Y ′W ) is a quasi-V
′-module, then W is naturally a quasi-V -module with the
module action YW = Y
′
W ◦ ϕ.
5.2. Γ-vertex algebras arising from Γ-local subspaces. In this subsection
we first recall a general construction of Γ-vertex algebras and their quasi-modules
developed in [L2], and then prove a result about the vanishing of certain (multi-)
commutators among vertex operators (see Lemma 5.4).
Let W be a given vector space. Formal series a(z), b(z) ∈ E(W ) are said to be
mutually Γ-local if there exists a non-zero polynomial f(z, w) ∈ CΓ[z, w] such that
f(z, w) [a(z), b(w)] = 0.(5.8)
In [L2], for any mutually Γ-local pair a(z), b(z) in E(W ) and α ∈ C×, the author
defined a corresponding generating function
Yα(a(z), w)b(z) =
∑
n∈Z
(
a(z)(α,n)b(z)
)
w−n−1 ∈ E(W )[[w,w−1]].
See [L2, Definition 3.4] for details. When α = 1, we often write
Y(a(z), w)b(z) = Y1(a(z), w)b(z) and a(z)nb(z) = a(z)(1,n)b(z).
A subspace U of E(W ) is said to be Γ-local if any pair a(z), b(z) ∈ U are mutually
Γ-local. For any α ∈ C×, a Γ-local subspace U of E(W ) is said to be closed under
Yα if a(z)(α,n)b(z) ∈ U for any pair a(z), b(z) ∈ U and n ∈ Z. We define a linear
map R : Γ→ GL(E(W )) by the rule
Rg(a(z)) = a(φ(g)z), g ∈ Γ, a(z) ∈ E(W ).(5.9)
The following result was proved in [L3, Theorem 2.9]
Proposition 5.2. Let U be a Γ-local subspace of E(W ). Then there exists a
smallest Γ-local subspace 〈U〉Γ, that contains 1W and U and that is closed under
Yα for any α ∈ φ(Γ). Moreover, (〈U〉Γ, 1W ,Y ,R) is a Γ-vertex algebra and (W,YW)
is a natural faithful quasi-module for it, with
YW(a(z), w) = a(w), a(z) ∈ 〈U〉Γ, w ∈ W.(5.10)
Let U be as in Proposition 5.2. We remark that, if U is also invariant under the
Γ-action (5.9), then it follows from [L2, Proposition 4.12] that
〈U〉Γ = 〈U〉{1} = SpanC{a
(1)
r1
· · · a(s)rs 1W | a
(i) ∈ U, ri ∈ Z, 1 ≤ i ≤ s, s ≥ 0}.(5.11)
Namely, 〈U〉Γ is generated by U as a vertex algebra. We now mention a result
of Li which plays an essential role in determining the structure of various vertex
algebras arising from Γ-local sets.
DRINFELD TYPE PRESENTATIONS 25
Lemma 5.3. Let a(z), b(z) ∈ E(W ) and let 0 6= f(z, w) ∈ CΓ[z, w]. If the Γ-
locality (5.8) holds, then
(w1 − w2)
s [Y(a(z), w1),Y(b(z), w2)] = 0,(5.12)
where s is the order of the zero of f(z, w) at z = w. Moreover, if
f(z, w) =
l∏
k=1
(z − αkw)
rk , αk ∈ φ(Γ), rk ∈ Z+,
then one has that
[a(z), b(w)] =
l∑
k=1
rk−1∑
n=0
a(w)(αk,n)b(w) δ
(αk ,n)(z, w),(5.13)
[Y(a(z), w1),Y(b(z), w2)] =
l∑
k=1
δαk ,1
rk−1∑
n=0
(Y(a(z)nb(z), w2)) δ
(n)(w1, w2).(5.14)
Proof. The locality (5.12) was proved in [L2, Proposition 4.8], the commutator
formula (5.13) was proved in [L2, Proposition 3.13], and the commutator formula
(5.14) is impled by (5.12) and (5.13). 
The rest part of this subsection is devoted to a proof of the following result.
Lemma 5.4. Let U be a Γ-local subset of E(W ) and a1(z), · · · , as(z), b(z) ∈ U for
some s ∈ Z+. Assume that there exist polynomials g(z1, · · · , zs, w), g
′(z1, · · · , zs, w)
in C[z1, · · · , zs, w] such that
g(w, · · · , w, w) 6= 0,(5.15)
and such that
g(z1, · · · , zs, w)g
′(z1, · · · , zs, w) [a1(z1), · · · , [as(zs), b(w)]] = 0.(5.16)
Then the following relation holds true
g′(w1, · · · , ws, w) [Y(a1(z), w1), · · · , [Y(as(z), ws),Y(b(z), w)]] = 0.(5.17)
Before proving Lemma 5.4, we present two of its by-products, which will play a
key role in our proof of Theorem 1.5.
Corollary 5.5. Let U be a Γ-local subset of E(W ) and a1(z), a2(z), b(z) ∈ U .
Assume that there exists a positive integer M such that
(zM1 − z
M
2 ) [a(z1), [a(z2), b(w)]] = 0.
Then the following relation holds true
(w1 − w2) [Y(a1(z), w1), [Y(a2(z), w2),Y(b(z), w)]] = 0.
Proof. By applying Lemma 5.4 with g(z1, z2, w) = z1 − z2 and g
′(z1, z2, w) =
zM1 −zM2
z1−z2 . 
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Corollary 5.6. Let U be a Γ-local subset of E(W ) and a1(z), · · · , as(z), b(z) ∈ U
for some s ∈ Z+. Assume that there exist polynomials hij(z, w) ∈ CΓ[z, w], 1 ≤
i < j ≤ s and gσ(z1, · · · , zs, w) ∈ C[z1, · · · , zs, w], σ ∈ Ss such that
hij(w,w) 6= 0, hij(z, w) [ai(z), aj(w)] = 0, i, j = 1, · · · , s,(5.18)
and moreover∑
σ∈Ss
gσ(w, · · · , w, w) 6= 0,(5.19) ∑
σ∈Ss
gσ(z1, · · · , zs, w) [a1(zσ(1)), · · · , [as(zσ(s)), b(w)]] = 0.(5.20)
Then the following relation holds true
[Y(a1(z), w1), · · · , [Y(as−1(z), ws−1), [Y(as(z), ws),Y(b(z), w)]]] = 0.(5.21)
Proof. We need to introduce the polynomials
h(z1, · · · , zs) =
∏
1≤i<j≤s
∏
1≤a<b≤s
hij(za, zb),
g(z1, · · · , zs, w) = h(z1, · · · , zs) · (
∑
σ∈Ss
gσ(z1, · · · , zs, w)).
From (5.18) and (5.19), it follows that
g(w, · · · , w, w) 6= 0.(5.22)
Moreover, by using (5.18) and the Jacobi identity, one has that
h(z1, · · · , zs)
(
[a1(z1), · · · , [as(zs), b(z)]]− [a1(zσ(1)), · · · , [as(zσ(s)), b(z)]]
)
= 0,
for all σ ∈ Ss. This together with (5.20) gives that
g(z1, · · · , zs, w) [a1(z1), · · · , [as(zs), b(z)]] = 0.(5.23)
So the assertion is implied by Lemma 5.4 (with g′(z1, · · · , zs, w) = 1), (5.22) and
(5.23). 
Now we turn to prove Lemma 5.4. We start with a slight generalization of
Lemma 5.3.
Lemma 5.7. Let U be a Γ-local subset of E(W ) and a1(z), · · · , as(z), b(z) ∈ U
for some s ∈ Z+. Then the formal series [a1(z1), · · · , [as(zs), b(z)]] is a finite
summation of the form ∑
(α,n)∈(φ(Γ))s×Ns
cα,n(w) δ
(α,n)(z1, · · · , zs, z)(5.24)
for some uniquely determined formal series cα,n(z) ∈ 〈U〉Γ. Moreover,
[Y(a1(z), w1), · · · , [Y(as(z), ws),Y(b(z), w)]]
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is a finite summation of the form∑
(α,n)∈(φ(Γ))s×Ns
δα,1 Y(c1,n(z), w) δ
(n)(w1, · · · , ws, w).(5.25)
Proof. When s = 1, the assertion is implied by Lemma 5.3. For the general case,
one can prove the assertion by using Lemma 5.3 and an induction argument. We
omit the details. 
We now record two well-known properties of δ-functions for later use, whose
proofs can be found respectively in [L1, § 2] and [LL, (2.3.51)].
Lemma 5.8. Let f1(w), · · · , fl(w) ∈ W [[w,w
−1]] and let (α1,n1), · · · , (αl,nl) be
some distinct pairs in (φ(Γ))s × Ns, where s ∈ Z+. Then
l∑
k=1
fk(w) δ
(αk,nk)(z1, · · · , zs, w) = 0
if and only if fk(w) = 0 for all k = 1, · · · , l.
Lemma 5.9. For any Laurent polynomial f(w1, w2) and α ∈ C
×, one has that
f(w1, w2)
(
∂
∂w1
)n
δ
(
α
w1
w2
)
=
n∑
k=0
(−1)k
(
n
k
)((
∂
∂w1
)k
f
)
(w2, αw2)
(
∂
∂w1
)n−k
δ
(
α
w1
w2
)
.
Here we are ready to finish the proof of Lemma 5.4. Let a1(z), · · · , as(z), b(z)
and g(z1, · · · , zs, w), g
′(z1, · · · , zs, w) be as in Lemma 5.4. Due to Lemma 5.7, we
may write the the commutators
[a1(z1), · · · , [as(zs), b(w)]] and [Y(a1(z), w1), · · · , [Y(as(z), ws),Y(b(z), w)]]
as in (5.24) and (5.25), respectively. Given an (α,n) ∈ (φ(Γ))s × Ns. Then it
follows from Lemma 5.9 that the formal series
A(z1, · · · , zs, w) δ
(α,n)(z1, · · · , zs, w) (A = g or g
′)
is a finite summation of the form∑
m4n∈Ns
Aα,n,m(w) δ
(α,m)(z1, · · · , zs, w)(5.26)
for some Aα,n,m(w) ∈ C[w], where m 4 n means that mk ≤ nk for all 1 ≤ k ≤ s.
For any m 4 n, set
cα,n,m(w) = g
′
α,n,m(w) cα,n(w) ∈ W [[w,w
−1]],
bn,m(w) = g
′
1,n,m(w)Y(c1,n(z), w) ∈ E(W )[[w,w
−1]].
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Then one can conclude from (5.24) and (5.26) (with A = g′) that the formal series
g′(z1, · · · , zs, w) [a1(z1), · · · , [as(zs), b(w)]]
is a finite summation of the form∑
(α,n)∈(φ(Γ))s×Ns
c′α,n(w) δ
(α,n)(z1, · · · , zs, w),(5.27)
where c′α,n(w) =
∑
n′<n cα,n′,n(w). Similarly, by applying (5.25) and (5.26) (with
A = g′), we know that the formal series
g′(w1, · · · , ws, w) [Y(a1(z), w1), · · · , [Y(as(z), ws),Y(b(z), w)]]
has the following expression∑
n∈Ns
b′n(w) δ
(n)(w1, · · · , ws, w),
where b′n(w) =
∑
n′<n bn′,n(w).
Thus, it suffices to prove that b′n(w) = 0 for all n ∈ N
s. Indeed, assume
conversely that the finite set {n ∈ Ns | b′n(w) 6= 0} is non-empty. Let us take
a maximal element n0 in this finite set with respect to the partial order 4. We
remark that for α ∈ φ(Γ) and m,n ∈ Ns with m 4 n, the formal series cα,n,m(z)
may be not contained in 〈U〉Γ. But these formal series belong to any maximal Γ-
local subspace, say U ′, of E(W ) that contains 1W and U . Moreover, as operators
on End(U ′)[[w,w−1]], one has by definition ([L2, Definition 3.4]) that
Y(c1,n,m(z), w) = bn,m(w).
This in particular shows that c′
1,n0(w) 6= 0 and that n0 is also maximal in the set
{n ∈ Ns | c′n(w) 6= 0}. Now, from (5.28) and (5.26) (with A = g), we know that
the formal series
g(z1, · · · , zs, w)g
′(z1, · · · , zs, w) [a1(z1), · · · , [as(zs), b(w)]]
is a finite summation of the form∑
(α,n)∈(φ(Γ))s×Ns
c′′α,n(w) δ
(α,n)(z1, · · · , zs, w),(5.28)
where c′′α,n(w) =
∑
n′<n gα,n′,n(w) c
′
α,n′(w). This together with Lemma 5.8 and
the assumption (5.16) gives that
c′′α,n(w) = 0, ∀ (α,n) ∈ (φ(Γ))
s × Ns.(5.29)
But, by the maximality of n0 and the assumption (5.15), one has that
c′′
1,n0
(w) = g1,n0,n0(w) c
′
1,n0
(w) = g(w,w, · · · , w) c′1,n0(w) 6= 0,
a contradiction to (5.29). This finishes the proof of Lemma 5.4.
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5.3. Γ-conformal Lie algebras and their universal Γ-vertex algebras. In
this subsection we recall another general construction of Γ-vertex algebras and
their quasi-modules given in [L3].
Recall that a conformal Lie algebra (C, Y−, T ) ([K2]), also known as a vertex
Lie algebra ([DLM, P]), is a vector space C equipped with a linear operator T and
a linear map
Y− : C → Hom(C, z−1C[z−1]), a 7→ Y−(u, z) =
∑
n≥0
u(n)z
−n−1(5.30)
such that for any u, v ∈ C,
[T, Y−(u, z)] = Y−(Tu, z) =
d
dz
Y−(u, z),(5.31)
Y−(u, z)v = Sing
(
ezTY−(v,−z)u
)
,
[Y−(u, z), Y−(v, w)] = Sing(Y−(Y−(u, z − w)v, w)),
where Sing stands for the singular part.
A conformal Lie algebra structure on a vector space C exactly amounts to a Lie
algebra structure on the quotient space
Ĉ = C[t, t−1]⊗ C/(1⊗ T +
d
dt
⊗ 1)(C[t, t−1]⊗ C)
of C[t, t−1]⊗ C. Let us denote by
ρ : C[t, t−1]⊗ C → Ĉ, tm ⊗ u 7→ u(m), u ∈ C, m ∈ Z
the natural quotient map. The following result was proved in [P, Remark 4.2].
Lemma 5.10. Let C be a vector space equipped with a linear operator T and a
linear map Y− as in (5.30) such that (5.31) holds. Then C is a conformal Lie
algebra if and only if there is a Lie algebra structure on Ĉ such that
[u(m), v(n)] =
∑
i≥0
(
m
i
)
(u(i)v)(m+ n− i),(5.32)
for u, v ∈ C, m, n ∈ Z.
Let C be a conformal Lie algebra. Set
Ĉ(−) = ρ(t−1C[t−1]⊗ C) and Ĉ(+) = ρ(C[t]⊗ C).
Then both Ĉ(+) and Ĉ(−) are subalgebras of Ĉ and
Ĉ = Ĉ(+) ⊕ Ĉ(−)(5.33)
is a polar decomposition of Ĉ. Moreover, the map
C → Ĉ(−), u 7→ u(−1)(5.34)
is an isomorphism of vector spaces ([P, Theorem 4.6]).
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Consider the induced Ĉ-module
VC = U(Ĉ)⊗U(Ĉ(+)) C,
where C is the one dimensional trivial Ĉ+-module. Set 1 = 1 ⊗ 1. Identify C as
a subspace of VC through the linear map u 7→ u(−1)1. Then it was proved in [P]
that there exists a unique vertex algebra structure on VC with 1 as the vacuum
vector and with
Y (u, z) = u(z) =
∑
n∈Z
u(n)z−n−1
for u ∈ C. In the literature, VC is often called the universal vertex algebra associ-
ated to C.
Lemma 5.11. Let C0 be a subset of C such that ρ(C[t, t
−1] ⊗ C0) generates the
associated Lie algebra Ĉ. Then C0 generates VC as a vertex algebra.
Proof. Since C generates VC as a vertex algebra, we only need to show that C0
generates C as a conformal Lie algebra. Using (5.32), one knows that any ele-
ment in the subalgebra of Ĉ generated by ρ(C[t, t−1] ⊗ C0) is a finite summation∑
u(i)(ni) for some u
(i) ∈ 〈C0〉, ni ∈ Z, where 〈C0〉 indicates the conformal Lie
subalgebra of C generated by C0. As ρ(C[t, t
−1] ⊗ C0) generates the Lie algebra
Ĉ, for any u ∈ C, there exist finitely many u(i) ∈ 〈C0〉 and ni ∈ Z such that
u(−1) =
∑
u(i)(ni).(5.35)
Note that Ĉ(+)∩ Ĉ(−) = 0 and k!u(−k−1) = T k(u)(−1) for u ∈ C, k ∈ Z+. Thus,
we may (and do) assume that all the integers ni appeared in (5.35) are −1. Then,
due to the isomorphism given in (5.34), one gets that 〈C0〉 = C, as desired. 
Recall from [L3] (see also [G-KK]) that a Γ-conformal Lie algebra (C, Y−, T, R)
is a conformal Lie algebra (C, Y−, T ) equipped with a group homomorphism
R : Γ→ GL(C), g 7→ Rg
such that for any u, v ∈ C,
TRg = φ(g)RgT,(5.36)
RgY−(u, z)Rg−1 = Y−(Rgu, φ(g)
−1z)),(5.37)
Y−(Rgu, z)v = 0 for all but finitely many g ∈ Γ.
As was pointed out in [G-KK], the following result shows that a Γ-conformal
Lie algebra exactly amounts to a conformal Lie algebra equipped with a Γ-action
on the associated Lie algebra by automorphisms.
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Lemma 5.12. Let (C, Y−, T ) be a conformal Lie algebra and let R : Γ→ GL(C) be
a group homomorphism such that (5.36) holds. Then (C, Y−, T, R) is a Γ-conformal
Lie algebra if and only if for each g ∈ Γ, the map
R̂g : Ĉ → Ĉ; u(m) 7→ φ(g)
m+1(Rg(u)(m)), u ∈ C, m ∈ Z(5.38)
is an automorphism of Ĉ and for each u, v ∈ C, [R̂g(u)(z), v(w)] = 0 for all but
finitely many g ∈ Γ.
Proof. Using (5.36), one can easily check that the map R̂g is well-defined. More-
over, for any u, v ∈ C and g ∈ Γ,
[R̂g(u)(z), R̂g(v)(w)] = [Rg(u)(φ(g)
−1z), Rg(v)(φ(g)−1w)]
=
∑
i≥0
φ(g)i+1
(
Rg(u)(i)Rg(v)
)
(φ(g)−1w)δ(i)(z, w).
On the other hand,
R̂g([u(z), v(w)]) =
∑
i≥0
R̂g(u(i)v)(w)δ
(i)(z, w) =
∑
i≥0
Rg(u(i)v)(φ(g)
−1w)δ(i)(z, w).
Thus, R̂g is an automorphism of Ĉ if and only if for any i ∈ Z,
Rg(u(i)v) = φ(g)
i+1(Rgu)(i)(Rgv),
Notice that this identity is equivalent to that in (5.37) and so we complete the
proof of lemma. 
Suppose now that C is a Γ-conformal Lie algebra. Then for each g ∈ Γ, the
automorphism R̂g on Ĉ preserves the polar decomposition (5.33) and hence induces
a linear automorphism, still denoted by Rg, on VC ∼= U(Ĉ
(−)). The following result
was proved in [L3, Lemma 4.16].
Lemma 5.13. If C is a Γ-conformal Lie algebra, then the universal vertex algebra
VC associated to C is a Γ-vertex algebra with the Γ-action given by
R : Γ→ GL(VC), g 7→ Rg, g ∈ Γ.
Following [L3], we define a new operation [·, ·]Γ on Ĉ by letting
[a, b]Γ =
∑
g∈Γ
[R̂g(a), b]
for a, b ∈ Ĉ. Under this operation, the quotient space
ĈΓ = Ĉ/SpanC{R̂g(a)− a | a ∈ Ĉ, g ∈ Γ}
becomes a Lie algebra ([L3, Lemma 4.1]).
Remark 5.14. If Γ = 〈g〉 is a finite cyclic group, then it is easy to see that ĈΓ is
isomorphic to the subalgebra of Ĉ fixed by ĝ.
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For any u ∈ C, m ∈ Z, we will also denote the image of u(m) in ĈΓ by itself.
Note that there is a natural Z-grading structure on ĈΓ such that deg(u(m)) = m
for u ∈ C,m ∈ Z. For any restricted ĈΓ-module W and u ∈ C, we set
u(z) =
∑
m∈Z
u(m)z−m−1 ∈ E(W ).
The following result was proved in [L3, Theorem 4.17].
Proposition 5.15. Let C be a Γ-conformal Lie algebra. Assume that the character
φ : Γ→ C× is injective. Then any restricted module W for ĈΓ is naturally a quasi-
module for the Γ-vertex algebra VC with YW (u, z) = u(z) for u ∈ C. On the other
hand, any quasi-module W for the Γ-vertex algebra VC is naturally a restricted
module for the Lie algebra ĈΓ with u(z) = YW (u, z) for u ∈ C.
6. Proof of Theorem 1.4 and Theorem 1.5
In this section we prove the main results of this paper (Theorems 1.4 and 1.5)
stated in the Introduction. Throughout this section, let Γ = 〈µ〉 and let φ : Γ →
C× be the character determined by the rule φ(µ) = ξ−1.
6.1. Proof of Theorem 1.5. As in Theorem 1.5, let m be one of the algebras g, n+
and n−, and W an arbitrary restricted DP (m, µ)-module. We define a subspace
Um,W of E(W ) as follows
Un+,W =
∑
i∈I
Cx+i (z), Un−,W =
∑
i∈I
Cx−i (z) and Ug,W = Un+,W ⊕ Un−,W .
Then one can conclude from the defining relation (X±) of DP (m, µ) that Um,W is
a Γ-local subspace of E(W ). Therefore, it follows from Proposition 5.2 that Um,W
generates a Γ-vertex algebra (〈Um,W 〉Γ, 1W ,Y ,R) and that (W,YW) is a quasi-
module of 〈Um,W 〉Γ with
YW(x
±
i (z), w) = x
±
i (w), i ∈ I.(6.1)
Moreover, it follows form (5.9) and the first relation in (X±) that
Rµk(x
±
i (z)) = x
±
i (ξ
−kz) = ξk x±µ(i)(z), i ∈ I, k ∈ ZN .(6.2)
When µ = 1, recall the usual Serre relation (DS)p given in (3.21). The following
result will be proved in § 6.3.
Proposition 6.1. Dp(g, 1) is a Drinfeld type presentation of ĝ.
Assume now that Proposition 6.1 holds. Then we can prove the following result.
Lemma 6.2. Let m be one of the algebras g, n+ and n−. Then there is an m̂-module
structure on the Γ-vertex algebra 〈Um,W 〉Γ with the action determined by
e±i (w) = Y(x
±
i (z), w), i ∈ I.(6.3)
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Furthermore, as an m̂-module, 〈Um,W 〉Γ is generated by 1W and the elements in
{tm1 ⊗ e
±
i | i ∈ I,m ∈ N} ∩ m̂(6.4)
act trivially on 1W .
Proof. We first prove that the action (6.3) determines an m̂-module structure on
〈Um,W 〉Γ with m = n+. In view of Proposition 6.1, it suffices to show that the
operators Y(x+i (z), w), i ∈ I satisfy the relations
fij(w1 − w2) · [Y(x
+
i (z), w1),Y(x
+
j (z), w2)] = 0, for i, j ∈ I,(6.5)
[Y(x+i (z), w1), · · · , [Y(x
+
i (z), w1−aij ),Y(x
+
j (z), w)]] = 0, for (i, j) ∈ I.(6.6)
and if g is of type A
(1)
1 , satisfy the following addition relation
(w1 − w2) [Y(x
+
i (z), w1), [Y(x
+
i (z), w2),Y(x
+
j (z), w)]] = 0, for i 6= j.(6.7)
Indeed, the relation (6.5) is implied by the defining relation (X+) of DP (n+, µ) and
(5.12), the relation (6.6) follows from the defining relation (DS+)P of DP (n+, µ),
the condition (P 2) and Corollary 5.6, and the relation (6.7) is implied by the
defining relation (AS±) of DP (n+, µ) and Corollary 5.5. Similarly, one can prove
that 〈Un−,W 〉Γ is an n̂−-module with the action determined by (6.3).
Now we turn to consider the case that m = g. In this case the formal series
hi(z) =
∑
m∈Z
hi,mz
−m−1, i ∈ I, c(z) =
∑
m∈Z
δm,−1cz−m−1
are also contained in 〈Ug,W 〉Γ. We are going to prove that the action
e±i (w) = Y(x
±
i (z), w), α
∨
i (w) = Y(hi(z), w), i ∈ I, k1 = NY(c(z), w)
determines a ĝ-module structure on 〈Ug,W 〉Γ. This action is well-defined as
∂
∂z
Y(c(z), w) = Y(
∂
∂z
c(z), w) = 0.
Again by using Proposition 6.1, in addition the relations in (6.5) and (6.6), it
remains to prove that the following commutation relations:
[Y(hi(z), w1),Y(hj(z), w2)] = ǫ
−1
j aij Y(c(z), w2)δ
(1)(w1, w2);(6.8)
[Y(hi(z), w1),Y(x
±
j (z), w2)] =± aij Y(x
±
j (z), w2)δ
(0)(w1, w2);(6.9)
[Y(hi(z), w1),Y(c(z), w2)] = 0 = [Y(x
±
i (z), w1),Y(c(z), w2)];(6.10)
[Y(x+i (z), w1),Y(x
−
j (z), w2)] = δi,j
(
Y(hj(z), w2)δ
(0)(w1, w2)(6.11)
+ ǫ−1j Y(c(z), w2)δ
(1)(w1, w2)
)
,
for i, j ∈ I. Now we rewritten the defining relation (H) of DP (g, µ) as follows
[hi(z), c(w)] = 0, [hi(z), hj(w)] =
∑
k∈ZN
N
ǫj
aiµk(j)c(w2)δ
(ξk,1)(w1, w2).
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This together with Lemma 5.3 gives (6.8). The relations (6.9)-(6.11) can be proved
in a similar way by using the remaining defining relations of DP (g, µ) and Lemma
5.3, and we omit the details.
For the furthermore statement, it follows from (6.2) that Um,W is a Γ-submodule
of E(W ) and hence 〈Um,W 〉Γ = 〈Um,W 〉{1} (see (5.11)). This implies that the m̂-
module 〈Um,W 〉Γ is generated by 1W . So it remains to prove that the elements in
(6.4) act trivially on 1W , or equivalently, to prove that
Y(x±i (z), w).1W ∈ 〈Um,W 〉Γ[[w]].
But this is just the creation property of the vacuum vector 1W (see (5.2)), and so
we complete the proof. 
Let m̂ be one of the algebras ĝ, n̂+ and n̂−. We define m̂(+) to be the subalgebra
of m̂ generated by the elements in (6.4). Form the induced m̂-module
V (m̂) = U (m̂)⊗U(m̂(+)) C,
where C stands for the one dimensional trivial m̂(+)-module. Then it follows from
Lemma 6.2 and the universality of the m̂-module V (m̂) that there is a (unique)
surjective m̂-module homomorphism
ϕm,W : V (m̂)→ 〈Um,W 〉Γ
such that ϕm,W (1) = 1W . In what follows, we will often view
Tm = {e
±
i | i ∈ I} ∩m(6.12)
as a subset of V (m̂) in sense of that
e±i = (t
−1
1 ⊗ e
±
i )⊗ 1, i ∈ I.
Since ϕm,W is an m̂-module homomorphism, one gets that
ϕm,W (e
±
i (w).1) = e
±
i (w).ϕm,W (1) = Y(x
±
i (z), w)1W , i ∈ I.
By the creation property on the vacuum vector (see (5.2)), this implies that
ϕm,W (e
±
i ) = x
±
i (z), i ∈ I.(6.13)
The following result will be proved in § 6.4.
Proposition 6.3. Let m̂ be one of the algebras ĝ, n̂+ and n̂−. Then there exists
a Γ-vertex algebra structure on the induced m̂-module V (m̂) such that 1 = 1 ⊗ 1
is the vacuum vector and such that Tm generates V (m̂) as a vertex algebra. The
vertex operators on Tm are given by
Y (e±i , z) = e
±
i (z) =
∑
m∈Z
(tm1 ⊗ e
±
i )z
−m−1, i ∈ I,(6.14)
and the Γ-action on Tm is determined by
Rµ(e
±
i ) = ξ
−1e±µ(i), i ∈ I.(6.15)
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Moreover, any quasi-module W for the Γ-vertex algebra V (m̂) is naturally a re-
stricted module for the Lie algebra m̂[µ] with
e±i (z) =
∑
m∈Z
(tm1 ⊗ e
±
i(m))z
−m−1 = YW (e±i , z), i ∈ I.(6.16)
On the other hand, any restricted module W for the Lie algebra m̂[µ] is naturally
a quasi-module for the Γ-vertex algebra V (m̂) with YW (e
±
i , z) = e
±
i (z) for i ∈ I.
We continue the proof of Theorem 1.5 by assuming that Proposition 6.3 holds.
Lemma 6.4. For any m = g, n+ or n−, the m̂-module homomorphism ϕm,W :
V (m̂)→ 〈Um,W 〉Γ is a Γ-vertex algebra homomorphism
Proof. By the general principle given in Proposition 5.1, one only need to prove
that for a ∈ Tm and v ∈ V (m̂),
ϕm,W (Y (a, w)v) = Y(ϕm,W (a), w)ϕm,W (v),(6.17)
and that for a ∈ Tm, k ∈ ZN and v ∈ V (m̂),
ϕm,W (Rµk(Y (a, w)v)) = Rµk (Y(ϕm,W (a), w)ϕm,W (v)) ,(6.18)
provided that
ϕm,W (Rµk(v)) = Rµk(ϕm,W (v)).(6.19)
We first prove the identity (6.17). Indeed, for i ∈ I and v ∈ V (m̂), one has that
ϕm,W (Y (e
±
i , w)v) = ϕm,W (e
±
i (w).v) by (6.14)
= e±i (w).ϕm,W (v) (as ϕm,W is a module homomorphism)
= Y(x±i (z), w)ϕm,W (v) = Y(ϕm,W (e
±
i ), w)ϕm,W (v). by (6.3), (6.13).
Next we prove that the condition (6.19) implies the identity (6.18). For i ∈ I,
k ∈ ZN and v ∈ V (m̂), one has that
ϕm,W ◦Rµk(Y (e
±
i , w)v) = ϕm,W (Y (Rµk(e
±
i ), w)Rµk(v)) by (5.3)
= ξkϕm,W (Y (e
±
µk(i)
, w)Rµk(v)) = ξ
kϕm,W (e
±
µk(i)
(w)Rµk(v)) by (6.15), (6.14)
= ξke±
µk(i)
(w).ϕm,W (Rµk(v)) = ξ
kY(x±
µk(i)
(z), w)ϕm,W (Rµk(v)) by (6.3)
= Y(Rµk(x
±
i (z)), w)ϕm,W (Rµk(v)) = Y(Rµk(x
±
i (z)), w)Rµk(ϕm,W (v)) by (6.2), (6.19)
= Rµk
(
Y(x±i (z), w)ϕm,W (v)
)
= Rµk
(
(e±i (z)).ϕm,W (v)
)
by (5.3), (6.3)
= Rµk ◦ ϕm,W (e
±
i (w).v) = Rµk ◦ ϕm,W (Y (e
±
i , w)v), by (6.14)
as desired. 
Now we are ready to complete the proof of Theorem 1.5. Firstly, recall that
the restricted DP (m, µ)-module W is naturally a quasi-〈Um,W 〉Γ-module under the
action (6.1). Next, by Lemma 6.4, via the Γ-vertex algebra homomorphism ϕm,W ,
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the quasi-〈Um,W 〉Γ-module (W,YW) becomes a quasi-V (m̂)-module with YW (v, z) =
YW(ϕm,W (v), z), v ∈ V (m̂). In particular, by (6.3), one gets that
YW (e
±
i , w) = YW(x
±
i (z), w), i ∈ I.(6.20)
Finally, in view of Proposition 6.3, the quasi-V (m̂)-module (W,YW ) admits an
m̂[µ]-module structure with action (6.16). In summary, by the actions (6.1),(6.20)
and (6.16), we have proved that there is an m̂[µ]-module structure on W with
e±i (w) = YW (e
±
i , w) = YW(x
±
i (z), w) = x
±
i (w), i ∈ I.
This finishes the proof of Theorem 1.5 as the set
{tm1 ⊗ e
±
i(m) | i ∈ I,m ∈ Z} ∩ ĝ[µ]
generates the Lie algebra m̂[µ].
6.2. Proof of Theorem 1.4. In this subsection we give the proof of Theorem
1.4. For this purpose, we need to prove two simple results on restricted modules
of Z-graded Lie algebras.
Lemma 6.5. Let p = ⊕n∈Zpn be a Z-graded Lie algebra and let a ∈ p. Assume
that a.w = 0 for any restricted p-module W and any w ∈ W . Then a = 0.
Proof. Let a ∈ p be as in lemma and assume conversely that a 6= 0. Then one may
take a sufficiently large integer s such that a 6∈ p≥s, where p≥s = ⊕n≥spn. Consider
the left U(p)-module U(p)/U(p)p≥s via the left multiplication action. Note that
this p-module is restricted and so we have
a ∈ {x ∈ p | x.(U(p)/U(p)p≥s) = 0} = p ∩ U(p)p≥s.
However, one can conclude from the PBW basis theorem that
p ∩ U(p)p≥s = p≥s,
which implies a ∈ p≥s, a contradiction. 
Lemma 6.6. Let p be a Z-graded Lie algebra, and let f : p → q be a homo-
morphism of Lie algebras. Assume that for any restricted p-module W , there is a
q-module structure on it with
a.w = f(a).w, a ∈ p, w ∈ W.(6.21)
Then f is an injective map.
Proof. If a ∈ ker f , then for any restricted p-module W , the relation (6.21) gives
that a.w = 0 for all w ∈ W . Thus the assertion follows from Lemma 6.5. 
Now, recall from Lemma 3.6 that we already have the following surjective Lie
homomorphisms
θm,P : DP (m, µ)→ m̂[µ], m = g, n+ and n−.
By combining Theorem 1.5 with Lemma 6.6, one finds that these homomorphisms
are also injective. This completes the proof of Theorem 1.4.
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6.3. Proof of Proposition 6.1. When g is of not type A
(1)
1 , Proposition 6.1 was
proved in [E]. For convenience of the readers, in this subsection we give a proof of
Proposition 6.1 for any g. So throughout this subsection we assume that µ = Id.
Set D(m) = Dp(m, Id) and θm = θm,p for m = g, n+ or n−. Then we need to
prove that all θm are isomorphisms. Firstly, we have that
Proposition 6.7. The Lie homomorphism θg : D(g)→ ĝ is an isomorphism.
Proof. Notice that, for any restricted D(g)-module W , the relation
(z − w)[x±i (z), x
±
i (w)] = 0, i ∈ I,(6.22)
implies that (see Lemma 5.3)
[x±i (z), x
±
i (w)] = c
±
i (w)δ
(0)(z, w),
for some c±i (z) ∈ E(W ). But, on the other hand, one has that
[x±i (z), x
±
i (w)] = −[x
±
i (w), x
±
i (z)] = −c
±
i (z)δ
(0)(w, z) = −c±i (w)δ
(0)(z, w).
This gives that c±i (w) = 0 for i ∈ I and so we have that (see Lemma 6.5)
[x±i (z), x
±
i (w)] = 0, i ∈ I.(6.23)
When g is of untwisted affine type, by replacing the relation (6.22) with (6.23),
the presentation D(g) of ĝ was proved in [MRY]. When g is of other types, the
proof given in [MRY] is also valid. We left the details to the interesting readers. 
Let D˜(g) be the algebra generated by the same generators of D(g) with the
defining relations (H), (HX±) and (XX), and let D˜(g)+, D˜(g)− and D˜(g)0 be the
subalgebras of D˜(g) generated by x+i,m, x
−
i,m and hi,m, c (i ∈ I,m ∈ Z), respectively.
The following result is standard.
Lemma 6.8. D˜(g) = D˜(g)+⊕D˜(g)0⊕D˜(g)− and the algebra D˜(g)+ (resp. D˜(g)−)
are free generated by the elements x+i,m (resp. x
−
i,m), i ∈ I,m ∈ Z.
We denote by D̂(g) the quotient algebra of D˜(g) modulo the relation (X±),
and denote by D(g) the quotient algebra of D̂(g) modulo the relation (AS±)
(D̂(g) 6= D(g) only if g is of type A
(1)
1 ). Then D(g) is the quotient algebra of D(g)
obtained by modulo the relation (DS±)p. Similar to D(g), all the algebras D˜(g),
D̂(g) and D(g) are natural Z-graded.
Lemma 6.9. (i) In D˜(g), one has that
fij(z, w) · [[x
±
i (z), x
±
j (w)], x
∓
k (w
′)] = 0, i, j, k ∈ I.(6.24)
(ii) If g is of type A
(1)
1 , then in D̂(g) one has that
(z1 − z2)[[x
±
i (z1), [x
±
i (z2), x
±
j (w)]], x
∓
k (w
′)] = 0, (i, j) ∈ I, k ∈ I.(6.25)
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(iii) In D(g), one has that
[[x±i (z1), · · · , [x
±
i (z1−aij ), x
±
j (w)]], x
∓
k (w
′)] = 0, (i, j) ∈ I, k ∈ I.(6.26)
Proof. By applying the relations (XX) and (HX±) in D˜(g), one gets that
[[x±i (z), x
±
j (w)], x
∓
k (w
′)]
= ± δi,k[hi(z), x
±
j (w)]δ
(0)(z, w′)± δj,k[x±i (z), hj(w)]δ
(0)(w,w′)
= ± (δi,kaijx
±
j (w)− δj,kajix
±
i (z))δ
(0)(z, w)δ(0)(w,w′).
Then the identity (6.24) is implied by the fact that δi,kaijx
±
j (w)−δj,kajix
±
i (w) = 0
if aij ≥ 0, and that (z − w) δ
(0)(z, w) = 0 if aij < 0.
Note that a similar argument of (6.23) shows that for all i ∈ I, the relations
[x±i (z), x
±
i (w)] = 0 hold in D̂(g) and D(g). Therefore, in the rest of the proof, we
can and do assume that
fii(z, w) = 1, for i ∈ I(6.27)
in the relation (X±).
For the identities (6.25) and (6.26), we only need to check the case that k = i
or k = j. If k = j, then the identities (6.25) and (6.26) follow from the relation
(XX) with i = j. So assume now that k = i. Let W be an arbitrary restricted
D̂(g)-module. In view of the relation (X±) in D̂(g) and the equation (6.27), one
finds that as operators on W , the formal series
: x±i1(z1) · · ·x
±
ia(za) :=
∏
1≤s<t≤a
fis,it(zs, zt) · x
±
i1
(z1) · · ·x
±
ia(za), i1, · · · , ia ∈ I,
lie in the space Hom(W,W ((z1, · · · , za))).
We first consider the case that g is not of type A
(1)
1 and so D̂(g) = D(g). By
definition, we have that
[x±i (z), x
±
j (w)] =: x
±
i (z)x
±
j (w) : ((z − w)
−1 − (w − z)−1)
= : x±i (z)x
±
j (w) : δ
(0)(z, w) =: x±i (w)x
±
j (w) : δ
(0)(z, w).
More generally, one can easily check that for any a ≥ 1,x±i (z), : x±i (w) · · ·x±i (w)︸ ︷︷ ︸
(a−1)-copies
x±j (w) :
 =: x±i (w) · · ·x±i (w)︸ ︷︷ ︸
a-copies
x±j (w) : δ
(0)(z, w).
This implies that for any a ≥ 1,
[x±i (z1), · · · , [x
±
i (za), x
±
j (w)]]
= : x±i (w) · · ·x
±
i (w)︸ ︷︷ ︸
a-copies
x±j (w) : δ
(0)(z1, · · · , za, w).(6.28)
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For convenience, set b = 1 − aij . Then, by applying the relations (XX) and
(HX±), we have that
[[x±i (z1), · · · , [x
±
i (zb), x
±
j (w)], x
∓
i (w
′)]]
= ±
∑
1≤a≤b
[x±i (z1), · · · , [x
±
i (za−1), [hi(w
′), [x±i (za+1), · · · ,
· [x±i (zb), x
±
j (w)]]]]]δ
(0)(za, w
′)
= 2
∑
1≤a<a′≤b
X(z1, · · · , zˆa, · · · , zb, w)δ
(0)(za, za′)δ
(0)(za, w
′)
+ aij
∑
1≤a≤b
X(z1, · · · , zˆa, · · · , zb, w)δ
(0)(za, w)δ
(0)(za, w
′).
where for any a = 1, · · · , b,
X(z1, · · · , zˆa, · · · , zb, w) = [x
±
i (z1), · · · , [x
±
i (za−1), [x
±
i (za+1), · · · , [x
±
i (zb), x
±
j (w)]]]].
Moreover, it follows from (6.28) that for a, a′ = 1, · · · , b with a < a′,
X(z1, · · · , zˆa, · · · , zb, w)δ
(0)(za, z
′
a)δ
(0)(za, w
′)
=X(z1, · · · , zˆa, · · · , zb, w)δ
(0)(za, w)δ
(0)(za, w
′)
= : x±i (w) · · ·x
±
i (w)︸ ︷︷ ︸
−aij -copies
x±j (w) : δ
(0)(z1, · · · , za, w)δ
(0)(w,w′).
Thus, by combining these facts, we obtain that the formal series
[[x±i (z1), · · · , [x
±
i (zb), x
±
j (w)], x
∓
i (w
′)]]
= (b(b− 1) + aijb) : x
±
i (w) · · ·x
±
i (w)︸ ︷︷ ︸
−aij -copies
x±j (w) : δ
(0)(z1, · · · , za, w)δ
(0)(w,w′)
= 0
on any restricted D̂(g)-module. This together with Lemma 6.5 proves the identity
(6.26) with k = i, as required.
Now, we turn to consider the case that g is of type A
(1)
1 . Then by definition we
have that
[x±i (z), x
±
j (w)] =: x
±
i (z)x
±
j (w) : δ
(1)(z, w) +
(
∂
∂z
: x±i (z)x
±
j (w) :
)
|z=wδ
(0)(z, w).
From the relation (X±) and the equation (6.27), we also have
(z − w)2x±i (z)
(
∂n1+···+nk
∂zn11 · · ·∂z
nk
k
: x±i (z1) · · ·x
±
i (zk)x
±
j (w) :
)
|z1=···=zk=w
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lies in the space Hom(W,W ((z, w))) for any k ≥ 0 and n1, . . . , nk = 0, 1. This
implies that
[x±i (z1), [x
±
i (z2), x
±
j (w)]] =: x
±
i (w)x
±
i (w)x
±
j (w) : δ
(1,1)(z1, z2, w)
+
(
∂
∂z1
: x±i (z1)x
±
i (w)x
±
j (w) :
)
|z1=wδ
(0,1)(z1, z2, w)
+
(
∂
∂z2
: x±i (w)x
±
i (z2)x
±
j (w) :
)
|z2=wδ
(1,0)(z1, z2, w)
+
(
∂2
∂z1∂z2
: x±i (z1)x
±
i (z2)x
±
j (w) :
)
|z1=z2=wδ
(0,0)(z1, z2, w).
(6.29)
By using the relations (XX) and (HX±), we get that
[x∓i (w
′), [x±i (z1), [x
±
i (z2), x
±
j (w)]]]
=− 2 : x±i (w)x
±
j (w) : δ
(1,0,0)(w′, z1, z2, w)
+ 2
(
∂
∂z
: x±i (z)x
±
j (w) :
)
|z=wδ
(0,0,0)(w′, z1, z2, w),
(6.30)
and
[x∓i (w
′), [x±i (z1), [x
±
i (z2), [x
±
i (z3), x
±
j (w)]]]]
=6
(
∂
∂z
: x±i (w)x
±
i (z)x
±
j (w) :
)
|z=wδ
(11)(w′, z1, z2, z3, w)
+ 2
4∑
s=2
(
∂
∂z
: x±i (w)x
±
i (z)x
±
j (w) :
)
|z=wδ
(1s)(w′, z1, z2, z3, w)
+ 2
∑
1≤s<t≤4
: x±i (w)x
±
i (w)x
±
j (w) : δ
(1s,t)(w′, z1, z2, z3, w),
(6.31)
where 1s = (δ1s, . . . , δ4s) and 1s,t = (δ1s+δ1t, . . . , δ4s+δ4t). Then the identity (6.25)
is implied by Lemma 6.5, the relation (6.30) and the fact that (z−w)δ(0)(z−w) = 0.
For the identity (6.26), one can conclude from (6.29) that
: x±i (w)x
±
i (w)x
±
j (w) := 0 =
(
∂
∂z1
: x±i (z1)x
±
i (w)x
±
j (w) :
)
|z1=w
=
(
∂
∂z2
: x±i (w)x
±
i (z2)x
±
j (w) :
)
|z2=w
(6.32)
on any restricted D¯(g)-module. Then it is easy to see that the identity (6.26) is
implied by Lemma 6.5, the relation (6.31) and the relation 6.32 with k = i, as
required. 
Let D(g)+ and D(g)− denote respectively the subalgebras of D(g) generated
by the elements x+i,m and x
−
i,m for i ∈ I,m ∈ Z. By combining Lemma 6.8 with
Lemma 6.9, one immediately gets that
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Lemma 6.10. The algebra D(g)+ (resp. D(g)−) is isomorphic to the Lie algebra
abstractly generated by the elements x+i,m (resp. x
−
i,m), i ∈ I,m ∈ Z and subject to
the relations (X+), (AS+), (DS+)p (resp. (X−), (AS−), (DS−)p).
Finally, from Proposition 6.7 and Lemma 6.10, it follows that both θn+ and θn−
are isomorphisms. This completes the proof of Proposition 6.1.
6.4. Proof of Proposition 6.3. In this subsection, based on the theory of Γ-
conformal Lie algebras developed in § 5.2, we give a proof of Proposition 6.3. We
first consider the conformal Lie algebra Cg associated to ĝ. As a vector space
Cg =
(
C[T ]⊗ g
)
⊕ Ck1,
where g = g⊕
∑
m∈ZCt
m
2 k
′
1 ⊂ ĝ. We also introduce two subspaces of Cg as follows
Cn+ = C[T ]⊗ n+ and Cn+ = C[T ]⊗ n−,
where n+ = n+ ⊕
∑
m∈Z+ Ct
m
2 k
′
1 and n− = n− ⊕
∑
m∈Z+ Ct
−m
2 k
′
1. Let T be the
operator on Cg defined by
T (Tm ⊗ x) = Tm+1 ⊗ x, T (k1) = 0,(6.33)
where m ∈ N and x ∈ g. We define
Y− : Cg → Hom(Cg, z−1Cg[z−1]), x 7→
∑
n∈N
x(n)z
−n−1
to be the unique linear map such that the property (5.31) holds and such that
the non-trivial n-products on g⊕ k1 are as follows: for any α, β ∈ ∆, x ∈ gα and
y ∈ gβ , if α+ β ∈ ∆
× ∪ {0}, then
x(0)y = [x, y], x(1)y = 〈x, y〉k1;(6.34)
if g is of affine type, x = tm22 ⊗ x˙, y = t
n2
2 ⊗ y˙ and α + β ∈ ∆
0 \ {0}, then
x(0)y = [x, y] + 〈x˙, y˙〉m2(T ⊗ t
m2+n2
2 k
′
1), x(1)y = (m2 + n2)〈x˙, y˙〉t
m2+n2
2 k
′
1.(6.35)
Lemma 6.11. The triple (Cg, T, Y−) defined above is a conformal Lie algebra,
and Cn+, Cn− are two conformal Lie subalgebras of it. Moreover, the linear map
ig : Ĉg → ĝ defined by
x(m) 7→ tm1 ⊗ x, t
n
2k
′
1(m) 7→ t
m+1
1 t
n
2k
′
1, k1(m) 7→ δm,−1k1(6.36)
for x ∈ g and m,n ∈ Z, is an isomorphism of Lie algebras. Similarly, the linear
maps in± = ig|Ĉn±
: Ĉn± → n̂± are isomorphisms of Lie algebras.
Proof. Using (6.33), it is easy to see that all the maps ig, in+ and in− are iso-
morphisms of vector spaces. Then Ĉg admits a Lie algebra structure transferring
from ĝ. In view of Lemma 3.2, the Lie bracket on Ĉg is given by (5.32) with the
n-products defined by (6.34) and (6.35). Thus, by Lemma 5.10, (Cg, T, Y−) is a
conformal Lie algebra. Moreover, it is obvious that Cn+ and Cn− are invariant
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under the n-products (6.34) and (6.35). This implies that they are conformal Lie
subalgebras of Cg and the associated Lie algebras are isomorphic to n̂±. 
Recall the subset Tm ⊂ Cm defined in (6.12). Using Lemma 5.11, one gets that
Lemma 6.12. For any m = g, n+ or n−, Tm is a generating subset of the universal
vertex algebra VCm associated to Cm.
We now define a linear transformation Rµ on Cg such that
Rµ(T
n ⊗ x) = ξn+1 T n ⊗ µ(x), Rµ(k1) = k1
for n ∈ N, x ∈ gα, α ∈ ∆
× ∪ {0}, and such that (the following actions exist only
when g is of affine type)
Rµ(T
n ⊗ h) = ξn+1(T n ⊗ µ(h) + ρµ(h˙) T
n+1 ⊗ tm22 k
′
1),
Rµ(T
n ⊗ tn22 k
′
1) = ξ
n T n ⊗ tn22 k
′
1,
for n ∈ N, h = tm22 ⊗ h˙ with m2 6= 0, h˙ ∈ h˙[m2] and n2 ∈ Z.
Lemma 6.13. The map Rµ has order N and satisfies the axiom TRµ = ξ
−1RµT .
Proof. The assertion is obvious when g is of finite type. For the case that g is
of affine type, recall the automorphism µ˙ on g˙ and the linear functional ρµ on h˙
introduced in § 2.2. Then one can conclude from the fact µN = 1 and [CJKT2,
Lemma 2.1 (b),(c)] that ∑
k∈ZN
ρµ(µ˙
k(h˙)) = 0, ∀ h˙ ∈ h˙.
Using this and the action (2.4), one can easily check that RNµ (T
n ⊗ h) = T n ⊗ h
for n ∈ N, h = tm22 ⊗ h˙ with m2 6= 0 and h˙ ∈ h˙[m2]. This implies the first assertion
in lemma and the second one is obvious. 
In view of Lemma 6.13, we now have the following group homomorphism
R : Γ→ GL(Cg), µ
n 7→ Rµn = (Rµ)
n , n ∈ ZN ,
which satisfies the condition that
TRµn = ξ
−nRµnT, n ∈ ZN .(6.37)
Lemma 6.14. (Cg, T, Y−, R) is a Γ-conformal Lie algebra and Cn+, Cn− are Γ-
conformal Lie subalgebras of Cg. Moreover, the associated Lie algebra (Ĉm)Γ is
isomorphic to the Lie algebra m̂[µ] for m = g, n+ or n−.
Proof. Recall the linear map R̂µ : Ĉg → Ĉg induced by Rµ defined in (5.38).
By using the explicit action of µ̂ on ĝ given in Lemma 3.9, one can check that
R̂µ = ig ◦ µ̂◦ i
−1
g . So R̂µ is an automorphism of Ĉg. This together with Lemma 5.12
and (6.37) proves that (Cg, T, Y−, R) is a Γ-conformal Lie algebra. Note that both
Cn+ and Cn− are stable under the map Rµ. So they are Γ-conformal Lie subalgebras
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of Cg, which completes the proof of the first assertion. The second assertion follows
from Remark 5.14 and the moreover statement in Lemma 6.11. 
Combing Lemma 6.14 with Lemma 5.13, one knows that VCm admits a natural
Γ-vertex algebra structure. Recall the subalgebra m̂(+) of m defined in § 6.1 and
the subalgebra Ĉ
(+)
m of Ĉm defined in § 5.3.
Lemma 6.15. For any m = g, n+ or n−, one has that m̂(+) = im(Ĉ
(+)
m ).
Proof. It is easy to see that
im(Ĉ
(+)
m ) = SpanC
{
tm1 ⊗ x, t
m+1
1 t
n
2k
′
1
∣∣ x ∈ g, n ∈ Z, m ∈ N} ∩ m̂
is the subalgebra of m̂ generated by by the elements in (6.4), and hence coincides
with m̂(+), as required. 
Now we are ready to finish the proof of Proposition 6.3. In view of Lemma
6.15, there is a natural Γ-vertex algebra structure on V (m̂) transferring from VCm ,
with Tm as a generating subset (Lemma 6.12). This proves the first assertion of
Proposition 6.3. The second assertion of Proposition 6.3 is implied by Lemma 6.14
and Proposition 5.15, as desired.
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