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Our goal in this paper is to provide suﬃcient conditions for the existence of solutions
to discrete, nonlinear systems subject to multipoint boundary conditions. The criteria
we present depends on the size of the nonlinearity and the set of solutions to the
corresponding linear, homogeneous boundary value problems. Our analysis is based on the
Lyapunov–Schmidt Procedure and Brouwer’s Fixed Point Theorem. The results presented
extend the previous work of D. Etheridge and J. Rodríguez (1996, 1998) [5,6] and
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1. Introduction
In this paper we study nonlinear discrete systems of the form
y(k + n) + · · · + a0(k)y(k) = f
(
y(k)
)+ J∑
l=0
w(k, l)g
(
l, y(l), . . . , y(l + n − 1)) (1)
subject to the multipoint boundary conditions
n∑
j=1
bij(0)y( j − 1) +
n∑
j=1
bij(1)y( j) + · · · +
n∑
j=1
bij( J )y( j + J − 1) = 0 (2)
for i = 1,2, . . . ,n. Throughout this paper, J denotes a ﬁxed, positive integer. It will be assumed that the maps f and g
are continuous, f : R→ R and g : Rn+1 → R. The function w is real-valued and deﬁned for each (k, l) in {0,1, . . . , J } ×
{0,1, . . . , J }. Notice that when
w(k, l) =
{
1 if k = l,
0 if k = l
(1) becomes the classical difference equation
y(k + n) + · · · + a0(k)y(k) = f
(
y(k)
)+ g(k, y(k), . . . , y(k + n − 1)).
Our attention will be focused on the case where the corresponding linear, homogeneous difference equation
y(k + n) + an−1(k)y
(
k + (n − 1))+ · · · + a0(k)y(k) = 0 (3)
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(2) using the Brouwer Fixed Point Theorem in conjunction with the Lyapunov–Schmidt Procedure. Our results depend on
the limiting behavior of the function f , the solution space of the boundary value problem (3), (2), and on the size of the
nonlinear function g .
Approaches similar to the one presented in this paper have been successfully used in the analysis of nonlinear boundary
value problems for both differential and difference equations. For readers interested in the study of periodicity in discrete or
continuous dynamical systems, we suggest [2,4,5,7,9,21]. Those interested in nonlocal boundary value problems may consult
[6,11,12,14–16,18–20]. Abstract general formulations and applications to strongly nonlinear equations appear in [1,22].
2. Preliminaries
In order to study the solvability of (1), (2), we rewrite this boundary value problem (3), (2) in system form. The n × n
matrix A(k) is deﬁned by
A(k) =
⎡
⎢⎢⎣
0 1 0 · · · 0
0 0 1 · · · 0
...
−a0(k) −a1(k) −a2(k) · · · −an−1(k)
⎤
⎥⎥⎦
and we assume a0(k) = 0 for all k. The n × n boundary matrices B0, B1, . . . , B J are given by
Bl =
[
bij(l)
]
for l ∈ {0,1, . . . , J }. The vector-valued function x is given by
x(k) =
⎡
⎢⎢⎢⎣
x1(k)
x2(k)
...
xn(k)
⎤
⎥⎥⎥⎦
where x1(k) = y(k), x2(k) = y(k + 1), . . . , xn(k) = y(k + n − 1).
We deﬁne
Z = {h : {0,1,2, . . . , J − 1} →Rn}
and
X = {x : {0,1,2, . . . , J } →Rn: B0x(0) + B1x(1) + · · · + B J x( J ) = 0}.
In each of these spaces we will use the supremum norm; that is, for x ∈ X , ‖x‖ = sup{|x(k)|: k = 0,1, . . . , J } and for h ∈ Z ,
‖h‖ = sup{|h(k)|: k = 0,1,2, . . . , J − 1}, where | · | denotes the Euclidean norm on Rn .
The operators L, F , and G are maps from X into Z and are given by
L(x)(k) = x(k + 1) − A(k)x(k),
F (x)(k) =
⎡
⎢⎢⎣
0
0
...
f (x1(k))
⎤
⎥⎥⎦ ,
and
G(x)(k) =
⎡
⎢⎢⎣
0
0
...∑ J
l=0 w(k, l)g(l, x1(l), . . . , xn(l))
⎤
⎥⎥⎦ .
It is evident that the boundary value problem (1), (2) is equivalent to
Lx = F (x) + G(x). (4)
We ﬁrst consider the linear problem
x(k + 1) = A(k)x(k) + h(k) (5)
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B0x(0) + B1x(1) + · · · + B J x( J ) = 0 (6)
where we assume that for each nonnegative integer k, a0(k) = 0 and that both x(k) and h(k) belong to Rn .
In order to avoid redundancy in the statement of the boundary conditions, we suppose throughout the paper that the
n × n( J + 1) augmented matrix
[B0 : B1 : · · · : B J ]
has rank n. It should be noted that the rank of the augmented matrix [B0 : B1 : · · · : B J ] is n if and only if ⋂ Jl=0 ker(BTl ) = {0}.
Using the variation of constants formula, we can write solutions of
x(k + 1) = A(k)x(k) + h(k)
as
x(k) = Γ (k)x(0) + Γ (k)
k−1∑
l=0
Γ −1(l + 1)h(l),
where Γ (k) is the fundamental matrix solution of the homogeneous system x(k + 1) = A(k)x(k); that is, Γ (k) = A(k −
1)A(k − 2) · · · A(0) for k = 1,2, . . . and Γ (0) = In×n .
Consequently, x solves the boundary value problem (5), (6) if and only if
x(k) = Γ (k)x(0) + Γ (k)
k−1∑
l=0
Γ −1(l + 1)h(l) (7)
where
[
B0 + B1Γ (1) + · · · + B JΓ ( J )
]
x(0) = −
[
B1Γ (1)Γ
−1(1)h(0) + · · · + B JΓ ( J )
J−1∑
l=0
Γ −1(l + 1)h(l)
]
. (8)
This establishes the fact that (1), (2) are solvable when B1Γ (1)Γ −1(1)h(0) + · · · + B JΓ ( J )∑ J−1l=0 Γ −1(l + 1)h(l) ∈ Im(B0 +
B1Γ (1)+· · ·+ B JΓ ( J )). It follows that if B0 + B1Γ (1)+· · ·+ B JΓ ( J ) is invertible, then L is a bijection from X onto Z and
the formula for L−1 is given by
L−1(h)(k) = Γ (k)(B0 + B1Γ (1) + · · · + B JΓ ( J ))−1
×
(
−
(
B1Γ (1)Γ
−1(1)h(0) + · · · + B JΓ ( J )
J−1∑
l=0
Γ −1(l + 1)h(l)
))
+ Γ (k)
k−1∑
l=0
Γ −1(l + 1)h(l).
We will concern ourselves with the case when L is not invertible. We refer the reader to Rodríguez and Taylor [19] for
results in the case when L is invertible.
3. The case of singular L
We now wish to consider the case when the kernel of L is one-dimensional. Since L is not invertible, we cannot apply
Brouwer’s Fixed Point Theorem directly. The ideas presented in this section are standard with the Lyapunov–Schmidt Proce-
dure and are included for the reader’s convenience. The projections we construct have previously appeared in the setting of
discrete boundary value problems [18,19]. Similar projections have also been used in differential and difference equations
[1,4–6,10,12–15,17,20]. The techniques that appear below have been applied to a large number of problems in differen-
tial and difference equations [2,11,16]. For an abstract formulation of the Lyapunov–Schmidt Procedure and a discussion of
applications, we refer the interested reader to [3,4,8].
Proposition 3.1. ker(L) and ker(B0 + B1Γ (1) + · · · + B JΓ ( J )) have the same dimension.
Proof. Lx = 0 if and only if x(k) = Γ (k)v for some v ∈ ker[(B0 + B1Γ (1) + · · · + B JΓ ( J ))]. 
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Let φ(k) = Γ (k)v where the vector v spans ker(B0 + B1Γ (1) + · · · + B JΓ ( J )). Let
C1 =
J∑
l=0
∣∣φ(l)∣∣2.
Clearly, C1 = 0.
The proof of the following proposition appears in Rodríguez and Taylor [19].
Proposition 3.2. If we deﬁne P : X → X by
Px(k) = φ(k)C−11
J∑
l=0
φT (l)x(l),
then P is a projection onto ker(L).
3.2. Projection onto Im(L)
Before we deﬁne our projection, we ﬁrst need to deﬁne components that are vital to the construction of a projection
onto the image of L. We deﬁne ψ : {0,1, . . . , J − 1} →Rn by
ψ(k) =
J∑
l=k+1
[
Blφ(l)φ
−1(k + 1)]T w
where w spans ker((B0 + B1Γ (1) + · · · + B JΓ ( J ))T ). In order to simplify future estimates, we choose w such that
sup{|ψ(k)|: k = 0,1, . . . , J − 1} 1J ( J+1) .
The proof of the following proposition appears in Rodríguez and Taylor [19].
Proposition 3.3. Lx = h if and only if∑ J−1l=0 ψ T (l)h(l) = 0.
With the above notation, we deﬁne
C2 =
J−1∑
l=0
∣∣ψ(l)∣∣2.
Note that, according to a lemma in Rodríguez and Taylor [19], since
⋂ J
l=0 ker(B
T
l ) = {0}, ψ is not the zero map.
We now have the tools we need to deﬁne a projection onto the image of L.
Proposition 3.4. If we deﬁne E : Z → Z by
Ex(k) = x(k) − ψ(k)C−12
J−1∑
l=0
ψ T (l)x(l),
then E is a projection onto Im(L).
The proofs showing that P is a projection onto the kernel of L and E is a projection onto the image of L can be found
in Rodríguez and Taylor [19].
With the projections described above, we may now write X = ker(L) ⊕ Im(I − P ) and Z = Im(L) ⊕ Im(I − E). Note that
L : Im(I − P ) → Im(L) is a bijection and thus there exists a bounded and linear map M : Im(L) → Im(I − P ) such that
1. LMh = h for all h ∈ Im(L);
2. MLx = (I − P )x for all x ∈ X .
We now analyze Lx = F (x) + G(x) using the Lyapunov–Schmidt Procedure.
Proposition 3.5. Lx = F (x) + G(x) is equivalent to{
x = Px+MEF(x) +MEG(x) and
(I − E)F (Px+ME(F (x) + G(x)))+ (I − E)G(Px+ME(F (x) + G(x)))= 0.
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E
(
Lx− (F (x) + G(x)))= 0 and
(I − E)(Lx− (F (x) + G(x)))= 0.
Since E is a projection onto the Im(L), the above set of equations is equivalent to{
Lx = E(F (x) + G(x)) and
(I − E)(F (x) + G(x))= 0.
Using the fact that MLx = (I − P )x, we conclude that Lx = F (x) + G(x) if and only if{
x = Px+ME(F (x) + G(x)) and
(I − E)(F (Px+ME(F (x) + G(x)))+ G(Px+ME(F (x) + G(x))))= 0. 
4. Main results
Using Proposition 3.5 it is evident that Lx = F (x) + G(x) is equivalent to⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
x = αφ +MEF(x) +MEG(x) and
0 =
J−1∑
k=0
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k))
+
J−1∑
k=0
ψn(k)
( J∑
l=0
w(k, l)g
(
l,
[
αφ1(l) +
[
ME
(
F (x) + G(x))](l)]T )
)
where α ∈ R and φi(k), ψi(k), and [ME(F (x) + G(x))]i(k) are the ith entries of φ(k), ψ(k), and ME(F (x) + G(x))(k), respec-
tively.
Throughout our discussion, we will assume that
lim
r→∞ f (r)
and
lim
r→−∞ f (r)
both exist. We will denote them as
lim
r→∞ f (r) = f (∞)
and
lim
r→−∞ f (r) = f (−∞).
We introduce the notation:
O 1 =
{
k ∈ {0,1, . . . , J }: φ1(k) > 0
}
,
O 2 =
{
k ∈ {0,1, . . . , J }: φ1(k) = 0
}
,
O 3 =
{
k ∈ {0,1, . . . , J }: φ1(k) < 0
}
.
The number of elements in the set O 2 will be denoted by γ and we let m = sup{| f (t)|: t ∈R}. We deﬁne d =mγ .
The constants K1 and K2 will be given by
K1 = f (∞)
∑
O1
ψn(k) + f (−∞)
∑
O3
ψn(k),
K2 = f (−∞)
∑
O1
ψn(k) + f (∞)
∑
O3
ψn(k).
In our next two results, it is of fundamental importance that K1K2 < 0 and d min{|K1|, |K2|}. For the reader’s conve-
nience and the sake of simplicity, we will assume that K2 + d < 0 < K1 − d. The modiﬁcations needed for the case where
K1 + d < 0< K2 − d are straightforward.
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min{|K2 + d|, |K1 − d|} for all (k, l) ∈ {0,1, . . . , J } × {0,1, . . . , J } and s ∈ Rn, then there exists a real number α0 such that for all
α  α0 ,
J−1∑
k=0
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k))
+
J−1∑
k=0
ψn(k)
( J∑
l=0
w(k, l)g
(
l,
[
αφ1(l) +
[
ME
(
F (x) + G(x))](l)]T )
)
 0
and
J−1∑
k=0
ψn(k) f
(−αφ1(k) + [ME(F (x) + G(x))]1(k))
+
J−1∑
k=0
ψn(k)
( J∑
l=0
w(k, l)g
(
l,
[−αφ1(l) + [ME(F (x) + G(x))](l)]T )
)
 0.
Proof. Recall that we have chosen our basis for ker((B0 + B1Γ (1) + · · · + B JΓ ( J ))T ) so that ‖ψ‖ 1J ( J+1) . Note that
J−1∑
k=0
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k))=∑
O1
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k))
+
∑
O2
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k))
+
∑
O3
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k)).
Since ME(F + G) is bounded,
lim
α→∞
J−1∑
k=0
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k))= f (∞)∑
O1
ψn(k) +
∑
O2
ψn(k) f
([
ME
(
F (x) + G(x))]1(k))
+ f (−∞)
∑
O3
ψn(k) K1 − d.
Similarly,
lim
α→−∞
J−1∑
k=0
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k))= f (−∞)∑
O1
ψn(k) +
∑
O2
ψn(k) f
([
ME
(
F (x) + G(x))]1(k))
+ f (∞)
∑
O3
ψn(k) K2 + d.
Deﬁne K = sup{|w(k, l)g(l, s)|} for all (k, l) ∈ {0,1, . . . , J } × {0,1, . . . , J } and s ∈ Rn . Since K2 + d < 0 < K1 − d, there
is some α0 such that for all α  α0,
∑ J−1
k=0 ψn(k) f (αφ1(k) + [ME(F (x) + G(x))]1(k))  K and
∑ J−1
k=0 ψn(k) f (−αφ1(k) +
[ME(F (x) + G(x))]1(k))  −K . Since |w(k, l)g(l, [αφ1(l) + [ME(F (x) + G(x))]1(l)]T )|  K for all (k, l) ∈ {0,1,2, . . .} ×
{0,1,2, . . .}, for α  α0 and x ∈ X , ∑ J−1k=0 ψn(k) f (αφ1(k) + [ME(F (x) + G(x))]1(k)) +∑ J−1k=0 ψn(k)(∑ Jl=0 w(k, l)g(l, [αφ1(l) +
[ME(F (x) + G(x))]1(l)]T )) (K − K ) = 0. Similarly, for α  α0 and x ∈ X , ∑ J−1k=0 ψn(k) f (−αφ1(k) + [ME(F (x) + G(x))]1(k)) +∑ J−1
k=0 ψn(k)(
∑ J
l=0 w(k, l)g(l, [−αφ1(l) + [ME(F (x) + G(x))]1(l)]T )) (−K + K ) = 0. 
We will now use this lemma to prove the following theorem:
Theorem 4.2. Suppose that
1. dim(ker(B0 + B1Γ (1) + · · · + B JΓ ( J ))) = 1;
2. f :R→R is continuous and f (∞) and f (−∞) exist;
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4. g : {0,1, . . . , J } × Rn → R is continuous, w is real-valued and deﬁned for each (k, l) in {0,1, . . . , J } × {0,1, . . . , J }, and
|w(k, l)g(l, s)| <min{|K2 + d|, |K1 − d|} for all s ∈Rn.
Then there exists at least one solution of
y(k + n) + · · · + a1(k)y(k + 1) + a0(k)y(k) = f
(
y(k)
)+ J∑
l=0
w(k, l)g
(
l, y(l), . . . , y(l + n − 1))
satisfying
n∑
j=1
bij(0)y( j − 1) +
n∑
j=1
bij(1)y( j) + · · · +
n∑
j=1
bij( J )y( j + J − 1) = 0.
Proof. We deﬁne mappings
H1 :R× X → X,
H2 :R× X →R,
H :R× X →R× X
by
H1(α, x) = αφ +MEF(x) +MEG(x),
H2(α, x) = α −
( J−1∑
k=0
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k))
+
J−1∑
k=0
ψn(k)
( J∑
l=0
w(k, l)g
(
l,
[
αφ1(l) +
[
ME
(
F (x) + G(x))]1(l)]T )
))
,
and
H(α, x) = (H2(α, x), H1(α, x)).
As in the proof of Lemma 4.1, we deﬁne K = sup{|w(k, l)g(l, s)|} for all (k, l) ∈ {0,1, . . . , J } × {0,1, . . . , J } and s ∈ Rn .
Then, by Lemma 4.1, there exists α0  m where m = sup{| f (t)|: t ∈ R} such that for all α  α0, H2(α, x)  α and
H2(−α, x)−α.
Letting δ = α0 + (m+ K ), deﬁne B = {(α, x) ∈R× X: |α| δ and ‖x‖ δ‖φ‖+‖ME‖(m+ K )}. Here, we denote by ‖ME‖
the norm on the space of bounded linear functions.
Note that ‖MEF (x)‖ ‖ME‖m and ‖MEG(x)‖ ‖ME‖K for every x ∈ X .
For the next step in the proof, recall that ‖ψ‖ 1J ( J+1) . Now if α ∈ [α0, δ], for all x ∈ X , we have
H2(α, x) = α −
( J−1∑
k=0
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(x))]1(k))
+
J−1∑
k=0
ψn(k)
( J∑
l=0
w(k, l)g
(
l,
[
αφ1(l) +
[
ME
(
F (x) + G(x))]1(l)]T )
))
 α −
( J−1∑
k=0
∣∣ψn(k)∣∣∣∣ f (αφ1(k) + [ME(F (x) + G(x))]1(k))∣∣
+
J−1∑
k=0
∣∣ψn(k)∣∣
( J∑
l=0
∣∣w(k, l)∣∣∣∣g(l, [αφ1(l) + [ME(F (x) + G(x))]1(l)]T )∣∣
))
 α − (m + K )
 α − α0 − K
−K
−δ
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H2(−α, x) = −α −
( J−1∑
k=0
ψn(k) f
(−αφ1(k) + [ME(F (x) + G(x))]1(k))
+
J−1∑
k=0
ψn(k)
( J∑
l=0
w(k, l)g
(
l,
[−αφ1(l) + [ME(F (x) + G(x))]1(l)]T )
))
−α +
J−1∑
k=0
∣∣ψn(k)∣∣∣∣ f (−αφ1(k) + [ME(F (x) + G(x))]1(k))∣∣
+
J−1∑
k=0
∣∣ψn(k)∣∣
( J∑
l=0
∣∣w(k, l)∣∣∣∣g(l, [−αφ1(l) + [ME(F (x) + G(x))]1(l)]T )∣∣
)
−α + (m + K )
−α + α0 + K
 K
 δ.
Thus, for all x ∈ X and α ∈ [α0, δ], H2(α, x), H2(−α, x) ∈ [−α,α] ⊆ [−δ, δ].
Furthermore, if 0 α < α0, for all x ∈ X ,
∣∣H2(±α, x)∣∣ |±α| + J−1∑
k=0
∣∣ψn(k)∣∣∣∣ f (±αφ1(k) + [ME(F (x) + G(x))]1(k))∣∣
+
J−1∑
k=0
∣∣ψn(k)∣∣
( J∑
l=0
∣∣w(k, l)∣∣∣∣g(l, [±αφ1(l) + [ME(F (x) + G(x))]1(l)]T )∣∣
)
 α0 + (m + K )
 δ.
We have shown that H2 maps [−δ, δ]× X into [−δ, δ]. From this it follows that H(B) ⊆ B. For if (α, x) ∈ B, then H2(α, x) ∈
[−δ, δ], while∣∣H1(α, x)∣∣ |α||φ| + ∥∥ME(F (x) + G(x))∥∥ δ‖φ‖ + ‖ME‖m + ‖ME‖K .
Hence, the continuous function H maps the nonempty, closed, bounded, convex set B into itself. Therefore, the Brouwer
Fixed Point Theorem guarantees existence of at least one ﬁxed point, x˜, of H in B. For each such x˜, y˜ = x˜1 is a solution of
y(k + n) + · · · + a1(k)y(k + 1) + a0(k)y(k) = f
(
y(k)
)+ J∑
l=0
w(k, l)g
(
l, y(l), . . . , y(l + n − 1))
which satisﬁes
n∑
j=1
bij(0)y( j − 1) +
n∑
j=1
bij(1)y( j) + · · · +
n∑
j=1
bij( J )y( j + J − 1) = 0. 
5. Unbounded perturbation
In this section, we consider the case where the perturbation of f is allowed to be unbounded, but controlled by a small
parameter  . More precisely, we consider dynamic equations of the form
y(k + n) + · · · + a0(k)y(k) = f
(
y(k)
)+  J∑
l=0
w(k, l)g
(
l, y(l), . . . , y(l + n − 1))
subject to boundary conditions
n∑
j=1
bij(0)y( j − 1) +
n∑
j=1
bij(1)y( j) + · · · +
n∑
j=1
bij( J )y( j + J − 1) = 0.
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1. dim(ker(B0 + B1Γ (1) + · · · + B JΓ ( J ))) = 1;
2. f :R→R is continuous and f (∞) and f (−∞) exist;
3. K2 + d < 0< K1 − d;
4. g : {0,1, . . . , J } ×Rn →R is continuous and w is real-valued and deﬁned for each (k, l) ∈ {0,1, . . . , J } × {0,1, . . . , J }.
Then, there exists an 0 such that for  ∈ [0, 0], there exists at least one solution of
y(k + n) + · · · + a1(k)y(k + 1) + a0(k)y(k) = f
(
y(k)
)+  J∑
l=0
w(k, l)g
(
l, y(l), . . . , y(l + n − 1))
satisfying
n∑
j=1
bij(0)y( j − 1) +
n∑
j=1
bij(1)y( j) + · · · +
n∑
j=1
bij( J )y( j + J − 1) = 0.
Proof. Let G :R× X → Z be deﬁned by
G(, x)(k) =
⎡
⎣ 0...

∑ J
l=0 w(k, l)g(l, x1(l), . . . , xn(l))
⎤
⎦ .
As above, we deﬁne mappings
H1 :R×R× X → X,
H2 :R×R× X →R,
H :R×R× X →R× X
by
H1(,α, x) = αφ +MEF(x) +MEG(, x),
H2(,α, x) = α −
( J−1∑
k=0
ψn(k) f
(
αφ1(k) +
[
ME
(
F (x) + G(, x))]1(k))
+ 
J−1∑
k=0
ψn(k)
( J∑
l=0
w(k, l)g
(
l,
[
αφ1(l) +
[
ME
(
F (x) + G(x))]1(l)]T )
))
,
and
H(,α, x) = (H2(,α, x), H1(,α, x)).
We choose a value K > 0 so that K < min{|K2 + d|, |K1 − d|}. By the proof of Theorem 4.2, again deﬁning α0 and δ =
α0 + (m+ K ) as above, we can create a nonempty, convex set B = {(α, x) ∈R× X: |α| δ and ‖x‖ δ‖φ‖+ ‖ME‖(m+ K )}
such that, when  = 0, the following hold true:
1. for all α  α0 m, H2(0,α, x) α −m and H2(0,−α, x)−α +m;
2. for α ∈ [α0, δ], H2(0,α, x) 0 and H2(0,−α, x) 0;
3. for 0 α < α0, |H2(0,±α, x)| δ +m; and
4. |H1(0,α, x)| δ‖φ‖ + ‖ME‖m.
It is evident that
inf
(α,x)∈Bdist
(
H(0,α, x), ∂B)> 0;
that is, when  = 0, there is a positive distance between the boundary of the set B and the set of H(0,α, x) for (α, x) ∈ B.
Since X , Z are ﬁnite dimensional, it is obvious that B is compact. Therefore, if we choose a positive value, ˜ , so that we
restrict  to the interval [0, ˜], the map (,α, x) 
→ H(,α, x) is uniformly continuous on B. From this it follows that there
exists 0 such that if || 0,
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for all (α, x) ∈ B. The solvability of the difference equation
y(k + n) + · · · + a1(k)y(k + 1) + a0(k)y(k) = f
(
y(k)
)+  J∑
l=0
w(k, l)g
(
l, y(l), . . . , y(l + n − 1))
that satisﬁes
n∑
j=1
bij(0)y( j − 1) +
n∑
j=1
bij(1)y( j) + · · · +
n∑
j=1
bij( J )y( j + J − 1) = 0
is now a consequence of Brouwer’s Fixed Point Theorem. 
6. Example
The example, which we now consider, is a generalization of the example found in Rodríguez and Taylor [19]. The theory
which we have developed in this paper allows us to consider more general nonlinearities in the dynamic equation. We
consider the difference equation
y(k + 2) + 3y(k + 1) + 2y(k) = f (y(k))+ J∑
l=0
w(k, l)g
(
l, y(l), y(l + 1)) (9)
subject to boundary conditions
y(0) + (2− 2 3− J2 )y( J − 1
2
)
+ (1− 2 3− J2 )y( J + 1
2
)
= 0,
y( J ) + y( J + 1) = 0, (10)
where J and J−12 are odd integers and J is larger than 1.
In system form, (9), (10) become
x(k + 1) = A(k)x(k) + F (x(k))+ G(x(k)),
B0x(0) + B J−1
2
x
(
J − 1
2
)
+ B J x( J ) = 0 (11)
where x1(k) = y(k), x2(k) = y(k + 1),
A(k) =
[
0 1
−2 −3
]
for all k,
B0 =
[
1 0
0 0
]
, B J−1
2
=
[
2− 2 3− J2 1− 2 3− J2
0 0
]
, B J =
[
0 0
−1 −1
]
,
F
(
x(k)
)= [ 0
f (x1(k))
]
, and G
(
x(k)
)= [ 0∑ J
l=0 w(k, l)g(l, x(l))
]
.
Since A(k) is a constant, Γ (k) = Ak for k = 0,1,2, . . . , J . The linear structure of this problem is the same as that in Ro-
dríguez and Taylor [19]. Here, we utilize the calculations that appear in this previous paper. Since J is odd,
Γ ( J ) = A J =
[
2 J − 2 2 J − 1
2− 2 J+1 1− 2 J+1
]
and
B0 + B J−1
2
A
J−1
2 + B J A J =
[
1 1
2 J 2 J
]
,
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ker
(
B0 + B J−1
2
A
J−1
2 + B J A J
)= span{[ 1−1
]}
.
From this, we conclude that
φ(k) = Ak
[
1
−1
]
=
[
(−1)k
(−1)k+1
]
for k = 0,1,2, . . . , J . It follows that O 1 = {k ∈ {0,1, . . . , J }: φ1(k) > 0} = {0,2,4, . . . , J − 1}, O 2 = {k ∈ {0,1, . . . , J }: φ1(k) =
0} = ∅, and O 3 = {k ∈ {0,1, . . . , J }: φ1(k) < 0} = {1,3,5, . . . , J }.
It is easy to verify that
⋂ J
i=0 ker(B
T
i ) = {0}. In [19], we see that
ker
((
B0 + B J−1
2
A
J−1
2 + B J A J
)T )= span{[ 2 J−1
]}
.
This gives
ψ(k) =
⎧⎪⎪⎨
⎪⎪⎩
(
(−1)k+12 J (2− 2−(k+1))
(−1)k+12 J (1− 2−(k+1))
)
for k = 0,1, . . . , J−32 ,(
(−1)k+12 J−(k+1)
(−1)k+12 J−(k+1)
)
for k = J−12 , . . . , J − 1,
K1 = − f (∞)
(
2 J−2( J + 1) +
(−2 J+1 + 2 J+32 − 1
3
))
+ f (−∞)
(
2 J−2( J − 3) +
(
2
J+3
2 − 2 J − 2
3
))
,
and
K2 = − f (−∞)
(
2 J−2( J + 1) +
(−2 J+1 + 2 J+32 − 1
3
))
+ f (∞)
(
2 J−2( J − 3) +
(
2
J+3
2 − 2 J − 2
3
))
.
It can easily be shown that if J  5 and f (∞) < 196 f (−∞), we are guaranteed that K2 < 0 < K1. Then, according to
Theorem 4.2, if |w(k, l)g(s)| < min{|K2|, |K1|} for all s ∈ R3, (9), (10) will have a solution. A simple example would be the
case where:
f (k) =
{
30
π tan
−1(k) for k 0,
−100
π tan
−1(k) for k < 0.
It can be veriﬁed that for J  5, K2 − 43003 and K1  25. From this, it follows that the boundary value problem (9), (10)
will have a solution whenever |w(k, l)g(s)| < 25 for all (k, l) ∈ {0,1,2, . . . , J } × {0,1,2, . . . , J } and s ∈R3.
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