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Abstract. This work presents stochastic optimization methods targeted at least-squares prob-
lems involving Monte Carlo integration. While the most common approach to solving these problems
is to apply stochastic gradient descent (SGD) or similar methods such as AdaGrad [5] and Adam [12],
which involve estimating a stochastic gradient from a small number of Monte Carlo samples com-
puted at each iteration, we show that for this category of problems it is possible to achieve faster
asymptotic convergence rates using an increasing number of samples per iteration instead, a strat-
egy we call increasing precision (IP). We then improve pre-asymptotic convergence by introducing
a hybrid approach that combines the qualities of increasing precision and otherwise “constant” pre-
cision, resulting in methods such as the IP-SGD hybrid and IP-AdaGrad hybrid, essentially by
modifying their gradient estimators to have an equivalent effect to increasing precision. Finally,
we observe that, in some problems, incorporating a Gauss-Newton preconditioner to the IP-SGD
hybrid method can provide much better convergence than employing a Quasi-Newton approach or
covariance-preconditioning as in AdaGrad or Adam.
AMS subject classifications. 62L20, 90C30, 65C05
1. Introduction. This work focuses on solving problems of the form
(1.1) minimize f(x) =
1
2
||Q(x)||2
where Q : Rn → Rm cannot be computed exactly in each point x, but rather, it can
be approximated using pseudorandom numbers — More specifically, we assume that
for any point x of the domain we can compute unbiased estimators Qˆ and Jˆ for the
values of Q(x) and J(x) = ∂xQ(x), respectively.
For example, that is the case when one has Q(x) = R(x)−R¯, where R : Rn → Rm
is an integral of the form
(1.2) R(x) =
∫
Ω
L(x, y)dy,
for some high-dimensional space Ω; while R¯ ∈ Rm are observed data. In this case, we
can estimate R(x) using Monte Carlo integration, by randomly sampling Ω following
some distribution pdf[Y |x]:
(1.3) Rˆ :=
1
N
N∑
i=1
L(x, Yi)
pdf[Yi|x] ,
which will satisfy E[Rˆ|x] = R(x). Meanwhile, an unbiased estimator of the derivative
(Jacobian) of R can be computed in the same fashion:
(1.4) ∂̂xR :=
1
N
N∑
i=1
∂xL(x, Yi)
pdf[Yi|x] ,
and then we can set Qˆ = Rˆ− R¯ and Jˆ = ∂̂xR.
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Problems of this kind recurrently appear in areas such as physically-based com-
puter graphics [11, 9, 16], molecular physics [14, 13], nuclear physics [6] and heat
transfer [4], as inverse problems whose direct counterpart must be solved using Monte
Carlo integration. Throughout this article we refer to this category of problems as
Monte Carlo least-squares (MCLS) problems.
Because f and ∇f cannot be measured exactly in each point, but only estimated
using pseudorandom numbers, standard optimization techniques such as Newton’s
method do not behave well in these problems — there is no convergence and line
search procedures misbehave. Rather, one must use stochastic optimization methods
such as the stochastic gradient descent method [2].
In the past decade, stochastic optimization methods have received increasing in-
terest due to their applicability in large scale learning (LSL) problems such as training
deep neural networks; however, these problems are very different in nature from the
MCLS problems we are interested in. Most notably, LSL describes the objective func-
tion as a large (but finite) sum of simpler functions, where the noise of its gradient
estimator resides in random sampling this very large sum1; while in MCLS, noise orig-
inates in generating the Qˆ and Jˆ estimators described in the beginning of this section.
Thus, MCLS has particularities that do not apply to LSL, and conversely, many of
the recently proposed methods for LSL are not applicable to MCLS (e.g. [20, 10, 22]).
The fundamental method in derivative-based stochastic optimization, stochastic
gradient descent (SGD), takes an update rule of the form:
xk+1 = xk −Ak∇̂f(xk)
where ∇̂f(x) is an unbiased estimator of ∇f(x), and Ak ∈ Rn×n is a predefined
sequence of matrices, typically in the form Ak = akD, where ak ∈ R is the step size
sequence (also called learning rates), and D ∈ Rn×n is the preconditioner, usually
D = I. It has been proven [8] that when Ak ∼ S−1/k, where S = ∇2f(x∗) and
x∗ is the global minimum point, SGD is an asymptotically efficient method (i.e. has
optimal convergence rate) with E[||xk − x∗||2] ∼ tr{S
−1Σ2S−1}
k as k → ∞, where
Σ2 = Var[∇̂f(x∗)]. Worth noting, this is only possible when S is known, as it is
necessary to set Ak ∼ S−1/k. We refer to this configuration of SGD as Hessian-
preconditioned SGD, as D is set to the inverse Hessian matrix. By asymptotically
efficient, it means that no other method could possibly have a better convergence
rate, assuming the input are the stochastic gradients measured at each point xk.
However, in MCLS, we assume we are given not the gradient samples ∇̂f(xk) at
each point xk, but the residual and Jacobian estimators Qˆ and Jˆ , respectively, that
are used to estimate the gradient (as in Section 2.3), which intrinsically contain more
information than only the gradient. This implies that we may actually obtain a better
asymptotic performance2 than Hessian-preconditioned SGD. We show that under a
few assumptions regarding sampling cost (Section 2.2), performance can be improved
by gradually increasing the number of samples (Qˆ, Jˆ) used to compute the gradient
at each iteration, a strategy we call increasing precision (IP) (Section 3). From IP we
1In LSL, stochastic optimization solutions model the objective function as a large sum of functions
f(x) = 1
m
∑m
i=1 fi(x) and estimate the gradient typically as ∇̂f = ∇fi(x) for random i, or as a sum
of a few randomly selected ∇fi (“mini-batch”). In least-squares problems, that is equivalent to
randomly selecting one or a few rows of Q(x) when computing ||Q(x)||2, which is useful when the
height m of this vector Q(x) is very high.
2By asymptotic performance, we mean the asymptotic decay of the expected square error E[||xk−
x∗||2] with respect to the total computation time/cost.
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then derive a hybrid approach (Section 4), which combines the qualities of increasing
precision (IP) and “constant” precision as in SGD. Although the hybrid approach is
not as well understood in theory, the resulting methods such as the IP-SGD hybrid
and the IP-AdaGrad hybrid methods perform remarkably well in practice. Finally, we
observe by experimental analysis how incorporating a Gauss-Newton preconditioner
to the IP-SGD hybrid can be highly beneficial on MCLS (Section 5), in comparison
to existing Quasi-Newton approaches or covariance preconditioning as in AdaGrad [5]
or Adam [12]. The theoretic convergence analysis of the proposed methods is pre-
sented in a separate section (Section 7), which proves the convergence speed of IP
and a Ruppert-Polyak averaged version of it for the strongly convex case, and pro-
vides a more limited theoretical support for the hybrid approach and the stochastic
Gauss-Newton methods. Numerical experiments are presented throughout the article
(Sections 3.1, 4.1 and 5.1) whenever new methods are introduced.
1.1. Related work.
The use of increasing precision. The idea of gradually increasing the number
of samples used in computing the gradient is not new, as was used for example in [18,
6]. However, our work is original in analyzing how the properties of MCLS problems
affect asymptotic behavior when this kind of method is used. The incorporation of
Ruppert-Polyak averaging to IP, and the hybrid approach we propose are also assumed
to be novel.
Methods for MCLS. While the application of stochastic optimization to MCLS
is recurrent in the literature [11, 9, 16, 14, 13], most works simply apply SGD or some
heuristic method, without a proper theoretical analysis of its convergence. We believe
this is the first time that methods exploring the particularities of MCLS are proposed.
Stochastic Gauss-Newton methods. Gauss-Newton approaches to stochastic
optimization are rare in the literature. In 1985, Ruppert [18] proposed a method
that resembles Gauss-Newton to solve systems of equations (that is, with m = n
on Equation 1.1). A recent method [15] was proposed for the linear case (i.e. linear
regression), but is specific to LSL. A few other approaches of stochastic Gauss-Newton
and Newton-Raphson have been proposed for particular Monte Carlo applications [14,
16], with however little theoretical support.
Stochastic variants of Quasi-Newton, on the other hand, are far more com-
mon [24, 1, 21, 25], although applying Quasi-Newton in a stochastic optimization
context faces many complications that Gauss-Newton does not, as will be discussed
later (Section 5).
2. Preliminaries. In this section, we introduce our notation, assumptions, and
provide a brief explanation of how SGD behaves on MCLS problems. We also review
the concept of Ruppert-Polyak averaging, which will be incorporated to our methods
later on.
2.1. Remarks on notation. We do not use a particular typesetting for vectors
and random variables; although matrices are always capitalized and a “ˆ ” symbol
always indicates an unbiased estimator, as in ∇̂f(x). “∇̂f(x)” per se is an abuse
of notation to denote that the estimator ∇̂f is calculated in function of x and sat-
isfies E[∇̂f |x] = ∇f(x). “⊥” denotes independence, and independent identically
distributed (i.i.d.) variables are usually denoted with a “ ′” symbol, as in X ⊥ X ′,
or with “ (i)”, as in X(1) ⊥ X(2) ⊥ X(3). Var[X], when X is a vector, indicates
covariance matrix: Var[X] = E[XXT ]− E[X]E[X]T .
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We make extensive use of Bachmann-Landau symbols o(·), O(·), Θ(·), Ω(·), ω(·),
and ∼ to describe asymptotic behavior, with the following meanings:
fk = o(gk) ⇔ limk→∞ |fk||gk| = 0
fk = O(gk) ⇔ lim sup
k→∞
|fk|
|gk| < +∞
fk = Θ(gk) ⇔ 0 < limk→∞ |fk||gk| < +∞
fk = Ω(gk) ⇔ lim infk→∞ |fk||gk| > 0
fk = ω(gk) ⇔ limk→∞ |fk||gk| = +∞
fk ∼ gk ⇔ limk→∞ fkgk = 1
The subscript of the limits above may be different from “k →∞” (e.g. “x→ 0”)
if specified by context. Whenever applied to random variables, the expressions are
meant to hold with probability one (i.e., almost surely).
2.2. Assumptions. Our methods assume we are able to, for any given x, gen-
erate a pair (Qˆ, Jˆ) that unbiasedly estimate Q(x) (as defined in Equation 1.1) and
J(x) = ∂xQ(x), respectively. Qˆ and Jˆ from a same pair (Qˆ, Jˆ) may be correlated.
For simplicity, we assume that the total computational cost is the number of pairs
(Qˆ, Jˆ) computed.
This assumption implies that most of the cost resides in generating (Qˆ, Jˆ), and
that generating (Qˆ, Jˆ) is not much more costly than generating Qˆ alone. This is often
valid in MCLS applications (e.g. [11, 16]) as Qˆ and Jˆ share much of the computation.
In Section 6, we discuss how our methods perform when these assumptions do not
hold.
2.3. Estimating the gradient. It is possible to construct an unbiased es-
timate of the gradient ∇f(x) = J(x)TQ(x) by taking two independent samples
(Qˆ, Jˆ), (Qˆ′, Jˆ ′) and doing
∇̂f := JˆT Qˆ′,
which is unbiased since Jˆ ⊥ Qˆ′ and therefore E[JˆT Qˆ′] = E[JˆT ]E[Qˆ′] = ∇f .
A better choice of gradient estimator in this scenario is
(2.1) ∇̂f := Jˆ
T Qˆ′ + Jˆ ′
T
Qˆ
2
,
which has lower variance than the previous one (see Lemma B.1 in the appendices).
Similarly, when N i.i.d. pairs (Qˆ(1), Jˆ (1)), (Qˆ(2), Jˆ (2)), ..., (Qˆ(N), Jˆ (N)) are avail-
able, the most appropriate unbiased estimator is
(2.2) ∇̂f := 1
N(N − 1)
∑
1≤i6=j≤N
Jˆ (i)
T
Qˆ(j),
whose variance takes the form
(2.3) Var[∇̂f ] = Σ
2
A
N
+
Σ2B
N(N − 1) ,
where Σ2A and Σ
2
B are positive semidefinite matrices (see Lemma B.2 in the appendices
for a proof).
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2.4. The performance of SGD in MCLS. The stochastic gradient descent
(SGD) method may be applied to MCLS problems by computing, at each iteration,
N ≥ 2 i.i.d. pairs (Qˆ(i)(xk), Jˆ (i)(xk)) and update xk as:
(2.4) xk+1 = xk −Ak∇̂fN (xk),
where ∇̂fN is the gradient estimator ∇̂f of Equation 2.2 computed from N samples.
As discussed in the introduction, Hessian-preconditioned SGD (i.e. SGD with Ak ∼
S−1/k, where S = ∇2f(x∗) and x∗ = arg minx f(x)) is known to have a convergence
rate of E[||xk − x∗||2] ∼ tr{S
−1Var[∇̂f(x∗)]S−1}
k as k → ∞. However, by Equation 2.3,
Var[∇̂f(x∗)] is of the form Σ2AN + Σ
2
B
N(N−1) , implying that when we write performance
in function of the total number of samples computed t = Nk, we obtain:
(2.5) E[||xk − x∗||2] ∼ tr{S
−1Var[∇̂f(x∗)]S−1}
t/N
=
tr{S−1(Σ2A + Σ
2
B
N−1 )S
−1}
t
,
implying asymptotic performance changes according to N , being fastest as N →∞.
2.5. Ruppert-Polyak averaging. A difficulty in applying SGD is the fact that
it requires the knowledge of the Hessian S in order to optimally set the sequence Ak. A
workaround for that is to employ Ruppert-Polyak averaging, which consists of taking
asymptotically longer steps than ideal, but returning the average of all iterates:
x˜k+1 = x˜k −Ak∇̂fN (x˜k), xk+1 =
∑k
i=1 x˜i+1
k
,
where Ak ∼ D/kα, with 12 < α < 1 (instead of the Ak = Θ(1/k) step size decay from
Hessian-preconditioned SGD), and D ∈ Rn×n symmetric positive definite.
Ruppert [19] and Polyak and Juditsky [17] showed that this update rule provides
the same asymptotic behavior as Hessian-preconditioned SGD regardless of the choice
of α and D, thus not requiring knowledge of the Hessian matrix. In spite of this
remarkable theoretical guarantee, Ruppert-Polyak averaging has been reported to
take long to reach its asymptotic behavior in practice [23, 2, 27], which may suggest
the choice of D might heavily impact pre-asymptotic performance.
We will later discuss how the concept of Ruppert-Polyak averaging can be incor-
porated to our methods.
3. The increasing precision method. The observation that SGD converges
faster as N approaches infinity motivates the idea of replacing the constant N of
Equation 2.4 with a non-decreasing sequence Nk:
(3.1) xk+1 = xk −Ak∇̂fNk(xk),
which we call the increasing precision method (IP). Thus, IP may be thought of as a
generalization of SGD, where in SGD Nk is constant with respect to k.
While in SGD the optimal choice for Ak is Ak ∼ S−1/k, in IP (Hessian-
preconditioned IP) it is Ak ∼ NkS−1/
∑k
i=1Ni. In Section 7.1, we prove that this is
true when Nk grows in polynomial rate, provided that f is strongly convex and the
distribution of ∇̂f has a sufficiently high number of finite moments (Theorem 7.3).
In both Hessian-preconditioned SGD and IP, the convergence rate is
E[||xk − x∗||2] ∼
tr
{
S−1
(
limj→∞NjVar
[
∇̂fNj
∣∣∣xj])S−1}
tk
, (as k →∞)
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Fig. 1. Comparison of SGD and IP on two different problems (see definition in Appendix A).
The graph is a log-log plot of the average squared error (E[||xk − x∗||2]) against the total computa-
tional cost tk =
∑k
i=1Nk. For each configuration, the darker line in the middle shows the average
of 1000 independent optimization runs, while the translucent area around the line shows an error
margin of 3 standard deviations of the distribution of the mean.
where tk =
∑k
j=1Nj . Thus, while in SGD the limit term in the expression above
converges to Σ2A +
Σ2B
N−1 , in IP it converges to Σ
2
A, implying Hessian-preconditioned
IP outperforms any possible configuration of Hessian-preconditioned SGD, since Σ2B
is positive semidefinite.
IP may also be implemented with Ruppert-Polyak averaging, by returning a
weighted average of all iterations:
x˜k+1 = x˜k −Ak∇̂fNk(x˜k), xk+1 =
∑k
i=1Nix˜i+1∑k
i=1Ni
,
where Nk = Θ(k
q), for some q > 0, and Ak =
D
(k+c)α , with c ≥ 0, D ∈ Rn×n
symmetric positive definite, and α satisfying max
{
0, 1−q2
}
< α < 1.
Just as Ruppert-Polyak averaged SGD (aSGD) has the same asymptotic perfor-
mance as Hessian-preconditioned SGD, this averaged IP (aIP) method has the same
asymptotic performance as Hessian-preconditioned IP, therefore outperforming aSGD.
See Theorem 7.5 in Section 7.1 for a proof and the detailed conditions in which this
property holds.
3.1. Experiments. We compare SGD and IP on two simple problems, described
in Appendix A, by taking the average value of ||xk − x∗||2 among 1000 independent
optimization runs. Both methods were preconditioned with a Gauss-Newton approxi-
mation of the Hessian at x∗. On Figure 1, we observe that SGD converges to different
asymptotes depending on N , with higher N converging to lower asymptotes, while IP
converges to a lower asymptote corresponding to N =∞.
Regarding the pre-asymptotic phase, Figures 1(a) and 1(b) show different behav-
iors. On (a), we observe that if N is as high as 100 on SGD, the pre-asymptotic
phase slows down, while on (b) this is not observed. Meanwhile, IP is able to pro-
vide good performance on both the asymptotic and pre-asymptotic domains, although
pre-asymptotic behavior appears to be sensitive to the choice of Nk.
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4. The hybrid approach. As seen in Section 3.1, although IP provides good
theoretical guarantees regarding asymptotic behavior, its pre-asymptotic phase can
be very sensitive to the choice of the sequence of number of samples Nk. Small N is
usually better in the beginning of the optimization, when xk is far from the optimum
x∗, so that xk can quickly approach the neighborhood of x∗; while as xk becomes
closer to x∗, higher N starts becoming more advantageous due to the reduction of the
Σ2B term of the gradient variance. However, it is difficult to determine this changing
point. Would it be possible to simultaneously implement the advantages of both small
N and high N?
This motivates the hybrid approach, which uses only N = 1 sample per itera-
tion, but combines the observations of the current and previous iterations in order to
achieve the same effect of increasing precision of eliminating the Σ2B term. The hybrid
approach consists of replacing the unbiased gradient estimator of Equation 2.2 with
the following biased estimator:
(4.1) gt =
∑t−1
i=1 qi
(
JˆTi Qˆt + Jˆ
T
t Qˆi
)
2
∑t−1
i=1 qi
where Jˆt = Jˆ(xt), Qˆt = Qˆ(xt) (i.e., using only N = 1 sample per iteration), and qi is a
predefined increasing sequence of positive numbers. In addition, on the first iteration
(t = 1), we force gt = 0 in order to avoid a division by zero. When we apply this
gradient estimator to SGD, i.e., the update rule
(4.2) xt+1 = xt −Atgt,
with gt following Equation 4.1, we call this the IP-SGD hybrid method. For an
explanation of how this connects to the IP method, see Appendix C.
As this approach is essentially only changing the gradient estimator of the method,
it can be also applied without difficulties to any stochastic optimization method that
takes as input one gradient measurement at each iteration, such as AdaGrad [5],
Adam [12], or averaged SGD, resulting in what we call, respectively, the IP-AdaGrad
hybrid, the IP-Adam hybrid, and the averaged IP-SGD hybrid. However, the optimal
choice of qi may differ for each method, as will be discussed later in this section.
Implementation-wise, it may be numerically more stable, particularly when qi
grows very fast (e.g. superpolynomial growth), to rewrite Equation 4.1 using forget
rates ζi =
qi∑i
j=1 qj
:
(4.3) gt =
J¯tQˆt + Jˆ
T
t Q¯t
2
,
{
J¯t+1 = (1− ζt)J¯t + ζtJˆt
Q¯t+1 = (1− ζt)Q¯t + ζtQˆt ,
where ζ1 = 1, 0 < ζt < 1 (for t > 1), and the constraint qt+1 > qt implies ζ
−1
t+1 <
ζ−1t + 1. Also, Q¯1 = 0 and J¯1 = 0.
Since the hybrid approach does not use an unbiased gradient estimator, the con-
vergence guarantees we had for IP and SGD are not valid anymore, and providing a
theoretic analysis of the hybrid method can be challenging. On Section 7.2 we analyze
a simplified case, which provides some constraints on the choice of forget rates ζt for
the IP-SGD hybrid and its averaged counterpart. For the IP-SGD hybrid, any forget
rate satisfying ζt = o(1) and ζt = ω(1/t) should provide good convergence, while
for the averaged IP-SGD hybrid, it suffices that ζt = o(1), with a generally faster
7
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Fig. 2. Comparison of forget rates for the IP-SGD hybrid method and its averaged version on
Problem #1, similarly to Figure 1. As we may observe, the forget rates do not significantly impact
performance, as long as ζt = o(1). All images show the average of 1000 optimization runs. All
cases were preconditioned by a Gauss-Newton approximation of the Hessian at x∗, and with η = 1.
pre-asymptotic phase when ζt = Θ(1/t). The optimal choice of At is the same as in
the original SGD and aSGD methods. We refrained from providing analyses for the
IP-AdaGrad and IP-Adam hybrids.
Although not well understood in theory, the hybrid approach performs remarkably
well in practice, with the IP-SGD hybrid exhibiting better performance than both IP
and SGD, for example, as will be shown in the following subsection.
4.1. Experiments. First, on Figure 2, we assess the impact of the choice of
forget rate on the IP-SGD hybrid method and its averaged version. Apparently, as
long as ζt = o(1), forget rates seem to have little impact on performance. While our
theoretical analysis (Section 7.2) recommends a learning rate between ζt = o(1) and
ζt = ω(1/t) for the non-averaged case, it seems pre-asymptotic performance is better
for ζt = Θ(1/t), so we may observe slightly better results when ζt ∼ (1 + p)/t for a
not very high value of p, such as p = 2.
Figure 3 compares the IP-SGD hybrid to IP and SGD, as well as their averaged
counterparts. All methods were preconditioned by a Gauss-Newton approximation of
the Hessian at x∗. We observe that the IP-SGD hybrid provides better pre-asymptotic
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Fig. 3. Comparison of SGD, IP, the IP-SGD hybrid, and their averaged counterparts on two
different problems (see definition in Appendix A), similarly to Figure 1. In the legend, “Hybrid”
and “aHybrid” refer to the IP-SGD hybrid and its averaged version, respectively. In both problems
we show the average of 1000 independent runs.
performance than SGD and IP, and similarly, the averaged hybrid provides better pre-
asymptotic performance than averaged SGD and averaged IP. We also observe that
SGD and aSGD appear to converge to the same asymptote, while the other four
methods appear to converge to another lower asymptote. On (b), there is a more
significant difference between the curves of these latter methods, most likely because
the methods have not yet fully reached the asymptotic phase, and will eventually
converge to the same asymptote later on.
On Figure 4, we compare AdaGrad and Adam with their respective IP-hybrids,
and observe that given a certain learning rate, the hybrid variant shows better per-
formance than the original method for any N .3 However, it is worth reminding that
methods like AdaGrad and Adam were designed to minimize a different type of met-
ric (“regret”), that is not very meaningful on MCLS problems. Thus, the asymptotic
performance of these methods is much slower than Hessian-preconditioned SGD or
IP, with E[||xk − x∗||2] = O(1/
√
k) when considering a constant learning rate η for
AdaGrad, or a learning rate decay of αk = Θ(1/
√
k) for Adam.
5. Incorporating a Gauss-Newton preconditioner. While we obtain inter-
esting results when we apply the hybrid approach to state-of-art stochastic optimiza-
tion methods designed for LSL such as AdaGrad and Adam, what might be most
effective for MCLS is to combine the IP-SGD hybrid with a Gauss-Newton based pre-
conditioner, built from the previous Jacobian samples Jˆt received by the algorithm. As
the Gauss-Newton method of optimization provides an approximation of the Hessian
matrix, coupling SGD, IP, or the IP-SGD hybrid with a Gauss-Newton matrix should
provide a similar behavior to their Hessian-preconditioned counterparts, as long as
the Gauss-Newton approximation is accurate. Employing dynamic Hessian estima-
tion through Gauss-Newton or Quasi-Newton should thus make it easier to choose
the learning rates (step size sequence) in relation to covariance-preconditioning as in
3We remark that, in the studied cases, we observed that the choice of learning rate is quite
independent of the choice of N , in the sense that it is reasonable to compare different N under the
same learning rate. This might not necessarily hold on other methods, or other decay patterns of
the learning rate (e.g. as is the case of Adam with constant learning rate αk = const.).
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Fig. 4. Comparison of AdaGrad, Adam and the IP-AdaGrad and IP-Adam hybrids on Problem
#1, showing the average of 1000 optimization runs, similarly to Figure 1. The hybrid methods
employed a forget rate of ζk =
3
k+2
. In the captions, η and αk refer to learning rates following the
notation of the original papers [5, 12]. For Adam, we left the other hyperparameters in their default
values (β1 = .9, β2 = .999,  = 10−8). AdaGrad was used in diagonal form.
AdaGrad and Adam, because in the former methods the optimal scale for the gradient
steps is already embedded in the Hessian approximation, while the latter still require
this fine-tuning.
Gauss-Newton might also be a more attractive option than Quasi-Newton based
stochastic optimization methods, as Quasi-Newton faces many complications in the
stochastic scenario. The classical Quasi-Newton methods of optimization use finite
differencing to calculate the Hessian, which is extremely unstable in stochastic opti-
mization4, and use line search to guarantee its positive definiteness, which is difficult
to implement in the stochastic scenario5. Gauss-Newton, on the other hand, does not
4Older methods, from the stochastic approximation literature, mitigate this issue by reducing
the finite difference bias sufficiently slowly [25, 18, 23], while the more recent ones, targeted at LSL
applications, take one extra sample of the gradient while reusing pseudorandom numbers when finite
differencing [21, 1, 24]. In LSL, this means taking finite differences from two gradients computed
from the same mini-batch.
5Most methods fail to guarantee positive-definiteness of the Hessian estimate. Exceptions include
Bordes et al.’s [1] and Wang et al.’s [24] methods.
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require either, which is the reason we believe it is capable of providing much better
results than Quasi-Newton.
We employ the IP-SGD hybrid (Equation 4.2) with At ∼ B−1t /t, where B−1t
dynamically estimates the inverse Gauss-Newton matrix. Ideally, we would like to use
an unbiased estimator of (JTJ)−1, but such an estimator is most likely impossible to
generate6. Therefore, instead, we use the following approximation:
Bt =
GTt Gt +Rt(∑t−1
i=1
(
1− qiqt−1
))2
+ t− 1
, Gt =
t−1∑
i=1
(
1− qi
qt−1
)
Jˆi, Rt =
t−1∑
i=1
JˆTi Jˆi,
which can also be written using forget rates (ζi =
qi∑i
j=1 qj
) as:
(5.1) Bt =
GTt Gt +Rt
(t− 1− 1/ζt−1)2 + t− 1
, Gt =
(
t−1∑
i=1
Jˆi
)
− J¯t/ζt−1, Rt =
t−1∑
i=1
JˆTi Jˆi.
We call this the stochastic Gauss-Newton (SGN) method. Additionally, because
in the first iterations Bt may be ill-posed, we replace the update rule with xt+1 = xt
until Bt can be inverted.
The purpose of the
(
1− qiqt−1
)
factor in Gt is to give the opposite weight from
the gradient estimator of Equation 4.1. That is, while the gradient estimator gives
higher weights to more recent measurements (Qˆi, Jˆi), gradually forgetting older sam-
ples, the Gauss-Newton estimator gives higher weight to those “forgotten” samples.
Meanwhile, the regularization term Rt is necessary for stability. If we used simply
Bt ∝ GTt Gt, the distribution of B−1t could have very few finite moments, leading to
instability (Note that our convergence analysis in Theorems 7.3 and 7.5 requires that
the gradient estimator has a minimum number of finite moments). While this can be
solved simply by Tikhonov regularization, e.g. Bt ∝ GTt Gt + γI, the Rt term defined
above provides a similar regularization effect7 without requiring to arbitrate γ.
We may also incorporate Ruppert-Polyak averaging to SGN, by taking the update
rule
x˜t+1 = x˜t − B
−1
t
tα
gt, xt+1 =
∑t
i=1 x˜i+1
t
,
where gt is computed according to Equation 4.3 (and with Qˆt = Qˆ(x˜t), Jˆt = Jˆ(x˜t)),
Bt computed according to Equation 5.1, and
1
2 < α < 1. We call this variant averaged
SGN (aSGN).
5.1. Experiments. We compared the performance of SGN and averaged SGN
to two stochastic Quasi-Newton methods [1, 24], the IP-Adagrad and IP-Adam hy-
brids, and a Ruppert-Polyak averaged implementation of the IP-Adam hybrid8 on
four different problems. The AdaGrad and Adam variants were all implemented in
diagonal form. The Quasi-Newton methods required a few modifications in order to
6Unbiased estimators for the inverse of the mean are only available for very specific cases, such
as a Gaussian distribution of known variance [26].
7Refer to Section 7.3 for details.
8When incorporating Ruppert-Polyak averaging to the IP-Adam hybrid, we mean taking the
average of all iterates, when using a learning rate of αk = Θ(1/k
a), with 1/2 < a < 1, analogously
to the averaged IP-SGD hybrid or aSGN. We did not employ exponential averaging as the authors
of Adam recommend [12] as it does not have the same asymptotic properties as standard Ruppert-
Polyak averaging.
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Table 1
Choice of hyperparameters for the experiments of Figure 5.
(a) (b) (c) (d)
SGN at =
1
t , ζt =
√
3
t+2
aSGN at =
1
t.75 , ζt =
3
t+2
Bordes2009 λ = .1, t0 = 1 λ = .01, t0 = 1
Wang2017 ηk =
1
k , H1 = 10
−10I
IP-AdaGrad Hybrid η = .1, ζt =
3
t+2
IP-Adam Hybrid αt =
.1√
t
, ζt =
3
t+2
Avg. IP-Adam Hybrid αt =
1
t.75 , ζt =
3
t+2
obtain a reasonable performance. While Bordes et al. originally constrain that the
inverse Hessian entries must be above a threshold .01/λ, we further constrain that
they must be also below 100/λ. Additionally, we did not include their skipping strat-
egy as it is not necessary here. As of Wang et al.’s method, we do not update the
Hessian matrix when the finite difference vector is y = 0, and for simplicity we used
the BFGS version instead of the L-BFGS version of the method, as dimensionality
is not a problem here. Also, although the Quasi-Newton methods require two gradi-
ent measurements per iteration, we counted only one when comparing performance,
although this does not affect our conclusion.
The hyperparameters for each method were chosen manually and are listed on Ta-
ble 1. The learning rates of the AdaGrad and Adam variants (η and αt, respectively)
and the λ parameter of Bordes et al.’s method were selected by a non-exhaustive
search, while all other hyperparameters were set to their default values. As observed in
Section 4.1, forget rates ζt do not significantly impact performance and were therefore
not fine-tuned, while the learning rates of Gauss-Newton and Quasi-Newton variants
are automatically determined by the theory.
Figure 5 shows how the Quasi-Newton approaches perform very poorly on MCLS,
probably due to their inconsistent Hessian estimators. The IP-AdaGrad and IP-Adam
hybrids have almost identical behavior, converging to the same Θ(1/
√
t) asymptote.
SGN, aSGN and the averaged IP-Adam hybrid exhibit the best results, and it is clear
in (a) that they converge to the same asymptote. Although Ruppert-Polyak averaging
guarantees optimal asymptotic behavior regardless of the choice of preconditioner, we
observe that in all four cases (a-d) pre-asymptotic behavior is generally better for
Gauss-Newton preconditioning (aSGN) than for covariance preconditioning (averaged
IP-Adam hybrid).
6. Limitations and generalizations. Our cost assumptions (Section 2.2)
might pose some constraints on what kinds of problems the presented methods may
be applied to:
• When the problem dimensions n,m are very high, we may not neglect the cost
of tasks such as multiplying J by Q or inverting Bt. Using sparse matrices
may mitigate for the former issue, while the latter may require updating Bt
less often. Although the stochastic Gauss-Newton approach is probably not
12
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log10(t)
0 1 2 3 4 5
lo
g 1
0(E
[||
x k
-x
*||
²])
-5
-4
-3
-2
-1
SGN
aSGN
Bordes2009
Wang2015
IP-AdaGrad Hybrid
IP-Adam Hybrid
Avg IP-Adam Hybrid
(c) Problem #2, with n = 10, m = 20
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(d) Problem #2, with n = 10, m = 15
Fig. 5. Comparison between proposed methods (SGN, aSGN), existing Quasi-Newton ap-
proaches (Bordes et al. [1], Wang et al. [24]), and adaptive gradient methods (AdaGrad [5],
Adam [12]). In all cases we show the average error of 1000 independent runs. We used N = 20 sam-
ples per iteration to compute gradients ∇̂fN in all non-hybrid methods (Bordes2009 and Wang2015).
As in Figure 1, the error margin of each configuration is denoted with a translucent fill.
very effective for very high n, due to the O(n3) cost of inverting Bt, it is not
rare for MCLS problems to have very small n (e.g. 9 parameters in [11]).
• When (Qˆ, Jˆ) are uncorrelated, there is no need to impose i 6= j on Equa-
tion 2.2. Nevertheless, IP remains asymptotically faster than SGD. The same
applies to the hybrid methods.
• Similarly, when the cost of computing a (Qˆ, Jˆ) pair is considerably higher
than computing Qˆ alone, Equation 2.2 might not be the most efficient way
to estimate the gradient, in the sense that we may want to compute more
samples of Qˆ than Jˆ per iteration. However, gradually increasing the number
of samples per iteration is still asymptotically more efficient than keeping
it constant. The hybrid method, however, would have to be modified to
accommodate this more sophisticated gradient estimator.
• We believe IP can be modified to handle a gradient estimator that is biased
but consistent (i.e. bias goes to zero as N →∞), although this would require
a more careful convergence analysis, which we leave for future work. Note
that none of the literature methods considered in this paper, as well as the
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hybrid methods, would be able to converge to the correct minimum when the
gradient estimator is biased.
7. Theoretical analysis. This section groups the more detailed theoretical re-
sults and their proofs regarding the proposed methods. Section 7.1 proves convergence
properties of IP and aIP on strongly convex problems, while Section 7.2 analyzes the
hybrid methods in a more limited, linear scenario. Section 7.3 provides some theoret-
ical support to justify the regularization scheme of our Gauss-Newton methods.
7.1. Convergence analysis of IP and averaged IP. In this section, we prove
the convergence properties of IP and aIP for strongly convex problems.
Let Fk be an increasing sequence of σ-algebras, where x1 ∈ Rn is an F0-
measurable random variable, and consider the the update rule:
(7.1) xk+1 = xk −Akgk
where Ak ∈ Rn×n a deterministic sequence of positive matrices, and gk = ∇f(xk)+Ek
is an unbiased estimator of ∇f(xk), for some function f : Rn → R. That is, we
assume Ek ∈ Rn is an Fk-measurable random variable satisfying E[Ek|Fk−1] = 0
whose conditional distribution with respect to Fk−1 is a function of xk and k, i.e.
E[g(Ek)|Fk−1] = E[g(Ek)|xk] for every function g of Rn. Further consider the following
set of assumptions:
Assumption 1. x∗ is the only critical point of f ; ∇2f(x) exists and is
positive definite everywhere on Rn, satisfying supx ||∇2f(x)||2 < +∞ and
supx ||(∇2f(x))−1||2 < +∞, where || · ||2 is the induced L2 norm for matrices.
Assumption 2. supxk,kN
p/2
k E[||Ek||p|Fk−1] < +∞, for all p ∈ {2, ...,M}, where
M ≥ 2 (to be specified later), for some positive nondecreasing sequence Nk.
Assumption 3. Ak = akD, where ak ∈ R is of the form ak = (k + c)−α, for
some c ≥ 0 and 0 < α ≤ 1, and D is a positive definite matrix; while Nk ∼ N1kq, for
some N1 > 0, with q ≥ 0.
Assumption 4. The function U˜(x) = limk→∞NkE[EkETk |xk = x] exists and is
continuous in a neighborhood of x∗ with U˜(x∗) = Σ2, for some positive matrix Σ2.
Assumption 5. f is C3 in a neighborhood of x∗.
The convergence analysis is organized as follows. Lemma 7.1 shows that the
moments of ||xk − x∗|| converge fast enough, which will be used to prove almost sure
(a.s.) convergence on Lemma 7.2. Once a.s. convergence is established, Theorem 7.3
calculates the convergence rate of IP by direct application of a theorem by Fabian [7].
The convergence rate of aIP follows the same methodology of Ruppert [19]. By
a.s. convergence, we compute a bound to the asymptotic decay of ||xk − x∗|| on
Lemma 7.4, which is used on Theorem 7.5 to show that the difference between a
linearized version of the problem (where ∇f(x) is a linear function) and the original
nonlinear problem is negligible, so that the convergence rate of aIP is calculated based
on the linearized problem.
Lemma 7.1. Regarding Equation 7.1, assume Assumptions 1, 2 and 3. Let γ =
infx 6=x∗〈x−x∗,∇f(x)〉/||x−x∗||2D−1 , where ||u||D−1 denotes
√
uTD−1u. Then E[||xk−
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x∗||2pD−1 ] = O(Bpk) as k →∞, for all non-negative integer p ≤M/2, where
Bk =

1/kα+q, if 0 < α < 1
1/k1+q, if α = 1 and 2γ > 1 + q
(log k)/k1+q, if α = 1 and 2γ = 1 + q
1/k2γ , if α = 1 and 2γ < 1 + q
.
Proof. We can write:
E[||xk+1 − x∗||2pD−1 ] = E
[(||xk − x∗ − akD∇f(xk)− akDEk||2D−1)p]
= E
[(||xk − x∗ − akD∇f(xk)||2D−1 − ...
... 2ak〈xk − x∗ − akD∇f(xk), DEk〉D−1 + a2k||DEk||2D−1
)p]
≤ E
[
||xk − x∗ − akD∇f(xk)||2pD−1
]
− ...
...2pakE
[
〈xk − x∗ − akD∇f(xk), DEk〉D−1 ||xk − x∗ − akD∇f(xk)||2p−2D−1
]
+ ...
...
∑
2≤i≤2p
(
2p
i
)
E
[
||xk − x∗ − akD∇f(xk)||2p−iD−1 .aik||DEk||iD−1
]
.
The second term (2pakE[...]) in the expression above is zero since E[Ek|xk] = 0,
giving us
E[||xk+1 − x∗||2pD−1 ] ≤ E
[
||xk − x∗ − akD∇f(xk)||2pD−1
]
+ ...
...
∑
2≤i≤2p
(
2p
i
)
E
[
||xk − x∗ − akD∇f(xk)||2p−iD−1 .aik||DEk||iD−1
]
.
Suppose by induction that the lemma is true for p− 1. The base case (p = 0) is
trivial.
Note then that for 2 ≤ i ≤ 2(p− 1), we may simplify:
E
[
||xk − x∗ − akD∇f(xk)||2p−iD−1 .aik||DEk||iD−1
]
=
O
(
E
[
||xk − x∗ − akD∇f(xk)||2p−iD−1 .aik/N
i/2
k
])
=
O
(
E
[
(1 +O(ak))||xk − x∗||2p−iD−1 .aik/N
i/2
k
])
=
O
(
E
[
||xk − x∗||2p−iD−1 .aik/N
i/2
k
])
,
which, because E[Xh] ≤ E[Xr]h/r for any random variable X ∈ R+ where 0 < h ≤ r,
can be bounded to:
O
(
E
[
||xk − x∗||2p−1D−1
] 2p−i
2p−1
.aik/N
i/2
k
)
= O
(
B
p−i/2
k .a
i
k/N
i/2
k
)
,
and thus:
E[||xk+1 − x∗||2pD−1 ] ≤ E
[
||xk − x∗ − akD∇f(xk)||2pD−1
]
+ ...
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...
∑
2≤i≤2p
(
2p
i
)
O
(
B
p−i/2
k a
i
k/N
i/2
k
)
.
Then, because B−1k = O(Nk/ak) implies
∑
2≤i≤2pO
(
B
p−i/2
k a
i
k/N
i/2
k
)
=∑
2≤i≤2pO
(
Bp−1k a
i/2+1
k /Nk
)
= O
(
Bp−1k a
2
k/Nk
)
, we may write:
E[||xk+1 − x∗||2pD−1 ] ≤ E
[
||xk − x∗ − akD∇f(xk)||2pD−1
]
+O
(
a2kB
p−1
k /Nk
)
≤ (1− 2pγak +O(a2k))E
[
||xk − x∗||2pD−1
]
+O
(
a2kB
p−1
k /Nk
)
.
The solution to this recurrence is:
E[||xk+1 − x∗||2D−1 ] = O
 k∑
j=1
e
∑k
i=j+1−2paiγa2jB
p−1
k /Nj

=

O
(
kα · k−α(p+1)−qp) , if 0 < α < 1
O
(∑k
j=1
j2γp
k2γp j
−(p+1)−qp
)
, if α = 1 and 2γ > 1 + q
O
(∑k
j=1
j2γp
k2γp (log p)
p−1j−(p+1)−qp
)
, if α = 1 and 2γ = 1 + q
O
(∑k
j=1
j2γp
k2γp j
−2−q−2γ(p−1)
)
, if α = 1 and 2γ < 1 + q
= O(Bpk),
which proves the lemma.
Lemma 7.2. Regarding Equation 7.1, assume Assumptions 1, 2 and 3 with M ≥
2b 1α+q c + 2 if α < 1, or M ≥ 2b 1min{1+q,2γ}c + 2 if α = 1, where γ = infx 6=x∗〈x −
x∗,∇f(x)〉/||x− x∗||2D−1 . Then xk → x∗ almost surely.
Proof. Almost sure convergence is equivalent to:
(7.2) (∀δ > 0) lim
k0→∞
P
[
sup
k≥k0
||xk − x∗|| ≥ δ
]
= 0.
Now,
P
[
sup
k≥k0
||xk − x∗|| ≥ δ
]
= P
 ∨
k≥k0
||xk − x∗|| ≥ δ
 ≤
∑
k≥k0
P [||xk − x∗|| ≥ δ] ≤
∑
k≥k0
E
[||xk − x∗||2p]
δ2p
≤
∑
k≥k0
||D||p2E
[
||xk − x∗||2pD−1
]
δ2p
,
which by Lemma 7.1, satisfies for p ≤ bM/2c:
P
[
sup
k≥k0
||xk − x∗|| ≥ δ
]
≤
∑
k≥k0
O(Bpk)
δ2p
.
However, if M is high enough (M ≥ 2b 1α+q c+2 if α < 1, or M ≥ 2b 1min{1+q,2γ}c+2
if α = 1), there exists p such that the summation above converges, which means
lim
k0→∞
∑
k≥k0
O(Bpk)
δ2p
= 0,
thus proving Equation 7.2.
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Theorem 7.3. Regarding Equation 7.1, assume Assumptions 1, 2, 3 and 4, with
α = 1, D = (1 + q)S−1, where S = ∇f2(x∗), and M ≥ 2b 1min{1+q,2γ}c+ 2, where γ =
infx 6=x∗〈x− x∗,∇f(x)〉/||x− x∗||2D−1 . Then E[(xk+1− x∗)(xk+1− x∗)T ] ∼ S
−1Σ2S−1∑k
i=1Nk
.
Proof. By Lemma 7.2, xk → x∗ almost surely. Then we may apply a theorem
by Fabian (Theorem 2.2 in [7]) with (Fabian’s notation in the left side, our notation
in the right) Uk = xk − x∗, Γk = D
∫ 1
τ=0
∇2f(x∗ + τ(x − x∗))dτ , α = α, Φk = D,
β = q + α, Σ = Σ2/N1, Vk = k
−q/2Ek, Λ = (1 + q)I, β+ = 1 + q and P = I, which
produces:
E[k(1+q)/2(xk − x∗)]→ 0, and
Var[k(1+q)/2(xk − x∗)]→ (1 + q)S−1Σ2S−1/N1,
implying
E[(xk+1 − x∗)(xk+1 − x∗)T ] ∼ S
−1Σ2S−1∑k
i=1Nk
.
Lemma 7.4. Regarding Equation 7.1, assume Assumptions 1, 2, 3, with α < 1.
Then,
lim sup
k→∞
kα+q||xk − x∗||2
kh
= 0 (a.s.)
for all h > 1bM/2c .
Proof. The proof is established similarly as Lemma 7.2. By Lemma 7.1, for all
p ≤ bM/2c, we may write:
P
[
sup
k≥k0
kα+q||xk − x∗||2
kh
≥ δ2
]
≤
∑
k≥k0
k(α+q)pO(Bpk)
khpδ2p
=
∑
k≥k0
O(1)
khpδ2p
,
which converges for hp > 1 (hence for h > 1bM/2c , there exists p such that the
summation above converges). Thus, k
α+q||xk−x∗||2
kh
converges to zero a.s., which proves
the lemma.
Theorem 7.5. Regarding Equation 7.1, assume Assumptions 1, 2, 3, 4 and 5,
1−q
2 < α < 1, and M that satisfies M ≥ 2b 1α+q c+ 2 and M ≥ 2b 1α−(1−q)/2c+ 2. Let
x¯k+1 =
∑k
i=1Nixi+1∑k
i=1Ni
.
Then E[(x¯k+1 − x∗)(x¯k+1 − x∗)T ] ∼ S−1Σ2S−1∑k
i=1Ni
as k →∞.
Proof. The proof is similar to the one in Ruppert’s work on the averaged Robbins-
Monro procedure [19].
Consider a linearized version of the problem, i.e. xlin and x¯lin following
xlink+1 = x
lin
k − akD(S(xlink − x∗) + Ek), x¯link+1 =
∑k
i=1Nix
lin
i+1∑k
i=1Ni
.
where Ek = gk −∇f(xk) (from the nonlinear process).
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Subtracting the recurrences of the linear and nonlinear cases, we have
xlink+1 − xk+1 = (I − akDS)(xlink − xk) + akD(∇f(xk − x∗)− S(xk − x∗))
= (I − akDS)(xlink − xk) +O(ak||xk − x∗||2),
which, by Lemma 7.4, implies
||xlink+1 − xk+1|| ≤ ||I − akDS||2||xlink − xk||+ Ck−2α−qkh
for some C after k is sufficiently high, with h > 1bM/2c . Then by Chung’s lemma ([3],
Lemma 4),
||xk − xlink || = O((k−2α−qkh)/ak) = o(kh/kα+q),
implying
||x¯k − x¯link || = O
(∑
i i
qih/iα+q∑
i i
q
)
= o(kh/kα+q) = o(k−(1+q)/2),
since the constraint M ≥ 2b 1α−(1−q)/2c + 2 allows for the existence of h such that
h ≤ α− (1− q)/2.
Thus, we can write:
E
[
(x¯k+1 − x∗)(x¯k+1 − x∗)T
]
=
E
[(
x¯link+1 − x∗ + o
(
k−
1+q
2
))(
x¯link+1 − x∗ + o
(
k−
1+q
2
))T]
=
E
[
(x¯link+1 − x∗)(x¯link+1 − x∗)T
]
+ o
(
k−
1+q
2 E
[∥∥x¯link+1 − x∗∥∥])+ o(k−(1+q))
(7.3)
= E
[
(x¯link+1 − x∗)(x¯link+1 − x∗)T
]
+ o
(
k−
1+q
2
√
E
[∥∥x¯link+1 − x∗∥∥2]
)
+ o(k−(1+q)).
Let now, for some high enough k0 such that ||ak0DS||2 < 1,
Fk+1 = (I − ak0DS)−1(I − ak0+1DS)−1...(I − akDS)−1.
We may then write, for k ≥ k0:
Fk+1(x
lin
k+1 − x∗) = Fk(xlink − x∗)− akFk+1DEk ⇒
xlink+1 − x∗ = F−1k+1Fk0(xlink0 − x∗)−
k∑
i=k0
aiF
−1
k+1Fi+1DEi ⇒
x¯link+1 − x∗ = O
(
1/
k∑
i=1
Ni
)
−
∑k
j=k0
∑j
i=k0
NjaiF
−1
j+1Fi+1DEi∑k
i=1Ni
.
Thus,
lim
k→∞
 k∑
j=1
Nj
E [(x¯link+1 − x∗)(x¯link+1 − x∗)T ] =
18
lim
k→∞
∑k
i=k0
a2i
(∑k
j=iNjF
−1
j+1
)
Fi+1DE[EiETi ]DFTi+1
(∑k
j=iNjF
−1
j+1
)T
∑k
i=1Ni
=
lim
k→∞
q + 1
kq+1
∫ k
k0
i−2α
(∫ k
i
jqΦ(i, j)dj
)
DΣ2D
iq
(∫ k
i
jqΦ(i, j)dj
)T
di
where Φ(i, j) = e−DS
j1−α−i1−α
1−α . Using then that∫ k
i
jqΦ(i, j)dj =
((
iq+α + o(iq+α)
)
I − (kq+α + o(kq+α))Φ(i, k)) (DS)−1,
we obtain:
lim
k→∞
 k∑
j=1
Nj
E [(x¯link+1 − x∗)(x¯link+1 − x∗)T ] =
lim
k→∞
q + 1
kq+1
∫ k
k0
i−2α
(
iq+αI − kq+αΦ(i, k)) S−1Σ2S−1
iq
(
iq+αI − kq+αΦ(i, k))T di =
lim
k→∞
q + 1
kq+1
∫ k
k0
i−2αiq+α
S−1Σ2S−1
iq
iq+αdi = S−1Σ2S−1.
Thus, E
[∥∥x¯link+1 − x∗∥∥2] = O(k−(1+q)) and by Equation 7.3, we have
E
[
(x¯k+1 − x∗)(x¯k+1 − x∗)T
]
= E
[
(x¯link+1 − x∗)(x¯link+1 − x∗)T
]
+ o(k−(1+q))
∼ S
−1Σ2S−1∑k
j=1Nj
.
Remark. The constraint M ≥ 2b 1α−(1−q)/2c + 2 on Theorem 7.5 is probably
unnecessary, if Lemmas 5.2 and 5.3 in Ruppert’s work [19] can be generalized to the
IP framework. In this case, we would be able to replace o(kh) with O(log k) throughout
the proof of Theorem 7.5, turning the constraint unnecessary.
7.2. Asymptotic analysis of the IP-SGD hybrid. Here we analyze the per-
formance of the IP-SGD hybrid method in a very simplified case where Jˆ(x) = J
(constant with respect to x, and deterministic), S = JTJ and Qˆ(xt) = Jyt + Et,
where yt = xt − x∗, and Var[Et] = Σ2, with E[Et|y1, ..., yt, E1, ..., Et−1] = 0. Note
that under these conditions both IP and SGD would have the same performance,
as Σ2B = 0. Therefore, this analysis cannot prove that the IP-SGD hybrid method
performs better than SGD, but only provide sufficient conditions to when it is not
worse. Particularly, it cannot evince the fact that performance worsens when ζt is
asymptotically constant, as was seen in the experiments of Section 4.1, since this case
is somewhat equivalent to “constant” precision as in SGD.
Assume At = ηS
−1/t, for some η > 0. The hybrid method in this case is described
by the recurrence: [
yt+1
µt+1
]
= (I − Pt)
[
yt
µt
]
+RtS
−1JTEt,
Pt =
[
η
2tI
η
2tI−ζtI ζtI
]
, Rt =
[− η2tI
ζtI
]
,
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where µt , S−1JT Q¯t.
Let then Wt = E
[[
yt
µt
] [
yt
µt
]T]
. Wt can be calculated by the recurrence:
Wt+1 = (I − Pt)Wt(I − Pt) +RtS−1Σ2AS−1RTt ,
noting that Σ2A = J
TΣ2J .
This recurrence takes different behaviors depending on ζt. If ζt ∼ (1 + p)/t, for
p ≥ 0, then E[ytyTt ] ∼ at S−1Σ2AS−1, where
a = eT1 U
(
(U−1rrTU−T ) ◦
[ 1
2λ1−1
1
λ1+λ2−1
1
λ1+λ2−1
1
2λ2−1
])
UT e1,
where
U
[
λ1 0
0 λ2
]
U−1 =
[
η/2 η/2
−(p+ 1) p+ 1
]
, r =
[−η/2
p+ 1
]
,
and “◦” indicates componentwise product, assuming min{Re(λ1),Re(λ2)} > 12 . The
solution to a is:
a(η, p) =
η2(16p2 + (22 + 4η)p+ 8 + 3η)
(32η − 16)p2 + (16η2 + 16η − 8)p+ 12η2 − 4 ,
where the constraint min{Re(λ1),Re(λ2)} > 12 implies that the denominator above
must be positive9. We may verify that under these constraints, a(η, p) is minimized as
p→∞ and η → 1, satisfying minη a(η, p) > 1 for all p and limp→∞ arg minη a(η, p) =
1, with:
min
η
a(η, p) ≈ a(1, p) ≈ 1 + 1/8
p+ 1/3
.
7.2.1. Averaged case. When averaging is considered, the performance analysis
changes. Let now At = ηS
−1/tα, 12 < α < 1. The recurrence now writes as:y˜t+1µt+1
yt
 = (I − Pt)
 y˜tµt
yt−1
+RtS−1JTEt,
Pt =
 η2tα I η2tα I 0−ζtI ζtI 0
− It−1 0 It−1
 , Rt =
− η2tα IζtI
0
 .
where y˜t = x˜t − x∗. Once again, we write Wt = E

 y˜tµt
yt−1
 y˜tµt
yt−1
T
, and obtain
the recurrence:
Wt+1 = (I − Pt)Wt(I − Pt) +RtS−1Σ2AS−1RTt .
While this time we did not solve this equation analytically, we verified numerically
that when ζt ∼ (1 + p)/t, p ≥ 0, it appears that E[ytyTt ] ∼ 1tS−1Σ2AS−1 as t → ∞,
regardless of the choice of p or η.
9A sufficient condition is η > 1
2
, p ≥ 0.
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7.3. Stability of Gauss-Newton estimators. The difference in stability of
different Gauss-Newton estimators can be explained in terms of the number of finite
moments of the distribution of B−1t , as convergence requires a minimum number of
finite moments.
Lemma 7.6. Let A ∈ Rm×n be a random matrix with m ≥ n, satisfying P [||A||F >
C] = 0 for some C, and supA∈Rm×n pdf[A] < +∞. Then (ATA)−1 has a finite p-th
moment for p < m−n+12 .
Proof. We can reduce the problem of verifying if the moments of (ATA)−1 are
finite to the problem of verifying if the moments of ||(ATA)−1||2 are finite, where ||.||2
is the induced L2 norm for matrices. Note that ||(ATA)−1||2 = σ−2min, where σmin :=
σmin(A) is the smallest singular value of A. The p-th moment of this expression is
then:
E
[||(ATA)−1||p2] = ∫ ∞
0
σ−2pmin pdf[σmin]dσmin
≤ 1
r2p
+
∫ r
0
s−2p
d
ds
P [σmin < s]ds (∀r > 0)
Now, σmin may also be defined as the distance between A and its closest matrix
A˜ such that det(A˜T A˜) = 0, i.e.:
σmin = min
A˜∈Rm×n
s.t.: det(A˜T A˜)=0
||A− A˜||F .
Since {A˜ ∈ Rm×n|det(A˜T A˜) = 0} is an algebraic variety of dimension mn−α, where
α = m−n+ 1, we know that the hyper-volume (i.e. the Lebesgue measure in Rm×n)
of the set {A ∈ Rm×n | ‖A‖F < C, σmin(A) < s} approaches zero with rate O(sα) as
s→ 0, and by boundedness of pdf[A] this implies that P [σmin < s] = O(sα).
Thus,
E
[||(ATA)−1||p2] ≤ 1r2p +
∫ r
0
s−2pO
(
sm−n
)
ds,
which converges for m− n− 2p+ 1 > 0.
The lemma above implies that, if Jˆ and its pdf are bounded, then using B−1 =
GTG, where G =
∑N
i=1 aiJˆi, for some sequence ai, we may only guarantee a finite
p-th moment for p < m−n+12 , regardless of N .
However, if one uses B−1 = R−1, where R = 1N
∑N
i=1 Jˆ
T
i Jˆi, we may write R =
ATA, where A = 1√
N
[
Jˆ1
...
JˆN
]
∈ RNm×n, and therefore a finite p-th moment can be
guaranteed for p < mN−n+12 . This is also valid for any linear combination of the
form B−1 = (aGTG + bR)−1, with a, b > 0, which yields a finite p-th moment for
N > 2p+n−1m . This suggests that, when employing Equation 5.1 to compute Bt, there
should exist some t after which we would have enough finite moments for convergence.
8. Conclusion. This work presented stochastic optimization schemes targeted
at MCLS problems. We first introduced the concept of increasing precision (IP), which
asymptotically outperforms the other “constant” precision methods such as SGD, and
then proposed a hybrid approach that substantially improves pre-asymptotic perfor-
mance. Finally, we also showed how the use of Gauss-Newton can be highly beneficial
on MCLS, outperforming Quasi-Newton approaches and covariance-preconditioning
methods such as AdaGrad and Adam in our experimental analysis.
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It remains as future work to provide a more complete theoretical analysis of
the convergence of the hybrid methods, as well as exploring the generalizations of
Section 6, such as providing more generic solutions targeting the cases when the cost
assumptions of Section 2.2 do not hold, or the case of biased but consistent estimators.
Also left for future work is a more extensive comparison of different ways to compute
a Gauss-Newton estimator Bt rather than Equation 5.1.
Appendix A. Definitions of the problems used in experiments.
• Problem #1: The problem dimensions m,n (as in Q : Rn → Rm) are m = 3,
n = 2, with Qˆ(x) =
[
L(y)−0.5
L(y−1)−0.5
L(2y−1)−0.2
]
, where y = x1 + x2G, G is a Gaussian
variable with zero mean and unit variance, and L(y) = |y|−|y−1|+12 . We
use Jˆ(x) =
[
L′(y)
L′(y−1)
2L′(2y−1)
]
[ 1G ]
T
, where “ ′” indicates derivative. Constraints:
x1 ∈ [0, 2], x2 ∈ [1, 3]. x∗ and S were computed numerically for this problem.
• Problem #2: The problem dimensions m,n are arbitrary. Qˆ(x) = ABu−y,
where yi = i
2, A ∈ Rm×n satisfying Aij = e− 12 (nm(i/m−j/n)
2), B ∈ Rn×n
is a diagonal matrix whose entries are i.i.d. random variables uniformly
distributed in [0.15, 0.85], and ui = sinh(xi), u, x ∈ Rn. We use Jˆ(x) =
ABu′, where “ ′” indicates derivative with respect to x. We constrain
xi ∈ [sinh−1(u∗i − 1), sinh−1(u∗i + 1)], where u∗ = 2(ATA)−1AT y.
Initial value. For Problem #1, the initial value is always x1 = (2, 1)
T , for all
methods. For Problem #2, x1 is randomly selected, but different methods in a same
figure use all the same initial value.
Enforcing constraints. Note that the problems used in our experimental anal-
ysis are all constrained, although the methods we evaluate in this work were all
designed for unconstrained problems. In our implementation, we enforce constraints
by projecting an iterate xk back to the closest feasible point whenever it violates the
problem constraints.
Numerical solution of Problem #1. For Problem #1, x∗ was computed
numerically. We ran 8 parallel instances of the averaged SGD algorithm with α = .66,
and N = 10 samples per iteration, for 4× 106 iterations, starting at x1 = (1, 1)T , and
preconditioned with D = (ĴTJ)−1, where ĴTJ is an unbiased estimator of JTJ at
x1, computed with 1000 samples.
The average output of the 8 instances was of x∗ = [ 0.6608772.28548 ], and the variance
matrix of the mean (of the 8 instances) was
[
3.72107×10−8 −7.943×10−8
−7.943×10−8 3.12237×10−7
]
.
Appendix B. Variance of gradient estimators.
Lemma B.1. Let (Qˆ, Jˆ) and (Qˆ′, Jˆ ′) be two i.i.d. pairs of unbiased estimators
of a vector Q and matrix J (i.e. with (Qˆ, Jˆ) ⊥ (Qˆ′, Jˆ ′)). Then the variance of the
estimator JˆT Qˆ′ is greater than or equal to that of Jˆ
T Qˆ′+ Jˆ′ T Qˆ
2 .
Proof.
Var[JˆT Qˆ′]−Var
[
JˆT Qˆ′ + Jˆ ′
T
Qˆ
2
]
=
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E[(
JˆT Qˆ′
)(
JˆT Qˆ′
)T]
− E
( JˆT Qˆ′ + Jˆ ′ T Qˆ
2
)(
JˆT Qˆ′ + Jˆ ′
T
Qˆ
2
)T =
E
[
JˆT Qˆ′ Qˆ′
T
Jˆ + Jˆ ′
T
QˆQˆT Jˆ ′
2
]
− E
( JˆT Qˆ′ + Jˆ ′ T Qˆ
2
)(
JˆT Qˆ′ + Jˆ ′
T
Qˆ
2
)T =
E
( JˆT Qˆ′ − Jˆ ′ T Qˆ
2
)(
JˆT Qˆ′ − Jˆ ′ T Qˆ
2
)T  0.
Lemma B.2. Given N i.i.d. pairs (Qˆ(i), Jˆ (i)), i ∈ {1, ..., N}, with E[Qˆ(i)] = Q
and E[Jˆ (i)] = J , then
Var
∑i 6=j Jˆ (i) T Qˆ(j)
N(N − 1)
 = Σ2A
N
+
Σ2B
N(N − 1) ,
where Σ2A and Σ
2
B are positive semidefinite matrices.
Proof. Let us first write
Var
∑i6=j Jˆ (i) T Qˆ(j)
N(N − 1)
 = ∑i 6=j∑k 6=lE
[
Jˆ (i)
T
Qˆ(j) Qˆ(k)
T
Jˆ (l) − JTQQTJ
]
N2(N − 1)2 .
From now on, we omit the transpose “ T ” symbol for simplicity of notation, so
the expression above writes as:∑
i6=j
∑
k 6=lE
[
Jˆ (i)Qˆ(j)Qˆ(k)Jˆ (l) − JQQJ
]
N2(N − 1)2 .
Note that the expectation term above is only nonzero when i 6= j 6= k 6= l does
not hold. In the summation above, there are four cases where these variables take
altogether three distinct values (which is when either i = k, i = l, j = k, or k = l),
each one occurring N(N − 1)(N − 2) times, while there are two cases where they take
two distinct values (when i = k and j = l, or i = l and j = k), each one occurring
N(N − 1) times. Thus, the expression above writes as:
E
 (N − 2)
(
JQˆQˆJ + JQˆQJˆ + JˆQQˆJ + JˆQQJˆ − 4JQQJ
)
N(N − 1) + ...
JˆQˆ′Qˆ′Jˆ + JˆQˆ′QˆJˆ ′ − 2JQQJ
N(N − 1)
]
=
Σ2A
N
+
Σ2B
N(N − 1) ,
with
Σ2A = E
[
JQˆQˆJ + JQˆQJˆ + JˆQQˆJ + JˆQQJˆ − 4JQQJ
]
= Var[JQˆ+ JˆQ],
and
Σ2B = E
[
JˆQˆ′Qˆ′Jˆ + JˆQˆ′QˆJˆ ′ − JQˆQˆJ − JQˆQJˆ − JˆQQˆJ − JˆQQJˆ + 2JQQJ
]
.
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Let now J = Jˆ−J , Q = Qˆ−Q, ′J = Jˆ ′−J , ′Q = Qˆ′−Q, and note that for two
random variables X,Y written in this notation we may write E[XˆXˆ] = XX+E[XX ]
and E[XˆYˆ ] = XY + E[XY ].
We can then simplify:
Σ2B = E[JˆQˆ
′Qˆ′Jˆ + Jˆ ′QˆQˆ′Jˆ − JQˆQˆJ − JˆQQJˆ − JQˆQJˆ − JˆQQˆJ + 2JQQJ ] =
E[Jˆ(QQ+ ′Q
′
Q)Jˆ + Jˆ
′QˆQˆ′Jˆ − JQˆQˆJ − JˆQQJˆ − JQˆQJˆ − JˆQQˆJ + 2JQQJ ] =
E[Jˆ′Q
′
QJˆ + Jˆ
′QˆQˆ′Jˆ − JQˆQˆJ − JQˆQJˆ − JˆQQˆJ + 2JQQJ ] =
E[Jˆ′Q
′
QJˆ + 
′
JQˆ
′
QJˆ − JQQJ − JQQJ ] =
E[Jˆ′Q
′
QJˆ + 
′
JQˆ
′
QJˆ − J′Q′QJ − ′JQ′QJ ] =
E[J
′
Q
′
QJ + 
′
JQ
′
QJ ] =
1
2
E[J
′
Q
′
QJ + 
′
JQ
′
QJ + 
′
JQQ
′
J + J
′
QQ
′
J ] =
1
2
Var[J
′
Q + 
′
JQ].
Since both Σ2A and Σ
2
B can be written as the variance of some expression, they
must be positive semidefinite.
Appendix C. The connection between IP and the hybrid approach.
Starting from the IP update formula (Equations 2.2 and 3.1), we note that we may
write it as:
xk+1 = xk −Ak
∑
1≤i 6=j≤Nk Jˆ
(i)
k
T
Qˆ
(j)
k
Nk(Nk − 1)
= xk −Ak
∑Nk
i=1
((∑i−1
j=1 Jˆ
(j)
k
)T
Qˆ
(i)
k + Jˆ
(i)
k
T (∑i−1
j=1 Qˆ
(j)
k
))
Nk(Nk − 1) .
Note now that we may break down the equation above in Nk smaller updates of
x, by defining x˜k,1 = xk, x˜k,Nk+1 = xk+1, and
(C.1) x˜k,i+1 = x˜k,i −Ak
(∑i−1
j=1 Jˆ
(j)
k
)T
Qˆ
(i)
k + Jˆ
(i)
k
T (∑i−1
j=1 Qˆ
(j)
k
)
Nk(Nk − 1) .
The IP-SGD hybrid method then comes from two modifications of Equation C.1.
First, we compute the J
(i)
k , Q
(i)
k in function of x˜k,i instead of x˜k,1. Secondly, instead
of estimating the gradient in function of the previous i − 1 samples, we use all pre-
vious t− 1 (with t = i +∑k−1l=1 Nl) samples, however giving a higher weight to more
recent samples, according to a predefined increasing sequence of positive numbers qt.
Renaming now xt := x˜k,i, the IP-SGD hybrid method (Equations 4.2 and 4.1) is
obtained.
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