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Resumen: La agregación temporal de datos es un procedimiento que ocurre con
frecuencia en diversas áreas y por distintas razones, entre las que se encuentran un mejor
manejo de datos de alta frecuencia o simplicidad en los procesos de monitoreo. Muchos
procedimientos de agregación se hacen sobre datos discretos, y en particular, sobre datos
de conteo obtenidos a partir de poblaciones expuestas que no cambian en el tiempo, por
lo que en tales casos, el monitoreo del proceso puede hacerse adecuadamente a través de
la media de éste. El efecto que la agregación de este tipo de observaciones tiene sobre el
monitoreo de los procesos, ha sido estudiado por algunos autores, sin embargo, el efecto
de la agregación de datos de conteo cuando los tamaños de las poblaciones expuestas
vaŕıan en el tiempo, no ha sido estudiado aún. Este tipo de situaciones son muy comunes,
por ejemplo, en vigilancia de la salud, dónde las poblaciones de personas expuestas a
un determinado evento adverso, generalmente vaŕıan en el tiempo. Los registros que se
obtienen a partir de este tipo de situaciones, corresponden en su gran mayoŕıa, a datos
de conteo univariados. Sin embargo, existen otras aplicaciones que generan datos de
conteo multivariados que dependen de una covariable, como por ejemplo, cuando en un
determinado intervalo de tiempo se cuenta el número de casos de muertes por cáncer
discriminadas de acuerdo con la edad de los pacientes. En este caso los registros que
se obtienen corresponden a vectores de conteos que depende de la covariable edad. En
esta situación la covariable es un factor cuyos valores no cambian de un intervalo de
observación a otro. Sin embargo, en algunos casos este supuesto sobre la covariable no
puede asumirse, lo que genera datos con una caracteŕıstica especial que debe ser tenida
en cuenta.
En esta disertación se estudia el efecto de la agregación de datos de conteo (univariados
y multivariados), cuando el tamaño de las poblaciones expuestas cambia en el tiempo.
Además, se introduce una metodoloǵıa para agregar y monitorear procesos que generan
este tipo de datos. Esta metodoloǵıa permite mantener constante la tasa de ocurrencias
del evento de interés, independientemente del nivel de agregación utilizado. A través de
procesos de simulación y del uso de datos reales, determinamos el efecto que la agregación
tiene en el monitoreo de este tipo de procesos. Al final del documento se presentan las
conclusiones de nuestro estudio, aśı como ideas para futuras investigaciones.
Abstract: The temporary aggregation of data is a procedure that occurs frequently
in various areas and for different reasons, among which are a better handling of high-
frequency data or simplicity in the monitoring processes. Many aggregation procedures are
done on discrete data, and in particular, on counting data based on exposed populations
that do not change over time, so in such cases, process monitoring can be done properly
through its average. The effect that the aggregation of this type of observations has on
the monitoring of the processes, has been studied by some authors, however, the effect
of the aggregation of counting data when the sizes of the exposed populations vary over
time, not it has been studied so far. These types of situations are very common, for
example, in health surveillance, where populations of people exposed to a certain adverse
event generally vary over time. The records that are obtained from this type of situation,
correspond mostly to univariate counting data. However, there are other applications
that generate multivariate counting data that depend on a covariate, such as when in a
certain time interval, the number of cases of cancer deaths discriminated according to the
age of the patients is counted. In this case, the records obtained correspond to vectors of
counts that depend on the age covariate. In this situation, the covariate is a factor whose
values do not change from one observation interval to another. However, in some cases
this assumption is not true, which generates data with a special characteristic that must
be taken into account.
This dissertation studies the effect of the aggregation of counting data (univariate and
multivariate), when the size of the exposed populations changes over time. In addition, a
methodology is introduced to aggregate and monitor processes that generate this type of
data. This methodology allows to keep the rate of adverse events constant, regardless of
the level of aggregation used. Through simulation processes and the use of real data, we
determine the effect that aggregation has on the monitoring of this type of process. At
the end of the document the conclusions of our study are presented, as well as ideas for
future research.
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Índice de tablas
1.1. Comparación de la ARL fuera de control de las cartas EWMAG y EWMAe para
diferentes niveles de agregación. Escenario I y τ = 1. . . . . . . . . . . . . . . . . . . . . 11
1.2. Comparación de la ARL fuera de control de las cartas EWMAG y EWMAe para
diferentes niveles de agregación. Escenario II y τ = 1. . . . . . . . . . . . . . . . . . . . 12
1.3. Comparación del número total de detecciones y valores at́ıpicos detectados co-
rrectamente, cuando consideramos datos agregados y no agregados con 50 datos
contaminados. Escenario I. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4. Comparación de la ARL fuera de control de las cartas EWMAG y EWMAe con
diferentes τ y dos niveles de agregación (2 y 3). Escenario I. . . . . . . . . . . . . . . . 13
2.1. Valores ATS zero-state para las cartas de control T 2 (con ĺımites de control,
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(gráficos derecha) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3. Perfiles correspondientes a los años 1997, 1998, y 1999 . . . . . . . . . . . . . . . 50
3.4. Perfiles separados correspondientes a los años 1997, 1998, y 1999 . . . . . . . . 51
3.5. Profundidades de los perfiles asociados a cada año . . . . . . . . . . . . . . . . . . 52
3.6. Carta EWMA para el monitoreo de los perfiles asociados a los vectores de
conteo correspondientes a los años entre 2007 y 2014 . . . . . . . . . . . . . . . . . 52
V
Introducción
Cuando se diseña un esquema de monitoreo, se deben tomar varias decisiones sobre
algunos aspectos importantes que influyen de manera directa sobre el futuro desempeño
de éste. De acuerdo con [47], una de estas decisiones se relaciona con la elección de un
efectivo plan de muestreo, y más espećıficamente con el uso, o no, de la agregación de
datos para formar muestras. La agregación de datos también es una práctica frecuente
en muchas aplicaciones, especialmente las que generan datos de tipo discreto. Entre los
propósitos que se tienen para el uso de esta práctica, se encuentran: facilitar el análisis
de la información o disminuir la complejidad de los procesos de monitoreo. La agregación
temporal de datos es una práctica recurrente en diversas áreas de aplicación del control
estad́ıstico de procesos, entre las que se encuentra la vigilancia de la salud. Al respecto,
[9] indican que en esta área los datos displonibles para análisis se presentan en volúmenes
diversos y crecientes, lo que puede comprometer la confiabilidad de los modelos usados
en el análisis, y la importancia de las conclusiones estad́ısticas. [38] anotan que cuando se
trabaja con un número grande de eventos, puede ser más práctico considerar el número
de eventos que ocurren durante un intervalo de tiempo de una longitud dada, como por
ejemplo, el número de errores quirúrgicos en un mes, que los tiempos individuales entre
eventos sucesivos. [4] anota que la agregación de datos es muy común en áreas tales como
la epidemioloǵıa, demografia, y salud pública, y que generalmente, los procesos de agre-
gación se realizan para proteger la privacidad de los pacientes, facilitar una presentación
compacta, o facilitar procesos de comparación.
Varios autores han evaluado el efecto de esta práctica para el caso de datos de proporción
y conteo, entre otros. [34] evalúan las propiedades estad́ısticas de dos cartas CUSUM,
una basada en variables binomiales, y otra basada en variables Bernoulli. [44] estudiaron
el efecto de varios niveles de agregación temporal cuando se monitorean datos de redes
sociales. [47] hacen una revisión de algunas estrategias de agregación y muestreo. Estos
autores consideran que usar agregación temporal es muy útil cuando se registran datos de
alta frecuencia, y consideran que en este caso puede ser útil seleccionar un nivel de agrega-
ción apropiado con el fin de eliminar ruido en los datos, aliviar la carga computacional, o
simplificar el modelamiento. Aśı mismo indican que aunque la agregación implica pérdidad
de información, puede ser necesaria, además de lo expuesto anteriormente, para efectos
de facilitar la interpretación. [5] explora la agregación temporal y espacial de datos y dis-
cute el efecto de esta técnica sobre la vigilancia de la salud. [13] comparan el desempeño
relativo entre la carta de control CUSUM para monitorear datos agregados Poisson, y
la carta CUSUM basada en la distribución exponencial para monitorear el tiempo entre
eventos. Para el monitoreo de datos de conteo agregados, los autores consideran peŕıodos
de agregación iguales a 1 y 10, y utilizan valores del tiempo promedio de señal (ATS)
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para hacer la comparación entre las cartas. [38] extienden el trabajo de [13] al considerar
nuevos escenarios fuera de control, aśı como un mayor número de niveles de agregación.
Los autores encuentran, en general, un mejor desempeño de la carta CUSUM basada en
la distribución exponencial.
En las investigaciones anteriores que se relacionan con datos de conteo, se asume que las
observaciones provienen de un proceso Poisson homogéneo, es decir, que la media del pro-
ceso es constante a lo largo del tiempo, por lo que un modelo que represente este tipo de
datos puede ser
E(yi) = µ (1)
donde yi ∼ P (µ) representa el número de eventos observados en un intervalo constante
de tiempo t = [ti, ti+1] y µ es la media esperada del número de eventos en t a partir de
un número de ı́tems n. En muchas situaciones, como las relacionadas con la vigilancia de
la salud, el modelo 1 no resulta adecuado, puesto que el número de ı́tems observados o
expuestos vaŕıa en el tiempo. En estos casos resulta adecuado considerar el modelo (2)
E(yi) = µi = niθ0 (2)
donde θ0 y ni representan la tasa de ocurrencias en control del evento de interés y el
tamaño de la muestra (o población expuesta) en el tiempo t, respectivamente.
El efecto de la agregación en este tipo de situaciones no ha sido estudiado aún. Este
escenario puede ocurrir, por ejemplo, cuando se monitorea la tasa de mortalidad debida
al cáncer de próstata en una determinada región, y en un intervalo de tiempo dado.
El número de ı́tems expuestos en este caso, corresponde al grupo de personas que son
potenciales v́ıctimas de este tipo de cáncer, el cual es claramente variable. En este caso
resulta más adecuado considerar el modelo 2, y de acuerdo con [41] el interés debe ser
monitorear θ0.
Dentro de las aplicaciones que involucran poblaciones expuestas que vaŕıan en el tiem-
po, también se encuentran algunas que generan datos de conteo multivariados que depen-
den de una covariable. Este es el caso de los conteos correspondientes al número de muertes
por cáncer en función de rangos de edad de los pacientes. En este caso, en cada intervalo
de tiempo t se registra un vector de conteos en el que cada entrada tiene diferente media,
dependiendo del rango de edad al que corresponda, y al tamaño de la población expuesta
correspondiente al tiempo t, es decir, se cumple que
E(yi1, ..., yij , ..., yim) = (ni1θ01, ..., nijθ0j , ..., nimθ0m) (3)
dónde (θ01, ..., θ0j , ..., θ0m) representa el vector de tasas de ocurrencias del evento de interés
en control y (ni1, ..., nij , ..., nim) representa el vector de poblaciones expuestas para cada
nivel m del factor edad. Se asume que para cada θ0j , se cumple que
θ0j = exp(β0 + β1xj) (4)
para algunas constantes desconocidas β0 y β1
Muchos registros que son presentados por entidades gubernamentales, implican previos
procesos de agregación. Por ejemplo, los registros anuales relacionados con tasas de mor-
talidad por cáncer de acuerdo con la edad de los fallecidos, corresponden a datos que han
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sido agregados a lo largo de cada año, tiempo en el que los tamaños de las poblaciones
expuestas no son constantes. El efecto de la agregación de este tipo de observaciones, no
ha sido estudiado aún. En esta situación se asume que la variable edad asume unos rangos
de valores previamente establecidos, y son fijos entre un tiempo de observación y otro. Sin
embargo, otras aplicaciones que involucran vectores de conteo obtenidos de poblaciones
expuestas que vaŕıan en el tiempo, y que dependen de una covariable, no cumplen con
la condición de que esta última sea fija entre tiempos de observación. Este es el caso del
monitoreo de la calidad del aire a través del número de d́ıas que en un mes sobrepasan
el número mı́nimo de part́ıculas Pm10, como función del monóxido de carbono. En este
caso, la variable monóxido de carbono puede tomar valores diferentes de un mes a otro.
Dadas las limitaciones de algunas metodoloǵıas multivariadas, en el monitoreo de los pro-
cesos que generan este tipo de datos (de conteo y multivariados), usamos teoŕıa de análisis
de perfiles. Más espećıficamente, a partir de los datos de conteo multivariados se hacen
ajustes P-splines, de los cuales obtenemos los coeficientes de las bases de funciones que
luego son usados para determinar si una determinada observación hace parte de un proceso
bajo control o no.
En esta tesis estudiamos el efecto de la agregación de datos de conteo (univariados y
multivariados), con relación al monitoreo estad́ıstio de procesos, cuando las poblaciones
expuestas cambian en el tiempo. Para determinar el efecto de la agregación, comparamos
el desempeño de determinados esquemas de monitoreo cuando en ellos se usa información
agregada y desagregada. Usamos la longitud de corrida promedio (ARL) y el tiempo
promedio de señal (ATS) en otros casos, para comparar el desempeño de los esquemas de
monitoreo. También proponemos un procedimiento que permite agregar las observaciones
sin que la tasa de ocurrencias del evento de interés se vea afectada.
Esta disertación está organizada como sigue: en el Caṕıtulo 1 se estudia el efecto de la
agregación de datos de conteo asociados con tamaños de muestra que vaŕıan en el tiempo.
Para esto, se compara el desempeño de dos esquemas de monitoreo cuando en cada uno
de ellos se usa información agregada y desagregada. Teniendo en cuenta que la media del
proceso no es constante, el parámetro que se monitorea es la tasa de ocurrencias del evento
de interés. Cuando se usa información agregada en cada uno de los esquemas, proponemos
una forma de agregar las observaciones que mantiene constante la tasa de ocurrencias
del evento de interés, sin importar el nivel de agregación utilizado. Este procedimiento
hace énfasis en la necesidad de considerar no sólo la población expuesta correspondiente al
último conteo del intervalo de agregación, sino también las poblaciones expuestas asociadas
a todos los conteos anteriores.
En el Caṕıtulo 2 se estudia el efecto de la agregación de datos de conteo multivariados
que dependen de una covariable fija, y que se obtienen a partir de tamaños de muestra
que vaŕıan en el tiempo. En este caso, el efecto de la agregación se mide al comparar, en
cada esquema de monitoreo, su desempeño con información agregada y desagregada. Se
consideraron dos esquemas de monitoreo, un esquema tipo Shewhart y un esquema tipo
EWMA. El procedimiento propuesto en el Caṕıtulo 1 para agregar las observaciones se
extiende a este caso, siendo ahora el vector de tasas de eventos de interés, el parámetro
que se desea monitorear. El monitoreo de este parámetro se basa en el ajuste de un
perfil Poisson dónde las entradas del vector de tasas de eventos constituye los valores
de la variable respuesta. Para el monitoreo de los datos agregados, se hace inicialmente
la agregación de éstos, basados en los vectores de conteo y sus respectivas poblaciones
expuestas, y luego, se hace el ajuste del perfil que será usado en el monitoreo del parámetro
de interés.
INTRODUCCIÓN IX
En el Caṕıtulo 3 se estudia el efecto de la agregación de datos de conteo multivariados que
dependen de una covariable que puede asumir valores distintos de un vector de conteos a
otro, y que se obtienen a partir de tamaños de muestra que vaŕıan en el tiempo. El efecto de
la agregación se mide a partir de la comparación del desempeño del esquema EWMA usado
en el Caṕıtulo 2, cuando éste se usa con información agregada y desagregada. Al igual que
en el Caṕıtulo 2, el parámetro de interés y el monitoreo de éste se hace de la misma forma.
La diferencia fundamental entre lo realizado en este Caṕıtulo, y lo realizado en el Caṕıtulo
2, se encuentra en la forma como se hacen las agregaciones de las observaciones. En este
caso, con cada vector de conteos se asocia un perfil, que normalmente difiere de los demás
en su diseño de puntos y longitud de su soporte. Luego de un proceso de estandarización
de los perfiles, se elige una grilla de puntos sobre la que se estiman los vectores de conteos
que luego son agregados y monitoreados, como en el caṕıtulo 2. Al final de esta tesis se
encuentran las conclusiones y aportes realizados en esta investigación, aśı como algunas
ideas para trabajos futuros.
CAPÍTULO 1
Monitoreo de datos Poisson agregados para
procesos con tamaños de muestra que vaŕıan en el
tiempo
En este caṕıtulo estudiamos el efecto de la agregación de datos de conteo cuando la
población expuesta cambia en el tiempo. Para tal fin, analizamos el desempeño de dos
esquemas de monitoreo en presencia de observaciones desagregadas y agregadas, bajo
distintos escenarios fuera de control.
1.1. Datos Poisson Agregados
En muchas aplicaciones es frecuente usar metodoloǵıas y prácticas que faciliten el
análisis de cierta información, permitiendo corregir o al menos atenuar las dificultades que
pueden generar algunas caracteŕısticas en los datos, como la presencia excesiva de ceros.
Uno de estos procedimientos es la agregación.
El efecto de esta práctica fue estudiado por [34]. Ellos consideraron dos cartas tipo CUSUM
para monitorear cambios en la proporción de ı́tems defectuosos, p. La primera carta se
basó en variables binomiales que resultan de contar el número total de ı́tems defectuosos en
una muestra de tamaño n. La segunda carta se basó en observaciones Bernoulli las cuales
corresponden a los ı́tems individuales de la muestra. Como resultado de este procedimiento,
se concluyó que hay poca diferencia entre la carta CUSUM binomial y la carta CUSUM
Bernoulli, en términos del tiempo esperado requerido para detectar pequeños y moderados
cambios en p, pero la carta CUSUM Bernoulli es mejor para detectar cambios grandes en
este parámetro.
[36] investigaron si es conveniete o no agrupar observaciones. Ellos determinaron si es
mejor usar n = 1 o n > 1 como tamaño de muestra. Como resultado, encontraron que
las combinaciones de cartas CUSUM para la media y la varianza, en general, producen el
mejor rendimiento estad́ıstico en la detección de cambios pequeños y grandes, sostenidos,
o transitorios, en µ o en σ, cuando la muestra consiste en una observación. Además, si
se usa la carta Shewhart, n = 1 es mejor cuando se requiere detectar pequeños cambios
sostenidos. [35] investiga si usar n = 1 es mejor que n > 1 desde la perspectiva del
desempeño estad́ıstico en el monitoreo de la media y la varianza del proceso. Para obtener
1
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esto, se compara el rendimiento de las cartas de control Shewhart, EWMA y CUSUM.
El resultado muestra que no es razonable usar la carta de control Shewhart cuando hay
observaciones individuales, y que las cartas EWMA y CUSUM tienen un mejor rendimiento
estad́ıstico para una amplia gama de tamaños de muestra y situaciones fuera de control,
como los procesos drift. Del mismo modo, no se encontraron diferencias significativas en
el rendimiento estad́ıstico de las cartas EWMA y CUSUM. Con estas cartas de control, el
uso de n = 1 produce un mejor rendimiento estad́ıstico que n > 1.
Una de las mayores áreas de aplicación de la agregación de datos está relacionada con
todas aquellas situaciones en las que se genera una variable de tipo Poisson, como en la
vigilancia de la salud pública. En esta área, el uso de la agregación de datos es una práctica
común. Por ejemplo, [5] explora la agregación de datos por espacio, tiempo y categoŕıas
de datos, y discute el impacto de esta técnica en la eficiencia de los algoritmos de alerta
relevantes para la vigilancia de la salud pública, entre otros. Los autores concluyeron que
una estrategia juiciosa de agregación de datos tiene una función importante dentro de la
mejora de los sistemas de biomonitoreo.
[13] compara el rendimiento de dos cartas CUSUM. En una carta consideró el tiempo entre
los eventos de Poisson, que tiene distribución exponencial, y en la otra carta considera los
conteos agregados, que tienen distribución de Poisson. El autor considera los peŕıodos
de agregación de unidades de longitud 1 y 10 veces. [38] ampĺıa la investigación de [13]
explorando en mayor medida el rendimiento relativo de las cartas de control CUSUM
exponencial y CUSUM Poisson, considerando peŕıodos de tiempo de agregación de longitud
1, 7, 14 y 30, teniendo en cuenta que los peŕıodos de agregación semanal, quincenal y
mensualmente, son los más comúnmente utilizados en salud y seguridad pública.
Suponemos que los conteos de eventos Yt se distribuyen como
Yt ∼ P (ntθ0)
es decir, E(Yt/nt) = θ0, con lo que Yt/nt es un estimador de la tasa de ocurrencias del
evento de interés. Este valor de θ0 es un parámetro de la población, y en lo posible, debemos
contar con estimadores insesgados de el. Cuando se agregan observaciones, al igual que
en el caso desagregado, debemos contar con estimadores insesgados de θ0, puesto que sólo
de esta forma podremos comparar el desempeño de los esquemas de monitoreo en los dos
casos: datos agregados y desagregados. En la sección 2.2 se trata con más detalle esta
situación.
1.2. Algunos aspectos teóricos
En esta sección se presentan algunos aspectos teóricos que sustentan los procedimientos
de agregación que son implementados a los largo de la tesis.
Una variable aleatoria Y con distribución de Poisson, de acuerdo con [17], tiene función




y! para y = 0, 1, 2, ...
0 otro caso
(1.1)
Una variable aleatoria Y con distribución Poisson satisface que
• E(Y ) = µ = V ar(Y )
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• mY (t) = exp(µ(et − 1)
donde mY (t) representa la función generadora de momentos de una variable aleatoria
con distribución Poisson. De acuerdo con [17], Si Y1, Y2, ..., Ym son variables aleatorias
independientes, tales que Yi tiene una distribución Poisson con parámetro µi entonces la
variable Y ag =
∑m
i=1 Yi tiene distribución Poisson con parámetro
∑m
i=1 µi. En el caso
multivariado, se asume que de manera simultánea, no como una secuencia de variables,
se tiene un vector m dimensional cuyas entradas corresponden a variables aleatorias con
distribución de Poisson, es decir, asumimos que en un tiempo t se puede observar el
vector (Yt1 , Yt2 , ..., Ytm) tal que cada entrada Yti tiene distribución Poisson de parámetro
µi. En este trabajo se asume que el parámetro µi = niθ0, donde θ0 representa la tasa de
ocurrencias de un evento de interés, y ni representa el tamaño de muestra asociado a Yi.
Se asume además que las variables contenidas en el vector son independientes.
Si se asume un intervalo numérico que a su vez puede subdividirse en intervalos más
pequeños, y que además el conteo de ocurrencias es aleatorio en el intervalo mayor, se
cumple que
• La probabilidad de más de una ocurrencia en un subintervalo es cero
• La probabilidad de una ocurrencia en un subintervalo es la misma para todos los
subintervalos, y proporcional a la longitud de éstos.
• El conteo de ocurrencias en cada subintervalo es independiente del de los demás
subintervalos.
De acuerdo con [14] un proceso estocástico de eventos de llegada {N(t), t ≥ 0} es un
proceso Poisson si:
1. Los eventos llegan uno a la vez
2. El número de eventos en el intervalo de tiempo (t, t+s], N(t+s)−N(t), es independiente
del número de llegadas que tienen lugar desde 0 hasta t, es decir, es independiente del
conjunto de variables {N(u), 0 ≤ u ≤ t}.
3. La distribución de N(t+ s)−N(t) es independiente de t para todo t, s ≥ 0
La condición 3 establece la homogeneidad del proceso a través del tiempo. Si la tercera
condición se elimina de la definición, se obtiene un proceso Poisson no homogéneo.
1.3. La carta EWMAG
Esta carta, propuesta por [41], usa ĺımites de control probabilisticos para monitorear
datos de conteo Poisson con tamaños de muestra que vaŕıan en el tiempo en Fase II. Esta
carta se denomina EWMAG porque su distribución de longitud de corrida en control es
teóricamente idéntica a la distribución geométrica, es decir, la tasa de falsas alarmas no
depende del tiempo de monitoreo ni del tamaño de la muestra que se monitorea.
Sea Yt el conteo de un evento adverso durante un peŕıodo de tiempo fijo (t− 1, t] (conteo
de eventos en el tiempo t). Suponga que Yt independientemente sigue una distribución
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Poisson con media θnt condicional a nt, donde θ y nt denotan la tasa de ocurrencias del
evento de interés y el tamaño de muestra en el tiempo t, respectivamente. Para detectar
un cambio abrupto en la tasa de ocurrencias, de θ0 a otro valor desconocido θ1 > θ0, en
algún tiempo desconocido τ , se usa el siguiente modelo de punto de cambio
Yi ∼ i.d =
{
Poisson(θ0ni | ni) para i = 1, ...τ − 1
Poisson(θ1ni | ni) para i = τ, ...
(1.2)
donde el śımbolo ∼ i.d denota distribuido independientemente. El estudio se enfoca
en la deteccción de un incremento en la tasa de ocurrencias, esto es, θ1 > θ0. El objetivo
es detectar un cambio abrupto en la tasa de ocurrencias, de un valor θ0 a otro valor
desconocido θ1 > θ0. La carta EWMAG usa




como el estad́ıstico de monitoreo, donde Z0= θ0, y λ ∈ (0, 1] es un parámetro de suaviza-
miento que determina el peso de las observaciones pasadas.
El ĺımite de control de la carta EWMAG debe satisfacer las siguientes ecuaciones:
P (Z1 > h1(α) | n1) = α
P (Zt > ht(α) | Zi < hi(α), 1 ≤ i < t, nt) = α para t > 1
(1.4)
donde ht(α) es el ĺımite de control en el tiempo t y α es la tasa de falsas alarmas
pre-especificada. En el tiempo t, el ĺımite de control probabiĺıstico se determina justo
después de observar el valor de nt. Consecuentemente, la carta EWMAG no necesita de la
suposición de tamaños de muestra futuros y no se ve afectada por suposiciones incorrectas
del modelo. Esta propiedad hace a la carta EWMAG significativamente diferente de
cartas de control anteriores.
[41] considera que, debido a la complejidad de la distribución condicional (1.4) es
imposible resolver ht(α) anaĺıticamente. Por lo tanto, es necesario utilizar procedimientos
computacionales. El procedimiento para encontrar los ĺımites de control probabiĺısticos se
resume en el siguiente algoritmo:
1. En el tiempo t, y bajo la condición en control, Yt sigue una distribución Poisson
con media θ0nt, donde nt es exactamente conocido. Si no hay una señal fuera de
control en el tiempo t− 1 (t = 1, 2, ...), Ŷt,i (i = 1, ...,M) son generadas a partir de la
distribución Poisson(θ0nt). En consecuencia, M valores del pseudo estad́ıstico que
se grafica Zt, son obtenidos a través de




donde i = 1, ...,M , j ∈ {1, ...,M ′}, con M ′ = bM(1 − α)c, se asocia con el número
de elementos Ẑt−1,i que no superan al ĺımite de control obtenido en el tiempo t− 1,
y Ẑt−1,j es uniformemente seleccionada de Ẑ
′
[t−1]M ′ . Aqúı, bM(1 − α)c denota el
mayor entero menor o igual a M(1 − α), y Ẑ′[t−1]M ′ contiene los valores rankeados
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Ẑt−1,(1), ..., Ẑt−1,(M ′) que son menores o iguales a ht−1(α). Cuando t = 1, Ẑt−1,j = θ0,
para todo j.
2. Se ordena los valores Ẑt,1, Ẑt,2,...,Ẑt,M en orden ascendente, y el cuantil emṕırico
superior α de estos M valores, es usado para aproximar el ĺımite de control ht(α).
3. Compare el valor de Ẑt, que se calcula con base en los observados Yt y nt, con ht(α),
para decidir si se emite una señal fuera de control o se continúa hacia el siguiente
punto de tiempo.
4. Si se decide continuar, se guardan los valores Ẑt,1,...,Ẑt,(M ′), y los valores
Ẑt,(M ′+1),...,Ẑt,(M) son removidos. Entonces regresamos al paso 1.
1.4. La carta EWMAG para datos Poisson agregados
En esta sección se adapta la propueta de [41] al escenario en el que se agregan obser-
vaciones. Suponemos que Y1, Y2, ..., Yi, ..., Ym,... son los conteos de eventos independientes,
observados durante peŕıodos de tiempo de igual longitud (t1 − 1, t1], (t2 − 1, t2],...,(ti −
1, ti],...,(tm−1, tm],...Por simplicidad, y de acuerdo con [41], llamaremos a estos, los conteos
en los tiempos t1, t2, ..., ti, ..., tm,... respectivamente. Suponemos que Yi ∼ P (θ0nti | nti),
donde θ0 es la tasa de ocurrencias del evento de interés, y nti es el tamaño de muestra
en el tiempo ti. Si agregamos los conteos desde el tiempo ti hasta el tiempo tm, se ob-
tiene Y agtim =
∑m





k=i ntk). Aśı, de acuerdo con [41], es posible implementar la carta EW-
MAG para la variable Y agtim . Asumimos que los peŕıodos de agregación tienen la misma
longitud, por ejemplo, una semana, un mes, un año, etc. Sea Y agt1r la variable Y ag ob-
servada a partir de t1 hasta tr (unión de los intervalos de tiempo desde (t1 − 1, t1] hasta
(tr−1, tr] ). Bajo la condición en control, Y agt1r debe seguir una distribución Poisson con
media θ0
∑r
k=1 ntk condicional a
∑r
k=1 ntk , donde
∑r
k=1 ntk es exactamente conocida. Para
detectar un cambio abrupto en la la tasa de ocurrencias de θ0 a otro valor desconocido
θ1 > θ0 en algún tiempo desconocido τ , se usa el siguiente modelo de punto de cambio











k=i ntk) para i = τ, ...
(1.6)
Aśı, obtenemos el ĺımite de control durante el primer peŕıodo de tiempo de agrega-
ción, generando aleatoriamente Ŷ agt1r,i, donde i = 1, ...,M , a partir de la distribución
P (θ0
∑r
k=1 ntk) y calculando M pseudo valores Zt1r a partir de la estructura dada en
(1.3) con Z0 = θ0, digamos Ẑt1r,1,...Ẑt1r,M . Guardamos en un vector Ẑ1rM los valores
Ẑt1r,1,...Ẑt1r,M , organizados en forma ascendente. Aśı, el ĺımite de control ht1r(α) puede
ser aproximado como el M ′ = bM(1−α)c mayor valor en Ẑ1rM . Luego, ht1r(α) es compa-
rado con Zt1r , el cual es calculado con base en los Y agt1r observados y
∑r
k=1 ntk . Una señal
fuera de control ocurre si Zt1r > ht1r(α). En caso contrario, pasamos al siguiente peŕıodo
de tiempo, desde tr+1 hasta ts (uión de los intervalos de tiempo desde (tr+1−1, tr+1] hasta
(ts − 1, ts]), s > r + 1.
De acuerdo con (1.4), con el fin de determinar el ĺımite de control htr+1,s(α) correspon-
diente al peŕıodo de tiempo indicado arriba, debemos garantizar que el valor del pseudo
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Zt1r es menor o igual que ht1r(α). Aśı, sólo los valores rankeados Ẑt1r,(1), ...Ẑt1r,(M ′) deben
ser tenidos en cuenta para hallar htr+1,s(α). Guardamos los M
′ rankeados pseudo Zt1r en
un vector Ẑ′1rM ′ . Sea Y agtr+1,s la variable Y ag observada para el peŕıodo de tiempo de
agregación que va de tr+1 a ts. Dado
∑s
k=r+1 ntk , un vector Ẑ[r+1]sM con dimensión M
puede obtenerse a través de




donde i = 1, ...,M , Ẑt1r,j es seleccionada uniformemente de Ẑ
′
1rM ′ con j ∈ {1, ...,M ′},
y Ŷ agtr+1,s,i son generados aleatoriamente de P (θ0
∑s
k=r+1 ntk). En la ecuación (1.7) se
asume que los peŕıodos agregados (t1, tr] y (tr+1, ts] son de igual longitud. Luego de or-
denar los M elementos de Ẑ[r+1]sM en orden ascendente, se obtiene el ĺımite de control
htr+1,s(α) considerando el quantil (1− α) de los M elementos. Una señal fuera de control
se emite si Ẑtr+1,s > htr+1,s(α). De lo contrario, es posible avanzar al siguiente peŕıodo de




Como caso particular, sea t = 1 el primer punto del tiempo en el que se monitorea el pri-
mer conteo agregado, digamos Y agt1 , asociado con un tamaño de muestra agregado N1.
Asumiendo que el proceso en control tiene una tasa de ocurrencias θ0, la variable aleatoria
que origina el conteo agregado Y agt1 tiene distribución Poisson con media θ0N1 condi-
cional a N1. A partir de esta distribución, se generan M valores pseudo Y agt1 , digamos,
Ŷ agt1,1, ..., Ŷ agt1,M . A partir de estos M valores simulados, y usando la expresión




con i = 1, 2, ...,M , se obtienen M pseudo estad́ısticos EWMA, a partir de los cuales se halla
el ĺımite de control, digamos h1(α)ag, asociado con el conteo agregado, Y agt1 , observado




se compara con el ĺımite de control h1(α)ag. Si no hay una señal fuera de control, pasamos
al monitoreo en el punto t = 2. En t = 2, se observa el conteo agregado Y agt2 , asociado
con un tamaño de muestra agregado N2. Se asume que la variable aleatoria que genera
el conteo agregado Y agt2 tiene distribución Poisson com media θ0N2. Teniendo en cuenta
esta distribución, se simulan m pseudo conteos, digamos Ŷ agt2,1, ..., Ŷ agt2,M . A partir de
estos M valores simulados, y usando la expresión




con i = 1, 2, ...,M y j = 1, 2, ...,M ′, dónde M ′ = bM(1 − α)c, permite escoger el
percentil M ′ en el vector Ẑ1M como el ĺımite de control h2(α)ag. Nótese j vaŕıa desde 1
hasta el último valor del vector Ẑ1M=Ẑt1,1, ..., Ẑt1,M ′ que es menor o igual que h2(α)ag.
Por esta razón, en la expresión (1.9) se usa el ı́ndice j en lugar de i. Si al comparar
Zt2 = (1 − λ)Zt1 + λ
Y agt2
N2
con h2(α)ag, no hay una señal fuera de control, pasamos al
monitoreo en el punto t = 3, y aśı sucesivamente.
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En la práctica, durante un intervalo de tiempo dado ti, se escoge una muestra prelimi-
nar de datos de conteo cuyos elementos se agregan de acuerdo con el nivel de agregación
elegido. A partir de estos conteos agregados y de sus correspondientes poblaciones ex-
puestas (también agregadas), se determina si existe una tasa de eventos aproximadamente
constante. De ser aśı, estos datos iniciales corresponden a la Fase I, y se usan para hacer
una estimación de la tasa de eventos del proceso bajo control que será usada para generar
los conteos que permiten obtener el ĺımite de control en cada punto de muestreo.
1.5. La carta EWMAe
De acuerdo con [8], denotemos el proceso estocástico de tiempo discreto bajo vigi-
lancia como Y = {Yt, t = 1, 2, ...}, donde Yt, t ≥ 1 se supone que son condicionalmente
independientes dado un punto de cambio aleatorio τ , y que t es creciente en el tiempo.
También asumen que Yt se distribuye como una Poisson (ntθ0I {t < τ} + ntθ1I {t ≥ τ}),
donde nt es una cosntante que representa el número de productos expuestos en el interva-
lo t y I {t < τ} y I {t ≥ τ} son las funciones indicadoras. Los autores estudian tres tipos
de metodos EWMA basados en promedios moviles ponderados exponencialmente, Zs, de
todas las observaciones acumuladas. La estad́ıstica de alarma puede ser representada de
manera equivalente por la fórmula recursiva
Zt = (1− λ)Zt−1 + λ
Yt
nt
, Z0 = θ0 (1.10)
o






donde el parámetro de suavizamiento es λ ∈ (0, 1].
Cuando el proceso está bajo control, la media de Zt, E(Zt), es igual a θ0
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Aśı, σ∗(∞)
2
es la varianza asimptótica de Zs.
El superindice (∞) representa τ = ∞, que corresponde al estado en control del proceso.
Aqúı, τ representa el tiempo de ocurrencia del cambio.
[8] define tres métodos EWMA. El primero, llamado tipo EWMAe, define el momento de
alarma como
tA = min{s; Zs > θ0 + Lσ(∞)s , s ≥ 1} (1.15)
El segundo, designado como tipo EWMAa1, define el momento de alarma como
tA = min{s; Zs > θ0 + Lσ∗(∞)s , s ≥ 1} (1.16)
El tercero, designado como tipo EWMAa2, define el momento de alarma como
tA = min{s; Zs > θ0 + Lσ∗(∞), s ≥ 1} (1.17)
Si λ = 1, entonces solo se usa la última observación en la estad́ıstica de alarma y los
métodos de EWMAa1 y EWMAa2 coinciden. De acuerdo con [8], la constante L depende
del valor de la ARL0 deseada, y se escoge por medio de simulación.
Como [37] anotan, las ecuaciones (1.13) y (1.14) conduce a un problema cuando estamos
en la fase II, ya que requieren el conocimiento del tamaño mı́nimo de la muestra, N0, del
conjunto completo de muestras. En la práctica, esto es poco probable ya que las muestras
se toman en tiempo real.
Usamos (1.12) al establecer los ĺımites de control, ya que con esta expresión no es necesario
conocer n0.
1.6. La carta EWMAe para datos Poisson agregados
De manera análoga a lo descrito en la sección 1.4, en esta sección adaptamos la pro-
puesta de [8], la cual se describe en la sección 1.5, al caso en el que se utiliza información
agregada.
Si en los tiempos de orden creciente t1, t2, ..., ti, ..., tn,... se observan los datos Poisson
Yt1 , Yt2 , ..., Yti , ..., Ytn ,..., tales que, por ejemplo, Yti tiene media θ0nti condicional a nti ,
entonces en el peŕıodo de tiempo de longitud constante (ti, tj ], i, j ∈ Z+ la observación
Y agij =
∑j





k=i ntk . Aśı, de acuerdo con [8], es posible implementar la carta EWMAe
chart para la variable Y ag.
Análogo al primer tipo de método EWMA descrito por [8], el estad́ıstico de monitoreo en
este caso es
Zta = (1− λ)Zta−1 + λ
Y agta
Nta
, Z0 = θ0 (1.18)
o
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Zta = (1− λ)taθ0 + λ
ta∑
k=1
(1− λ)ta−k Y agk
Nk
(1.19)
donde ta indica el tiempo en el cual el proceso es monitoreado después de un cierto
peŕıodo de agregación y los sub́ındices i, j, con i < j, representan los ĺımites del intervalo de
tiempo durante el cual se hace la agregación de los conteos. Además, Nta =
∑a
k=a−1 ntk
representa la población expuesta agregada en el peŕıodo ta. Cuando el proceso está en
control, la media de Zta es
E(Zta) = E
{
(1− λ)taθ0 + λ
ta∑
k=1

















ta = V ar(Zta)
= V ar
{
(1− λ)taθ0 + λ
ta∑
k=1














sa puede ser representada equivalentemente por la fórmula recursiva





+ (1− λ)2V ar(Zta−1)
La regla de parada de la carta EWMAe para datos Poisson agregados, tAa , es
tAa = min{ta; Zta > θ0 + Lσ
(∞)
ta , ta ≥ 1} (1.22)
Cuando se usan observaciones agregadas, se usa la expresión (1.21), que es análoga a
(1.12), para establecer la regla de parada dada en (1.22).
1.7. Simulación y Resultados
En esta sección estudiamos el comportamiento de la longitud de corrida promedio fuera
de control (ARL1) cuando consideramos diferentes niveles de agregación combinados con
diferentes cambios en θ0. El estudio ofrece información acerca del efecto de la agregación
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en el monitoreo de procesos, cuando se usan las cartas EWMAG y EWMAe. Se usan
procesos de simulación para este propósito. Se consideran dos escenarios de generación de
tamaños de muestra, diferentes escenarios fuera de control causados por incrementos en
la tasa de ocurrencias θ0 = 1, y diferentes niveles de agregación.
El nivel de agregación representa el número de puntos registrados cuyos resultados se
suman para ser monitoreados más adelante. El nivel de agregación está asociado con la
longitud del intervalo en el que se toman las observaciones que se agregan al final de éste.
Un intervalo de agregación largo, implica un mayor nivel de agregación. Por ejemplo, si
en un proceso se toman datos diarios, un peŕıodo de agregación de una semana implica
un nivel de agregación igual a 7.
Como en [41], consideramos λ = 0.1, y asumimos que los estados fuera de control ocu-
rren cuando τ = 1, 5, 10, 20 y 50. Los escenarios de generación de tamaños de muestra,
denominados I y II respectivamente, y considerados en [41], son
nt =
13.8065
8× (0.5 + exp(−(t− 11.8532)/26.4037))
y
nt ∼ U(1, 4)
En cada carta, los ARL se obtienen a partir de 30000 réplicas. Además, para la carta
EWMAG, usamos M = 30000 observaciones de Poisson simuladas en cada caso. También
se ha realizado un estudio de simulación para determinar el efecto de la agregación en
presencia de valores at́ıpicos. En este último caso, en el que sólo consideramos el escenario
I, se contamina un porcentaje fijo de los datos monitoreados, usando datos de una distri-
bución diferente a la que se usó para generar los datos en control, y luego se determina
el número de alarmas generadas por cada carta. Los datos que se generan del proceso
en control, se contaminaron con outliers obtenidos de distribuciones Poisson con tasas de
eventos adverso iguales a 1.025, 1.100, 1.250, 1.500, 2.000 y 2.500. En cada uno de los casos,
1000 datos fueron generados, de los cuales el 5 % fue contaminado. Esto es, en cada uno
de estos casos, 1000 datos fueron monitoreados, de los cuales 50 eran outliers. Luego, el
número total de detecciones (nd), y el número de outliers correctamente detectados (cd)
por las cartas, fueron comparados teniendo en cuenta datos agregados y no agregados.
Para la cata EWMAe, los valores de L fueron ajustados para cada nivel de agregación
y para cada escenario relacionado con el tamaño de muestra, tal que la ARL en control,
con datos agregados y no agregados, es aproximadamente igual a 370 en todos los casos.
Luego, diferentes cambios fueron introducidos en la tasa de eventos adversos θ, de un valor
en control θ0, hacia un valor fuera de control θ1 > θ0. Para la carta EWMAG, los mismos
escenarios de simulación de tamaños de muestra fueron usados, y se usó una probabilidad
de falsa alarma (α) igual 0.0027, en ausencia, y presencia de agregación. Este valor de α
garantiza una longitud de corrida promedio en control igual a 370.
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Tabla 1.1. Comparación de la ARL fuera de control de las cartas EWMAG y EWMAe para
diferentes niveles de agregación. Escenario I y τ = 1.
EWMAG EWMAe
Nivel de agregación Nivel de agregación
θ N1 N2 N3 N4 N5 N6 N1 N2 N3 N4 N5 N6
1.000 368.8 369.1 368.3 368.7 368.5 368.4 371.1 369.2 371.4 370.2 369.1 369.8
1.025 243.8 204.3 182.2 164.9 150.2 139.1 245.6 207.1 182.0 165.0 151.2 141.6
1.100 99.2 62.4 46.4 37.8 31.7 27.2 97.6 62.7 45.9 37.1 31.0 26.8
1.250 39.4 22.1 14.7 12.4 10.3 8.7 36.7 21.2 15.8 11.7 9.5 8.1
1.500 18.2 10.1 7.1 5.5 4.5 3.8 16.0 8.9 6.0 4.7 3.7 3.1
2.000 7.5 4.0 2.8 2.1 1.6 1.3 6.1 3.2 2.0 1.5 1.0 0.9
2.500 4.4 2.2 1.5 1.1 0.7 0.6 3.2 1.6 0.9 0.6 0.4 0.3
La Tabla 1.1 considera tamaños de muestra generados a partir del escenario I, y τ = 1.
En esta tabla la letra N acompañada de un número, indica el nivel de agregación que se
consideró en ese caso, por ejemplo, N1 corresponde al nivel de agregación 1 (equivalente a
datos desagregados), y N2 corresponde al nivel de agregación 2, es decir, se consideraron
datos que fueron agregados a partir de 2 peŕıodos regulares de observación. Puede verse
cómo la ARL fuera de control de las cartas EWMAG y EWMAe decrece conforme el
nivel de agregación aumenta. Este comportamiento indica la forma en la que las cartas
incrementan su sensibilidad con el incremento del nivel de agregación usado en cada punto
del tiempo. Sin embargo, debe notarse que el número de puntos de muestreo individuales
usados cuando se usa datos agregados, es mayor que el indicado por la ARL. Por ejemplo,
cuando tenemos datos sin agregar en cada punto de monitoreo, un cambio hacia 1.1 en la
tasa de eventos adversos, θ, es detectada por las cartas de control EWMAe y EWMAG,
en promedio, después de 100 puntos de muestreo (99.2 y 97.6 respectivamente) aproxima-
damente. Estas cartas, sin embargo, detectan este cambio en θ, en promedio, después de
aproximadamente 62 puntos de monitoreo (62.4 y 62.7 respectivamente), cuando el nivel
de agregación es igual a 2, lo que equivale, aproximadamente, a 124 puntos de muestreo
individuales. Cuando el nivel de agregación es igual a 3, las cartas detectan este cambio,
en promedio, después de 46 puntos de monitoreo (46.4 y 45.9 respectivamente), lo que
es equivalente a cerca de 138 puntos de muestreo individuales. Esto muestra que la sen-
sibilidad relativa de las cartas incrementa cuando el nivel de agregación, pero también
incrementa el número de muestras individuales que deben ser usadas, lo que finalmente se
traduce en un mayor tiempo para detectar el cambio.
A partir de la Tabla 1.1, también puede verse, por ejemplo, que un cambio de 25 % en θ,
con respecto a su valor en control, es detectado por la carta EWMAG después de apro-
ximadamente 39 puntos de muestreo desagregados, mientras que cuando se usa un nivel
de agregación igual a 2, es detectado después de monitorear aproximadamente 22 puntos,
que equivalen a 44 puntos de muestreo individuales. Un resultado similar se obtiene para
la carta EWMAe. Dependiendo de la situación real, estas diferencias en el número total
de muestras utilizadas para datos agregados y no agregados podŕıan tener poca impor-
tancia. Para este mismo cambio en θ y grandes niveles de agregación, en general, existen
diferencias significativas entre los datos agregados y no agregados.
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Tabla 1.2. Comparación de la ARL fuera de control de las cartas EWMAG y EWMAe para
diferentes niveles de agregación. Escenario II y τ = 1.
EWMAG EWMAe
Nivel de agregación Nivel de agregación
θ N1 N2 N3 N4 N5 N6 N1 N2 N3 N4 N5 N6
1.000 370.1 369.0 369.3 371.1 370.2 369.2 371.3 370.6 368.7 369.2 368.8 370.2
1.025 259.7 218.6 201.9 179.8 168.6 157.1 261.1 223.8 198.6 181.5 166.0 157.6
1.100 105.4 68.7 51.0 42.2 35.3 30.0 106.8 68.2 49.9 39.3 32.9 28.5
1.250 32.7 18.0 12.5 9.9 8.0 6.9 31.3 17.4 11.2 8.6 7.0 5.9
1.500 11.1 5.8 4.0 3.0 2.4 1.9 9.8 4.8 3.2 2.3 1.8 1.5
2.000 3.7 1.7 1.1 0.7 0.5 0.4 2.8 1.2 0.7 0.4 0.3 0.2
2.500 1.8 0.7 0.4 0.2 0.1 0.1 1.2 0.4 0.2 0.05 0.04 0.02
La Tabla 1.2 considera los tamaños de muestra generados a partir del escenario II y
τ = 1. Aqúı, de forma similar a lo que se muestra en la Tabla 1.1, la ARL fuera de control
de las cartas EWMAG y EWMAe, disminuye cuando el nivel de agregación aumenta
en cada punto de tiempo monitoreado, aśı como también aumenta el total de muestras
utilizadas. En este caso, la ARL fuera de control es generalmente más pequeña que en el
escenario I para grandes cambios en θ, y más grande que en el escenario I para pequeños
cambios en θ.
Tabla 1.3. Comparación del número total de detecciones y valores at́ıpicos detectados correcta-
mente, cuando consideramos datos agregados y no agregados con 50 datos contami-
nados. Escenario I.
EWMAG EWMAe
Nivel de agregación Nivel de agregación
N1 N2 N4 N5 N1 N2 N4 N5
θ1 nd cd nd cd nd cd nd cd nd cd nd cd nd cd nd cd
1.025 8.1 0.4 4.1 0.4 2.1 0.4 1.8 0.4 7.8 0.4 4.0 0.4 2.0 0.4 1.8 0.4
1.100 9.0 0.6 4.8 0.6 2.4 0.5 2.0 0.5 8.6 0.6 4.6 0.5 2.4 0.5 2.0 0.5
1.500 15.6 1.9 9.5 1.7 5.8 1.7 4.9 1.8 14.9 1.8 9.3 1.7 5.7 1.7 4.8 1.8
2.000 30.6 5.7 20.4 5.2 15.8 5.7 15.2 6.2 29.5 5.6 19.9 5.1 15.5 5.6 14.8 6.1
2.500 60.0 12.5 43.4 11.6 33.6 12.8 32.2 13.9 58.2 12.3 42.6 11.5 33.1 12.7 31.7 13.7
De acuerdo con [39], en control estad́ıstico de la calidad, un proceso cambia hacia una
situación fuera de control cuando aparecen outliers de dos maneras diferentes, a saber,
valores at́ıpicos que se distribuyen aleatoriamente dentro de un conjunto de datos y va-
lores at́ıpicos que ocurren secuencialmente después de una observación espećıfica durante
un peŕıodo espećıfico de tiempo en el conjunto de datos.
El segundo caso lo estudiamos en las Tablas 1.1 y 1.2. La Tabla 1.3 muestra los resultados
de un estudio de simulación para el primer caso. Aqúı, un proceso en control con tasa de
ocurrencias θ0 = 1 es contaminado con outliers generados de un proceso con tasa de ocu-
rrencias mayor que θ0. Más espećıficamente, cuando procesos en control son considerados,
y cada uno de ellos es contaminado con outliers generados de uno de cinco estados fuera
de control, dependiendo del cambio considerado en θ, esto es, 1.025, 1.100, 1.500, 2.000 o
2.500. En cada caso, 1000 observaciones son monitoreadas, de las cuales 5 % corresponde
a outliers. Los outliers son generados en puntos espećıficos, por lo que ellos pueden ser
plenamente identificados. Se determina el número total de detecciones (nd), aśı como el
número de outliers correctamente detectados por la carta. Todo lo anterior se hace consi-
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derando datos agregados y no agregados. Para el caso de datos agregados se consideraron
tres niveles de agregación: 2, 4 y 5. Con el fin de tener resultados más estables, cada caso
anterior se resplicó 10000 veces. Como un ejemplo, de 1000 datos monitoreados individual-
mente, con una contaminación del 5 %, y con un incremento del 50 % en la tasa de eventos
adversos, la carta EWMAG con datos desagregados detectó en total, 16 puntos aproxi-
madamente (15.6 exactamente), y 2 outliers correctamente detectados aproximadamente
(1.9 exactamente). Sin embargo, con las mismas condiciones anteriores, pero consideran-
do ahora un nivel de agregación igual a 2, los valores correspondientes a nd cd, son 9.5
y 1.7 respectivamente. Un comportamiento similar tiene la carta EWMAe. La Tabla 1.3
muestra que en general el nivel de agregación afecta el número total de detecciones, pero
tiene muy pococ efecto sobre el número de outliers correctamente detectados.
Frecuentemente el desempeño de una carta de control en Fase II se mide en términos
de su ARL. De acuerdo con [37], los valores de la ARL pueden ser de dos tipos: zero-
state o steady-state. Los valores zero-state ARL, se basan en cambios sostenidos en los
parámetros, que ocurren bajo las condiciones iniciales de arranque de las cartas de con-
trol, mientras que los valores steady-state ARL se basan en cambios retrasados en los
parámetros.
Tabla 1.4. Comparación de la ARL fuera de control de las cartas EWMAG y EWMAe con
diferentes τ y dos niveles de agregación (2 y 3). Escenario I.
EWMAG EWMAe
Nivel de agregación Nivel de agregación
τ N1 N2 N3 N1 N2 N3
1 39.4 22.1 14.7 36.7 21.2 15.8
5 42.7 23.7 16.9 42.6 23.9 17.0
10 46.1 25.5 18.1 47.3 25.7 18.8
20 52.8 29.0 20.5 53.5 29.5 21.2
50 77.5 41.1 28.3 78.1 41.5 29.2
La Tabla 1.4 muestra la ARL fuera de control de las cartas EWMAG y EWMAe cuando
se hace un incremento de 25 % en la tasa de ocurrencias del evento de interés. Se conside-
ran dos niveles de agregación y cinco puntos de cambio. En ambas cartas puede notarse
que cuando el punto de cambio incrementa, también lo hace la ARL1, en los dos casos:
usando datos agregados, y usando datos desagregados. El efecto que los procedimientos
de agregación tienen sobre los valores de la ARL1, vaŕıan muy poco para los diferentes
puntos de cambio. Esto puede observarse al comparar, a través de un cociente, la ARL1
de casos desagregados, con sus correspondientes de los casos agregados, para cada uno
de los valores de τ , y para cada carta. Por ejemplo, haciendo el cociente entre los valores
correspondientes al nivel 1 de la carta EWMAe, con los valores correspondientes al nivel 2,
se obtienen los valores 1.7, 1.8, 1.8, 1.8, 1.9, lo cual indica que la proporción entre las ARL1
de los dos casos, no cambia significativamente cuando los valores de τ incrementan. Algo
similar ocurre cuando se compara el nivel 1 con el nivel 3. Un comportamiento similar
tiene la ARL1 de la carta EWMAG.
1.8. Ejemplo ilustrativo
En esta sección se muestra el efecto de la agregación de datos con un caso real. La
información analizada pertenece a la base de datos del Departamento de Salud de Nueva
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York, desde 1976 hasta 2012. Corresponde a datos relacionados con el cáncer de h́ıgado
en hombres en el estado de Nueva York en el peŕıodo indicado. A partir de la información
disponible, se puede calcular el tamaño de la muestra en cada año, lo que, junto con el
número de casos registrados, permite hacer el cálculo de la incidencia de esta enfermedad


































































































































































































































Figura 1.1. (a) Población (b) Casos-cáncer de higado (c) Tasa de incidencia
La Figura 1.1(a) muestra la población de Nueva York entre 1976 y 2012, estimada a
partir de la información disponible en el sitio web mencionado arriba. La Figura 1.1(b)
muestra el comportamiento del número de casos de cáncer de h́ıgado a lo largo del peŕıodo
de estudio, y 1.1(c) muestra la tasa de incidencia del cáncer de h́ıgado por 100000 hombres
en Nueva York, durante el peŕıodo de estudio. La tendencia creciente en en el número de
casos y la tasa de incidencia, ocurre en casi todo el peŕıodo de estudio. El interés aqúı es
monitorear la tasa de incidencia de pacientes con cáncer en este peŕıodo.
De acuerdo con el patrón descrito por la tasa de incidencia, y teniendo en cuenta el cambio
significatico que hay entre el punto 12 (año 1987) y el punto 13 (año 1988), el peŕıodo de
1976 a 1987 se escoge como como el peŕıodo de referencia para la estimación de la tasa
de incidencia del cáncer de h́ıgado en control, es decir, este peŕıodo se condera la Fase I
del proceso. Esto permite obtener θ0 = 0.73. Con este valor estimado para θ0, se inicia el
monitoreo en Fase II a partir del año 1988. De acuerdo con [41], una muestra de calibración
de este tamaño puede no ser lo suficientemente grande como para determinar con precisión
el valor verdadero de θ0, pero es suficiente para ilustrar el efecto de la agregación de datos
en un entorno del mundo real.
De la Figura 1.2 puede observarse que cuando se usa la carta EWMAG con datos no
agregados, esta da una señal fuera de control en el punto 10 (año 1997). Cuando se hacen
agregaciones de longitud 2, 4 y 6, entonces las señales fuera de control se dan en los puntos
5 (año 1997), 3 (año 1999), y 2 (año 1999) respectivamente. Con la carta EWMAe, como
se observa en la Figura 1.3, se obtienen resultados similares. En esta aplicación puede
apreciarse que un nivel de agregación igual a 2, no afecta la sensibilidad de la carta de
control para detectar un cambio en θ. Los niveles de agregación de longitud 4 y 6 retrasan
el tiempo de deteccción en dos peŕıodos. En las Figuras 1.2 y 1.3, las ĺıneas punteadas
1http://www.health.ny.gov/statistics/cancer/registry/table2/tb2prostatenys.htm
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sin marcadores representan el ĺımite de control de cada carta, y la ĺınea punteada con
marcadores representa el estad́ıstico que se grafica.
De los datos de cáncer de h́ıgado puede determinarse que en 1997, año en cual la carta con
datos desagregados emite una señal, la tasa de ocurrencias es igual a 1.15, es decir, hay
un incremento en θ de cerca del 56 % con respecto a θ0. Con este gran cambio en θ, usar
datos sin agregar, o usar un nivel de agregación igual a 2, es similar. De forma análoga,
no hay diferencia en el tiempo de respuesta del esquema de monitoreo al monitorear el
proceso usando niveles de agregación iguales a 4 o 6.
Este ejemplo muestra que hay situaciones en las que se pueden implementar procesos de
agregación de datos, afectando muy poco la sensibilidad del proceso de monitoreo. Sin
embargo, cuando tenemos poco conocimiento de una situación particular, es aconsejable













































































































































































































































Figura 1.2. Monitoreo de datos de cáncer de h́ıgado con la carta EWMAG para diferentes niveles
de agregación










































































































































































































































Figura 1.3. Monitoreo de datos de cáncer de h́ıgado con la carta EWMAe para diferentes niveles
de agregación
1.9. Conclusiones y recomendaciones
La agregación de datos es una práctica utilizada en muchos casos. Aunque es un tema
importante, existen pocos estudios para evaluar su impacto en el monitoreo de los proce-
sos. En áreas como el monitoreo de la salud, la detección tard́ıa de cambios en la tasa de
eventos adversos es de gran preocupación. En consecuencia, es necesario seguir estudiando
los efectos de esta práctica en los procesos de monitoreo.
Dos aspectos deben tenerse en cuenta al momento de considerar la agregación de datos: el
nivel de agregación y la magnitud máxima de cambio en el parámetro de interés que puede
ser tolerada. En este art́ıculo, hemos identificado algunos casos en los que la agregación
de datos no implica efectos adversos importantes, aśı como aquellos en los que solo se
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recomiendan niveles bajos de esto.
Los estudios de simulación nos permiten concluir que al monitorear datos del conteo Pois-
son, con un tamaño de muestra no constante a lo largo del tiempo, la agregación de datos
tiene algunos efectos adversos, especialmente si se desea detectar rápidamente pequeños
cambios en la tasa de eventos adversos, siendo el efecto más acentuado, a medida que
aumenta el nivel de agregación. Sin embargo, esta práctica, que es apropiada y necesaria
en muchos casos, implementada adecuadamente, puede proporcionar buenos resultados.
En muchos casos, los bajos niveles de agregación no afectan los procesos de monitoreo o
lo hacen muy poco.
Encontramos que la agregación de datos no afecta significativamente la detección tempra-
na de estados fuera de control cuando se toleran cambios en el parámetro de interés de
aproximadamente 25 %, incluso para grandes niveles de agregación. Para cambios de 50 %
o más, la agregación de datos prácticamente no tiene efectos adversos sobre la eficiencia
de los procedimientos de monitoreo, independientemente del nivel de agregación. Estudios
de simulación más detallados podŕıan revelar con mayor precisión las magnitudes de los
cambios en la tasa de eventos adversos, para las que podŕıa considerarse viable la agre-
gación de datos, sin afectar significativamente la eficiencia de los procesos de monitoreo.
Debe notarse el pequeño efecto de la agregación de datos en la detección de valores at́ıpi-
cos. También se puede concluir que el efecto que los procedimientos de agregación tienen
en los valores de ARL1 vaŕıa muy poco para los diferentes puntos de cambio. Las cartas
EWMAG y EWMAe, diseñados para monitorear la tasa de eventos adversos en datos de
conteo Poisson cuando los tamaños de muestra no son constantes a lo largo del tiempo,
muestran un comportamiento similar en presencia de datos agregados, observando un me-
jor rendimiento de la carta EWMAG sólo cuando se detectan pequeños cambios en la tasa
de eventos adversos y se tienen bajos niveles de agregación. En otras situaciones, la carta
EWMAe generalmente muestra valores más bajos de la ARL fuera de control. Aunque
en estudios relacionados con la vigilancia de la salud, es esencial detectar lo antes posible
pequeños cambios en la tasa de eventos adversos, puede haber algunas situaciones en las
que se pueden tolerar cambios moderados. En estos casos, la agregación de datos podŕıa
considerarse factible sin causar problemas importantes, incluso para distintos niveles de
agregación.
Aunque existen procedimientos sofisticados para el manejo adecuado de datos con exce-
so de ceros en el contexto de las cartas de control, la agregación de datos podŕıa ser un
interesante tema de estudio como una alternativa simple en este caso.
CAPÍTULO 2
El efecto de la agregación de datos de conteo
multivariados usando perfiles Poisson
En este caṕıtulo se estudia el efectos de la agregación en el monitoreo de procesos que
generan datos de conteo multivariados que dependen de una factor, cuando la población
expuesta cambia en el tiempo. Haciendo uso de procesos de simulación comparamos el
desempeño de dos esquemas de monitoreo cuando ellos funcionan con información agregada
y desagregada. Con un conjunto de datos reales mostramos cómo se agrega este tipo de
observaciones y el efecto de la agregación.
2.1. Suavizado con splines
Los splines son trozos de funciones polinómicas sobre las que se imponen algunas
restricciones en sus puntos de unión. De acuerdo con Noorosana et al. (2008), los splines son
una parte amplia de una clase de métodos relacionados con el análisis funcional, los cuales
son denominados smoothing. Más que estimar parámetros que describen una función, estos
métodos de suavizamiento ofrecen una curva de ajuste para los datos (xi, yi). Como su
nombre lo indica, el resultado es una curva ajustada a través de los puntos observados,
teniendo en cuenta solo la tendencia. De acuerdo con [1], los splines de regresión se obtienen
usando ajuste por mı́nimos cuadrados sin penalización, con bases B-splines. Es decir,
suponga que tenemos una base B-spline B=φ1, ...φk, y una muestra (xi, yi), i = 1, ..., n,
a partir de la cual queremos ajustar una función de la forma yi = f(xi) + ei, usando las
observaciones discretizadas yi,i = 1, ..., n con splines de orden k. Entonces consideramos
funciones de la forma f(x) ≈
∑k
i=1 ciφk, donde c1, ..., ck son estimados usando mı́nimos









Por su parte, los spline de suavizado usan tantos parámetros como observaciones hay, y
se obtienen penalizando la integral del cuadrado de la derivada de algún orden. Esto hace
que su implementación no sea eficiente cuando el número de datos es muy grande. En los
18
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splines de suavizado, el interés es minimizar la expresión
n∑
i=1






donde λ es el parámetro de suavizamiento. Aqúı, a y b son arbitrarias, siempre y cuando
contengan los datos. En (2.2), el primer término mide la proximidad a los datos, y el
segundo término penaliza la curvatura de la función. Los puntos de union de los splines,
llamados nodos, dividen el rango de x en regiones. De acuerdo con [1], los P-splines
combinan lo mejor de los dos procedimientos indicados arriba, puesto que usan menos
parámetros que los splines de suavizado, y la selección de los nodos no es tan cŕıtica como
en el caso de los splines de regresión. Adicionalmente, [10] da dos razones fundamentales
para el uso de este tipo de splines: primero, indica que los splines de bajo rango, es decir,
el tamaño de la base usada es mucho menor que la dimensión de los datos, al contrario de
lo que ocurre en el caso de los splines de suavizado donde hay tantos nodos como datos, lo
que hace que sea necesario trabajar con matrices de alta dimension. El número de nodos,
en el caso de los P-splines, no supera los 40, lo que hace que sean computacionalmente
eficientes, sobre todo cuando se trabaja con gran cantidad de datos. Segundo, hace notar
que la introduccion de penalizaciones relaja la importancia de la eleccion del número y
localizacion de los nodos, cuestion que es de gran importancia en los splines de rango
bajo sin penalizaciones.
De acuerdo con [10], supongamos que se tienen n pares de datos (xi, yi) y estamos
interesados en ajustar el modelo
yi = f(xi) + εi (2.3)
donde f es una función suave de los datos. El objetivo es estimar f usando splines con
penalizaciones. De acuerdo con la autora, la metodoloǵıa usada en los P-splines, puede
resumirse como sigue: Utilizar una base para la regresión, y modicar la funcion de verosimi-
litud introduciendo una penalizacion basada en diferencias entre coeficientes adyacentes.
El ajuste de los perfiles Poisson se hace de acuerdo con la propuesta de [6]. Para tal fin se
utilizan B-splines igualmente espaciados tales que la base B ∈ Rm×k donde k representa
el número de elementos de la base, y m la longitud de cada una de estas.
2.2. Agregación de datos de conteo multivariados usando per-
files Poisson
En esta sección se describe una metoloǵıa que está basada en el monitoreo de perfiles
Poisson y que permite la agregación de vectores de conteo cuyas componentes están dis-
criminadas por una variable independiente.
Mucho de los procedimientos de agregación involucran datos de conteo derivados de pro-
cesos Poisson tales que
E(yi) = µi = niθ0 (2.4)
donde θ0 es la tasa de eventos adversos en control durante el intervalo t = [ti, ti+1]
y yi representa el número de eventos observados en t a partir de ni ı́tems o indiv́ıduos
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expuestos. El número de indiv́ıduos expuestos pueden ser, por ejemplo, un grupo o
segmento de una población que son potencialmente v́ıctimas de una enfermedad.
Cuando la variable respuesta yi depende de una covariable, es posible utilizar modelos
de regresión Poisson. El monitoreo de este tipo de modelos ha sido estudiado por [2] y
[23]. En aplicaciones relacionadas con el cuidado de la salud, la agregación de datos de
conteo Poisson es una práctica frecuente. Sin embargo, existen situaciones más complejas
que también involucran agregación de datos, las cuales no han sido estudiadas aún. Es
común consolidar y monitorear anualmente el número de casos de muchas enfermedades.
Esta consolidación involucra agregación de datos que han sido registrados, por ejemplo,
mensualmente. Adicionalmente, en algunas situaciones la consolidación de un número de
casos de una cierta enfermedad es discriminada por una variable explicativa que asume
diferentes valores, tal como la edad. En este caso, cada valor de la variable explicativa,
determina una tasa de eventos adversos distinta, por lo que cada consolidación anual es
un vector de conteos de dimensión igual al número de niveles de la variable explicativa,
el cual resulta de la agregación de los registros parciales.
Sea Y el número de muertes debidas al cáncer próstata, y sea X la edad. En este
caso, se registra el número de muertes que ocurren mensualmente en cada rango de edad
de interés en el estudio. Asumimos además que x1 = [0, 9), x2 = [10, 19), x3 = [20, 24),
x4 = [25, 34), x5 = [35, 44), x6 = [45, 54), x7 = [55, 64), x8 = [65, 74], x9 = [+74] son los
rangos de edad de interés. Los registros relacionados a dos meses consecutivos, son
• Mes 1: {(x1, 8), (x2, 13), (x3, 9), (x4, 13), (x5, 19), (x6, 46), (x7, 115), (x8, 148), (x9, 375)}
• Mes 2: {(x1, 5), (x2, 10), (x3, 12), (x4, 11), (x5, 26), (x6, 55), (x7, 129), (x8, 196), (x9, 366)}
y los tamaños de las poblaciones expuestas con cada uno de estos conjuntos de datos,
son
• n1 = {223456, 267432, 141093, 262434, 261034, 287034, 230443, 132531, 122143}
• n2 = {223706, 267612, 141316, 262606, 261169, 287266, 230566, 132732, 122263}
Se asume que el vector de tasas de eventos adversos en control, digamos
θ0=(θ01, θ02, ..., θ0m), es constante a través de los intervalos de monitoreo. En la situa-
ción que se considera, no hay razón para suponer lo contrario. También se asume que la
tasa de muertes debida al cáncer de próstata en cada rango de edad, es diferente, debido a
que depende de X, y la población expuesta asociada puede cambiar de un mes al siguiente.
Los posibles cambios en los tamaños de las poblaciones expuestas en los diferentes rangos
de edad, pueden ser debido a nuevos nacimientos, muertes, o al hecho de que algunos indi-
viduos han incrementado su edad, y pasan a otra categoŕıa. Note que los valores asumidos
por la variable respuesta dentro de cada conjunto de datos, vaŕıa de acuerdo con la tasa
de eventos adversos correspondiente a cada rango de edad.
Si se hacen agregaciones bimensuales, entonces se obtienen los siguientes conteos agregados
(x1, 13), (x2, 23), (x3, 21), (x4, 24)(x5, 45), (x6, 101), (x7, 244), (x8, 344), (x9, 741)
y el vector de poblaciones expuestas agregado
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(447162, 535044, 282409, 525040, 522203, 574300, 461009, 265263, 244406)
A partir de los conteos desagregados y agregados, es posible ajustar correspondientes
perfiles Poisson, los cuales después son usados para monitorear el proceso. Para ajustar
los perfiles, se usan P-spline, teniendo en cuenta algunos aspectos positivos que señalan
[10], [1] y [6] acerca de esta metodoloǵıa. [10] da, entre otras, dos razones en favor del uso
de P-splines. Primero, argumenta que los P-splines son splines de rango bajo, es decir,
que el tamaño de la base utilizada es mucho menor que la dimensión de los datos, al
contrario de lo que ocurre en el caso de los splines de suavizado donde hay tantos nodos
como datos, lo que hace que sea necesario trabajar con matrices de alta dimensión. Esta
autora también anota que La introducción de penalizaciones relaja la importancia de la
elección del número y la localización de los nodos, cuestión que es de gran importancia en
los splines de rango bajo sin penalizaciones. [1] anota que la novedad que introducen los
P-splines es que la penalización es discreta y que se penalizan los coeficientes básicos de
las curvas directamente, en lugar de penalizar la curva, lo que reduce la dimensionalidad
del problema. Por último, [6] afirma que la escogencia del grado de los polinomios que
forman la base B-splines es casi irrelevante el el caso de los P-splines. En esta tesis se
usa el procedimiento desarrollado por [6], el cual usa P-splines para suavizar datos de
conteo basados en bases B-splines igualmente espaciadas. Este autor usa el criterio BIC
por defecto para seleccionar el parámetro de suavizamiento. Formalmente asumimos que
hay m niveles independientes de la variable explicativa para los cuales la variable respuesta
Y es observada, esto es, los datos tienen la estructura
(x1, yi1), ..., (xj , yij), ..., (xm, yim)
donde xj , j = 1, 2, ...,m representa la j-ésima categoŕıa de la covariable X. Con estos
datos podemos ajustar un perfil Poisson, es decir, un perfil i se asocia con el conjunto de
m perejas ordenadas. Asumimos que las variables aleatorias Yij son independientes para
cada perfil ajustado i y para todo j = 1, 2, ...,m, y que cuando el proceso está en control,
ellas siguen una distribución Poisson con media nijθ0j condicionada sobre nij , donde nij
representa el tamaño de la población expuesta correspondiente al j-ésimo nivel de la
covariable X para el perfil i-ésimo, y θ0j representa la tasa de ocurrencias en control del
evento de interés para el j-ésimo nivel de X. La tasa de eventos adversos, θ0j , se considera
diferente para cada j-ésimo nivel, de acuerdo con los valores que asume la variable X. En
el ejemplo mencionado arriba, no seŕıa razonable asumir que la tasa de eventos adversos
es la misma, por ejemplo, para personas entre 0 y 9 años, que para personas entre 65 y
74 años. En este caso, los diferentes rangos de edad para los cuales el número de muertes
debidas al cáncer de próstata, (Y ), es observado, conforman las categoŕıas de la variable
explicativa edad.
Si los conteos correspondientes al j-ésimo nivel de el i-ésimo conjunto de datos, con los
conteos correspondientes al j-ésimo nivel del (i+1)-ésimo conjunto de datos son agregados,
obtenemos el nuevo conteo
yij + y(i+1)j




r=i nrj). Note que la agregación se hace sobre
variables Poisson que tienen la misma tasa de eventos adversos (λ0j).
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Consideremos el i-ésimo e (i+ 1)-ésimo conjuntos de parejas ordenadas
(x1, yi1), ..., (xj , yij), ..., (xm, yim)
y
(x1, y(i+1)1), ..., (xj , y(i+1)j), ..., (xm, y(i+1)m)
A partir de los conjuntos de pares ordenados i e (i+1), se obtiene el conjunto de pares
ordenados
(x1, (yi1 + y(i+1)1)), ..., (xj , (yij + y(i+1)j)), ..., (xm, (yim + y(i+1)m)) (2.5)
y a partir de éste, se puede ajustar un nuevo perfil. Note que la agregación de los conjuntos
i e (i + 1) se hace fundamentalmente sobre las segundas componentes de éstos, es decir,
sobre los vecores de conteos (yi1, ..., yij , ..., yim) y (y(i+1)1, ..., y(i+1)j , ..., y(i+1)m). Este
hecho sugiere que un procedimiento multivariado también puede ser usado. Sin embargo,
la estructura de los datos nos permite pensar que un procedimiento con perfiles también
puede ser adecuado, además de ser más simple, especialmente cuando los vectores de
conteo tienen una alta dimensión. Los perfiles asociados con el i-ésimo e (i + 1)-ésimo
conjuntos de pares ordenados, pueden usarse cuando hay información desagregada.
En general, si k conjuntos de parejas ordenadas son agregados y sus correspondientes
observaciones son
{(x1, yi1), ..., (xj , yij), ..., (xm, yim)}
con i = 1, ..., k, entonces el conjunto de parejas ordenadas agregadas a partir del cual el











Consideremos la m-tupla de conteos (yi1, ..., yij , ...yim) construida a partir de las segundas
componentes del i-ésimo conjunto de parejas ordenadas, y asumamos que provienen de un
proceso en control. Entonces
(Yi1, ..., Yij , ..., Yim) ∼MP (ni1θ01, ..., nijθ0j , ..., nimθ0m | ni1, ..., nij , ..., nim) (2.6)
donde MP representa una distribución Poisson multivariada con vector de medias
(ni1θ1, ..., nijθj , ..., nimθm) y matŕız de covarianzas






0 0 · · · nimθ0m

Los procesos de agregación se hacen esencialmente sobre las realizaciones del vector alea-
torio dado en (2.6)








obtenida a partir de las
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asumiendo que el proceso está en control.
El conocimiento respecto a la distribución en (2.7) es útil cuando los esquemas de moni-
toreo se basan en la distribución de la variable respuesta.























pueden ser estimadores del vector de tasas de eventos adversos θ0 . Los esquemas de mo-
nitoreo que se presentan en la siguiente sección se basan en los coeficientes de los ajustes
P-splines que se hacen a partir de cada conjunto de parejas ordenadas. Con el fin de
comparar el desempeño de los esquemas de monitoreo cuando se usa información desagre-
gada, con su desempeño cuando se usa información agregada (y aśı, poder determinar el
efecto de la agregación de vectores de conteo), es necesario que la tasa de eventos no se
afecte cuando se realizan procesos de agregación, esto es, se requiere que θ0j , para toda
j = 1, 2, ...,m, sea la misma cuando se usa información agregada o desagregada en el mo-
nitoreo del proceso. Asumimos que cuando el proceso está en control, la tasa de eventos
de interés correspondiente a Xj , es igual a θ0j , j = 1, 2, ...,m. También asumimos que
la unidad de tiempo de observación, digamos t = (t1, t2], en el cual el vector de eventos
de conteo es observado, es siempre la misma. La unidad de tiempo de observación puede
ser, por ejemplo, un d́ıa, una semana, un mes, etc. Sin pérdida de generalidad, sean y1j
y y2j los conteos de eventos registrados en el primer y segundo tiempo de observación
para el nivel j de X, (Por ejemplo, observamos el número de muertes debida al cáncer en
personas con edades entre 25 y 39 años, en los años 2000 y 2001). Similarmente, sean n1j
y n2j los tamaños de las poblaciones expuestas cuando y1j y y2j son observados, respec-
tivamente. Dos posibles formas de estimar θ0j en el caso de observaciones agregadas, son
consideradas: Una está basada en la distribución de los conteos para el nivel Xj de X, y
la otra, considera el intervalo de tiempo usado y la población expuesta al momento de la
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agregación. En el primer caso, se asume que cuando el proceso está en control,
Y1j ∼ P (n1jtθ0j) = P (n1jθ0j)
y
Y2j ∼ P (n2jtθ0j) = P (n2jθ0j)
de donde se obtiene que
Y1j + Y2j ∼ P ((n1j + n2j)tθ0j) = P ((n1j + n2j)θ0j) (2.8)




) = θ0j (2.9)
es decir, al agregar dos peŕıodos correspondientes al j-ésimo nivel de X, la tasa de eventos
de interés permanece siendo la misma que en el caso de información desagregada, lo cual
se requiere para determinar el efecto de la agregación. En la expresión (2.8), n1 + n2 no
corresponde realmente a la población expuesta al final del intervalo de agregación, pero
permite obtener un estimador insesgado de θ0j en el caso de observaciones agregadas.
En el segundo caso consideramos que si el peŕıodo de observación para un vector de conteos
es t, cuando se agregan dos peŕıodos, por ejemplo, el peŕıodo de tiempo transcurrido debe
ser igual a 2t, y la población expuesta en ese momento es n2, por lo que
E(Y1j + Y2j) = n2j2tθ0j

















por lo que la expresión dada en (2.10) no es un estimador insesgado de θ0j , a menos que
los tamaños de las poblaciones expuestas sean iguales.
De manera general, para k niveles de agregación, y de acuerdo con las expresiones (2.9) y
(2.10) se obtienen
Y1j + Y2j + ...+ Ykj
(n1j + n2j + ...+ nkj)
(2.11)
y
Y1j + Y2j + ...+ Ykj
k(nkj)
(2.12)
como estimadores de θ0j .
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2.3. Monitoreo de datos de conteo multivariados usando per-
files Poisson
En esta sección se presentan algunos aspectos relevantes de los esquemas de monitoreo
que son implementados en el monitoreo de datos de conteo multivariados, usando perfiles
Poisson. Se hace una descripción de cada esquema y se muestra la forma en la que cada
uno de estos se adapta al caso de datos de conteo multivariados agregados.
2.3.1. Carta de control T 2 basada en Bootstrap
Para observaciones normales multivariadas, es común usar la tradicional carta de con-
trol T 2 de Hotelling. Sin embargo, existen muchas situaciones en las cuales las obser-
vaciones resultantes del proceso, no satisfacen el supuesto de la distribución normalidad
multivariada. [31] propuso una carta de control T 2 basada en procedimientos bootstrap
(carta de control T 2 bootstrap ), el cual permite superar problemas en el monitoreo de los
procesos cuando la distribución de los datos no es normal, o es desconocida. [31] resume
el procedimiento para implementar esta carta, como sigue:
1. Calcule el estad́ıstico T 2 con n observaciones en control usando la expresión





2 , ..., T
2(i)
n un conjunto de n valores T 2 de la i-ésima (i = 1, ..., B)
muestra bootstrap elegida aleatoriamente a partir de los n estad́ısticos T 2 con reem-
plazamiento. En general, B es un número grande (B > 1000).
3. En cada muestra bootstrap B, determine el percentil (1 − α)100 % dado un valor
espećıfico α entre 0 y 1.
4. Determine el ĺımite de control tomando un promedio de los B percentiles (1−α)100 %
(T 2(1−α)100 %). Note que otros estad́ısticos además del promedio pueden ser usados
(por ejemplo, la mediana)
5. Use el ĺımite de control establecido para monitorear una nueva observación. Esto es,
si el estad́ıstico de monitoreo asociado a una nueva observación excede T 2(1−α)100 %,
declaramos que la observación espećıfica está fuera de control.
Los autores hacen notar la conveniencia de usar un número grande de muestras boots-
trap con el fin de mejorar la estabilidad de los resultados. Igualmente, la carta requiere un
gran tamaño de muestra para alcanzar la tasa nominal de falsas alarmas. Los autores usan
1000 muestras para calcular los ĺımites de control y otras 1000 muestras son monitoreadas.
Ellos usan la tasa de falsas alarmas calculada como un estimador de la real tasa de falsas
alarmas. La necesidad de utilizar muestras de gran tamaño es quizás la mayor desventaja
de esta carta. [26] proponen una modificación del trabajo de [31] con el fin de alcanzar
más fácilmente la tasa de falsas alarmas nominal. Sin embargo, la forma de calcular los
ĺımites de control en esta carta hace que sea muy sensible a datos at́ıpicos, por lo que el
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tiempo promedio de señal (ATS) vaŕıa significativamente de una muestra a otra, más que
en la propuesta de [31]. Debido a esto, descartamos su uso, y preferimos la propuesta de
[31]
Para adaptar esta propuesta a nuestro estudio, usamos el hecho de que los coeficientes
de los ajustes P-splines representan de manera adecuada a cada perfil, por lo que los es-
tad́ısticos T 2 se calculan con base en el vector formado por los coeficientes de cada ajuste
P-spline. Sean ci1, ci2, ..., cik los coeficientes del ajuste P-spline correspondiente al i−ésimo
perfil. El estad́ıstico T 2 asociado al perfil i-ésimo, viene dado por la expresión
T 2i = (Yci − Yc)
TSc
−1(Yci − Yc)
donde Yci representa el vector de coeficidentes asociado con el perfil i-ésimo, Yc representa
el vector de coeficientes promedio bajo control estaimado, y Sc representa la matŕız de
covarianzas bajo contro estimada asociada a los coeficientes del ajuste P-spline.
La dimensión de los estad́ısticos T 2 coincide con el número de coeficientes asociados a




donde yij y nij son definidos en la sección 2.1. Por medio de (2.13) se puede determinar
si un cambio significativo ha ocurrido en θ0j , j = 1, 2, ...,m. El interés está en monitorear
el vector de tasas de eventos adversos θ0 = (θ01, θ02, ..., θ0m).
Cuando los perfiles agregados (vectores de conteo agregados) son monitoreados, el procedi-
miento puede hacerse de manera completamente idéntica al caso anterior, pero a partir de
perfiles ajustados sobre vectores de conteo agregados. Aunque el mecanismo probabiĺıstico
que genera los nuevos perfiles es diferente del que genera los perfiles no agregados (vectores




puede ser usado, al igual que (2.13), como un estimador de θ0j , j = 1, 2, ...,m. Aśı, cuando
se usa información agregada, esta se puede monitorear, como cuando se usa información
desagregada, y determinar si cambios significativos han ocurrido en el vector de tasas de
eventos adversos θ0 . Una vez se ha realizado el ajuste P-spline, en el que el término offset
es ahora log(
∑k
i=1 nij), el monitoreo del proceso se sigue de manera idéntica a como se
indicó arriba, en los ı́tems de 1 a 5.
2.3.2. Una carta de control EWMA basada en profundidad extrema
El concepto de profundidad ha sido usado en la construcción de varias cartas de control
para monitorear datos multivariados. ([24], [16], y [20]). En esta sección, la idea de [24],
se extiende al caso del monitoreo de datos funcionales. También, la propuesta de [27] se
usa para calcular la profundidad en datos funcionales.
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2.3.2.1. Profundidad extrema
Existen varias definiciones en la literaratura que permiten encontrar la profundidad
de datos funcionales. [12] propuso el concepto de profundidad integrada, la cual se basa
en profundidades univariadas calculada en diferentes puntos t de un intervalo dado. [21]
propuso la profundidad de banda, basada en la representación gráfica de las funciones.
[27] propuso la profundidad extrema (ED), basada en una medida de la periferia extrema.
Brevemente describimos esta última medida:
Sea S =: {f1(t), f2(t), ..., fn(t)} una colección de n observaciones funcionales con t ∈ τ .
Por simplicidad se asume que las funciones son cont́ınuas, infinito-dimensional y t ∈ [0, 1].
Sin embargo, de acuerdo con el autor, ED puede ser usada en datos funcionales observados
en un número finito de puntos. Sea g una función dada que puede ser o no miembro de S.
Para cada t ∈ [0, 1] fijo, la profundidad punto a punto de g(t) con respecto a S, se define
como
Dg(t, S) := 1−
|
∑n
i=1[I{fi(t) < g(t)} − I{fi(t) > g(t)}] |
n
(2.15)
El rango de (2.15) es Rg ⊂ {0, 1/n, 2/n, ..., 1}. Sea R la unión de Rg para todas las
funciones g. R es llamado el conjunto de valores de profundidad. Sea Φg(.) la función de
distribución acumulativa (CDF) de los diferentes valores asumidos por Dg(t, S) cuando t




I{Dg(t, S) ≤ r}dt
para cada r ∈ R fijo. Note que si Φg tiene mucha de sus masa cerca a cero (o uno), entonces
g está lejos (o cerca) al centro de los datos.
Sean 0 ≤ d1 < d2 < ... < dM ≤ 1 los elementos ordenados a partir de sus niveles de
profundidad. Si Φh(d1) > Φg(d1), entonces h ≺ g, y se lee como: h es más extremo que g.
Si Φh(d1) = Φg(d1) pasamos a d2 y se hace una comparación similar basada en sus valores
en d2. La comparación se repite hasta que se rompe el empate. Si Φh(di) = Φg(di) para
todo i = 1, ...,M , entonces las dos funciones son equivalentes en términos de profundidad,
y son denotadas como g ∼ h. La profundidad extrema de una función g con respecto a la
muestra S = {f1, ..., fn} puede definirse ahora como
ED(g, S) =
#{i : g  fi}
n
donde g  fi significa g  fi o g ∼ fi.
De acuerdo con los autores, esta medida de profundidad tiene varias propiedades desea-
bles, algunas de estas las comparte con otras medidas de profundidad. Otras propiedades
que sólo son satisfechas por la profundidad extrema, son: las ED de los conjuntos nivel
son convexas para cada α ∈ (0, 1), y ED es nula en el peŕımetro. En particular, la prime-
ra de esta dos propiedades es altamente deseable para construir la región central de una
cobertura deseada (1− α).
Una medida de profundidad funcional permite ordenar y clasificar las curvas de una mues-
tra funcional, de la más central, a la menos central. Sin embargo, no es fácil asociar una
distribución a este conjunto de profundidades. Para superar esta dificultad, [24] propone
una carta de control EWMA basada en el rango secuencial de las profundidades obtenidas
de las observaciones multivariadas.
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2.3.2.2. Una carta EWMA no paramétrica para procesos multivariados
A continuación se presentan los elementos teóricos más importantes de la carta EWMA
utilizada en este caṕıtulo, conforme a lo expresado por [24]. Éste anota:
La profundidad de datos mide qué tan profundo (o central) es un punto dado X ∈ Rd con
respecto a una distribución de probabilidad F o con respecto a un conjunto de datos dado.
Hay varias medidas para la profundidad de las observaciones, tales como la profundidad de
Mahalanobis, la profundidad simplicial, la profundidad de espacio medio y la profundidad
mayoritaria. En este trabajo se consideran la profundidad de Mahalanobis y la profundidad
simplicial. La profundidad de Mahalanobis (MDF ) de un punto dado x ∈ Rd con respecto
a F , se define como
MDF (X) =
1
1 + (X − µF )′Σ−1F (X − µF )
(2.16)
donde µF y ΣF son el vector de medias y la matŕız de dispersión de F . La versión muestral
de MDF se obtiene reemplazando µF y ΣF por sus estimaciones.
La profundidad simplicial (SDF ) de un punto x ∈ Rd con respecto a F se define como
SDF (X) = PF (X ∈ s[Y1, ..., Yd+1]) (2.17)
donde s[Y1, ..., Yd+1] es un simplex d-dimensional cuyos vértices son las observaciones alea-









I(X ∈ s[Y1, ..., Yd+1])] (2.18)
donde {Y1, ..., Ym} es una muestra aleatoria de F , Fm denota la distribución emṕırica de
{Y1, ..., Ym} y I(.) es la función indicadora.
Si las profundidades de todos los puntos son calculados y comparados, la medida de profun-
didad SDF induce un ordenamiento desde el centro hacia afuera de los puntos muestrales.
Sea Xt, t = 1, 2, ... una secuencia de variables aleatorias independientes de una distribución
cont́ınua F (x). El rango secuencial R∗t es el rango de Xt entre las m (m > 1) observaciones
más recientes tomadas del proceso Xt, Xt−1, ..., Xt−m+1. Esto es
R∗t = 1 +
t∑
i=t−m+1
I(Xt > Xi) (2.19)
donde I(.) es la función indicadora. El rango secuencial estandarizado, R
(m)










), m ≥ 2 (2.20)
Para todo t, R
(m)














con media cero y varianza
(m2 − 1)
3m2
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El rango secuencial estandarizado definido por (2.20) se monitorea usando una carta
EWMA. Esto es,
Tt = min{B, (1− λTt−1 + λR(m)t )} (2.21)
con t = 1, 2, ..., donde 0 < λ ≤ 1, B es un limite reflectivo y T0 = µRt . El proceso se
considera bajo control si Tt > h, donde h < 0 es el ĺımite de control inferior. Se considera
un ĺımite de control inferior porque el estad́ıstico Rt mientras más grande sea, es mejor.
Para más detalles, véase [15].
2.3.2.3. Carta EWMA modificada
[24] proponen una carta EWMA de distribución libre para monitorear procesos multi-
variados. Los autores usan una medida de profundidad para observaciones multivaridas y
hacen uso del concepto de rango secuencial. En esta tesis se adapta la propuesta de [24] al
caso en el que la medida de profundidad es la propuesta por [27], la cual puede ser usada
en el monitoreo de perfiles.. Además, en este caso usamos procedimientos de simulación
para establecer el desempeño de la carta de control, ATS, en lugar de usar el método de
la ecuación integral numérica, como en [24].
Asumamos que tenemos una muestra de referencia conformada por las observaciones más
recientes tomadas cuando se asume que el proceso está bajo control, digamos
{(x1, yi1), ..., (xj , yij), ..., (xm, yim)}
donde i = 1, 2, ..., n−1, yij ∼ P (θj) para todo i, y xj es una variable continua. Esta muestra
es usada para decidir si el proceso está en control o no en el tiempo t = n. Asumimos que
cuando el proceso está en control, los datos son generados de tal forma que
E(Yi) = µi = niθj
donde
θj = exp(β00 + β01x
r)
con r ∈ Q.
Sean P1, ..., Pi, ..., Pn los perfiles obtenidos por ajuste P-spline, asociados con los an-
teriores conjuntos de datos, y sean f1, ..., fi, ..., fn las funciones asociadas con los perfiles
P1, ..., Pi, ..., Pn. Sean también
ED(f1), ..., ED(fi), ..., ED(fn) (2.22)
las profundidades extremas de f1, ..., fi, ..., fn con respecto al conjunto S =
{f1, ..., fi, ..., fn}. Cuanto mayor sea la medida de profundidad para una curva, más irá
hacia el centro del grupo de curvas. Por lo tanto, una curva fuera de control debe estar
asociada con una pequeña medición de profundidad, en comparación con las de las otras
curvas.
Como se dijo antes, las profundidades de un conjunto de curvas nos permiten ordenarlas
desde el centro hacia afuera, pero no determinan una distribución conocida. Basados en
el concepto de rango secuencial, se puede asociar una distribución conocida con profun-
didades. Sea Rn el rango secuencial entre ED(fn) y ED(f1), ..., ED(fi), ..., ED(fn−1). A
partir de (2.19) se deduce que una curva con una alta medida de profundidad tendrá un
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rango secuencial más alto que una curva con una medición de profundidad pequeña. De
esta manera, el rango secuencial de las mediciones de profundidad realiza un ordenamiento
de ellas. Nuestro interés es detectar curvas con rangos secuenciales significativamente más
bajos, de modo que solo se requiere el uso de un ĺımite de control inferior.
Asumiendo que R∗n es el rango secuencial de la n-ésima curva con respecto a las anteriores
n − 1, entonces el rango secuencial estandarizado de esta curva es Rn. El propósito es
monitorear el rango secuencial estandarizado asociado con los perfiles que se derivan del
proceso a partir del tiempo t = n. Para este propósito, y siguiendo la idea de [24], se
construyó una carta EWMA. El estad́ıstico EWMA asociado con Rn es
ewman = (1− λ)ewman−1 + λRn


















Para tratar con el problema de la inercia en las cartas de cotrol EWMA con un solo ĺımite
de control, es común definir el estad́ıstico de monitoreo como
Zq = min{B, ewma}
donde B = E(ewmaq) = 0 es un ĺımite reflectivo. La carta da una señal fuera de control
si Zq < LC.
Esta carta de control utiliza el concepto de profundidad, pero usa como estad́ıstico de
monitoreo los rangos secuenciales asociados con las profundidades de los perfiles. Un perfil
con un valor de profundidad bajo, o muy extremo, también tendrá un rango secuencial
bajo y podŕıa pertenecer a un proceso diferente al que generó los perfiles de la muestra
de referencia, lo que representaŕıa un proceso fuera de control. Como ya se indicó, este
esquema de monitoreo usa solo el ĺımite de control inferior, porque el interés solo se enfoca
en los perfiles de baja profundidad o muy extremos.
2.4. Simulaciones y resultados
En esta sección se describen los procedimientos de simulación y se estudia el desempeño
de las cartas de control utilizadas. Debido a que el tiempo de monitoreo cuando se usa
información agregada es diferente del tiempo de monitoreo cuando se usa información
desagregada, usamos la métrica ATS para comparar el desempeño de las cartas en estos
dos casos. Los escenarios de interés consideran datos desagregados y agregados con dos
distintos niveles de agregación y varias situaciones fuera de control. Los códigos utilizados
en el estudio de simulación fueron escritos en el lenguaje R.
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Se consideró en todos los casos que
θ0 = (θ1, θ2, ..., θ12) = (0.088, 0.091, 0.094, 0.096, 0.098, 0.099, 0.101, 0.102, 0.104, 0.105, 0.107, 0.108)
es el vector de tasas de eventos adversos en control. Los valores de este vector se obtienen al
considerar que β00 = −2.5, β01 = 0.08,X = (1, 2, 3, 4, ..., 11, 12) y r = 1/3 en la expresión
θi = e
β0+β1xri (2.23)
Algunas simulaciones fueron también ejecutadas para r = 1/5, obteniendo resultados si-
milares como en el caso cuando r = 1/3. Estos valores de r 6= 1 se consideran con el fin
de obtener formas más complejas en los perfiles que se ajustan a partir de los vectores de
datos, dado el uso de ajustes P-splines.
En el caso de la carta de control T 2 bootstrap, como lo sugiere [31], 1000 muestras prelimi-
nares fueron usadas con el fin de calcular los respectivos ĺımites de control. Estas muestras
se generaron a partir de la expresión (2.4), con θi como en (2.23), donde los tamaños de
muestra ni se generaron a partir de una distribución uniforme U[750,1050]. Los valores de
ni intentan simular las poblaciones expuestas de niños en cada uno de los rangos de edad
considerados entre 1 y 12 años de edad. También, de acuerdo con los resultados presenta-
dos por [31], 3000 muestras bootstrap fueron usadas en el cálculo de los ĺımites de control.
Una vez los ĺımites de control fueron hallados, se generaron muestras que simulaban pro-
cesos fuera de control, usando las expresiones (2.4) y (2.23) definidas para incrementos
de 2.5 %, 5.0 %, 7.5 %, 10.0 %, 15.0 % y 20.0 % en θ0 . Estos escenarios fuera de control
involucran no sólo diferentes magnitudes de cambio en θ0 , sino también el monitoreo con
datos desagregados y agregados (usando niveles de agregación igual a 2 y 3). Se consideró
una tasa de falsas alarmas igual a 0.02 . En cada uno de estos casos, se calcularon los
valores ATS fuera de control basados en 2000 valores de tiempo de señal. Cada uno de
estos valores ATS, a su vez, fueron replicados 1000 veces con lo que fue posible calcular,
para cada caso, el ATS promedio (AATS) de los respectivos valores ATS.
2.4.1. Desempeño Zero-State
Los resultados de las simulaciones cuando se asume que el tiempo de cambio, τ , es
igual a 1 se muestran en la Tabla 2.1.
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Tabla 2.1. Valores ATS zero-state para las cartas de control T 2 (con ĺımites de control, CL) y
EWMA con vectores de conteo desagregados (1) y agregados (2 y 3) y varios porcen-
tajes de cambio en θ0.
Carta T 2 Carta EWMA
Nivel de agregación Nivel de agregación
1 2 3 1 2 3
Incremento en θ0 AATS CL AATS CL AATS CL AATS AATS AATS
0.0 % 49.12 35.83 48.94 26.05 49.17 20.03 48.73 48.91 48.42
2.5 % 44.66 36.12 46.65 26.07 46.85 19.91 18.76 16.60 17.40
5.0 % 42.72 35.11 37.39 26.23 19.20 20.14 6.58 5.21 4.82
7.5 % 31.67 34.88 19.07 26.11 6.81 19.95 2.75 2.42 3.10
10.0 % 23.07 35.20 8.54 25.94 3.50 20.06 1.51 2.07 3.00
12.5 % 15.06 34.92 2.99 26.03 3.45 20.12 1.13 2.00 3.00
15.0 % 6.80 35.13 2.14 26.12 3.05 19.93 1.03 2.00 3.00
20.0 % 1.70 35.06 2.01 25.91 3.00 20.21 1.00 2.00 3.00
Los resultados muestran, por ejemplo, que para un incremento de 2.5 % en θ0 , con la
carta de control T 2 bootstrap, ocurre una señal, en promedio, después de aproximada-
mente 45 unidades de tiempo de monitoreo cuando se usa información desagregada; si el
proceso es monitoreado agregando dos observaciones, una señal ocurre después de aproxi-
madamente 47 unidades de tiempo de monitoreo, y si el proceso es monitoreado agregando
tres observaciones, una señal ocurre, en promedio, después de 47 unidades de tiempo de
monitoreo. De acuerdo con [38], los valores ARL pueden convertirse en ATS multiplicando
el número de peŕıodos de tiempo por la longitud de cada peŕıodo. Si asumimos, como en
este caso, que los peŕıodos de tiempo tienen longitud 1, entonces los valores AATS pueden
interpretarse también como el número promedio de puntos muestrales individuales, que
en cada caso (datos agregados y desagregados) se requieren antes de que la carta señale
una situación fuera de control. En este caso, el desempeño de la carta de control cuando se
usa información desagregada, es muy similar a cuando se usa información agregada. Para
todos los otros cambios considerados en θ0 , excepto para un incremento de 20 % la carta
T 2 muestra un mejor desempeño cuando se usa información agregada. Este hecho puede
explicarse debido a la baja variabilidad de las observaciones agregadas, lo cual permite
obtener ĺımites de control más estrechos, y de esta manera, detectar más rápidamente
estados fuera de control. Vale la pena recordar que en esta carta de control, los ĺımites se
basan completamente en las observaciones de la muestra preliminar.
La carta de control EWMA muestra un desempeño distinto al de la carta de control T 2.
En esta carta no hay una fuerte evidencia en favor del monitoreo con información agregada
o desagregada. Los resultados sugieren un desempeño muy similar en ambos casos cuando
ocurren pequeños cambios en el vector θ0 , mientras que para cambios grandes en θ0 , esta
carta muestra un ligero mejor desempeño con información desagregada. Estos resultados
son similares a los obtenidos por [13] y [38]. En esta carta de control, a diferencia de la
carta T 2, los ĺımites de control se determinan a partir de una expresión dada, y no con
base en la muestra preliminar, por lo que no se muestran en la Tabla 2.1. En la Figu-
ra 2.1 se muestra una representación gráfica del desempeño de las cartas mencionadas
anteriormente.
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Figura 2.1. Desempeño de las cartas T 2 bootstrap y EWMA con datos agregados y desagregados,
τ = 1, ATS = 50, y diferentes magnitudes de cambio en θ0.
Puede verse en la Figura 2.1, cómo en el caso de la carta de control T 2, las ĺıneas
correspondientes a los valores ATS fuera de control, para observaciones agregadas y des-
agregadas, están cerca sólo al inicio y al final del gráfico, mientras que en el caso de la
carta EWMA, estas ĺıneas coinciden casi siempre.
2.4.2. Desempeño Steady-State
En la práctica, lo usual es que cuando se inicia el monitoreo del proceso en Fase II,
éste permanece en control durante un cierto tiempo, y sólo después el proceso se sale de
control. También evaluamos el desempeño de las cartas de control en este caso, en términos
de sus valores ATS fuera de control, considerando tres tiempos de cambio : τ = 5, 10, y
15, un incremento en θ0 igual a 7.5 %, y un valor ATS bajo control igual a 50 para todos
los casos, usando información agregada y desagregada. Los resultados de este estudio se
muestran en la Tabla 2.2
Tabla 2.2. Valores ATS steady-state para las cartas de control T 2 (con ĺımites de control CL) y
EWMA con vectores de conteo desagregados (1) y agregados (2 y 3) y un incremento
igual a 7.5 % en θ0.
Carta T 2 Carta EWMA
Nivel de agregación Nivel de agregación
1 2 3 1 2 3
τ AATS CL AATS CL AATS CL AATS AATS AATS
5 35.57 35.60 21.84 26.49 12.28 19.82 7.05 6.23 6.09
10 37.42 35.17 27.72 26.06 16.44 20.69 12.08 11.54 11.07
15 39.08 35.85 31.63 27.08 21.76 20.31 16.84 15.97 16.45
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Puede verse de la Tabla 2.2 que la carta de control T 2 control tiene su mejor desempeño
cuando se usa información agregada, independientemente del momento en el que θ0 cam-
bia. Este desempeño puede explicarse, como cuando τ = 1, por las marcadas diferencias en
la amplitud que muestran los ĺımites de control cuando se agregan las observaciones, com-
parada con la amplitud de éstos cuando se usan observaciones desagregadas. El desempeño
de la carta EWMA cuando se usa información agregada, es muy similar al sus desempeño
cuando se usa información desagregada.
Cuando comparamos las dos cartas, encontramos un mejor desempeño de la carta EWMA
en todos los casos considerados. Vale la pena mencionar la necesidad de utilizar grandes
tamaños de muestra en el diseño de las cartas de control. En el caso de la carta de control
T 2, dado que el cálculo los ĺımites de control se basa completamente en las muestras pre-
liminares, los ĺımites de control en realidad son variables aleatorias. Cuanto más grandes
sean las muestras preliminares, más estables serán los ĺımites de control, aśı como la tasa
nominal de falsas alarmas. Algo similar sucede con la carta de control EWMA, aunque
en este caso el tamaño de muestra preliminar que permite un rendimiento adecuado de la
carta es menor que en el caso de la carta tipo Shewhart.
Un estudio completo acerca del desempeño steady-state de los esquemas de monitoreo
requiere considerar distintos tipos de cambio en θ0 . En este caso se escogió un incremento
de mediana magnitud en θ0 que aunque nos da una idea del comportamiento de los es-
quemas de monitoreo cuando el cambio en el proceso no ocurre desde el inicio, no puede
considerarse concluyente.
2.5. Ejemplo ilustrativo
En esta sección se usa un conjunto de datos reales para ilustrar la agregación de datos
de conteo multivariados usando perfiles Poisson cuando la covariable toma valores fijos.
El ejemplo también muestra el efecto de la agregación, medido por el tiempo empleado
en detectar cambios significativos en la relación funcional descrita por los perfiles. Los
datos analizados corresponden al número de muertes causadas por cáncer de próstata
según diferentes categoŕıas de edad en la ciudad de Nueva York, de 1997 a 2014. Los datos
correspondientes a cada año se consideran la realización de un proceso que genera perfiles
de Poisson. Aunque los datos utilizados en este ejemplo cumplen solo aproximadamente
con los supuestos de una variable aleatoria de Poisson, la metodoloǵıa propuesta involucra
un procedimiento no paramétrico en el cálculo de los ĺımites de control de las cartas, lo que
permite superar este inconveniente. La base de datos, disponible en 1, también proporciona
información sobre la población expuesta de personas en cada categoŕıa de edad. Hay 18
observaciones en la base de datos, de las cuales las primeras 14 fueron consideradas para
la Fase I. Las 4 restantes (usando datos desagregados) fueron monitoreadas en la Fase II.
Aunque el número de observaciones es pequeño, el ejemplo permite comparar el desempeño
de las cartas de control en los dos escenarios: datos agregados y desagregados. La Figura
2.2 muestra los perfiles ajustados, aśı como el perfil promedio.
1www.https : //www.health.ny.gov/statistics/vitalstatistics/
CAPÍTULO 2. EL EFECTO DE LA AGREGACIÓN DE DATOS DE CONTEO MULTIVARIADOS USANDO PERFILES POISSON35






























Figura 2.2. Perfiles ajustados y perfil promedio
Para facilitar la escogencia de las curvas que serán consideradas para las Fases I y
II, se considera la Figura 2.3, la cual muestra los valores T 2 (a) y las profundidades (b)
asociadas con cada perfil ajustado.


























































































































































Figura 2.3. Valores T 2 y profundidad asociados a cada perfil
Se puede ver con base en la Figura 2.3(a), que las estad́ısticas T 2 asociadas con los
perfiles ajustados tienen una tendencia ligeramente ascendente que parece acentuarse por
los valores T 2 asociados con los 4 últimos perfiles. La Figura 2.3(b) muestra que las profun-
didades asociadas con los perfiles ajustados tienen una tendencia ligeramente decreciente,
que parece acentuarse en los valores de las profundidades asociadas con los últimos 4 per-
files. Con base en estos resultados, se decidió considerar los primeros 14 perfiles como la
muestra preliminar para la Fase I, y los 4 restantes se monitorean en la Fase II. Estos
mismos perfiles se consideran, respectivamente, para las Fases I y II cuando se utiliza
información agregada.




































































































































Figura 2.4. Desempeño de las cartas de control T 2 bootstrap y EWMA con datos agregados y
desagregados, τ = 1, α = 0.05, y un nivel de agregación igual a 2.
En la Figura 2.4, las ĺınea punteadas representan los ĺımites de control, y las ĺıneas
cont́ınuas representan los estad́ısticos que se grafican en cada caso, es decir, el estad́ıstico
T 2 y el estad́ıstico EWMA basado en las profundidades asociadas con cada perfil. Las
Figuras 2.4(a) y 2.4(b) corresponden a la carta T 2 bootstrap cuando se considera informa-
ción desagregada y agregada, respectivamente, y similarmente, las Figuras 2.4(c) y 2.4(d)
corresponden a la carta EWMA. Como puede observarse, la carta de control T 2 mues-
tra un estado fuera de control desde el inicio del monitoreo en Fase II en ambos casos,
con información desagregada, y con información agregada. La carta EWMA con datos
desagregados detecta un estado fuera de control en el año 2012, mientras que con datos
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agregados detecta un estado fuera de control en el peŕıodo comprendido entre 2011-2012,
posiblemente debido al efecto del año 2012, lo cual muestra que para este ejemplo, la
agregación de datos de conteo multivariados no afecta la sensibilidad de la carta cuando
el proceso es monitoreado. En este ejemplo, los valores de la variable X fueron los puntos
medios de los rangos de edad considerados en la base de datos. Es importante enfatizar
que en este ejemplo, dada la naturaleza de la variable explicativa, se debe tener mucho
cuidado al momento de interpretar los resultados. Sin embargo, el ejemplo nos permite
mostrar cómo se lleva a cabo el proceso de agregación, aśı como también, si éste tiene
algún efecto sobre el desempeño de los esquemas de monitoreo utilizados.
2.6. Conclusiones y recomendaciones
La agregación de datos es un procedimiento ampliamente utilizado por razones
prácticas, conveniencia o necesidad. Dado que su uso es muy frecuente en muchas áreas,
es necesario estudiar ampliamente su efecto. En este caṕıtulo se estudió el efecto de la
agregación de datos de conteo multivariados que dependen de una sola covariable, una
situación muy común en la vigilancia de la salud, utilizando el enfoque de monitoreo
de perfil. Se utilizaron dos esquemas de monitoreo y se estudió el desempeño de sus
respectivos ATS bajo diferentes escenarios fuera de control. Uno de los esquemas de
monitoreo pertenece al grupo de las cartas de control tipo Shewhart, y el otro al grupo
de las cartas de control tipo EWMA. Encontramos que la agregación de los vectores de
conteo mejora el rendimiento de la carta de control T 2 bootstrap en la mayoŕıa de los
escenarios fuera de control que se consideran, posiblemente debido a la menor dispersión
de las observaciones agregadas, lo que a su vez determina ĺımites de control más estrechos
.
En el caso del gráfico de control EWMA, no hay una diferencia marcada entre los valores
ATS cuando se monitorea con información desagregada y los valores ATS obtenidos
con información agregada, excepto para las mayores magnitudes de cambio en θ0 , caso
en el que esta carta de control muestra un desempeño ligeramente mejor al monitorear
con información desagregada. Esto es cierto para el desempeño en estado Zero-State, y
preliminarmente para el desempeño en estado Steady-State. En este último caso se deben
considerar otras magnitudes de cambio en θ0 para que los resultados sean concluyentes.
Estos resultados de la carta EWMA están de acuerdo con los obtenidos por [13] y [38].
Ellos encuentran que solo para grandes aumentos en la tasa de eventos adversos, bajos
niveles de agregación o ausencia de agregación, permiten un mejor desempeño de la carta
de control.
Si se decide monitorear los vectores de conteo de Poisson cuyos valores dependen de
una sola covariable, mediante el uso de información agregada, nuestra recomendación es
siempre comenzar con bajos niveles de agregación y aumentarlos solo cuando haya un mejor
conocimiento del proceso, dada la demora natural que se podŕıa tener en la detección de
estados fuera de control debido a la agregación misma, y dado el habitual desconocimiento
con respecto al tamaño de los posibles cambios que ocurren en el proceso. Creemos que es
necesario realizar estudios dirigidos a determinar niveles óptimos de agregación teniendo en
cuenta varios escenarios. El vector de tasas de falsas alarmas en control se estima fácilmente
a partir de la muestra preliminar, si es necesario. En cualquier caso, recomendamos la carta
EWMA propuesta, dada la evidente superioridad de ésta en comparación con la carta de
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control T 2.
Es de gran interés investigar el efecto de la agregación cuando el vector de las tasas de
eventos adversos se calcula en función de la población expuesta asociada con el último
registro tomado, en lugar de utilizar las diferentes poblaciones expuestas que se pueden
conocer durante todo el intervalo de agregación. Obviamente, esto causa una estimación
pobre de este vector y lleva a conclusiones erróneas. De los dos estimadores de θ0j , j =
1.2, ...,m que desarrollamos, hay uno que produce estimaciones sesgadas. Recomendamos
usar el estimador de la tasa de eventos adversos de la expresión (2.9). Un estudio amplio del
efecto de la agregación de vectores de conteo cuando hay procesos Poisson no homogéneos,
es un tema de nuestro trabajo de investigación actual.
Aunque se han desarrollado metodoloǵıas para el ajuste de modelos de regresión lineal
cuando hay datos de intervalo en la variable explicativa, como los presentados en [43], el
desarrollo de metodoloǵıas que permitan ajustar modelos lineales generalizados cuando hay
datos de intervalo en la variable explicativa es de gran interés actual, en particular, cuando
la variable respuesta es un conteo. Otro aspecto que debe estudiarse es la agregación de
los vectores de conteo que dependen de una covariable, cuando la estructura de correlación
de los vectores es compleja. Finalmente, también seŕıa interesante estudiar ampliamente el
efecto de la agregación en los esquemas de monitoreo cuyos ĺımites de control se calculan
en función de la muestra preliminar.
CAPÍTULO 3
El efecto de la agregación de vectores de conteo
que dependen de una covariable no determińıstica
Este caṕıtulo se centra en dos aspectos fundamentales: primero, cómo agregar vecto-
res de conteo que dependen de una covariable no determińıstica, haciendo uso de perfiles
Poisson con distinto diseño de puntos, y segundo, determinar el efecto que tiene la agre-
gación de éstos sobre un particular esquema de monitoreo. Antes de entrar en los aspectos
teóricos del problema, se presenta un ejemplo motivador.
3.1. Monitoreo de la relación funcional entre las part́ıculas
Pm10 y el monóxido de carbono
A nivel mundial, en la última década, se han incrementado los esfuerzos para determi-
nar aquellas situaciones relacionadas con temas ambientales que pueden poner en riesgo
la salud de las personas. Una de esas situaciones está relacionada con la calidad del aire
que respiramos. El estudio y monitoreo de la calidad del aire es un tema de mucha impor-
tancia en la actualidad, y en el que se invierten muchos recursos, no sólo económicos, sino
tecnológicos. La calidad del aire involucra no sólo la cantidad, sino también el tamaño de
part́ıculas nocivas para la salud que están en el ambiente. Estas part́ıculas están formadas
por polvo, ceniza, holĺın, part́ıculas metálicas, entre otras. Estas part́ıculas representan un
riesgo para la salud cuando son tan pequeñas que logran penetrar los alveolos pulmonares,
y además superan una determinada cantidad. Los estudios cient́ıficos han determinado
que part́ıculas con un diámetro igual o inferior a 10 micrómetros aproximadamente, pue-
den afectar la salud, por lo que un tipo de part́ıculas sobre las que se hace un cuidadoso
monitoreo, son las denominadas part́ıculas Pm10. Éstas son monitoreadas de acuerdo con
normas establecidas que indican los niveles máximos permitidos para los que no se ve
afectada la salud.
Se sabe que uno de los factores que incide en la cantidad de part́ıculas Pm10, es el monóxido
de carbono, por lo que el monitoreo de estas part́ıculas puede hacerse a través del estudio
de la relación entre éstas y los valores de monóxido de carbono en un momento dado.
Puesto que interesa monitorear los niveles de part́ıculas Pm10 que superen el valor es-
tablecido por la norma, la relación de interés puede ser entre el número de d́ıas de cada
mes en los que el material particulado Pm10 supera el ĺımite que indica la norma, y el
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Figura 3.1. Perfiles de correspondientes a los años 1997, 1998, y 1999
nivel promedio mensual de monóxido de carbono. Al final de cada año se tiene un vector
de conteos que dependen de una covariable cuyos valores pueden variar de un vector a
otro, es decir, de un año a otro. Esta caracteŕıstica de los vectores dificulta que sobre ellos
se realicen procesos de agregación, como lo propusieron [25], puesto que no siempre los
valores de X son los mismos para los distintos vectores de conteo. Para ilustración de este
caso usaremos la base de datos disponible en el portal que se indica en el pie de página
1. Si representamos por medio de un perfil a los vectores de conteo correspondientes a los
años 1997, 1998 y 1999 junto con los valores que asume la variable independiente en cada
uno de estos años, se obtiene la Figura 3.1, en la que se observan caracteŕısticas relevantes
de cada registro, como por ejemplo, que el soporte sobre el eje x es totalmente distinto
para los tres casos.
3.2. Antecedentes
En diversas aplicaciones, la calidad de un producto o proceso se representa de manera
adecuada a través de una relación funcional entre una variable respuesta y un conjunto
de variables explicativas, denominada perfil. Cuando en un proceso se monitorea este
tipo de datos, el objetivo es determinar la estabilidad de esta relación funcional sobre el
tiempo. De acuerdo con [28] muchos de los trabajos realizados en monitoreo de perfiles
asumen que los valores de X son fijos de muestra a muestra. Estos valores en muchos casos
son determinados de antemano y obedecen a ciertas cantidades sobre las que resulta de
interes observar la variable respuesta. Autores como [18], [22], [46], [42] y [45], entre otros,
suponen que el diseño de puntos dentro de cada perfil es el mismo. En ciertas situaciones,
sin embargo, el diseño de puntos cambia, debido a que los valores de la variable explicativa
cambian de un perfil a otro. Algunos trabajos han considerado este tipo de situaciones. Por
ejemplo, [33] proponen una carta EWMA para monitorear procesos en los que diferentes
perfiles pueden tener distintos puntos de diseño y en algunos casos son aleatorios. [40]
1https://sinca.mma.gob.cl/index.php/estacion/index/id/273
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proponen una carta de control tipo EWMA para monitorear la relación funcional entre
una variable respuesta binomial y unas variables explicativas que no son determińısticas.
[29] estudia el efecto de las variables explicativas aleatorias en el monitoreo de perfiles en
Fase II. [32] desarrollan una nueva carta de control para el monitoreo en Fase II de perfiles
lineales generalizados cuyas variables explicativas pueden tener un diseño fijo o un diseño
aleatorio arbitrario. [7] proponen una carta de control para monitorear una situación en
la que la variable respuesta es categórica con tres o más niveles de atributos ordinales y
las variables explicativas son aleatorias.
3.3. Agregación de perfiles Poisson con valores no deter-
mińısticos en la variable explicativa
En esta sección se hace una descripción de la forma en la que pueden ser agregados
vectores de conteo que dependen de una covariable no determińıstica. Para este propósito,
los vectores son representados por medio de perfiles Poisson que tienen el mı́smo número
de puntos de registro, pero distinto diseño de puntos.
3.3.1. Perfiles Poisson con distinto diseño de puntos
Asumimos que se tiene una variable explicativa cont́ınua X, no determińıstica, que
asume valores en un rango espećıfico. Suponemos además que entre esta variable y una
variable respuesta Y , existe una relación de la forma
E(Yij) = nijθ0j (3.1)
donde Yij denota el número de eventos observados a partir de nij elementos para el
perfil i en el nivel j de la covariable X. Además,
θ0j = e
β0+β1xrij (3.2)
representa la tasa de ocurrencias del evento de interés, cuando el proceso está ba-
jo control, para el perfil i en el j-ésimo nivel de X. Asumimos que en un interva-
lo de tiempo [ti, ti + 1), (denotado por t = ti), los datos registrados son de la forma
{(yti,1, xti,1), (yti,2, xti,2), ..., (yti,n, xti,n)}, y que en un tiempo t = tj , son de la forma
{(ytj ,1,, xtj ,1), (ytj ,2, xtj ,2), ..., (ytj ,n, xtj ,n)}. Es claro que dada la naturaleza de la variable
X, el diseño de puntos en t = ti y t = tj , no es necesariamente el mismo, sin embargo,
la relación existente entre Y y X se asume constante cuando el proceso está bajo control.
Como los valores que asume X en cada uno de los conjuntos de datos no son los mismos,
los perfiles que se asocian con éstos no tienen el mismo soporte. Esta caracteŕıstica de los
perfiles puede generar problemas al momento de realizar ciertas operaciones entre ellos,
como por ejemplo, su agregación.
3.3.2. Estandarización y ajuste de perfiles
Previo a la agregación de los perfiles se considera un procedimiento cuyo objetivo es
lograr un soporte común para todos ellos. El procedimiento se basa en el re-escalamiento
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de X.
Cuando se considera que el proceso está bajo control, se toma una muestra preliminar
de tamaño m, digamos
{(yi1, xi1), (yi2, xi2), ..., (yin, xin)} (3.3)
con i = 1, 2, ...,m. Como se mencionó arriba, los m perfiles generados en Fase I (aśı
como los generados en Fase II) no tienen necesariamente el mismo soporte ni la misma
longitud. Para lograr tener un conjunto de perfiles que tengan un soporte común, se
hace una transformación sobre la variable X. Esta transformación garantiza que todos los
perfiles tienen un soporte entre 0 y 1 manteniendo la forma original del perfil. [3] discuten
cinco métodos de normalización de funciones. Uno de ellos, denominado por los autores
”Linear scaling to unit range”, pero también conocido como normalización min-max, se
define como
X∗ = (X −min(X))/ran(X) (3.4)
donde X es la variable original, min(X) y ran(X) corresponden al valor mı́nimo y
rango de la variable original, respectivamente, y X∗ es la variable transfromada.




































































Figura 3.2. Modelo ajustado con X original (graficos izquierda) y con X transformada (gráficos
derecha)
La Figura 3.2 muestra el ajuste de dos modelos para dos conjuntos de datos simulados.
Los dos gráficos de la parte izquierda corresponden a los modelos ajustados para los dos
conjuntos de datos simulados originalmente. Los dos gráficos de la derecha corresponden,
respectivamente, a los perfiles ajustados con los mismos conjuntos de datos, pero luego de
transformar la variable X mediante la expresión (3.4). Como puede verse, luego de hacerse
la transformación, cada perfil mantiene su forma original. La transformación utilizada, y
descrita en 3.4, asigna a cada valor de X en la variable original, otro valor proporcional
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a éste, pero sobre el intervalo [0,1], lo que permite unificar el soporte de los perfiles y
mantener la misma forma del perfil ajustado originalmente.
En la expresión 3.4, min(X) representa el mı́nimo valor que asume la variable X en
cada conjunto de datos. Los valores asumidos por la variable X∗ son proporcionales a
los de la variable X original, pero sobre el intervalo [0,1]. Esta caracteŕıstica hace que al
momento de ajustar el modelo, éste no se altere.
Cuando se ajustan perfiles con variable respuesta tipo conteo, es común utilizar
modelos de regresión Poisson. Estos modelos, sin embargo, resultan adecuados sólo bajo
ciertas circunstancias. En este sentido, [30] afirma que la regresión Poisson clásica resulta
en un ajuste inadecuado de los datos si al menos uno de dos supuestos básicos es violado:
el supuesto de igualdad de varianza sobre los conteos Poisson, o la influencia lineal de las
covariables sobre el valor esperado transformado logaŕıtmicamente. Adicionalmente [6]
menciona que debido a que los desarrollos de mortalidad generalmente muestran patrones
regulares, utilizar enfoques de suavizado es una opción más natural para analizar los
cambios de mortalidad que la imposición de un modelo.
De acuerdo con [10], hay dos grandes enfoques en el tema de modelos de suavizado
con splines: splines de suavizado y los splines de regresión. Los splines de suavizado
utilizan tantos parámetros como observaciones, lo que hace que su implementación no
sea eficiente cuando el número de datos es muy elevado. Los splines de regresion pueden
ser ajustados mediante mı́nimos cuadrados una vez que se ha seleccionado el número de
nodos, pero la seleccion de los nodos se hace mediante algoritmos bastante complicados.
Los splines con penalizaciones (P-splines) combinan lo mejor de ambos enfoques: utilizan
menos parámetros que los splines de suavizado, pero la seleccion de los nodos no es
tan determinante como en los splines de regresion. Estas consideraciones, aśı como lo
mencionado en el Caṕıtulo 2, nos llevan a usar en este Caṕıtulo ajuste P-splines en el
modelado de los perfiles. El ajuste P-spline se hace usando la propuesta de [6]. En ésta, el
autor toma la idea de [11], y usa bases B-splines con una penalidad P sobre los coeficientes
de regresión. La escogencia de una valor óptimo para el parámetro de suavizamiento λ,
se hace teniendo en cuenta el criterio de información de Akaike. La implementación de la
propuesta se hace mediante el uso de la libreŕıa MortalitySmooth, disponible en R.
Supóngase que en un estudio sobre calidad del aire, en el que se monitorea la relación
entre los niveles de monóxido de carbono y el número de veces que se supera el ĺımite de
part́ıculas Pm10 que indica la norma en un mes, se tienen los registros correspondientes a
los 12 meses de dos años (1998 y 1999)
• Año 1998: {(0.32, 1), (0.36, 1), (0.79, 16), (1.80, 13), (3.18, 21), (3.67, 21), (3.25, 27),
(1.98, 21), (1.11, 11), (0.45, 1), (0.29, 1), (0.28, 1)}
• Año 1999: {(0.29, 0), (0.34, 3), (0.60, 1), (1.50, 8), (2.46, 20), (2.97, 17), (2.79, 18),
(2.10, 8), (1.13, 7), (0.50, 0), (0.25, 0), (0.28, 0)}
Como puede notarse, los valores que asume la variable independiente (nivel de monóxi-
do de carbono) son distintos en cada uno de los años, por lo que un plan de agregación
como el propuesto por [25], no podŕıa ser implementado, debido a que no pueden hacerse
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agregaciones sobre la variable dependiente para distintos valores de la variable indepen-
diente. Este hecho obliga a asociar perfiles a cada vector de conteos, antes de hacer el
proceso de agregación. Si asociamos perfiles a los vectores de conteos, podemos considerar
valores comunes para la variable X, y luego realizar las agregaciones de acuerdo con la
propuesta de [25]. Sin embargo, luego de ajustar los perfiles asociados con los valores co-
rrespondientes a cada año, se puede ver que el rango de valores que asume la variable X
asociado al año 1998, oscila entre 0.28 y 3.67, mientras que el rango de valores de la misma
variable, asociado con el año 1999, está entre 0.25 y 2.97, por lo que los perfiles no tienen
el mismo soporte. Esta situación también representa un problema para cualquier proce-
so de agregación que se quiera implementar. En la siguiente sección explicamos nuestra
propuesta para superar esta dificultad.
3.3.3. Agregación de los perfiles
Cuando se decide utilizar información agregada para monitorear el proceso, este pro-
ceso de agregación debe hacerse no sólo en Fase II, sino también en Fase I, sólo asi serán
comparables los perfiles que se generan en Fase II, con los perfiles obtenidos en la muestra
preliminar.
La metodoloǵıa propuesta se basa en la transformación de la variable X. Sean
{(yi1, xi1), (yi2, xi2), ..., (yin, xin)} (3.5)
y
{(y(i+1)1, x(i+1)1), (y(i+1)2, x(i+1)2), ..., (y(i+1)n, x(i+1)n)} (3.6)
dos conjuntos de parejas ordenadas correspondientes a los perfiles i e i+ 1. Para la agre-
gación de estos perfiles se sigue el procedimiento que se indica a continuación:
1. Se transforma la variable X en cada uno de los subconjuntos de parejas de datos.
Con esta transformación, todos los perfiles tienen el mismo soporte.
2. Se ajustan los perfiles i e i + 1 usando la propuesta de [6]. En el ajuste se usa la
variable respuesta y la variable X transformada.
3. Se selecciona una grilla de puntos sobre el intervalo [0, 1].
4. Se evalúan los perfiles i e i + 1 sobre la grilla de puntos del inciso anterior. La
evaluación de cada perfil sobre esta grilla de puntos permite obtener estimaciones de
la variable respuesta sobre valores comunes de la variable explicativa, por lo que es
aplicable la propuesta de [25].
5. Luego de agregadas las estimaciones del perfil i sobre los valores de la grilla de puntos
con las correspondientes estimaciones del perfil i+ 1, se obtiene un nuevo conjunto
de parejas ordenadas, donde los valores de la variable independiente son los valores
de la variable X transformada, y los de la variable Y corresponden a las agregaciones
mencionadas anteriormente.
6. A partir del nuevo conjunto de observaciones descrito en 5. se ajusta un perfil de
acuerdo con la propuesta de [6].
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3.4. Monitoreo de perfiles
En esta sección se describe el esquema utilizado para el monitoreo de los perfiles. La
descripción se hace para los dos casos: información desagregada, e información agregada.
Se ofrecen algunos detalles relacionados con la implementación del esquema de monitoreo.
3.4.1. Perfiles desagregados
El esquema de monitoreo resulta de adaptar el trabajo de [24] al caso de datos
funcionales. Estos autores proponen una carta tipo EWMA para monitorear datos multi-
variados haciendo uso del concepto de profundidad. En nuestra propuesta se considera a
cada perfil como una realización de un proceso cuyas observaciones pueden describirse de
manera adecuada por medio de ajuste P-spline. Este ajuste se hace teniendo en cuenta
las ventajas que, según [10], tiene esta metodoloǵıa en comparación con otros méto-
dos de suavizamiento. En este trabajo se usa la medida de profundidad propuesta por [27].
Sea
{(yi1, xi1), (yi2, xi2), ..., (yin, xin)} (3.7)
con i = 1, 2, ...,m, una muestra preliminar de m conjuntos de datos, cada uno formado
por n puntos, los cuales corresponden a m perfiles ajustados mediante suavizamiento P -
spline. Se asume que los elementos de cada uno de los conjuntos A1 = {x11, x12,...x1n},
A2 = {x21, x22,...x2n},...,Am = {xm1, xm2,...xmn} no son necesariamente iguales y no tienen
un orden predeterminado. Por lo tanto, se asume que el diseño de puntos de cada perfil no
es el mismo. Antes de hacer el ajuste de cada perfil, se transforman los elementos de los
conjuntos A1, A2,...,Am, de acuerdo con la expresión 3.4. A partir de los nuevos conjuntos
de observaciones disponibles para cada perfil, se hace un suavizamiento v́ıa P -splines. Este
conjunto de perfiles se utilizan como referencia para el monitoreo en Fase II. A partir de
aqúı, se usa la propuesta de [25] para el caso de observaciones desagregadas.
3.4.2. Perfiles agregados
Una vez se ha decidido utilizar información agregada, se sigue un procedimiento similar
al indicado en 3.3.3. La diferencia se da porque sobre los perfiles que forman parte de la
muestra preliminar de Fase I, también se realiza un procedimiento de agregación. Los ma
perfiles agregados, donde a representa el nivel de agregación, se toman como referencia
para el monitoreo en Fase II. Cuando se inicia el monitoreo en ĺınea, los perfiles se agregan
dependiendo del nivel de agregación escogido. Luego de esto, se usa la propuesta de [25]
para el caso de observaciones agregadas.
3.5. Estudio de Simulación y resultados
En esta sección se compara el desempeño del esquema de monitoreo utilizado cuando se
emplea información desagregada, con su desempeño cuando se usa información agregada.
Para tal efecto, se realizan procedimientos de simulación usando el lenguaje R. Cabe
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recordar que el esquema de monitoreo que se va a usar es el que mejor desempeño mostró
en los estudios del Caṕıtulo 2, es decir, la carta tipo EWMA.
3.5.1. Procedimiento con perfiles desagregados
Como indicamos antes, en este caṕıtulo consideramos la agregación de vectores de
conteo que dependen de una covariable no determińıstica que puede asumir valores
distintos de muestra a muestra. Suponemos también que el número de sujetos expuestos
en cada nivel asumido por la covariable, puede variar también. De esta manera, en
un proceso de simulación para generar tales observaciones necesitamos contar con tres
elementos: la variable explicativa, el número de elementos expuestos asociado a cada
categoŕıa que asume la variable X, y la variable respuesta. Los perfiles se generaron
teniendo en cuenta las expresiones (3.1) y (3.2). Sin pérdida de generalidad se asumieron
los valores β0 = 2.5 y β1 = 0.08 en (3.2) para determinar el vector de tasas de eventos
adversos de cada perfil. Nótese que por la naturaleza no determińıstica de la variable X,
el vector de tasas de eventos adversos generados a partir de (3.2) no es necesariamente el
mismo de un perfil a otro, pero obedece a una misma relación en la que los valores de β0
y β1 si son constantes de un perfil a otro. Se considera entoces que cada vez que se genere
un vector de conteos a partir de la relación (3.2), con los valores de β0 y β1 indicados
anteriormente, obtenemos un perfil del proceso bajo control. Los valores para la variable
explicativa se obtienen, sin pérdida de generalidad, a partir de una distribución uniforme
sobre el intervalo (0, 10). Para cada perfil se generó un vector de tamaños de muestra
(número de elementos expuestos) a partir de una distribución uniforme (800, 1050). Con
el fin de obtener perfiles con formas más complejas, se considera r = 13 en la expresión
(3.2). A partir de (3.1), se genera el vector de conteos Poisson. Con estos tres elementos:
variable explicativa, número de elementos expuestos, y variable respuesta, se pueden
ajustar los perfiles. Sin embargo, los perfiles resultantes no necesariamente tendŕıan
el mismo soporte, lo cual, como mencionamos antes, genera dificultades a la hora de
realizar cierto tipo de procedimientos con ellos. Para evitar este tipo de dificultades, se
hace uso de la transformación de X antes mencionada. Para la Fase I se consideraron
inicialmente muestras preliminares de 50 y 100 perfiles. Sin embargo, en Fase II se observó
que los valores de los ATS teńıan una menor desviación estándar a partir de muestras
preliminares de tamaños iguales a 300 o más. Se usó entonces 300 como tamaño de la
muestras preliminares.
Cuando se consideran perfiles desagregados, los 300 perfiles de la muestra preliminar
sirven como referencia para determinar, en Fase II, qué perfiles se encuentran fuera de
control. De acuerdo con la propuesta de [24], usada en el Caṕıtulo 2, en Fase II se generan
perfiles, se determina su profundidad respecto de la muestra preliminar, y a partir del va-
lor de la profundidad, se evalúa su rango secuencial. Este rango secuencial se transforma
de acuerdo con el estad́ıstico EWMA de la propuesta, y se determina, de acuerdo con los
ĺımites, si el perfil está bajo control o no. Para el parámetro de suavizamiento de la carta
EWMA, al igual que en el Caṕıtulo 2, se usó un valor de λ = 0.5 para el parámetro de
suavizamiento, puesto que se encontró una mayor estabilidad en los ATS para éste. Se
simularon distintos escenarios fuera de control al introducir cambios de distinta magnitud
en el vector de ocurrencias de eventos de interés en control θ0 . El procedimiento de simula-
ción que permite generar las observaciones en este caso, difiere un poco del utilizado en los
procesos de simulación del Caṕıtulo 2, dado que los valores de la variable X no son fijos,
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por lo que los valores del vector de tasa de ocurrencias del evento de interés, que depende
de los valores que asume X, también cambian. Sin embargo, la relación que existe entre
la variable X y el vector de tasas de ocurrencias del evento de interés, no cambia, sólo
cambian los valores que de éstos se observan en un momento dado. De manera análoga a
lo que ocurre con los valores observados de la variable X, existe un vector de tasas de ocu-
rrencias θ0 del cual se observan ciertos valores en cada tiempo, dependiendo de los valores
asumidos por la variable X en ese momento. El procedimiento en este caso es como sigue:
1. En el tiempo t = tp se generan un vector de valores xp de la variable explicativa X
y un vector de tamaños de muestra asociado nij
2. Se reemplaza en (3.2) el vector de valores obtenidos en 1 para la variable X, junto
con los valores de β0 y β1, para obtener un vector de tasas de ocurrencias del evento
adverso θ0p
3. A partir de (θ0p + ∆θ0p), junto con el vector nij , se obtienen los conteos fuera de
control yp , donde ∆θ0p corresponde a un incremento espećıfico en el vector θ0p .
Cuando se generan vectores de conteo bajo control, se considera el correspondiente vector
θ0p . De esta manera, el vector de conteos Poisson fuera de control se genera a partir de una
distribución distinta de la que se usó para generar los perfiles de la muestra preliminar.
Se consideró un valor de 50 para la ATS en control de la carta. En cada escenario se
obtuvieron 2000 valores de tiempo de señal (TS), a partir de los cuales se calculó el ATS.
Este proceso se repitió 100 veces, lo que permitió hallar un promedio (AATS) a partir de
100 ATSs Estos valores se compararon con el caso de perfiles agregados.
3.5.2. Procedimiento con perfiles agregados
Para la Fase I, se agregan los perfiles generados en la Fase I del caso descrito en la
subsección 3.5.1. La agregación se hace de acuerdo con los descrito en la subsección 3.3.3.
Estos perfiles agregados sirven para determinar si los perfiles que se van agregando, en Fase
II, están bajo control o no. Los ĺımites de control para el caso de perfiles agregados vaŕıan
con respecto a los utilizados en el caso de perfiles desagregados, puesto que de acuerdo
con la propuesta de [24], estos limites dependen del tamaño de la muestra preliminar de
Fase I, y esta muestra es distinta para los dos casos, puesto que el proceso de agregación
disminuye el número de perfiles que resultan para la Fase I. En consecuencia, se debe
ajustar para cada caso la constante L con el fin de obtener la misma AATS bajo control
y lograr que los resultados sean comparables. En este caso se realiza el mismo número de
repeticiones tanto para las TS, como para las ATS.
3.5.3. Simulación y resultados
En este apartado presentamos algunos resultados obtenidos en los procedimientos de
simulación. Se muestran los resultados correspondientes a la metodoloǵıa expuesta en las
secciones anteriores.
La Tabla 3.1 muestra los valores AATS para distintos escenarios fuera de control
cuando se usa información agregada y desagregada en la carta EWMA del Caṕıtulo 2.
Puede observarse que cuando se consideran incrementos de 7.5 % o más en θ0 en general,
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Tabla 3.1. ATS fuera de control para la carta EWMA basada en profundidad extrema. Observa-




Incremento en θ0 AATS AATS AATS
0.025 23.61 16.3 15.2
0.050 8.70 4.50 4.07
0.075 3.70 3.20 3.01
0.100 1.74 2.02 3.00
0.125 1.17 2.00 3.00
0.150 1.03 2.00 3.00
2.000 1.00 2.00 3.00
no hay diferencia significativa entre los tiempos que emplea la carta EWMA en detectar
estados fuera de control en el proceso cuando se usa información desagregada o información
agregada. Incluso, en algunos casos resulta favorable monitorear con información agregada.
Por ejemplo, cuando se hacen incrementos del 2.5 % y 5 %, hay una notoria ventaja al
monitorear con información agregada, tal vez debido a la menor variabilidad de la muestra
preliminar agregada, lo cual hace que los perfiles fuera de control puedan ser detectados
de manera más fácil. Cuando se hacen incrementos de 1.0 % o más en el vector de tasas
de ocurrencias del evento de interés, resulta más adecuado monitorear con información
desagregada. Esto sucede básicamente debido al retraso inherente que se introduce al usar
información agregada. Encontramos que para incrementos de 5 % y 7.5 %, el esquema de
monitoreo funciona de manera muy similar con niveles de agregación 2 y 3, por lo que,
al menos para estos casos, el nivel de agregación no parece ser un factor que afecte de
manera significativa la eficiencia del proceso excepto por el normal retraso que se da al
incrementar el nivel de agregación, como se observa para los incrementos mayores a 7.5 %.
3.6. Ejemplo ilustrativo
En esta sección utilizamos un conjunto de datos reales para ilustrar la metodoloǵıa
propuesta. Los datos hacen parte de registros relacionados con la calidad del aire en
diferentes ciudades de Chile. En este ejemplo se consideran los registros de part́ıculas
Pm10 contenidas en el aire diariamente durante cada mes en la estación parque O’Higgins
de la región metropolitana de Santiago. A partir de estos registros se cuenta el número de
d́ıas en los que el número de part́ıculas Pm10 contenidas en el ambiente superan el ĺımite
indicado por la norma. Interesa monitorear la calidad del aire, a partir del número de d́ıas
en los que se supera la norma. Los registros relacionados con el número de part́ıculas Pm10
se relacionan con los niveles promedio de monóxido de carbono registrados diariamente. Se
consideraron los registros correspondientes 18 años, desde 1997 hasta 2014 inclusive. En
cada mes se cuenta el número de d́ıas en los que se supera la norma (100 ug/m3) relacionada
con el número máximo de part́ıculas Pm10 en 24 horas. Esta es la variable que interesa
monitorear. Se sabe que el comportamiento de esta variable está relacionado con el nivel de
monóxido de carbono, por lo que a partir de los registros diarios de monóxido de carbono,
se consideran sus valores mensuales promedio. Nótese que los valores mensuales promedio
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de monóxido de carbono pueden variar de un año a otro para un mismo mes. La población
expuesta en este caso corresponde al número de d́ıas en los que se hacen la mediciónes, que
aunque normalmente son constantes de un año a otro, pueden variar cuando por distintos
motivos hay problemas con los registros de algunos d́ıas. Esto hace que no siempre resulte
adecuado monitorear la media del número de d́ıas en que se supera la norma, y que en su
lugar, sea más indicado monitorear la tasa de d́ıas en que se supera la norma cada mes.
La agregación de los vectores de conteo en este caso no puede hacerse de manera directa,
como se hizo en el Caṕıtulo 2, puesto que las entradas de los vectores no corresponden
a los mismos valores de monóxido de carbono. En su lugar, se hace un ajuste de perfiles
donde los conteos representan la variable respuesta, los registros de monóxido de carbono
representan la variable explicativa, y el número de d́ıas en los que se toman registros
válidos cada mes, representan la población expuesta. Luego del ajuste de los perfiles, se
estandarizan para lograr que tengan el mismo soporte sobre la variable explicativa, y luego
se agregan a partir de estimaciones que se hacen de los conteos sobre una grilla de puntos
común. La Figura 3.3 muestra los perfiles correspondientes a los primeros 3 años (1997,
1998 y 1999) registrados en la base de datos.










































Figura 3.3. Perfiles correspondientes a los años 1997, 1998, y 1999
La Figura 3.3(a) muestra a los perfiles originales, y la Figura 3.3(b) muestra los perfiles
estandarizados de acuerdo con la expresión dada en (3.4). Puede observarse cómo la trans-
formación de la variable independiente, logra poner a los perfiles con un soporte común,
lo cual es necesario para el procedimiento de agregación propuesto. La Figura 3.3 sugiere
un aparente cambio en la tendencia de los perfiles, sin embargo, la Figura 3.4 muestra
que los perfiles mantienen su tendencia. Además, los modelos ajustados con las variables
originales, tienen los mismos coeficientes de regresión que los correspondientes modelos
con la variable transformada. Teóricamente, la razón por la que los coeficientes del ajuste
P-spline permanecen invariantes a la transformación, se debe a que las bases B-splines
usadas en los ajustes P-splines, son invariantes bajo la transformación que se hace sobre
x. De acuerdo con [19], un B-spline es invariante bajo una traslación y/o transformación
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de escala de su secuencia de nodos, es decir,
Bj.p,αξ+β(αx+ β) = Bj.p,ξ(x) (3.8)
con α, β ∈ R. α 6= 0, donde αξ + β:=(αξj + β, ..., αξj+p+1 + β) En (3.8), se supone que se
tiene el j-ésimo spline de orden p sobre la secuencia de knots ξ .
Después de estandarizar los perfiles, se elige una grilla de puntos en el intervalo [0, 1],
sobre la cual se evalúa cada perfil ajustado. Esto da como resultado vectores de conteos
estimados asociados a una covariable que asume los mismos valores. En este momento, es
posible usar la metodoloǵıa del caṕıtulo 2. En consecuencia, primero hacemos un gráfico de
puntos de las profundidades asociadas a cada uno de los perfiles, con el fin de determinar
los perfiles que serán usados para la Fase I. Este gráfico se muestra en la Figura 3.5.
































































































Figura 3.4. Perfiles separados correspondientes a los años 1997, 1998, y 1999
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Figura 3.5. Profundidades de los perfiles asociados a cada año
Como puede observarse, no se evidencia una marcada situación fuera de control, puesto
que no parece haber perfiles con profundidades extremadamente bajas. Teniendo esto en
cuenta, y sólo con el fin de ilustrar el procedimiento, se tomaron los primeros 10 perfiles
para la Fase I, y se monitorearon los últimos 8 en Fase II. Cuando se utiliza información
agregada, resultan 5 perfiles para la Fase I, y sólo se monitorearon 4 perfiles agregados
en Fase II. Aunque el número de perfiles para la Fase I es muy pequeño, sirven para
mostrar la aplicación del procedimiento propuesto. La forma en que se agregan los vec-












































































Figura 3.6. Carta EWMA para el monitoreo de los perfiles asociados a los vectores de conteo
correspondientes a los años entre 2007 y 2014
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Para monitorear los perfiles, se usa la carta EWMA del caṕıtulo 2, la cual mostró
un mejor desempeño que la carta T 2 boostrap. En la Figura 3.6, se muestra la carta de
control EWMA cuando se usa información desagregada (3.6(a)) y agregada (3.6(b)). En
ambos casos, las ĺıneas rojas punteadas representan los correspondientes ĺımites de control,
y las ĺıneas azules, la profundidad de los perfiles asociados a los vectores de conteo que se
monitorean. En los dos casos se observa un proceso bajo control. Sin embargo, cuando la
carta EWMA usa información agregada, hay una menor variabilidad en los valores de sus
profundidades asociadas a cada perfil. Este puede ser un efecto de la agregación misma,
dado que existe un tipo de compensación entre unas observaciones y otras, lo que resulta
en un comportamiento menos variable del proceso. En este caso, la metodoloǵıa propuesta
no afecta el resultado final del monitoreo del proceso. Esto indica que es posible monitorear
procesos en los que se tienen vectores de conteo que dependen de una covariable que asume
valores que no son contantes en el tiempo, y que se obtienen a partir de poblaciones
expuestas que vaŕıan en el tiempo, sin alterar el monitoreo del proceso.
3.7. Conclusiones y recomendaciones
Se propuso una metodoloǵıa que permite agregar vectores de conteo que dependen
de una covariable que puede asumir distintos valores de un intervalo de observación a
otro. Se asume, además, que los vectores de conteo se obtienen a partir de poblaciones
expuestas que vaŕıan en el tiempo. Mediante un estudio de simulacion evaluamos el efecto
de la agregación de este tipo de observaciones. Con un ejemplo en el que se usa datos
reales se muestra la utilidad de esta metodoloǵıa en ciertas situaciones, y el efecto real que
ésta puede tener en el desempeño del esquema de monitoreo utilizado. El procedimiento
utilizado garantiza que el nivel de agregación no afecta el vector de tasa de falsas alarmas
del proceso en control. El estudio muestra que la variabilidad adicional que se introduce
con este procedimiento afecta en mayor medida al esquema de monitoreo que hace uso
de información desagregada. El procedimiento propuesto permite estandarizar perfiles con
distinto soporte, sin que se afecte forma y tendencia, lo cual es indispensable en esquemas
de monitoreo basados en el concepto de profundidad, como en este caso. Consideramos im-
portante evaluar el efecto de la agregación de este tipo de observaciones cuando se utilizan
otros esquemas de monitoreo, y cuando se consideran otros escenarios fuera de control.
Recomendamos evaluar el desempeño de otros esquemas en el monitoreo de vectores de
conteos obtenidos de poblaciones expuestas que vaŕıan en el tiempo, que dependen de una
covariable que puede asumir valores distintos de un punto de observación a otro. También
resulta conveniente hacer un estudio detallado del comportamiento de esta carta, y de
otras, cuando se consideran valores ATS Steady-State en el monitoreo de este tipo de
observaciones.
Conclusiones generales y trabajo futuro
La agregación temporal de datos de conteo es un procedimiento muy común en algunos
procesos, algunas veces como parte importante de un esquema de monitoreo, y en otras,
como un procedimiento que aunque implica pérdida de información, puede simplificar,
facilitar, o ayudar en el manejo de procesos con altas frecuencias de datos, entre otras
cosas. En esta tesis estudiamos el efecto de la agregación de datos de conteo univariados
y multivariados, que se obtienen de procesos en los que el tamaño de la muestra (o la
población expuesta) vaŕıa en el tiempo.
En la primera parte, estudiamos el efecto de la agregación de datos de conteo univariados
que se obtienen a partir de poblaciones expuestas que cambian en el tiempo. Los resultados
del estudio nos muestran que sólo cuando hay pequeños cambios en la tasa de eventos de
interés, la agregación de los datos afecta la sensibilidad del esquema de monitoreo, en el
sentido de que bajo estas condiciones, éste emplea más tiempo en detectar un estado fuera
de control. Cuando suceden cambios moderados o grandes, de aproxumadamente 25 % o
más, los esquemas de monitoreo utilizados presentan un desempeño similar en presencia
de datos agregados y desagregados. En este caso, aunque usamos la ARL como medida de
desempeño, la comparación se hace teniendo en cuenta el tiempo que emplean las cartas
en detectar una señal fuera de control. De esta manera, el criterio de comparación es
aproximado al que se tendŕıa con la métrica ATS.
En la segunda parte, estudiamos el efecto de la agregación de datos de conteo multivariados
que se obtienen a partir de poblaciones expuestas que cambian con el tiempo. En este caso,
además, se asume que los vectores de datos de conteo dependen de una covariable cuyos
niveles permanecen constantes de un intervalo de observación a otro. De forma análoga
al procedimiento usado en el Caṕıtulo 1, se comparó el desempeño de cada esquema
de monitoreo cuando en ellos se usa información agregada y desagregada. En este caso
consideramos como medida de desempeño el ATS de las cartas. Los resultados muestran
que en el caso de la carta T 2 bootstrap, la agregación mejora el desempeño de la carta en
la mayor parte de los escenarios fuera de control considerados. Esto se debe, posiblemente
a la forma como se calculan los ĺımites de control de esta carta, en cuyo caso, la agregación
de las observaciones disminuye la aplitud de los ĺımites de control, lo que a su vez logra un
esquema de monitoreo más eficiente. En el caso de la carta EWMA basada en el concepto
de profundidad, no se evidenció una significativa diferencia entre el desempeño del esquema
de monitoreo con datos agregados, y el que tiene con datos desagregados. Esta conclusión
es similar a la obtenida en otros estudios, y en condiciones similares, como por ejemplo,
[38]. Esta carta, comparada con la carta T 2 bootstrap, mostró un desempeño muy superior
en términos de los menores valores AATS para la mayor parte de los escenarios fuera de
control considerados. Un resultado similar se encontró en el ejemplo con datos reales. En
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este caso, ambas cartas, en los dos escenarios (datos agregados y desagregados) mostraron
un similar desempeño. Ambas cartas dieron señal fuera de control casi al mismo tiempo.
En la tercera parte, estudiamos el efecto de la agregación de datos de conteo multivariados
que se obtienen a partir de poblaciones expuestas que cambian con el tiempo. En este caso,
además, se asume que los vectores de datos de conteo dependen de una covariable cuyos
valores pueden cambiar de un intervalo de observación a otro. El esquema de monitoreo
utilizado es la carta EWMA que se usó en el Caṕıtulo 2, dado el buen desempeño de ésta, en
comparación con la carta T 2 bootstrapo. Los resultados muestran que el esquema tiene un
mejor desempeño cuando se usan datos agregados. De la misma manera se puede observar
que el desempeño del esquema de monitoreo en este caso, es inferior al que presentó en el
Caṕıtulo 2, cuando se usa información desagregada. Esto se debe a la variabilidad adicional
que se introduce al hacer la estandarización de los perfiles, lo que a su vez implica ĺımites
de control más amplios. La agregación de los datos parece mitigar ese efecto.
De acuerdo con los resultados, se puede decir que el procedimiento de agregación propuesto
garantiza que la estimación de la tasa de ocurrencias de un evento adverso es insesgada
sin importar el nivel de agregación elegido, lo cual es deseable si se decide utilizarlo. Aśı
mismo se puede afirmar que es posible monitorear procesos usando información agregada
sin afectar significativamente el desempeño de éstos. Esto, sin embargo, requiere el uso de
esquemas de monitoreo eficientes, como la carta EWMA utilizada.
Algunos tópicos para futuras investigaciones relacionadas con la agregación temporal, son
los siguientes:
• Dados los resultados obtenidos a partir de las cartas T 2, consideramos adecuado
estudiar más ampliamante el efecto de la agregación en esquemas de monitoreo con
una gran dependencia de la muestra preliminar en Fase I.
• Se han realizado algunos estudios sobre el efecto de la agregación en datos de pro-
porción, como por ejemplo [34], en el que el tamaño de la muestra es constante. Sin
embargo, muchas situaciones requieren que éste vaŕıe en el tiempo. Estudiar este
tipo de situaciones es importante.
• En el caso de los datos de conteo multivariado se consideró que las observaciones
son independientes entre si dentro de un mismo vector de conteos. Sin embargo, en
algunas aplicaciones relacionadas con la vigilancia de la salud, este supuesto no es
cierto, por lo que resulta pertinente estudiar este caso.
• Cuando se decide usar datos agregados en un esquema de monitoreo, una decisión que
debe tomarse es seleccionar el nivel de agregación que se va a utilizar. Esta decisión
no siempre está basada en criterios estad́ısticos, sino más bien en criterios subjetivos.
Sin embargo, la agregación de observaciones debeŕıa orientarse hacia la optimización
de los esquemas de monitoreo, por lo que consideramos pertinente realizar estudios
dirigidos a encontrar niveles de agregación óptimos.
• Muchas veces la agregación de las observaciones que se obtienen a partir de poblacio-
nes que vaŕıan en el tiempo, se hace teniendo en cuenta sólo la última de éstas. Eso
es incorrecto, y consideramos pertinente estudiar más detalladamente este problema.
Resultados de la Tesis
En esta sección presentamos los resultados derivados del trabajo realizado en la pre-
sente tesis. A continuación hacemos una relación de cada Caṕıtulo de la Tesis y su corres-
pondiente resultado:
• Caṕıtulo 1: Monitoring Aggregated Poisson Data for Processes with Time-Varying
Sample Sizes, Revista Colombiana de Estad́ıstica, 2017, Vol. 40, No 2.
• Caṕıtulo 2: The effect of aggregating multivariate count data using Poisson pro-
files, Communications in Stastistics - Simulation and Computation, 2019. DOI:
10.1080/03610918.2019.1699570
• Caṕıtulo 3: The effect of aggregating multivariate count data that depends on a
non-deterministic covariate, en construcción.
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