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MULTIPRECONDITIONED GMRES FOR SHIFTED SYSTEMS∗
TANIA BAKHOS†, PETER K. KITANIDIS†, SCOTT LADENHEIM‡,
ARVIND K. SAIBABA§, AND DANIEL B. SZYLD¶
Abstract. An implementation of GMRES with multiple preconditioners (MPGMRES) is pro-
posed for solving shifted linear systems with shift-and-invert preconditioners. With this type of
preconditioner, the Krylov subspace can be built without requiring the matrix-vector product with
the shifted matrix. Furthermore, the multipreconditioned search space is shown to grow only linearly
with the number of preconditioners. This allows for a more efficient implementation of the algorithm.
The proposed implementation is tested on shifted systems that arise in computational hydrology and
the evaluation of different matrix functions. The numerical results indicate the effectiveness of the
proposed approach.
1. Introduction. We consider the solution of shifted linear systems of the form
(A+ σjI)xj = b, j = 1, . . . , nσ, (1.1)
where A ∈ Rn×n is nonsingular, I is the n × n identity matrix, and nσ denotes the
number of (possibly complex) shifts σj . We assume that the systems of equations (1.1)
have unique solutions for j = 1, . . . , nσ; i.e., for each σj we assume (A+σjI) is invert-
ible. These types of linear systems arise in a wide range of applications, for instance,
in quantum chromodynamics [8], hydraulic tomography [23], and in the evaluation
of matrix functions based on the Cauchy integral formula [13]. Computing the so-
lution to these large and sparse shifted systems remains a significant computational
challenge in these applications.
For large systems, e.g, arising in the discretization of three-dimensional partial
differential equations, solving these systems with direct methods, such as with sparse
LU or Cholesky factorizations, is impractical, especially considering that a new fac-
torization must be performed for each shift. An attractive option is the use of Krylov
subspace iterative methods. These methods are well-suited for the solution of shifted
systems because they are shift-invariant; see, e.g., [27]. As a result of this property
only a single shift-independent Krylov basis needs to be generated from which all
shifted solutions can be computed. In this paper we consider for its solution a variant
of the generalized minimal residual method (GMRES) [22], since the matrix A in (1.1)
is possibly nonsymmetric.
Preconditioning is essential to obtain fast convergence in a Krylov subspace
method. It transforms the original linear system into an equivalent system with fa-
vorable properties so that the iterative method converges faster. For shifted systems,
preconditioning can be problematic because it may not preserve the shift-invariant
property of Krylov subspaces. There are a few exceptions though, namely, poly-
nomial preconditioners [1, 14], shift-and-invert preconditioners [11, 18, 19, 23], and
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nested Krylov approaches [3]. Here, we consider using several shift-and-invert pre-
conditioners of the form
P−1j = (A+ τjI)
−1, (1.2)
where the values {τj}npj=1 correspond to the different shifts, with np  nσ. For
a generic shift τ , we denote the preconditioner P−1τ . One advantage of using the
preconditioner in (1.2) is that, as shown in the next section, the appropriate precon-
ditioned Krylov subspace can be built without performing the matrix-vector product
with (A+ σjI).
The reason to consider several shifted preconditioners is that a single precondi-
tioner alone is insufficient to effectively precondition across all shifts, as observed in
[11, 23]. Incorporating more than one preconditioner necessitates the use of flexible
Krylov subspace methods; see, e.g., [21, 28, 29]. Flexible methods allow for the ap-
plication of a different preconditioner at each iteration and the preconditioners are
cycled in some pre-specified order. However, this means that information from only
one preconditioner is added to the basis at each iteration. In addition, the order in
which the preconditioners are applied can have a significant effect on the convergence
of the iterative method. To effectively precondition across the range of shifts we use
multipreconditioned GMRES (MPGMRES) [9].
Multipreconditioned Krylov subspace methods offer the capability of using sev-
eral preconditioners at each iteration during the course of solving linear systems. In
contrast to flexible methods using one preconditioner at each iteration, the MPGM-
RES approach uses information from all the preconditioners in every iteration. Since
MPGMRES builds a larger and richer search space, the convergence is expected to be
faster than FGMRES. However, the cost per iteration for MPGMRES can be substan-
tial. To deal with these large computational costs, and in particular the exponential
growth of the search space, a selective version of the algorithm is proposed in [9],
where the growth of the search space is linear per iteration, i.e., the same growth as
a block method of block size np.
Our major contribution is the development of a new iterative solver to handle
shifted systems of the form (1.1) that uses multiple preconditioners together with
the fact that no multiplication with (A + σjI) is needed. Our proposed method is
motivated by MPGMRES and builds a search space using information at each iteration
from multiple shift-and-invert preconditioners. By searching for optimal solutions over
a richer space, we anticipate the convergence to be rapid and the number of iterations
to be low. For this class of preconditioners, the resulting Krylov space has a special
form, and we show that the search space grows only linearly. This yields a method
with contained computational and storage costs per iteration. Numerical experiments
illustrate that the proposed solver is more effective than standard Krylov methods for
shifted systems, in terms of both iteration counts and overall execution time.
We show that the proposed approach can also be applied to the solution of more
general shifted systems of the form (K + σM)x = b with shift-and-invert precondi-
tioners of the form (K + τM)−1; see Sections 3.3 and 4.
The paper is structured as follows. In Section 2, we briefly review some ba-
sic properties of GMRES for the solution of shifted systems with shift-and-invert
preconditioners. We also review the MPGMRES algorithm, and a flexible GMRES
(FGMRES) algorithm for shifted systems proposed in [23]. In Section 3, we present
the proposed MPGMRES implementation for shifted systems with shift-and-invert
preconditioners, a new theorem characterizing the linear growth of the MPGMRES
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search space, and discuss an efficient implementation of the algorithm that exploits
this linear growth. In Section 4, we present numerical experiments for shifted linear
systems arising in hydraulic tomography computations. In Section 5, we present an-
other set of numerical experiments for the solution of shifted systems arising from the
evaluation of different matrix functions. Concluding remarks are given in Section 6.
2. GMRES, MPGMRES, and FMGRES-Sh. To introduce the proposed
multipreconditioned approach for GMRES applied to shifted linear systems, the orig-
inal GMRES algorithm [22], the multipreconditioned version MPGMRES [9], GMRES
for shifted systems, and flexible GMRES for shifted systems (FGMRES-Sh) [11, 23]
are first reviewed.
2.1. GMRES. GMRES is a Krylov subspace iterative method for solving large,
sparse, nonsymmetric linear systems of the form
Ax = b, A ∈ Rn×n, b ∈ Rn. (2.1)
From an initial vector x0 and corresponding residual r0 = b−Ax0, GMRES computes
at step m an approximate solution xm to (2.1) belonging to the affine Krylov subspace
x0 +Km(A, r0), where
Km(A, r0) ≡ Span{r0, Ar0, . . . , Am−1r0}.
The corresponding residual rm = b − Axm is characterized by the minimal residual
condition
‖rm‖2 = min
x∈x0+Km(A,r0)
‖b−Ax‖2.
The approximate solution is the sum of the vector x0 and a linear combination
of the orthonormal basis vectors of the Krylov subspace, which are generated by
the Arnoldi algorithm. The first vector in the Arnoldi algorithm is the normalized
initial residual v1 = r0/β, where β = ‖r0‖2, and subsequent vectors vk are formed by
orthogonalizing Avk−1 against all previous basis vectors. Collecting the basis vectors
into the matrix Vm = [v1, . . . , vm], one can write the Arnoldi relation
AVm = Vm+1H¯m, (2.2)
where H¯m ∈ Rm+1×m is an upper Hessenberg matrix whose entries are the orthogo-
nalization coefficients.
Thus, solutions of the form x = x0 + Vmym are sought for some ym ∈ Rm. Using
the Arnoldi relation, and the fact that Vm is orthonormal, the GMRES minimization
problem can be cast as the equivalent, smaller least-squares minimization problem
‖rm‖2 = min
y∈Rm
‖βe1 − H¯my‖2, (2.3)
with solution ym, where e1 = [1, 0, . . . , 0]
T is the first standard basis vector in Rm.
2.2. MPGMRES. The multipreconditioned GMRES method allows multiple
preconditioners to be incorporated in the solution of a given linear system. The method
differs from standard preconditioned Krylov subspace methods in that the approxi-
mate solution is found in a larger and richer search space [9]. This multipreconditioned
search space grows at each iteration by applying each of the preconditioners to all cur-
rent search directions. In building this search space some properties of both flexible
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and block Krylov subspace methods are used. As with GMRES, the MPGMRES algo-
rithm then produces an approximate solution satisfying a minimal residual condition
over this larger subspace.
Computing the multi-Krylov basis is similar to computing the Arnoldi basis in
GMRES but with a few key differences. Starting from an initial vector x0, corre-
sponding initial residual r0, and setting V
(1) = r0/β, the first MPGMRES iterate x1
is found in
x1 ∈ x0 + Span{P−11 r0, . . . , P−1np r0},
such that the corresponding residual has minimum 2-norm over all vectors of this
form. Equivalently, x1 = x0 + Z
(1)y1, where Z
(1) = [P−11 r0 · · ·P−1np r0] ∈ Rn×np and
the vector y1 minimizes the residual. Note that the corresponding residual belongs to
the space
r1 ∈ r0 + Span{AP−11 r0, . . . , AP−1np r0}.
In other words, at the first iteration, the residual can be expressed as a first degree
multivariate (non-commuting) matrix polynomial with arguments AP−1j applied to
the initial residual, i.e.,
r1 = r0 +
np∑
j=1
α
(1)
j AP
−1
j r0 ≡ q1(AP−11 , . . . , AP−1np )r0,
with the property that q1(0, . . . , 0) = 1.
The next set of basis vectors V (2), with orthonormal columns, are generated by
orthogonalizing the columns of AZ(1) against V (1) = r0/β, and performing a thin QR
factorization. The orthogonalization coefficients generated in this process are stored
in matrices H(j,1), j = 1, 2. The space of search directions is increased by applying
each preconditioner to this new matrix; i.e., Z(2) = [P−11 V
(2) . . . P−1np V
(2)] ∈ Rn×n2p .
The general procedure at step k is to block orthogonalize AZ(k) against the matrices
V (1), . . . , V (k), and then performing a thin QR factorization to generate V (k+1) with
orthonormal columns. By construction, the number of columns in Z(k), called search
directions, and V (k), called basis vectors, is nkp.
Gathering all of the matrices, V (k), Z(k), and H(j,i) generated in the multipre-
conditioned Arnoldi procedure into larger matrices yields a decomposition of the form
AZm = Vm+1H¯m, (2.4)
where
Zm =
[
Z(1) · · · Z(m)] , Vm+1 = [V (1) · · · V (m+1)] ,
and
H¯m =

H(1,1) H(1,2) · · · H(1,m)
H(2,1) H(2,2) H(2,m)
. . .
H(m,m−1) H(m,m)
H(m+1,m)
 ·
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Similar to the standard Arnoldi method, the matrix H¯m is upper Hessenberg. Intro-
ducing the constant
Σm =
m∑
k=0
nkp =
nm+1p − 1
np − 1 ,
we have that
Zm ∈ Rn×(Σm−1), Vm+1 ∈ Rn×Σm , H¯m ∈ RΣm×(Σm−1).
The multipreconditioned search space is spanned by the columns of Zm so that
approximate solutions have the form xm = x0 + Zmy for y ∈ RΣm−1. Thus, thanks
to (2.4), MPGMRES computes y as the solution of the least squares problem
‖rm‖2 = min
y∈RΣm−1
‖βe1 − H¯my‖2 .
This is analogous to the GMRES minimization problem, except that here, a
larger least squares problem is solved. Note that both Zm and Vm are stored. The
complete MPGMRES method consists of the multipreconditioned Arnoldi procedure
coupled with the above least squares minimization problem. Furthermore, we high-
light the expression of the MPGMRES residual as a multivariate polynomial, i.e.,
we can write rm = qm(AP
−1
1 , . . . , AP
−1
np )r0, where qm(X1, . . . , Xnp) ∈ Pm. Here
Pm ≡ Pm[X1, . . . , Xnp ] is the space of non-commuting polynomials of degree m in
np variables such that qm(0, . . . , 0) = 1.
In the above description of MPGMRES we have tacitly assumed that the ma-
trix Zm is of full rank. However, in creating the multipreconditioned search space,
columns of Zm may become linearly dependent. Strategies for detecting when such
linear dependencies arise and then deflating the search space accordingly have been
proposed. For the implementation details of the complete MPGMRES method, as
well as information on selective variants for maintaining linear growth of the search
space, we refer the reader to [9, 10].
2.3. GMRES for shifted systems. The solution of shifted systems using the
GMRES method requires minor but important modifications. One key idea is to ex-
ploit the shift-invariant property of Krylov subspaces, i.e., Km(A+σI, b) = Km(A, b),
and generate a single approximation space from which all shifted solutions are com-
puted. For shifted systems, the Arnoldi relation is
(A+ σI)Vm = Vm+1
(
H¯m + σ
[
Im
0
])
≡ Vm+1H¯m(σ), (2.5)
where Im is the m × m identity matrix. The matrices Vm, H¯m are the same as in
(2.2) and are independent of the shift σ.
Using (2.5), the equivalent shift-dependent GMRES minimization problem is
‖rm(σ)‖2 = min
y∈Rm
‖βe1 − H¯m(σ)y‖2 .
This smaller least squares problem is solved for each shift. Note that the computa-
tionally intensive step of generating the basis vectors Vm is performed only once and
the cheaper solution of the projected, smaller minimization problem occurs for each
of the shifts. We remark that the GMRES initial vector is x0 = 0 for shifted systems
since the initial residual must be shift independent.
5
2.4. FGMRES for shifted systems. As previously mentioned, we consider
using several shift-and-invert preconditioners in the solution of shifted systems. This
is due to the fact that a single shift-and-invert preconditioner is ineffective for pre-
conditioning over a large range of shift values σ, a key observation made in [11, 23].
Using FMGRES, one can cycle through and apply P−1j for each value of τj . Incor-
porating information from the different shifts into the approximation space improves
convergence compared to GMRES with a single shifted preconditioner.
To build this approximation space the authors in [11] use the fact that
(A+ σI)(A+ τI)−1 = I + (σ − τ)(A+ τI)−1, (2.6)
from which it follows that
Km((A+ σI)P−1τ , v) = Km(P−1τ , v). (2.7)
Therefore, they propose building a Krylov subspace based on P−1τ . Note that the
Krylov subspace Km(P−1τ , v) is independent of σ and therefore each shifted system
can be projected onto this approximation space. The flexible approach constructs a
basis Zm of the approximation space, where each column zj = P
−1
j vj corresponds to
a different shift. This gives the following flexible, shifted Arnoldi relation
(A+ σI)Zm = (A+ σI)[P
−1
1 v1 · · ·P−1m vm] = Vm+1
(
H¯m(σIm − Tm) +
[
Im
0
])
,
where Tm = diag(τ1, . . . , τm).
Although this approach is more effective than a single preconditioner, information
from only a single shift is incorporated into the search space at each iteration and the
order in which the preconditioners are applied can affect the performance of FGMRES.
These potential deficiencies motivate the proposed multipreconditioned algorithm,
which allows for information from all preconditioners (i.e., all shifts τ1, . . . , τm) to be
built into the approximation space at every iteration.
3. MPGMRES for shifted systems. In this section, we present a modifi-
cation of the MPGMRES algorithm to handle shifted systems with multiple shift-
and-invert preconditioners, where the relation (2.7) plays a crucial role. The new
algorithm is referred to as MPGMRES-Sh. We shall prove that the growth of the
search space at each iteration is linear in the number of preconditioners thereby lead-
ing to an efficient algorithm. This is in contrast to the original MPGMRES algorithm
where the dimension of the search search space grows exponentially in the number of
preconditioners.
The proposed implementation of MPGMRES for solving shifted systems (1.1)
with preconditioners (1.2) adapts the flexible strategy of [23], and using relation (2.7)
builds a shift-invariant multipreconditioned search space that is used to solve for each
shift. We assume throughout that (A+ τjI) is invertible for all j = 1, . . . , np so that
the preconditioners P−1j = (A+ τjI)
−1 are well-defined. The MPGMRES algorithm
proceeds by applying all np preconditioners to the columns of V
(k), which results in
Z(k) = [(A+ τ1I)
−1V (k), . . . , (A+ τnpI)
−1V (k)] ∈ Rn×nkp , V (k) ∈ Rn×nk−1p . (3.1)
Rearranging this we obtain the relation
AZ(k) + Z(k)T (k) = V (k)E(k), E(k) = eTnp ⊗ Ink−1p , (3.2)
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where eTnp = [1, . . . , 1]︸ ︷︷ ︸
np times
T
and
T (k) = block diag
τ1, . . . , τ1︸ ︷︷ ︸
nk−1p times
, . . . , τnp , . . . , τnp︸ ︷︷ ︸
nk−1p times
 ∈ Rn
k
p×nkp . (3.3)
Concatenating the matrices Z(k) and V (k) for k = 1, . . . ,m, into Zm and Vm, we
rewrite the m equations in (3.2) into a matrix relation
AZm + ZmTm = VmEm, (3.4)
where Tm = block diag{T (1), . . . , T (m)} and Em = block diag
{
E(1), . . . , E(m)
}
.
To generate the next set of vectors V (k+1) we use a block Arnoldi relationship of
the form
V (k+1)H(k+1,k) = Z(k) −
k∑
j=1
V (j)H(j,k),
in combination with (3.1), so that at the end of m iterations, the flexible multipre-
conditioned Arnoldi relationship holds, i.e., Zm = Vm+1H¯m. In summary, we have
the system of equations
Zm = Vm+1H¯m, (3.5)
ZmTm = Vm+1H¯mTm, (3.6)
AZm + ZmTm = VmEm. (3.7)
Remark 3.1. From (2.6), it follows that Span{Zm} = Span{(A + σI)Zm}; see
also (2.7). As a consequence, in Step 4 of Algorithm 1 we do not need to explicitly
compute matrix-vector products with A.
Combining relations (3.5)–(3.7), we obtain the following flexible multiprecondi-
tioned Arnoldi relationship for each shift σ:
(A+ σI)Zm = Vm+1
([
Em
0
]
+ H¯m(σI − Tm)
)
≡ Vm+1H¯m(σ;Tm). (3.8)
Finally, searching for approximate solutions of the form xm = Zmym (recall that
x0 = 0) and using the minimum residual condition we have the following minimization
problem for each shift:
‖rm(σ)‖2 = min
x∈Span{Zm}
‖b− (A+ σI)xm‖2 = min
y∈RΣm−1
‖b− (A+ σI)Zmy‖2
= min
y∈RΣm−1
‖Vm+1(βe1 − H¯m(σ;Tm)y)‖2 = min
y∈RΣm−1
‖βe1 − H¯m(σ;Tm)y‖2.
(3.9)
The application of the multipreconditioned Arnoldi method using each preconditioner
P−1j in conjunction with the solution of the above minimization problem is the com-
plete MPGMRES-Sh method, see Algorithm 1.
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Algorithm 1 Complete MPGMRES-Sh
Require: Matrix A, right-hand side b, preconditioners {A+ τjI}npj=1, shifts {σj}nσj=1,
{τj}npj=1, and number of iterations m.
1: Compute β = ‖b‖2 and V (1) = b/β.
2: for k = 1, . . . ,m do
3: Z(k) = [P−11 V
(k), . . . , P−1np V
(k)]
4: W = Z(k)
5: for j = 1,. . . ,k do
6: H(j,k) = (V (j))TW
7: W = W − V (j)H(j,k)
8: end for
9: W = V (k+1)H(k+1,k) {thin QR factorization}
10: end for
11: for j = 1, . . . , nσ do
12: Compute ym(σj) = arg miny ‖βe1 − H¯m(σj ;Tm)y‖ for each shift.
13: xm(σj) = Zmym(σj), where Zm = [Z(1), · · · , Z(m)]
14: end for
15: return The approximate solution xm(σj) for j = 1, . . . , nσ.
3.1. Growth of the search space. It can be readily seen in Algorithm 1 that
the number of columns of Zm and Vm grows exponentially. However, as we shall
prove below, with the use of shift-and-invert preconditioners the dimension of this
space grows only linearly.
Noting that rm(σ) ∈ Span{Vm+1}, the residuals produced by the MPGMRES-Sh
method are of the form
rm(σ) ∈ qm(P−11 , . . . , P−1np )b, (3.10)
for a polynomial qm ∈ Pm. Recall that Pm is the space of multivariate polynomials
of degree m in np (non-commuting) variables such that qm(0, . . . , 0) = 1. Note that
this polynomial is independent of the shifts σj .
To illustrate this more clearly, for the case of np = 2 preconditioners, the first
two residuals are of the form
r1(σ) ∈ b+ α(1)1 P−11 b+ α(1)2 P−12 b,
r2(σ) ∈ b+ α(2)1 P−11 b+ α(2)2 P−12 b+ α(2)3 (P−11 )2b+ α(2)4 P−11 P−12 b
+ α
(2)
5 P
−1
2 P
−1
1 b+ α
(2)
6 (P
−1
2 )
2b.
The crucial point we subsequently prove is that the cross-product terms of the
form P−1i P
−1
j v ∈ Span{P−1i v, P−1j v} for i 6= j. In particular, only the terms that
are purely powers of the form P−ki v need to be computed. This allows Span{Zm} to
be expressed as the sum of Krylov subspaces generated by individual shift-and-invert
preconditioners P−1i ; cf. (2.7). Thus, the search space has only linear growth in the
number of preconditioners.
For ease of demonstration, we first prove this for np = 2 preconditioners. To
prove the theorem we need the following two lemmas.
Lemma 3.2. Let P−11 , P
−1
2 be shift-and-invert preconditioners as defined in (1.2)
with τ1 6= τ2. Then P−11 P−12 v ∈ Span{P−11 v, P−12 v}.
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Proof. We show there exist constants γ1, γ2 such that
P−11 P
−1
2 v = γ1P
−1
1 v + γ2P
−1
2 v = P
−1
2 P
−1
1 v. (3.11)
Setting v = P2w and left multiplying by P1 gives the following equivalent formulation
w = γ1P2w + γ2P1w = γ1(A+ τ2I)w + γ2(A+ τ1I)w
= (γ1 + γ2)Aw + (γ1τ2 + γ2τ1)w.
By equating coefficients we obtain that (3.11) holds for
γ1 =
1
τ2 − τ1 = −γ2.
Remark 3.3. Note that P−11 P
−1
2 = P
−1
2 P
−1
1 , i.e., the preconditioners commute
even though we have not assumed that A is diagonalizable. We make use of this
observation repeatedly.
Lemma 3.4. Let P−11 , P
−1
2 be shift-and-invert preconditioners as defined in (1.2)
with τ1 6= τ2, then
P−m1 P
−n
2 v ∈ Km(P−11 , P−11 v) +Kn(P−12 , P−12 v).
Proof. We proceed by induction. The base case when m = n = 1 is true by
Lemma 3.2. Assume that the induction hypothesis is true for 1 ≤ j ≤ m, 1 ≤ k ≤ n,
that is, we assume there exist coefficients such that
P−m1 P
−n
2 v =
m∑
j=1
αjP
−j
1 v +
n∑
j=1
α′jP
−j
2 v.
Now consider
P
−(m+1)
1 P
−(n+1)
2 v = (P
−1
1 P
−1
2 )(P
−m
1 P
−n
2 v)
=
(
γ1P
−1
1 + γ2P
−1
2
) m∑
j=1
αjP
−j
1 v +
n∑
j=1
α′jP
−j
2 v

=
m+1∑
j=2
γ1αj−1P
−j
1 v +
n+1∑
j=2
α′j−1γ2P
−j
2 v
+
m∑
j=1
αjγ2P
−1
2 P
−j
1 v +
n∑
j=1
γ1α
′
jP
−1
1 P
−j
2 v
=
m+1∑
j=1
α˜jP
−1
1 v +
n+1∑
j=1
α˜′jP
−1
2 v.
The first equality follows from the commutativity of P−11 and P
−1
2 . The second
equality is the induction hypothesis. The third equality is just a result of the distribu-
tive property. The final equality results from applications of Lemma 3.2 and then
expanding and gathering like terms. It can be readily verified that every term in this
expression for P
−(m+1)
1 P
−(n+1)
2 v belongs to Km+1(P−11 , P−11 v)+Kn+1(P−12 , P−12 v).
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Theorem 3.5. Let P−11 , P
−1
2 be shift-and-invert preconditioners as defined in
(1.2) with τ1 6= τ2. At the mth step of the MPGMRES-Sh algorithm we have
rm(σ) = q
(1)
m (P
−1
1 )b+ q
(2)
m (P
−1
2 )b, (3.12)
where q
(1)
m , q
(2)
m ∈ Pm[X] are such that q(1)m (0) + q(2)m (0) = 1. That is, the residual is
expressed as the sum of two (single-variate) polynomials of degree m on the appropriate
preconditioner, applied to b.
Proof. Recall that at step m of the MPGMRES-Sh algorithm the residual can be
expressed as the multivariate polynomial (cf. (3.10))
rm(σ) = qm(P
−1
1 , P
−1
2 )b, (3.13)
with qm ∈ Pm[X1, X2] and qm(0, 0) = 1. Thus, we need only show that the multi-
variate polynomial qm can be expressed as the sum of two polynomials in P
−1
1 and
P−12 . By Lemma 3.4, any cross-product term involving P
−j
1 P
−`
2 can be expressed as
a linear combination of powers of only P−11 or P
−1
2 . Therefore, gathering like terms
we can express (3.13) as
rm(σ) =
m∑
j=1
αjP
−j
1 b+
m∑
`=1
α′`P
−`
2 b = q
(1)
m (P
−1
1 )b+ q
(2)
m (P
−1
2 )b,
where q
(i)
m ∈ Pm[X] and q(1)m (0) + q(2)m (0) = 1.
For the general case of np > 1, we have the same result, as stated below. Its proof
is given in Appendix A.
Theorem 3.6. Let {P−1j }npj=1 be shift-and-invert preconditioners as defined in
(1.2), where τj 6= τi for j 6= i. At the mth step of the MPGMRES-Sh algorithm we
have
rm(σ) =
np∑
j=1
q(j)m (P
−1
j )b,
where q
(j)
m ∈ Pm[X] and
∑np
j=1 q
(j)
m (0) = 1. In other words, the residual is a sum of
np single-variate polynomials of degree m on the appropriate preconditioner, applied
to b.
Remark 3.7. The residual can be equivalently expressed in terms of the Krylov
subspaces generated by the preconditioners P−1j and right hand side b:
rm(σ) ∈ b+Km(P−11 , P−11 b) + · · ·+Km(P−1np , P−1np b).
Thus, at each iteration, the cross-product terms do not add to the search space and
the dimension of the search space grows linearly in the number of preconditioners.
3.2. Implementation details. As a result of Theorem 3.6, the MPGMRES-Sh
search space can be built more efficiently than the original complete
MPGMRES method. Although both methods compute the same search space, the
complete MPGMRES method as described in Algorithm 1 builds a search space Zm
with
nmp −np
np−1 columns. However, by Theorem 3.6, dim (Span{Zm}) = mnp, i.e., the
search space has only linear growth in the number of iterations and number of precon-
ditioners. Thus, an appropriate implementation of complete MPGMRES-Sh applied
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to our case would include deflating the linearly dependent search space; for exam-
ple, using a strong rank-revealing QR factorization as was done in [9]. This process
would entail unnecessary computations, namely, in the number of applications of the
preconditioners, as well as in the orthonormalization and deflation.
These additional costs can be avoided by directly building the linearly growing
search space. Implementing this strategy only requires appending to the matrix of
search directions Zk−1, np orthogonal columns spanning R(Z(k)), the range of Z(k).
Thus, only np independent searh directions are needed. It follows from Theorem 3.6
that any set of np independent vectors in R(Zk)\R(Zk−1) suffice. We generate these
vectors by applying each of the np preconditioners to the last column of V
(k).
In other words, we replace step 3 in Algorithm 1 with
3’: Z(k) = [P−11 vˆk, . . . , P
−1
np vˆk], where vˆk = V
(k)enp , (3.14)
and, where enp ∈ Rnp×1 is the last column of the np×np identity matrix Inp . Note that
this implies that in line 12 the approximate solutions have the form xm(σ) = Zmym(σ)
and the corresponding residual minimization problem is
‖rm(σ)‖2 = min
y∈Rmnp
‖βe1 − H¯m(σ;Tm)y‖2. (3.15)
Remark 3.8. Algorithm 1 with step 3’ as above is essentially what is called
selective MPGMRES in [9]. The big difference here is that this “selective” version
captures the whole original search space (by Theorem 3.6), while in [9] only a subspace
of the whole search space is chosen.
This version of the algorithm is precisely the one we use in our numerical experi-
ments. From (3.14) it can be seen that we need np solves with a preconditioner per
iteration, and that at the kth iteration, one needs to perform
(
k − 12
)
n2p +
3
2np inner
products for the orthogonalization. This is in contrast to FGMRES-Sh where only
one solve with a preconditioner per iteration is needed and only k+ 1 innere products
at the kth iteration. Nevertheless, as we shall see in sections 4 and 5, MPGMRES-Sh
achieves convergence in fewer iterations and lower computational times. The stor-
age and computational cost of the MPGMRES-Sh algorithm is comparable to that
of a block Krylov method. The preconditioner solves can also be parallelized across
multiple cores, which further reduces the computational cost.
3.3. Extension to more general shifted systems. The proposed MPGMRES-
Sh method, namely Algorithm 1 with step 3’ as in (3.14), can be easily adapted for
solving more general shifted systems of the form
(K + σjM)x(σ) = b, j = 1, . . . , nσ, (3.16)
with shift-and-invert preconditioners of the form Pj = (K + τjM)
−1, j = 1, . . . , np.
Using the identity
(K + σM)P−1τ = (K + σM)(K + τM)
−1 = I + (σ − τ)MP−1τ , (3.17)
the same multipreconditioned approach described for the case M = I can be applied.
The difference for this more general case is that the multipreconditioned search space
is now based on MP−1τ .
In this case, analogous to (3.1), we have
Z(k) = [(K + τ1M)
−1V (k), . . . , (K + τtM)−1V (k)] ∈ Rn×nkp , V (k) ∈ Rn×nk−1p ,
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which is equivalently expressed as
KZ(k) +MZ(k)T (k) = V (k)E(k). (3.18)
Using (3.18) and concatenating Z(k), V (k), T (k), and E(k) into matrices we obtain the
matrix relation
KZm +MZmTm = VmEm, (3.19)
where Tm and Em are defined as in (3.4).
Note that by (3.17), the multipreconditioned Arnoldi relationship holds, i.e.,
MZm = Vm+1H¯m, which in conjunction with (3.19) gives the general version of (3.8):
(K + σM)Zm = Vm+1
([
Em
0
]
+ H¯m(σI − Tm)
)
≡ Vm+1H¯m(σ;Tm).
As before, the approximate solutions have the form xm(σ) = Zmym(σ) and the cor-
responding residual minimization problem is (3.15). It follows from (3.17) that only
a basis for the space Span{MZm} needs to be computed. This is due to the shift-
invariant property
Span{MZm} = Span{(K + σM)Zm}.
Thus, all we need to do is to use preconditioners of the form P−1j = (K + τjM)
−1 in
the input to Algorithm 1 and replace step 4 in Algorithm 1 with
4’: W = MZ(k). (3.20)
We remark that the analysis and results of Theorem 3.6 remain valid for these
more general shifted systems. To see this, consider the transformation of (3.16) to
(KM−1 + σI)xM (σ) = b by the change of variables xM (σ) = Mx(σ). Note that this
transformation is only valid when M is invertible. As a result, we have a linear system
of the form (1.1) and all the previous results are applicable here. The analysis can
be extended to the case when M is not invertible; however, this is outside the scope
of this paper and is not considered here. For completeness, the resulting algorithm is
summarized in Algorithm 2, which can be found in Appendix B.
3.4. Stopping criteria. We discuss here the stopping criteria used to test the
convergence of the solver. As was suggested by Paige and Saunders [20], we consider
the stopping criterion
‖rm(σ)‖ ≤ btol · ‖b‖+ atol · ‖A+ σI‖‖xm(σ)‖. (3.21)
We found this criterion gave better performance on highly ill-conditioned matrices as
compared to the standard stopping criterion obtained by setting atol = 0. We can
evaluate ‖xm(σ)‖ using the relation ‖xm(σ)‖ = ‖Zmym(σ)‖. While we do not have
access to ‖A+ σI‖, we propose estimating it as follows
‖A+ σI‖ ≈ max
k=1,...,mnp
|λk| Hm(σ;Tm)zk = λkHmzk. (3.22)
The reasoning behind this approximation is that the solution of the generalized eigen-
value problemHm(σ;Tm)zk = λkHmzk are Harmonic Ritz eigenpairs, i.e., they satisfy
(A+ σI)u− θu ⊥ Span{Vm}, u ∈ Span{Vm+1H¯m};
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and therefore, can be considered to be approximate eigenvalues of A+ σI. The proof
is a straightforward extension of [23, Proposition 1]. Numerical experiments confirm
that MPGMRES-Sh with the above stopping criterion does indeed converge to an
acceptable solution and is especially beneficial for highly ill-conditioned matrices A.
Another modification to the stopping criterion needs to be made to account for
inexact preconditioner solves. Following the theory developed in [26], a simple mod-
ification was proposed in [23]. Computing the true residual would require an extra
application of a matrix-vector product with A. Typically, this additional cost is
avoided using the Arnoldi relationship and the orthogonality of Vm to compute the
residual. However, when inexact preconditioners are used, the computed search space
is a perturbation of the desired search space and the residual can only be computed
approximately. Assuming that the application of the inexact preconditioners has a
relative accuracy ε, based on [23], we use the modified stopping criterion
‖rm(σ)‖ ≤ btol · ‖b‖+ atol · ‖A+ σI‖‖xm(σ)‖+ ε · ‖ym(σ)‖1, (3.23)
where ym(σ) is the solution of (3.9), i.e., step 12 of our algorithm, namely Algorithm 1
with step 3’ as in (3.14) (or Algorithm 2 with K = A and M = I).
4. Application to Hydrology.
4.1. Background and motivation. Imaging the subsurface of the earth is an
important challenge in many hydrological applications such as groundwater remedi-
ation and the location of natural resources. Oscillatory hydraulic tomography is a
method of imaging that uses periodic pumping tests to estimate important aquifer
parameters, such as specific storage and conductivity. Periodic pumping signals are
imposed at pumping wells and the transmitted effects are measured at several ob-
servation locations. The collected data is then used to yield a reconstruction of the
hydrogeological parameters of interest. The inverse problem can be tackled using the
geostatistical approach; for details of this application see [23]. A major challenge in
solving these inverse problems using the geostatistical approach is the cost of con-
structing the Jacobian, which represents the sensitivity of the measurements to the
unknown parameters. In [23], it is shown that constructing the Jacobian requires
repeated solution to a sequence of shifted systems. An efficient solver for the for-
ward problem can drastically reduce the overall computational time required to solve
the resulting inverse problem. In this section, we demonstrate the performance of
MPGMRES-Sh for solving the forward problem with a periodic pumping source.
The equations governing groundwater flow through an aquifer for a given domain
Ω with boundary ∂Ω = ∂ΩD ∪ ∂ΩN ∪ ΩW are given by
Ss(x)
∂φ(x, t)
∂t
−∇ · (K(x)∇φ(x, t)) = q(x, t) x ∈ Ω, (4.1)
φ(x, t) = 0 x ∈ ∂ΩD,
∇φ(x, t) · n = 0 x ∈ ∂ΩN
K(x) (∇φ(x, t) · n) = Sy ∂φ(x, t)
∂t
x ∈ ∂ΩW
where Ss(x) (units of L
−1) represents the specific storage, Sy (dimensionless) rep-
resents the specific yield and K(x) (units of L/T ) represents the hydraulic conduc-
tivity. The boundaries ∂ΩD, ∂ΩN , and ∂ΩW represent Dirichlet, Neumann, and the
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linearized water table boundaries, respectively. In the case of one source oscillating
at a fixed frequency ω (units of radians/T) , q(x, t) is given by
q(x, t) = Q0δ(x− xs) cos(ωt).
We assume the source to be a point source oscillating at a known frequency ω and
peak amplitude Q0 at the source location xs. Since the solution is linear in time, we
assume the solution (after some initial time has passed) can be represented as
φ(x, t) = <(Φ(x) exp(iωt)),
where <(·) is the real part and Φ(x), known as the phasor, is a function of space only
that contains information about the phase and amplitude of the signal. Assuming
this form of the solution, the equations (4.1) in the so-called phasor domain are
−∇ · (K(x)∇Φ(x)) + iωSs(x)Φ(x) = Q0δ(x− xs) x ∈ Ω, (4.2)
Φ(x) = 0 x ∈ ∂ΩD,
∇Φ(x) · n = 0 x ∈ ∂ΩN ,
K(x) (∇Φ(x) · n) = iωSyΦ(x) x ∈ ∂ΩW .
The differential equation (4.2) along with the boundary conditions are discretized
using standard finite elements implemented through the FEniCS software package [15,
16, 17]. Solving the discretized equations for several frequencies results in solving
systems of shifted equations of the form
(K + σjM)xj = b j = 1, . . . , nσ, (4.3)
where, K and M are the stiffness and mass matrices, respectively. The relevant
MPGMRES-Sh algorithm for this system of equations is the one described in Sec-
tion 3.3, and summarized in Algorithm 2.
4.2. Numerical examples. In this section, we consider two synthetic aquifers
in our test problems. In both examples, the equations are discretized using standard
linear finite elements implemented using FEniCS and Python as the user-interface.
The first example is a two-dimensional depth-averaged aquifer in a rectangular do-
main discretized using a regular grid. The second test problem is a challenging 3-D
synthetic example chosen to reflect the properties observed at the Boise Hydrogeo-
logical Research Site (BHRS) [5]; see Figure 4.1. Although the domain is regular,
modeling the pumping well accurately requires the use of an unstructured grid. The
numerical experiments were all performed on an HP workstation with 16 core Intel
Xeon E5-2687W (3.1 GHZ) processor running Ubuntu 14.04. The machine has 128
GB RAM and 1 TB hard disk space.
4.2.1. Test Problem 1. We consider a two-dimensional aquifer in a rectangular
domain with Dirichlet boundary conditions on all boundaries. The log conductivity
is chosen to be a random field generated from the Gaussian process N (µ(x), κ(x, y)),
where κ(·, ·) is an exponential kernel taking the form
κ(x, y) = 4 exp
(
−2‖x− y‖2
L
)
, (4.4)
with µ(x) the mean of the log-conductivity chosen to be constant and L the length of
the aquifer domain. Other parameters for the model are summarized in Table 4.1; see
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Fig. 4.1: Two views of the log conductivity field of the synthetic example. The
pumping well is located at the center of the domain.
Fig. 4.2: A realization of the log conductivity field drawn from N (µ(x), κ(x, y)) used
in Test Problem 1. The parameter µ is specified in Table 4.1 and κ(x, y) is given
by (4.4). The dimension of the system is 22801.
Figure 4.2 for the particular realization of the conductivity field. As mentioned earlier,
the bottleneck for the large-scale reconstruction of parameters is the repeated solution
of the shifted system of equations (4.3). To choose realistic parameters following [23],
200 frequencies evenly spaced in the range ω ∈ [ 2pi600 , 2pi3 ] were considered, which results
in 200 shifted systems of dimension 22801.
Table 4.1: Parameters chosen for test problem
Definition Parameters Values
Aquifer length L (m) 500
Specific storage logSs (m
−1) −11.52
Mean conductivity µ(logK) (m/s) −11.52
Variance of conductivity σ2(logK) 2.79
Frequency range ω (s−1) [ 2pi600 ,
2pi
3 ]
We compare the MPGMRES-Sh algorithm proposed here with several other solvers.
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We consider the ‘Direct’ approach, which corresponds to solving the system for each
frequency using a direct solver. Since this requires factorizing a matrix for each fre-
quency, this is expensive. ‘GMRES-Sh’ refers to using preconditioned GMRES to
solve the shifted system of equations using a single shift-and-invert preconditioner,
with the frequency chosen to be the midpoint of the range of frequencies. While this is
not the optimal choice of preconditioner, it is a representative example for illustrating
that one preconditioner does not effectively precondition all systems. We also provide
a comparison with ‘FGMRES-Sh’. Following [23], we choose preconditioners of the
form K + τkM for k = 1, ...,m, where m is the maximum dimension of the Arnoldi
iteration. Let τ¯ = {τ¯1, . . . , τ¯np} be the list of values that τk can take with np denoting
the number of distinct preconditioners used. In [23], it is shown that systems with
frequencies nearer to the origin converge slower, so we choose the values of τ¯ to be
evenly spaced in a log scale in the frequency range ω ∈ [ 2pi600 , 2pi3 ]. For FGMRES-Sh
with np preconditioners we assign the first m/np values of τk as τ¯1, the next m/np
values of τk to τ¯2 and so on. If the algorithm has not converged in m iterations, we
cycle over the same set of preconditioners. ‘MPGMRES-Sh’ uses the same precondi-
tioners as ‘FGMRES-Sh’ but builds a different search space. We set the size of the
bases per preconditioner to be 5, i.e., m/np = 5. A relative residual of less than 10
−10
was chosen as the stopping criterion for all the iterative solvers, i.e., atol was set to 0.
Furthermore, all the preconditioner solves were performed using direct solvers and
can be treated as exact in the absence of round-off errors.
We report the results of the various aforementioned solvers in Figure 4.3. In
the top two plots, we compare MPGMRES-Sh with FGMRES-Sh and we see that the
iteration count to reach the desired tolerance is less with MPGMRES-Sh than with the
use of FGMRES-Sh. The vertical lines on the plot denote the preconditioners chosen
in the case when np = 5. In the bottom plot, we compare the solution times (in
seconds) of the solvers to solve the 200 shifted systems. We observe that the ‘Direct’
method is computationally prohibitive because the growth is linear with the number
of shifted systems. GMRES-Sh uses the shift-invariance property but the convergence
with each frequency is different and the number of iterations for some frequencies can
be quite large. Both FMRES-Sh and MPGMRES-Sh appear to behave independently
of the number of shifted systems to be solved and MPGMRES-Sh converges marginally
faster.
4.2.2. Test Problem 2. We now compare the solution time for a realistic 3-
D problem on an unconfined aquifer. The aquifer is of size 60 × 60 × 27 m3 and
the pumping well is located in the center with the pumping occurring over a 1m
interval starting 2m below the water table. For the free surface boundary (top), we
use the linearized water table boundary ∂ΩW ; for the other boundaries we use a
no-flow boundary for the bottom surface ∂ΩN and Dirichlet boundary conditions for
the side walls ∂ΩD. The dimension of the sparse matrices K and M is 132089 with
approximately 1.9 million nonzero entries each (both matrices have the same sparsity
pattern). The number of shifts σj chosen is 100 with the periods evenly spaced in
range from 10 seconds to 15 minutes, resulting in ω ∈ [ 2pi900 , 2pi10 ]. Since the ‘Direct’ and
‘GMRES-Sh’ approaches are infeasible on problems of this size, we do not provide
comparisons with them. We focus on studying the iteration counts and time taken by
FGMRES-Sh and MPGMRES-Sh. The choice of preconditioners and the construction
of basis for FGMRES-Sh and MPGMRES-Sh are the same as that for the previous
problem. The number of preconditioners np is varied in the range 2–5. However, one
crucial difference is that the preconditioner solves are now done using an iterative
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Fig. 4.3: Iteration counts comparing FGMRES-Sh (top) to MPGMRES-Sh (center)
across the frequency range - the number of preconditioners are varied from 2 to 5.
The system size is 22801. (bottom) Time comparison (in seconds) between different
solvers - Direct, GMRES-Sh, FGMRES-Sh and MPGMRES-Sh (Algorithm 2).
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method, specifically, preconditioned CG with an algebraic multigrid (AMG) solver
as a preconditioner available through the PyAMG package [4]. Following [23], the
stopping criterion used for the preconditioner solve required the relative residual to
be less than 10−12. The number of iterations and the CPU time taken by FGMRES-Sh
and MPGMRES-Sh have been displayed in Table 4.2; as can be seen, MPGMRES-Sh
has the edge over FGMRES-Sh both in iteration counts and CPU times. In Figure 4.4
we report on the number of iterations for the different shifted systems.
Table 4.2: Comparison of MPGMRES-Sh with FGMRES-Sh on Test Problem 2.
np
FGMRES-Sh MPGMRES-Sh
Matvecs CPU Time [s] Matvecs CPU Time [s]
2 58 160.3 36 87.0
3 52 130.3 24 52.1
5 44 104.2 20 36.7
Fig. 4.4: Variation of iteration count with increasing number of preconditioners in
MPGMRES-Sh (Algorithm 2) for Test Problem 2. The preconditioners are chosen on
a log scale and their locations are highlighted in dashed lines.
5. Matrix Functions. Matrix function evaluations are relevant in many appli-
cations; for example, the evaluation of exp(−tA)b is important in the time-integration
of large-scale dynamical systems [2]. In the field of statistics and uncertainty quantifi-
cation, several computations involving a symmetric positive definite covariance matrix
A can be expressed in terms of matrix functions. For example, evaluation of A1/2ξ
can be used to sample from N (0, A) where ξ ∼ N (0, I) as was implemented in [24],
and an unbiased estimator to log (det(A)) can be constructed as
log (det(A)) = trace (log(A)) ≈ 1
ns
ns∑
k=1
ζTk log(A)ζk,
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where ζk is drawn i.i.d. from a Rademacher or Gaussian distribution [25]. The eval-
uation of the matrix function can be carried out by representing the function as a
contour integral
f(A) =
1
2pii
∫
Γ
f(z)(zI −A)−1dz,
where Γ is a closed contour lying in the region of analyticity of f . The matrix A is
assumed to be positive definite and we consider functions f that are analytic except
for singularities or a branch cut on (or near) (−∞, 0]. We consider the approach
in [12] that uses a conformal map combined with the trapezoidal rule to achieve an
exponentially convergent quadrature rule as the number of quadrature nodes N →∞.
The evaluation of the matrix function f(A)b can then be approximated by the sum
f(A)b ≈ fN (A)b =
N∑
j=1
wj(zjI −A)−1b, (5.1)
where wk and zk are quadrature weights and nodes. The convergence of the approxi-
mation as N →∞ is given by an expression of the type
‖f(A)− fN (A)‖ = O
(
e−C1pi
2N/(log(M/m)+C2)
)
,
where C1 and C2 are two constants depending on the particular method used and
m,M are the smallest and largest eigenvalue of A, respectively [12]. Given a tolerance
, we choose N according to the formula
N =
⌈
(log(M/m) + C2)
C1pi2
⌉
.
In our application, we choose  = 10−6, so that the expression (5.1) requires the
solution of shifted system of equations (zjI − A)xj = b for j = 1, . . . , N and can be
computed efficiently using the MPGMRES-Sh algorithm. Note that N depends on
the function f(·) and the condition number of the matrix A.
For these experiments we used the stopping criterion in Section 3.4 with atol
= btol = 10−10. Three preconditioners were used with shifts at z1, zN/2, and zN .
For FGMRES-Sh, we use the same strategy to cycle through the preconditioners.
Furthermore, m/np was set to be 5.
We focus on evaluating the following three important matrix functions exp(−A),
log(A) and A1/2, and in each case we evaluate f(A)b for a randomly generated vector
of appropriate dimension. For exp(−A)b evaluation, we use Method 1, whereas for
log(A)b we use Method 2, and finally for A1/2 we use Method 3 as described in [12]. We
take several matrices from the UF sparse matrix collection [7], which have previously
been studied in the context of computing matrix functions in [6]. The number of
iterations taken by FGMRES-Sh and MPGMRES-Sh is provided in Table 5.1. As
can be seen, MPGMRES-Sh takes fewer preconditioner solves (recall that the matrix-
vector products with the shifted matrices are not necessary) to converge to the desired
tolerance. The CPU times reported are averaged over 5 independent runs to get
accurate timing results. In these examples, as in the hydrology examples, MPGMRES-
Sh is more effective both in terms of iteration count and overall run time.
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Table 5.1: Comparison of number of iterations by the FGMRES-Sh and MPGMRES-
Sh solvers for the computation of exp(−A)b, log(A)b, and A1/2b evaluated using (5.1).
CPU times are reported in seconds.
Matrix name
Condition FGMRES-Sh MPGMRES-Sh
number Iter. count CPU Time Iter. count CPU Time
exp(−A)b
plbuckle 1.28× 106 433 6.11 114 1.66
nasa1824 1.89× 106 529 9.20 120 2.82
1138 bus 8.57× 106 505 8.42 126 2.58
log(A)b
plbuckle 1.28× 106 217 1.07 78 0.48
nasa1824 1.89× 106 217 1.65 81 0.85
1138 bus 8.57× 106 193 0.76 75 0.44
A1/2b
plbuckle 1.28× 106 64 0.43 60 0.19
nasa1824 1.89× 106 82 0.67 75 0.36
1138 bus 8.57× 106 82 0.38 69 0.23
6. Conclusions. In this paper, we derived a new algorithm for efficiently solving
shifted systems of equations as described by (1.1) and (3.16). The newly proposed al-
gorithm combines the flexible Krylov framework for shifted systems, developed in [23],
with multi-preconditioned GMRES, developed in [9], and allows one to build a search
space using multiple shift-and-invert preconditioners. We showed that the search
space produced by our algorithm grows linearly with the number of preconditioners
and number of iterations. The resulting algorithm converges in fewer iterations than
related solvers GMRES-Sh and FGMRES-Sh, and although the cost per iteration of
MPGMRES-Sh is higher, in our experience, the overall execution time is generally
lower. The numerical examples drawn from applications in hydrology and matrix func-
tion evaluations demonstrate the superior performance in terms of iteration counts
and overall run time of MPGMRES-Sh as compared to other standard preconditioned
solvers that use a single preconditioner at each iteration.
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Appendix A. Case of np > 2 preconditioners. In this appendix we prove
Theorem 3.6. We first prove versions of Lemmas 3.2 and 3.4 for np ≥ 2 precondition-
ers.
Lemma A.1. Let {P−1j }npj=1 be shift-and-invert preconditioners as defined in (1.2),
where τj 6= τi for j 6= i. Then for any vector v,
 np∏
j=1
P−1j
 v ∈ Span{P−11 v, . . . , P−1np v}.
20
Proof. We use induction on np. We show that there exist unique constants {γj}npj=1
so that  np∏
j=1
P−1j
 = np∑
j=1
γjP
−1
j . (A.1)
holds for any integer np. The proof for np = 1 is straightforward. Assume (A.1) holds
for np > 1. For np + 1np+1∏
j=1
P−1j
 =
 np∏
j=1
P−1j
P−1np+1 =
 np∑
j=1
γjP
−1
j
P−1np+1.
The last equality follows because of the induction hypothesis. Next, assuming that
τnp+1 6= τj for j = 1, . . . , np, we use Lemma 3.4 to simplify the expression
np∑
j=1
γjP
−1
j P
−1
np+1
=
np∑
j=1
γj
(
γ
(j)
1 P
−1
j + γ
(j)
2 P
−1
np+1
)
=
np∑
j=1
γjγ
(j)
1 P
−1
j +
 np∑
j=1
γjγ
(j)
2
P−1np+1 ≡ np+1∑
j=1
γ′jP
−1
j .
Lemma A.2. Let {P−1j }npj=1 be shift-and-invert preconditioners as defined in (1.2)
where τj 6= τi for j 6= i. Then, for all vectors v and all integers m, np∏
j=1
P−mj
 v ∈ np∑
j=1
Km(P−1j , P−1j v).
Proof. We proceed by induction on m. The cases when m = 1 is true by
Lemma A.1. Assume that the Lemma holds for m > 1, i.e., there exist coefficients
such that (
np∏
k=1
P−mk
)
v =
m∑
j=1
α
(j)
1 P
−j
1 v + · · ·+
m∑
j=1
α(j)npP
−j
np v.
Next, consider(
np∏
k=1
P
−(m+1)
k
)
v =
(
np∏
k=1
P−1k
)(
np∏
k=1
P−mk
)
v
=
(
np∏
k=1
P−1k
) m∑
j=1
α
(j)
1 P
−j
1 v + · · ·+
m∑
j=1
α(j)npP
−j
np v

=
m∑
j=1
α
(j)
1
(
np∏
k=1
P−1k
)
P−j1 v + · · ·+
m∑
j=1
α(j)np
(
np∏
k=1
P−1k
)
P−jnp v.
The first equality is a result of the commutativity of the shift-and-invert precondi-
tioners. The second equality follows from the application of the induction hypothesis.
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Next, consider the last expression, which we rewrite as
np∑
i=1
m∑
j=1
α
(j)
i P
−j
i
(
np∏
k=1
P−1k
)
v =
np∑
i=1
m∑
j=1
α
(j)
i P
−j
i
(
np∑
k=1
γkP
−1
k v
)
=
np∑
i=1
m∑
j=1
np∑
k=1
α
(j)
i γkP
−j
i P
−1
k v,
where the first equality follows from an application of Lemma A.1. By repeated
application of Lemma 3.4, the Lemma follows.
Proof of Theorem 3.6. Recall that by (3.10) the residual can be expressed as a
multivariate-polynomial in the preconditioners. Due to Lemma A.2, any cross-product
term can be reduced to a linear combination of powers only of P−1j . Gathering like
terms together, the residual can be expressed as a sum of single-variate polynomials
in each preconditioner.
Appendix B. Algorithm for more general shifted systems. For conve-
nience, we provide the selective version of the algorithm for solving (3.16). The
special case for (1.1) can be obtained by setting K = A and M = I.
Algorithm 2 Selective MPGMRES-Sh for (3.16)
Require: Matrices K and M , right-hand side b, preconditioners {K+τjM}npj=1, shifts
{σj}nσj=1, {τj}npj=1 and number of iterations m.
1: Compute β = ‖b‖2 and V (1) = b/β.
2: for k = 1, . . . ,m do
3: vˆk = V
(k)enp , and Z
(k) = [P−11 vˆk, . . . , P
−1
np vˆk].
4: W = MZ(k)
5: for j = 1,. . . ,k do
6: H(j,k) = (V (j))TW
7: W = W − V (j)H(j,k)
8: end for
9: W = V (k+1)H(k+1,k) {thin QR factorization}
10: end for
11: for j = 1, . . . , nσ do
12: Compute ym(σj) = arg miny ‖βe1 − H¯m(σj ;Tm)y‖ for each shift.
13: xm(σj) = Zmym(σj), where Zm = [Z(1), · · · , Z(m)]
14: end for
15: return The approximate solution xm(σj) for j = 1, . . . , nσ.
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