Strong consistency and rates for recursive probability density estimators of stationary processes  by Masry, Elias & Györfi, László
JOURNAL OF MULTIVARlATF ANALYSIS 22, 79-93 (1987) 
Strong Consistency and Rates for 
Recursive Probability Density Estimators 
of Stationary Processes 
ELIAS MASRY * 
University of California at San Diego 
AND 
Technical University of Budapest, Budapest, Hungary 
Communicated b.b, M. Rosenblatt 
Let {X,},2 _ a be a vector-valued stationary process with a tirst-order univariate 
probability density f on Rd. We consider the recursive estimation of f(x) from n 
observations {X,};=, which need not be independent. For processes {X,}; _ L 
which are asymptotically uncorrelated, we establish sharp rates for the almost sure 
convergence of kernel-type estimators f,(x). 11” 1987 Academic Press, Inc. 
I. INTRODUCTION 
Let {Xi}?= _ o. be a vector-valued stationary process on a probability 
space (52, 9, P), where Xj takes values in Rd and has a probability density 
f: We consider recursive kernel estimators ~Jx) of f(x) of the form 
L(x) =; .f Wb,d) K[(x - Xj)/bj], 
,=I 
(1.1) 
where the bandwidth parameter b, satisfies 6, + 0 as n -+ co. The kernel K 
is assumed to satisfy 
(i) K~L,,[~~K(u)du=l 
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(ii) K has an integrable radial majorant $(x)E L,($(x) = sup IK(y)I). 
IiYll a l/XI/ 
(1.2) 
A sufficient condition for (1.2)(ii) is that K be bounded and 
K(x) = 0( I\xI[ -&-‘) for some E > 0. The estimator (1.1) was introduced by 
Wolverton and Wagner [11] and, apparently independently, by Yamoto 
[12]. We also consider another recursive estimator 
f,(X)=& f: (l/bj)d’2K[(X-Xj)/bj] 
j= I 
(1.3) 
introduced by Wegman and Davies [9] for d= 1. This estimator is not 
asymptotically unbiased. However, scaling of T,,(x) leads to the recursive 
estimator 
L(X)= { i f,‘,)‘“‘] I i (l/bj)d’2K[(x-X,j)/b,] (1.4) 
L= 1 1 /=I 
which is of the form considered by Deheuvels [23. It is shown in [S] that, 
asymptotically as n + a, f,(x) generally has a larger bias but a smaller 
variance than f,,(x). 
When the X,‘s are independent and d = 1, the quadratic-mean and strong 
consistency of &x) and f,Jx), along with rates, were established in [9]; 
related results can be found in [ 1, 121. For the case of dependent data and 
d= 1, the quadratic-mean convergence, along with rates, and the 
asymptotic normality were established for the estimators f,,(x) and f,(x) by 
Masry [S] for processes {Xi) which are either strong mixing or 
asymptotically uncorrelated. The strong consistency of f”(x) in L, from an 
ergodic sample was established by Gyiirfi [3]. For d = 1, Takahata [S] ’ 
obtained sharp a.s. rates for f,,(x) and 7,J.y) for asymptotically uncorrelated 
processes under a condition of rapid decay on the maximal correlation 
coefficient. 
The purpose of this paper is to establish sharp rates of a.s. convergence 
for the recursive estimators &x) and f”(x) for processes (Xi} which are 
asymptotically uncorrelated. Our approach is completely distinct from that 
of Takahata [S]: In [8] a law of the iterated logarithm is established, as in 
Stout [7, Theorem 54.41, by first obtaining a good estimate of the error in 
a central limit theorem; we employ mixingale theory to obtain directly 
sharp rates of almost sure convergence for the estimators f’(x) and f,Jx). 
As a result, the assumptions made in [S] on the process {X,> are con- 
siderably weakened and the proofs provided in this paper are more direct 
and compact. The main results are stated and discussed in Section II. The 
analysis is given in Section III. 
’ We are grateful to the referee for bringing [8] to our attention. 
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II. ALMOST SURE CONVERGENCE AND RATES 
Let Sk be the a-algebra of events generated by the vector random 
variables {X,, i<j<k}. 
DEFINITION 2.1. The stationary process {Xi) is said to be asymptotically 
uncorrelated if 
Icov{ e V>I 
uc~2~jZ~m,~Var1’2[U] Var”2[1/] = p(k) 10 as k-+co, 
YE L&q=) 
where L2(9i) denotes the collection of all second-order random variables 
which are SE-measurable. p(k) is called the maximal correlation coefficient. 
The conditions p(k) + 0 as k + cc is intermediate between uniform and 
strong mixing. 
The main results for the variance-like terms rn(x)-EC{,Jx)] and 
L(x) - m-n,(x)1 are given below under Assumption A. 
ASSUMPTION A. The process {Xi} is asymptotically uncorrelated and 
p(k) satisfies 
f (log n)(log, n) z&+) < cc (2.1) 
"=I 
for some positive nonincreasing sequence (un). 
THEOREM 2.1. Let (Xi} satisfy Assumption A and let K’(u) have an 
integrable radial majorant. If b, -+ 0 in a nonincreasing manner and 
(nb,duz)/[(log n)(log, n)’ +‘I -+ CC as n-roe (2.2) 
for some 6 > 0 then for almost all x we have 
nbdu2 l/Z n n 
(log n)(log, n)’ +’ md - mzbdl ) -+ 0 (2.3) 
as. as n -+ co. 
THEOREM 2.2. Let (X,1 satisfy Assumption A and let K’(u) have an 
integrable radial majorant. If 
4 ($, (h,P’)ll [n(log n)(log, n)’ +6] -+ co as n-r CO (2.4) 
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for some 6 > 0 then for almost all x we have 
{uZ($ (hi)“2)i~[n(logn)(log2n)‘-~l}li2 (.Lf,(x)-~CfJx)lI-O (2.5) 
as. as n --) co. 
Remark 2.1. The best as. rate is clearly obtained when u, = 1. If u, -+ 0 
as n -+ 00, we have a slower rate of convergence but in this case the sum- 
mability condition (2.1) on the maximal correlation coefficient is evidently 
weaker as well. 
Remark 2.2. For processes (Xi} which are strong mixing or 
asymptotically uncorrelated, it was shown in [S, Theorems 3-61, under 
certain summability condition on the mixing coefficient and whenever 
d= 1, nb, -P cc, as n + co, that 
birn= nb,Var[j?Jx)] = f3,f(x) j= K2(u) A4 (2.6) 
- % 
and 
him nb, Var[f,Jx)] = 8, f(x) [‘= K’(u) du 
--I 
(2.7) 
for almost all x where 8,, i= 1, 2, are positive constants. Expressions (2.6) 
and (2.7) are identical to the ones obtained in [9, 11, 121 for the case of 
independent data. Under the assumption of independent data, the as. rate 
of convergence for f,Jx) - E[fJx)] and TJx) - E[TJx)] (d= 1) was 
established in [9, Theorems 3, 53 as 
limsup (nb,/log, n)‘j2(fn(x) - E[[Jx)]) = OX (2f(x) lz 
n-r L 
K’(u) du)“* (2.8) 
and 
limsup (nb,/log, n)“‘(T,,(x) - E[fl,(x)]) = (2f(x) Ja K2(u) d~)“~ (2.9) 
n-30 -m 
a.s. as n + co if f is continuous at x, {b,} satisfies certain regularity con- 
ditions and 8, is a positive constant. For the case of dependent data con- 
sidered in Theorems 2.1 and 2.2, specialized to the case d = 1, our best rates 
with u, z 1 are seen to be only slightly slower than those in (2.8), (2.9) for 
independent data (in comparing the result (2.5) for f,, with (2.9) for T,,(x), 
we assume (l/n) CJ!= I (b,lb,) ‘I2 + const as n + co since ~Jx) is not nor- 
malized ). 
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Remark 2.3. Takahata [S] obtained the law of the iterated logarithm 
(2.8) and (2.9) (d= 1) for asymptotically uncorrelated processes {Xi} 
under a condition of rapid decay on the maximal correlation coefficient 
p(n): specifically it is assumed in [S, Theorem 3.11 that the density f(x) is 
Lipschitz of order a, 0 < a ,< 1, that the process {X,) has a bounded density 
of order three and, most significantly, that p(n) = O(nP”“*) whenever 
b, - nPb with 0 <b < 6. In contrast, our condition (2.1) is satisfied (with 
U, E 1) provided only that p(n) = O[(n”2(log n)(log, n)1+6) -‘I. 
We next obtain a.s. convergence rates for the estimators ~Jx) and ~Jx) 
following the statement of their bias. The bias terms depend of course only 
on f; not on the dependence structure of the process {X,}. We have 
THEOREM 2.3. (a) For almost all x we have 
>;mrn XfAx)l =f(x). (2.10) 
(b) Assume that f is twice differentiable and its second partial 
derivatives are bounded and continuous on Rd. The kernel K is assumed to 
satisfy, in addition to (1.2), 
u,K(u) du = 0, j = l,..., d (2.11) 
and 
J llull*K(u) ail < 00. Rd 
(2.12) 
The bandwidth parameter (b, > is assumed to satisfy 
,t, b; = co. (2.13) 
Then 
-’ (E[-m(x)] -f(x)) =; jRd “f”(x) uTK(u) du, (2.14) 
where the matrix f“(x) = [a"f (x)/axi ax,]$, 1 and uT is the transpose of the 
row vector u. 
(c) If, in addition, the process {Xi} satisfie Assumption A with 
u,=n-” for some 0 < v < + and 6, is chosen as 
b, - n - (1 - 2vM4 + d) 
3 (2.15) 
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then 
n4t J - 2vM4 + d) J/2 
(log n)(log, n)’ +’ (L;l(xkfb))-0 
as. as n + co for every 6 > 0. 
The corresponding result for the estimator f-(,(x) is given below. 
THEOREM 2.4. (a) If the bandwith parameter {b,} satisfies 
-f (bi)d’2 = co, 
,=I 
then for almost all x we have 
(2.16) 
(2.17) 
lim -WJx)l =f(x). 
n’ic 
(b) Assume that f is twice differentiable and its second partial 
derivatives are bounded and continuous on Rd. The kernel K is assumed to 
satisfy, in addition to ( 1.2), 
I Rd u,K(u) du =o, j= l,..., d 
s II4 *K(u) d  < ~0. Rd 
The bandwidth parameter {b,} is assumed to satisfy 
f (6,) 
*+LJl2 = mm 
j=l 
(2.18) 
Then 
c:= J Wild’* 
n!% &(bj)2+J’2 (ECf.(~)l-f(x))=~jb~uf”(x)u~K(u)B, 
where the matrix f”(x) is as in Theorem 2.3. 
(c) If, in addition, the process {Xi} satisfies Assumption A with 
u,=n-” for some 0 < v < 4 and b, is chosen as 
bnNn-(‘-*V)/(4+d) 
(2.19) 
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then 
n4(l - 2v)/(4 + d) l/2 
(log n)(log, #+a K(x) -f(x)) + 0 
(2.20) 
a.s. as n * 00 for every 6 > 0. 
Remark2.3. Note that with the choice (2.19) for the bandwith 
parameter b,, both estimators f”(x) and f,(x) have the same rate of as. 
convergence. 
The method of analysis used in this paper yields as a byproduct the 
following strong law of large numbers which may be of independent 
interest. 
THEOREM 2.5. Let {X,} be an asymptotically uncorrelated process with a 
maximal correlation coefficient p(k) satisfying 
f A (log n)(log,n)’ +‘p2(n) < co 
for some 6 > 0. Let {g,(x)} b e a sequence of real-valued Bore1 measurable 
functions and define 
yj = gjtxj), j= 1, 2,.... 
Zf sup, Var[ Yj] = C< 00, then 
t,cI (yj-El:Yjl)+o a.s. asn-r co. 
Remark 2.4. Note that (2.21) is satisfied for 
0) = Wl/C(log n)(log2 n)‘+“l) 
for which the process (X,} is rather strongly dependent. 
The referee pointed out that a strong law of large numbers is established 
in a recent manuscript by Lyons [4] under the weaker condition 
C p(n)ln < 00. 
III. ANALYSIS 
The proof of Theorems 2.1 and 2.2 makes use of a fundamental result for 
mixingales due to McLeish [6]. The theory of mixingales (= asymptotic 
martingales) provides an extension of the standard martingale convergence 
theorem. 
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Let {Z,}; ~ 11 be a random process, not necessarily stationary, on 
(Q, 9, P) and let {F,};= --cT, be any increasing sequence of subsigma 
algebras of 9. A particular case of the notion of a mixingale introduced by 
McLeish [6] is defined as follows. 
DEFINITION 3.1. The sequence {Z,, F,, ) is called a simple mixingale if 
Z, is measurable with respect to F,,, n 2 1, and for sequences of finite non- 
negative constants c,, n = 1, 2 ,..., and @,, m = 0, I,2 ,..., where 1c/, + 0 as 
m -+ co we have 
(a) (EIE(Z, I F,-,)12)“2<$m~, for all nal, ma0 
(b) E[Z,] = 0, n > 1 
(c) F,,= @,Q),n<O. 
For simple mixingales, Corollary 1.8 of McLeish [6] can be 
strengthened somewhat as follows: 
THEOREM 3.1. Let {Zj, F,))? 1 be a simple mixingale such that 
1TJ 
c c;<oo 
,=I 
and for some 6 > 0, 
31-, 
Then 
C (log n)(log, n)‘+“$i f cf< 00. 
,1= I j=n 
s,= t z, 
/=I 
converges almost surely to a finite limit. 
Remark 3.1. If (3.2) is replaced by the condition 
(3.1) 
(3.2) 
(3.2)’ 
we obtain Corollary 1.8 in McLeish [6] for general mixingales. 
ProoJ: The proof is based on a modification of the proof of Theorem 
1.6 in McLeish [6]; we only outline the difference in the bounding 
calculation. We will show that 
E(yz; S,?) ,<const i cf + i (log k)(log, k) 
i= 1 k=l 
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The result then follows from (3.3) by the Tchebycheff inequality and the 
Cauchy criterion for as. convergence of S, : For fixed m 2 1, set 2, = Zj + m 
and 
Then { zi, Fi}i>ioo=, is again a simple mix$g_ale with parameters { Fi, 3,) = 
tehlPi}. Now by (3.3), applied to {Z;, Fi}, and Tchebycheff inequality 
PC max IS,+, 
I<jGn 
-S,I >E =P[ max /Si1 >E] 1 l<i<n 
Cf+m, 
r=k 
foralln.ThusP[supj~,(Si+,-S,~>~]~A,-,Oasm~~by(3.1)and 
(3.2) noting that, by dominated convergence, the second sum in (3.4) tends 
to zero since the summand converges to zero as m -+ co and is bounded by 
(log k)(log, k)’ +’ $f cp”=k c~EI, uniformly in m. It remains to establish 
(3.3). For simple mixingales, the bound in McLeish [6, p. 8311 becomes, 
for each positive sequence {ai>, 
E(maxSf)<4 f f E(Zf)/a,+ i E(E(Z, 1 F,...,))‘(a,‘-a;:,) 
/<?I (,4d;=, [ /i=, 1 
=4(~~~i)~,[E(Z’)/~,+~,E(E(ZiIFi-k))2(a,’-n;l,i] 
1 . (3.5) r=k 
Choose a, = [n(log n)(log, n)’ +6] -I. Then 
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and 
(a,‘-a;:,) 
k?c (logn)(log,n)‘+6= *, 
and (3.3) follows. 
COROLLARY 3.1. Let {X,} b e an asymptotically uncorrelated process 
with a maximal correlation coefficient p(k) and {g,} a sequence of Bore1 
measurable functions on R”. Let Z, = g,(X,) - E[ g,(X,)] and put 
s,, = i zi. 
j=l 
and 
f E[Z;]< cc 
j=l 
.t, (log n)Uog2 n) ‘+6p2(n) 5 E[Z,‘]<CC 
.j= n 
(3.6) 
(3.7) 
for some 6 > 0, then S, converges a.s. to a finite limit as n + 00. 
Proof: Set 
F,, = 
Now 
JWW, I L,))* = 0 for m>,n 
and 
E(E(Z, ( F,-,))*=co~(Z,,, E(Z, 1 F,-,,,)I, O<m<n-1. 
Since Z, is F,“-measurable and E(Z, 1 F,- ,) is P-“=,“-measurable, it 
follows by Definition 2.1 that for 0 < m < n - 1, 
E(E(Z, I F,-,,J)* <p(m) Var”‘[Z,] Var”*[E(Z, 1 F,-,,,)I 
=p(m){Wi) EbW, I F,-,A)*}“*. 
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Thus 
(E(E(Z, 1 F,_,))2~“2dP(m)(E(Z,Z))“*, m<n-- 1. 
Hence {Z,, F,jZ, is a simple mixingale with Ic/, =p(m) and 
c, = (E(Zi)) 1’2. Thus conditions (3.1) and (3.2) of Theorem 3.1 are 
satisfied by (3.6) and (3.7), respectively, and the result follows by 
Theorem 3.1. 
Define the averaging kernel K,(x) by 
K,(x) $ (l/b?) K(x/b,). (3.8) 
The following approximation of the identity result is a consequence of the 
Lebesgue Density Theorem proved by Stein (see Wheeden and Zygmund 
[lOI). 
LEMMA 3.1. Assume that KE LI and has an integrable radial majorant. 
Let h E L, . Then for almost all x we have 
lim I K,(x-u)h(u)du=h(x)[RdK(u)du. 
n-m Rd 
We can now prove Theorem 2.1. 
Proof of Theorem 2.1. Fix x and let 
t~W=~iy,(x-~), 
n 
where 
i i 
112 
yn= r (logn)(log,n)‘+6 ) 
bZ 
and put 
We have 
zn = &(X”) - ~CgnKz)l. 
(3.9) 
(3.10) 
VarCK~(rX,)1=~~Rd{(l/bd)K2C(X-U)/b.]}f(U)~ 
2 
- . 
90 MASRY AND CYiiRFI 
By Lemma 3.1, since KZ also has an integrable majorant, we have 
62 VarIK(x - X,)1 -f(x) lRd K’(u) h 
for almost all x as n + co. Thus, there exists a constant C such that 
Since (un} is nonincreasing, it is seen from (3.9) and (3.11) that 
f, E[Z~]<C f [n(logn)(log,n)‘+“]-‘<cc 
?I=1 n=l 
so that (3.6) of Corollary 3.1 is satisfied. Also, by (3.11) and {u,} being 
nonincreasing, we have 
,p[z;l<Cu: f [j(10gj)(10g,j)‘+“]-’ 
,=n 
CU,z 
d (log1 n)s’ 
(3.12) 
and thus condition (3.7) of Corollary 3.1 is satisfied by (3.12) and (2.1). It 
then follows by Corollary 3.1 that S, = C;=, Z, converges a.s. to a finite 
limit. Finally, 
y {E(x)-ECfn,(x)l} =F c (Yj/“j)z, 
“J 1 
and the result follows by Kronecker’s lemma, since y,,/u, is eventually 
increasing to infinity and nun/yn + 03 by (2.2). 
Proof of Theorem 2.2. The proof is similar to that of Theorem 2.1 with 
g,,(y) now defined by 
where 
g,(y) =; UL)“~‘K,,(X -yh 
n 
yn = {n(log n)(log, n)’ +a}1’2. 
and 
2, = g,KJ - ~CiLKJl 
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Then S, = x7=, Zj converges as. to a finite limit by Corollary 3.1 and the 
result follows by Kronecker’s lemma noting that 
” .; (bj)d’2 ---f co 
“J 1 
by (2.4). 
Proof of Theorem 2.3. (a) We have 
EC.fn,(x)l =t f gjCx)3 
,=I 
where 
(3.13) 
(3.14) 
By Lemma 3.1, gj(x)+f(x) for almost all x and part (a) follows by 
Toeplitz lemma. 
(b) Write 
and expand f in a Taylor series with integral remainder 
f(x - b,u) =f(x) - b,f’(x) uT + 6; j’ (1 - MI) uf”(x - wbju) uT dw, 
where the d-vector f’(x) = (@@x1 ,..., @‘ax,), the (d x d) matrix f”(x) = 
[azflaXi axj]fj=, , and uT is the transpose of the row vector u. Under (2.11) 
and (1.2)(i), we have 
with 
gj(x)=f(x)+bJtlj(X) (3.15) 
cc,(x) = j’ (1 - w) dw jRd [uf”(x - b,wu) uT] K(u) du. 
0 
Note that the term [uf”(x - bjwu)uT] tends to uf”(x)uT as j+ cc and, 
since all the elements of the matrix f” are bounded, it is also bounded by 
const ~~u~~*. Thus, by (2.12) and dominant convergence we have 
lim q(x) =k jRd Cur”(x) uT] K(u) dn. (3.16) 
j- m 
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Finally, by (3.13) and (3.1.5), we have 
and thus 
-’ bias[&x)] = i an,i aj(x) 
i= I 
with 
(3.17) 
bf f b;, 16j64 
a n., = I=1 
0, n<j. 
In view of (2.13) Toeplitz lemma is applicable and part (b) follows from 
(3.16) and (3.17). 
(c) Follows immediately from part (b) and Theorem 2.1. 
Proof of Theorem 2.4. (a) We have 
NfJX)l = f en,, gjtx) 
/=I 
with 
(b,Y'j2/ t (b,jd'", 1 6 j< n, 
e,.j = 
/= 1 
0, elsewhere. 
and gj(x) given by (3.14). By Lemma 3.1, gj(x) +,f(x) for almost all x and 
the result follows by Toeplitz lemma which is applicable under (2.17). 
(b) By expanding f in a Taylor series, as in the proof of 
Theorem 2.3(b), we obtain 
C:= ,W”2 
xi”=, (bj)2+d’2 > 
bias[JJx)] = i e;/)(x), (3.18) 
,= I 
where 
(3.19) 
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as in (3.16), and 
I 
(bj) 2+d’2 i (b,)2+d’2, l<j<n, 
el,j = / /=l 
0, elsewhere. 
Under condition (2.18), Toeplitz lemma is applicable to (3.18) and the 
result follows by (3.19). 
(c) Follows immediately from part (b) and Theorem 2.2. 
Proof of Theorem 2.5. The proof is similar to that of Corollary 3.1; put 
zn=t { Y,-E[YJ}. 
Then (Z,, F,};=, is a simple mixingale with $,,,=p(m) and 
ci = Var[ Y,,]/n’ < C/n’. Since CT= n l/j’ 6 l/n, condition (2.21) implies that 
(3.2) of Theorem 3.1 is satisfied. Hence, by Theorem 3.1, C;= 1 Zj converges 
a.s. to a finite limit and the result follows by Kronecker’s lemma. 
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