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1 Fehlende Werte im Kontext
sozialwissenschaftlicher Erhebungen
”Nonresponse is an epistemological problem with teeth. Nonresponse jeopardizes both the
external and internal validity of our work.“ (Brehm 1993, S.16)
Man ko¨nnte diesem Zitat auch hinzufu¨gen, dass Nonresponse ein Problem darstellt, dessen Za¨hne
ha¨ufig nicht gezogen werden – in der Hoffnung, dass es nicht beißt. Tatsa¨chlich kennen vermutlich
die allermeisten empirisch Forschenden fehlende Werte. Empirisch arbeitende Sozial- und Wirt-
schaftswissenschaftler greifen in den meisten Fa¨llen auf Daten zuru¨ck, die sie nicht selbst erhoben
haben. Spa¨testens bei der Datenanalyse wird man mit dem Problem konfrontiert und entschei-
det sich oft, das Problem zu ignorieren anstatt ein Korrekturverfahren, das die Statistik bereitha¨lt,
anzuwenden. Die Mo¨glichkeit, selbst eine Erhebung zu organisieren, haben die wenigsten Mit-
glieder der Forschungsgemeinschaft. Durch die Vielzahl von Vermeidungsstrategien, die die Me-
thodenforschung vorschla¨gt, wird man hierbei fast eingeschu¨chtert. Die starke arbeitstechnische
Trennung zwischen denjenigen, die Erhebungen organisieren und durchfu¨hren, denjenigen, die
Korrekturmethoden testen und weiterentwickeln und schließlich denjenigen, die Erhebungsdaten
zur Analyse von sozial- und wirtschaftswissenschaftlichen Datensa¨tzen heranziehen, scheint das
zarteste Fleisch fu¨r die Za¨hne des Problems Nonresponse sein. Die allzu starke Trennung der Ar-
beitsbereiche erscheint konktrapoduktiv fu¨r das Versta¨ndis fehlender Werte und deren nachhaltige
Behandlung.In den sozial- und wirtschaftswissenschaftlichen Erhebungen existieren zudem noch
einige Besonderheiten; den Kern einer Erhebung in den Wirtschafts- und Sozialwissenschaften bil-
det fast immer eine Art von sozialer Interaktion. In den jeweiligen Theoriekapiteln wird erkla¨rt,
welche Herausforderungen aus dem Problem der fehlenden Werte erwachsen. Da die Aussagen,
die aus Erhebungen gewonnen werden, mittlerweile auch noch eine sehr hohe mediale Bedeutung
bekommen ko¨nnen, ist ein umfassenes Versta¨ndnis der Missing Data Problematik zwingend. So
erstreckt sich die Bedeutung des Surveys im o¨ffentlichen Leben, also nicht nur auf die wissen-
schaftliche Spha¨re verengt, nach Brehm zuna¨chst auf die reine Gewinnung von Informationen, zur
Unterstu¨tzung des wissenschaftlichen wie o¨ffentlichen Diskurses sowie im konkreteren Fall auf
die Planung von Projekten aller Art (Brehm 1993, S.16). Eine fehlerhafte Umfrage als Diskurs-
instrument und Informationsquelle macht sich daher umso mehr angreifbar, macht schließlich das
Instrument an sich wertlos (Brehm 1993, S.4f). Geboten erscheint deshalb eine Erforschung der
”Krankheit“ fehlender Werte im Kontext des gesamten Umfrageprozesses (Groves et al. 2004),
mit dem Ziel, die teilweise schmalen Bru¨cken zwischen Methodikern, Statistikern und letztlich
den Datennutzern zu verbreitern.
Fehlende Werte lassen sich auf verschiedene Arten differenzieren. Diese Arbeit folgt im Aufbau
der in der Literatur am ha¨ufigsten anzutreffenden Unterscheidung in Item und Unit Nonrespon-
se. Zuna¨chst sollen einige Definitionen zur den wichtigsten Begriffen der Arbeit vorgenommen
und in eine U¨bersicht gebracht werden (2). Danach folgen parallel aufgebaut die Kapitel, die sich
mit Item Nonresponse (3 und 4) und Unit Nonresponse (5 und 6) bescha¨ftigen, ehe ein Fazit (7)
die wichtigsten Ergebnisse zusammenfasst. Kapitel 3 und 4 bzw. 5 und 6 sind insofern parallel
aufgebaut, als jeweils der theoretische Hintergrund und ein U¨berblick u¨ber den Forschungsstand
gegeben werden. Daru¨ber hinaus sollen anhand von ALLBUS Datensa¨tzen beispielhaft fehlende
Werte analysiert werden. Von zentraler Bedeutung ist jeweils ein Korrekturmethodenvergleich fu¨r
ausgewa¨hlte Parameter.
2
2 U¨bersicht und Definitionen
Bevor eine Analyse und spa¨ter die Korrektur fehlender Werte in den Fokus genommen werden
kann, erscheint eine Definition von Schlu¨sselbegriffen sowie eine U¨bersicht zur Einordnung sinn-
voll. Zuerst wird eine U¨bersicht der Synonyme fu¨r fehlende Werte und ihrer Verwendung in der
Literatur (2.1) gegeben, ehe der Gegenstand definiert wird (2.2). Anschließend wird der Gegen-
stand in den Kontext des Survey Lifecycle und aller Erhebungsfehler eingeordnet (2.3). Schließlich
behandelt der letzte Abschnitt des Kapitels kurz den Umgang mit fehlenden Werten und erkla¨rt die
Vor- und Nachteile des jeweiligen Vorgehens (2.4). Damit soll auch die Auswahl der zu verglei-
chenden Methoden vorbereitet werden.
2.1 Begriff
Grundsa¨tzlich la¨sst sich von ”Datenausfa¨llen“ oder ”fehlenden Werten“ (engl. Missing Data) spre-
chen, da diese Begriffe implizieren, dass etwas nicht vorhanden ist, das da sein mu¨sste und dessen
Existenz man angestrebt hat (Daten, Werte). ”Datenausfall“ liegt vor, wenn beispielsweise ein Vi-
rus auf dem Rechner des Umfrageinstituts Informationen des Datensatzes lo¨scht, aber auch wenn
ein Befragter im Interview nicht antwortet. Fehlende Werte sind damit eigentlich der U¨berbegriff
zu ”Nonresponse“, der ha¨ufig im Fokus methodischen Erkenntnisinteresses steht (Groves et al.
2004, S.59), jedoch bereits im Namen den Ausfallgrund mit sich tra¨gt und somit eher verengend
wirkt. Trotzdem wird der Begriff Nonresponse gerade in der englischsprachigen Literatur u¨beraus
ha¨ufig gebraucht.
Nonresponse wird danach u¨blicherweise in Unit und Item Nonresponse unterschieden, wobei der
Ausfall der Einheit fu¨r die Befragung als Unit, die Nichtbeantwortung einer Frage als Item Nonre-
sponse bezeichnet wird. Bei spezifischen Erhebungskonzepten wie der Panelerhebung wird zudem
der Begriff Wave Nonresponse oder Panelmortalita¨t verwendet. Fragebogeninha¨rent ist auch der
Begriff Missing by Design, wenn in der Folge von Filterfragen bewusst keine weiter Befragung
stattfindet (Go¨thlich 2007). Datenausfallgru¨nde liegen auch der Einteilung von McKnight et al.
zugrunde. Die Klassifikation unterscheidet zwischen fehlenden Werten, die durch die Teilnehmer
der Erhebung verursacht werden, aufgrund des Erhebungsdesigns oder aufgrund der Interaktion
von Teilnehmern und Design entstanden sind (McKnight et al. 2007, S.5).
Abbildung 1: Kategorisierung im deutschen und englischen Sprachgebrauch
Der Begriff Nonresponse wurde bereits genannt. Daneben findet man auch den eher neutralen
Begriff ”incomplete data“ in der englischen Fachliteratur. Antiquiert erscheint ”noncooperater“
als Synonym fu¨r Unit Nonresponse. Selten treten die Bezeichnungen ”sampling mortality“, ”in-
complete samples“ oder ”noninterview“ auf (Lessler und Kalsbeck 1992, S.107). Hinter vielen
Bezeichnungen, die gelegentlich nur ein Autor verwendet, verbergen sich bestimmte Vorstellun-
gen bzw. Konzepte zur Teilnahmebereitschaft und dem Antwortverhalten des Befragten.1 In der
deutschen Sprache dominieren die Begrifflichkeiten neutrale und systematische Ausfa¨lle.2 Ihre
Verwendung impliziert bereits einen unterstellen Ausfallmechanismus, gleichzeitig bedu¨rfen sie
einer genaueren Definition, die sehr unterschiedlich ausfallen kann (Schnell 1997, S.23).3 Die ver-
wendeten Begriffe fu¨r das Pha¨nomen der fehlenden Werte und dessen Spielarten sind zahlreich,
die Definitionen der Begriffe sind geradezu babylonisch verwirrend.
1Ha¨ufig sind diese Begriffe Negationen der Einheiten, die erhoben werden: ”Teilnehmer“(”Participant“), ”coope-
rater“ oder eben auch ”respondent“, vgl. Lessler und Kalsbeck (1992), S.107.2Dies ist auch die offizielle Unterscheidung in der ALLBUS Dokumentation.
3Statistiker systematisieren Datenausfa¨lle teilweise nur u¨ber deren Ignorierbarkeit, vgl. Spieß (2008), S.3ff.
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2.2 Definitionen
Sehr selten wird in den vielen Vero¨ffentlichungen zum Thema fehlender Werte u¨berhaupt auf die
Definition des Begriffs eingegangen. So findet sich bei Ra¨ssler beispielsweise einleitend die Er-
kla¨rung, dass ”unter Datenausfa¨llen in Umfragen [...] also im folgenden das Pha¨nomen der Nicht-
beantwortung einzelner Fragen von Objekten verstanden [wird]“ (Ra¨ssler 2000, S.65).
Die Tatsache, dass viele Begriffe fu¨r das Pha¨nomen existieren, zwingt letztlich zu Entscheidungen
und sollte dann konsistent durchgehalten werden. So einfach aber beispielsweise die Unterteilung
in Item und Unit Nonresponse ist, so umstritten und uneindeutig gestaltet sich die scharfe Abgren-
zung des Gegenstands. Selbst bei gleicher Begrifflichkeit muss zudem nicht dasselbe gemeint sein.
So definieren beispielsweise Kendall und Buckland (1960) allein Menschen (natu¨rliche Personen)
als Unit Nonresponse, das amerikanische Zensusbu¨ro daru¨ber hinaus alles, was als Einheit (Unit)
aufgefasst werden kann. Auch beim Item Nonresponse lassen sich engere und ausgreifendere De-
finitionen finden. So legte das US-Censusbu¨ro fest, dass Item Nonresponse ”generally attributed
to failure to obtain a response to a particular item“ sind (auch Kalton 1983). Es la¨sst sich aber
auch die Position einnehmen, dass inkonsistente Antworten zu Item Nonresponse za¨hlen. Ein wei-
terer Spielraum ergibt sich bei der Frage, ob Personen, die in der Stichprobe sind, aber nicht zur
Zielgesamtheit geho¨ren, als Nonrespondenten geza¨hlt werden. Dies wird sehr unterschiedlich aus-
gelegt. Das Zensusbu¨ro bejaht dies und za¨hlt ”ineligibles“ zu Unit Nonresponse. Einhelliger ist
die Literatur in der Frage, ob bei ”Undercoverage“ ein Fall von Nonresponse vorliegt. Kish (1965)
und Kalton (1983) sehen in Undercoverage und Nonresponse zwei Arten von fehlenden Werten
als Nonobservations. Auch Cochran sieht dies so: Noncoverage sei ein Typus von Nonresponse
(Cochran 1977).4
Weniger kontrovers wird im wissenschaftlichen Diskurs um die Definition von Item Nonrespon-
se gerungen. Strittig bleibt aber Grundlegendes, wenn es um konkrete Ausformungen geht: wie
sind einzelne Kategorien wie ”weiß nicht“ zu bewerten (Rubin et al. 1995, S.822ff; Schumann und
Presser 1981, S.113f).
Formal gesehen sind es leere Zellen in einer Datenmatrix mit den Merkmalstra¨gern als Zeilen und
den Items als Spalten, deren Umfang wir unter Umsta¨nden nicht genau kennen (im Falle von Unit
Nonresponse). Betrachtet man nur die Datenmatrix der Nettostichprobe mit Item Nonresponse,
dann lassen sich einige spezifische Ausfallmuster unterscheiden. Neben dem mono- und multiva-
riaten Ausfall existieren monotone, disjunkte und allgemeine Ausfallmuster in den Daten (Little
und Rubin 2002, S.4f).
Eine grundlegende – und wie wir sehen werden fruchtbare – Differenzierung der fehlenden Daten
betrifft die Unterscheidung nach dem Ausfallmechanismus (oder Fehlendmechanismus) (Rubin
1976, 1987; Little und Rubin 2002, S.11f). Wenn der Ausfall rein zufa¨lligen entsteht, wird dies als
als Missing Completely At Random oder MCAR bezeichnet. Zweitens nennt man Missing At Ran-
dom oder MAR denjenigen Ausfall, der durch andere (erhobene) Merkmale erkla¨rt werden kann.
Als letztes ko¨nnen fehlende Werte direkt von den nicht gegebenen Antworten abha¨ngen. Dies wird
als Missing Not At Random (kurz NMAR) oder nicht ignorierbar bezeichnet. Eine Anzahl von
Korrekturmethoden setzt explizit (beispielsweise MAR fu¨r die Multiple Imputation) oder implizit
(beispielsweise MCAR Complete Cases und Available Cases) einen bestimmten Ausfallmechanis-
4Lessler und Kalsbeck beschreiben die unterschiedliche Verwendung und die Diskussion um die Begriffe und ihre
Abgenzung detailliert, vgl. Lessler und Kalsbeck (1992), S.107.
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mus voraus. Die konkreten Ursachen der leeren Zellen ko¨nnen jedoch sehr unterschiedlich sein,
gerade in umfangreichen und komplexen Erhebungen. Damit wird deutlich, dass nicht nur die
Fragen nach dem Gegenstand ”fehlende Werte“, sondern auch nach dessen Abgrenzung aus ver-
schiedenen Blickwinkeln betrachtet werden und zu unterschiedlichen Konzepten fu¨hren ko¨nnen.
Wa¨hrend der Methodiker eher auf die genaue Definition in der Erhebung abzielt, differenziert der
Statistiker bereits in Hinblick auf die mo¨gliche Korrekturmethoden nach Ausfallmustern und Aus-
fallmechanismus. Anders als fru¨here Untersuchungen soll hier das Pha¨nomen Datenausfall deshalb
mo¨glichst im Rahmen des gesamten Erhebungsprozess betrachtet werden. Diese umfassende Per-
spektive erscheint angesichts der allgegenwa¨rtigen Existenz und der Vielzahl der Quellen fu¨r das
Problem der fehlenden Werte dringend geboten.
2.3 Kontext: Erhebung und Fehler
Ganz allgemein spricht man von einem Nonresponsefehler in Erhebungen. Doch was ist eine Er-
hebung und wo liegen generell Fehlerquellen bei der Durchfu¨hrung einer Erhebung? Als Sur-
vey/Erhebung wird eine Forschungsstrategie bezeichnet, bei der in der Regel quantitative Informa-
tionen u¨ber eine Grundgesamtheit gesammelt werden (Scheuren 2004, S.9). Aus Kostengru¨nden
wird hierzu nicht die Grundgesamheit vollsta¨ndig erhoben, sondern eine Stichprobe gezogen.
Die Stichprobe befa¨higt dann zu inferenzstatistischen Aussagen mit Informationsgehalt u¨ber die
Grundgesamtheit. Informationen sind Aussagen u¨ber die Realita¨t. Realita¨t im Kontext der Sozial-
wissenschaft meint wiederum Verhalten und Einstellungen, die das Verhalten beeinflussen.
Um einen U¨berblick und eine Systematisierung bezu¨glich einzelner Aspekte einer Erhebung zu
erhalten, wird im Folgenden der sogenannte Survey Lifecycle verwendet. Auch fu¨r die weiteren
Kapitel wird immer wieder auf den Survey Lifecycle zuru¨ckgegriffen, um abzuscha¨tzen, wo wel-
che Art von fehlenden Werten entsteht und warum dies so ist. Nach Groves et al. (2004) la¨sst sich
fu¨r diesen Lebenszyklus einer Erhebung eine Prozess- und eine Designperspektive einnehmen, die
im Schema als innerer (Prozess) und a¨ußerer Kreis (Design) visualisiert sind (siehe Abbildung 2).
Beide Kreise beginnen mit der Definition der Fragestellung, die aus dem Forschungsgegenstand
entwickelt wird. Die rechte Seite symbolisiert die Repra¨sentationsfunktion der Erhebung, die linke
Seite hingegen bildet die Messfunktion der Erhebung ab.
Wissenschaftler gehen bei der Fragestellung bereits mit fertigen oder zu diesem Zweck entwickel-
ten, theoretischen Konstrukten in den Survey Lifecycle.5 Das Konstrukt beeinflusst direkt die
Messmethodik. Wa¨hrend von der anderen Seite die Wahl des Sampleframes, determiniert durch
die Zielgesamtheit, die wiederum mit der Fragestellung zusammenha¨ngt, in Wechselwirkung mit
der Wahl des Erhebungsmodus tritt, beeinflusst der Sampleframe im weiteren die Stichprobenzie-
hung.6 Auf der anderen Seite erfa¨hrt die Messmethodik in der Konstruktion und (Pre-)Testung des
Fragebogens eine prozessuale Konkretisierung. In der unteren Kreisha¨lfte steht der Befragte mit
5Zum Begriff des Konstruktes zur Messung einer wissenschaftliche Fragestellung, vgl. Fowler et al. (2008), S.136).
6Sampleframe besteht aus ”lists or procedures intended to identify all elements of a target population“ vgl. Groves
et al. (2004), S.68
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seiner Antwort dem Interviewer als Fragensteller gegenu¨ber. Die Antwort des Befragten ist die
Manifestation der Messfunktion. Letzeres als Element der Repra¨sentation der Gesamtheit, u¨ber
die eine Aussage im Sinne der Fragestellung und des Untersuchungsgegenstandes gemacht wer-
den soll. Der Befragte ist so gesehen das Produkt der realisierten Stichprobe, das gezogene und
angetroffene und auskunftswillige bzw. kooperationsbereite Element aus der Auswahlgesamtheit.
Abbildung 2: Survey Lifecycle nach Groves et al. (2004)
Der eigentliche Ort der Verschra¨nkung von Messung und Repra¨sentation in der Manifestation des
Interviews als Interaktion von Interviewer und Befragtem ist hier nicht explizit aufgefu¨hrt. In Ka-
pitel 3 wird beschrieben, wie das Interview als Kristallisationspunkt von Item Nonresponse wirken
kann, in Kapitel 5 gilt es die Kontaktaufnahme zum Befragten als ersten Abschnitt des Interviews
auf den Zusammenhang mit Unit Nonresponse zu pru¨fen. Zuru¨ck zur linken Seite: nach der A¨uße-
rung der Antwort erfolgt durch Codierung und Editierung die Transformation der urspru¨nglichen
Antwort zur editierten Antwort. Auf der rechten Kreisseite erscheint nun die nicht obligatorische,
aber u¨bliche Anwendung diverser Korrekturverfahren, die teilweise in direktem Zusammenhang
mit der Editierung stehen. Das Gros der Datennutzer bekommt bis zu diesem Zeitpunkt von der
Erhebung kaum etwas mit. Sogar die Postsurvey Adjustments werden ha¨ufig bereits vorgenom-
men, ehe der Datennutzer tatsa¨chlich seine Analyse durchfu¨hrt.
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Jeder Fehler, der bei einer Erhebung auftritt, kann somit zu einem verzerrten Blick auf die Rea-
lita¨t und damit zu falschen Schlussfolgerungen fu¨hren.7 Der Nonresponsefehler hat sowohl auf die
Mess- als auch auf die Repra¨sentationsfunktion Auswirkungen. Dieser Fehler ist allerdings nicht
die einzige Quelle fu¨r Verzerrungen. In der Regel unterscheidet man zwischen Coveragefehler,
Messfehler, Nonresponsefehler und Samplingfehler (Groves et al. 2004, S.48ff),8 die den totalen
Survey Error konstituieren (Lohr 2008, S.98), wobei der Nonresponsefehler fu¨r eine Variable X
definiert wird als:
xr− xs = msns (xr− xm)
mit
xs = Mittelwert der gesamten Stichprobe,
xr = Mittelwert der Respondenten,
xm = Mittelwert der Nichtrespondenten,
ms = Anzahl der Nichtrespondenten in der s−ten Stichprobe,
ns = Gesamtgro¨ße der s−ten Stichprobe.
Allein mit dieser formalen Definition wird deutlich, dass nicht allein das Verha¨ltnis von Respon-
denten und Nichtrespondenten, sondern die tatsa¨chliche Verschiedenheit des Antwortverhaltens
den Umfang der Nonresponseverzerrung beeinflusst. Es fa¨llt zudem auf, dass die formale Definiti-
on des Nonresponsefehlers der des Coveragefehlers a¨hnelt (Groves et al. 2004, S.55):
XC−X = UN (XC−XU)
mit
X = Mittelwert der gesamten Zielgesamtheit,
XC = Mittelwert der Gesamtheit im Sampleframe,
XU = Mittelwert der Zielgesamtheit, die nicht im Sampleframe enthalten ist,
7Ein kleines Beispiel: In einer Gemeinde mit 14.000 Einwohnern wohnen 8.000 Personen mit normaler oder u¨ber-
durchschnittlicher Begabung und 6.000 mit unterdurchschnittlicher Begabung – diese Verteilung ist natu¨rlich nicht be-
kannt. Es soll der Anteil der unterdurchschnittliche Begabten Anhand einer Stichprobe gescha¨tzt werden, in der jeder
20. Einwohner erhoben wird. So mu¨sste die Stichprobe aus 400 normal oder u¨berdurchschnittlich begabten Menschen
und 300 unterdurchschnittlich begabten Menschen bestehen. Aus verschiedenen Gru¨nden nehmen allerdings nur 500
Personen insgesamt an der Erhebung teil; was nicht bekannt ist, ist die Tatsache, dass sich die Ho¨he der Ausfa¨lle nach
Begabung verschieden verha¨lt: wa¨hrend 80 % der ausgewa¨lten normal und u¨berdurchschnittlich Begabten an der Er-
hebung teilnehmen, sind es bei den unterdurchschnittlich Begabten nur 60 %. Dies wu¨rde uns zu einer Scha¨tzung des
Anteils von unterdurschnittlich Begabten von 36 % ( 180500 ) anstatt von 43 % (
6.000
14.000 ) fu¨hren. Dieses denkbar einfache
Beispiel zeigt ebenso plausibel den Zusammenhang zwischen einem interessierenden Merkmal (Intelligenz) und dem
Nonresponsefehler, vgl. Lynn (2008), S.36.
8Hinzu kommen Validita¨tsprobleme des theoretischen Konstrukts, Processing Error und Adjustment Error, vgl.
Groves et al. (2004), S.48.
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N = Gesamtzahl der Merkmalstra¨ger in der Zielgesamtheit,
C = vom Sampleframe abgedeckte (covered) Merkmalstra¨ger,
U = nicht im Sampleframe enthaltene (not covered) Merkmalstra¨ger.
In der Tat ko¨nnen beide formal getrennten Fehler in einer Erhebung zum selben Ergebnis fu¨hren:
na¨mlich leere Zellen in einer Matrix (Lohr 2008, S.98). Dies zeigt auch, wie wenig hilfreich alleini-
ge Konzentration auf die formale Definition sein kann, da die Identifizierung der Quelle fehlender
Werte im Nachhinein nicht mehr mo¨glich ist. Die formale Definition des Nonresponsefehlers bildet
dennoch die Grundlage fu¨r weitere U¨berlegungen im Kontext der Diskussion um Erhebungsqua-
lita¨t und dessen Kriterien (De Leeuw et al. 2008).
Durch den Rahmen, den der Survey Lifecycle aufspannt, kann teilweise u¨ber solche formalen
Definitionen hinaus die Komplexita¨t einer Erhebung im Ganzen nachvollziehbar gemacht wer-
den. Nachvollziehbar werden auch die Folgen von Designentscheidungen (Design) und deren
Ausfu¨hrung (Prozess) auf Item und Unit Nonresponse. So werden bestimmte Faktoren im Sur-
vey Lifecycle das Auftreten fehlender Werte begu¨nstigen oder vermindern.
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2.4 Umgang mit fehlenden Werten
Der Umgang mit fehlenden Werten la¨uft auf zwei Strategien hinaus. Die im Survey Lifecycle vor-
gelagerte Strategie sieht pra¨ventiv die Vermeidung als wichtigste Maßnahme. Die andere Strategie
ist im Lifecycle der eigentlichen Datenerhebung nachgelagert; hierbei wird versucht, die durch die
fehlenden Werte verursachte Verzerrung zu korrgieren (Postsurvey Adjustments) (De Leeuw et al.
2008, S.10).
Groves et al. nennen eine Reihe von ”klassischen“ Vermeidungsmaßnahmen, die sich auf Ent-
scheidungen und Ausfu¨hrungen im Survey Lifecycle beziehen. Sie setzen zum einen vor der In-
terviewdurchfu¨hrung, zum anderen in der Feldphase an (Groves et al. 2004). Zuna¨chst beziehen
sich die Vermeidungsmaßnahmen auf die Verbesserung der Kontaktmo¨glichkeiten. Hierzu geho¨rt
beispielsweise die Verla¨ngerung der Datenerhebung, die Optimierung der Kontaktanzahl und der
Kontaktzeitpunkte, ein ho¨herer Workload fu¨r die Interviewer oder die Verbesserung ihrer Fa¨higkei-
ten (Beobachtungsgabe etc.). Bei der Kontaktaufnahme ist auf das Interviewverhalten zu achten.
Daneben gilt das Image des Auftragsgebers als teilnahmefo¨rdernd oder -verhindernd. In der Litera-
tur lassen sich auch positive Effekte durch Anku¨ndigungen der Befragung belegen. Ein weites Feld
nimmt das Thema ”incentives“, also Geschenke und Anreize aller Art, in der Methodenforschung
ein (Singer 2002; Singer et al. 1998). Generell gilt es bei der Kontaktaufnahme selbst Hu¨rden abzu-
bauen. So ko¨nnen die Rollen des Interviewten durchaus unterschiedlich ausgestaltet werden. Sehr
komplex ist der Versuch eines optimalen Matchings zwischen Interviewer- und Respondententy-
pen.
Auch bei zuna¨chst nicht erfolgreichen Kontaktversuchen besteht die Mo¨glichkeit nachzufassen,
durch Schreiben zu u¨berreden oder den Interviewer zu wechseln. Die Forschung im Bereich der
”Konvertiten“ nimmt mittlerweile breiten Raum ein (Stoop et al. 2010, S.161ff).
9 Mit den (nicht
vo¨llig erscho¨pfend) genannten Maßnahmen soll prima¨r dem Auftreten von Unit Nonresponse ent-
gegengesteuert werden. Eine wichtige und bei weitem noch nicht gekla¨rte Frage betrifft die Aus-
wirkungen der Vermeidungsstrategien fu¨r Unit Nonresponse: Vera¨ndert sich das Antwortverhalten
dadurch oder wird der Nonresponsefehler in einer vielleicht verschlimmernden Weise verzerrt?
(Groves et al. 2004, S.195).
Die Vermeidungskonzepte von Item Nonresponse beinhaltet dagegen eine breite Palette von Theo-
rien bezu¨glich Befragten- und Antwortverhalten. Dieses interagiert mit Details wie der Fragebo-
genkonstruktion oder auch mit der Herangehensweise bei sensiblen Erkenntnisinteressen. Dillman
betont dabei, dass die Vermeidung von Item Nonresponse die Hauptaufgabe der Fragebogenkon-
struktion sein mu¨sse (Dillman 2008, S.163).
Die Probleme der Korrekturverfahren, die nach der Feldphase ansetzen, werden an einer anderen
Stelle sichtbar. Ihr Erfolg steht und fa¨llt in dem Maße, in dem ihre theoretischen Annahmen im
Einzelnen zutreffen und in der Praxis u¨berhaupt anwendbar sind. Die folgende Aufza¨hlung ist si-
cherlich nicht ganz vollsta¨ndig, soll aber die Vor- und Nachteile skizzierend einen U¨berblick u¨ber
die zahlreichen Korrekturmethoden geben (dazu Abbildung 3)10.
Die Fallreduktion ist immer noch das wohl am meisten verwendete Verfahren, wobei sich schwer-
9Als Konvertiten werden Verweigerer bezeichnet, die nach mehreren Versuchen oder U¨berzeugungsarbeit doch
noch zur Teilnahme an der Erhebung bewegt werden ko¨nnen, vgl. Stoop et al. (2010), S.161.
10Hier nicht aufgefu¨hrt sind Mixed Patterns-Modelle, vgl. Little und Rubin (2002), S.292ff.
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lich von Korrekturverfahren sprechen la¨sst, da aufgrund der Annahmen keine Korrekturnotwendig-
keit besteht.11 Sie eliminiert Merkmalstra¨ger mit fehlenden Werten. In der einfachsten Form wer-
den nur noch Complete Cases verwendet. Diese Art der ”Korrektur“ birgt das Risiko eines hohen
Datenverlustes bei multivariaten Analysen. Obwohl das Verfahren das Standardverfahren in nahe-
zu allen Softwares darstellt, ist die damit verbundene Annahme MCAR ha¨ufig unrealistisch; die
Scha¨tzeigenschaft der Konstistenz ist unter MCAR allerdings in der Regel gegeben (Spieß 2008,
S.14f). Available Cases reduzieren die Fa¨lle der einzelnen Variablen, womit der Informationsver-
lust zwar verringert werden kann, jedoch die Fallbasis fu¨r die Analysen jeweils unterschiedlich
ist (Bankhofer 1995, S.91 ff; Ra¨ssler 2000, S.67; Go¨thlich 2007, S.123f), was beispielsweise da-
zu fu¨hrt, dass ein Wert fu¨r den Korrelationskoeffizient außerhalb des Intervalls [-1;1] liegen kann
(Bankhofer 1995, S.94).12
Nahezu nur fu¨r Unit Nonresponse angewandt werden Gewichtungsverfahren (Gabler et al. 1994).
Bezu¨glich der Nonresponsekorrektur werden nach einem Soll-/Istvergleich die Verteilungen durch
die Gewichtungsvariablen angepasst. Da Gewichtung als das Verfahren schlechthin fu¨r die Vermei-
dung von Unit Nonresponse-Verzerrung in der Praxis gilt, wird es in spa¨teren Abschnitten genauer
ausgefu¨hrt.
Eine weitere Gruppe besteht aus Sample Selection Modellen (SSM), ihr beru¨hmtester Vertreter
ist das Heckman-Modell (Heckman 1976; Ra¨ssler 2000, S.68). Diese Modelle beno¨tigen aber ver-
gleichsweise viele Informationen u¨ber den Ausfallmechanismus. Nach zuna¨chst euphorischer Nut-
zung der SSM macht sich fu¨r die konkrete Anwendung doch Skepsis breit (Schnell 1997, S.248),
da die notwendigen Informationen in der Regel nur im geringen Maße vorhanden sind.13
Weitere Korrekturmethoden lassen sich zusammenfassen als Erga¨nzungs- oder Imputationsver-
fahren.14 Die Art der Erga¨nzung variiert dabei enorm. Von einfachen Median- oder Mittelwer-
terga¨nzungen bis hin zu den Hot-Deck-Verfahren oder modellbasierten Erga¨nzungsmethoden. Bei
letzteren Methoden handelt es sich beispielsweise um auf der Likelihood der unvollsta¨ndigen Da-
ten beruhende oder bayesianisch motivierte Methoden – wie die Single oder Multiple Imputation.15
11Deshalb geho¨ren eliminierende Verfahren zum ”naive approach“ (Little und Schenker 1994).12Auch merkmalseliminierende Verfahren sind denkbar, allerdings sehr unpraktisch und uno¨konomisch, vgl. Bank-
hofer (1995), S.98.
13Spieß skizziert ein Beispiel fu¨r ein Selektionsmodell, vgl. Spieß (2008), S.28ff.
14von lat. imputare – einschneiden, pfropfen.
15Hier nicht weiter angesprochen werden Methoden wie Experteneinscha¨tzung, Imputation mittels Zufallszah-
len, multivariate Imputationsmethoden – mit Ausnahme der Regressionsmethode – und Imputation des Verha¨lt-
nisscha¨tzers, vgl. Bankhofer (1995), S.104ff).
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Abbildung 3: U¨bersicht Verfahren zum Umgang mit fehlenden Werten
Bei Erga¨nzungen durch Lageparameter werden die fehlenden Werte durch die Werte des arithme-
tischen Mittels, des Medians oder des Modus der beobachteten Fa¨lle ersetzt. Die Ersetzung la¨sst
sich beliebig nach Teilgruppen differenzieren und fu¨hrt prinzipiell zu konsistenten Scha¨tzungen
unter MCAR (Spieß 2008, S.15). Das Verfahren ist zwar a¨ußerst simpel, ha¨ufig in der Software
auch implementiert, jedoch verweist die Literatur ausfu¨hrlich auf einen großen Nachteil. Die Vari-
anz wird unter Umsta¨nden deutlich unterscha¨tzt (Bankhofer 1995, S.106; Ra¨ssler 2000, S.71).
Bei Hot-Deck-Techniken werden zuerst Imputationsklassen gebildet, die Antwortende und Nicht-
antwortende enthalten. Mit Hilfe verschiedener Mechanismen wird nun innerhalb der Gruppe fu¨r
die fehlenden Werte der Wert aus den Antwortenden zugewiesen, wobei verschiedene Varianten
der Auswahl dieser Spender mo¨glich sind. Eine spezielle Methode, einen geeigneten Ersatzwert zu
finden, ist das Nearest-Neighbour-Verfahren. Durch eine Distanzmatrix wird derjenige Antworten-
de ausgewa¨hlt, der dem Nichtantwortenden fu¨r eine definierte Anzahl von Variablen am a¨hnlich-
sten ist. Da hier eine Art Matching stattfindet, wird das Verfahren auch als ”statistical matching“
bezeichnet (sehr ausfu¨hrlich bei Bankhofer 1995, S.120ff; Ra¨ssler 2000, S.71). Das sogenannte
Doppeln la¨sst sich als ”degenerierte Form des Hot-Deck-Verfahrens oder als Gewichtungsmetho-
de“ (Ra¨ssler 2000, S.71) auffassen. Das Verfahren fehlende Werte durch einen beobachteten Wert
aus vorhergehenden Erhebungen zu erga¨nzen, wird als Historische Erga¨nzung bezeichnet. Bei re-
gelma¨ßigen Erhebungen bietet sich diese Form der Erga¨nzung an, die auch Trendkorrekturen er-
laubt (Go¨thlich 2007, S.126f).
Eine antiquierte Form der Hot-Deck-Techniken, bei der die Spender fu¨r die fehlenden Werten aus
alten Datensa¨tzen stammt, heißt Cold-Deck-Techniken (Go¨thlich 2007, S.126f). Vorteil dieser Kor-
rekturmethoden ist zuna¨chst, dass nur in den Daten existierende Werte imputiert werden (Spieß
2008, S.19).
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Bei entsprechender Datenlage und Zusammenha¨ngen lassen sich Regressionsgleichungen (selte-
ner Logit- oder Probitmodelle) aufstellen, bei denen vollsta¨ndige Variablen als Regressoren die-
nen. Die fehlenden Werte lassen sich dann mit dem Modell vorhersagen, wobei das Problem auf-
treten kann, dass gerundet werden muss, da vorhergesagte Werte keine gu¨ltigen Auspra¨gungen
sind. Gerade in sozial- und wirtschaftswissenschaftlichen Erhebungen ist dies ha¨ufiger der Fall, da
der Großteil der Variablen diskret ist. Um Variationsverluste auszugleichen, werden stochastische
Sto¨rterme addiert.16. Der Ausfallmechanismus kann MAR sein.
Predictive Mean Matching fu¨hrt den Ansatz der Regressionsmethode weiter (Rubin 1986, Little
1988). Anstatt zu runden, orientiert man sich am Ergebnis des Regressionsmodells und sucht dann
unter den Antworten denjenigen Wert, der am a¨hnlichsten ist, heraus. Dadurch wird sichergestellt,
dass nur tatsa¨chlich auftretende Werte imputiert werden (Go¨thlich 2007, S.125; Koller-Meinfelder
2010, S.31ff).
Maximum-Likelihoodbasierte Methode ist beispielsweise die Scha¨tzung unvollsta¨ndige Daten mit
dem EM-Algorithmus. Da der Datenausfall die ML-Scha¨tzung (genauer die Maximierung der Lo-
glikelihood) stark verkompliziert, werden im Expectation-Schritt die fehlenden Daten als Erwar-
tungswerte fu¨r Variablen mit fehlenden Werten zum unbekannten Parameter erga¨nzt.17 Anschlie-
ßend wird im Maximiziation-Schritt ein neuer Wert aus den ML-Scha¨tzer des Parameters aus den
beobachteten und den im E-Schritt erga¨nzten Daten errechnet. Das Verfahren iteriert bis eine de-
finierte Abweichung unterschritten wird (Dempster et al. 1977). Als stochastische Variante des
EM-Alghorithmus gilt Data Augmentation (Schafer 1997a, S.37ff). Gela¨ufiger ist die Bezeich-
nung Markov-Chain-Monte-Carlo-Methoden (MCMC).18 Hier wird die Imputation durch einen
Zufallsterm erga¨nzt (Go¨thlich 2007, S.128; Allison 2002). Als Voraussetzung fu¨r die Anwendung
der parameterscha¨tzenden Verfahren gelten MAR und die Normalverteilungsannahme. Teilweise
wird auch ein spezielles Muster der fehlenden Werte vorausgesetzt. Zudem geht die Theorie dieser
Verfahren zuna¨chst von stetigen Merkmalen aus (Bankhofer 1995, S.166f).
Multiple Imputation stellt dem Nutzer mehrere vervollsta¨ndigte Datensa¨tze zur Verfu¨gung (Rubin
1978; Longford 2008, S.143). In der Zahl unterschiedlich erga¨nzter Datensa¨tze spiegelt sich die
Unsicherheit, die durch die Imputation entsteht, wider (dieser Vorteil entfa¨llt bei der Single Impu-
tation). Zu den grundlegenden Bedingungen za¨hlt, dass der Ausfall MAR ist. Zwar vereinfacht ein
monotones Ausfallmuster die Imputation, jedoch stellen beliebige Ausfallmuster heute fu¨r aktuelle
Software kein Problem mehr da (Stichwort: Chained equitations).19
16Ganz ausfu¨hrlich, auch zu ihrer historischen Entwicklung vgl. Bankhofer (1995), S.126ff. Deshalb za¨hlt Nordholt
konventionelle Imputationen mit zusa¨tzlichen Residuen zur Gruppe der ”stochastic imputation methods“, vgl. Nordholt
(1998), S.160.
17Bei Ra¨ssler (2000), S.73ff wird die Maximierung der Likelihood unter Datenausfall sehr anschaulich erkla¨rt.
18Schafer (1997a), S.68 spricht hier allerdings von einer zu laxen Definition des MCMC-Begriffs.
19Beispiel von Muster werden in Abschnitt 4.2.1, 4.2.2 und 4.2.3 dargestellt.
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2.5 Zwischenfazit
Das erste inhaltliche Kapitel sollte deutlich machen, dass der Forschungsgegenstand aufgrund der
Vielzahl von Definitionen und der unterschiedlichen Perspektiven von hoher Komplexita¨t ist. Die
Ubiquita¨t fehlender Werte trifft gerade in den Sozialwissenschaften auf unterschiedliche Konzepte
der Definition und der Behandlung. Wa¨hrend eine große Surveymethodenliteraturauswahl sich mit
Vermeidungsstrategien befasst, konzentrieren sich Statistiker in erster Linie auf Korrekturmetho-
den. Die Einbettung des Problems in dem gesamten Erhebungsprozess, wie einfu¨hrend durch den
Survey Lifecycle skizziert wurde, erfordert jedoch eine Beru¨cksichtigung beider Perspektiven. Die
Breite der statistischen und methodischen Literatur verdeckt auch die Tatsache, dass die meisten
Erhebungen in teils bewusster, teils unbewusster Ignoranz gegenu¨ber den Forschungsergebnissen
bezu¨glich Missing Data durchgefu¨hrt werden. Wie in den praktischen Teilen noch zu sehen sein
wird, wird vor allem in den Sozialwissenschaften in der Erhebungspraxis allenfalls eine geringe
Bandbreite von Vermeidungsstrategien eingesetzt. Die Anwendung von Korrekturverfahren orien-
tiert sich sehr ha¨ufig an einem naiven Vorgehen.
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3 Item Nonresponse: Theorie und
Determinanten
3.1 Einleitung
Es gibt nur wenige Ansa¨tze zu einer umfassende Theorie fu¨r Item Nonresponse, die tatsa¨chlich
den gesamten Erhebungsprozess beru¨cksichtigten. Ha¨ufig handelt es sich um Theorien, die eine
bestimmte Komponente des Erhebungsprozesses – z.B. die Fragestellung, die Stichprobenziehung
oder das Interview – bezu¨glich Item Nonresponse analysiert.20 Da einzelne Elemente einer Er-
hebung an sich bereits komplex sind, sind viele vorhandene Erkenntnisse in ihrer Aussagekraft
eingeschra¨nkt, andere stehen isoliert. Abschnitt 3.2 fasst die theoretischen Erkenntnisse bezu¨glich
der Entstehung von Item Nonresponse zusammen, 3.3 arbeitet die Determinanten unter Vewendung
des ALLBUS 2006 heraus.
3.2 Theorie zur Entstehung von Item Nonresponse
Die folgenden Abschnitte na¨hern sich sukzessiv dem theoretischen Kern von Item Nonrespon-
se. Als großer Rahmen dient zuna¨chst der Survey Lifecycle, mit dessen Hilfe Item Nonresponse
begu¨nstigende und mindernde Faktoren analysiert werden (3.2.1). Item Nonresponse manifestiert
sich wa¨hrend des Interviews, das als soziale Interaktion in Abschnitt 3.2.2 betrachtet wird. Daran
knu¨pf sich eine Theorie des Antwortens an (angelehnt z.B. an Tourangeau et al. 2000, S.23ff).
Diese Theorie findet eine Konkretisierung im Entscheidungsprozess nach Beatty und Herrmann
(2002), in dem das Auftreten von Item Nonresponse als spezifisches Antwortverhalten erkla¨rt
wird (3.2.3). Mit Hilfe dieser Konkretisierung lassen sich fu¨r große Stichprobenerhebungen so-
dann Schlu¨sse fu¨r die Auswahl der weiteren Korrekturmethoden ziehen (3.2.4).
20Bei McKnight et al. (2007) wird das Konzept einer umfassenden Beru¨cksichtigung der Erhebung angedacht. Auch
Bankhofer (1995) hat Ansa¨tze fu¨r eine umfassende Perspektive.
3.2.1 U¨bersicht: Item Nonresponse begu¨nstigende und mindernde Faktoren
Einzelne Teile des Survey Lifecycle ko¨nnen als Schlu¨ssel zum Versta¨ndnis des Item Nonresponse
dienen, der gesamte Lifecycle sogar zur Einordnung des Problems. Diese U¨berlegungen erleichtern
daru¨berhinaus den Umgang mit Item Nonresponse, indem sie Hinweise zur Auswahl der geeigne-
ten Korrekturmethode geben ko¨nnen.
Im Folgenden soll nun anhand der Prozess- und Designperspektive eine U¨bersicht u¨ber die Wir-
kung und Wechselwirkung einzelner Parameter einer Erhebung und deren Einfluss auf Item Nonre-
sponse gegeben werden. Die jeweiligen Stellen im Survey Lifecycle, die sich als wichtige Faktoren
in der Literatur herausgestellt haben, sind farblich hervorgehoben.
Abbildung 4: Survey Lifecycle und Item Nonresponse
So wie die Fragestellung den weiteren Erhebungsprozess konstituiert, determiniert sie auch das
spa¨tere Auftreten fehlender Werte. Betroffen sind neben Wissensfragen vor allem sensible Frage-
stellungen.21 Eine Abgrenzung von sensiblen und nicht sensiblen Themen la¨sst sich nicht scharf
21Wenn zum Beispiel Datums- oder Zeitangaben abgefragt werden, vgl. Tourangeau (2000), S.100ff; Fowler and
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durchfu¨hren. In der Regel gelten Fragen zu ”sexual behavior, drugs and alcohol abuse, criminal of-
fences and fraud, ethical problems, and attitudes involving abortion, euthanasia and suicide, as well
as charity, politics, medical compliance, psychological problems“ (Lensvelt-Mulders 2008, S.462)
als sensibel. Prinzipiell wird in der Literatur vermutet, dass sensible Themen zu steigenden Non-
response fu¨hren – und zwar sowohl zu steigenden Item als auch zu steigenden Unit Nonresponse-
Anteilen (Catania et al. 1990; Lensvelt-Mulders 2008, S.464). Findet in einer großen Erhebung
eine Befragung gro¨ßtenteils u¨ber nicht sensible Themen statt, werden nur bei den sensiblen Fra-
gen ho¨here Item Nonresponse-Anteile zu beobachten sein. Die empirischen Ergebnisse sind hier
allerdings nicht eindeutig. So ermitteln beispielsweise Tourangeau et al. keinen dramatisch ho¨her-
en Ausfall bei Fragen zur sexuellen Orientierung und Verhaltensweisen (Tourangeau et al. 2000,
S.263f). Anders als bei Unit Nonresponse, die aufgrund sensibler monothematischer Erhebungen
real ansteigen ko¨nnen, werden viele Befragte im Interview nicht unbedingt Item Nonresponse ge-
nerieren, sondern machen eine falsche Angabe. Das heißt, dass unter Umsta¨nden kein wesentlich
erho¨hter Item Nonresponse-Anteil zu beobachten ist, sondern eher mit einer verzerrten Messung
zu rechnen ist. Damit wu¨rde das Nonresponse Problem zum Messproblem – ein Trade-off, der
ha¨ufig nicht umgangen werden kann (Tourangeau et al. 2000, S.264f). Der Zusammenhang fa¨llt
dabei wohl je nach Erhebungsmodus unterschiedlich stark aus.
Zusammen mit dem Erkenntnisinteresse, das in der Fragestellung zum Audruck kommt, ist die
zweite zentrale Frage die nach der Zielgesamtheit: U¨ber wen sollen Informationen gesammelt
werden? Die Zielgesamtheit kann je nach Fragestellung durchaus vermehrt Personen mit Merk-
malsauspra¨gungen aufweisen, von denen aus der Literatur bekannt ist, dass sie zu einer ho¨heren
Eintrittswahrscheinlichkeit von Item Nonresponse fu¨hren. Es la¨sst sich beispielsweise bei Personen
mit niedriger Bildung oder schlechterem Sprachversta¨ndnis (Zuwanderer) in Studien ein ho¨heres
Niveau an Item Nonresponse beobachten.22
Die Mo¨glichkeit, dass das Messkonzept oder dessen Umsetzung, also die Messung selbst, einen
Einfluss auf die Ho¨he des Item Nonresponse haben kann, ist evident. So wird beispielsweise die
Ho¨he des Item Nonresponse-Anteils davon abha¨ngen, ob das Messkonzept die ”weiß nicht“- oder
”keine Angabe“- Kategorien zula¨sst (Borg und Staufenbiel 2007; allgemein zu Antwortalternati-
ven: Schwarz et al. 2008, S.20; Tourangeau et al. 2000, S.299). Zudem kann die Komplexita¨t der
Messung, die sich in einem schwierigen Wording, komplexer Filterfu¨hrung oder a¨hnlichen Desi-
gnfaktoren manifestiert, Item Nonresponse-Auftreten beeinflussen (Schwarz et al. 2008, S.19f).
Dass auch der Erhebungsmodus einen Einfluss auf Item Nonresponse haben kann, ist zumindest
plausibel (De Leeuw 2008, S.123ff; Tourangeau et al. 2000, S.306). Der Zusammenhang gestal-
tet sich aber komplexer: Je mehr Unperso¨nlichkeit der Modus generiert, desto unproblematischer
kann die Beantwortung sensibler Fragestellungen sein. Danach la¨sst sich generell nach Erhebun-
gen mit Interviews und ”self administered“ Erhebungen unterscheiden, wobei das Telephoninter-
view unperso¨nlicher als das perso¨nliche Interview ist. Bei Telefoninterviews entfa¨llt zumindest der
Komplex nonverbaler Kommunikation. Der Interviewer kann bezu¨glich der Entstehung von Item
Nonresponse eine ambivalente Stellung einnehmen. Er kann das Risiko erho¨hen oder vermindern,
dass beispielsweise aufgrund sozialer Erwu¨nschtheit Item Nonresponse entsteht.23 Viele Aufgaben
des Interviewers ko¨nnen allerdings auch fehlende Werte verhindern; de Leeuw (2008), S.115 fasst
Consenza (2008), S.143ff; zu sensible Fragestellungen vgl. Schuman und Presser (1981), S.203ff.
22Einige Ergebnisse aus der Unit Nonresponse-Forschung lassen sich hier u¨bertragen, es gibt aber auch einzelne
Beitra¨ge speziell fu¨r Item Nonresponse, vgl. Thiessen und Blasius (1998), S.240f.
23Allgemein zum Pha¨nomen sozialer Erwu¨nschtheit, vgl. Stocke´ und Hunkler (2004).
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diese Aufgaben zusammen: ”they have to motivate respondents, to deliver and when necessary cla-
rify questions, to answer respondent’s queries, and to probe after inadequate answer“E˙mpirische
Analysen deuten deshalb darauf hin, dass zwar die Item Nonresponse-Quote durch das perso¨nliche
Interview geringer wird, jedoch – wie sich am Beispiel sensibler Fragestellungen zeigen la¨sst – die
Beantwortungsqualita¨t schlechter ist als bei postalischen Erhebungen (De Leeuw 2008, S.123f).
Daneben verlangen unterschiedliche Erhebungsmodi von den Befragten unterschiedliche Fa¨hig-
keiten. Dies reicht von der generellen Lese- und Schreibfa¨higkeit, der Fa¨higkeit zuzuho¨ren, der
Konzentrationsfa¨higkeit, der Geda¨chtnisleistung bis hin zur Tippfa¨higkeit und dem Umgang mit
Tastaturen (z.B. bei computergestu¨tzten Ausfu¨llung durch den Befragten selbst) (De Leeuw 2008,
S.122f; Lynn 1998, S.9f; Martin et al. 1993, S.654). Zusammenha¨nge zwischen diesen Faktoren
und Item Nonresponse erscheinen plausibel, sind bisher allerdings kaum methodisch aufgearbei-
tet.24
Da die eigentliche Manifestation des Item Nonresponse erst in der Interviewsituation erfolgt,
bedarf es einer ausfu¨hrlicheren Darstellung dieser komplexen sozialen Interaktion. Ob Item Non-
response tatsa¨chlich entsteht oder nicht, wie einzelne vorgelagerte Faktoren des Erhebungsprozess
die Entstehung von Item Nonresponse faktisch begu¨nstigen oder minimieren, entscheidet sich letzt-
lich wa¨hrend des Interviews. Deshalb findet in den folgenden Abschnitten (3.2.2 und 3.2.3) eine
detaillierter Auseinandersetzung mit der Interviewsituation statt.
Nach der eigentlichen Datenerhebung werden die Antworten editiert. Neben der Digitalisierung
(falls noch nicht geschehen) gilt es, die Daten in ga¨ngige Softwareformate zu bringen. Außerdem
werden ha¨ufig die Antworten auf ihre Konsistenz gepru¨ft. So werden Antworten, die außerhalb ge-
wisser Bandbreiten liegen, entweder korrigiert, wenn es plausible Anhaltspunkte dafu¨r gibt, oder
im Zweifel als Item Nonresponse definiert. Im Zuge der Editierung identifiziert man ha¨ufig Aus-
reißer und definiert diese unter Umsta¨nden als Item Nonresponse, ehe die Datensa¨tze den Nutzern
zuga¨nglich gemacht werden (Groves et. al 2004, S.44). Intensive Editierung entha¨lt durchaus sub-
jektive Zu¨ge, was die Definition von Ausreißern und Konsistenzen angeht. Qualitativ hochwertigen
Datensa¨tzen ist deshalb eine Dokumentation der Editierung beigefu¨gt. Bei entsprechender Qualita¨t
der Erhebung sollte die Editierung allerdings eine vernachla¨ssigbare Quelle von Item Nonresponse
sein (Schmith 2002, S.34ff).
Korrekturmethoden nach der eigentlichen Erhebung erzeugen an sich keine Item Nonresponse. Ihr
Einsatz entscheidet aber daru¨ber, ob und wieviel Item Nonresponse im Datensatz zu finden ist,
ehe die Datennutzer auf ihn zugreifen ko¨nnen. Dies begrenzt dann die spa¨ter noch anwendbaren
Korrekturmethoden der jeweiligen Nutzer (Enders 2010; Longford 2008, S.135ff), die ebenfalls
dokumentiert werden mu¨ssen.
24Moderierende Merkmale fu¨r Erhebungen seien nach Tourangeau et al. Unperso¨nlichkeit, Legitimita¨t, Wichtigkeit
der Studie und kognitive Hu¨rden. Diese drei besitzen wohl Einfluss auf die Ho¨he der Item Nonresponse, wobei die
empirischen Befunde auf keine allzugroße empirische Evidenz hindeuten, vgl. Tourangeau et al. (2000), S.304ff.
18
3.2.2 Interview: Interaktion von Interviewer und Befragten
”Wer kommuniziert – interagiert gleichzeitig. Wer interagiert – kommuniziert gleichzeitig.“
Paul Watzlawick
Die weitere Ausfu¨hrungen und die Anwendung spezifischer Theorien beziehen sich auf den Typus
der stark strukturierten Befragung, wie sie auch bei den spa¨ter verwendeten Beispieldatensa¨tzen
durchgefu¨hrt wurde. Es handelt sich zudem um perso¨nliche oder face-to-face Interviews.25 Der In-
terviewer kann unterschiedlich stark involviert sein. Es gibt ein breites Spektrum, das von starker
Involvierung wie beim perso¨nlichen Einzelinterview bis hin zu schwacher Involvierung bei posta-
lischen Interviews reicht, jedoch la¨sst sich in allen Fa¨llen davon ausgehen, dass es sich um einen
”sozialen Vorgang“ handelt: das Interview ist eine soziale Situation. ”Von sozialer Situation ist
selbst dann zu sprechen, wenn jemand fu¨r sich allein auf einen schriftlichen Fragebogen Antwort
gibt[...]“ (Atteslander 2010, S.112). Das bedeutet, dass auch weniger strukturierte und unperso¨nli-
chere Befragungen die im Folgenden dargestellten Merkmale und Prozesse abgestuft aufweisen.
Fasst man das Interview als ein Stimulus-Reaktionsmodell auf, spielen alle mo¨glichen Reize wie
Interviewer, Zeitpunkt und Interviewort, der Fragebogen, aber auch die Erwartungen und Nor-
men des Befragten selbst nur als allgemeine Sto¨rfaktoren eine Rolle. Dieses Modell geht davon
aus, dass ein direkter, ausschließlicher und zwingender Zusammenhang zwischen einem Stimulus
(Frage) und einer bestimmten Reaktion (Antwort) besteht. Demnach ist allein der Fragebogen (als
Summe der Stimuli) der Schlu¨ssel zu einer Befragung – eine nicht selten vertretene Position unter
Methodikern (Atteslander 2010, S.112).
Abbildung 5: Schema Stimulus-Person-Reaktionsmodell
25
”[. . . ] face-to-face interview in the context of survey research can be defined as a face-to-face interaction between
two persons in which one person (interviewer) asks questions by means of a questionnaire and the other person
(respondent) answers these questions.“ (Loosveldt 2008, S.201).
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Um das Modell realita¨tsgerechter zu machen, muss das Stimulus-Reaktionsmodell durch die Ein-
beziehung der Person des Befragten zum Stimulus-Person-Reaktionsmodell erweitert werden (sie-
he Abbildung 5). Der Stimulus, den der Befragte empfa¨ngt, wird bewertet, gedeutet und darauf-
hin abgescha¨tzt, was die mo¨gliche Reaktion fu¨r den Befragten bedeutet. Nach Atteslander gelten
bei der kognitiven, emotionalen und rationalen Verarbeitung des Fragestimulus auch Normen des
Befragten als wichtiger Faktor. Diese Normen lassen sich wiederum in gesamtgesellschaftliche,
gruppenspezifische und interviewspezifische Normen unterteilen (Atteslander 2010, auch schon
bei Atteslander und Kneubu¨hler 1975).26 Latent wirken sich auf den Befragten und den in ihm ab-
laufenden Prozessen der Stimulusverarbeitung eine Fu¨lle von Reizen aus: Umgebungsmerkmale,
situative Gegebenheiten, Fragebogen und als wichtigstes die Person des Interviewers.
Zu den Umgebungsmerkmalen za¨hlt neben atmospha¨risch situativen Merkmalen das Vorhanden-
sein dritter Personen wa¨hrend des Interviews.27 Die Anwesenheit von Dritten kann nach Reuband
vom Part des passiven Zuho¨rers bis hin zum Adressaten oder Katalysatoren des Interviews rei-
chen (Reuband 1984, S.117). Leider werden Studien bezu¨glicher Dritter selten auf den Spezialfall
von Item Nonresponse analysiert, sondern versuchen, Inkonsistenzen oder falsche Antwortangaben
nachzuweisen. Jedoch kann man davon ausgehen, dass die Anwesenheit von weiteren Personen
wa¨hrend des Interviews auch die Verweigerung gerade bei sensiblen Items beeinflusst (Haunber-
ger 2006, S.39f).
Die Auswirkungen der Interviewereigenschaften stellen den wohl bedeutendsten Bestandteil der
sozialen Interaktion Interview dar. Gerade die Erwartungen des Befragten beziehen sich auf die
Person des Interviewers und des Interviews (Esser 1984, Reinecke 1991) und beeinflussen damit
die Reaktion auf den Stimulus. Das perso¨nliche Interview gilt in seiner Gesamtheit als Kommuni-
kation, die sich aber aufgrund der Rollenaufteilung in Frager und Befragten von der allta¨glichen
Kommunikation unterscheidet (Loosveldt 2008) und sogar als einschu¨chternde Ausfragesituation
wahrgenommen werden kann (Krebs und Schu¨ssler 1987). Der Interviewer besitzt sowohl sicht-
bare als auch unsichtbare Merkmale, die der Befragte wahrnehmen kann (Reinecke 1991, S.27ff).
Nach dem Eisberg (Watzlawick et al. 2011) la¨sst sich davon ausgehen, dass diese Merkmale –
großteils unbewusst – Signale aussenden, die vom Befragten wiederum bewusst oder unbewusst
perzipiert werden ko¨nnen. Es darf nicht vergessen werden, dass Interviewer und Befragter Reiz-
empfa¨nger und Reizsender gleichermaßen sein ko¨nnen (Esser 1984). Aus dieser Tatsache erwa¨chst
der Interaktion Interview eine dynamische Komponente.28 In der zeitlichen Entwicklung wirkt die
soziale Interaktion auf die (unsichtbaren) Merkmale, die auf die Interviewsituation selbst Einfluss
nehmen (Steinerts 1984). Deshalb teilt Esser (1984) den Interviewprozess in drei Einzelaspekte
ein: Erstens die Reaktion des Befragten in Abha¨ngigkeit vom Fragestimulus und der Beeinflussung
durch den Interviewer. Zweitens die Stimulierung, Beeinflussung und Reaktion des Interviewers,
die einerseits der Befragte anderseits der Fragebogen (Fragedesign) auslo¨st. Schließlich die Ver-
codungshandlung, falls diese allein beim Interviewer liegt. Auch diese Handlung unterliegt der
26Da die Prozesse im Befragten nicht empirisch, sondern allenfalls theoretisch erfasst werden ko¨nnen, soll an dieser
Stelle auf die ausfu¨hrlichen Erkla¨rungsmodelle bei Reinecke (1991), S.35ff verwiesen werden.
27Dabei ko¨nnen Umgebungsmerkmale im Interview niemals vollsta¨ndig empirisch erfasst werden, vgl. Esser (1984).
28Man kann sich dies so vorstellen, dass Abbildung 5 den einmaligen Ablauf von Stimulus-Person-Reaktion veran-
schaulich. Da ein Interview in der Regel aus mehreren oder sehr vielen Stimuli besteht, durchla¨uft die Interaktion mit
sich vera¨nderten Parametern bis zum Interviewende immer wieder den in Abbildung 5 dargestellten Prozess.
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Beeinflussung der Befragtenreaktion, weiteren situativen und schließlich den eigenen Merkmalen
des Interviewers. Dieser Einfluss kann – wie oben – genannt nur im schriftlichen Interview (Mail,
Post) im großen Umfang vermindert werden, da es fu¨r die Interviewerperson unmo¨glich ist, nur
auf den Fragestimulus bezogen zu kommunizieren (Watzlawick et al. 2011).
Eine fru¨he Studie zur empirischen Evidenz stammt von 1972: In einer multivariaten Analyse un-
tersuchten Schanz und Schmidt (1972) den Einfluss von Unmgebungsmerkmalen, Interviewerei-
genschaften und Reaktionen des Befragten. Hierbei griffen sie auf eine große Bandbreite von
Variablen zuru¨ck, die bereits in der a¨lteren Literatur als vermutete Reizfaktoren galten:29 Alter,
Geschlecht, Schulbildung und Status des Interviewers, die Anwesenheit Dritter, alsdann als in-
teragierende Variablen Alter, Geschlecht und Bildung des Interviewers mit den entsprechenden
Merkmalen des Befragten, die Interaktion sozialer Distanz zwischen Interviewer und Interview-
tem (Schanz und Schmidt 1984, S.74f.). Gerade die sichtbaren soziodemografischen Merkmale
des Interviewer ko¨nnten die Reaktion des Befragten bei solchen Themen beeinflussen, bei denen
eines der Merkmale einen Hinweisreiz darstellt.
Leider werden bei vielen Studien nur die generellen Auswirkungen von Reizen auf das generel-
le Antwortverhalten untersucht, wa¨hrend die spezifischen Auswirkungen auf Item Nonresponse
ausgeblendet werden. Im Zentrum steht zumeist die Frage, inwieweit die Messung durch soziale
Erwu¨nschtheit oder die inhaltsunabha¨ngige Zustimmungstendenz der Befragten verzerrt wird (Rei-
necke 1991, S.23ff). Haunberger (2006) hat beispielsweise einfach messbare Merkmale untersucht,
allerdings dabei nicht nur nach Verzerrung (also ”falscher“ Beantwortung) sondern auch nach den
Konsequenzen fu¨r die Enstehung von Item Nonresponse gefragt (Haunberger 2006, S.28ff).30 Sie
identifiziert in erster Linie u¨ber die Frage nach dem Netto- bzw. Haushaltseinkommen sensible
Themen als Stimuli mit erho¨hter Verweigerungsrate. Hauptsa¨chlich erkla¨rende Variablen sind da-
bei vor allem Interaktionseffekte wie der Umstand, dass Interviewer und Befragter zur gleichen
Bildungsgruppe geho¨ren (Haunberger 2006, S.43).
Da Item Nonresponse keine zwingende, sondern nur eine von mehreren Reaktionen (Antworten)
auf den Fragestimulus darstellt, muss in Abschnitt 3.2.3 die Frage gekla¨rt werden, unter welchen
Umsta¨nden das Ergebnis des Antwortprozesses auf Item Nonresponse verengt wird.
29Interviewereffekt bedeutet, dass sichtbare oder unsichtbare Merkmale des Interviewers zu einem Antwortverhalten
fu¨hren, das nicht das ”wahren“ Antwortverhalten des Befragten widerspiegelt, vgl. Esser (1984).30Als Reize wurden in der Analyse beru¨cksichtigt: Anwesenheit Dritter, Interviewla¨nge, Bildung, Alter und Ge-
schlecht des Befragten und des Interviewers sowie Interaktionsterm aus dem Bildungsniveau, vgl. Haunberger (2006),
S.39.
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3.2.3 Theorie zu Entscheidungsprozessen bei Item Nonresponse
Beatty und Herrmann (2002) formulieren einen theoretischen Rahmen, der den Entscheidungspro-
zess der befragten Person gleichsam im letzten Stu¨ck des Stimulus-Personen-Reaktionsmodells
nachzeichnet und wiederum von drei Faktoren bestimmt wird. Der erste Faktor umfasst den ko-
gnitiven Status (KS), der als eigener theoretischer Ansatz noch explizit ausgefu¨hrt wird. Zweitens
entscheidet der Befragte u¨ber die Angemessenheit seiner Antwort und schließlich unterliegt die
tatsa¨chliche Antwort der kommunikativen Absicht des Befragten (Beatty und Herrmann 2002,
S.72). Diese Faktoren werden sowohl von den perso¨nlichen Eigenschaften des Befragten beein-
flusst, als auch von den im Abschnitt 3.2.2 beschriebenen Normen und Erwartungen bestimmt,
mit der der Befragte in das Interview geht, sowie den Erwartungen und Empfindungen, die sich in
der Interaktion mit dem Interviewer im Interview herausbilden. Beatty und Herrmann greifen da-
bei einerseits auf Erkenntnisse der psychologischen Geda¨chtnis- und Lernforschung zuru¨ck (z.B.
Hasher und Griffin 1978; Reder 1988; fu¨r die Survey Methodologie vgl. Tourangeau et al. 2000,
S.62ff) andererseits beziehen sie sich implizit auf das Stimulus-Person-Reaktionsmodell.
Der Stimulus konfrontiert den Befragten mit zwei grundlegenden Fragen: ’Kann ich auf den Sti-
mulus antworten?‘ und ’Will ich auf den Stimulus antworten?‘ Bei der ersten Frage spielt die
Aktivierung relevanten Wissens die entscheidende Rolle. Bei der zweiten Frage ist die Motivation
zur Beantwortung entscheidend. Der Befragte kann aus verschiedenen Motiven die Antwort ver-
weigern, weil er nicht auf eine sensible Frage antworten mo¨chte, weil er die Anstrengung scheut
sich z.B. zu erinnern oder weil der Befragte einen vermeintlichen Konflikt und daraus resultierende
Unannehmlichkeiten bei der Beantwortung fu¨rchtet.
Kern des ersten Teils ist der kognitive Status des Befragten, der die Aktivierbarkeit des notwendi-
gen Wissens beschreibt, auf den der Stimulus, die Frage, trifft. Beatty und Herrmann (2002) teilen
deshalb zuna¨chst das Wissen des Befragten in vier kognitive Status ein, die im Schema dargestellt
sind (Beatty und Herrmann 2002, S.73ff).
Abbildung 6: Schema kognitiver Status und Item Nonresponse
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Wenngleich Wissen eine (latent) stetige Variable darstellt, werden der U¨bersichtlichkeit halber vier
Levels kognitiver Status gebildet. Die Levels lassen sich in eine Reihenfolge bringen, in der das
Wissen fu¨r die Beantwortung des Fragestimulus verfu¨gbar ist: vorhanden, zuga¨nglich, generierbar
und nicht (oder kaum) scha¨tzbar. Im ersten Status ist die Information, die zur Beantwortung der
Frage beno¨tigt wird, vorhanden und mu¨helos abrufbar. Gibt der Befragte nun eine Antwort, kann
diese nach menschlichem Ermessen immer falsch sein oder richtig. Verweigert der Befragte die
Antwort aufgrund der anderen Entscheidungsfaktoren, hat es bewusst gegen den eigentlichen ko-
gnitiven Status reagiert (zumindest mit hoher Wahrscheinlichkeit). Im zweiten Status la¨sst sich die
fu¨r die Antwort beno¨tigte Information mit etwas Mu¨he abrufen. Es ist eine abgeschwa¨chte Form
des ersten Status. Beim dritten Status wird der Aufwand fu¨r eine Fragebeantwortung noch ein-
mal deutlich ho¨her und kann unter Umsta¨nden nur noch gescha¨tzt werden. Im letzten kognitiven
Status besitzt der Befragte das notwendige Wissen schlichtweg nicht. Die Konsequenz ist die Ent-
scheidung fu¨r eine Antwortverweigerung. Dies ist jedoch keinesfalls zwingend. Der Befragte kann
na¨mlich eine Antwort geben, die richtig oder falsch ist. Mit zunehmender kognitiver Herausforde-
rung sind zuna¨chst die Sta¨rke der Erinnerung oder die allgemeinen intellektuellen Fa¨higkeiten des
Befragten sowie der Willen, diese zu benutzen, entscheidend. Außerdem muss der Befragte zum
Schluss kommen, dass seine Reaktion (Antwort) ada¨quat fu¨r den Fragestimulus zu sein scheint.
Beatty und Herrmann richten ihr Hauptaugenmerk auf die mittleren Status, bei denen mit einem
gewissen Aufwand, die Information generiert oder gescha¨tzt werden kann. Dabei entscheidet der
Faktor der ada¨quaten Urteilsbildung unter Umsta¨nden u¨ber die Entscheidung einer vielleicht nicht
richtigen Antwort oder u¨ber die Antwortverweigerung, die auch falsch sein kann, wenn die Infor-
mation doch genierbar oder scha¨tzbar gewesen wa¨re. Hier kommen wir zur zweiten Frage. Wenn
die befragte Person das notwendige Wissen besitzt oder generieren kann, steuert das kommunika-
tive Ziel des Befragten die Beantwortung der Frage.
Das nachfolgende Schema (Abbildung 7) verdeutlicht im Prozess vom Stimulus bis zur Ent-
scheidung, ob Item Nonresponse generiert wird oder nicht. Dabei werden noch einmal die Er-
kla¨rungsfaktoren fu¨r das Zustandekommen von Item Nonresponse zusammengefasst: Unversta¨nd-
nis bezu¨glich der Fragestellung, niedrige Motivation, Zuru¨ckhaltung der Informationen, obwohl
sie vorhanden sind, und schließlich die U¨berzeugung, dass Item Nonresponse die einzig ada¨quate
Antwortform ist.31
31A¨hnliche Faktoren auch bei Krosnick: er betont allerdings noch gesondert die eventuell einschu¨chternde Wirkung
der Interviewsituation, vgl. Krosnick (2002).
23
Abbildung 7: Antwortprozess nach Beatty und Herrmann (2002)
Ist die Motivation sowieso so gering, dass unter Umsta¨nden der Befragte die Hu¨rden zur Beant-
wortung gar nicht nehmen will, wird er zu¨gig zur Item Nonresponse-Kategorie kommen. Determi-
nanten fu¨r die Antwortmotivation ko¨nnen beispielsweise Zentralita¨t und Interesse am Fragethema
sein (Krosnick 2002, S.94). Ist die Motivation nicht das Problem und die Antwort wa¨re kogni-
tiv verfu¨gbar, jedoch beispielsweise aus Gru¨nden der sozialen Erwu¨nschtheit nicht ada¨quat, steht
als Reaktion am Ende ebenfalls eine Verweigerung. In diesem Fall ist das Streben des Befragten
im Interview nach Selbstdarstellung (bezu¨glich seiner selbst und des Interviewers) und Anerken-
nung (von Seiten des Interviewers fu¨r den Befragten) Ziel der Nichtantwort (beispielsweise Esser
1984; Reinecke 1991; Bu¨schges et al. 1995; Krosnick 2002).32 Bei Befragten, die eine verminderte
Kommunikationsabsicht haben, ko¨nnen allerdings sowohl Antwortverweigerungen oder die Vor-
gabe, die Antwort nicht zu wissen, als auch die bewusste Angabe einer falschen Antwort in Frage
kommen (Reinecke 1991).33
Die eben skizzierten Theorien erfu¨llen keinen Selbstzweck. Trotz ihrer starken Vereinfachung des
sehr komplexen Gegenstandes, ko¨nnen sie auch interessante Ansto¨ße geben, wie mit Item Nonre-
sponse umgegangen werden kann.
32Auch das Extrem der Einschu¨chterung durch die Fragesituation ist denkbar, vgl. Krosnick (2002), S.98.
33Beatty und Herrmann (2002), S.73 sprechen bei ersterem entsprechend der Theorie des kognitiven Status von
”error of omission“, im zweiten Fall von ”error of commission“.
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3.2.4 Konsequenzen fu¨r den Umgang mit Item Nonresponse
Aus den obigen theoretischen U¨berlegungen ergeben sich zuna¨chst Konsequenzen fu¨r die Vermei-
dung von Item Nonresponse. So fordern Beatty und Herrmann eine mo¨glichst simple Formulierung
der Fragen im Fragebogen, um Versta¨ndnishu¨rden abzubauen. Die Zerstreuung von Befu¨rchtun-
gen, die Betonung von Vertraulichkeit und Privatheit sind genauso Aufgabe des Interviewers, wie
eine aktive Rolle bei der Kla¨rung von Versta¨ndnisproblemen. Sie weisen also der Person des Inter-
viewers eine sehr hohe Bedeutung zu, positiv auf den Entscheidungsprozess einzuwirken (Beatty
und Herrmann 2002, S.84f). Krosnick betont zudem, wie wichtig die Existenz von ”weiß nicht“-
und ”keine Angabe“-Kategorien im Fragebogen ist (Krosnick 2002, 99f).
34 Die große Mehrheit
in der Wissenschaftsgemeinschaft besitzt die Mo¨glichkeiten der Vermeidung nicht und muss sich
mit den Gegebenheiten des Datensatzes auseinandersetzen. Auch hier ko¨nnen die theoretischen
U¨berlegungen Hilfe leisten.
Der Mehrzahl der Korrekturverfahren liegen Annahmen u¨ber den Ausfallmechanismus zu Grunde,
wenn auch zum Teil nur implizit. Bei der Verwendung von Available Cases (AC) oder Comple-
te Cases (CC) geht man beispielsweise implizit von einem MCAR aus. Dagegen la¨sst sich auch
unter der Annahme von MAR mit Multiple Imputation arbeiten. Schwieriger zu handhaben sind
NMAR-Ausfa¨lle. Durch den theoretischen Rahmen von Beatty und Herrmann la¨sst sich zumindest
abscha¨tzen, wie realistisch NMAR-Ausfa¨lle sind. Dabei muss betont werden, dass das Konzept
des Ausfallmechanismus zuna¨chst theoretisch ist. In der Praxis ist es nahezu undenkbar, dass bei-
spielsweise ein Ausfallmechanismus nur MCAR generiert. Vielmehr ko¨nnten MCAR, MAR und
NMAR in der Realita¨t großer Bevo¨lkerungserhebungen als Kontinuum verstanden werden.35 Das
bedeutet auch, dass MAR kaum vollsta¨ndig in empirischen Datensa¨tzen gegeben ist. Es kommt in
der Praxis vielmehr darauf an, dass der Ausfall hinreichend MAR ist, um z.B. mit Hilfe der Multi-
plen Imputation ”gut genug“ scha¨tzen zu ko¨nnen – wenn also andere Variablen den fehlenden Wert
in gewissen Umfang erkla¨ren ko¨nnen; das Vorhandensein dieser Variablen im konkreten Datensatz
vorausgesetzt.
In der folgenden Grafik (Abbildung 8) wird fu¨r einen Fragestimulus das Entscheidungsmodell dar-
gestellt. Um eine Bru¨cke zu den Ausfallmechanismen zu schlagen, muss jeweils nach den Gru¨nden
und der Motivation gefragt werden, die zur Entstehung von Item Nonresponse fu¨hren. Teilweise
la¨sst sich recht gut abscha¨tzen, welcher Ausfallmechanismus wahrscheinlich hinter dem jeweiligen
Item Nonresponse im Rahmen des Entscheidungsprozesses steht.
34In der Methodenforschung dreht sich ein Teil der Diskussion, ob der Fragebogen ”weiß nicht“- und ”keine An-
gabe“-Kategorien sichtbar beinhalten soll, um die von Converse (1970) entfachte Problematik der Nichteinstellung
und deren Messung. Krosnick (2002) sieht beispielsweise die Funktion der Item Nonresponse in der Unterscheidung
substantieller Antworten von Nichteinstellungen.
35Es ist plausibel anzunehmen, dass fu¨r jedes Merkmal fu¨r verschiedene Individuen der Ausfallmechanismus anders
sein wird.
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Abbildung 8: Antwortprozess, Ausfallgrund und Ausfallmechanismus
Der schnellste Weg zum Item Nonresponse fu¨hrt nach der Fragestellung u¨ber den kognitiven Status
der Nichtverfu¨gbarkeit einer ada¨quaten Interpretation der Frage (auch: Jobe und Herrmann 1996).
Schwarz et al. (2008) verdeutlichen dieses Problem des Nicht-Versta¨ndnisses: ”Language com-
prehension is not about words per se, but about speaker meaning.“ (Schwarz et al. 2008, S.19)
Tatsa¨chlich spielt die Fragebogenkonstruktion an dieser Stelle eine entscheidende Rolle. Zwei
Faktoren stechen hierbei besonders hervor. Die Formulierung der einzelnen Fragestellung kann
zuna¨chst ausschlaggebend dafu¨r sein, ob der Befragte den Fragestimulus in der vom Fragebogen-
ersteller gemeinten Art und Weise versteht und ob er die Frage u¨berhaupt erfasst. Zweitens ist der
Kontext der Frage wichtig, da der Befragte Informationen zum Versta¨ndnis und zur Beantwortung
der Frage aus den Fragenkontext bezieht (Schwarz et al. 2008, S.21).
Hat der Befragte den Sinn der Fragestellung verstanden, muss er als weiteres den Versuch unter-
nehmen zu antworten. Wegen niedriger Motivation kann dies ausbleiben und der Befragte zieht
es aus Bequemlichkeit vor, Item Nonresponse zu generieren. Auch hier scheint der Grund fu¨r den
Datenausfall nicht in der Antwort zu liegen, sondern in der aus unterschiedlichen Gru¨nden be-
einflussten Motivation des Befragten. Diese Gru¨nde wurden in dem vorhergehenden Kapitel aus-
gefu¨hrt. Das bedeutet, dass auch an dieser Stelle des Entscheidungsprozesses NMAR eher nicht
wahrscheinlich ist, sondern wiederum MCAR oder MAR unterstellt werden kann.
Die Hu¨rde, die es bis zur Antwort zu u¨berwinden gilt, wird, wie im vorhergenden Abschnitt 3.2.3
erla¨utert, vom kognitiven Status beeinflusst. Wenn der Befragte die Information zur Beantwortung
nicht zur Verfu¨gung hat und diese nicht einmal scha¨tzen kann, wa¨re die logische Konsequenz, die
Frage nicht zu beantworten. Wenn der Befragte dieses Nichtwissen mitteilen will, folgt Item Non-
response. Die Alternative wa¨re eine falsche gu¨ltige Antwort zu geben, also in der Terminologie von
Beatty und Herrmann einen ”error of commission“ zu begehen (Beatty und Herrmann 2002, S.73).
Da die Antwortauspra¨gung, die der Befragte nicht kennt, nicht verschwiegen werden kann, la¨sst
sich NMAR nahezu ausschließen; das bedeutet, die Unkenntnis der Antwort schu¨tzt vor ”Item Non-
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response“ aufgrund von NMAR. Vollkommen anders ist der Fall gelagert, wenn die Informationen
zur Antwort leicht verfu¨gbar sind. Entschließt sich hier der Befragte zur Antwortverweigerung
oder gibt Nichtwissen vor, ko¨nnte NMAR vorliegen. Dies ist nicht zwangsla¨ufig, sondern nur der
Fall, wenn der Befragte aufgrund der spezifischen Antwortauspra¨gung zum Schluss kommt, diese
nicht mitzuteilen. Es gibt in der Literatur und empirischen Forschung viele Ergebnisse, die auf
diesen Umstand hindeuten. Ein Beispiel, das auch fu¨r die spa¨ter verwendeten Datensa¨tze zutrifft,
ist die Frage nach dem Einkommen. Die Frage wird in der Regel wohl verstanden, die Antwort
la¨sst sich normalerweise recht einfach generieren, doch aufgrund von Furcht, Scham oder sozialer
Erwu¨nschtheit wird darauf nicht geantwortet.36
Weist der Befragte einen ambivalenten kognitiven Status auf, d.h. er muss mehr oder weniger
Mu¨he fu¨r die Informationsbeschaffung aufwenden, wird nach dem Modell wiederum gefiltert, ob
die Antwort auf Basis der verfu¨gbaren Informationen als ada¨quat erachtet wird. Die Faktoren fu¨r
diese Abwa¨gung ko¨nnten zu einem Ausfall nach NMAR fu¨hren, da die Zuru¨ckhaltung der Antwort
von ihr selbst abha¨ngt. Die Frage ist, unter welchen Einflu¨ssen der Filter zur Beurteilung der Ant-
wortada¨quatheit steht. An dieser Stelle scheint nur zu konkreten Fragen eine eindeutigere Aussage
u¨ber den Ausfallmechnanismus mo¨glich zu sein.
Fu¨r die vorangegangenen, aus dem Entscheidungsprozess abgeleiteten U¨berlegungen gilt generell,
dass die Chance eines NMAR-Ausfalls mit dem Umfang der Erhebung (Anzahl der Variablen) eher
sinkt. Auch wenn die Theorie Hinweise liefert, dass es sich bei der Mehrzahl der Item Nonrespon-
se um MAR handelt, darf eine eingehende Pru¨fung der verwendeten Analysevariablen von Seiten
des Datennutzers nicht unterbleiben. Ein kurzes Beispiel macht dies plausibel: Gerade wurde als
Beispiel NMAR-Ausfa¨lle die Einkommensvariable angefu¨hrt. Selbst wenn keine Variable ein Kon-
strukt wie Scham oder Soziale Erwu¨nschtheit messen kann, kommt es z.B. fu¨r Multiple Imputation
nur darauf an, ob im gesamten Datensatz Merkmale vorhanden sind, die die Einkommensho¨he er-
kla¨ren ko¨nnen; es za¨hlt allein die Korrelation nicht unbedingt die Kausalita¨t. Und hier stehen fu¨r
dieses Beispiel in fast allen großen Erhebungen Merkmale zur Erkla¨rung des Einkommens und zur
Imputation der fehlenden Werte in dieser Variable zur Verfu¨gung: Alter, Bildung, sozio-o¨konomi-
scher Status oder immer ha¨ufiger auch Wohnumgebung oder Zustand des Wohngeba¨udes. Auch
hier ist der Datennutzer wiederum auf eine sorfa¨ltige und mo¨glichst ausfu¨hrliche Datendokumen-
tation angewiesen. Dies fu¨hrt bereits zum praktischen Teil des Item Nonresponse-Kapitels.
36Der Ausfall muss genau mit der Auspra¨gung der eigentlich richtigen Antwort zusammenha¨ngen; im Falle des
Einkommens wu¨rde die beispielsweise Kausalkette folgendermaßen lauten: niedriges Einkommen − > Scham − >
Item Nonresponse.
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3.3 Determinanten
Die Frage nach dem Umgang mit fehlenden Werten soll hier, soweit es mo¨glich ist, mit realen
Datensa¨tzen oder mit Datensa¨tzen, die auf realen Datensa¨tzen basieren, beantwortet werden. Die
grundlegenden Datensa¨tze fu¨r die weiteren Analysen und Vergleiche von Korrekturverfahren bei
Item Nonresponse sind der ALLBUS 2002, der ALLBUS 2004 und der ALLBUS 2006 (Wasmer
et al. 2007; Haarmann et al. 2006; Blohm et al. 2003). Der ALLBUS ist eine der wichtigsten und
umfangreichsten sozialwissenschaftlichen Erhebungen im deutschsprachigen Raum und findet in
verschiedenen Disziplinen Verwendung (Koch und Wasmer 2004; Terwey 2000). Ein Teil des The-
menspektrums variiert, ein Teil ist wiederkehrend.37
Die Analyse der Item Nonresponse erfolgt nach einigen allgemeinen Betrachtungen auf Grundla-
ge einer modifzierten Poissonregression. Zuvor wird ausgefu¨hrt, warum sich Item Nonresponse als
Za¨hldaten interpretieren lassen und warum eine einfache Poissonregression, oder gar eine normale
OLS-Scha¨tzung, fu¨r eine Analyse ungeeignet erscheinen. Neben dem explorativen Charakter des
Modells, das vor allem Interviewereinfluss und situative wie perso¨nliche Merkmale des Befrag-
ten entha¨lt, sollen hier Variablen gefunden werden, die fu¨r Item Nonresponse Erkla¨rungspotential
besitzen. Diese Informationen werden in den spa¨teren Vergleichen von Korrekturmethoden heran-
gezogen. Basis der Vergleiche bilden statistische Analysen folgender Vero¨ffentlichungen:
- Hennig, E. (2009) ”Einen Schlussstrich unter die nationalsozialistische Vergangenheit zie-
hen“ Zur politischen Soziologie eines historischen Deutungsmusters, Einsicht, 2, S.42-49.
- Schnabel, C. und J. Wagner (2005) Who Are the Workers Who Never Joined a Union? Em-
pirical Evidence from Germany, IZA, Paper 1698.
- Scha¨fer, A. (2009) Alles halb so schlimm? Warum eine sinkende Wahlbeteiligung der De-
mokratie schadet, MPIfG Jahrbuch, S.5-10.
Hennig (2009) untersucht mit Hilfe bivariater Analysen und Kontrastgruppen die Einstellungen
der Gruppe von Befragten, die fu¨r die Beendigung der Diskussion u¨ber die nationalsozialistische
Vergangenheit in Deutschland sind. Hierfu¨r benutzt er den ALLBUS 2006. Schnabel und Wagner
(2005) verwenden fu¨r ihre Analyse von Arbeitnehmern, die niemals gewerkschaftlich organisiert
waren, den ALLBUS 2002 und den European Social Survey 2002/2003, da in diesem Datensatz
noch einige andere Untersuchungsvariablen zur Verfu¨gung standen. Das Zentrum der Analyse bil-
det ein multivariates Probitmodell. Anhand der Daten des ALLBUS 2004 geht Scha¨fer (2009) der
Frage nach, ob eine sinkende Wahlbeteiligung der Demokratie schadet. Dabei scha¨tzt er Wahr-
scheinlichkeiten fu¨r die Teilnahme an verschiedenen Partizipationsformen auf Grundlage eines
multivariaten Logitmodells fu¨r Individuen mit definierten sozio-o¨konomischen Merkmalen. Nach
einer kurzen Vorstellung der Aufsa¨tze und der gescha¨tzten Parameter wird jeweils die zentrale
Analyse oder der wichtigste Teil der Analysen exakt repliziert.38
37Allgemeine Informationen u¨ber Zweck und Aufbau des ALLBUS befinden sich auf der GESIS Homepage:
http://www.gesis.org/allbus/allgemeine-informationen/c5425, abgerufen am 22.8.2011.
38Die Replikation wurde mit freundlicher Unterstu¨tzung der genannten Autoren durchgefu¨hrt.
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3.3.1 Analyse von Item Nonresponse
Datengrundlage sind speziell die ALLBUS 2002, 2004 und 2006. Die Datensa¨tze enthalten fol-
gende Anzahl von Variablen und Befragten:
ALLBUS 2002 ALLBUS 2004 ALLBUS 2006
Erhebungszeitraum Feb.-Aug. 2002 Ma¨rz-Juli 2004 Ma¨rz-Aug. 2006
Befragte 2.820 2.946 3.421
Variablen 722 895 743
Tabelle 1: Verwendete ALLBUS-Erhebungen
Diese ALLBUS besitzen in der Ausfu¨hrung nahezu identische Survey Lifecycles. Betrachtet man
die kritischen Einfallspunkte fu¨r Item Nonresponse, la¨sst sich fu¨r diese Erhebungen zusammen-
fassen: Alle ALLBUS enthalten sensible Fragestellungen, die neben als unproblematisch ein-
gestuften Items im Fragebogen verstreut liegen. Die ausgewa¨hlten Vero¨ffentlichungen beinhalten
ebenfalls eine mehr oder weniger große Anzahl sensibler Items (im Detail hierzu Abschnitt 4.2.1
bis 4.2.3). Da die Zielgesamtheit alle erwachsenen Personen (Deutsche und Ausla¨nder) in Pri-
vathaushalten umfasst, ergibt sich keine Problematisierung der Zielgesamtheit im Vergleich mit
anderen großen Bevo¨lkerungsstichproben (Koch und Wasmer 2004, S.29ff). Angemerkt sei aber,
dass die Einstufung der Sprachfa¨higkeit subjektiv von den Interviewern durchgefu¨hrt wurde. Fu¨r
die replizierten Analysen haben sie teilweise keine Bedeutung, weil bestimmte Items sowieso als
Missing by Design definiert werden. ALLBUS 2002, 2004 und 2006 wurden mit dem gleichen
Erhebungsmodus durchgefu¨hrt, na¨mlich als Computer Assisted Personal Interviews (CAPI) bzw.
Computer Assisted Selfadministered Interviews (CASI) durchgefu¨hrt (Koch und Wasmer 2004,
S.28f).39 In der Interviewsituation unterlagen alle drei Erhebungen denselben Einflu¨ssen und
Kriterien, auch stehen fu¨r alle drei dieselben Analysevariablen fu¨r die spa¨tere Analyse der Item
Nonresponse-Faktoren zur Verfu¨gung.40 Die Datensa¨tze wurden jeweils editiert und sind regula¨r
als Nettostichprobe41 fu¨r die Datennutzer zuga¨nglich, wobei der allergro¨ßte Teil der Item Non-
response systemfehlend definiert wird.42 Es gibt keine Anwendung von Korrekturmethoden fu¨r
39Der Einflusskomplex Messung soll jeweils fu¨r die replizierten Analyse im Einzelnen diskutiert werden.
40Mit der Feldarbeit wurden jedoch unterschiedliche Institute beauftragt: 2002 infas, 2004 und 2006 TNS-Infratest.
41Zum Begriff der Nettostichprobe siehe Abschnitt 5.2.
42Inwieweit von der Editierung Item Nonresponse betroffen ist, wird nicht detailliert dokumentiert.
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den ALLBUS. Damit kann der jeweiligen Nutzer selbst u¨ber die Mo¨glichkeit entscheiden, ob und
wie er Item Nonresponse korrigieren will.43
Zuna¨chst soll ein genauerer Blick auf die Antwortkategorien geworfen werden, die schon als Mis-
sing definiert wurden. Es spiegelt sich darin die Vielzahl von unterschiedlichen Item Nonresponse-
Definitionen, wie sie in Abschnitt 2.1 und 2.2 diskutiert wurden. U¨blicherweise sind folgende
Auspra¨gungen als Item Nonresponse definiert, ehe der Datennutzer eigene Definitionen trifft:
1. ”keine Angabe“, ”verweigert“: das bedeutet, dass der Befragte die Antwort verweigert hat
oder keine Angaben machen wollte.
2. ”weiß nicht“: zusa¨tzlich ist bei den meisten, jedoch nicht bei allen Variablen, diese Kategorie
ausgewiesen. Der Befragte weiß keine Antwort oder gibt vor, keine zu wissen.
3. ”trifft nicht zu“: im strengen Sinn ist diese Auspra¨gung kein Item Nonresponse, da sie als
Folge von Filtersetzung anzusehen ist (Missing by Design). Dem Befragten wurde diese
Frage niemals gestellt. Beispielsweise werden nicht-deutschen Staatsbu¨rgern einige Items
zu politischen Einstellungen nicht vorgelegt.
4. Fragespezifische Residualkategorien: ”Keines der Gebiete“, ”nicht Deutscher“ usw.: auch
hier la¨sst sich bei einer Vielzahl von Fa¨llen daru¨ber streiten, ob tatsa¨chlich Item Nonrespon-
se vorliegt. Beispielsweise ist die Auspra¨gung ”nicht Deutscher“ eine allgemein zula¨ssige,
informationstragende Auspra¨gung. Sie wurde bei der Editierung nur als fehlender Wert de-
finiert und in der Regel mit ”Trifft nicht zu“ (TNZ) bezeichnet.
Schließt man nun die Kategorien TNZ aus und editiert mit genu¨gend Sensibilita¨t alle Item Nonre-
sponse-Kategorien stringent, so ergibt sich eine eindeutige Reihenfolge, die auch Longford benutzt
(Longford 2000, S.75), im Umfang der Ausfa¨lle nach Itemarten. Sogenannte nicht-reaktive Daten
(z.B. Ost-West, deutsche Staatsangeho¨rigkeit, Zustand des Wohngeba¨udes, Geschlecht, vom Inter-
viewer ausgefu¨llte Variablen u¨ber Bereitschaft, Zuverla¨ssigkeit und Erreichbarkeit) weisen keine
oder nur sehr wenige fehlende Werte auf. Geringfu¨gig ho¨her liegt der Wert der Ausfa¨lle bei den
meisten soziodemografischen Variablen (z.B. Alter mit 0,3 %, allgemeiner Schulabschluss mit 0,2
%, Gesundheitszustand mit 0,2 %, Anzahl der im Haushalt lebenden Personen mit 0,7 %). Dabei
bildet die Fragen nach dem Einkommen (bis zu einem Drittel) und beispielsweise der fru¨heren
Gewerkschaftsmitgliedschaft mit 12,3 % Ausnahmen.44
Einstellungs- und Meinungsvariablen weisen im Durchschnitt die ho¨chste Item Nonresponse-Rate
auf. Innerhalb der Einstellungs- und Meinungsvariablen weicht die Ho¨he der Item Nonresponse-
Rate nach Fragethema betra¨chtlich voneinander ab:
43Alle Angaben sind aus den jeweiligen Methodenreporten entnommen, vgl. Wasmer et al. (2007); Haarmann et al.
(2006); Blohm et al. (2003).
44Da die Erhebungen ALLBUS 2002, 2004 und 2006 methodisch nahezu identisch abgelaufen sind, wird fu¨r die
Modellscha¨tzung stellvertretend auf den ALLBUS 2006 zuru¨ckgegriffen und die weitere Item Nonresponse-Analyse
auf diesen Datensatz beschra¨nkt.
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- Abtreibung: 4,6 % - 6,6 %
- Einstellungen gegenu¨ber Ausla¨ndern: 1,3 % - 6,2 %
- Antisemitismus: 8,7 % - 13,7 %
- Beschreibung der eigenen Perso¨nlichkeit: 1,1 % - 2,6 %
- ho¨chster Ausfall: Sonntagsfrage (23,0 %), Linksrechtsselbsteinstufung (10,0 %)
Der ALLBUS 2006 besitzt ohne ISSP-Fragebogen 743 Variablen.45 Nach Abzug der Ableitungen
oder Derivate von Variablen sowie der nicht-reaktiven Variablen bleiben 226 Variablen u¨brig (An-
hang 1). Diese ausgewa¨hlten Items weisen jedoch nicht alle fehlende Werte auf. Zur Konstruktion
einer Item Nonresponse-Variablen wurden die 226 Variablen umkodiert und daraus eine Indika-
tormatrix erstellt, in der bei fehlendem Wert (”weiß nicht“, ”keine Angabe“) der Zelle der Wert
1, bei allen anderen Angaben der Wert 0 (auch: ”trifft nicht zu“, da dies kein fehlender Wert ist,
der vom Befragten verursacht wird) zugewiesen wurde. Jede Zelle dieser Indikatorenmatrix gibt
Auskunft u¨ber den Ort (welche Variable im Interview) und u¨ber den Merkmalstra¨ger, der im Sinne
der Definition einen fehlenden Wert aufweist (Little und Rubin 2002; Loosveldt et al. 1998). An
dieser Stelle findet eine Verdichtung der Daten statt. Aus der Matrix wird ein Vektor, dessen Ele-
mente nur noch die Anzahl der Item Nonresponse fu¨r den i-ten Befragten angibt. Die Reihenfolge
der Ereignisse Item Nonrepsonse ist damit nicht mehr bestimmbar und la¨sst sich dann nur durch
eine ebensolche Verdichtung in die andere Dimension als Zeitreihe analysieren. Abbildung 9 ver-
anschaulicht das Verfahren:
Abbildung 9: Erzeugung des Vektors mit Item Nonreponse
Der Vektor ”Anzahl der Item Nonresponse“ la¨sst sich weiterhin zu einer Ha¨ufigkeitsverteilung ver-
dichten und in einem Bloxplot beschreiben:
Das Stabdiagramm zeigt deutlich eine Verteilung, wie sie typisch sein du¨rfte fu¨r Item Nonrespon-
se in einer großen Bevo¨lkerungsstichprobe. Mehr als ein Drittel der im ALLBUS 2006 befragten
Personen weist keinerlei Item Nonresponse auf, dies ist auch der Modus der Verteilung. Die Ver-
teilung ist damit rechtsschief und linkssteil. Knapp zwei Drittel der Befragten haben mindestens
45Das International Social Survey Panel ist eine internationale Erhebung, die dem ALLBUS angefu¨gt ist.
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Abbildung 10: Ha¨ufigkeitsverteilung und Boxplot fu¨r die Anzahl der Item Nonresponse
eine Frage nicht beantwortet. 39 % haben auf eine bis fu¨nf Fragen nicht geantwortet. Etwa 12 %
haben zwischen sechs und 20 Fragen unbeantwortet gelassen. Immerhin gut 12 % haben mehr als
zehn Fragen offen gelassen oder verweigert, darauf zu antworten. Mit großem Abstand und 171
fehlenden Antworten gibt es einen Ausreißer (der jedoch fu¨r die Analyse zusammen mit einem
weiteren ausgeschlossen wurde). Die restlichen Befragten haben alle unter 100 Item Nonresponse,
was allerdings bei 226 Fragen eine Nichtbeantwortungsquote von knapp 45 % bedeutet. Im Box-
plot sticht ebenfalls die Schiefe der Verteilung hervor: Im Mittel hat jeder Befragte etwa 4,48 Item
Nonresponse im Datensatz hinterlassen, der Median liegt hingegen bei 1. Die Streuung erscheint
mit einer Varianz von 62,77 enorm.
Damit stellt die Item Nonresponse-Verteilung fu¨r die weiteren multivariaten Analysen durchaus
eine Herausforderung dar.
3.3.2 Item Nonresponse als Za¨hldaten
Ein kurzer Blick auf die oben gezeigte diskrete Verteilung fu¨hrt zur Annahme, dass Item Non-
response in der so aggregierten Form als Za¨hldaten interpretiert werden ko¨nnen (Loosveldt et al.
1998).
Charakteristisch fu¨r Za¨hldaten ist das Auftreten von (seltenen) zufa¨lligen Ereignissen in einem
ra¨umlich-zeitlichen Kontinuum (Raabe-Hesketh und Skrondal 2008, S.373ff; Winkelmann 2008,
S.7). Ein solches Ereignis kann das Ausschlagen eines Pferdes und die damit verbundene Verlet-
zung eines Soldaten sein (Abbildung 11), wie es Borkiewicz 1898 untersucht hat (Raabe-Hesketh
und Skrondal 2008, S.373), oder eben das Auftreten von Item Nonresponse.
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Abbildung 11: Label von Stata Press: Ausschlag eines Pferdes
Damit verbunden ist die Vermutung, dass der sich daraus ergebenden Verteilung ein stochastischer
Prozess, ”ein count process“ innerhalb eines (stetigen) Zeitraums, zu Grunde liegt (Winkelmann
2008, S.8).46 Dabei kann das Interview als jenes ra¨umlich-zeitliche Kontinuum aufgefasst werden.
Die Za¨hldaten sind damit das Ergebnis dieses Prozesses. So ko¨nnen wir eine Zufallsvariable fol-
gendermaßen definieren:
Xi= Anzahl von auftretenden Item Nonresponse im i-ten Interview
Zwei Verteilungen werden in der Praxis zur Modellierung von Count-Data am ha¨ufigsten verwen-
det: die Poissonverteilung und die Negative Binomialverteilung (Hilbe 2007, S.8f).
Die Poissonverteilung besitzt nur einen Parameter, so dass die Zufallsvariable Xi einer Poisson-
verteilung mit λ folgen wu¨rde. Entsprechend bo¨te sich eine Poissonregression fu¨r ein Modell zur
Erkla¨rung von Item Nonresponse als Standardverfahren bei Count Data an.47 Folgende drei An-
nahmen werden fu¨r die univariate Poissonregression (Poi) getroffen:
Annahme 1
f (y|λ ) = e
−λλ y
y!
mit y = 0,1,2, . . . (1)
wobei f (y|λ ) die bedingte Wahrscheinlichkeitsfunktion von y gegeben λ ist. Bedingung ist,
dass λ > 0 ist.
46Fu¨r weitere Eigenschaften siehe ebenfalls Winkelmann (2008), S.8ff; dort findet sich auch die Diskussion zu
Alternativen wie der Negativen Binomialverteilung.
47Winkelmann merkt an, dass Nicht-Count-Data keine Notwendigkeit fu¨r die Poissonregression darstellen, vgl.
Winkelmann (2008), S.65.
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Annahme 2
λ = exp(x′β ) (2)
wobei β die Parameter darstellen und x′ die unabha¨ngigen Variablen. In der Regel beinhalten
sie auch eine Konstante.
Annahme 3
Man geht dann von Beobachtungspaaren (xi,yi)mit i= 1, . . . ,n, die unabha¨ngig verteilt sind,
aus.
Annahmen 1 und 2 lassen sich zu einer bedingten Wahrscheinlichkeitsfunktion zusammenfassen:
f (y|λ ) = exp(−exp(x
′β ))exp(yx′β )
y!
mit y = 0,1,2, . . . (3)
So hat die Poissonverteilung lediglich einen Parameter fu¨r den bedingten Erwartungswert und die
Varianz:
E(Yi|X = xi) = λ = exp(x′β ) (4)
Var(Yi|X = xi) = λ = exp(x′β ) (5)
Das heißt, dass der Erwartungswert (4) gleich der Streuung (5) ist.48 Zusammen mit der 3. An-
nahme la¨sst sich eine Maximum-Likelihood-Scha¨tzung durchfu¨hren. Winkelmann betont zudem,
dass selbst im Falle einer fehlenden oder unplausiblen stochastischen Unabha¨ngigkeit der Ereig-
nisse die Poissonregression eine robuste Scha¨tzung der Parameter erlaubt.49 Hilbe (2007) nennt
insgesamt 7 Verletzungen von Verteilungsannahmen, die sowohl bei Verwendung einer Poisson-
verteilung als auch einer negativen Binomialverteilung in der Praxis auftreten ko¨nnen. So ko¨nnen
48Equidisperson, vgl. Winkelmann (2008), S.64.
49Winkelmann zeigt auch die Probleme mit anderen Regressionsmodellen, die bei Za¨hldaten teilweise verzerrt, in
der Regel aber nicht effizient sind, vgl. Winkelmann (2008)
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u¨berhaupt keine Nullen geza¨hlt werden, ein U¨berschuss an Nullen kann vorkommen, die Daten
weisen eine klare Mischverteilung auf, die Daten sind zensiert oder gestutzt, die Datenstruktur
entstammt einem Panel, sind geclustert oder liegen im La¨ngsschnitt vor, oder die Treffer basieren
auf dem Wert einer anderen Variablen (Hilbe 2007, S.11ff).
Hinzu kommt noch folgendes Problem: normalerweise wird fu¨r Poissonverteilungen angenom-
men, das Eintreten eines Ereignisses geschehe fu¨r alle unabha¨ngigen Beobachtungen innerhalb
eines gleichen Zeitraumes (auch als Period at Risk bezeichnet, Winkelmann 2008, S.74).50 Nun
la¨sst sich fragen, ob das Interview im Zuge des ALLBUS als zeitliches Kontinuum interpretierbar
ist. Die Anzahl der gestellten Stimuli ist tatsa¨chlich fu¨r alle Befragte a¨hnlich.51 Die Zeit, die dabei
aber verstreicht ist sehr unterschiedlich. Der ALLBUS 2006 beinhaltet sowohl ein Interview der
La¨nge 20 Minuten als auch ein Interview der La¨nge 180 Minuten; das heißt, die Ausdehnung der
Zeitperiode ist nicht t konstant, sondern fu¨r jeden Interviewer mehr oder weniger unterschiedlich.
Fu¨r die Lo¨sung des Problems kann beispielsweise die Annahme der Proportionalita¨t eingefu¨hrt
werden; dann wird der bedingte Erwartungswert wird mit einem ”Offset“ versehen (Winkelmann
2008, S.78; Raabe-Hesketh und Skrondal 2008, S.376):
E(y|x) = t exp(x′β ) = exp(x′β + log t) (6)
Ein spezifisches Problem der Poissonverteilung erwa¨chst aus der Equidispersion (Winkelmann
2008, S.45ff). Die empirischen Daten weichen davon sehr oft ab. Die negative Binomialverteilung
besitzt dagegen einen Mittelwertparameter und einen Parameter fu¨r die Anzahl der Treffer (Hilbe
2007, S.10) und gilt in der Literatur ha¨ufig als erste Alternative zur Poissonverteilung.
McCullagh und Nelder (McCullagh und Nelder 1989) bezeichnen die Vergro¨ßerung der Varianz
gegenu¨ber dem Erwartungswert als Overdisperion oder Extra-Poisson-Variation (auch Winkel-
mann 2008, S.110).52 Die Parameterscha¨tzung der Poissonverteilung λi wird insuffizient (Bo¨hning
et al. 1999, S.17; Pickery et al. 1998, S.34f). Eine Ursache von Overdispersion ist ha¨ufig nicht
beobachtete Heterogenita¨t der Grundgesamtheit, beispielsweise weil Variablen nicht beobachtet
werden oder latent wirken (Winkelmann 2008, S.103ff).53 Fu¨r die Scha¨tzung bedeutet das gro¨ßere
Standardfehler und damit insignifikante Parameter.
Mit Blick auf die Visualisierung der Item Nonresponse-Verteilung in Abschnitt 3.3.1, la¨sst sich
ein deutlicher U¨berschuss an Nullen erkennen (Winkelmann 2008, S.109). Rechnerisch ist die
Abweichung zwischen der vorliegenden Verteilung und einer angepassten Poissonverteilung er-
heblich. Wa¨hrend bei eine Poissonverteilung mit λi = 4,48 39 Personen keine Item Nonresponse
besitzen du¨rften, sind es bei der konkreten Item Nonresponse-Verteilung jedoch 1.245. Wie oben
bereits diskutiert wurde, stellt eine Null-Inflation sowohl fu¨r die Poisson- als auch fu¨r die negative
50Auch fu¨r die negative Binomialverteilung wird dies angenommen, vgl. Hilbe (2007), S.9.
51Ausnahmen bilden bei einer derart komplexen Erhebung die Filterfragen, die jedoch bei der Auswahl der Varia-
blen fu¨r den Item Nonresponse-Vektor nach Mo¨glichkeit vermieden wurden.
52Underdispersion tritt dagegen auf, wenn die Varianz kleiner als der Mittelwert ist, was jedoch in der Praxis we-
sentlich seltener der Fall ist, vgl. Hilbe (2007), S.177.
53Eine andere Ursache ist eine Variation des zeitlichen Kontinuums oder die Tatsache, dass die Ereignisse nicht
konstant auftreten, vgl. Barron (1992), S.185f.
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Binomialverteilung eine Annahmeverletzung dar. Beide Verteilungen ko¨nnen aber entsprechend
erweitert werden.54
Eine Mischverteilung lo¨st dieses Problem dadurch, dass es geteilt wird. So nutzen Bo¨hning et al.
(1999) eine Mischung aus einer Zwei-Massen-Verteilung gegeben ω − 1 fu¨r den Wert 0 sowie
gegeben ω fu¨r die anderen Werte mit dem Parameter λ .55
f (yi|λ ,ω) =
ω+(1−ω)exp(−λ ), wenn y = 0
(1−ω)exp−λ λ yy! , wenn y > 0
. (7)
wobei dann Erwartungswert und Varianz wie folgt berechnet werden:
E(Yi|X = xi) = λ (8)
Var(Yi|X = xi) = λ +λ 2 (9)
Diese ha¨ufig fu¨r medizinische Analysen verwendete Verteilung (7) wird Zero-Inflated Poissonmo-
dell (ZIP) genannt (Bo¨hning et al. 1999).56 Eine Erweiterung und Systematisierung stellen Czado
et al. (2007) vor. Hier wird nicht nur der Fall von Nullu¨berschuss durch den Parameter ω , sondern
auch ein Parameter ϕ fu¨r die U¨berdispersion beru¨cksichtigt:57
f (yi|λ ,ω,ϕ) =
[ω+(1−ω)exp(−λ )] wenn y = 0
+
[
(1−ω)λ (λ+(ϕ−1)y)y−1y! ϕ−y exp− 1ϕ (λ +(ϕ−1)y)
]
wenn y > 0
(10)
Leicht zu erkennen ist, dass sich diese Dichte zur Verteilung der Poi (1) reduziert, wenn ϕ = 1 und
ω = 0, zur Generalized Poissonregression (GP), wenn ω = 0 und schließlich zur ZIP-Regression,
wenn ϕ = 1. Die Systematisierung der gesamten Klasse la¨sst sich folgendermaßen veranschauli-
chen:
54Insgesamt za¨hlt Hilbe (2007) 22 Modellvariationen fu¨r negative Binomialverteilungen auf, die jeweils den Um-
gang mit einer oder mehreren Annahmenverletzungen erleichtern, vgl. Hilbe (2007), S.78.
55Dies ist der nicht-parametrische Fall fu¨r die Scha¨tzung der Heterogenita¨t und damit der einfachste Fall, vgl.
Bo¨hning et al. (1999), S.18.
56Fu¨r die Eigenschaften der ML-Scha¨tzung fu¨r ZIP-Regression vgl. Lambert (1992), S.6f; und die Vorteile ge-
genu¨ber der Negativen Binomialverteilung, S.10f.
57Zu den Restriktionen folgender Wahrscheinlichkeitsdichte siehe Czado et al. (2007), S.3.
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Abbildung 12: Familie der Poissonmodelle nach Czado et al. (2007)
Erwartungswert und Varianz fu¨r die Zero-Inflated Generalized Poissonregression (ZIGP) sind:
E(Yi|X = xi) = (1−ω)λi (11)
Var(Yi|X = xi) = (1−ω)λi(ϕ2+λiω) (12)
Abbildung 12 verdeutlicht, dass sich die Poissonregression (Poi) in die Zero-Inflated (ZIP) und die
Generalized Poissonregression (GP) erweitern la¨sst; genau betrachtet ist die Poissonregression der
eigentliche Spezialfall. Hier wird, wie oben bereits erwa¨hnt, nicht nur der Parameter λ , sondern
auch ω und ϕ gescha¨tzt. In der GP kann die Overdispersion durch einen zusa¨tzlichen Paramter
abgebildet werden. Ebenso la¨sst sich der Nullenu¨berschuss durch einen weiteren Parameter aus-
dru¨cken. Die ZIGP vereint beides bzw. ermo¨glicht die Regression auf Erwartungwert, Nullen und
die Overdispersion (Consul 1989).58
Schaut man sich die Verteilung der Item Nonresponse fu¨r die ausgewa¨hlten Items des ALLBUS
2006 im Hinblick auf die Parameter an, so wurde bereits das Pha¨nomen der Null-Inflation und der
U¨berdispersion konstatiert, deren Auftreten im U¨brigen auch bedingt sein kann (Hilbe 2007, S.62).
58In Abbildung 12 sind jeweils auch die Varianten dargestellt, die die Regression auf ω und ϕ zulassen.
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Im folgenden Abschnitt 3.3.3 soll die Fu¨lle der Varianten, Za¨hldaten zu modellieren, ausgenutzt
werden. Dabei werden gescha¨tzt
- eine OLS-Regression (nicht logtransformiert),
- eine ZIP(λi,ω),
- eine ZIGP(λi,ω,ϕ) sowie
- eine Negative Binomialregression (NB),59
- eine Zero-Inflated Negative Binomialregression (ZNB).60
Auf die Familie der Negativen Binomialregressionen soll nicht mehr weiter eingegangen werden,
da der Fokus in dieser Arbeit auf Item Nonresponse als Za¨hldaten liegt.
59Fu¨r Wahrscheinlichkeitsdichte, Erwartungswert und Varianz siehe Hilbe (2007), S.79ff.
60Fu¨r Wahrscheinlichkeitsdichte, Erwartungswert und Varianz siehe Hilbe (2007), S.160ff.
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3.3.3 Erkla¨rungsmodell fu¨r Item Nonresponse im ALLBUS 2006
Aufgrund des a¨hnlichen Aufbaus und der geringen Abweichung zwischen den ALLBUS 2002,
2004 und 2006 wurde der ALLBUS 2006 fu¨r die multivariate Analyse ausgewa¨hlt. Der Vektor, in
dem jeder Befragte die Anzahl der Item Nonresponse zugewiesen bekommt, dient als abha¨ngige
Variable und wurde bereits im vorgehenden Kapitel beschrieben. Zusammen mit der Theorie fu¨r
Item Nonresponse, wie sie in Abschnitt 3.2 beschrieben wurde, la¨sst sich eine Vielzahl von mo¨gli-
chen Faktoren, die Einfluss auf die Anzahl der Item Nonresponse haben ko¨nnten, identifizieren
und durch entsprechende Variablen aus dem ALLBUS 2006 operationalisieren. Da das Interview
eine komplexe soziale Interviewsituation darstellt, sollte nicht nur auf potentielle Merkmale der
Interviewer geachtet werden, sondern auch auf Variablen der Befragten sowie auf interagierende
Merkmale zuru¨ckgegriffen und die Situation bzw. Umgebungsfaktoren soweit wie mo¨glich ab-
gebildet werden. In der Literatur findet sich eine Vielzahl von Variablen, die zur Analyse von
Item Nonresponse benutzt wurden. Die Pra¨misse fu¨r die Auswahl der Regressoren besteht darin,
dass die Items selbst mo¨glichst keine Item Nonresponse aufweisen. Im ALLBUS 2006 ist fu¨r die
in Frage kommenden Merkmale diese Pra¨misse fast ausnahmslos erfu¨llt. Zuna¨chst werden kurz
die Variablen zur Operationalisierung vorgestellt. Aus Gru¨nden der U¨bersichtlichkeit werden die
Hypothesen gleich im Anschluss an die Vorstellung angefu¨gt. Die Einfu¨hrung der Regressoren
erfolgt in der Reihenfolge: Befragtenmerkmale, Items zu Umgebung und Interviewsituation,
Interviewermerkmale und Interviewer-Befragter-Merkmale.61
Wie aus der Theorie nach Beatty und Herrmann hervorgeht, stellen kognitive Fa¨higkeiten und
Zusta¨nde Faktoren fu¨r das Auftreten von Item Nonresponse dar (Alwin und Krosnick 1991; bei
Loosveldt 1998 getrennt nach Fa¨higkeit und Motivation; Schuhman und Presser 1981; Thiessen
und Blasius 1998). Mit dem Alter des Befragten la¨sst sich von einer sinkenden Fa¨higkeit z.B. des
Erinnerungsvermo¨gens ausgehen (Loosveldt 1998). Als weiteres perso¨nliches Befragtenmerkmal
wird Bildung herangezogen. Der ho¨chste allgemeine Bildungsabschluss operationalisiert die ko-
gnitiven Fa¨higkeiten – wenngleich auch nur in engen Grenzen (Krosnick 2002; Loosveldt und
Loosveldt 1997; Beatty und Herrmann 2002; Thiessen und Blasius 1998). Eine weitere Variable,
die zur Operationalisierung physischer und psychischer Belastbarkeit dienen kann, ist der allge-
meine Gesundheitszustand (Loosveldt 1998).
61Soweit es durch die empirischen Daten mo¨glich war, wurden Merkmale entsprechend der Begriffe aus dem
Stimulus-Personen-Responsemodell und der Theorie des Kognitiven Status gewa¨hlt. Die zur Analyse ausgewa¨hlten
Variablen decken zum großen Teil die als Reize bezeichnen Variablen ab; erga¨nzt werden diese Pra¨diktoren mit Be-
fragtenmerkmalen.
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Hypothese 1: Bildung gilt als ”proxy indicators of motivation, cognitive ability, and communicative
skills“ (Loosveldt 1997, S.387). Je ho¨her das Alter und je niedriger das Bildungsniveau, desto
ho¨her die Anzahl der Item Nonresponse.
Hypothese 2: Zudem ist es vorstellbar, dass ein schlechter Gesundheitszustand sich sowohl auf die
Fa¨higkeiten zur Antwort als auch auf die allgemeine Motivation negativ auswirkt und somit die
Wahrscheinlichkeit von Item Nonresponse erho¨ht.
Die Antworten auf das Item Gesundheitszustand leiden zwar kaum unter Item Nonresponse, das
ko¨rperliche und geistige Befinden za¨hlt jedoch zu den sensiblen Fragestellungen, weshalb mit so-
zial erwu¨nschten Antworten gerechnet werden muss (Lensveldt-Mulders 2008, S.262).
Fu¨r die Hypothese nach dem Einfluss des Befragtengeschlechts sind weder die theoretischen Frag-
mente in der Literatur noch die empirischen Hinweise eindeutig.
Hypothese 3: Nach Thiessen und Blasius (1998) antworten Frauen ha¨ufiger als Ma¨nner nicht auf
Fragen.
Die vom Interviewer vermerkte Variable Zuverla¨ssigkeit des Antwortverhaltens (Beatty und Herr-
mann 2002) soll Hinweise auf mo¨gliche Unsicherheiten und Zo¨gern des Befragten geben: In der
Antwortgeschwindigkeit ko¨nnte auf die ”Richtigkeit“ des Antwortprozess geschlossen werden
(Krosnick 2002; Norman 1982). Speziell als Proxyvariable kann das Merkmal Antwortbereitschaft
verwendet werden. Auch dieses Merkmal wird vom Interviewer erhoben und ha¨lt zumindest den
subjektiven Eindruck des Interviewers von der Motivationslage des Befragten fest (Beatty und
Herrmann 2002).
Hypothese 4: Ho¨here Zuverla¨ssigkeit und ho¨here Antwortbereitschaft wa¨hrend des Interviews wir-
ken sich negativ auf Item Nonresponse aus.
Mit der Aufteilung des Erhebungsgebietes in Ost- und Westdeutschland stellt die Bundesrepublik
einen kulturellen Sonderfall dar. Verweisend auf Johnson et al. (2002) lassen sich auch fu¨r das
Auftreten von Item Nonresponse kulturelle Unterschiede im Antwortverhalten vermuten. Gerade
im Falle der beiden Landesteile ko¨nnte von einer deutlich unterschiedlichen Kultur des Berichtens
ausgegangen werden. Den kulturellen Sozialisationsunterschieden wird durch die Aufschlu¨sselung
nach Ost- und Westdeutschland Rechnung getragen.
Hypothese 5: Die investigativen Zu¨ge des DDR-Systems in Ostdeutschland vor 1990 du¨rfte die all-
gemeine Antwortbereitschaft senken (neben der konkreten Antwortbereitschaft (Beatty und Herr-
mann 2002)) und sich in zunehmendem Auftreten von Item Nonresponse niederschlagen.
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Die Variablen Bereitschaft und die Erreichbarkeit des Befragten werden zumeist im Kontext der
Analyse von Unit Nonresponse gebraucht (Po¨tschke und Mu¨ller 2006). Beide ko¨nnen aber auch als
Faktoren fu¨r Item Nonresponse in Frage kommen. Die allgemeine Bereitschaft, an der Befragung
teilzunehmen, la¨sst sich durchaus als Indikator fu¨r die Motivation im Interview heranziehen. Die
Erreichbarkeit kann zumindest indirekt u¨ber den Stressfaktor des Befragten eine Aussage machen
(Stoop 2007).
Hypothese 6:Wer gut zu erreichen ist, ko¨nnte weniger unter Stress leiden und ist wohl eher geneigt,
die Fragen im Interview sorgsam zu beantworten.
Als potentielle Proxyvariable fu¨r Einkommen sind der Zustand des Wohngeba¨udes und die Einscha¨tz-
ung der Wohnumgebung zu nennen.62
Hypothese 7: Die beiden Variablen Zustand des Wohngeba¨udes und die Einscha¨tzung der Woh-
numgebung mu¨ssten als Indikatoren des sozio-o¨konomischen Status bei steigenden Auspra¨gungen
zu geringerer Item Nonresponse-Wahrscheinlichkeit fu¨hren.
Ein weiteres Merkmal, das bei Unit Nonresponse-Analysen zum Tragen kommt, ist die Gro¨ße der
Gemeinde, in der der Befragte wohnt. Auch fu¨r die Anzahl der Item Nonresponse ko¨nnte dies ent-
scheidend sein, wenn der Befragte normalerweise in einem urbanen, anonymen Umfeld wohnt.
Hypothese 8: Mit zunehmender Gemeindegro¨ße wa¨chst die Anzahl der Item Nonresponse aufgrund
der Sorge um die Weitergabe von Informationen an Fremde und den Schutz des Perso¨nlichen in
einer zunehmend anonymen Umgebung.
In der Literatur richtet sich auch immer wieder das Augenmerk auf die Anwesenheit oder sogar
den Eingriff Dritter in das Interview, wobei die Effekte durchaus widerspru¨chlich sind (Haunber-
ger 2006 vs. Reuband 1984). Die Situation des Interviews kann aus dem ALLBUS 2006 mit den
Variablen Anwesenheit Dritter und dem mo¨glichen Eingriff Dritter teilweise operationalisiert wer-
den. Diese Variablen geben Auskunft ob ein Dritter wa¨hrend des Interviews anwesend war und in
welchem Grad die anwesende Person ins Interview eingegriffen hat.
62Die Einkommensvariable findet sich zwar in der Regel bei Analysen zu Unit Nonresponse, dennoch erscheint ein
abweichendes Antwortverhalten bezu¨glich Item Nonresponse bei sozial schlechter Gestellten als denkbar, vgl. Goyder
(1987), S.84f.
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Hypothese 9:Anwesenheit und erst recht der Eingriff Dritter in das Interview du¨rfte auf das Auf-
treten von Item Nonresponse wirken.
Zu den Variablen, die die Situation des Interviews beschreiben, za¨hlt in diesem Zusammenhang
auch die Erhebungsmethode, die bei der perso¨nlichen Befragung eine Rolle bezu¨glich der Privat-
heit spielt (Dillman et al. 2002; Reuband 1984). Fu¨r den ALLBUS 2006 wurde sowohl CAPI als
auch CASI verwandt.
Hypothese 10: Im Vergleich zu CAPI stellt CASI eine Erhebungsmethode dar, die mit gro¨ßerer
Privatheit einhergeht. Dies macht Item Nonresponse unwahrscheinlicher.
An Interviewermerkmalen stehen folgende Variablen zur Verfu¨gung: das Bildungsniveau des In-
terviewers, die Dauer seiner Ta¨tigkeit als Interviewer und außerdem das Alter und das Geschlecht
des Interviewers. Die Dauer der Ta¨tigkeit fu¨r das Befragungsinstitut soll die Erfahrung des Inter-
viewers operationalisieren (Hox et al. 1998; Haunberger 2006; Schanz und Schmidt 1984; Esser
1984; Pickery und Loosveldt 1998; Loosveldt et al. 2007).
Hypothese 11: Mit zunehmendem Alter und zunehmender Erfahrung des Interviewers wird das
Auftreten von Item Nonresponse unwahrscheinlicher. Ebenso la¨sst sich erwarten, dass ein ho¨heres
Bildungsniveau des Interviewers Item Nonresponse reduziert.
Mit diesen Variablen und ihren vermutlichen Wirkungen auf das Auftreten von Item Nonresponse
wird die bereits ausfu¨hrlich besprochene Wirkung des Interviewers auf den Befragten zum Aus-
druck gebracht. Da das Interview allerdings als soziale Interaktion aufgefasst werden kann, werden
dem Modell noch einige Interaktionsvariablen hinzugefu¨gt, um ihre Wirkung auf Item Nonrespon-
se zu testen. Dies erscheint bei folgenden Konstellationen sinnvoll: Geschlecht-I.-Geschlecht-B.,
Bildung-I.-Bildung-B., Alter-I.-Alter-B..
Hypothese 12: Wie in der Unit Nonresponse-Forschung la¨sst sich nach Koch (2002) von einem
Homogenita¨tsprinzip ausgehen. Das heißt, dass gleiche Auspra¨gungen beim Interviewer und Be-
fragten die Anzahl der Item Nonresponse wa¨hrend des Interviews senken.
Die im Erkla¨rungsmodell verwendeten Variablen sollen in Tabelle 2 noch einmal kurz dargestellt
werden.63 Dort sind auch die Codierungen der einzelnen Variablen verzeichnet.
63Die 12 Hypothesen stellen die Alternativhypothesen zur H0-Hypthese ”Variable hat keine Einfluss auf die Anzahl
der Item Nonresponse“.
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Perso¨nliche Merkmale Kategorien Auspra¨gungen
Alter 4 Kategorien dichot. s. Modelle
Geschlecht dichotom ”Frau“=1
Gesundheitszust. 5 Auspra¨gungen ”sehr gut“=1, ”schlecht“=5
Bildung 5 Auspra¨gungen ”kein Ab.”=1, ”Hochschulab.”=5
Wohnumgebung 5 Auspra¨gungen ”sehr gut“=1, ”schlecht“=5
Einsch. des Wohngeb. 3 Auspra¨gungen ”sehr gut“=1, ”stark renovierungsbed.“=3
Zuverla¨ssigkeit dichotom ”unzuverla¨ssig“=1
Antwortbereitschaft dichotom ”nicht gut“=1
allg. Teilnahmebereitschaft dichotom ”gut“=1
Erreichbarkeit dichotom ”gut“=1
Umgebungsmerkmale
Erhebungsgebiet dichotom ”Ostdt.“=1
Gemeindegro¨ße 10 Auspra¨gungen ”<1.999 Einw.“=1;”>499.999 Einw.“=10
Interviewsituation
Anwesenheit Dritter s. Eingriff -
Eingr. Dritter 4 Auspra¨gungen ”allein“=1; ”n. allein und st. Eingr.“=4
Erhebungsmodus dichotom ”CAPI“=1
Interviewermerkmale
Alter 3 Kategorien dichot. s. Modelle
Geschlecht dichotom ”Frau“=1
Bildung 4 Auspra¨gungen ”kein Ab.“=1, ”Hochschulab.“=4
Erfahrung 4 Kategorien dichot. s. Modell
Interagierende Variablen
Alter-I.-Alter-B. 4 Kategorien dichot. s. Modell
Geschlecht-I.-Geschlecht-B. dichotom ”ungleich“=1
Bild.-I.-Bild.-B. 3 Auspra¨gungen ”B. ho¨here Bild.“=1, ”I. ho¨here Bild.“=3
Tabelle 2: Operationalisierung und Codierung der unabha¨ngigen Variablen
Die Modelle wurden mit der Statistiksoftware Latent Gold und SPSS gescha¨tzt. Die Scha¨tzung
erfolgt sowohl bei den Poissonregressionen als auch bei den Modellen mit Negativer Binomialver-
teilung mit Maximum Likelihood.64
64Fu¨r die Details einer Maximum Likelihood Scha¨tzung bei Poissonregressionen und Negativer Binomialverteilung
vgl. Hilbe (2007), S.19ff; Winkelmann (2008), S.77ff; fu¨r die Details der Scha¨tzung bei ZIP und ZIGP-Regressionen
vgl. Czado et al. (2007), S.4f; Winkelmann (2008), S.189ff.
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Um die Vielzahl der Ergebnisse zu systematisieren, soll zuna¨chst ein Blick auf die Determinan-
ten geworfen werden, die in allen Modellen einen signifikanten Beitrag zur Erkla¨rung der Anzahl
der Item Nonresponse erbringen. Dies sind die Regressoren von Geschlecht (H3), Bildung (H1),
Wohnumgebung (H7), Zuverla¨ssigkeit der Antwort (H4) und Antwortbereitschaft (H4) des Be-
fragten. Daru¨ber hinaus sind bei den Variablen zum Befragtenumfeld Erhebungsgebiet (H5) und
Gemeindegro¨ße (H8) stets signifikant sowie beim Interviewumfeld Eingriff und bei den Interview-
ermerkmalen Interviewer mit einer Erfahrung zwischen 21 und 30 Jahren. Bis auf eine Ausnahme
besta¨tigen diese Koeffizienten die in den Hypothesen gea¨ußerten Erwartungen, dass diese oder
jene Determinante auf die Anzahl der Item Nonresponse senkend und vermehrend wirken. Eine
Ausnahme stellt die Variable Erhebungsgebiet (H5) dar. Sie zeigt den entgegengesetzten Einfluss
– na¨mlich eine verminderte Wirkung auf das Eintreten von Item Nonresponse, wenn der Befragte
in Ostdeutschland wohnt.
Zwei Variablen besitzen u¨ber alle Modelle keinen signifikanten Einfluss, na¨mlich der Gesund-
heitszustand (H2) des Befragte sowie die Interaktionsvariable Geschlecht-I.-Geschlecht-B. (H12).
Eventuell findet die Wirkung des letztgenannten Merkmals bereits bei der Kontaktaufnahme statt.
In Abschnitt 5.3.2 soll hierauf eine Antwort gegeben werden.
Alle anderen Determinanten besitzen in mindestens einem Modell Signifikanz. Bezieht man an
dieser Stelle die Modellgu¨ten (Log-Likelihood) ein, zeigt sich interesanterweise, dass nicht ein-
mal die OLS-Regression das schlechteste Modell ist, sondern die Negative Binomialregression.
Die besten Log-Likelihoods weisen die Modelle der Poissonregression auf, wobei zwischen der
ZIP-Regression und der Poissonregression kaum ein Unterschied besteht, die Einbeziehung der
Overdispersion allerdings verbessert das Modell noch einmal merklich. Beim ZIGP-Modell ist
zusa¨tzlich eine Reihe von Variablen signifikant: die zwei mittleren Altersgruppen (H1) zeigen
einen signifkanten negativen Einfluss auf das Eintreten von Item Nonresponse, der sich aber mit
dem A¨lterwerden abschwa¨cht. Auch zeigt in diesem Modell der Erhebungsmodus einen zumin-
dest schwach signifikanten leichten Einfluss, und zwar entsprechend der Hypothesenformulierung
(H10). Bei den Interviewermerkmalen schwa¨cht sich mit dem Alter der positive Einfluss ab. Damit
besta¨tigt sich oben formulierte Hypothese H11. Auch die gro¨ßere Erfahrung des Interviewers wirkt
sich in diesem Modell signifkant aus (H11). Durch die Modellierung der Overdispersion wird den
Interaktionsvariablen die Erkla¨rungskraft vollsta¨ndig genommen – ein Pha¨nomen, das auch bei
der Negativen Binomialregression eintritt, wenn man die letzte Spalte betrachtet. Dies verwundert
nicht, empfiehlt doch beispielsweise Hilbe (2007) als Alternative zur Modellierung der Overdi-
spersion, eine Mehrebenenanalyse zu verwenden.
Insgesamt hat sich die modifizierte Poissonregression fu¨r ein Erkla¨rungsmodell von Item Nonre-
sponse bewa¨hrt. Ein großer Teil der Hypothesen konnte empirisch besta¨tigt werden, wenngleich
fu¨r die Interviewer- und die Interaktionsvariablen eher schwache und ha¨ufig insignifikante Ein-
flu¨sse gescha¨tzt wurden.
Nachdem nun ausfu¨hrlich auf die Analyse von Item Nonresponse eingegangen worden ist, soll ein
Korrekturmethodenvergleich fu¨r Item Nonresponse vorgenommen werden.
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4 Item Nonresponse: Korrekturmethoden
im Vergleich
4.1 Einleitung
Bei allen nun vorgestellten Beispielen haben sich die Autoren entschieden, fu¨r ihre Analysen aus-
schließlich Complete Cases (CC) zu verwenden, und damit gegen eine aktive Korrekturmethode
fu¨r den teilweise massiven Datenausfall. Im folgenden Methodenvergleich wurde im Unterschied
zu den allermeisten a¨lteren Vero¨ffentlichungen darauf geachtet, nicht auf rein simulierte Daten
zu setzen (Bankhofer 1995, S.189; Go¨thlich 2007, S.130), sondern tatsa¨chlich auf realen Daten
aufbauend einen Datensatz mit gleichen Strukturen zu erzeugen, der objektiv die gleiche Aus-
gangslage schafft, und als Indikatoren bereits publizierte Modelle zu berechnen. Letztlich ko¨nnen
so die Vorteile von realen Daten und einer Simulation kombiniert werden. Sicherlich nachteilig
im Vergleich zu einer Simulationsstudie ist die Einschra¨nkung der Untersuchungsmo¨glichkeiten:
sowohl Datenausfall als auch Stichprobengro¨ßen und zu scha¨tzende Parameter sind vorgegeben.
Da dieses Vorgehen ganz neuartig ist, wird es in Abschnitt 4.3 eingehend erkla¨rt. Nachdem das
durchaus aufwendige Verfahren zum Methodenvergleich beschrieben wurde, richtet sich das Au-
genmerk auf die Frage, ob die Verfahren der Multiple Imputation zu besseren Ergebnissen fu¨hren
als die von den Autoren gewa¨hlte Methode, nur CC zu verwenden.
4.2 Ausgewa¨hlte Beispiele
Zum Vergleich der Leistungsfa¨higkeit verschiedener Korrekturverfahren werden im Folgenden drei
Publikationen kurz vorgestellt, ausgewa¨hlte Parameterscha¨tzungen repliziert und schließlich die
Auswirkung der fehlenden Werte und deren Korrektur evaluiert.
- Beispiel 1: Hennig, E. (2009) ”Einen Schlussstrich unter die nationalsozialistische Vergan-
genheit ziehen“. Zur politischen Soziologie eines historischen Deutungsmusters, Einsicht 2,
S.42-49.
- Beispiel 2: Schnabel, C. und J. Wagner (2005) Who Are the Workers Who Never Joined a
Union? Empirical Evidence from Germany, IZA, Paper 1698.
- Beispiel 3: Scha¨fer, A. (2009) Alles halb so schlimm? Warum eine sinkende Wahlbeteiligung
der Demokratie schadet, MPIfG Jahrbuch, S.5-10.
Die Reihenfolge der Publikationen ist nach der Komplexita¨t der zu scha¨tzenden Parameter ge-
ordnet: wa¨hrend bei Eike Hennig die Scha¨tzung bedingter Anteilswerte im Vordergrund steht,
berechnen Schnabel und Wagner ein multivariates Probitmodell. Armin Scha¨fer scha¨tzt auf Basis
eines Logitmodells individuelle Wahrscheinlichkeiten. Die replizierten und analysierten Parame-
terscha¨tzungen werden nun in dieser Reihenfolge kurz vorgestellt. Da der spa¨tere Methodenver-
gleich nicht auf einer Simulation im normalen Sinn fußt, sondern diese als Vorlagen in den Rahmen
einer Quasisimulation u¨bernommen werden, wird auch kurz auf die mo¨glichen allgemeinen me-
thodischen Einschra¨nkungen der Artikel eingegangen.
4.2.1 Beispiel 1: Anteilswerte
Die Vero¨ffentlichung ”Einen Schlussstrich unter die nationalsozialistische Vergangenheit ziehen“.
Zur politischen Soziologie eines historischen Deutungsmusters bescha¨ftigt sich mit der Analyse
jener Bevo¨lkerungsgruppe, die unter die o¨ffentliche Diskussion um die NS-Vergangenheit einen
Schlussstrich ziehen mo¨chte. Der Autor scha¨tzt zu Beginn diese Gruppe als uneinheitlich ein. Die
Fragestellung lautet ”Wer ist Tra¨ger, welche Einstellungen treffen sich im Schlussstrich?“ (S.46).
Zwar wird der ALLBUS 2006 als Sekunda¨rdatengrundlage genutzt, doch selektiert die Fragestel-
lung eindeutig Variablen, die durchgehend in dieser Erhebung als sensibel gelten. Aus der Literatur
wird eine Reihe von perso¨nlichen und sozio-o¨konomischen Merkmalen einerseits und andererseits
einige Einstellungen, die im Zusammenhang mit einer Schlussstrichbefu¨rwortung stehen ko¨nnten,
herausgearbeitet. Die Auswahl fu¨r die Replikation und den spa¨teren Methodenvergleich fiel auf
die Anteilswerte von bedingten Verteilungen bei folgenden Merkmalen:
- Anomie,
- Ausla¨nderfeindlichkeit,
- freie Meinungsa¨ußerung,
- Inflationsangst,
- Antisemitismus.
Die Ha¨lfte der Items besteht aus der sogenannten Antisemitismus Itembatterie, die im ALLBUS
erst zweimal abgefragt wurden. Bereits diese Items tangieren eindeutig den Bereich sensibler The-
men. Die Einordnung der Wichtigkeit von Inflationsbeka¨mpfung und freier Meinungsa¨ußerung
ist Bestandteil des Ingelhart-Index zu postmaterialistischen Einstellungen (Inglehart 1977; Ingle-
hart und Abramson 1999). Als Item fu¨r Ausla¨nderfeindlichkeit wird eines von mehreren Items
ausgewa¨hlt: Fremd im eigenen Land wegen Ausla¨ndern. Anomie wurde als Index aus drei Items
gebildet: ”Lageverschlechterung fu¨r einfache Leute“, ”keine Kinder mehr in diese Welt setzen“,
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”Mehrheit uninteressiert an Mitmenschen“. Diese Variablen sind jeweils dichotom mit ”stimme
zu“ =1 bzw. ”stimme nicht zu“ =0. Die Ausfa¨lle der einzelnen Variablen sind sehr verschieden und
weisen – anders als bei Einstellungsvariablen zu erwarten – nur in einem Fall den Wert Null auf:66
Item Ausfall in % Bezeichnung
Schlussstrich 2,2 Schlussstrich
Anomie 0,0 Anomie
Fremd im eigenen Land wg. Ausla¨ndern 0,7 Fremd
Inflationsbeka¨mpfung 3,2 Inflation
Meinungsa¨ußerung 3,4 Meinung
Juden haben zu viel Einfluss 11,7 Antisem3
Keine Scham u¨ber dt. Untaten an Juden 5,2 Antisem2
Juden nutzen dt. Vergangenheit aus 10,2 Antisem1
Juden an Verfolgung nicht unschuldig 12,4 Antisem4
n = 3.193
Tabelle 4: Ausfall der Variablen in Beispiel 1
Die Gesamtzahl von n = 3.193, auf die sich alle prozentualen Ausfallangaben beziehen, erha¨lt
man nach Abzug der nicht-deutschen Befragten, da die thematische Fragestellung des Aufsatzes
nahelegt, dass die ”Schlussstrichziehung“ eine Diskussion der deutschen O¨ffentlichkeit sei. Den
ho¨chsten Ausfall weisen erwartungsgema¨ß die Antisemitismusvariablen auf, von denen bis auf
das Scham-Item alle Merkmale mehr als 10 % Item Nonresponse zeigen.67 Auffallend erscheint
die geringe Missing-Rate im Anomieindex. Dies liegt an der Konstruktion des Index als additiver
Index. An einem Beispiel soll kurz verdeutlich werden, wie dies vonstatten geht:
NA 0 1 2 3 ∑
Anomie additiv 0 187 663 1.265 1.058 3.193
Anomie CC 250 146 555 1.184 1.058 3.193
Tabelle 5: Verteilung des Anomieindex nach unterschiedlicher Konstruktion
66Die Bezeichnungen in Tabelle 4 finden sich dann entsprechend in Abbildung 13.
67Im Anhang 2 ist der Wortlaut der Items.
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Die obere Zeile zeigt die Verteilung mit dem additiven Index, bei dessen Bildung fu¨r fehlende Wer-
te null imputiert wird. Die untere Zeile weist entsprechend die eigentlich fehlenden Werte auf; das
heißt, dass 250 Befragte auf eine, zwei oder alle drei Fragen, die den Anomieindex bilden, keine
Antwort gegeben haben. Danach wu¨rde die Variable Anomie immerhin unter einem Ausfall von
n=250 Nichtantwortenden oder 7,8 % leiden. In der Praxis ist die Methode der additiven Indexbil-
dung weit verbreitet, ohne dass die Konsequenzen beru¨cksichtigt wu¨rden.
Abbildung 13: Ausfallmuster von Beispiel 1
Die grafische Aufbereitung der fehlenden Werte (Abbildung 13) zeigt ein Mosaik, das keine Hin-
weise auf einen nur anna¨hernd monotonen Datenausfall gibt.68 Fu¨r den spa¨teren Vergleich wurden
insgesamt 16 Parameter zur Scha¨tzung ausgewa¨hlt. Zum einen wurde der Anteil der Personen,
die als ”Schlussstrichzieher“ anomische, fremdenfeindliche oder andere einschla¨gige Tendenzen
aufweisen (linke Spalte: 1. bedingter Anteilswert mit Basis ”Schlussstrichzieher“), gescha¨tzt. Da-
neben befindet sich der Anteil der ”Schlussstrichzieher“ von allen Personen, die eine anomische,
fremdenfeindliche oder andere einschla¨gige Tendenz aufweisen (rechte Spalte: 2. bedingter An-
teilswert mit Basis anomische, fremdenfeindliche Tendenzen). Ab welcher Auspra¨gung von einer
Tendenz gesprochen wird, hat der Autor fu¨r jede Variable einzeln definiert. Die Replikation ergab
folgende Werte:
68Die gezeigte Grafik, die auch fu¨r die beiden anderen Datensa¨tze erstellt wurde, wurde in SPSS berechnet und
gezeichnet. Als Merkmale sind jeweils die Analysevariablen sowie – der U¨bersichtlichkeit wegen – nur ein Teil der
Variablen, die fu¨r spa¨tere Korrekturmethoden verwendet werden, einbezogen. Die Variablen sind nach Ausfallmuster
und Ausfallumfang sortiert. Bei monotonen Ausfa¨llen du¨rfte es keine U¨berschneidung in den Zeilen geben.
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Schlussstrich bzw. 1. bed. Anteil 2. bed. Anteil nach CC gu¨ltige Fa¨lle
Fremd 0,40 0,77 n = 3.105
Inflation 0,43 0,72 n = 3.032
Meinung 0,37 0,55 n = 3.025
Judeneinfluss 0,38 0,78 n = 2.788
Keine Scham 0,16 0,80 n = 2.984
Juden nutzen aus 0,44 0,80 n = 2.830
Juden nicht unschuldig 0,23 0,70 n = 2.764
Anomie 0,39 0,75 n = 3.124
Tabelle 6: Replizierte Werte fu¨r Beispiel 1
Die kursiven Zahlen weichen von den publizierten ab, da dort Berechnungsfehler aufgetreten
sind.69 Die 16 bedingten Anteilswerte sind die Parameter, die spa¨ter noch einmal unter verschie-
denen Korrekturmethoden gescha¨tzt werden. Dabei ist es aus statistischer Sicht durchaus reizvoll,
dass sowohl symmetrische als auch sehr schiefe Verteilungen vorliegen.
Da es sich um die Replikation von Analysen handelt, wird auch die umstrittene additive Indexbil-
dung mit der Nullen-Imputation im Weiteren verwendet.
69Es wird weiter mit den richtigen Werten gearbeitet.
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4.2.2 Beispiel 2: Multivariates Probitmodell
Der Artikel von Schnabel und Wagner bescha¨ftigt sich mit der Frage, welche Arbeitnehmer nie-
mals in einer Gewerkschaft organisiert waren. Die Autoren sprechen von der empirischen Suche
nach ”Resistenzfaktoren“ gegenu¨ber Gewerkschaften. Hierfu¨r wird unter anderem mit Variablen
aus dem ALLBUS 2002 eine Analyse durchgefu¨hrt. Zum Vergleich wurden auch Daten des Euro-
pean Social Surveys herangezogen. Der ALLBUS 2002 entha¨lt dabei eine große Zahl von Merk-
malen, die Schnabel und Wagner aus der Literatur als sinnvolle Determinanten der Gewerkschafts-
mitgliedschaft identifizieren. Die abha¨ngige Variable ist eine Konstruktion aus zwei Variablen:
- fru¨her Gewerkschaftsmitglied,
- jetzt Gewerkschaftsmitglied.
Die unabha¨ngigen Variablen sind zuna¨chst perso¨nliche Merkmale und sozio-o¨konomische Varia-
ben, die sich auf das Erwerbsleben beziehen:
- Geschlecht,
- Alter,
- Landesteil,
- jemals arbeitslos,
- Bildung,
- Bildung von Vater und Mutter,
- Statusgruppe der Eltern,
- Vollzeitbescha¨ftigung,
- Mitglied des o¨ffentlichen Dienstes.
Einzige Einstellungsvariable ist die Linksrechtsselbsteinstufung des Befragten auf einer Skala von
1 bis 11:
- Politische Orientierung (Linksrechtsselbsteinstufung).
Ein Teil der Variablen weist keine fehlenden Werte auf, aber gerade die Fragen nach dem Bil-
dungsniveau und der beruflichen Stellung der Elternteile enthalten teilweise zweistellige Item
Nonresponse-Raten. Dies ist nicht verwunderlich, da Erinnerungslu¨cken oder Unsicherheit der
Befragten bezu¨glich der Informationen u¨ber die Elterngeneration durchaus nicht unplausibel sind
(Tourangeau et al. 2000; Willis et al. 1999). In der U¨bersicht stellen sich die fu¨r die Analyse auf-
bereiteten und umcodierten Variablen mit ihren Ausfa¨llen in % dar:
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Item Ausfall in % Bezeichnung
niemals Gewerkschaftsmitglied 0,4 Gewerkschaftsmgl
Geschlecht 0,0 Geschlecht
Alter 0,0 Alter
Alter2 0,0 -
jemals arbeitslos 0,0 Arbeitslosigkeit
niedrige Bildung 0,8 Bildung
Universita¨tsabschluss 0,3 Uniabschluss
niedrige Bildung Vater 9,6 Bildung Vater
niedrige Bildung Mutter 4,7 BildungMutter
Vater Arbeiter 13,6 Arbeiter Vater
Arbeiter 0,0 Arbeiter
Ostdeutsch 0,0 Landesteil
politische Orientierung 5,0 PolitischeOrient
Vollzeitbescha¨ftigung 0,0 Vollbescha¨ftigung
O¨ffentlicher Dienst 0,2 O¨ffent Dienst
n=1.162
Tabelle 7: Ausfall der Variablen in Beispiel 2
Die Ausfa¨lle sind prozentual zu einer Stichprobengro¨ße von n=1.162 Befragten.70 Von der ur-
spru¨nglichen ALLBUS-Gesamtstichprobe von n= 2.820 werden aufgrund der Fragestellung alle
unter 18-Ja¨hrigen und u¨ber 65-Ja¨hrigen sowie alle Nichtdeutschen aus der Stichprobe genommen.
Ob der Vater Arbeiter war und welches Bildungsniveau dieser hat oder hatte, konnten immerhin
knapp 14 % bzw. knapp 10 % der Befragten nicht beantworten. Gerade die meisten sozio-o¨konomi-
schen Variablen besitzen u¨berhaupt keine fehlenden Werte. Die Bildung der Mutter und die Frage
nach der politischen Orientierung (Linksrechtsselbsteinstufung) haben etwa 5 % Item Nonrespon-
se. Die Selbsteinstufung beno¨tigt eine Vorstellung von der politischen Linksrechtsdimension und
die intellektuelle Fa¨higkeit sich darin selbst einzuordnen. Zudem lassen sich die immerhin 5 %
Ausfa¨lle (ohne u¨ber 65-Ja¨hrige) damit erkla¨ren, dass eine politische Grundeinstellung als sensible
Frage betrachtet wird. Das Merkmal politische Orientierung ist neben der Altersvariable zudem
das einzige Merkmal, das nicht dichotom ist oder fu¨r die Modellierung dichotomisiert wurde.
70Bei Fragen zur eigenen Vergangenheit und der der Eltern konnte neben ”keine Angabe“ die Ausweichkategorie
”weiß nicht“ angegeben werden; bei allen anderen Variablen stand nur die Kategorie ”keine Angabe“ zur Verfu¨gung.
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Abbildung 14: Ausfallmuster von Beispiel 2
Fu¨r den Methodenvergleich wurde das Probitmodell mit den folgenden Parameterscha¨tzungen aus-
gewa¨hlt und ohne Gewichtung (Ost-West-Gewichtung) repliziert.71 Im multivariaten Raum redu-
ziert sich die Stichprobengro¨ße um fast ein Drittel auf n=888.
gew. Werte (original) replizierte Werte
Achsenabschnitt 4,583∗∗∗ 4,596∗∗∗
Geschlecht −0,039ns −0,035ns
Alter −0,182∗∗∗ −0,184∗∗∗
Alter2 0,002∗∗∗ 0,002∗∗∗
jemals arbeitslos −0,133ns −0,132ns
niedrige Bildung 0,149ns 0,149ns
Universita¨tsabschluss 0,210∗ 0,217∗
niedrige Bildung Vater 0,176ns 0,178ns
niedrige Bildung Mutter 0,046ns 0,051ns
Vater Arbeiter −0,248∗∗ −0,246∗∗
Arbeiter −0,317∗∗ −0,317∗∗
Ostdeutsch −0,892∗∗∗ −0,889∗∗∗
politische Orientierung 0,101∗∗∗ 0,102∗∗∗
Vollzeitbescha¨ftigung −0,301∗∗ −0,305∗∗
O¨ffentlicher Dienst −0,296∗∗∗ −0,301∗∗∗
n=888 n=888
Tabelle 8: Replizierte Werte fu¨r Beispiel 2
71Die Gewichtung wurde unterlassen, um den spa¨teren Methodenvergleich nicht unno¨tig kompliziert zu machen.
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4.2.3 Beispiel 3: Multivariates Logitmodell und individuelle Eintrittswahrscheinlichkeiten
Scha¨fer analysiert die Verzerrung verschiedener politischer Partizipationsformen.72 Theoretische
Grundlagen sind die sogenannten Normalisierungs-, Zufriedenheits- und Substitutionsthese. Stu-
dien zeigten, dass eine Wahl umso verzerrter ist, je niedriger die Wahlbeteiligung ist. Die abha¨ngi-
ge Variable ist unter anderem die Wahlbeteiligung, die von verschiedenen Faktoren determiniert
wird. In der Literatur finden sich Hinweise auf das Alter, die Sozialisation in Westdeutschland, das
Haushaltseinkommen und das politische Interesse (S.7). Zudem werden fu¨r die Analyse noch die
einschla¨gige Variable Demokratiezufriedenheit sowie ein Partizipationsindex, der aus folgenden
Variablen gebildet wurde, herangezogen:
- Unterschriften sammeln,
- kritischer Konsum,
- Demonstrationsteilnahme,
- Teilnahme an politischer Versammlung,
- Kontakt zu Politikern,
- Spenden sammeln.
Der Partizipationsindex ist additiv gebildet – wiederum mit allen Nachteilen, die bereits fu¨r die Bil-
dung des Anomieindex in 4.2.1 besprochen wurden. Da die Ausfa¨lle, die einen Umfang von 2 %
bis 10,2 % annehmen, insgesamt sechs Variablen betreffen, ist die Nullimputation von wesentlich
gro¨ßerem Umfang: mit einem Ausfall von 15,8 % ist der Anteil der Nullen in der Indexverteilung
erheblich vergro¨ßert. Mit Blick auf den Ausfall der anderen Variablen, die dann in das Logitmo-
dell eingefu¨gt werden, zeigt sich ein extremes Bild. Die hypothetischen 15,8 % wa¨ren nicht einmal
der gro¨ßte Ausfall fu¨r eine einzige Variable, sondern lediglich an zweiter Stelle. Nahezu jeder
zweite Befragte hat keine Antwort auf die Einkommensfrage gegeben. In der Literatur wird ha¨ufig
vermutet, dass die Einkommensvariable wenigstens zum Teil einem NMAR-Ausfallmechanismus
folgt (Havasi und Marton 1998). Fu¨r die Korrekturmethoden bedeutet dies eine große Heraus-
forderung. Gerade in Deutschland ist die Frage nach dem Einkommen a¨ußerst sensibel und der
Ausfall deshalb auch nicht unerwartet, trotzdem a¨ußerst kritisch fu¨r die spa¨tere Scha¨tzung. Fu¨r das
Logitmodell weisen alle beru¨cksichtigten Merkmale folgenden Anteil an fehlenden Werten auf:73
72Die verwendeten Items entstammen zum Teil dem ALLBUS-Zusatz ISSP, den die Befragten selbst schriftlich
ausfu¨llen; als Ausweichkategorie existiert einheitlich die Kategorie ”kann ich nicht sagen“. Fu¨r den genauen Wortlaut
der Items siehe Anhang 3.
73Fu¨r den genauen Wortlaut verwendeter Items siehe Anhang 4.
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Item Ausfall in % Bezeichnung
Wahlteilnahme 8,6 Wahlteilnahme
Demokratiezufriedenheit 5,4 Demzufriedenheit
Landesteil 0,0 Landesteil
Geschlecht 0,0 Geschlecht
Alter 0,0 Alter
Bildung 1,3 Bildunghoch, -niedrig, -mittel
Einkommen 44,5 Einkommenhoch, -niedrig, mittel
politisches Interesse 0,0 Pol-Interesse
Partizipationsindex 0,0 Partizipation
n=1.132
Tabelle 9: Ausfall der Variablen in Beispiel 3
Auch die Frage nach der Wahlbeteiligung bei der letzten Bundestagswahl haben immerhin fast 9
%, auf die Frage nach der Zufriedenheit mit der Demokratie aben 5,6 % nicht beantwortet. Die
anderen Variablen weisen nur a¨ußerst geringe oder gar keine Item Nonresponse auf. Gerade auch
Variablen, die soziales Verhalten abfragen, leiden unter sozialer Erwu¨nschtheit. So ist es pausibel,
dass manche Befragte vorgeben, die Antwort nicht (mehr) zu wissen (Item Nonresponse) oder be-
wusst etwas Falsches antworten. Das Ausfallmuster wird ebenfalls von der Einkommensvariable
definiert. Die Missingraten beziehen sich auf eine Stichprobengro¨ße von 1.332 Befragten (ISSP
Fragebogen).
Abbildung 15: Ausfallmuster von Beispiel 3
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Ausgewa¨hlt werden die Scha¨tzungen individueller Wahlteilnahmewahrscheinlichkeiten in Abha¨ng-
igkeit von der Demokratiezufriedenheit auf Basis eines Logitmodells, das folgende (großteils di-
chotomisierte) Variablen entha¨lt. Die Tabelle 10 zeigt daneben die Werte der originalen Berech-
nung (gewichtet nach Ost-/Westdeutschland) und der ungewichteten replizierten bina¨ren logisti-
schen Regression:
gew. Werte (original) replizierte Werte
Achsenabschnitt −0,187ns −0,507ns
ostdeusch −0,706∗ −0,696∗
weiblich 0,219ns 0,268ns
Alter 0,042∗∗∗ 0,042∗∗∗
mittlere Bildung 0,473ns 0,469ns
hohe Bildung 0,908ns 0,943ns
Einkommen 0,001∗ 0,001∗
Demokratiezufriedenheit 0,197∗ 0,244∗∗
politisches Interesse 0,819∗∗ 0,857∗∗
Partizipationsindex 0,259∗ 0,284∗
n = 648 n = 648
Tabelle 10: Replizierte Werte fu¨r Beispiel 3 (logistische Regression)
Ostdeutsch, Alter und Bildung sind jeweils dichotom oder wurden dichotomisiert. Die Einkom-
mensvariable ist eine der wenigen stetigen Merkmale im ALLBUS. Demokratiezufriedenheit wird
auf einer 11-stufigen Skala gemessen, die Variable politisches Interesse besitzt 5 Merkmalswerte,
der Partizipationsindex insgesamt 7. U¨ber alle Variablen besitzt das Modell einen multivariaten
Ausfall von knapp der Ha¨lfte der Befragten; es bleiben 648 Merkmalstra¨ger zur Analyse u¨brig.
Dies ist die Basis fu¨r die Scha¨tzung der Wahlteilnahme fu¨r einen ostdeutschen bzw. westdeut-
schen Mann mittleren Alters, mittlerer Bildung und mittleren Einkommens (als Beispiel fu¨r die
Auspra¨gung 0 der Demokratiezufriedenheit):
exp(b1+b5 ·1+b8 ·0)
(1+ exp(b1+b5 ·1+b8 ·0))
Da diese Scha¨tzung sehr komplizierte Annahmen trifft, werden beim Korrekturmethodenvergleich
zuna¨chst das grundlegende Logitmodell gescha¨tzt und anschließend die individuellen Teilnahme-
wahrscheinlichkeiten. Hierfu¨r wurden zuna¨chst die Werte als Replikation berechnet (Tabelle 11);
die Unterschiede zu Werten aus der Publikation ergeben sich wiederum aus der fehlenden Gewich-
tung, auf die wiederum verzichtet wurde, um den Methodenvergleich nicht zu verkomplizieren:
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Demokratie- replizierte Werte (West) replizierte Werte (Ost)
zufriedenheit
1 0,5766 0,4045
2 0,6348 0,4644
3 0,6894 0,5254
4 0,7391 0,5856
5 0,7834 0,6434
6 0,8220 0,6973
7 0,8550 0,7462
8 0,8827 0,7896
9 0,9057 0,8274
10 0,9246 0,8595
11 0,9400 0,8865
Tabelle 11: Replizierte Werte fu¨r Beispiel 3 (Wahrscheinlichkeit der Wahlteilnahme)74
4.3 Verfahren zum Vergleich von Korrekturmethoden
Vero¨ffentlichungen zum Vergleich von Korrekturmethoden beinhalten entweder die bloße Durch-
fu¨hrung der Methode anhand eines ausgewa¨hlten Datensatzes (z.B. Longford 2000) oder eine Si-
mulationsstudie (z.B. Ra¨ssler 2000). Beide Optionen haben Nachteile. Die einfache Durchfu¨hrung
mit einem realen Datensatz beru¨cksichtigt zwar die Herausforderungen realer Datengegebenhei-
ten, sie hat allerdings eine eingeschra¨nkte Aussagekraft u¨ber den ausgewa¨hlten Datensatz hinaus.
Simulationen mu¨ssen hingegen immer mit dem Makel des Ku¨nstlichen, letztlich auch des ha¨ufig
weniger Komplexen, leben.75 Ein weiterer Punkt ist die Selektivita¨t der Modelle und Verteilungen
fu¨r Simulationen, die nicht unbedingt zur Falsifikation, sondern teilweise unbewusst zur Besta¨ti-
gung bereits vorhandener Thesen ausgewa¨hlt werden. Der Vorteil der Simulation liegt dagegen
darin, die ”wahren“ Parameterwerte zu kennen, um einen Vergleich gescha¨tzter Parameter ziehen
zu ko¨nnen. Die ist bei der Anwendung realer Daten nicht mo¨glich, da zuna¨chst keine ”wahren“
Werte bekannt sind.
Fu¨r den folgenden Methodenvergleich gilt es einen Weg zu finden, der die Vorteile beider Herange-
hensweisen miteinander verbindet und einen zuverla¨ssigen Methodenvergleich gangbar macht. Um
dem Moment subjektiver Steuerung einer Simulation im Methodenvergleich Rechnung zu tragen,
wurde in diesem neuen Verfahren bewusst auf bereits publizierte statistische Analysen zuru¨ckge-
74Gewichtete Originalwerte siehe Scha¨fer (2009), S.8.
75Es gibt mittlerweile eine Zahl von sehr ausgefeilten und komplexen Simulationsstudien, vgl. Koller-Meinfelder
(2010).
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griffen. Dieses Verfahren wird sowohl fu¨r die Evaluation der Item als auch Unit Nonresponse-
Korrekturen angewendet. Entsprechende Unterschiede werden an gegebener Stelle im Kapitel zu
Unit Nonresponse diskutiert (Abschnitt 6.1). Das folgende Schema soll das Vorgehen verdeutli-
chen:
Abbildung 16: Verfahren zum Vergleich von Item Nonresponse-Korrekturmethoden
Der erste Schritt zeigt den Datensatz (konkret: ALLBUS 2002, 2004, 2006) in vereinfachter Form.
Zu sehen sind gegebene (blau) und fehlende Daten (weiß). Wie aus der kurzen Beschreibung der
Datensa¨tze hervorgeht, hat keiner der Datensa¨tze nur anna¨hernd monotone Ausfallstrukturen. Al-
lerdings existieren Variablen, die keine oder vernachla¨ssigbar wenige (unter 0,5 %) fehlende Werte
besitzen (1). Dies variiert jedoch von Datensatz zu Datensatz. Darunter ist in jedem Fall eine An-
zahl von Merkmalen, die vorher in der Analyse zu Item Nonresponse (Abschnitt 3.3.3) als mehr
oder weniger starke Einflussfaktoren von Item Nonresponse identifiziert wurden. Zur U¨bersicht
sind diese Variablen noch einmal zusammengefasst:76
76Vorhandene Variablen sind mit ”X“, im ALLBUS fehlende Variablen sind mit ”-“ gekennzeichnet.
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Variable ALLBUS 2002 ALLBUS 2004 ALLBUS 2006
Alter X X X
Bildung X X X
Geschlecht X X X
Gesundheitszustand - X X
Landesteil X X X
Zuverla¨ssigkeit X X X
Bereitschaft X X X
Teilnahmebereitschaft X X X
Erreichbarkeit X X X
Wohngeba¨ude X X X
Wohngegend - - X
Interviewer Bildung X X X
Interviewer Alter X X X
Interviewer Erfahrung X X X
Interviewer Geschlecht X X X
Erhebungsmethode - - X
Anwesenheit Dritter X X X
Eingriff Dritter X X X
Gemeindegro¨ße X X X
Tabelle 12: U¨bersicht vollsta¨ndige Variablen
Hinzu kommen die jeweiligen Variablen oder die Variable des gescha¨tzten Parameters oder der
gescha¨tzten Parameter, die aus der jeweiligen Publikation ausgewa¨hlt und im obigen Abschnitt
ebenfalls beschrieben wurden (2).
Dieser Datensatz wird nun bootstrapartig vergro¨ßert, indem Stichproben aus ihm gezogen und im-
mer wieder an den urspru¨nglichen Datensatz angeha¨ngt werden (3). Damit erha¨lt man Ziehung
fu¨r Ziehung einen immer gro¨ßeren Datensatz. Um eine reine Replikation zu vermeiden, wird bei
jeder Ziehung ein normalverteilter Sto¨rterm u¨ber ausgewa¨hlte Merkmale gelegt. Dies wird so lan-
ge wiederholt, bis eine Gesamtheit entsteht, die hinreichend groß ist, um Stichproben gegebener
Gro¨ße ziehen zu ko¨nnen (Auswahlsatz deutlich unter 0,05) (4). Konsequenterweise beha¨lt diese
Gesamtheit im Großen und Ganzen die Zusammenhangsstruktur und das Ausfallmuster des jewei-
ligen urspru¨nglichen ALLBUS. Als na¨chstes entsteht das Problem der ”wahren“ Werte fu¨r die zu
scha¨tzenden Parameter, das durch die Zuweisung von Werten gelo¨st wird. Das bedeutet, dass jeder
fehlende Wert zuna¨chst durch eine bestimmte Merkmalsauspra¨gung ersetzt wird. Nach welchen
Kriterien dies geschieht, wird in Abschnitt 4.3.1 noch erla¨utert: praktikabel erscheint eine Fu¨llung
der leeren Zellen mit ”Extremtypen“, die teilweise in der Literatur dokumentiert sind. Nach der
Ersetzung der fehlenden Werte ist es nun mo¨glich, ”wahre“ Werte fu¨r die ku¨nstliche Grundge-
samtheit zu berechnen (5). Dies geschieht dann entsprechend den ausgewa¨hlten Parametern aus
den drei Publikationen; das bedeutet, dass hier die statistischen Analysen noch einmal fu¨r die-
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se Grundgesamtheit repliziert werden. Nachdem die ”wahren“ Werte der Grundgesamtheit jetzt
bekannt sind, werden fu¨r den simulativen Teil aus dieser Gesamtheit 1.000 Stichproben gezogen
(6).77 Die Stichprobengro¨ße entspricht dabei genau der Gro¨ße der Stichproben, wie sie die einzel-
nen Analysen der drei Aufsa¨tze aufweisen. Fu¨r jede Stichprobe wird sodann die jeweilige Analyse
zum dritten Mal repliziert, wobei die Stichproben mit den Korrekturverfahren fu¨r Item bzw. Unit
Nonresponse behandelt werden. Die replizierten Werte werden danach mit den ”wahren“ Werten
der Grundgesamtheit verglichen, um feststellen zu ko¨nnen, unter welchen Bedingungen welche
Korrekturmethode bessere Ergebnisse erzielt. Aus diesem Grund war die Auswahl der Publikatio-
nen und der darin enthaltenen statistischen Analysen so wichtig: sie repra¨sentieren unterschiedliche
Typen von Datensituationen und Parameterscha¨tzungen.
Die Vorteile dieses neuen Vorgehens sind zusammengefasst folgende: reale Daten bilden den Aus-
gangspunkt fu¨r den Methodenvergleich, indem ein Datensatz erzeugt wird, der nahezu gleiche
Zusammenhangsstrukturen und identische Ausfallmuster besitzt. Durch die Einsetzung von Merk-
malsauspra¨gungen lassen sich die ”wahren“ Werte dieser Grundgesamtheit berechnen, die dann als
Vergleichswerte fu¨r die Korrekturmethoden dienen.78
4.3.1 Konstruktion eines Stresstests
Um fu¨r die Grundgesamtheit, wie im vorhergehenden Abschnitt 4.3 beschrieben, ”wahre“ Werte
berechnen zu ko¨nnen, ko¨nnen die fehlenden Werte, deren Muster aus dem urspru¨nglichen ALL-
BUS u¨bernommen wurden, durch Merkmalsauspra¨gungen ersetzt werden. Doch welche Merk-
malsauspra¨gungen sollen dies sein? Fu¨r diesen Methodenvergleich soll die Antwort darin bestehen,
die Methoden mit extremen Werten anstelle der fehlenden Werte zu konfrontieren. Die Methoden
durchlaufen damit eine Art ”Stresstest“. Der zugrunde liegende Ausfallmechanismus ist fu¨r em-
pirische Verha¨ltnisse tendenziell stark NMAR.79 Die ausgewa¨hlten Extremwerte finden teilweise
in der Literatur theoretische Begru¨ndungen als Manifestation mo¨glicher Typen. Wa¨hrend fu¨r die
Publikation von Eike Hennig nur zwei dieser Typen angewendet werden, wird fu¨r die multivariaten
Analysen von Schnabel und Wagner sowie von Armin Scha¨fer ein Extremtyp mit dem jeweiligen
Antitypus und als drittes ein Typ, der etwa in der Mitte angesiedelt ist, konstruiert. In den U¨ber-
sichten wird noch einmal der jeweilige Ausfall in % ausgefu¨hrt sowie alle Merkmalswerte der
Variablen. Je mehr Ausfall, desto eher wird ein extremer Wert als Ersatz fu¨r die fehlenden Werte
den Parameter beeinflussen ko¨nnen. Und je mehr Merkmalswerte existieren, desto gro¨ßer kann die
Entfernung vom Durchschnitt ausfallen. Bei einer dichotomen Variable mit sehr niedrigem Ausfall
wird die Beeinflussung durch extreme Werte wesentlich niedriger sein als bei einer Variablen mit
sieben Merkmalswerten und einer vergleichsweise hohen Ausfallrate.
77Fu¨r die Stichprobenziehung werden die vorher aufgefu¨llten Werte in jeder Stichprobe wieder gelo¨scht. Eine auf-
wendige Identifikation urspru¨nglich fehlender Werte macht dies mo¨glich.
78Nachteilig erscheint die Vorabauswahl der Parameter. Dies sollte aber durch die Vielzahl der Parameter kompen-
siert werden. Dennoch erreicht dieses Verfahren nicht die Flexibilita¨t einer Simulation.
79Dennoch darf Multiple Imputation angewendet werden. Fu¨r diese Diskussion vgl. Spieß (2008), S.76f.
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Variable Ausfall in % Merkmalswerte Typ 1 Typ 2
Schlussstrich 2,2 1-2 1 2
Anomie 0,0 0-3 - -
Fremd im eig. Land wg. Aus. 0,7 1-7 7 1
Inflationsbeka¨mpf. 3,2 1-4 1 4
Meinungsa¨ußerung 3,4 1-4 4 1
Juden haben zu viel Einfl. 11,7 1-7 7 1
K. Scham u¨ber dt. Untaten an J. 5,2 1-7 1 7
J. nutzen dt. Vergangenheit aus 10,2 1-7 1 7
J. an Verfolgung nicht unschul. 12,4 1-7 1 7
Tabelle 13: Bildung von Typen fu¨r Beispiel 1
Die ausgewa¨hlten Merkmale weisen zum einen sehr erhebliche Unterschiede im Umfang des Da-
tenausfalls auf, zum anderen haben sie eine unterschiedliche Breite der Merkmalswerte. Dabei
verbinden gerade die Antisemitismusvariablen eine relativ hohe Ausfallrate mit einer relativ brei-
ten Ordinalskala von 1-7. Konterkariert wird dies durch die gescha¨tzten bedingten Anteilswerte,
wie bei der Vorstellung der Publikation beschrieben. Deshalb reichen zwei Typen bei der Evalua-
tion der Korrekturmethoden aus, da jeglicher Wert je nach Definition entweder in die eine oder in
die andere Kategorie fa¨llt.
Der Publikation ”Who Are the Workers Who Never Joined a Union? Empirical Evidence from
Germany“ werden dann drei Typen zugeordnet:
Variable Ausfall in % Merkmalswerte Typ 1 Typ 2 Typ 3
niemals Mitglied 0,4 0-1 1 0 1
Uniabschluss 0,3 0-1 1 0 0
niedrige Bildung 0,8 0-1 0 1 1
niedrige Bildung Vater 9,6 0-1 0 1 0
niedrige Bildung Mutter 4,7 0-1 0 1 1
Vater Arbeiter 13,9 0-1 0 1 0
politische Orientierung 5,0 1-11 1 11 5
O¨ffentlicher Dienst 0,2 0-1 1 0 0
Tabelle 14: Bildung von Typen fu¨r Beispiel 2
Merkmale mit fehlenden Werten sind im Probitmodell bei Schnabel und Wagner vorwiegend di-
chotom. Die einzige Variable mit einer relativ großen Skalenspanne ist die politische Orientie-
rung (Linksrechtsselbsteinstufung); diese besitzt auch einen nicht unerheblichen Ausfall von fu¨nf
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Prozent. Da es in der sozial- oder wirtschaftswissenschaftlichen Literatur keinen Entwurf von be-
stimmten konkreten Ausfalltypen gibt, sind die Extremtypen zwei Antitypen mit entsprechend
extremen politischen Orientierungen. Der zusa¨tzliche dritte Typ weist hingegen eine Mischung
auf, deren Auspra¨gungen an den Vorzeichen der Parameter des Originaldatensatzes orientiert sind.
Dieser Typ besitzt zudem eine durchschnittliche politische Orientierung. Gerade durch die Ex-
tremwerte des Merkmals politische Orientierung werden die ersten beiden Typen zu wirklichen
Extremtypen, wa¨hrend Typ 3 ungefa¨hr in der Mitte zwischen diesen beiden anzusiedeln ist.80
Variable Ausfall in % Merkmalswerte Typ 1 Typ 2 Typ 3
Wahlteilnahme 8,6 0-1 1 0 1
Demokratiezuf. 5,4 0-10 0 10 5
Alter 0,1 stetig −29,99 43,01 6,51
niedrige Bildung 1,3 0-1 1 0 0
hohe Bildung 1,3 0-1 0 1 0
Einkommen 44,5 stetig −1011,03 6363,97 2676,47
Tabelle 15: Bildung von Typen fu¨r Beispiel 3
In der Publikation von Armin Scha¨fer wird nicht nur die Demokratiezufriedenheit als 11-stufige
Variable verwendet, sondern daru¨ber hinaus die Variable Einkommen. Das monatliche Haushalt-
seinkommen ist eine stetige Variable. In der Literatur wird vermutet, dass gerade niedrige und
hohe Einkommensbezieher keine Angabe zu ihrem Einkommen machen wollen (Becker und Hau-
ser 2003, Po¨schl 1993). Die Variable steht hochgradig im Verdacht, einen großen Umfang feh-
lender Werte aufzuweisen, die im direkten Zusammenhang mit der Auspra¨gung stehen, also deren
Ausfallmechanismus stark zu NMAR tendiert. Zwar besitzt beispielsweise auch die Variable Wahl-
beteiligung an der letzten Bundestagswahl einen nicht unerheblichen Anteil an Item Nonresponse
von knapp neun Prozent, jedoch u¨bertrifft die Einkommensvariable mit 44,5 % die Ausfa¨lle aller
anderen Merkmale bei weitem. Zudem wird das Merkmal durch eine offene Frage erhoben, sodass
keine gesicherten Informationen u¨ber den ho¨chsten oder niedrigsten Wert bestehen.81 Aufgrund
von Plausibilita¨tsu¨berlegungen kann nicht einmal der Fall ausgeschlossen werden, dass jemand
ein negatives Einkommen hat, wenn z.B. Ru¨ckzahlungen gro¨ßer sind als das eigentliche Einkom-
men. Um Merkmalsauspra¨gungen fu¨r die Extremtypen zu erhalten, wurden deshalb fu¨r Typ 1 die
niedrigsten (Typ 1) und ho¨chsten (Typ 2) Merkmalswerte des Datensatzes anstelle der Item Non-
response eingesetzt. Damit du¨rfte gewa¨hrleistet sein, dass die beiden Typen wirklich extrem sind,
obwohl natu¨rlich wesentlich ho¨here oder niedrigere Einkommen nicht unrealistisch sind (Milli-
ona¨re etc.). Fu¨r Typ 3 wurde das arithmetische Mittel eingesetzt. Dieser dritte Typ ist ein moderater
Typus bezogen auf die Merkmalswerte; fu¨r den ersten Typus gibt es zudem empirische Evidenz in
80Die negativen Werte resultieren aus der wie im Original vorgenommen Zentrierung der Verteilung um den Mittel-
wert.
81Daneben exisitert fu¨r diejenigen, die nicht geantwortet haben, die Mo¨glichkeit, sich in einer Liste mit Einkom-
mensklassen einzutragen. Diese Variable wurde aber nicht beru¨cksichtigt.
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der Literatur: der junge, ungebildete Nichtwa¨hler mit niedrigem Einkommen, der dies verbergen
mo¨chte (De Ne`ve 2009, S.86ff). Fu¨r die Korrekturmethoden ist diese Replikation sicherlich die
qualitativ und quantitativ anspruchsvollste.
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4.3.2 Ausgewa¨hlte Korrekturverfahren
Der offizielle U¨berblick u¨ber Vero¨ffentlichungen, die den ALLBUS in irgendeiner Form zur Ana-
lyse herangezogen haben, verra¨t die momentane Relevanz von Korrekturverfahren fu¨r Item Nonre-
sponse (Tabelle 16). Fast alle Vero¨ffentlichungen schenken dem Problem keine besondere Beach-
tung und verwenden Complete Cases (Blohm et al. 2010). Die Ausnahme bildet eine Methodenar-
beit mit dem ALLBUS 2004, die sich direkt mit Multipler Imputation bescha¨ftigt. Da die Multiple
Imputation nach mehreren Jahrzehnten nicht nur theoretisch ausgereift, sondern mittlerweile auch
von einer immer gro¨ßeren praktischen Relevanz ist, wird sie dem Verfahren der Complete Cases
gegenu¨bergestellt.82 Durch die Implementierung verschiedener Multiple Imputation-Verfahren so-
wohl fu¨r stetige als auch fu¨r diskrete Variablen und fu¨r verschiedene Merkmalstypen, kann auch
der nicht speziell geschulte Datennutzer diese Verfahren anwenden.
ALLBUS 2002 ALLBUS 2004 ALLBUS 2006
Anzahl ca. 37 ca. 24 ca. 16
MI verwendet 0 1 0
Tabelle 16: U¨bersicht u¨ber die Verwendung von Multipler Imputation in Vero¨ffentlichungen mit
den ALLBUS-Erhebungen
Theoretisch ist die Multiple Imputation der Complete Cases-Methode u¨berlegen. Die MAR-Annah-
me bei MI ist realistischer als die MCAR-Annahme bei CC. Fu¨r den Datennutzer von besonderer
Wichtigkeit ist die Effizienz von MI: Die Standardfehler werden bei gegebener Fallzahl kleiner
als bei einer Methode, die die Fallzahlen aufgrund von fehlenden Werten reduziert. Gleichzei-
tig reflektiert Multiple Imputation durch zusa¨tzliche Varianz die durch die Erga¨nzung auftretende
Unsicherheit. Ein Blick auf die Varianzregeln der Multiplen Imputation macht dies anschaulich
(Rubin 1987):
T =W +
(
1+
1
m
B
)
,
wobei W die durchschnittliche Varianz des gescha¨tzten Parameters θˆ j der j = 1, . . . ,m imputierten
Datensa¨tze ist, mit
82Fu¨r die Durchfu¨hrung von MI existieren mittlerweile mehrere englischsprachige, leicht versta¨ndlich Bu¨cher:
McKnight et al. (2007) und die jeweiligen Beschreibungen zu den einschla¨gigen Softwares ICE (Royston 2005), MI-
CE (Van Buuren und Groothuis-Oudshoorn 2009), NORM (Schafer 1997b); vereinzelt auch schon deutschsprachige
Literatur: Spieß (2008).
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W =
1
m
m
∑
j=1
ˆvar
(
θˆ( j)
)
,
und B die Varianz von θˆ j zu θˆMI
B =
1
m−1
m
∑
j=1
(
θˆ ( j)− θˆMI
)
.
Fu¨r den Methodenvergleich wird zudem die Coverage berechnet, die auf MI-Konfidenzintervallen
beruht:
θˆMI± t1−α2 ,ν
√
T ,
wobei ν die Anzahl der Freiheitsgrade ist und ν
ν = (m−1)
(
1+
W
(1+m−1)B
)2
.
Das Konfidenzintervalle fu¨r CC lautet dagegen:
θˆ ± t1−α2 ,ν
√
Var.
Die Implementierungen unterscheiden sich noch deutlicher in der Praxistauglichkeit. Prinzipiell
scheinen die Pakete in R und a¨hnlicher Software nutzerfreundlicher und leistungsfa¨higer zu sein
als in allgemeiner Software wie SPSS oder Stata. Fu¨r den folgenden Methodenvergleich wird des-
halb auch die Software R herangezogen. Da der Methodenvergleich u¨ber eine Quasisimulation ein
sehr ausgereiftes und effizientes Package beno¨tigt, bietet sich das Package MICE an (Van Buu-
ren und Groothuis-Oudshoorn 2009). Speziell fu¨r sozial- und wirtschaftswissenschaftlichen Da-
tensa¨tze, die großenteils diskrete Variable beinhalten, bietet sich zudem das Package BaBoon an
(Koller-Meinfelder 2010).
MI wurde in dieser Arbeit mit MICE durchgefu¨hrt. Die Imputationsmodelle bestanden stets aus
dem interessierenden Parameter (Analysemodell) und zusa¨tzlichen vollsta¨ndigen Variablen.83 Ne-
ben der entsprechenden Anpassung an die Skalenniveaus der Variablen mit fehlenden Werten,
wurden die Grundeinstellungen von m = 5 imputierten Datensa¨tzen verwendet.
83Damit liegt der Regelfall der Unkongenialita¨t zwischen Analyse- und Imputationsmodell vor; zum Begriff und
zur formalen Darstellung vgl. Meng (2002).
66
4.3.3 Ergebnisse des Methodenvergleichs
Um die Fu¨lle von Ergebnissen u¨bersichtlich zu gestalten, wird fu¨r jede Parameterscha¨tzung – An-
teilswert, Probitmodell, Logitmodell – anfangs immer die Coverage der Multiplen Imputation und
der Complete Cases tabellarisch aufgefu¨hrt. Die Coverage zeigt den Anteilswert an Scha¨tzwerten,
deren Konfidenzintervall den ”wahren“ Wert beinhaltet. Dies erfolgt fu¨r jeden Typ.
Anschließend werden alle auffa¨lligen Coveragewerte bezu¨glich der Punktscha¨tzung und der La¨nge
der Konfidenzintervalle untersucht. Auffa¨llig bedeutet, dass entweder eine der Korrekturmethoden
wesentlich besser abschneidet als die andere, oder beide Korrekturverfahren schlecht abschneiden.
Dies geschieht durch grafische Aufbereitung.
Soweit es erforderlich ist, werden alle Unterschiede zwischen den Korrekturmethoden auf Signifi-
kanz getestet; weitere Analysemo¨glichkeiten bestehen in der Berechnung des Bias und des MSE.84
Die Analysen werden jeweils fu¨r alle Parameterscha¨tzungen durchgefu¨hrt. Ergebnisse, die keine
weiteren, neuen Erkenntnisse liefern, finden sich tabellarisch und grafisch aufbereitet im Anhang.
84Definiert als: BIAS(Tn) = θ −E(Tn) und MSE = E(Tn−θ)2 =Var(Tn)+BIAS(Tn).
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4.3.3.1 Ergebnis 1: Anteilswerte
Die erste Parameterscha¨tzung wird aus einer bivariaten Verteilung gewonnen. Tabelle 17 entha¨lt
die Variablen, die mit der abha¨ngigen Variablen Schlussstrichziehen gekreuzt wurden (Details in
Abschnitt 4.2.1). In der ersten Zeile befindet sich jeweils ein bedingter Anteilswert – der Anteil der
Personen, die fu¨r eine Schlussstrichziehung unter die deutsche NS-Vergangenheit sind und gleich-
zeitig z.B. der Aussage zustimmen, sich wegen Ausla¨ndern fremd im eigenen Land zu fu¨hlen.
Die zweite Zeile zeigt ebenfalls einen bedingten Anteilswert – den Anteil der Personen, die z.B.
der Aussage zustimmen, sich wegen Ausla¨ndern fremd im eigenen Land zu fu¨hlen und dabei eine
Schlussstrichziehung befu¨rworten. Die dritte und vierte bzw. fu¨nfte und sechste Spalte fu¨hrt die
Coverage fu¨r Multiple Imputation (MI) bzw. fu¨r Complete Cases (CC) von Typ 1 und Typ 2 auf.
In der zweiten Spalte findet sich noch einmal der gemeinsame Ausfall der Variable Schlussstrich-
ziehen mit den jeweiligen Meinungsvariablen.
Typ 1 Typ2
Schlussstrich mit Ausfall CC MI CC MI
Fremd 2,8 86,6ns 87,1ns 87,3∗ 88,7∗
73,0ns 73,5ns 47,4∗∗∗ 43,7∗∗∗
Inflation 5,0 52,7∗∗∗ 47,1∗∗∗ 69,0∗∗ 71,5∗∗
76,5∗ 74,6∗ 60,9∗∗∗ 55,8∗∗∗
Meinung 5,3 55,6∗ 59,3∗ 28,8∗∗∗ 21,6∗∗∗
73,5∗∗ 77,2∗∗ 82,1∗∗∗ 77,4∗∗∗
Juden Einfluss 12,4 0,0ns 0,0ns 1,1∗∗ 1,8∗∗
40,9∗ 38,2∗ 70,6ns 69,4ns
Keine Scham 6,5 0,0ns 0,0ns 73,0∗∗∗ 65,9∗∗∗
52,3∗ 49,8∗ 44,8∗∗ 42,2∗∗
Juden nutzen aus 11,0 0,1ns 0,0ns 5,4∗∗∗ 9,8∗∗∗
3,7∗ 4,7∗ 66,4∗∗ 69,2∗∗∗
Juden nicht unschuldig 13,0 0,0ns 0,0ns 11,0∗∗∗ 7,0∗∗∗
19,0∗∗∗ 12,4∗∗∗ 54,0∗∗∗ 47,0∗∗∗
Anomie 2,1 88,7ns 89,5ns 88,8ns 88,8ns
72,0ns 71,1ns 49,6∗∗∗ 47,5∗∗∗
im Durchschnitt 43,4 42,8 52,5 50,5
Tabelle 17: Vergleich der Korrekturmethoden anhand der Coverage bei Beispiel 185
Mit Blick auf die Coverage als Kriterium fa¨llt das Urteil u¨ber beide Methoden sehr schlecht aus.
Zuna¨chst zum direkten Vergleich der beiden Methoden nach den beiden Typen: Bei Typ 1 ist CC
85Die Signifikanzen beziehen sich auf die Testung der Coverageho¨he zwischen CC und MI.
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insgesamt fu¨nfmal signifikant besser als MI. MI zeigt bei drei Parameterscha¨tzungen eine signi-
fikant ho¨here Coverage. Bei den restlichen acht Parametern ergeben sich keine signifikanten Un-
terschiede. Noch sta¨rker zu Ungunsten von MI als bei Typ 1 fallen die Ergebnisse bei Typ 2 aus.
Hier schneidet MI nach der Coverage fu¨nfmal besser ab, CC dagegen neunmal. Zweimal ergeben
sich keine signifikanten Unterschiede in der Ho¨he der Coverage. Insgesamt ergeben sich fu¨r die 32
Parameter, dass in 13 Fa¨llen CC eine ho¨here Coverage aufweist (44 %), in zehn Fa¨llen gibt es keine
signifikanten Unterschiede (ca. 31 %) und in lediglich acht Fa¨llen schneidet MI besser ab (25 %).
Diese Ergebnisse ko¨nnen aber mit Blick auf das Niveau der Coverage ziemlich ta¨uschen. Weder
bei MI noch bei CC liegt eine Coverage u¨ber 90 %. Bei den Coverage, die u¨ber 80 % liegen, gibt
es keine signifikanten Unterschiede (Ausnahme Typ 2: Fremd im eigenen Land; Inflationsbeka¨mp-
fung). Alle anderen Coverages sind indiskutabel niedrig.
Zwei Faktoren bestimmen anscheinend das schlechte Abschneiden beider Methoden bei der Scha¨tz-
ung der bedingten Anteilswerte: die Modellierung der Typen als Extreme in Richtung NMAR in
Verbindung mit der Ausfallho¨he. Beide Methoden liegen bei den Antisemitismusvariablen, die die
ho¨chsten Ausfa¨lle zeigen, deutlich neben den ”wahren“ Werten.
Bevor die eigentliche Parameterscha¨tzung betrachtet wird, um die die Konfidenzintervalle fu¨r die
Coverage konstruiert werden, soll die La¨nge der Konfidenzintervalle in der grafischen Darstellung
analysiert werden. Die Werte sind die Differenzen der jeweiligen La¨nge des MI-Konfidenzintervalls
und des CC-Konfidenzintervalls.
Abbildung 17: Differenz der Konfidenzintervallla¨ngen bei Beispiel 1
Das positive Vorzeichen86 der Differenzen in Abbildung 17 signalisiert, dass die MI-Konfidenz-
intervalle stets kleiner sind als die CC-Konfidenzintervalle (blauer Balken: 1. bedingter Anteils-
86Da die CC-KI vom jeweiligen MI-KI subtrahiert wurde.
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wert, roter Balken: 2. bedingter Anteilswert). Die Stichprobenvarianz der MI-Scha¨tzung ist auf-
grund der nicht reduzierten Fallzahl niedriger – nach den Ausfu¨hrungen aus Abschnitt 4.3.2 ist
dies folgerichtig. Die Ho¨he der Abweichung variiert jedoch – und zwar mit der Ausfallho¨he. Bei
den Variablen Juden nutzen die Vergangenheit aus, Juden haben zu viel Einfluss und Juden nicht
unschuldig an Verfolgung sind die MI-Konfidenzintervalle teilweise bis zu acht Prozent ku¨rzer als
die entsprechenden CC-Konfidenzintervalle. Hier liegt zumindest ein Grund des schlechten Ab-
schneidens von MI. Normalerweise wu¨rde – wie in der Varianzformel nachzuvollziehen ist – die
MI-Varianz bei gro¨ßerer Unsicherheit, also bei tendenziell gro¨ßerem Ausfall, gro¨ßer werden. Die
Folge wa¨re eine Verringerung des Quotienten der CC- und MI-Intervalle. Diese Unsicherheit kann
im Fall der bedingten Anteilswertscha¨tzung dem Anschein nach nicht hinreichend abgebildet wer-
den. Dies erschwert damit aber die Chance auf eine ho¨here Coverage von Grund auf.
Betrachtet man nun die Parameterscha¨tzwerte, ergibt sich bezu¨glich der Performanz von CC ein
negativeres Bild als das Coverage-Kriterium nahelegt. Der vermeintliche (kleine) Vorteil der Com-
plete Cases Methode ist in der Praxis nicht relevant.
Abbildung 18: CC Histogramm und Boxplot des bedingten Anteilswerts zur Variablen Fremd im
eigenen Land
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Abbildung 19: MI Histogramm und Boxplot des bedingten Anteilswerts zur Variablen Fremd im
eigenen Land
Bei der grafischen Aufbereitung bildet die Variable Fremd im eigenen Land das erste Parameter-
paar (1. bedingter Anteilswert).87 Die rote Linie markiert im Histogramm bzw. im Boxplot den
”wahren“ Wert des Typs 1, die blaue Linie den ”wahren“ Wert des Typs 2 (Abbildung 18 und
19).88 Die Coverage bei beiden Typen und fu¨r beide Methoden war die ho¨chste fu¨r die Scha¨tzung
der Anteilswerte.
Aufgrund des geringen Ausfalls liegen die beiden ”wahren“ Werte nicht allzu weit voneinander ent-
fernt. In den Histogrammen zeigt sich, wie sich sowohl die MI- als auch die CC-Scha¨tzwerte mittig
um die beiden Linien anordnen. Beide liegen durchschnittlich nicht weit von den ”wahren“ Wer-
ten der beiden Typen entfernt (MI: 0,3951; CC: 0,3970).89 Die Massen unterscheiden sich in ih-
rer Breite ebenfalls nur unwesentlich (MI-Standardabweichung: 0,1083; CC-Standardabweichung:
0,1104). Diese Ergebnisse sind ziemlich kongruent mit den entsprechenden Coverages.
Abbildung 20 zeigt eine Parameterscha¨tzung, bei der MI auf einem niedrigen Niveau eine signifi-
kant ho¨here Coverage bei Typ 1 und auf einem noch niedrigeren Niveau eine signifikant niedrigere
Coverage bei Typ 2 aufweist. Es ist der erste bedingte Parameter der Variable freie Meinungsa¨uße-
rung.
87Hier nicht aufgefu¨hrte grafische Darstellungen finden sich in Anhang 5.
88Fu¨r die einzelnen Typen wurden an sich jeweils getrennte Durchla¨ufe a` 1.000 berechnet, die in der Tabellenu¨ber-
sicht (Tabelle 18 und 19) ausgewertet werden; fu¨r die grafische Darstellung reicht einer der Durchla¨ufe, da die Vertei-
lung der Parameterscha¨tzwerte wie erwartet keine großen Abweichungen zeigen.
89Wenn nicht explizit erwa¨hnt, ist nicht der BIAS, sondern der Lage- bzw. Streuungsparameter der Scha¨tzwertever-
teilung gemeint.
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Abbildung 20: CC Histogramm und Boxplot des bedingten Anteilswerts zur Variablen Freie Mei-
nungsa¨ußerung
Abbildung 21: MI Histogramm und Boxplot des bedingten Anteilswerts zur Variablen Freie Mei-
nungsa¨ußerung
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Aus der Verteilung im Boxplot und dem Histogramm lassen sich kaum Unterschiede in der Gestalt
der Verteilungen herauslesen, tatsa¨chlich besitzt die Verteilung der MI-Scha¨tzwerte ein Mittel von
0,3673 (Standardabweichung: 0,0108), CC dagegen 0,3690 (Standardabweichung: 0,0107). Beide
Verfahren verscha¨tzen sich fu¨r beide Typen. Bei Typ 1 liegt eine U¨berscha¨tzung vor, bei Typ 2 eine
noch gravierendere Unterscha¨tzung der jeweils ”wahren“ Werte. Selbst wenn die Coverage fu¨r Typ
1 und Typ 2 signifikant zu Gunsten der einen bzw. der anderen Korrekturmethode ausfa¨llt, du¨rften
diese Unterschiede in der Praxis keine Relevanz haben.
Diese Verzerrung fa¨llt im folgenden Beispiel noch wesentlich gravierender aus. Fu¨r die Variable
”Juden haben zu viel Einfluss“ (1. bedingter Anteilswert) betra¨gt die Coverage von MI und von
CC null fu¨r den Typ 1 und nahe null fu¨r Typ 2. Die Grafiken 22 und 23 verdeutlichen, wie sehr
dabei der ”wahre“ Wert unterscha¨tzt (Typ 1) oder u¨berscha¨tzt (Typ 2) wird. Die Gestalt der Scha¨tz-
wertverteilung von MI und CC unterscheiden sich dabei wiederum sehr wenig (MI: 0,3866 mit
Standardabweichung 0,0118; CC: 0,39 mit Standardabweichung 0,0118).
Abbildung 22: CC Histogramm und Boxplot des bedingten Anteilswerts zur Variablen Juden zuviel
Einfluss
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Abbildung 23: MI Histogramm und Boxplot des bedingten Anteilswerts zur Variablen Juden zuviel
Einfluss
Um einen abschließenden U¨berblick zu erhalten, werden in den Tabellen 18 und 19 die mittle-
ren Abweichungen von den ”wahren“ Werten und die Variation fu¨r die mittlere Abweichung der
Scha¨tzwerte (Bias) fu¨r beide Methoden bei Typ 1 und Typ 2 abgetragen:
CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
Fremd 0,0010 0,01104 0,0028 0,01038
0,0447 0,01266 0,0034 0,01257
Inflation 0,0159 0,01800 0,0171 0,01796
−0,0011 0,01346 −0,0024 0,01336
Meinung −0,0149 0,01083 −0,0132 0,01070
0,0076 0,01416 0,0027 0,01403
Juden Einfluss 0,0726 0,01145 0,0759 0,01115
−0,0182 0,01423 −0,0184 0,01349
Keine Scham 0,0516 0,00820 0,0502 0,00814
−0,0035 0,02052 −0,0044 0,02003
Juden nutzen 0,0514 0,01149 0,0565 0,01128
−0,0382 0,01229 −0,0351 0,01205
Juden nicht unschuldig 0,1012 0,01042 0,1003 0,01017
−0,0304 0,01737 −0,0335 0,01642
Anomie −0,0021 0,01041 −0,0014 0,01031
−0,0014 0,01357 0,0043 0,01355
Tabelle 18: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 1 und Standardabweichung der Ab-
weichung bei CC und MI
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CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
Fremd −0,0036 0,01049 −0,0019 0,01038
−0,0150 0,01315 −0,0164 0,01306
Inflation −0,0123 0,01046 −0,0110 0,01047
−0,0119 0,01354 −0,0133 0,01340
Meinung 0,0228 0,01010 0,0244 0,01009
−0,0006 0,01322 −0,0056 0,01297
Juden Einfluss −0,0440 0,01154 −0,0406 0,01163
−0,0051 0,01373 −0,0054 0,01312
Keine Scham −0,0081 0,00797 −0,0095 0,00791
−0,0149 0,02037 −0,0157 0,01967
Juden nutzen −0,0369 0,01169 −0,0317 0,01140
−0,0085 0,01247 −0,0055 0,01216
Juden nicht unschuldig −0,0282 0,00990 −0,0291 0,00970
−0,0107 0,01716 −0,01308 0,01609
Anomie −0,0003 0,01051 0,0005 0,01048
−0,0153 0,01337 −0,0159 0,01329
Tabelle 19: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 2 und Standardabweichung der Ab-
weichung bei CC und MI
Die Visualisierung der Scha¨tzergebnisse in den Grafiken und die mittlere Abweichung der gescha¨tz-
ten Werte vom ”wahren“ Wert zeigen, dass auch signifikant ho¨here Coverages praktisch keine re-
levante Bedeutung haben mu¨ssen. Fu¨r die Scha¨tzung der bedingten Anteilswerte kann keines der
beiden Verfahren wirklich empfohlen werden. Obwohl der Anteilswert als ”einfacher“ Parame-
ter angesehen wird (bedingt univariat), haben MI und CC massive Probleme bei der Scha¨tzung.
Die Erkla¨rung hierfu¨r ist relativ einfach: Die MCAR-Annahme fu¨r CC ist unrealistisch und fu¨r die
Konstruktion des Stresstests, dessen Konzept NMAR ist, ungeeignet. Die Tendenz zu NMAR stellt
auch eine Herausforderung fu¨r MI dar, die hier allem Anschein nach nicht bewa¨ltigt wird.
Relativierend ist die Tatsache, dass die Typen, gegen die beide Verfahren getestet wurden, fu¨r An-
teilswerte extrem sind. Auch angesichts der gescha¨tzten Parameter mu¨sste der Datennutzer selbst
entscheiden, welchen Spielraum des Irrtums er subjektiv seinen Ergebnissen erlauben will.
75
4.3.3.2 Ergebnis 2: Parameter des Probitmodells
Anders als bei der ersten Parameterscha¨tzung, die sich mit dem bedingten Anteilswert im uni-
bzw. bivariaten Raum bewegt hat, wird nun ein multivariates Modell mit 14 Parametern und Ach-
senabschnitt (Details in Abschnitt 4.2.1) fu¨r CC und MI bei nunmehr drei Typen verglichen. Zur
Erinnerung: zwei der Typen (Typ 1 und Typ 2) sind extreme Typen, der Typ 3 liegt gema¨ßigt da-
zwischen (Details in Abschnitt 4.3.1). Tabelle 20 verzeichnet wiederum den Ausfall der einzelnen
Variablen und den Gesamtausfall (zweite Spalte) sowie die Coverage fu¨r die drei Typen nach CC
und MI.
Typ 1 Typ 2 Typ 3
Ausfall CC MI CC MI CC MI
niem. Gew.-Mitgl. 0,4 91,1∗ 93,4∗ 93,8ns 94,2ns 93,8ns 94,4ns
Geschlecht 0,0 92,3ns 94,1ns 91,5ns 91,8ns 89,4∗∗∗ 94,8∗∗∗
Alter 0,0 92,4ns 92,2ns 93,3ns 93,4ns 93,0ns 93,7ns
Alter2 0,0 94,2∗ 92,0∗ 92,4ns 93,8ns 91,8∗∗ 94,1∗∗∗
jem. arbeitslos 0,0 86,1∗∗∗ 93,9∗∗∗ 86,0∗∗∗ 95,4∗∗∗ 88,1∗∗∗ 94,3∗∗∗
Bild.: niedrig 0,8 93,1ns 95,7ns 92,1∗∗ 95,1∗∗ 90,1∗∗∗ 95,5∗∗∗
Uni.-Abschluss 0,3 92,2∗∗∗ 96,2∗∗∗ 95,4ns 96,0ns 94,5ns 95,5ns
Bild. Vt.: niedrig 9,6 78,0ns 76,9ns 93,2ns 93,2ns 92,5ns 93,6ns
Bild. M.: niedrig 4,7 81,9∗∗∗ 90,5∗∗∗ 95,0ns 94,5ns 96,3ns 95,2ns
Vt. Arbeiter 13,9 87,1∗ 85,1∗ 92,7ns 92,5ns 91,7ns 91,3ns
Arbeiter 0,0 92,2∗∗∗ 95,7∗∗∗ 90,6∗∗∗ 94,3∗∗∗ 93,1ns 94,5ns
Ostdeutsch 0,0 86,2∗∗∗ 94,6∗∗∗ 74,2∗∗∗ 95,7∗∗∗ 76,0∗∗∗ 94,7∗∗∗
pol. Orientierung 5,0 71,5∗ 69,0∗ 88,4ns 87,6ns 96,4ns 96,2ns
Vollzeit 0,0 96,0ns 96,0ns 95,1ns 95,0ns 95,7ns 96,3ns
O¨. Dienst 0,2 93,6ns 93,0ns 90,4∗∗∗ 95,3∗∗∗ 89,7∗∗∗ 94,4∗∗∗
23,6 88,5 90,6 90,9 93,9 91,5 94,6
Tabelle 20: Vergleich der Korrekturmethoden anhand der Coverage bei Beispiel 2
Schaut man sich die Coverages in Tabelle 20 getrennt nach Typen an, schneidet bei Typ 1 MI noch
am schlechtesten ab. MI hat nur doppelt so oft wie CC eine signifikant ho¨here Coverage – na¨mlich
sechsmal. Bei Typ 2 schneidet MI fu¨nfmal signifikant besser ab, CC kein einziges Mal; ebenso
wenig bei Typ 3. Hier hat MI wiederum sechsmal eine signifikant ho¨here Coverage. Damit za¨hlt
man fu¨r MI bei 17 von 45 Parametern (31 %) u¨ber die drei Typen eine signifikant bessere Covera-
ges, fu¨r CC lediglich 3 von 45 (7 %); diese 3 Parameter weisen zudem eine schwache Signifikanz
auf. Bei 56 % der Scha¨tzungen gab es keinen signifikanten Unterschied. Betrachtet man nun das
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Coverageniveau, wird das Bild deutlicher: Wa¨hrend bei Typ 1 von 15 Parametern 12 Parameter
u¨ber 90 % der Konfidenzintervalle den ”wahren“ Wert u¨berdecken, schafft dies CC bei nur sechs
Parametern. Sechsmal schafft MI sogar ca. 95 % zu scha¨tzen – was den theoretisch bestmo¨glichen
Wert entspricht;90 CC gelingt dies nur zweimal. Typ 2 gewa¨hrt MI 14 von 15 Parametern u¨ber 90
% richtig zu scha¨tzen, bei CC sind es 12. Geht man auf das Niveau von ca. 95 %, erreicht dies MI
bei 9 Parametern, CC bei nur zweien. Waren die beiden ersten Typen von extremer Natur, so ist Typ
3 gema¨ßigt. Dies wirkt sich vor allem fu¨r MI aus: MI weist fu¨r alle Parameter eine Coverage von
90 % oder besser auf, wohingegen die CC-Coverage bei nur 11 von 15 Parametern u¨ber 90 % liegt.
Sogar dreizehnmal scha¨tzt MI zu etwa 95 % richtig, CC lediglich viermal. Diese oberfla¨chliche
Analyse macht bereits die U¨berlegenheit von MI bei der Scha¨tzung des multivariaten Probitmo-
dells deutlich – deutlicher als die durchschnittlich 2,1 bis 3,1 %-Punkte bessere Coverage. Es gibt
aber durchaus Unterschiede bei der Scha¨tzung einzelner Parameter.
Bei einigen Variablen scha¨tzen MI und CC auf hohem Niveau sehr gut: Vollzeit u¨ber alle Ty-
pen, etwas schlechter Alter und mit Ausnahme des ersten Typs fu¨r den Achsenabschnitt (hier ist
MI schwach signifikant besser). Daneben gibt es Variablen, die alle bis zu einem gewissen Grad
Ausfa¨lle zeigen und teilweise relativ niedrige Coverage aufweisen. Vor allem bei Typ 1 und teil-
weise bei Typ 2 ist dies bei den Variablen politische Orientierung, Vater niedrige Bildung, Vater
Arbeiter und Mutter niedrige Bildung der Fall. Die Variablen Alter2, Bildung niedrig sowie Uni-
versita¨tsabschluss zeigen unspektakula¨re Ergebnisse u¨ber alle Typen bei beiden Verfahren, wobei
insgesamt MI die bessere Performanz besitzt. Eindeutige Ergebnisse zeigen die Variablen Ge-
schlecht, Ostdeutsch und O¨ffentlicher Dienst. Bei der ersten und letzten Variablen zeigt CC ein
unsystematisches Verhalten. Der gema¨ßigte Typ 3 wird von CC sogar am schlechtesten gescha¨tzt.
Sehr schlecht fallen fu¨r CC die Ergebnisse bei Ostdeutsch aus. Ebenfalls zeigt sich hier das unsy-
stematische Verhalten, das bei CC fu¨r dieses Modell o¨fter zu sehen ist.
90Die Coverage wurde mit einem Signifikanzniveau von 95 % gescha¨tzt.
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Abbildung 24: Differenz der Konfidenzintervallla¨ngen bei Beispiel 2
Setzt man die Ergebnisse noch in Bezug zur La¨nge der jeweiligen Konfidenzintervalle, ergibt sich
mustergu¨ltig, was nach der Theorie sein muss (Abbildung 24): Die La¨nge der CC-KI ist bei den
Variablen mit sehr geringem Ausfall oder mit keinem Ausfall zwischen 15 % und 20 % gro¨ßer als
die La¨nge der MI-KI. Mit steigendem Ausfall wird der Quotient geringer, da MI die Unsicherheit
beru¨cksichtigt. Folglich besitzt die Variable Vater Arbeiter mit dem ho¨chsten Ausfall (13,9 %) auch
den geringsten Unterschied zwischen den MI- und CC-Konfidenzintervallen (lediglich 5,8 %).
Wie fu¨r die Anteilswerte sollen auch fu¨r die Parameter des Probitmodells einzelne auffa¨llige Er-
gebnisse mit den gescha¨tzten Parameterwerten visualisiert werden, um besser verstehen zu ko¨nnen,
warum die Ergebnisse so ausfallen.91 Begonnen werden soll mit der Variablen Alter2, die mit Blick
auf die Coverage MI leichte Probleme zu bereiten scheint.
91Hier nicht aufgefu¨hrte grafische Darstellungen finden sich in Anhang 6.
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Abbildung 25: CC Histogramm und Boxplot des Parameters zur Variablen Alter2
Abbildung 26: MI Histogramm und Boxplot des Parameters zur Variablen Alter2
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Alter und Alter2 sind die einzigen stetigen Variablen des Modells. In der Visualisierung sind zwei
Dinge erwa¨hnenswert (Abbildung 25 und 26): Zuna¨chst la¨sst sich konstatieren, dass beide Me-
thoden im Schnitt kaum Abweichungen von den ”wahren“ Werten aufweisen (MI: 0,0016799 und
CC: 0,0015580). Auffa¨llig ist jedoch, dass die Gestalt der MI-Werteverteilung schlanker wirkt und
sich dies in der Standardabweichung durchaus niederschla¨gt (MI-Standardabweichung: 0,00039
und CC-Standardabweichung: 0,00046). Die Zahlen signalisieren, dass die vermeintliche leichte
Schwa¨che von MI z.B. bei diesem Parameter zu vernachla¨ssigen ist.
Als na¨chstes betrachten wir die Scha¨tzwerte von MI und CC fu¨r die Variable Arbeitslos.
Abbildung 27: CC Histogramm und Boxplot des Parameters zur Variablen Arbeitslos
Abbildung 28: MI Histogramm und Boxplot des Parameters zur Variablen Arbeitslos
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Im Histogramm und im Boxplot (Abbildung 27 bzw. 28) sieht man, wie gut MI die ”wahren“
Parameter trifft (durchschnittlich wird der Wert -0,1239 gescha¨tzt), wa¨hrend die gescha¨tzten CC-
Parameterwerte einen zu starken negativen Zusammenhang anzeigen wu¨rden (-0,2185). Versta¨rkt
wird diese Verzerrung durch die Gestalt: die Standardabweichung der MI-Scha¨tzwerte betra¨gt
0,0996, die der CC-Scha¨tzwerte dagegen 0,1191. Die unabha¨ngige Variable besitzt an sich kei-
ne fehlenden Werte. Wie kommt es dann, dass CC derart falsch scha¨tzt? Dies liegt an der Fall-
reduktion, die bei der Variablen jemals arbeitslos anscheinend zu einer starken Verzerrung fu¨hrt,
wohingegen MI stabil u¨ber alle Typen die Information aller Fa¨lle ausnutzt.
Die na¨chste unabha¨ngige Variable des Modells – Vater niedrige Bildung – weist einen Ausfall von
knapp 10 % auf.
Abbildung 29: CC Histogramm und Boxplot des Parameters zur Variablen Vater niedrige Bildung
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Abbildung 30: MI Histogramm und Boxplot des Parameters zur Variablen Vater niedrige Bildung
Gerade bei Typ 1 wird mit dieser Variable deutlich, wie sehr ein Extremtyp die Coverage senken
kann. Zur Erinnerung: Typ 1 unterstellt fu¨r alle fehlenden Werte die Auspra¨gung 0 (keine niedrige
Bildung). Realistischer ist sicherlich Typ 2, bei dem der Befragte aufgrund von Scham die niedrige
Bildung des Vaters nicht angeben will. Beide Verfahren kommen mit Typ 2 und 3 jedoch wesent-
lich besser zu recht. Im Durchschnitt u¨berscha¨tzt MI den Einfluss der Variablen auch weniger als
CC (0,1590 zu 0,1674) bei gewohnt niedrigerer Standardabweichung von MI (0,1210 zu 0,1325).
Der Unterschied in der Standardabweichung ist konsequenterweise aufgrund des nicht geringen
Ausfalls von 10 % geringer als bei den bisher analysierten Variablen. Die na¨chste Variablen Vater
Arbeiter hat mit fast 14 % Ausfall die meisten fehlenden Werte aller Explanantia.
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Abbildung 31: CC Histogramm und Boxplot des Parameters zur Variablen Vater Arbeiter
Abbildung 32: MI Histogramm und Boxplot des Parameters zur Variablen Vater Arbeiter
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Die grafische Darstellung der von MI und CC gescha¨tzten Parameterwerte zeigen keine großen Un-
terschiede (Abbildung 31 und 32). Beide Methoden fu¨hren bei dieser Variable zu einer U¨berscha¨tzung
ihres negativen Einflusses auf die abha¨ngige Variable (MI: -0,2298 und CC: -0,2264). Je eher Typ
1 der Realita¨t entsprechen sollte, desto gro¨ßer wa¨re auch die U¨berscha¨tzung. Die nun betrachtete
Variable Ostdeutsch zeigt in der Coverage fu¨r MI sehr gute und stabile Werte, CC scha¨tzt unsyste-
matisch und ziemlich schlecht. Grafisch umgesetzt wird dies noch deutlicher:
Abbildung 33: CC Histogramm und Boxplot des Parameters zur Variablen Ostdeutsch
Abbildung 34: MI Histogramm und Boxplot des Parameters zur Variablen Ostdeutsch
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Was fu¨r die Variable jemals arbeitslos konstatiert wurde, trifft bei der Variablen Ostdeutsch noch
mehr zu. Die Fallreduktion bei CC fu¨hrt zu einer starken Verzerrung bei Scha¨tzung der Parameter
fu¨r das Probitmodell. Wiederum zeigen die gescha¨tzten Werte eine U¨berscha¨tzung der ”wahren“
Werte (CC: -0,8975), wa¨hrend MI stabil u¨ber alle Typen scha¨tzt. Die Gestalt der Scha¨tzwerte-
verteilung fu¨r CC – dies la¨sst sich gut im Histogramm erkennen – hat einen verha¨ltnisma¨ßig
breiten linken Rand, der die Wahrscheinlichkeit einer starken U¨berscha¨tzung steigen la¨sst (CC-
Standardabweichung: 0,1056; MI-Standardabweichung: 0,0947).
Die letzte visuell aufbereitete Variable ist politische Orientierung (Abbildung 35 und 36). Anders
als die vorhergehenden unabha¨ngigen Variablen, die dichotom oder dichotomisiert in das Modell
eingebracht wurden, besitzt diese insgesamt 11 Auspra¨gungen (nur die stetigen Variable Alter und
Alter2 besitzen mehr).
Abbildung 35: CC Histogramm und Boxplot des Parameters zur Variablen Politische Orientierung
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Abbildung 36: MI Histogramm und Boxplot des Parameters zur Variablen Politische Orientierung
Auch bei dieser Variablen unterscheiden sich CC und MI in der Gestalt der Scha¨tzwerteverteilung.
Fu¨r Typ 1 und 2 wu¨rden beide Methoden den Einfluss u¨berscha¨tzen, bei Typ 3 treffen beide Ver-
fahren den ”wahren“ Wert im Mittel sehr gut (CC: 0,1143; MI: 0,1128), wobei die MI-Scha¨tzwerte
auch hier weniger streuen (CC: 0,0279; MI: 0,0243).
Bevor fu¨r dieses Modell das Fazit gezogen wird, soll nach der Visualisierung einzelner Variablen,
die Abweichung und deren Standardabweichung fu¨r alle drei Typen berechnet werden (Tabelle 21,
22 und 23).
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CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
niem. Gew.-Mitgl. 0,1994 0,81140 0,0608 0,70321
Geschlecht −0,0617 0,11440 0,0268 0,09307
Alter 0,0054 0,03872 0,0103 0,03305
Alter2 0,000022 0,00046 −0,0001 0,00039
jem. arbeitslos 0,0973 0,11907 0,0021 0,09960
Bild.: niedrig −0,0535 0,13692 0,0161 0,11534
Uni.-Abschluss −0,0664 0,12558 −0,0307 0,11004
Bild. Vt.: niedrig −0,1645 0,13246 −0,1561 0,12099
Bild. M.: niedrig −0,1429 0,13764 −0,0828 0,11999
Vt. Arbeiter 0,0901 0,11366 0,0934 0,10627
Arbeiter 0,0645 0,12188 0,0013 0,10403
Ostdeutsch 0,1076 0,10560 −0,0187 0,09470
pol. Orientierung −0,0383 0,02787 −0,0368 0,02431
Vollzeit −0,0450 0,14591 −0,0201 0,12937
O¨. Dienst −0,0372 0,11302 0,0263 0,09773
Tabelle 21: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 1 und Standardabweichung
der Abweichung bei CC und MI
CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
niem. Gew.-Mitgl. 0,0330 0,78578 −0,0774 0,65732
Geschlecht −0,0529 0,11410 0,0408 0,09785
Alter 0,0003 0,03861 0,0043 0,03195
Alter2 0,000082 0,00047 0,000030 0,00038
jem. arbeitslos 0,1074 0,24441 0,0085 0,09897
Bild.: niedrig −0,0741 0,13158 −0,0051 0,11033
Uni.-Abschluss −0,0640 0,13541 −0,0518 0,12371
Bild. Vt.: niedrig −0,0619 0,13541 −0,0518 0,12371
Bild. M.: niedrig −0,0209 0,13553 0,0470 0,11949
Vt. Arbeiter 0,0288 0,11701 0,0319 0,11217
Arbeiter 0,0738 0,12821 0,0037 0,10772
Ostdeutsch 0,1463 0,10846 0,0163 0,09402
pol. Orientierung −0,0219 0,02753 −0,0214 0,02416
Vollzeit −0,0362 0,15239 −0,0117 0,13759
O¨. Dienst −0,0652 0,11433 −0,0010 0,09838
Tabelle 22: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 2 und Standardabweichung
der Abweichung bei CC und MI
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CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
niem. Gew.-Mitgl. 0,0146 0,78116 −0,1018 0,66780
Geschlecht −0,0790 0,11172 0,0111 0,09675
Alter −0,0016 0,03818 0,0027 0,03227
Alter2 0,000085 0,00046 0,000030 0,00039
jem. arbeitslos 0,0885 0,12126 −0,0074 0,10121
Bild.: niedrig −0,0830 0,13603 −0,0169 0,10945
Uni.-Abschluss −0,0420 0,12638 −0,0087 0,11208
Bild. Vt.: niedrig −0,0745 0,13153 −0,0612 0,12329
Bild. M.: niedrig −0,0168 0,12831 0,0498 0,11672
Vt. Arbeiter 0,0526 0,11293 0,0560 0,10697
Arbeiter 0,0475 0,12662 −0,0199 0,10697
Ostdeutsch 0,1446 0,11156 0,0185 0,09662
pol. Orientierung 0,0010 0,02608 0,0018 0,02334
Vollzeit −0,2060 0,14942 0,0001 0,13010
O¨. Dienst −0,0570 0,11366 0,0082 0,09397
Tabelle 23: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 3 und Standardabweichung
der Abweichung bei CC und MI
Der Gesamteindruck der Coverageergebnisse besta¨tigt bzw. versta¨rkt sich bei der grafischen Dar-
stellung und Berechnung der Abweichung der Scha¨tzwerte von den ”wahren“ Werten. Es gibt
einige Variablen, bei denen der Bias bei MI gro¨ßer ist als bei CC. Dies kommt bei Typ 1 drei-, bei
Typ 2 und 3 fu¨nfmal vor. Fu¨r diese Fa¨lle soll noch der MSE berechnet werden:
Variable (Typ) MSE CC MSE MI
Alter (Typ 1) 0,00151 0,00120
Alter2 (Typ 1) 0,000000213 0,000000161
Vt. Arbeiter (Typ 1) 0,0211 0,0197
niem. Gew.-Mitgl. (Typ 2) 0,6190 0,4380
Alter (Typ 2) 0,00149 0,00104
Bild. M.: niedrig (Typ 2) 0,01844 0,00162
Vt. Arbeiter (Typ 2) 0,01483 0,01402
niem. Gew.-Mitgl. (Typ 3) 0,6102 0,4564
Alter (Typ 3) 0,00146 0,00104
Bild. M.: niedrig (Typ 3) 0,0152 0,0065
Vt. Arbeiter (Typ 3) 0,01674 0,01610
pol. Orientierung (Typ 3) 0,000681 0,000548
Tabelle 24: MSE fu¨r ausgewa¨hlte Parameter
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Von den 12 nochmals untersuchten Variablen besitzt MI stets den kleineren MSE (Tabelle 24). Der
Vorteil von MI ist dabei die Effizienz der Scha¨tzung, die die Verzerrungen mehr als aufhebt.
MI als Imputationsverfahren ist im multivariaten Raum CC als Fallreduktionsverfahren u¨berlegen.
Dies zeigt sich bei na¨herer Betrachtung u¨ber alle drei Typen hinweg, selbst bei denjenigen, die stark
NMAR gepra¨gt sind (Typ 1 und 2). Etwas weniger sicher scha¨tzt MI bei gro¨ßerem Ausfall und
bei gro¨ßer werdender Auspra¨gungszahl. Dagegen la¨sst sich CC als unzuverla¨ssig charakterisieren.
Durch die Fallreduktion werden auch Parameter, die nicht von Ausfall betroffen sind, teilweise
stark verzerrt. Analysiert man noch die Verteilung der Scha¨tzwerte, fallen bei der Verteilung der
CC-Scha¨tzwerte durchgehend die breiteren Ra¨nder auf. Nach Auswertung der Ergebnisse muss MI
deshalb fu¨r multivariate Modelle dieser Art empfohlen werden, selbst wenn NMAR vorliegt.
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4.3.3.2 Ergebnis 3: Parameter des Logitmodells und individuelle Eintrittswahrscheinlichkei-
ten
In der dritten Vero¨ffentlichung sind beide Korrekturverfahren mit zwei Herausforderungen kon-
frontiert: Zum einen gibt es wesentlich weniger dichotome oder dichotomisierte Variablen. Das
Basismodell besteht unter anderem aus zwei stetigen Variablen (Einkommen und Alter) und aus
mehreren Merkmalen, die in der sozialwissenschaftlichen Analysepraxis als ”quasimetrisch“ be-
zeichnet werden: Politisches Interesse, Demokratiezufriedenheit und der Partizipationsindex. Wie
bereits besprochen fallen zum anderen die Ausfa¨lle der einzelnen unabha¨ngigen Variablen sehr
unterschiedlich aus. Fu¨r das Logitmodell, das die Grundlage fu¨r die spa¨ter berechneten Eintritts-
wahrscheinlichkeiten bei zunehmender Demokratiezufriedenheit darstellt, bedeutet dies, dass fast
die Ha¨lfte der Merkmalstra¨ger im multivariaten Raum verloren gehen.
Zuna¨chst werden die Ergebnisse fu¨r das Logitmodell untersucht (Tabelle 25). Wiederum beginnend
mit der Coverage werden dann ausgewa¨hlte Ergebnisse auch visualisiert analysiert. Aufgrund der
schwierigen Varianzbestimmung fu¨r die individuellen Eintrittswahrscheinlichkeiten wird bei deren
Analyse auf die Coverage verzichtet und die Punktscha¨tzungen na¨her betrachtet.
Typ 1 Typ 2 Typ 3
Ausfall CC MI CC MI CC MI
Wa¨hlen 8,6 96,2∗∗∗ 81,5∗∗∗ 90,5∗∗∗ 53,5∗∗∗ 96,1ns 95,7ns
Ost 0,0 38,3∗∗∗ 78,1∗∗∗ 95,5∗∗∗ 46,7∗∗∗ 91,6∗∗∗ 72,3∗∗∗
Weiblich 0,0 92,2∗∗ 95,0∗∗ 91,9∗∗∗ 95,5∗∗∗ 88,4∗∗∗ 94,4∗∗∗
Alter 0,1 93,5∗∗∗ 65,0∗∗∗ 55,0∗∗∗ 84,2∗∗∗ 50,0∗∗∗ 81,0∗∗∗
Bild. mittel 1,3 86,3∗∗ 84,1∗∗ 93,0ns 93,6ns 92,8ns 92,8ns
Bild. niedrig 1,3 91,6∗ 94,1∗ 91,2ns 92,5ns 92,7ns 94,2ns
Einkommen 44,5 78,2∗∗∗ 93,3∗∗∗ 32,1∗∗∗ 56,0∗∗∗ 31,1∗∗∗ 55,4∗∗∗
Demokratiezuf. 5,4 52,2∗∗∗ 67,8∗∗∗ 35,3∗ 38,4∗ 90,5∗∗ 94,3∗∗
Pol. Interesse 0,0 62,5∗∗∗ 43,0∗∗∗ 94,0ns 96,1ns 95,1∗ 96,1∗
Partizipation 0,0 91,9∗∗∗ 87,7∗∗∗ 95,5∗ 97,2∗ 95,6ns 95,8ns
48,2 78,3 77,1 77,4 75,4 82,4 87,2
Tabelle 25: Vergleich der Korrekturmethoden anhand der Coverage bei Beispiel 3
Im Durchschnitt weisen beide Korrekturverfahren teilweise schlechte Werte u¨ber die drei Typen
auf. Wie bei den Analysen zuvor bilden Typ 1 und Typ 2 eher die Extremtypen, Typ 3 einen
gema¨ßigten Typ.
Insgesamt gibt es bei sieben der 30 Coverages keine signifikanten Unterschiede (ca. 23 %); bei
acht Coverages schneidet CC signifikant besser ab als MI (27 %) und in 15 Fa¨llen MI besser (50
%). Im Vergleich zu den Scha¨tzungen im letzten Kapitel fallen zwei Dinge auf: die Anzahl der
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Nichtsignifikanzen ist deutlich geringer (nur ca. 17 %) und MI schneidet auf den ersten Blick bes-
ser ab als CC, fu¨r die jeweiligen Parameter sind die Unterschiede aber wesentlich gro¨ßer. Global
gibt es Unterschiede zwischen den Korrekturmethoden bezogen auf die Typen: fu¨nf zu zwei zu
eins ist CC und fu¨nf zu fu¨nf zu fu¨nf ist MI jeweils signifikant besser. Wie eingangs angedeutet
zeigen beide Verfahren Schwa¨chen. Das Coverage-Niveau fu¨r den Typ 1 liegt in fu¨nf von zehn
Fa¨llen unter 90 % bei CC, bei MI sind es sieben von zehn – vor allem fu¨r die Variable politisches
Interesse und Alter sind die Ergebnisse recht ungu¨nstig. Die bestmo¨gliche Coverage von etwa 95
% erreicht CC bei Typ 1 nur in einem, MI in zwei Fa¨llen. Bei Typ 2 ist das Verha¨ltnis drei (CC)
zu fu¨nf (MI) Coverages, die unter einem Niveau von 90 % bleiben. Bei Typ 3 fa¨llt das Verha¨ltnis 3
(CC) zu 3 (MI) aus. Typ 2 weist fu¨r CC dreimal, fu¨r MI ebenfalls dreimal die Spitzencoverage auf.
Typ 3 zeigt dieselben Werte bei der Ha¨ufigkeit der ca. 95 %-Coverage: drei (CC) zu drei (MI).
Betrachtet man nun die einzelnen Variablen, so ergibt sich kaum ein Muster wie bei der Analyse
des Probitmodells aus Abschnitt 4.3.3.2. Die beiden dichotomisierten Variablen zum Bildungsni-
veau fallen unspektakula¨r fu¨r Typ 2 und 3 aus; gleiches gilt fu¨r die Variable Weiblich und teil-
weise fu¨r Partizipation. Erstaunlich erscheint jedoch das schlechte Abschneiden von MI bei der
Scha¨tzung der Achsenabschnittswerte (Wahlteilnahme) mit Ausnahme des gema¨ßigten Typs 3.
Hier ist eine weitere Analyse geboten. Nicht weniger u¨berraschend kommen die Ergebnisse fu¨r
die Variablen Ostdeutschland und Alter, die eigentlich kaum oder keine Ausfa¨lle aufweisen. MI
scha¨tzt hier u¨ber alle Typen hinweg sehr unbefriedigend, wenn man nur nach der Coverage ginge;
CC verha¨lt sich unsystematisch. Aufgrund des massiven Ausfalls bei der Variable Einkommen ist
das Abschneiden der Korrekurmethoden von besonderem Interesse. MI liefert zwar stets bessere
Ergebnisse, aber auf unterschiedlichem Niveau. Zuna¨chst verblu¨ffend ist der Umstand, dass bei
Typ 1 und 2 ga¨nzlich verschiedene Coverage erreicht werden, der gema¨ßigte Typ 3 allerdings fast
dieselben Ergebnisse wie Typ 2 zeigt. Dies gilt auch fu¨r CC, jedoch auf noch einmal niedrigerem
Niveau. Einem sprunghaften Auf und Ab gleichen die Coverages der Variable Demokratiezufrie-
denheit, wobei MI auf verschiedenen Niveaus u¨ber die drei Typen ho¨here Coverages aufweist.
Anders als im letzten Abschnitt variiert bei einer Variable wie politisches Interesse, die selbst
keinen Ausfall zeigt, die Coverage betra¨chtlich. Zudem weist MI nicht automatisch die besseren
Ergebnisse auf.
An dieser Stelle sei daran erinnert, dass nach der Berechnung von Wagner (2007) eine speziel-
le Eintrittswahrscheinlichkeit fu¨r die Wahlteilnahme prognostiziert werden soll, die sich auf den
Achsenabschnitt, die mittlere Bildungsvariable und die Demokratiezufriedenheit stu¨tzt, wa¨hrend
alle andere Koeffizienten gleich null gesetzt werden.
Bereits in der Analyse zum Probitmodell von Schnabel und Wagner war ein Misstrauen gegenu¨ber
der Coverage als einzigem Kriterium fu¨r die Leistungsfa¨higkeit von Korrekturverfahren ange-
bracht. Deshalb zuna¨chst wieder der Blick auf die La¨nge der Konfidenzintervalle (Abbildung 37).
91
Abbildung 37: Differenz der Konfidenzintervallla¨ngen bei Beispiel 3
Die hier fu¨r alle Variablen abgetragenen Differenzen zwischen der La¨nge der CC-Konfidenzinter-
valle und der MI-Konfidenzintervalle offenbaren weitaus gro¨ßere Unterschiede als beim Probitmo-
dell. Mit wenigen Ausnahmen sind alle CC-Intervalle durchschnittlich um 50 % bis 75 % la¨nger als
die entsprechenden MI-Intervalle. Die Ausnahmen bilden zwei Variablen mit Ausfall verschiede-
nen Umfangs: Demokratiezufriedenheit (5,4 %) und Einkommen (44,5 %). Aus den Ausfu¨hrungen
zur Theorie der MI-Stichprobenvarianz ist es damit konsequent, dass die Variable Einkommen die
geringste Abweichung zwischen den CC- und MI-Konfidenzintervallen zeigt: Die La¨nge der Inter-
valle hat direkten Einfluss auf die Coverage-Ergebnisse.
Im Folgenden werden ausgewa¨hlte Ergebnisse noch einmal visualisiert und genauer analysiert.
Wie auch schon in den Abschnitten 4.3.3.1 und 4.3.3.2 sind die Werte fu¨r die Punktscha¨tzung der
Koeffizienten abgetragen und zwar einmal in einem Histogramm sowie in einem Boxplot fu¨r MI
und CC; daru¨ber hinaus werden fu¨r jeden Koeffizienten dieselben Achsenbemessungen beibehal-
ten. Dabei sind wiederum die ”wahren“ Werte der drei Typen eingezeichnet: Typ 1 (rot), Typ 2
(blau) und Typ 3 (orange). Die Stresstestkonzeption hat es bei diesem Beispiel mit sich gebracht,
dass in manchen Fa¨llen die ”wahren“ Werte dicht beieinander liegen. Dies hat sich bereits in der
Coverage-U¨bersicht angedeutet.
Die erste Visualisierung befasst sich mit dem Achsenabschnitt, hinter dem die abha¨ngige Variable
Wahlteilnahme bei der letzten Bundestagswahl steht.92
92Hier nicht aufgefu¨hrte grafische Darstellungen finden sich in Anhang 7.
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Abbildung 38: CC Histogramm und Boxplot des Achsenabschnitts
Abbildung 39: MI Histogramm und Boxplot des Achsenabschnitts
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Bei der Scha¨tzung des Achsenabschnittparameters zeigen sich bereits erhebliche Unterschiede in
der Verteilung von MI- und CC-Scha¨tzwerten (Abbildung 38 und 39). Durchschnittlich wird bei
MI der Achsenabschnitt etwas na¨her an null gescha¨tzt als bei CC (0,0387 bei MI und -0,0421 bei
CC). Auffa¨llig ist jedoch die breite Gestalt der CC-Verteilung im Histogramm, die sich in der Stan-
dardabweichung widerspiegelt: 0,6318 betra¨gt die Standardabweichung bei CC, wohingegen die
MI-Werte nur mit 0,4358 streuen. Setzt man die Verteilungen in Bezug zu den ”wahren“ Werten,
ergibt sich ein Bild, das nicht eindeutig ist. Der Betrachter mag zuna¨chst zum Schluss kommen, MI
scha¨tze effektiver aber nicht erwartungstreu, wa¨hrend die Masse der CC-Verteilung aufgrund ihrer
Breite die ”wahren“ Werte mehr oder weniger u¨berdecken kann. Letztlich fu¨hrt nur die Messung
des Bias zur klaren Beantwortung der Frage nach dem fu¨r das Beispiel u¨berlegenen Korrekturme-
thode: Typ 1 CC = 0,2061; MI = 0,5022, Typ 2 CC = 0,5579; MI = 0,8741, Typ 2 CC = -0,1946;
MI = 0,1417. Die Zahlen lassen sich fu¨r die endgu¨ltige Interpretation der Ergebnisse des Ach-
senabschnitts folgendermaßen bewerten: MI liefert effizientere Scha¨tzwerte, die aber im Falle des
Achsenabschnitts verzerrt sind (zumindest fu¨r die Extremtypen 1 und 2). A¨hnliche Ergebnisse,
wenn auch in abgeschwa¨chter Form, ließen sich auch fu¨r das Probitmodell in Abschnitt 4.3.3.2
beobachten.
Der na¨chste Koeffizient befasst sich mit dem Einfluss der Variable Alter auf die Wahlteilnahme.
Die Coverage-Ergebnisse zeigten hier sehr unregelma¨ßige Ergebnisse.
Abbildung 40: CC Histogramm und Boxplot des Parameters zur Variablen Alter
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Abbildung 41: MI Histogramm und Boxplot des Parameters zur Variablen Alter
Da die Achsen exakt dieselbe Skalierung aufweisen, wird bei der Variablen Alter besonders deut-
lich, wie stark die Verteilungen der gescha¨tzten Werte unterschiedlich bei den beiden Verfahren
streuen (Abbildung 40 und 41). Wa¨hrend CC eine Standardabweichung von 0,0115 misst, liegt
diese bei MI um das 1,7-fache niedriger. Die eingezeichneten ”wahren“ Werte fu¨hren vor dem
Hintergrund dieser Verteilung zur Annahme, dass die Coverage ein unzureichendes Bild gibt. Die
MI-Scha¨tzwerte liegen optisch etwa in der Mitte der ”wahren“ Werte. Der Bias betra¨gt hier: Typ 1
CC = 0,0373; MI = 0,0107, Typ 2 CC = -0,0211; MI = -0,0064, Typ 3 CC = -0,0211; MI = -0,0073.
Diese Zahlen bergen eine U¨berraschung, weil die Coverage fu¨r MI bei Typ 2 und 3 tatsa¨chlich we-
sentlich besser sind, jedoch durchschnittlich die MI-Scha¨tzwerte bei Typ 3 um einiges weniger
vom ”wahren“ Wert abweichen als die CC-Scha¨tzwerte, die eigentlich eine ho¨here Coverages be-
sitzen. MI scha¨tzt aber fu¨r diesen Koeffizienten unverzerrter und pra¨ziser als CC.
Die na¨chsten visualisierten Scha¨tzwerte zeigen die Ergebnisse fu¨r den Einfluss des Einkommens.
Die Variable Einkommen ist stetig und leidet mit fast 45 % unter massivem Datenausfall.
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Abbildung 42: CC Histogramm und Boxplot des Parameters zur Variablen Einkommen
Abbildung 43: MI Histogramm und Boxplot des Parameters zur Variablen Einkommen
Die Histogramme und Boxplots zeigen wieder eine deutlich breitere Streuung der Scha¨tzwerte
von CC als die Streuung der MI-Scha¨tzwerte (Standardabweichung: CC = 0,00048; MI = 0,0740)
(Abbildung 42 und 43). Beide Verfahren u¨berscha¨tzen jedoch u¨ber alle Typen hinweg die Ho¨he
des Koeffizienten und damit den Einfluss der Variablen auf die Wahlteilnahme. Mit Blick auf die
durchschnittlichen Abweichungen von den ”wahren“ Werten schneidet MI aber insgesamt viel bes-
ser ab, als es die Coverage-Ergebnisse nahe legen.
Zuletzt werden noch die Ergebnisse fu¨r die Variable Demokratiezufriedenheit visualisiert. Zwar
zeigt MI u¨ber alle Typen stets die ho¨here Coverage – jedoch bei Typ 1, mehr noch bei Typ 2, auf
einem niedrigen Niveau.
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Abbildung 44: CC Histogramm und Boxplot des Parameters zur Variablen Demokratiezufrieden-
heit
Abbildung 45: MI Histogramm und Boxplot des Parameters zur Variablen Demokratiezufrieden-
heit
97
Sowohl in den Histogrammen als auch im Boxplot ist gut zu erkennen, wie sich die beiden Vertei-
lungen schon in der Streuung unterscheiden (CC = 0,07892; MI = 0,04915) (Abbildung 44 und 45).
Wa¨hrend CC die ”wahren“ Werte aller drei Typen recht stark u¨berscha¨tzt, u¨berscha¨tzt zwar auch
MI den Einfluss der Demokratiezufriedenheit auf die abha¨ngige Variable bei Typ 1 und 2. Fu¨r den
gema¨ßigten Typ 3 liefert MI jedoch durchaus gute Scha¨tzwerte. Bezieht man die durchschnittliche
Abweichung noch in die Analyse mit ein, dann zeigt sich, wie stark die Coverage die Schwa¨che
von CC verdeckt. Durchschnittlich weicht fu¨r Typ 1 CC um fast 70 % mehr vom ”wahren“ Wert
ab als MI, fu¨r Typ 2 um immerhin etwa 45 % und fu¨r Typ 3 sogar um 145 % (Tabelle 26, 27 und
28). Aufgrund der verha¨ltnisma¨ßig großen Intervalle kommt viel schlechter zur Geltung, um wie
viel gro¨ßer die Verzerrung und – wie bei den Variablen zuvor auch – die Ungenauigkeit von CC ist.
Dieses Pha¨nomen la¨sst sich bei allen drei Typen sehr ha¨ufig finden: MI scha¨tzt insgesamt we-
sentlich genauer und mit weniger Abweichung von den ”wahren“ Werten. Im Folgenden ist die
U¨bersicht u¨ber alle Typen fu¨r den Bias aufgefu¨hrt:
CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
Wa¨hlen 0,1942 0,63974 0,5283 0,42400
Ost 0,7964 0,36629 0,2834 0,21879
Weiblich 0,1599 0,32684 −0,0698 0,19377
Alter −0,0048 0,01149 0,0107 0,00694
Bild. mittel 0,2435 0,39428 0,2286 0,25292
Bild. niedrig −0,4216 0,73542 −0,0704 0,40138
Einkommen −0,0006 0,00048 −0,0002 0,00034
Demokratiezuf. −0,1407 0,07892 −0,0830 0,04915
Pol. Interesse −0,4448 0,26611 −0,3467 0,16212
Partizipation 0,0691 0,11759 0,0577 0,07792
Tabelle 26: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 1 und Standardabweichung
der Abweichung bei CC und MI (logistische Regression)
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CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
Wa¨hlen 0,5487 0,63475 0,8850 0,43623
Ost −0,0264 0,35581 −0,4656 0,22110
Weiblich 0,1983 0,32566 −0,0332 0,20855
Alter −0,0211 0,01211 −0,0064 0,00702
Bild. mittel −0,0682 0,40542 −0,0993 0,25456
Bild. niedrig −0,2541 0,77157 0,0784 0,41259
Einkommen 0,0011 0,00046 −0,0007 0,00034
Demokratiezuf. −0,1766 0,08382 −0,1215 0,05379
Pol. Interesse −0,0804 0,25935 0,0105 0,15623
Partizipation 0,0005 0,11526 −0,0088 0,07245
Tabelle 27: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 2 und Standardabweichung
der Abweichung bei CC und MI (logistische Regression)
CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
Wa¨hlen −0,1946 0,63475 0,1417 0,43623
Ost 0,1782 0,37680 −0,3206 0,22276
Weiblich 0,2539 0,32065 0,0332 0,20933
Alter −0,0211 0,01211 −0,0064 0,00702
Bild. mittel −0,0949 0,40070 −0,1149 0,24621
Bild. niedrig −0,3113 0,77252 0,0415 0,40382
Einkommen −0,0011 0,00046 −0,0007 0,00034
Demokratiezuf. −0,0427 0,08215 0,01663 0,05186
Pol. Interesse −0,1126 0,25604 −0,0106 0,15487
Partizipation −0,0137 0,12422 −0,0226 0,07715
Tabelle 28: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 3 und Standardabweichung
der Abweichung bei CC und MI (logistische Regression)
Es gibt vom vorher Konstatierten insgesamt acht Ausnahmen, die sich vor allem auf Typ 2 konzen-
trieren. Fu¨r diese Variablen soll außerdem noch der mittlere quadratische Fehler ermittelt werden:
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Variable (Typ) MSE CC MSE MI
Wa¨hlen (Typ 1) 0,4467 0,4671
Alter (Typ 1) 0,00017 0,00016
Wa¨hlen (Typ 2) 0,7251 0,9773
Ost (Typ 2) 0,1267 0,2658
Bild. mittel (Typ 2) 0,1687 0,0749
Partizipation (Typ 2) 0,0130 0,0051
Ost (Typ 3) 0,1737 0,1528
Partizipation (Typ3) 0,0152 0,0065
Tabelle 29: MSE fu¨r ausgewa¨hlte Parameter
Bis auf den Achsenabschnitt und die Variable Ostdeutschland in Typ 2 besitzt MI entweder einen
sehr a¨hnlich hohen, meist aber einen wesentlich niedrigeren MSE (Tabelle 29.
Das hier ausfu¨hrlich analysierte Logitmodell stellt eigentlich nur die Basis fu¨r die folgende Scha¨tz-
ung individueller Teilnahmewahrscheinlichkeiten dar. Wie in Abschnitt 4.2.1 beschrieben, werden
bis auf drei alle Koeffizienten null gesetzt. Der Koeffizient fu¨r Demokratiezufriedenheit wird mit 0
bis 10 variierend multipliziert. Aufgrund dieses Vorgehens la¨sst sich nicht ohne Weiteres eine Va-
rianz scha¨tzen und somit auch keine Coverage errechnen.93 Allerdings ko¨nnen die ”wahren“ Werte
(vgl. Abschnitt 4.3) mit den Scha¨tzwerten verglichen werden, und diese sehen der Vollsta¨ndigkeit
halber fu¨r die drei Typen wie folgt aus:
CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
0 0,1085 0,15016 0,1800 0,10561
1 0,0763 0,13710 0,1573 0,09865
2 0,0455 0,12292 0,1340 0,09106
3 0,0108 0,10872 0,1109 0,08336
4 −0,0064 0,09542 0,0888 0,07602
5 −0,0261 0,08357 0,0683 0,06943
6 −0,0414 0,07335 0,0498 0,06375
7 −0,0525 0,06467 0,0338 0,05896
8 −0,0600 0,05734 0,0201 0,05493
9 −0,0644 0,05112 0,0089 0,5144
10 −0,0665 0,04581 −0,0002 0,04835
Tabelle 30: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 1 und Standardabweichung
der Abweichung bei CC und MI (Eintrittswahrscheinlichkeit)
93Der Aufwand fu¨r eine approximative Varianzscha¨tzung wu¨rde den Rahmen sprengen.
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CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
0 0,1087 0,14687 0,1824 0,10854
1 0,0688 0,13318 0,1516 0,10051
2 0,0310 0,11876 0,1208 0,09203
3 −0,0031 0,10480 0,0908 0,08366
4 −0,0326 0,09223 0,0626 0,07591
5 −0,0571 0,08151 0,0366 0,06914
6 −0,0764 0,07263 0,0135 0,06349
7 −0,0910 0,06527 −0,0065 0,05887
8 −0,1014 0,05910 −0,0234 0,05508
9 −0,1083 0,05381 −0,0373 0,05189
10 −0,1124 0,04919 −0,0485 0,04906
Tabelle 31: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 2 und Standardabweichung
der Abweichung bei CC und MI (Eintrittswahrscheinlichkeit)
CC MI
Variable ØAbweichung Stdv. ØAbweichung Stdv.
0 0,1110 0,14828 0,1811 0,10534
1 0,0698 0,13422 0,1499 0,09776
2 0,0309 0,11937 0,1187 0,8972
3 −0,0042 0,10496 0,0886 0,08174
4 −0,0345 0,09193 0,0601 0,07433
5 −0,0594 0,08072 0,0347 0,06781
6 −0,0791 0,07130 0,0111 0,06232
7 −0,0940 0,06344 −0,0089 0,05780
8 −0,1045 0,05684 −0,0258 0,05407
9 −0,1114 0,05125 −0,0396 0,05092
10 −0,1154 0,04646 −0,0506 0,04815
Tabelle 32: Durchschnittliche Abweichung vom ”wahren“ Wert bei Typ 3 und Standardabweichung
der Abweichung bei CC und MI (Eintrittswahrscheinlichkeit)
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Die Verla¨ufe der durchschnittlichen Abweichungen sind bei allen drei Typen a¨hnlich: Bei Typ 1
zeigt MI die geringere durchschnittliche Abweichung ab einer Demokratiezufriedenheit von 7, bei
Typ 2 und 3 ab fu¨nf und ho¨her. Insgesamt besitzt die durchschnittliche Abweichung von MI zu
Beginn der Skala, wenn die Demokratiezufriedenheit noch mit keinem oder geringerem Gewicht
in die Berechnung der Teilnahmewahrscheinlichkeit einfließt, eine gro¨ßere Streuung. Bei beiden
Verfahren wird sie dann aber sukzessive kleiner. Nachdem die Berechnung auf den drei Koeffi-
zienten Achsenabschnitt, mittlere Bildung und Demokratiezufriedenheit basiert, schla¨gt natu¨rlich
die Verzerrung unter der MI beim ersten Koeffizienten durch. Im Gegensatz zur Bildungsvariable
wiesen die Coverages bei der Variablen Demokratiezufriedenheit keine befriedigenden Ergebnis-
se auf; mit Blick auf den MSE wird aber deutlich, dass bei diesen beiden Variablen MI jeweils
leicht oder wesentlich bessere Werte liefert. Die Bewertung der Ergebnisse der Teilnahmewahr-
scheinlichkeiten bezogen auf das Problem fehlender Werte ist schwierig, da die Berechnung sehr
willku¨rlich wirkt. Die Probleme, die dabei auftreten, haben genuin nichts mit fehlenden Werten
zu tun. Deshalb soll zum Abschluss der dritten Analyse auch noch einmal festgehalten werden,
dass Scha¨tzungen nicht nur unter Nonresponse leiden, sondern auch durch die Auswahl ungeeig-
neter Analysemethoden eingeschra¨nkte Aussagekraft haben ko¨nnen. Dennoch wurden so weit wie
mo¨glich auch diese Parameter berechnet, um die Analyse der Vero¨ffentlichung von Scha¨fer (2007)
entsprechend der Fragestellung in Hinblick auf die Nonresponsekorrektur zu komplettieren.
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4.3.3.4 Zusammenfassung
Die Ergebnisse des Methodenvergleichs zerfallen ziemlich klar in zwei Teile. Bei der Scha¨tzung
multivariater Modelle schneidet MI deutlich besser ab als CC. Dies war mit Blick auf die Coverage
nicht gleich sichtbar. Zog man den MSE als Kriterium heran, schnitt MI in der Regel besser ab.
Bei der Scha¨tzung des Anteilswerts la¨sst sich keine eindeutige Empfehlung abgeben. Bei univa-
riaten Scha¨tzungen zeigte MI keine dominant besseren Ergebnisse. Bedenkt man den zusa¨tzlichen
Aufwand fu¨r eine Imputation, muss fu¨r den jeweiligen Fall entschieden werden, ob es sich lohnt,
MI einzusetzen. Faktoren, auf denen eine praktikable und sinnvolle Lo¨sung basieren sollte, sind
der Ausfallumfang und das – nach plausiblen U¨berlegungen – Vorliegen der Bedingungen zur
Durchfu¨hrung einer validen Imputation (Ignorierbarkeit und MAR).94 MI hat im Vergleich zu CC
noch einen weiteren Vorteil: urspru¨nglich geht man fu¨r die Imputation von einem Datenerzeuger,
der die Imputation durchfu¨hrt, und einem Datennutzer, der mit diesen Daten Parameter scha¨tzt,
aus. Der Datenerzeuger imputiert auf Grundlage eines Imputationsmodells die fehlenden Werte
und erzeugt dabei auch m vollsta¨ndige Datensa¨tze, die der Datennutzer als Datengrundlage fu¨r
seine Scha¨tzung verwendet (Analysemodell). In gezeigten Beispielen handelt es sich – wie aus der
Beschreibung hervorgeht (Abschnitt 4.2.1, Abschnitt 4.2.2 und Abschnitt 4.2.3) – bei den Imputa-
tionsmodellen um die entsprechenden Analysemodelle zuzu¨glich einer Anzahl von vollsta¨ndigen
Variablen. Zwar gibt es neben den formalen Voraussetzungen, wie sie Rubin nennt (Rubin 1985,
1996), keine Garantie fu¨r eine gute Imputation, jedoch sollte so viel Information wie mo¨glich in
Form zusa¨tzlicher Variablen fu¨r die Imputation herangezogen werden: ”Dabei sind vor allem solche
Variablen in die Imputationsmodelle aufzunehmen, die in den inhaltich interessierenden Analysen
eine Rolle spielen, aber auch solche, die fu¨r die Stichprobenziehung oder die Scha¨tzung von Re-
sponsewahrscheinlichkeiten relevant sind [...]“(Spieß 2008, S. 64).95 Ein sehr großer Datensatz wie
der ALLBUS liefert hierzu denkbar gu¨nstige Voraussetzungen. Dies gilt gerade fu¨r das Beispiel 3
mit der problematischen Einkommensvariablen und dem damit verbundenen hohen Ausfall. Dass –
wie aus Abschnitt 4.3.1 hervorgeht – fu¨r die hier durchgefu¨hrten Quasisimulationen, entgegen der
allgemeinen Forderung, sparsame Imputationsmodelle verwendet wurden, ist der Handhabbarkeit
und dem Rechenaufwand geschuldet. Die Sparsamkeit des Imputationsmodells hat zur Folge, dass
fu¨r die hier beschriebenen Ergebnisse konstatiert werden kann, dass im Einzelfall MI ein weitaus
ho¨heres Potential verspricht.
Als klare Empfehlung la¨sst sich deshalb fu¨r die Korrektur von Item Nonresponse generell die An-
wendung von MI aussprechen. Nur im Falle sehr geringen Datenausfalls bei der Scha¨tzung mul-
tivariater Parameter sollte der Aufwand im Verha¨ltnis zum plausibel erwartbaren Nutzen bedacht
werden.
94Spieß empfiehlt nach Rubin MI bis maximal 30 % Ausfall, auf keinen Fall aber 50 % oder mehr, vgl. Spieß (2008),
S.64.
95Dennoch sollte ein hohes Maß an Sorgfalt bei der Auswahl walten; das Ideal liegt dabei dann eher auf der Perso-
nalunion von Imputer und Analyst.
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4.4 Zwischenfazit Item Nonresponse
Zu Beginn des Kapitels wurde Item Nonresponse als ein spezielles Ergebnis des S-P-R-Modells
betrachtet (Abschnitt 3.2.2), das durch kognitive Zusta¨nde, aber auch Erwartungshaltungen und
andere Faktoren begu¨nstigt oder erschwert (Abschnitt 3.2.1) wird. Die Vielzahl von theoretischen
Aspekten konnte durch den Survey Lifecycle systematisiert werden. Die theoretischen U¨berlegun-
gen fu¨hrten zu einigen Annahmen u¨ber die Plausibilita¨t mo¨glicher Ausfallmechanismen (Abschnitt
3.2.4).
Die anschließende Item Nonresponse-Analyse am Beispiel des ALLBUS 2006 besta¨tigte eine Viel-
zahl von Hypothesen, die in der a¨lteren und neueren Literatur aufgestellt wurden, erneut. Bei der
Scha¨tzung des Erkla¨rungsmodells fu¨r Item Nonresponse hat sich dabei die modifizierte Poissonre-
gression als Lo¨sung gezeigt, die sowohl nullinflationierte Daten als auch Overdispersion am besten
modellieren konnte. Dabei konnten eine Reihe von wichtigen, den Datenausfall erkla¨renden Varia-
blen identifiziert werden.
Im letzten Teil des Abschnitts u¨ber Item Nonresponse wurde die CC-Methode mit MI anhand
dreier Beispiele, deren Autoren mit ALLBUS-Daten gearbeitet haben, verglichen. Die Ergebnisse
sprechen zum Teil stark fu¨r die Verwendung der MI, und das, obwohl die Arbeit mit zu NMAR
tendierenden Extremtypen alles andere als MI-freundliche Bedingungen bedeutete. Die Ergebnis-
se sprechen in diesem Zusammenhang auch gegen die starke Trennung von Datenerzeuger und
Datennutzer sondern fu¨r den Datennutzer, der aufgrund weitreichender Kenntnis u¨ber den Daten-
entstehungsprozess zu sinnvollen Entscheidungen u¨ber die Anwendung von komplexeren Korrek-
turmethoden kommt. Die Hu¨rde zur Anwendung von MI sinkt dabei zusehens: Es soll abschließend
noch einmal darauf hingewiesen werden, dass die fu¨r die drei Beispiele verwendeten MI-Routinen
lediglich Standardroutinen waren, die mittlerweile fu¨r nahezu jede Statistiksoftware implementiert
sind.
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5 Unit Nonresponse: Theorie und
Determinanten
Nachdem in Kapitel 3 und 4 intensiv die Ursachen, Auswirkungen und Korrektur von Item Non-
response diskutiert wurden, befassen sich Kapitel 5 und 6 der vorliegenden Arbeit mit dem Pro-
blem Unit Nonresponse. Im Survey Lifecycle manifestiert sich Unit Nonresponse vor Item Non-
response. Tritt Unit Nonresponse auf, schließt das im Weiteren Item Nonresponse ein. Aus der
Item Nonresponse-Perspektive bedeutet Unit Nonresponse gleichzeitig 100 % Item Nonresponse,
nachdem aus verschiedenen Gru¨nden die Befragung erst gar nicht zustande kommt. Da u¨ber Unit
Nonresponse nur sehr begrenzt Informationen fu¨r Analysen vorhanden sind und zudem in den
letzten Jahrzehnten diese Ausfallart tendenziell zunimmt (Schnell 1997; de Heer 1999), stellt Unit
Nonresponse eine große Herausforderung fu¨r alle Disziplinen dar, die mit quantitativen Methoden
arbeiten.
Kapitel 5 und 6 sind im Wesentlichen a¨hnlich aufgebaut wie Kapitel 3 und 4. Abweichungen wie
z.B. bei der theoretischen U¨bersicht des Unit Nonresponse-Problems ergeben sich aus dem Gegen-
stand. Anders als bei Item Nonresponse wird beispielsweise bei Unit Nonresponse sta¨rker nach den
Ausfallgru¨nden getrennt: Ist die Person nicht befragungsfa¨hig, nicht erreichbar oder verweigert sie
die Teilnahme? Auch mit dieser Differenzierung muss noch diskutiert werden, ob eine feinere
Gliederung sinnvoller sein ko¨nnte. Nach der kurzen Vorstellung wichtiger theoretischer Konzepte
zur Erkla¨rung von Unit Nonresponse werden fu¨r den ALLBUS empirische Ergebnisse pra¨sentiert.
Wie schon in den Item Nonresponse-Kapiteln folgt auf die Theorie und die empirischen Ergebnisse
ein Vergleich von Korrekturverfahren.
5.1 Kontext: Unit Nonresponse im Survey Lifecycle
Auch fu¨r die Einordnung des Unit Nonresponse-Problems wird der Survey Lifecycle herangezo-
gen (Abbildung 46), wenngleich die Systematisierung in nichtbefragungsfa¨hig, nichterreichbar
und verweigert in der Literatur dominiert und im weiteren ebenso beru¨cksichtigt wird.
Abbildung 46: Survey Lifecycle und Unit Nonresponse
Nach dem Survey Lifecylce finden sich die ersten Determinanten fu¨r Unit Nonresponse an der
Spitze des Kreises mit der Definition des Gegenstandes und der Fragestellung. Hierbei muss
zwischen mit nur einem sensiblen Thema befassten Erhebungen (z.B. Erhebungen zu Sexual- oder
Suchtverhalten, Erhebungen zu medizinischen Themen) und Mehrthemenbefragungen (z.B. eben
ALLBUS, SOEP) unterschieden werden. Bei ersteren beeinflusst ha¨ufig die sensible Fragestellung
das Auftreten von Unit Nonresponse (Lensveldt-Mulders 2008, S.464f). Auf der linken Seite, die
die Messfunktion der Erhebung zeigt, beeinflusst die Wahl des Erhebungsmodus nach den em-
pirischen Ergebnissen der Literatur die Wahrscheinlichkeit von Unit Nonresponse (Groves et al.
2004, S.153ff; De Leeuw 2008, S.127ff). Auf der anderen Seite, die die Repra¨sentationsfunktion
der Erhebung abbildet, bilden die Definition der Zielgesamtheit, die Wahl des Sample Frames
und die Stichprobenziehung Faktoren des Unit Nonresponse-Auftretens (Lynn 2008). Manifest
wird Unit Nonresponse dann bei der Ausfu¨hrung der Stichprobe vor dem Interview, wenn ver-
sucht wird, mit der Zielperson Kontakt fu¨r das Interview herzustellen. Je nach Definition ist auch
nach dem Interview eine Editierung als Unit Nonresponse mo¨glich, wenn sich beispielsweise her-
ausstellt, dass die Zielperson nicht zur Zielgesamtheit geho¨rt (Groves et al. 2004, S.76f). Dabei
werden in der Regel diese Elemente nicht als eigentliche Unit Nonresponse geza¨hlt. Schließlich
wird ha¨ufig versucht, Unit Nonresponse durch Postsurvey Adjustments nach der Erhebung zu
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korrigieren. Neben den Designgewichten finden sich in vielen Datensa¨tzen auch Gewichte, die
Unit Nonresponse auszugleichen suchen(Ro¨sch 1994, S.9f; Biemer und Christ 2008, S.327). Auf
der anderen Seite muss beachtet werden, dass – anders als bei Item Nonresponse – der Datennut-
zer u¨ber Art und Umfang der Unit Nonresponse im Normalfall nur durch die Dokumentation der
Erhebung informiert wird. Unit Nonresponse werden nahezu immer bei der Editierung des Daten-
satzes vollsta¨ndig aus dem Datensatz getilgt, ehe der Datennutzer den Datensatz verwendet. Eine
bisher starke Fixierung auf Item Nonresponse und deren Korrektur ist eine der Folgen, ohne dabei
den Informationswert vieler Erhebungsvariablen, die auch fu¨r Unit Nonresponse vorliegen, in die
Korrekturu¨berlegungen mit einzubeziehen.96
Um den theoretischen Rahmen Survey Lifecycle angemessen verwenden zu ko¨nnen, muss zuna¨chst
u¨ber die Differenzierung von Unit Nonresponse diskutiert werden. Die u¨bliche Unterscheidungs-
weise in neutrale und systematische Ausfa¨lle wird erga¨nzt durch die Unterscheidung nach dem
Ausfallgrund, der sich in folgende Reihenfolge bringen la¨sst: Nichterreichbare zur Befragung aus-
gewa¨hlte Personen (Nichterreichbare), ausgewa¨hlte zu Befragende, die nicht teilnehmen konn-
ten (Nichtbefragbare) und schließlich Personen, die nach der Kontaktierung die Teilnahme an der
Erhebung verweigern (Verweigerer) (Groves et al. 2004, S.169f). Das Adjektiv neutral meint in
diesem Zusammenhang zufa¨llige Ausfa¨lle. So kann die Nichterreichbarkeit einer Person damit zu-
sammenha¨ngen, dass die Adresse falsch oder die Person verzogen ist, was nach Lesart der meisten
Erhebungsinstitute einen neutralen Ausfall darstellen wu¨rde; Nichterreichbarkeit kann allerdings
auch auf ungewo¨hnliche Arbeitszeiten der Zielperson hindeuten – ein Zusammenhang mit einzel-
nen Themen und Fragestellungen der Erhebung wa¨re dann nicht mehr ausgeschlossen. Dann ko¨nn-
te der Ausfall als systematischer bezeichnet werden. Da derlei Unterscheidungen der Komplexita¨t
der Ausfa¨lle nicht gerecht werden, schla¨gt Schnell folgende Einteilung der Unit Nonresponse-
Ursachen, die sich ebenfalls chronologisch ordnen lassen (Schnell 1997, S.18), vor:
96Dabei wird zum einen das Thema Paradaten und Metadaten tangiert, zum anderen geho¨rt eine ausfu¨hrliche Unit
Nonresponse-Dokumentation zu den Schlu¨sselindikatoren der Erhebungsqualita¨t, vgl. Mohler et al. (2008), S.406.
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Abbildung 47: U¨bersicht u¨ber Gru¨nde von Unit Nonresponse nach Schnell (1997) mit Zuordnung
zu Elementen des Survey Lifecycle
Die 19 Fragen, hinter denen 19 verschiedene Ausfallgru¨nde stehen, korrespondieren im hohen
Maß mit der u¨blichen Differenzierung in der Literatur (mittlere Spalte). Um eine eindeutige Sy-
stematisierung von Unit Nonresponse im Kontext der gesamten Erhebung zu leisten, werden fu¨r
die Ausfallgru¨nde einzeln die Faktoren aus dem Survey Lifecycle analysiert (angedeutet bereits
in der letzten Spalte), auch wenn der Umfang der Literatur zu Ausfallgru¨nden und Elementen des
Survey Lifecycle sehr unterschiedlich ist und keine strenge Chronologie eingehalten wird. Wenn
eine Person erst nach der Feldzeit als eigentlich nicht zum Frame geho¨rig identifiziert wird, wurde
der Fehler z.B. schon bei der Framebearbeitung begangen, aber erst bei der Editierung der Daten
bemerkt und korrigiert.
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5.1.1 Nichterreichbarkeit im weiteren Sinne (Undercoverage)
Die zuna¨chst betrachtete Gruppe mit fehlenden Werten wird teilweise als eigensta¨ndige Gruppe de-
finiert oder findet keine Beachtung. Es geht zuna¨chst um Undercoverage, sodann um Overcoverage
(Lessler und Kalsbeek 1992). An dieser Stelle soll eine Visualisierung diese Begriffe veranschau-
lichen (Abbildung 48):
Abbildung 48: Einordnung von Ausfallgru¨nden
Gema¨ß dem Survey Lifecycle werden zu Beginn einer Erhebung neben der Fragestellung auch
die Objekte, u¨ber die Informationen erhoben werden, definiert. Zwar la¨sst sich relativ einfach in
der Theorie die Zielgesamtheit bestimmen, jedoch ist die Auswahl des Sample Frames schwie-
rig, da in der Praxis oftmals Abstriche zwischen der Ziel- und der Auswahlgesamtheit gemacht
werden mu¨ssen. Obwohl von empirischer Seite dieser Aspekt ha¨ufig vernachla¨ssigt wird, wird
in diesem Erhebungsabschnitt bereits Unit Nonresponse generiert, ohne dass sich dies vermeiden
ließe.97 Zwei Mo¨glichkeiten kommen fu¨r eine Abweichung in Frage: zum einen ist es denkbar,
dass der Sample Frame Personen entha¨lt, die nicht zur Zielgesamtheit geho¨ren (Overcoverage),
zum anderen ko¨nnen Elemente aus irgendeinem Grund nicht im Sample Frame enthalten sein,
97Als ziemlich kostspieliger und aufwendiger Ausweg wird bisweilen die Benutzung mehrerer Frames vorgeschla-
gen, vgl. Groves et al. (2004), S.86ff.
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obwohl sie laut Zielgesamtheit darin enthalten sein sollten (Undercoverage) (Madow et al. 1983,
S.16). Beide Fehler stellen Formen von Unit Nonresponse dar, wenngleich sie bisweilen nicht ex-
plizit als solche aufgefu¨hrt werden. Der Fall von Undercoverage kann allerdings sehr ha¨ufig nicht
identifiziert werden, es besteht keine Korrekturmo¨glichkeit (Lohr 2008, S.100f). Da in der Rea-
lita¨t kein Sample Frame perfekt ist, kann aber davon ausgegangen werden, dass auf diesem Weg
Unit Nonresponse entsteht, wenn auch ”ungeza¨hlte“; Madow weist beispielsweise darauf hin, dass
der weit verbreitete Frame Adressenliste fu¨r Anwesen zum Zeitpunkt der Befragung ha¨ufig bereits
nicht mehr aktuell ist (Madow et al. 1983, S.17). Dies gilt nicht nur fu¨r den Erhebungsmodus
des perso¨nlichen Interviews, sondern auch fu¨r telefonische Erhebungen, soweit sich der Frame zu
sehr an das Telefonbuch ha¨lt. Im Falle der Overcoverage kann nach der Erhebung der fa¨lschlich
Befragte noch aus der Erhebung ausgeschlossen werden, wenn eine sorgfa¨ltige Pru¨fung bei der
Editierung vonstattengeht und der Interviewer den Umstand der irrtu¨mlichen Befragung selbst
nicht bemerkt hat. Zwar wird diese Art von Unit Nonresponse als neutraler Ausfall gewertet, der
andere Fall jedoch nicht. So ist es vorstellbar, dass bei einer Erhebung zu Armut Register der Ein-
wohnermeldea¨mter gezogen werden, jedoch eine Gruppe, die besonders von Armut gepra¨gt ist,
na¨mlich Obdachlose, kaum in den Sample Frame gelangen.98 Schnell (1997) fu¨hrt daneben die
Entscheidung des Interviewers an, der z.B. fa¨lschlicherweise Ausla¨nder der Kategorie ”Haushalt
geho¨rt nicht zur Grundgesamtheit“ (gilt als neutral) oder der Kategorie ”Zielperson spricht nicht
deutsch“ (unter Umsta¨nden systematischer Ausfall) zuteilen ko¨nnte.99 Eine interviewerabha¨ngige
Mischform stellt bei perso¨nlichen Interviews der Ausfall eines Sample Point dar. Zwar sind die
Elemente framegerecht in der Stichprobe, sie werden jedoch nicht befragt, da der Interviewer bei-
spielsweise la¨ngerfristig schwer erkrankt (Schnell 1997, S.23f).100
Daneben gibt es allerdings kaum empirische Erkenntnisse u¨ber die soziodemografischen Merkma-
le von Personen, die, obwohl intendiert, nicht im Sample Frame enthalten sind. Undercoverage
bildet somit in verscha¨rfter Form eine methodische Herausforderung.
98Zwar muss in der Bundesrepublik Deutschland jede Person mit einer Adresse gemeldet sein, doch bedeutet dies
nicht, dass die Person dort wohnen muss.
99A¨hnliche Grauzonen existieren ha¨ufiger in der Standard-ADM-Stichprobe, vgl. Schnell (1997), S.25.
100Beim ALLBUS werden beispielsweise in diesem Fall Ersatzadressen bearbeitet; mehr zu diesem Thema in Ab-
schnitt 5.2.2.
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5.1.2 Nichterreichbarkeit im engeren Sinne
Wie beim Thema Coverage angedeutet, findet auch die Nichterreichbarkeit weniger Aufmerksam-
keit in der Fachliteratur als das spa¨ter noch zu diskutierende Thema Verweigerung (Schnell 1997,
S.217). Ein nicht erreichbarer Befragter geho¨rt nach Schnell (1997) zu einer der folgenden Grup-
pen: Personen, die sich aufgrund langandauernder Abwesenheit oder aufgrund ihres Lebensstils
nicht in der Wohnung aufhalten. Desweiteren gibt es die Gruppe von Personen, die sich in der
Wohnung aufhalten, aber nicht auf Kontaktversuche reagieren. Die letzte Gruppe, die Schnell be-
nennt, sind Verweigerer, die vom Interviewer als nicht erreichbar deklariert werden, was natu¨rlich
eine Fa¨lschung von Seiten des Interviewers darstellt (Schnell 1997, S.218). Von besonderer Be-
deutung sind quantitativ und qualitativ die ersten beiden Gruppen, da sie nach der Literatur zu
den nichtzufa¨lligen Ausfa¨llen geho¨ren. Im Survey Lifecycle konzentriert sich die Diskussion um
Nichterreichbare vor allem auf den Faktor Erhebungsmodus und -design auf der Messseite und
auf die Realisation des Sample Frames durch den Befragten (auf der Repra¨sentationsseite).
Die empirischen Befunde konzentrieren sich auf wenige Variablen: Haushaltsgro¨ße, Haushaltszu-
sammensetzung und Erwerbsstatus (Engel et al. 2004, S.53) und passen damit ins Bild der oben
aufgefu¨hrten Gruppenbildung. Wesentlich ergiebiger gestalteten sich allerdings die Untersuchung
von Effekten des Interviewerverhaltens und des Designs (De Leeuw 2008, S.123, S.127ff). Fu¨r
die Designeigenschaften einer Studie la¨sst sich je nach dem Erhebungsmodus konstatieren, dass
Follow-ups, Voranku¨ndigungen der Befragung, gewisse Personalisierungen und Erinnerungstech-
niken sowie Incentives die Erreichbarkeit erho¨hen ko¨nnen (Traugott et al. 1987; Singer et al. 2000;
Singer 2002; Harkness et al. 1998; Cantor et al. 1998; White et al. 1998).
Da die Erreichbarkeit (als Kontaktwahrscheinlichkeit) als Funktion von Kontaktzeiten von Inter-
viewer und Befragtem betrachtet werden kann (Groves und Couper 1998, S.79ff), wird diese
durch einige Designfaktoren erho¨ht oder vermindert, wenn Zeiten, in denen wenigstens eine Kon-
taktperson angetroffen wird, Zeiten, in denen der Interviewer den Kontaktversuch startet, und die
Mo¨glichkeit physischer Hindernisse (z.B. Anrufbeantworter, hohe Mauern) beru¨cksichtigt wer-
den (Groves et al. 2004, S.170; Groves und Couper 1998, S.105ff; Heberlein und Baumgartner
1978). Bei telefonischen Erhebungen sind dies die Anzahl der Anrufe sowie das Anrufmuster, bei
perso¨nlichen Interviews entsprechend Kontaktanzahl und Besuchsmuster, generell die La¨nge der
Feldzeit, aber auch die Belastung der Interviewer (Engel et al. 2004, S.53f; Botman und Thornber-
ry 1992).
Um die Vielzahl aller als relevant geltender Faktoren in eine U¨bersicht zu bringen, haben Groves
und Couper ”A Simple but Powerful Model of Contactability“ grafisch dargestellt (Groves und
Couper 1998, S.81):
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Abbildung 49: Schema Kontaktwahrscheinlichkeit nach Groves und Couper (1998)
Um noch einmal auf die Rolle des Interviewers bzw. dessen Kontaktverhalten zuru¨ckzukommen:
”Die Erreichbarkeit der Zielperson ha¨ngt offenbar auch vom Kontaktverhalten der Interviewer
ab“(Schnell 1997, S.224). A¨hnlich wie im Kapitel u¨ber Item Nonresponse kann die Kontaktauf-
nahme des Interviewers mit dem potentiellen Befragten bereits als verku¨rzte Form der Interaktion
aufgefasst werden und empirische Befunde legen nahe, dass manche Interviewer eine ho¨here Kon-
taktrate aufweisen als andere (Lievesley 1986). Ob es nun zu einer Verweigerung kommt oder
nicht, wird spa¨ter noch behandelt, wichtig ist zuna¨chst die Frage nach der erfolgreich hergestell-
ten Interaktion. Die einschla¨gige Literatur zu Kontaktstrategien nennt relativ einhellig den Um-
stand, dass Kontaktversuche am spa¨ten Nachmittag oder Abend und am Wochenende wesentlich
erfolgversprechender sind (Groves und Couper 1998, S.95ff). Gerade diese Zeiten bedeuten jedoch
auch einen ho¨heren Aufwand fu¨r den Interviewer und damit fu¨r das Erhebungsinstitut. Dies wu¨rde
unter anderem den deutlichen ”Institutseffekt“ erkla¨ren, den Schnell in seiner großen Studie als
Schlu¨sselindikator fu¨r diese Art von Unit Nonresponse beschreibt, da sich die Institute gerade in
dieser Hinsicht unterscheiden (Schnell 1997, S.219ff).
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5.1.3 Nichtbefragbarkeit
Nichtbefragbarkeit ist ein Urteil, das der Interviewer u¨ber die Person, die eigentlich befragt wer-
den soll, fa¨llt. Als wichtigste Gru¨nde der Nichtbefragbarkeit oder Befragungsunfa¨higkeit gelten:
Defizite, die Sprache zu verstehen oder lesen zu ko¨nnen, physische oder psychische Krankhei-
ten sowie intellektuelle Defizite (Groves et al. 2002, S.178). Die Gruppe der nichtbefragbaren
Personen ist in der Regel gering, jedoch kann sich ihr Umfang verzerrend in Hinblick auf ein
Erkenntnisinteresse auswirken, wenn es im direkten Zusammenhang mit dem Grund der Nichtbe-
fragbarkeit steht. Die Defintion von Nichtbefragbarkeit von Personen leidet vermutlich unter der
Ungenauigkeit und der allzu subjektiven Einordnung der Interviewer. Zudem gilt bespielsweise
”Krankheit“ der Zielperson als ga¨ngige Ausrede von Kontaktpersonen. Dies bedeutet daru¨ber hin-
aus, dass die Anzahl der im Haushalt wohnenden Personen ausschlaggebend sein kann (Schnell
1997, S.108). Das Beispiel ”Krankheit“ verdeutlicht auch die Problematik der Abgrenzung, da
sich eine kranke Person auch im Krankenhaus befinden kann und damit nichterreichbar im enge-
ren Sinn ist. Es gibt Erhebungen, die Nichtbefragbarkeit generell als neutralen Ausfall bewerten,
ohne zu beru¨cksichtigen, dass viele Gru¨nde fu¨r Nichtbefragbarkeit mit anderen Variablen korrelie-
ren: Alter, Einkommen, Nationalita¨t. Ausfallneutralita¨t ist in diesem Zusammenhang deshalb sehr
fragwu¨rdig.
5.1.4 Verweigerung
Von den bisher behandelten Ausfa¨llen, die eine ganze Einheit betreffen, unterscheidet sich die letz-
te Gruppe, die Befragungsverweigerer, in einem wichtigen Punkt: anders als Nichtbefragbare und
Nichterreichbare und anders als Personen, die nicht im Frame enthalten sind, entscheiden sich die-
se Personen bewusst zur Nichtteilnahme an einer Erhebung.101 Damit sind Verweigerer zuna¨chst
den Befragten a¨hnlich, die in einer Befragung keine Antwort geben (Item Nonresponse). Der Sti-
mulus bzw. die Stimuli unterscheiden sich aber quantitativ grundlegend. Wa¨hrend innerhalb einer
Befragung der Befragte vielen Fragen (Stimuli) ausgesetzt wird, stellt die Anbahnung des Inter-
views, der Kontakt, lediglich ein Stimulus dar, auf den der potentielle Befragte mit lediglich zwei
Optionen konfrontiert wird: entweder nimmt er an der Erhebung teil oder nicht. Diese Analogie
verantwortet wohl auch die teilweise a¨hnlichen Theoriezuga¨nge bei Item Nonresponse und dem
Unit Nonresponse-Spezialfall Verweigerung.
Zwar gibt es Bestrebungen, fu¨r Unit Nonresponse eine allgemeine Theorie aufzustellen, die bishe-
rige Literatur divergiert aber grob im grundlegenden Ansatz zwischen zweckrationalen und wer-
trationalen Erkla¨rungsmodellen (Engel et al. 2004, S.57). Die jeweiligen Ansa¨tze beanspruchen
jedoch fu¨r sich, jeweils andere Theorien zu beinhalten bzw. diese aus dem eigenen Ansatz ableiten
zu ko¨nnen. Damit gestaltet sich eine theoretische U¨bersicht nicht ganz einfach. So sind Rational-
Choice-Ansa¨tze in der Methodenforschung seit geraumer Zeit im ha¨ufigen Gebrauch (Green et al.
101Lynn stellt einen sehr detaillierten Ereignisbaum fu¨r Unit Nonresponse auf. Verweigerung za¨hlt qualitativ dabei zu
einem ganz speziellen Fall von Unit Nonresponse, der quantitativ aber den weitaus gro¨ßten Teil der Ausfa¨lle ausmacht,
vgl. Lynn (2008), S.39.
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1999); so auch bei der Frage nach einem Modell zur Teilnahme oder Nichtteilnahme an Erhebun-
gen: ”Danach wa¨ren Teilnahme oder Nichtteilnahme an einer Umfrage als Entscheidungsalterna-
tiven aufzufassen, deren Wahl im wesentlichen einer Kosten-Nutzen-Kalkulation folgt.“(Engel et
al. 2004, S.55). Die erste grundlegende Annahme der Rational-Choice-Theorie, die Nutzenmaxi-
mierung, la¨sst sich konkret herunter brechen (Green et al. 1999, S.25). Engel et al. (2004) nennen
insgesamt folgende Kosten und Nutzen einer Teilnahme:
Kosten:
- Zeit fu¨r das Interview
- Verlust an anderen Handlungsoptionen zur selben Zeit (Opportunita¨tskosten)
- kognitive Last
- negative Konsequenzen offen gelegter Informationen und Antworten
- Offenbarung von Informationen und Verlust der Privatheit
- Missbrauch mit Informationen
Nutzen:
+ Vermeidung la¨stiger anderer Aufgaben
+ Befriedigung durch Teilnahme an etwas Nu¨tzlichem
+ Befriedigung der eigenen Neugierde
+ Befriedigung des Interesses an einem Thema
+ Lust an der Interaktion mit Interviewer
+ Besta¨tigung der Wichtigkeit der eigenen Meinung
+ Beitrag zur Erfu¨llung einer Bu¨rgerpflicht
Diese potentiellen Kosten- und Nutzenfaktoren finden immer wieder als ”empirische Einzelhypo-
thesen“(Schnell 1997, S.165) mehr oder weniger Evidenz.102 Verschiedene Untersuchungen haben
sich zuna¨chst vorgenommen, die Erhebungen als Belastung, sei es als Sto¨rung der ”privacy“, sei es
als Gefa¨hrdung anderer Ziele oder als Belastung durch die Befragung als solche, zu untersuchen
– ohne wirklich durchschlagenden empirischen Befund. Zudem la¨sst sich plausiblerweise davon
102Eine sehr ausfu¨hrliche Zusammenfassung findet sich bei Stoop et al. (2010), S.25.
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ausgehen, dass zweitens die Pra¨ferenzen in eine Reihenfolge gebracht werden ko¨nnen. Es du¨rfte
die absolute Ausnahme sein, dass eine Person Teilnahme und Nichtteilnahme an einer Erhebung
genau gleich pra¨feriert (Konsistenzbedingung). Dagegen spielt bei zwei Handlungsalternativen die
Transitivita¨t keine Rolle. Drittens ist fu¨r die Teilnahmeentscheidung die Erwartung an das Ereignis
Interview ausschlaggebend. Natu¨rlich weiß der Befragte nicht restlos, was genau bei einer Befra-
gung auf ihn zukommt. Genuin verbunden mit der Rational-Choice-Theorie (RC-Theorie) ist vier-
tens die Annahme, ”dass es sich bei den relevanten Maximierern um Individuen handelt“(Green et
al. 1999, S.26), wie es bei einer Personenerhebung der Fall ist. Einige empirische Ergebnisse legen
allerdings nahe, dass die Entscheidungsfindung fu¨r oder gegen eine Teilnahme auch von anderen
Faktoren abha¨ngt als der individuellen Abwa¨gung von Kosten und Nutzen (Groves und Couper
1998, S.122). Doch schon aufgrund der begrenzten kognitiven Ressourcen von Individuen bedarf
es einer Modifikation des RC-Ansatzes, um ihn wirklichkeitsna¨her zu modellieren. Modifikation
im Sinne einer Konkretisierung wird im folgenden Abschnitt 5.1.4.1 vorgestellt. Der RC-Ansatz
ist aber auch in die Leverage-Salience-Theorie (Abschnitt 5.1.4.2) und die Theorie wertrationalen
Handelns eingebettet (Abschnitt 5.1.4.3).
5.1.4.1 Konkretisierung von RC in habitualisierten Verhaltenstendenzen und skripttheoreti-
scher Spezifizierung
Wo liegen die Schwa¨chen des RC-Ansatzes? Da Rational-Choice-Ansa¨tze zwar unter vollsta¨ndi-
gen Informationen individuelle Prognosen u¨ber die Teilnahme denkbar erscheinen lassen, ist, wenn
diese Informationen nicht gegeben sind, eine individuelle Verhaltensprognose unmo¨glich. Als wei-
teren Punkt kann man anfu¨hren, dass die Vorstellung einer sta¨ndigen Abwa¨gung von derlei Ent-
scheidungen im Alltag die kognitiven Fa¨higkeiten u¨berreizen wu¨rde.103 Deshalb erga¨nzt Schnell
den RC-Ansatz, um eine realistische Modellierung von Teilnahme an Erhebungen zu erhalten
(Schnell 1997, S.161ff). Habitualisierte Verhaltenstendenzen stellen eine Entscheidungsentlastung
dar. Durch gewisse Reize werden Verhaltensweisen ausgelo¨st, im konkreten Fall eben die Verwei-
gerung oder die Teilnahme. In der Literatur werden sechs Prinzipien genannt, die als Auslo¨ser eines
habitualisierten Verhaltens gelten (Cialdini und Sagarin 2005; Cialdini 1994; Cialdini 1989): So
spielen die Prinzipien Reziprozita¨t, Konsistenz, sekunda¨rer Vergleich, Knappheit und Autorita¨t die
entscheidenden Rollen bei der Systematisierung von Entscheidungsprozessen. A¨hnliche Faktoren
werden auch in umfassenderen Entwu¨rfen zu Teilnahmetheorien verwendet (Couper und Groves
1998). Kritisch la¨sst sich hinterfragen, ob tatsa¨chlich ein Automatismus sinnvoll die Realita¨t einer
Interaktion wie des Befragungskontakts abbildet.
Deshalb werden statt habitualisierten Verhaltenstendenzen auch Skripte als Spezifikation der Ratio-
nal-Choice-Theorie genannt: ”Im Unterschied zu Habits als reinen Verhaltensprogrammen sind
Skripte Wissensstrukturen“ (Schnell 1997, S.163). Was es heißt, nach einem Skript zu handeln,
fasst Abelson in folgenden Punkten zusammen: erstens die Existenz einer stabilen Repra¨sentati-
on eines Skripts, zweitens die Auslo¨sung des Skripts durch eine Situation und drittens die Ver-
103Dies sind auch klassische Kritikpunkte gegen RC-Ansa¨tze in anderen sozialwissenschaftlichen Kontexten, vgl.
Green et al. (1999).
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knu¨pfung eines solchen Skripts mit einer Verhaltensregel (Abelson 1981; Bredenkamp und Va-
terrodt 1992). Schnell merkt an, dass auch die skripttheoretische Erga¨nzung zur Rational-Choice-
Theorie keine wirklichen Verhaltensprognosen zula¨sst, wenn sie nicht noch durch weitere Parame-
ter spezifiziert wird (Schnell 1997, S.164).
Zwei weitere nennenswerte Ansa¨tze versuchen das Dilemma zwischen U¨berspezifikation, Gene-
ralisierung und fehlenden Informationen zu lo¨sen, indem beim ersten Ansatz Parameter fu¨r eine
rationale Teilnahmeentscheidung identifiziert werden und beim zweiten Ansatz die rationale Kom-
ponente zu einer wertrationalen Komponente erweitert wird.
5.1.4.2 Leverage-Salience-Theorie
Die Leverage-Salience-Theorie systematisiert zuna¨chst Merkmale, deren empirische Relevanz bis-
her in der Literatur besta¨tigt wurde, aber auch daru¨ber hinaus Variablen, die fu¨r die Erkla¨rung
sinnvoll erscheinen. Insgesamt la¨sst sich von vier Hauptfaktoren ausgehen, die das Auftreten von
Unit Nonresponse beeinflussen (Groves et al. 2004, S.176; Groves und Couper 1998): Die Soziale
Umgebung, perso¨nliche Merkmale der Zielperson, das Survey Design und die Merkmale des In-
terviewers. Diese Hauptfaktoren sind alle direkt aus dem Survey Lifecycle entlehnt. Sie machen je
nach Auspra¨gung die Verweigerung wahrscheinlicher oder unwahrscheinlicher.
Die Faktoren auf der linken Seite ko¨nnen vom Forscher nicht vera¨ndert werden (Abbildung 50).
Diese Merkmale haften am potentiellen Befragten oder bilden seine Umwelt.104 Anders verha¨lt
es sich mit den beiden rechten Faktoren, welche durchaus im Rahmen der Erhebungsausgestal-
tung beeinflusst und gesteuert werden ko¨nnen. A¨hnlich wie Schnell erkennen die Vertreter der
Leverage-Salience-Theorie, dass die Faktoren soziale Umgebung und Befragtenmerkmale sehr un-
terschiedliche Evidenz in verschiedene Studien aufweisen, und die Vermutung nahe liegt, dass eine
geeignete Theorie die Varianz der Entscheidungsgru¨nde fu¨r oder gegen die Teilnahme aushalten
und systematisieren muss. Zudem sind diese beiden Faktoren allein kaum in der Lage, etwas u¨ber
die perso¨nlichen Gru¨nde auszusagen.
104Wobei die Trennung zwischen Merkmalen, die den Befragten direkt anhaften und Umgebungsmerkmalen in der
Literatur nicht immer gleich gehandhabt werden. Deshalb wird in Abbildung 50 auch von Befragtenmerkmalen im
weitesten Sinn gesprochen.
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Abbildung 50: Modell zur Verweigerung nach Groves und Couper (1998)
Die eigentlichen Gru¨nde fu¨r eine Verweigerung werden deshalb folgendermaßen zusammenge-
fasst: Zuna¨chst la¨sst sich ein Teil der Gru¨nde unter Opportunita¨tskosten subsumieren. Dies knu¨pft
nahtlos an diverse RC-Ansa¨tze an, da in diesem Rahmen gerade Zeitmangel als ha¨ufiger Grund
fu¨r Verweigerung sogar explizit angegeben wird (Stoop 2007). Gerade Personen, die aufgrund
perso¨nlicher oder beruflicher Verpflichtungen wenig Zeit haben, verweigerten ha¨ufiger die Teil-
nahme (Groves et al. 2004, S.176). Zweitens nennen Groves und Couper die ”Exchange Hypothe-
ses“, die einmal bereits von Dillmann (1978) und von Groyder (1983) in verschiedenen Varianten
diskutiert wurden. Dabei geht es um die Kalkulation, die der mo¨gliche Befragte aufstellt, wenn er
in eine soziale Interaktion mit dem Interviewer tritt.105 Als dritter Grund fu¨r Verweigerung wird
Soziale Isolation – oder Deprivation – angefu¨hrt. Die Befragung wird dann zum Ausbruch aus
105In der Regel wird die Hypothese mit sozio-o¨konomischen Indikatoren, Bildung und Empfang von Transferlei-
stungen operationalisiert, vgl. Groves und Couper (1998), S.127ff.
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der Isolation, der jedoch von bestimmten Gruppen nicht wahrgenommen wird, da die eigene Zu-
geho¨rigkeit zur Gesellschaft bezweifelt wird. Viertens la¨sst sich das Interesse oder die Zentralita¨t
eines Themas als Teilnahmegrund (Groves et al. 2004, S.176; Schnell 1997, S.181ff) benennen;
und schließlich – fu¨nftens – als auch in der Literatur neuer Trend, kann das Oversurveying fu¨r die
Verweigerung verantwortlich sein. Oversurveying verursache bei den potentiellen Befragten Inter-
viewmu¨digkeit, auch wenn dieser Punkt teilweise bestritten wird (z.B. von Schnell 1997, S.171ff).
Die hier genannten Ausfallgru¨nde, die im Wesentlichen auf gro¨ßeren sozialwissenschaftlichen
Theorien fußen, ko¨nnen teilweise empirisch belegt werden, teils stehen sie im Einklag mit existie-
renden RC-Ansa¨tzen. Die Erkla¨rungskraft der vier Hauptfaktoren (perso¨nliche Merkmale, Design-
Merkmale, Interviewmerkmale, soziale Umgebung) kann auch mit dem betrachteten Datensatz des
ALLBUS 2008 in Teilen getestet werden (Abschnitt 5.3.1.2).
Die eigentliche Leverage-Salience-Theorie la¨sst sich durch eine Metapher beschreiben:
”Consider a sacle with multiple hooks on which to place weights, each hook re-
presenting some attribute of the request that could be judged relevant to the decision.
The distance from the fulcrum to the hook measures the importance the sample person
assigns to the attribute in the decision to participate [. . . ].“ (Groves et al. 2000, S.300)
Der nun von Groves et al. (2000) vorgeschlagene Rahmen ist eine Systematisierung des bereits
1998 ausgefu¨hrten Konzepts des ”tailorings“ (Groves und Couper 1998), das Interviewern als
Richtschnur dienen soll, bei der Kontaktaufnahme vermutlich wichtige Faktoren der Verweige-
rung zu erkennen und entgegenzusteuern. Verbildlicht sieht dieser Rahmen so aus:
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Abbildung 51: Schaubild zur Leverage-Salience Theorie nach Groves et al. 1998
Die Distanz vom Drehmoment bis zum Kurvball in Abbildung 51 wird als ”Leverage“ L bezeich-
net und beschreibt das Gewicht, das ein Merkmal der Erhebung (Erhebungsmerkmal) fu¨r die i-te
Zielperson besitzt. Diese Distanz wird beeinflusst von perso¨nlichen Erfahrungen und Charakterei-
genschaften sowie vom gesellschaftlichen Umfeld, wie sie im obigen Abschnitt vorgestellt wur-
den. Die Gro¨ße der Kugel verdeutlicht das Hervorspringen (”Salience“) S der Erhebungsmerkmale
im Zuge der Kontaktanbahnung, die mehr oder weniger fu¨r die Zielperson wahrnehmbar sind.
Diese sind direkt von Designentscheidungen und dem Konzept der Kontaktanbahnung abha¨ngig
(Broschu¨re des Sponsors, Incentives usw.). Man kann also von designindogenen und -exogenen
Erhebungsmerkmalen sprechen.
Die Wahrscheinlichkeit an der Erhebung teilzunehmen, ließe sich dann als Funktion von L und S
darstellen, wenn die Faktoren, die L bestimmen, bekannt wa¨ren. Dies ist aber unrealistisch. Gro-
ves et al. (2000) verweisen darauf, dass Proxyvariablen zur Verfu¨gung stu¨nden, die als Indikatoren
fu¨r L dienen ko¨nnen. Nach ihrer Einscha¨tzung kann die Leverage-Salience Theorie nur u¨ber einen
Umweg empirisch gefasst werden. Wie dieser Umweg skizziert wird, stellt einen wichtigen Fort-
schritt gegenu¨ber anderen Theorien zum Teilnahmeverhalten dar.106
Irgendein Merkmal C bildet dann zusammen mit S die Funktion
106Dennoch ist die empirische U¨berpru¨fung sehr schwierig und wird bei Groves et al. auch mit einem sehr kompli-
zierten Verfahren getestet, vgl. Groves et al. (2000), S.303ff.
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Die Teilnahmewahrscheinlichkeit la¨sst sich dann als eine Funktion von C und S bzw. der Interak-
tion von C und S auffassen. C und S ko¨nnen wiederum fu¨r den i-ten potentiellen Befragten beim
j-ten Erhebungsmerkmal stets anders ausfallen.
Abschließend lassen sich zwei Vorteile der Leverage-Salience-Theorie benennen: Zum einen stellt
sie ”a rich set of deductions for methodological research“ dar (Groves et. al 2000, S.307). Eine
Vielzahl von Studien, die sich dieses theoretischen Rahmens bedienen, spricht hierfu¨r. Der Vorteil
fu¨r die Methodenlehre scheint zum anderen darin zu liegen, dass sie grundlegenden Annahmen der
RC-Theorie nicht widerspricht, jedoch das situationsgebundene Handeln des potentiellen Befrag-
ten auf eine praktische Ebene bringt, die es sogar erlaubt, Schlu¨sse fu¨r zuku¨nftige Erhebungen zu
ziehen. Dabei geht es vor allem darum, dass Interviewer positive Aspekte einer Befragung fu¨r die
Zielperson sichtbar machen und negative Aspekte und Befu¨rchtungen, die die Befragung bei der
Kontaktaufnahme auslo¨sen, zu minimieren versuchen.
5.1.4.3 Konzept einer wertrationalen Erkla¨rung fu¨r die Teilnahme
Die Motivation fu¨r Engel et al. fu¨r eine Erweiterung handlungsrationaler zu einer wertrationalen
Theorie der Teilnahme liegt zuna¨chst in der geringen Evidenz der ”Opportunity Cost“-Hypothese.
Daneben ga¨be es empirische Hinweise fu¨r altruistische Teilnahmegru¨nde (Engel et al. 2004, S.57f).107
Das Konzept einer wertrationalen Theorie baut auf zwei theoretischen Fundamenten auf. Es fließen
zum einen austauschtheoretische U¨berlegungen (Exchange-Theorie) als auch integrationstheoreti-
sche U¨berlegungen (Soziale Isolation) in das Modell ein. Daneben sollen aber auch rationale Kom-
ponenten, Wertorientierungen, Handlungsmotive und die Perspektive der Kollektivgutproblematik
eingebracht werden (Engel et al. 2004, S.59).
107Zitiert wird eine Studie von Porst und von Briel (1995) u¨ber die Motivationsgru¨nde zur weiteren Teilnahme an
einer Panelerhebung.
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Abbildung 52: Wertrationales Erkla¨rungsmodell der Verweigerung nach Engel et al. 2004
Engel et al. gehen in ihrem Modell von zwei Kausalketten aus (Abbildung 52). In deren Haupt-
glieder befinden sich einerseits ”Handlungsmotive“ und ”Gemeinsinn“ (Kausalkette 1) und ande-
rerseits ”Wertorientierung“, ”Erwartungen an Staat und Gesellschaft“ sowie die ”Identifikation mit
den Institutionen des Systems“ (Kausalkette 2).
Teilweise sind die Begriffe synonym fu¨r bereits eingefu¨hrte Begriffe aus anderen Theorien. So
meint ”Erwartungen“ an eine Erhebung und ”Identifikation“ mit dem Sponsor A¨hnliches wie der
Begriff ”authority of the sponsor“; auch ”topic interest“ (Pra¨ferenz fu¨r Umfrageforschung) oder
”social integration“ (soziale Integration) finden sich bei Engel et al. mehr oder weniger a¨hnlich
wieder (beide Begriffe bei Groves et al. 2000).108 Der Unterschied zwischen den Modellen be-
steht in der Betonung tatsa¨chlich wertrationalen Handelns. Indem die Umsetzung einer Erhebung
als o¨ffentliches Gut interpretiert (u¨berho¨ht) wird, lassen sich unterschiedliche Einstellungsmuster
dreier Typen (Individualisten, Kollektivisten, Egalitarier) zu o¨ffentlichen Gu¨tern als Determinan-
ten der Teilnahmebereitschaft anwenden (Engel et al. 2004, S.62ff).
Das Bemerkenswerte des von Engel et al. entwickelten Modells liegt tatsa¨chlich in der U¨bertra-
gung von Begriffen, die in der politischen Soziologie (”civic duty“) bereits einen festen Platz in
der empirischen Analyse besitzen (vgl. hierzu etwa das Konzept der ”Wahlnorm“, Lu¨eße 2007).
Zudem schließt das Konzept rationales Handeln aus, sondern gibt einen Antwortversuch auf die
empirische Tatsache, dass ein Teil der Befragten tatsa¨chlich aus ”altruistischen“ Motiven wertra-
tional an Erhebungen teilnimmt.
In diesem Abschnitt wurden zwei Modelle der Teilnahme/Verweigerung – so kurz wie mo¨glich
108Genauso wie bei Groves et al.(2000) befinden sich die Anknu¨pfungspunkte gerade im Bereich des empirisch
schwer U¨berpru¨fbaren.
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– skizziert. Soweit es die Datenlage zula¨sst, werden Teile bei der Analyse des hier verwendeten
Datensatzes beru¨cksichtigt (Abschnitt 5.3.1.2).
5.1.5 U¨berlegungen zum Ausfallmechanismus bei Unit Nonresponse
In Abschnitt 3.2.4 wurden einige U¨berlegungen zusammengefasst, die sich aus der Theorie u¨ber
die Entstehung von Item Nonresponse ergeben haben und Aussagen u¨ber den wahrscheinlichen
Ausfallmechanismus bei Item Nonresponse zulassen. Auch fu¨r Unit Nonresponse existieren – wie
soeben dargestellt – Theorien zu ihrer Entstehung. Dabei ist offenkundig, dass sich die Theorie
eng an die Unterscheidung der Ausfallgru¨nde in Nichterreichbarkeit, Befragungsunfa¨higkeit und
Verweigerung anlehnt.
Die U¨berlegungen zum Ausfallmechanismus bei Unit Nonresponse werden dadurch nicht leichter.
Die Hauptherausforderung liegt aber in der doppelten Unsicherheit zwischen der Person, die aus
gewissen Gru¨nden nicht an der Befragung teilnimmt, und den deshalb unbeantworteten Items der
Erhebung. Der einfachste Fall ist dabei, wenn der individuelle Ausfallgrund mit dem generellen
Erhebungsthema in Beziehung steht. Bei Mehrthemenerhebungen ist dies jedoch nicht eindeutig.
Im Zweifelsfall mu¨sste fu¨r die jeweilige Analyse gefragt werden, ob der Ausfallgrund fu¨r Unit
Nonresponse einen verzerrenden Einfluss auf die Scha¨tzung der Parameter haben ko¨nnte oder ob
dies eher unwahrscheinlich ist. Die U¨berlegungen, ob der entsprechende Ausfall eher MCAR,
MAR oder NMAR ist, sind dabei wesentlich spekulativer als bei Item Nonresponse.
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5.2 Messung von Unit Nonresponse
Bereits in den ersten Abschnitten wurde deutlich, dass in Teilen der Literatur die Diskussion, was
Unit Nonresponse ist und wie Unit Nonresponse geza¨hlt werden soll, breiten Raum einnimmt.
Bankhofer beschreibt beispielsweise auch Berechnungs- und Darstellungsmo¨glichkeiten von Item
Nonresponse, die allerdings bisher kaum eine Rolle spielen (Bankhofer 1995, S.30ff). Ganz anders
verha¨lt es sich mit Unit Nonresponse, die als Ausfallrate, Ru¨cklaufquote, Responserate, Antwortra-
te, Verweigerungsrate etc. gemessen und publiziert werden. Die Bestrebungen bei der Messung von
Unit Nonresponse la¨sst sich etwa so zusammenfassen: die Ausfallursachen sollten mo¨glichst zu
den neutralen Ausfa¨llen za¨hlen (vgl. Kapitel 2.1 und 2.2). Dieses Vorgehen liegt darin begru¨ndet,
dass die sogenannte Ausscho¨pfungsquote immer als Quotient einer bereinigten Bruttostichpro-
be (Abzug der neutralen Ausfa¨lle von der Bruttostichprobe) und aller anderen Ausfa¨lle bzw. der
realisierten Interviews gebildet wird – hier bestehen kaum Abweichungen im wissenschaftlichen
Diskurs. Gerade in der kommerziellen Sozial- und Marktforschung wird mit diesem Quotienten als
Ausweis fu¨r die Qualita¨t der Erhebung geworben, was er nicht ist bzw. sein muss. Kritisieren la¨sst
sich jedoch noch Grundlegenderes. Da keine verbindliche Definition dieser Quoten existiert, ”er-
geben sich unter Umsta¨nden bei gleicher Anzahl von Ausfa¨llen dramatische Unterschiede in den
Ausscho¨pfungsquoten“ (Schnell 1997, S.23). In den folgenden Kapiteln wird deshalb zuna¨chst die
Vera¨nderung der Ausscho¨pfungsquote vor dem Hintergrund dieser Kritikpunkte betrachtet (5.2.1),
ehe die Konzepte und Vera¨nderungen von Unit Nonresponse fu¨r den ALLBUS analysiert werden
(5.2.2).
5.2.1 Problematik der Ausscho¨pfungsquote: generelle Trends
Zwei Vero¨ffentlichungen aus der zweiten Ha¨lfte der 1990er Jahre vertreten unterschiedliche Posi-
tionen bezu¨glich der Frage, ob die Ausscho¨pfungsquoten sinken bzw. die Nonresponseraten stei-
gen.
Schnell konstatiert fu¨r den internationalen Trend, dass gerade das vermeintliche Ansteigen der
Verweigerung ”empirisch bislang zweifelhaft“ sei (Schnell 1997, S.43).
109 Betrachtet man die bun-
desdeutschen Verha¨ltnisse (vor der Wiedervereinigung), so stellt Schnell insgesamt die These von
steigenden Ausfallraten in Frage. Bei differenzierter Betrachtung tun sich stattdessen große Unter-
schiede in der Methoden- und Planungssorgfalt auf, die maßgeblich fu¨r die Ho¨he der Nonrespon-
serate verantwortlich seien (Schnell 1997, S.131f). De Heer (1999) kommt zum gegensa¨tzlichen
Befund: Er bezieht sich auf mehrere, auch internationale Studien aus den USA, die eine eindeutige
Zunahme von Unit Nonresponse feststellen. Aufgeschlu¨sselt nach Modus blieben allein postali-
sche Befragungen stabil, wa¨hrend Telefon und perso¨nliche Interviews steigende Nonresponseraten
aufwiesen (De Heer 1999, S.130).
So erstaunlich es klingt, die beiden Befunde mu¨ssen sich nicht zwangsla¨ufig widersprechen. Denn
hinter der Frage nach der Entwicklung der Ausscho¨pfung steht zuna¨chst die Frage, wie diese
Ausscho¨pfung jeweils u¨berhaupt zu berechnen ist. Die Bandbreite der Varianten ist zum einen
ungeheuer groß, zum anderen dominiert die Vorstellung, dass nur eine hohe Ausscho¨pfungsquote
109Auch in einer neueren Vero¨ffentlichung wird von ”not unambiguous“ gesprochen, vgl. Stoop 2010, S.2.
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eine gute realisierte Stichprobe darstellt (Stoop 2010, S.2). Gerade die kommerzielle Markt- und
Sozialforschung erhebt dieses Kriterium als Qualita¨tsmerkmal zu ”Heilige[n] Ku¨he[n]“(Sommer
1987, S.300f), wa¨hrend der Umgang mit Item Nonresponse eher von fahrla¨ssiger Ignoranz gepra¨gt
ist. Dies ist, im Gegensatz zu fehlenden verbindlichen Regeln, wohl eher der Grund fu¨r die Be-
rechnung der Nonresponsequote (Wiseman und Billington 1984, S.337). Da fu¨r Unit Nonresponse
ein Wert – die Ausscho¨pfungsquote – berechnet werden kann, fu¨r Item Nonresponse zwar Mes-
skonzepte vorhanden sind (Bankhofer 1995), diese aber in der Praxis kaum angewendet werden,
versta¨rkt sich diese Fixierung. Es interessiert, wenn u¨berhaupt, nur die Item Nonresponse der fu¨r
die konkrete Analyse relevanten Variablen. Als zweites Problem tritt die Vergleichbarkeit u¨ber die
Zeit hervor (Stoop 2010, S.2), da – wie sich auch beim ALLBUS zeigen wird – immer wieder
Elemente des Erhebungsprozesses gea¨ndert werden. Schließlich – drittens – wird erst durch eine
genaue Analyse nach den Ausfallgru¨nden (und deren Definition) eine Abscha¨tzung mo¨glich, wie
die Entwicklung der Ausscho¨pfung tatsa¨chlich verla¨uft (Stoop 2010, S.2).
Wenn in der Literatur immer wieder beklagt wird, dass es keine verbindlichen Standards fu¨r Be-
rechnungen gibt, ist das sicherlich richtig (Schnell 1997; Smith 2002). Eine der ersten Definitionen
der Nonresponserate stellte 1980 der Council of American Survey Research Organisations (CAS-
RO) auf.110 Die Responsequote wird hier als Quotient von realisierten Interviews (mit einer genau-
en Definition) geteilt durch die Anzahl der in der Grundgesamtheit befindlichen Personen errech-
net. Zu Recht weisen Schnell (1997) und Wiseman et al. (1984) auf die Umsetzungsprobleme hin,
die diese scheinbar einfachst mo¨gliche Definition mit sich bringt. Anhand zweier Beispielrech-
nungen la¨sst sich zeigen, dass bei der ha¨ufig verwendeten Vereinbarung fester Interviewzahlen,
wie sie in der Marktforschung u¨blich, jedoch auch der Sozialforschung nicht fremd ist, erhebliche
Probleme auftreten ko¨nnen (Wiseman at al. 1984, S.337).111 Aufgrund nicht dokumentierter Erset-
zungen von Ausfa¨llen wird eine Quotenberechnung jeglicher Art gar nicht mehr mo¨glich (Schnell
1997, S.20, Fußnote 29). Ein weiterer Kritikpunkt ist die Berechnung der tatsa¨chlichen Grundge-
samtheit, die beru¨cksichtigt, dass nicht alle Fa¨lle von Unit Nonresponse echt sind (Wiseman et al.
1984, S.337).112
Wenn man bereits Probleme hat, sich auf eine Definition zu einigen, und selbst allgemein aner-
kannte Definitionen unter massiven Umsetzungsproblemen leiden, dann erscheinen Bemu¨hungen,
wenigstens gewisse Standards in der Dokumentation zu beru¨cksichtigen, sinnvoll. Maas und de
Heer (1995) nehmen in ihren Fragebogen zu Nonresponse Kriterien auf, die eine große Bandbreite
an Informationen u¨ber den gesamten Erhebungsprozess abdecken. Dabei sollten mo¨glichst weit-
gehende Informationen u¨ber das Sampling Design, u¨ber die Durchfu¨hrung der Erhebung – speziell
die Feldarbeit – , u¨ber die Interviewer und u¨ber das Antwortverhalten zur Verfu¨gung stehen. Diese
Informationen ließen wenigstens eine Vergleichbarkeit zu und lieferten nachvollziehbare Gru¨nde,
warum sogar in den amtlichen Erhebungen international so große Unterschiede bestehen (De Heer
1999, S.140). Damit wird auch die Vergleichbarkeit gro¨ßer und ein Trend in der Entwicklung von
Nonresponse kann zuverla¨ssiger abgescha¨tzt werden.
Fu¨r die hier verwendete Erhebung – den ALLBUS – steht eine gute Dokumentation des Erhe-
bungsablaufs zur Verfu¨gung, die es auch zula¨sst, Trends abzulesen (vgl. Abbildung 53).
110http://www.casro.org/index.cfm, Council of American Survey Research Organizations 1982.
111In Deutschland besonders bei Telefoninterviews, vgl. Schnell (1997), S.19.
112Hierzu die Abschnitt 5.1.1 und 5.1.3.
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5.2.2 Ausscho¨pfungsquote beim ALLBUS
Die Feldarbeit einer ALLBUS-Erhebung wird mittlerweile sehr gut dokumentiert und la¨sst Schlu¨sse
auf das genaue Zustandekommen der Ausscho¨pfungsquote zu (vgl. GESIS-TR 2010/04, S.52f).
Bereits durch die Anku¨ndigungsschreiben kann festgestellt werden, welche Adressen neutral aus-
fallen (indem das Anschreiben in der Regel mit Angabe von Gru¨nden zuru¨ckgesandt wurde). Fu¨r
diese Fa¨lle existieren Ersatzadressen als Aufstockungsstichprobe. Ziel ist eine vordefinierte Min-
destanzahl von realisierten Interviews. Die Interviewer sind wa¨hrend der Erhebungszeit genau in-
struiert, wie (perso¨nlicher Erstkontakt) und wann (unterschiedliche Tageszeiten und Wochentage)
der Kontakt hergestellt werden sollte. Zur Kontrolle mu¨ssen die Interviewer ein detailliertes Kon-
taktprotokoll fu¨hren. Von hohem Informationswert ist neben den dort notierten Zeiten die mo¨gliche
Ausfallursache (z.T. offene Abfrage). Eindeutig wird beispielsweise definiert, dass erst nach vier
erfolglosen Kontaktierungsversuchen (an verschiedenen Tagen und zu verschiedenen Uhrzeiten)
eine Zielperson als nichterreichbar gilt. Eben beschriebener Vorgang wird als Hauptbearbeitung
bezeichnet, die als Kalkulationsgrundlage fu¨r eine mo¨gliche Aufstockungsstichprobe herangezo-
gen wird.113 Die sogenannte Aufstockungsstichprobe durchla¨uft dann unter gleichen Bedingungen
oben beschriebenen Prozess. Fasst man alles nun allgemein fu¨r die Berechnungsformel zusammen,
so ergibt sich folgende Rechnung:
urspru¨ngliche Bruttostichprobe
+ zusa¨tzliche Adressen fu¨r neutrale Ausfa¨lle = Bruttostichprobe
− stichprobenneutrale Ausfa¨lle = bereinigter Stichprobensatz
− systematische Ausfa¨lle = auswertbare Interviews
Tabelle 33: Berechnung der Ausscho¨pfungsquote bei ALLBUS-Erhebungen
Zu den stichprobenneutralen Ausfa¨llen za¨hlen: Anschreiben nicht zustellbar, Adresse falsch oder
nicht mehr existent, Zielperson verstorben oder verzogen, Zielperson lebt nicht in diesem Privat-
haushalt (GESIS-TR 2010/04, S.56). Diese Fa¨lle als neutral zu bezeichnen, erscheint prinzipi-
ell zula¨ssig, solange man von einer sauberen Dokumentation ausgehen kann. Als systematische
Ausfa¨lle gelten: im Haushalt niemanden angetroffen (Nichterreichbarkeit), Zielperson nicht ange-
troffen (Nichterreichbarkeit), Zielperson nicht befragungsfa¨hig (Unfa¨higkeit), Zielperson spricht
nicht hinreichend gut deutsch (Unfa¨higkeit), Zielperson aus Zeitgru¨nden nicht bereit (Verweige-
rung), Zielperson generell nicht zum Interview bereit (Verweigerung) und sonstige Gru¨nde (Bear-
113Dabei geht es um die Erfu¨llung des Interviewersolls, das in der Planung vorab definiert wird.
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beitungsfehler, Interviewfa¨lschungen etc.). Auch diese Einteilung erscheint sinnvoll und praktika-
bel, wenn man von einer sorgfa¨ltigen Bearbeitung ausgeht. Die Antwortrate wird beim ALLBUS
als Ausscho¨pfungsquote bezeichnet und als Quotient der oben ausgefu¨hrten Gro¨ßen berechnet:
auswertbare Interviews
bereinigter Stichprobensatz
Dieser Quotient wird auch in der folgenden Analyse der Ausscho¨pfungsquote aller ALLBUS-
Erhebungen seit 1980 verwendet.
126
5.2.2.1 Vera¨nderung Ausscho¨pfungsquote beim ALLBUS
Zuna¨chst wird die Ausscho¨pfungsquote (als Anteil an der bereinigten Bruttoausscho¨pfung) be-
trachtet. Die blaue Linie tra¨gt die Werte fu¨r Westdeutschland ab 1980 ab, die rote Linie die Werte
fu¨r Ostdeutschland ab 1991.114
Abbildung 53: Vera¨nderung der Ausscho¨pfungsquote des ALLBUS 1980 - 2008
Auf dem ersten Blick erscheint in Abbildung 53 die Entwicklung der Ausscho¨pfungsquote ein-
deutig. Von 1980 bis 2008 fa¨llt sie in Westdeutschland um 28,97 %-Punkte, in Ostdeutschland von
1991 bis 2008 um immerhin 17,14 %-Punkte, wobei das Ausgangsniveau mit gut 56 % relativ
niedrig ist (zum Vergleich: Westdeutschland 1980 fast 69,48 %). Bei na¨herer Betrachtung stechen
einige Werte jedoch ins Auge – und zwar die Werte fu¨r 1988 West und 1998 Ost. Diese ALLBUS-
Erhebungen haben im Vergleich zu jeweils vorhergehenden Erhebungen eine bedeutend ho¨here
Ausscho¨pfung (9,02 bzw. 7,78 %-Punkte). Dagegen sacken die Werte fu¨r den ALLBUS 1990 West
sowie den ALLBUS 2000 in beiden Landesteilen ab (7,32 bzw. 8,46 und 8,45 %-Punkte). Im Kon-
text der gesamten Zeitreihe scheinen die Ausreißer nach oben aber nur den Gesamttrend kurzzeitig
114Zum Zeitpunkt der Analyse lag der exakte Wert fu¨r die Ausscho¨pfungsquote 2010 noch nicht vor; vorla¨ufig wurde
hier mit etwa 35 % Ru¨cklauf fu¨r Westdeutschland und etwa einem Drittel fu¨r Ostdeutschland gerechnet. Dies wu¨rde
die in Abbildung 53 dargestellten Verlauf nach unten noch deutlicher in eine Abwa¨rtskurve dru¨cken.
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zu konterkarieren, denn die folgenden Werte schließen an die Vorausreißerwerte in etwa an. So-
mit ergibt sich ein doch linearer Abwa¨rtstrend in Ost- und Westdeutschland fu¨r den ALLBUS.
Es la¨sst sich nun aber weiter fragen, wie es zu Besonderheiten kommt und welche Faktoren den
Abwa¨rtstrend beschleunigt oder verlangsamt haben.
5.2.2.2 Analyse der Ausscho¨pfungsquote
Wohl wenige Erhebungen sind so langfristig und detailliert geplant wie der ALLBUS. Zeugnis da-
von geben die immer detaillierteren Methodenreporte des ALLBUS (zum Vergleich: Umfang des
Methodenreports 1980: 43 Seiten und 2008: 81 Seiten). Hier sind auch A¨nderungen in der Stich-
probenziehung oder Erhebungsmethode verzeichnet und Konsequenzen diskutiert, die teilweise als
Erkla¨rung fu¨r außergewo¨hnliche Ausscho¨pfungsquoten dienen ko¨nnten.
Tabelle 34 erga¨nzt die Werte aus Abbildung 53 um die Feldzeit in Tagen und um den Namen des
ausfu¨hrenden Ehrebungsinstituts.
Jahr West Ost
Quote Feldzt. Quote Feldzt. Erhebungsinst.
1980 69,48 62 - - GETAS
1982 69,70 117 - - GETAS
1984 69,89 105 - - GETAS
1986 58,67 53 - - Infratest
1988 67,69 68 - - GFM-GETAS
1990 60,37 90 - - Infas
1991 52,66 48 56,93 55 Infratest
1992 51,61 48 54,67 33 Infratest
1994 53,02 105 55,21 76 Infratest
1996 54,22 124 54,23 119 Infratest
1998 55,38 140 62,01 114 GFM-GETAS
2000 46,92 196 53,56 195 Infratest
2002 47,33 179 47,15 179 Infas
2004 44,89 134 47,58 134 Infratest
2006 40,23 157 42,82 157 TNS-Infratest
2008 40,51 176 39,79 176 TNS-Infratest
Tabelle 34: Ausscho¨pfungsquote, Feldzeit und Erhebungsinstitut nach Landesteil
Jedoch haben sich auch andere Faktoren des Survey Lifecycle fu¨r den ALLBUS gea¨ndert: Zielge-
samtheit/Grundgesamtheit, Stichprobenziehung (Sample Frame) und Erhebungsmodus.
1990 wurde die Grundgesamtheit ausgeweitet. Befragt werden sollen seitdem nicht nur alle er-
wachsenen Personen mit deutscher Staatsangeho¨rigkeit, sondern alle erwachsenen Personen – auch
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ausla¨ndische Personen – in Privathaushalten in der Bundesrepublik Deutschland. Einzige Voraus-
setzung ist eine ausreichende Sprachkenntnis in der Erhebungssprache Deutsch; dies wird vom
jeweiligen Interviewer vor Ort beurteilt. Diese Umstellung wird im Methodenreport 1991 fu¨r das
Absacken der Ausscho¨pfungsquote verantwortlich gemacht (Bandilla et al. 1992). Auch beim Aus-
wahlverfahren wurde mehrmals gewechselt.
Zwischen 1980 bis 1992 sowie beim ALLBUS 1998 wurde das ADM-Design mit dreistufiger
Auswahl115 verwendet, 1994, 1996 sowie ab 2000 wurde mit Stichproben aus den Einwohnermel-
deregistern gearbeitet. Die Stichprobenziehungen waren hierbei nur zweistufig.116 Der Anstieg
1998 in Ostdeutschland und das Absacken in beiden Landesteilen 2000 wird mit dieser Um-
stellung begru¨ndet (Koch 1997; Koch et al. 2001, S.57f; Koch et al. 1999, S.42). Koch nennt
die Ausscho¨pfungsquoten fu¨r ADM-Stichproben ”weniger zuverla¨ssig“(Koch 1997, S.111). Bei
ADM-Stichproben sei es na¨mlich wesentlich einfacher, statt der eigentlichen Zielperson eine an-
dere, der Befragung offen gegenu¨berstehende Person zu befragen. Hingegen ko¨nnen bei Einwoh-
nermelderegisterstichproben Interviewer einfacher kontrolliert werden, da die Adressen ja im Vor-
feld gezogen werden und bekannt sind (Albers 1997, S.123). Ob die Verwendung einer ADM-
Stichprobe tatsa¨chlich die vergleichsweise hohen Ausscho¨pfungsquoten erkla¨rt, ist nicht ganz ein-
deutig, da zum einen gerade in Ostdeutschland mit der auffa¨llig hohen Quote laut dem Erhebungs-
institut kontrolliert wurde, fu¨r Westdeutschland seltsamerweise aber u¨berhaupt keine Informatio-
nen u¨ber Kontrollen vorliegen. In Westdeutschland war die Quote jedoch unauffa¨llig (Koch et al.
1998, S.45f).
Fu¨r den ALLBUS 2000 wurde erstmals CAPI verwendet. Die Umstellung wurde wissenschaftlich
genau beobachtet und ausgewertet. Empirisch gibt es keine Hinweise, dass diese Umstellung einen
Einfluss auf die Ausscho¨pfungsquote hatte; anders als dies bei Item Nonresponse der Fall ist (Was-
mer und Koch 2002).
Aus der Tabelle 34 la¨sst sich mit Hilfe der zusa¨tzlichen Informationen bereits erkennen, dass ne-
ben dem Faktor Zeit auch andere Faktoren eine Rolle spielen. Zuerst fa¨llt auf, dass ein Institut
wesentlich ho¨here Ausscho¨pfungsquoten hervorbringt als alle anderen. Die La¨nge der Feldzeit va-
riiert stark und zeigt oberfla¨chlich gesehen keinen eindeutigen Trend. Im Weiteren wird mit diesen
Variablen ein OLS-Modell berechnet, das neben der Zeit auch noch andere Regressoren umfasst.
Insgesamt soll gekla¨rt werden, inwieweit das Institut (als Dichotome Variable mit 1 = GETAS),
der Landesteil (mit Ost=1), die La¨nge der Feldzeit und schließlich die Art der Stichprobenumset-
zung eine Rolle spielen. Bei der Stichprobenziehung lassen sich zwei Verfahren unterscheiden:
eine Registergestu¨tzte Stichprobenziehung und eine ADM-Stichprobe (mit 1 = Einwohnermelde-
register). Die Variablen werden jeweils schrittweise eingefu¨gt, da insgesamt nur 26 Beobachtungen
(ALLBUS in Ost oder Westdeutschland) vorliegen. Das Modell 5 lautet dann:
quotet = β1+β2zeitt +β3landesteilt +βiinstitutt +β5stichprobet +β6 f eldzeitt + εt
mit t = 1, . . . ,26
115Wobei die erste Stufe den Bezirk auswa¨hlt (mit Probabilities Proportional to Size), die zweite Stufe bestimmt die
Adresse (in der Regel mit Random Route Methoden) und die dritte Stufe wa¨hlt die Zielperson im Haushalt aus (in der
Regel durch ”Schwedenschlu¨ssel“).116Die erste Stufe besteht in der zufa¨lligen Auswahl von Gemeinden. In der zweiten Stufe werden aus diesen Ge-
meinden zufa¨llig Adressen gezogen.
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Die Ergebnisse lauten:
Modell 1 Modell 2 Modell 3 Modell 4 Modell 5
Konstante 2105,60∗∗∗ 2176,54∗∗∗ 1755,35∗∗∗ 1883,64∗∗∗ 1976,76∗∗∗
Zeit −1,03∗∗∗ −1,07∗∗∗ −0,86∗∗∗ −0,92∗∗∗ −0,97∗∗∗
Landesteil - 1,83ns 2,40∗ 2,42∗ 2,59∗
Institutseffekt - - 7,92∗∗∗ 8,44∗∗∗ 7,73∗∗∗
Stichprobenziehung - - - 1,64ns 0,81ns
Feldzeit - - - - 0,01ns
korrigiertes R2 0,826 0,828 0,936 0,937 0,936
n=26
Tabelle 35: Einflu¨sse auf die Entwicklung der Ausscho¨pfungsquote (Beta-Koeffizienten)
Geht man nach den Koeffizienten und der Erkla¨rungskraft der einzelnen Modelle, ist die Zeit im-
mer noch der wichtigste, stets signifikante Einflussfaktor. Mit Abstand kommt an zweiter Stelle
der Institutseffekt, der ebenfalls hochsignifikant ist und auf hohem Niveau zusa¨tzliche Erkla¨rungs-
kraft fu¨r das Modell liefert. Die Stichprobenziehung an sich hat dann keinen signifikanten Einfluss
mehr; ebenso wenig die Feldzeit.
Zusammengefasst: Zwei langfristige Faktoren ko¨nnen zur Erkla¨rung der sinkenden Ausscho¨pfungs-
quoten beim ALLBUS beitragen. Der eine Faktor la¨sst sich sehr gut mit gerade berechnetem Mo-
dell besta¨tigen: das Erhebungsinstitut. In Westdeutschland zeichnet das Forschungsinstitut GETAS
fu¨r die fu¨nf ho¨chsten Ausscho¨pfungsquoten (und fu¨r die mit Abstand ho¨chste Quote in Ostdeutsch-
land) verantwortlich. Dies hat sich auch in den Koeffizienten niedergeschlagen. Der zweite Fak-
tor kann mit diesen Informationen noch nicht empirisch besta¨tigt werden: Die Grundgesamtheit
wurde durch eine Personengruppe, die sich durch mangelnde Sprachfa¨higkeit (damit Befragungs-
unfa¨higkeit) und eine allgemein ho¨here Verweigerungshaltung auszeichnet, vergro¨ßert. Trotz guter
Dokumentation bleibt die Frage, wie Institutseffekte genau die Ausscho¨pfungsquote beeinflussen
(Schnell 1997). Faktoren, die sich auf das allgemeine Befragungsklima auswirken, wurden nicht
untersucht; was nicht bedeutet, dass sie sich nicht ausgewirkt haben ko¨nnten. Beispielsweise ko¨nn-
te die Ausscho¨pfung des ALLBUS 1986 im Zuge des a¨ußerst umstrittenen Zensus 1987 gelitten
haben.
Um der Frage nach der Vera¨nderung der Ausfallgru¨nde nachzugehen, wird in Tabelle 36 der Ver-
lauf der drei Ausfallgru¨nde abgetragen:
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Jahr West Ost
Verwg. Nichterb. Unfa¨higkt. Verwg. Nichterb. Unfa¨higkt.
1980 16,2 10,5 1,1 − − −
1982 18,1 9,4 1,2 − − −
1984 18,2 8,5 1,1 − − −
1986 25,7 12,2 3,3 − − −
1988 13,8 11,9 0,9 − − −
1990 19,5 13,9 2,3 − − −
1991 24,9 20,3 2,1 24,7 16,2 2,2
1992 26,5 18,3 3,3 25,3 18,4 1,6
1994 37,8 2,8 5,0 35,8 3,4 4,6
1996 35,6 4,7 4,7 38,3 3,4 3,8
1998 30,0 8,3 2,6 29,1 5,9 2,7
2000 40,6 7,4 3,0 39,8 2,4 1,9
2002 30,9 4,3 6,2 32,9 5,9 3,7
2004 42,3 7,1 5,0 42,5 6,0 3,6
2006 46,5 6,6 5,0 46,5 5,9 3,7
2008 47,9 6,4 4,3 48,9 7,2 3,1
Tabelle 36: Vera¨nderung des Anteils der Verweigerer, Nichterreichten und Befragungsunfa¨higen
nach Landesteilen
Zwar wurden schon fu¨r einige hervorstechende Ausscho¨pfungsquoten in den Methodenreporten
auffa¨llige Verschiebungen in den Gru¨nden als ursa¨chlich genannt, analysiert man die systemati-
schen Ausfa¨lle genauer, treten jedoch weitere Fragen und Probleme hervor. Prinzipiell fa¨llt bei der
Dokumentation auf, dass die Kategorien fu¨r die Ausfallgru¨nde verschieden gebildet werden.117 Es
la¨sst sich nicht genau sagen, ob die unterschiedlichen Einteilungen institutsbedingt sind oder von
der unterschiedlichen Autorenschaft der Methodenreporte herru¨hren, oder beides. Daraus folgt je-
denfalls eine nur bedingte Vergleichbarkeit der einzelnen Ausfallgru¨nde, die oben nach den in der
Literatur hauptsa¨chlich verwendeten Ausfallgru¨nden fu¨r Ost- und Westdeutschland dargestellt sind
(Verweigerung, Nichterreichbarkeit, Unfa¨higkeit).
Trotz der Bru¨che in der Dokumentation lassen sich folgende drei Feststellungen treffen: Erstens
bilden die Verweigerer immer die gro¨ßte Gruppe und diese Gruppe wird tendenziell gewichtiger
und gewinnt spa¨testens seit den 2000ern mit immer gro¨ßeren Abstand zu den anderen Ausfall-
gru¨nden an Bedeutung. Zweitens la¨sst sich bei dieser genauen Beobachtung u¨ber die Zeit erken-
nen, dass der Anteil der Nichterreichbaren ab 1992 stabil erscheint, wie dies die Verweigerungsrate
ceteris paribus tut. Der wesentlich interessantere Aspekt ist das Verha¨ltnis zwischen der Verwei-
gerungsgruppe und der Gruppe der Nichterreichbaren, denn dies legt die Vermutung nahe, dass
117Alle A¨nderungen sind in Anhang 8 beschrieben, einzige durchgehende Kategorie ist ”im HH niemanden ange-
troffen“.
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eventuell interviewerbedingt (und damit wohl institutsbedingt) eine Verschiebung in der Angabe
der Gru¨nde geschieht. Ohne tieferen Einblick in die Feldarbeit bleibt dies jedoch nur Vermutung.
Drittens scheint die Gruppe derjenigen, die nicht die sprachliche, ko¨rperliche oder geistige Fa¨hig-
keit zur Teilnahme an der Befragung besitzen, stabil zu sein, wenn man den leichten Anstieg, den
die Vergro¨ßerung der Grundgesamtheit (auch Ausla¨nder bei entsprechenden Sprachkenntnissen)
ab 1990 mit sich gebracht hat, ausnimmt.
Die tieferen Einblicke ko¨nnte aber eine Differenzierung nach den Ausfallgru¨nden liefern. Deshalb
werden – wiederum schrittweise – die Modelle als OLS-Regression fu¨r Befragungsunfa¨hige, Nich-
terreichbare und Verweigerer berechnet, die die ersten Ergebnisse aus der Zeitreihe (Tabelle 34)
vertiefen.
Befragungsunfa¨hige:
un f aehigt = β1+β2zeitt +β3landesteilt +βiinstitutt +β5stichprobet +β6 f eldzeitt + εt
mit t = 1, . . . ,26
Die Ergebnisse lauten:
Modell 1 Modell 2 Modell 3 Modell 4 Modell 5
Konstante −225,60∗∗∗ −256,48∗∗∗ −184,98∗∗ −81,23ns 174,98∗
Zeit 0,12∗∗∗ 1,31∗∗∗ 0,95∗∗ −0,92ns 0,89∗
Landesteil − −0,79ns −0,89∗ −0,87∗ 1,03∗∗
Institutseffekt − − 1,35∗ 0,93ns −0,21ns
Stichprobenzhg. − − − 1,33∗ 2,17∗∗
Feldzeit − − − − 0,01∗
korrigiertes R2 0,390 0,437 0,545 0,620 0,676
n=26
Tabelle 37: Einflu¨sse auf die Entwicklung des Verweigerungsanteils (Beta-Koeffizienten)
Aufgrund der geringen Fallzahl und des geringen Anteils an Befragungsunfa¨higen sind die Model-
le nicht sonderlich stabil. Mit der Hinzunahme zusa¨tzlicher Variablen verliert der Faktor Zeit an
Bedeutung oder ist nur noch schwach signifikant. Schließlich la¨sst sich nur noch fu¨r den Landesteil
und die Art der Stichprobenziehung ein Einfluss auf die Ho¨he des Anteils an Befragungsunfa¨hi-
gen konstatieren. Der Landesteileffekt wird durch die unterschiedliche Ho¨he des Ausla¨nderanteils
plausibel, wa¨hrend sich der signifikante positive Einfluss der Stichprobenziehung auf den Anteil
der Verweigerer durch die wesentlich strengere Restriktion der Zielperson bei der Registerauswahl
begru¨nden la¨sst. Bei den drei Arten der ADM-Stichprobe bleibt ja dem Interviewer eine wesent-
lich gro¨ßere Freiheit, die Zielperson, die befragungsunfa¨hig ist, durch eine andere zu ersetzen.
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Damit besta¨tigen sich die auch in den Methodenreporten erwa¨hnten Effekte auf den Anteil der
Nichtbefragungsfa¨higen.
Nichterreichbare:
nichterbt = β1+β2zeitt +β3landesteilt +βiinstitutt +β5stichprobet +β6 f eldzeitt + εt
mit t = 1, . . . ,26
Die Ergebnisse lauten:
Modell 1 Modell 2 Modell 3 Modell 4 Modell 5
Konstante 611,35∗ 590,86∗ 779,04∗∗ −185,66ns −311,55∗
Zeit −0,30∗ −0,29∗ −0,39∗∗ 0,11ns 0,17ns
Landesteil − −0,52ns −0,78ns −0,98ns −1,20ns
Institutseffekt − − −3,54ns −7,41∗∗∗ −6,45∗∗∗
Stichprobenzhg. − − − −12,34∗∗∗ −11,21∗∗∗
Feldzeit − − − − 0,19ns
korrigiertes R2 0,229 0,164 0,200 0,823 0,825
n=26
Tabelle 38: Einflu¨sse auf die Entwicklung des Nichterreichbarenanteils (Beta-Koeffizienten)
Die Modelle fu¨r die Nichterreichbaren sind etwas stabiler und zeigen ebenfalls einen Bedeutungs-
verlust der Zeit bei Hinzunahme weiterer Determinanten. Der gro¨ßte Sprung ereignet sich zwi-
schen Modell 3 und 4, wenn die Stichprobenziehungsart eingefu¨gt wird. Es gilt das bereits oben
Genannte: Nichterreichbare ko¨nnen bei ADM-Stichproben aufgrund des eigenma¨chtigen Handelns
des Interviewers durch andere Befragte ersetzt werden. Bei Registerstichproben erho¨ht sich des-
halb auch die Quote der Nichterreichbaren. Das Institut hat daru¨ber hinaus noch einen eigensta¨ndi-
gen, signifikanten Einfluss auf die Ho¨he der Nichterreichtenrate.
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Verweigerer:
verweigert = β1+β2zeitt +β3landesteilt +βiinstitutt +β5stichprobet +β6 f eldzeitt + εt
mit t = 1, . . . ,26
Die Ergebnisse lauten:
Modell 1 Modell 2 Modell 3 Modell 4 Modell 5
Konstante −2322,83∗∗∗ −2301,74∗∗∗ −2067,64∗∗ −1465,97∗∗∗ −1617,39∗∗∗
Zeit 1,18∗∗∗ 1,17∗∗∗ 1,05∗∗∗ 0,75∗∗∗ 0,82∗∗∗
Landesteil − 0,54ns 0,22ns 0,34ns 0,08ns
Institutseffekt − − −4,40ns −1,91ns −0,83ns
Stichprobenzhg. − − − −7,70∗∗ −9,05∗∗
Feldzeit − − − − −0,02ns
korrigiertes R2 0,805 0,815 0,866 0,823 0,863
n=26
Tabelle 39: Einflu¨sse auf die Entwicklung des Befragungsunfa¨higenanteils (Beta-Koeffizienten)
Anders als bei Befragungsunfa¨higen und Nichterreichbaren spielt die Zeit bei den Verweigerern
auch unter Kontrolle mit anderen Variablen eine signifkante Rolle. Der Effekt schwa¨cht sich aber
leicht ab. Alle zwei Jahre nimmt am Ende die Rate der Verweigerer um durchschnittlich etwa 0,8
% zu. Einzig noch signifikanten Einfluss hat wiederum die Stichprobenziehung. Hier ist der Effekt
ebenfalls deutlich und la¨sst sich mit denselben Mechanismen zu erkla¨ren wie bei der Rate der
Befragungsunfa¨higen und Nichterreichten.
5.2.3 Zusammenfassung
Im Vergleich zu den Ergebnissen, die Schnell (1997) pra¨sentiert, scheint eher nach 1990 und
versta¨rkt ab den 2000ern generell die Ausscho¨pfungsquote beim ALLBUS zu sinken. Dies steht
keinesfalls im Widerspruch zu Schnells Befunden, sondern setzt als Entwicklung erst nach des-
sen Untersuchungszeitraum ein (in der Regel bis 1990). Bezieht man in die Analyse den mo¨gli-
chen Einfluss der Institute und die qualitative wie quantitative Dokumentation der ALLBUS-
Erhebungen mit ein, so gehen die Ergebnisse bezu¨glich der Nichterreichbaren und Befragungs-
unfa¨higen mit dem von Schnell Konstatierten konform: hier la¨sst sich zeitlich kaum eine Vera¨nde-
rung feststellen, jedoch spielt die Stichprobenziehung eine entscheidende Rolle. Anders als bei
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Schnell kann bei den Verweigerern davon ausgegangen werden, dass ihre Zahl auch unter Kon-
trolle des Institutseffekts und der Stichprobenziehung u¨ber die Zeit hin steigt. Selbst bei immer
detaillierteren und besser dokumentierten Erhebungen sto¨rt fu¨r eine Analyse u¨ber die Zeit die in-
konsistente Kategorisierung.118
Es la¨sst sich aber abschließend konstatieren, dass mit Blick auf die fast zwanzigja¨hrige Geschichte
des ALLBUS mit dem ALLBUS 2008, der als Datengrundlage spa¨ter verwendet wird, ein vorla¨ufi-
ger Tiefstand der Ausscho¨pfungsquote fu¨r Gesamtdeutschland (40,29 %) erreicht wurde.119
5.3 Praxis: ALLBUS 2008
Fu¨r die Untersuchung potentieller Korrekturmo¨glichkeiten von Unit Nonresponse bedarf es spezi-
eller Daten, die normalerweise nur auf Anfrage fu¨r den Anwender zur Verfu¨gung gestellt werden.
Der Anwender hat in der Regel nur mit der Nettostichprobe zu tun und Zugang zu Informatio-
nen u¨ber Unit Nonresponse in Form einer Ausscho¨pfungsquote und von dem, was in offiziellen
Dokumentationen vero¨ffentlicht ist. Fu¨r diese Untersuchung stellte GESIS einen Pre release des
Auszugs des Bruttobandes 2008 zur Verfu¨gung. Die Version beinhaltet sowohl alle neutralen als
auch alle systematischen Ausfallgru¨nde. Bei der nun folgenden Analyse wird zuna¨chst die Zu-
sammensetzung der Ausfa¨lle fu¨r den ALLBUS 2008 Pre release und die Definition, auf der die
Za¨hlung basiert, dargestellt. Anschließend wird die Ausscho¨pfungsquote noch einmal berechnet.
Genau wie bei der Analyse der Item Nonresponse, wird fu¨r Unit Nonresponse ein Erkla¨rungs-
modell gescha¨tzt. Hierbei erscheint es am geschicktesten, nach Ausfallgrund getrennte Modelle
zu berechnen. Die Determinanten wurden zum großen Teil bereits im Theorieteil diskutiert und
werden nur noch in ihrer Operationalisierung erla¨utert.
5.3.1. Ausfallgru¨nde und Ausscho¨pfungsquote
In der ALLBUS-Dokumentation wird konsistent nach urspru¨nglicher Bruttostichprobe, Brutto-
stichprobe und bereinigtem Stichprobensatz unterschieden. Die linke Darstellung von Abbildung
54 unterscheidet nach dem Anteil der realisierten Interviews, der systematischen und der neutralen
Ausfa¨lle. Als neutrale Ausfa¨lle gelten fu¨r diese Erhebung:
- Anschreiben nicht zustellbar,
- Adresse falsch, existiert nicht (mehr),
118Dabei mangelt es mittlerweile nicht mehr an Sensibilita¨t fu¨r das Problem, vgl. Menold und Zu¨ll (2010).
119Die vorla¨ufige Scha¨tzung fu¨r den ALLBUS 2010 la¨sst sogar noch befu¨rchten, dass sich der Trend beschleunigt.
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- Zielperson verstorben,
- Zielperson verzogen,
- Zielperson lebt nicht in Privathaushalten.
Insgesamt machen diese Ausfa¨lle gut 10 % der Ausfa¨lle aus (West: 13,02 %; Ost: 11,16 %). Da sie
als neutral definiert werden, jedoch gleichzeitig eine Mindestzahl an Interviews durchgefu¨hrt wer-
den soll, werden fu¨r diese Ausfa¨lle wa¨hrend der Feldphase zusa¨tzliche Adressen ausgeben (dies
wird in der Berechnung der Ausscho¨pfungsquote ausgewiesen). Ob alle Ausfa¨lle in diesen Kate-
gorien tatsa¨chlich neutral im Sinn von zufa¨llig sind, erscheint als sehr starke Annahme.
Ein weiterer Teil der linken Sa¨ule visualisiert den Anteil der als systematisch bezeichneten Ausfa¨lle.
Folgende Kategorien bilden systematische Ausfa¨lle:
- Im Haushalt niemanden angetroffen,
- Zielperson nicht angetroffen,
- Zielperson nicht befragungsfa¨hig,
- Zielperson aus Zeitgru¨nden nicht zum Interview bereit,
- Zielperson generell nicht zum Interview bereit,
- Zielperson spricht nicht hinreichend gut deutsch,
- Adresse nicht abschließend bearbeitet,
- Interviews als (Teil-)Fa¨lschung identifiziert.
Der Block der systematischen Ausfa¨lle umfasst etwa 53 % der Bruttostichprobe, wobei sich nach
Ost- und Westdeutschland nahezu keine Unterschiede ergeben. Einzige Ausnahme stellt die Ka-
tegorie des Ausfalls wegen mangelnder Sprachfa¨higkeit dar. Hier liegt der Anteil in den alten
Bundesla¨ndern bei 2,1 %, in Ostdeutschland hingegen nur bei 0,6 %. Der Unterschied ergibt sich
plausibel aus der Bevo¨lkerungsstruktur. In dunkelrot ist abschließend der Anteil tatsa¨chlich reali-
sierter Interviews gefa¨rbt. Dieser betra¨gt fu¨r Gesamtdeutschland knapp 36 %.
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Abbildung 54: Ausfallgru¨nde im ALLBUS 2008
Betrachtet man die systematischen Ausfa¨lle genauer (Abbildung 54 rechter Teil) und fasst man
diese in die in der Literatur gebra¨uchlichen Ausfallgru¨nde zusammen, dominieren quantitativ die
Verweigerer, die u¨ber 80 % der systematischen Ausfa¨lle auf sich vereinigen. Am zweitha¨ufigsten
ist der Anteil der nicht erreichbaren Stichprobenelemente, die nicht interviewt werden konnten,
mit 11,12 %. Nichtbefragbare machen lediglich 6,55 % der systematischen Ausfa¨lle im ALLBUS
2008 aus. Bei den Ausfallgru¨nden gibt es nur sehr marginale Unterschiede zwischen Ost- und
Westdeutschland. Wa¨hrend die Verweigerer den ho¨chsten Anteil seit Beginn des ALLBUS auf-
weisen, bleiben die Anteile fu¨r Nichterreichbare und Befragungsunfa¨hige im Rahmen des bereits
Aufgetretenen.
Die bereits in der Theorie vorgestellte Formel der Ausscho¨pfungsquote wird hier fu¨r den ALLBUS
2008 berechnet:
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urspr. Bruttostichprobe (8.735)
+ zus. Adressen fu¨r neutrale Ausfa¨lle (1.100) = Bruttostichprobe = 9.661
− stichprobenneutral Ausfa¨lle (1.050) = bereinigter Stichprobensatz (8.611)
− systematische Ausfa¨lle (5.142) = auswertbare Interviews = 3.469
Tabelle 40: Berechnung der Anzahl auswertbarer Interviews fu¨r den ALLBUS 2008
Damit ergibt sich fu¨r den ALLBUS 2008 nach dem Pre release eine Ausscho¨pfungsquote von
auswertbare Interviews
bereinigter Stichprobensatz
3.469
8.611
= 0,4029
Mit Blick auf die Unterscheidung in systematische und neutrale Ausfa¨lle la¨sst sich auch im kon-
kreten Fall an die Kritik, die in der Literatur zu finden ist (Schnell 1997; Birkelbach 1998; Porst
1996), anschließen. Einige der Kategorien liegen eng beieinander: so erscheint es plausibel, dass
ein Teil der nun Verstorbenen (neutraler Ausfall) im Falle der Interviewanfrage vor dem Tod zu
den nicht Befragungsfa¨higen geza¨hlt ha¨tten (systematisch). Kritisch la¨sst sich hinterfragen, ob alle
Verzogenen neutrale Ausfa¨lle darstellen oder nicht wenigstens teilweise in Zusammenhang mit
eventuell interessierenden Variablen stehen ko¨nnten. Dies wirft ferner die Frage auf, inwieweit die
zusa¨tzlich ausgegebenen Adressen, die die als neutral definiertem Ausfa¨lle kompensieren sollen,
vielleicht verzerrend wirken (Diekmann 2006); auf der anderen Seite lassen sich diese Situationen
in der Praxis kaum anders handhaben, wenn damit keine massive Kostensteigerung einhergehen
soll.
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5.3.2 Erkla¨rungsmodell fu¨r Unit Nonresponse
Eine statistische Analyse von Unit Nonresponse stellt ganz andere Herausforderungen an die
Analyse als Item Nonresponse. Wa¨hrend die Item Nonresponse-Analyse eine sehr spezielle Mo-
dellscha¨tzung notwendig macht (Abschnitt 3.3.3), da jeder Befragte von keinem bis k (Anzahl der
Items) Item Nonresponse aufweisen ko¨nnte, kann eine Person nur einmal nicht an der Erhebung
teilnehmen. Nachdem zwar konkret die Abgrenzung der Unit Nonresponse in systematische und
neutrale Ausfa¨lle, und diese wiederum in nichterreichbar, nicht befragungsfa¨hig und verweigert,
strittige Fa¨lle zur Folge haben kann, erscheint die Beibehaltung der Unterscheidung generell fu¨r
die Analyse sinnvoll. Auf diese Weise la¨sst sich auf den theoretischen Rahmen, der in Abschnitt
3.2 aufgespannt wurde, zuru¨ckgreifen. Eine Testung gerade der wertrationalen Theorien zur Be-
fragungsteilnahme ist mit diesen Daten im Nachhinein allerdings nicht mehr durchfu¨hrbar.
Zuna¨chst soll umrissen werden, welche Unterschiede zwischen den Interviewten und Ausfa¨llen
aus unterschiedlichen Gru¨nden bestehen. Menold und Zu¨ll grenzen die perso¨nlichen und demo-
grafischen Merkmale der Verweigerer wie folgt ein: Geschlecht, Alter, soziale Lage, Bildung, Ge-
meindegro¨ße, Lebensstil, soziale Kontakte und gesellschaftliche Partizipation (Menold und Zu¨ll
2010). Diese Variablen werden immer wieder als evidente Determinanten fu¨r Teilnahmeverweige-
rung genannt und u¨berschneiden sich mit den mutmaßlichen Gru¨nden fu¨r Befragungsunfa¨higkeit
und Nichterreichbarkeit – soziale Lage, Lebensstil und Partizipation dienen ab und an als entspre-
chende Indikatoren fu¨r wertrationale Einstellungen (Engel et al. 2004). Mit dem ALLBUS 2008
stehen solche Variablen nicht zur Verfu¨gung. Dennoch kann das im Theorieteil skizzierte Modell
nach Groves und Couper als Geru¨st fu¨r die Analyse auch dieses Datensatzes dienen (Groves und
Cooper 1998): Damit lassen sich die Determinanten in Interviewermerkmale, Erhebungsmerkma-
le, Befragtenmerkmale und Umgebungsmerkmale einteilen. Die fu¨r die Analyse herangezogenen
Variablen werden zur Vergleichbarkeit jeweils fu¨r alle Ausfallgru¨nde – Verweigerung, Nichter-
reichbarkeit, Befragungsunfa¨higkeit und neutrale Ausfallgru¨nde – gleichermaßen in die Modelle
eingefu¨gt. Da das Surveydesign, also die Erhebungsmerkmale, bei einer Erhebung in der Regel in
weiten Teilen konstant ist (Ausnahme ist beispielsweise das Modeexperiment des ALLBUS 2000),
wird an dieser Stelle die einzig verfu¨gbare Variable zu den Interviewumsta¨nden herangezogen.
Daru¨ber hinaus wird ein Block mit Interaktionsvariablen eingefu¨hrt, der Interaktionen zwischen
Befragten und Interviewer abdeckt, soweit dies der Variablenbestand zula¨sst:120
120In der letzten Spalte der Tabelle 41 sind zudem die Auspra¨gungen der Variablen vermerkt.
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Faktoren Variablen Auspra¨gungen
Umgebung Landesteil dichotom
Gemeindegro¨ße 10 Auspra¨gungen
Befragtenmerkmale Geschlecht dichotom
Alter 4 Kategorien
Nationalita¨t dichotom
Interviewermerkmale Geschlecht dichotom
Bildung 4 Auspra¨gungen
Alter 3 Kategorien
Erfahrung 4 Kategorien
Surveymerkmal Anzahl der Kontakte
Interaktionen Int.Alter-Bef.Alter 4 Kategorien
Int.Geschlecht-Bef.Geschlecht dichotom
Tabelle 41: Beschreibung der Variablen fu¨r das Erkla¨rungsmodell fu¨r Unit Nonresponse
Fu¨r die Variablen im Bereich perso¨nliche Merkmale lassen sich folgende Hypothesen bilden:121
Hypothese 1: Frauen verweigern eher als Ma¨nner die Teilnahme an der Erhebung.
In der Literatur gibt es hierfu¨r eine einhellige Erkla¨rung. Frauen gewa¨hrten Fremden weniger gern
Zutritt in den Privatbereich (DeMaio 1980; Esser 1973; Pickery und Loosveldt 2002; Porst und
Schneid 1989; Rogelberg und Luong 1998; Stoop 2004; Williams et al. 2007; Zeh 1976).
Hypothese 2: Das Alter du¨rfte vor allem positiv mit der Erreichbarkeit korrelieren. Ju¨ngere Ziel-
personen sind wohl eher schlechter zu erreichen. Auch die Befragungsunfa¨higkeit du¨rfte mit dem
Alter zunehmen.
Meistens wird beim Alter mit der Berufsta¨tigkeit argumentiert; dies geht einher mit Attributen wie
kinderlos, alleinstehend und mobil (Stoop 2004). Bei den befragungsunfa¨higen Personen gilt als
Ausfallgrund eine Krankheit der Zielperson, die eher bei a¨lteren Zielpersonen auftreten wird (Reu-
band 2006).
Hypothese 3: Bei nichtdeutscher Nationalita¨t kann vermutet werden, dass die Person mit gro¨ßerer
Wahrscheinlichkeit nicht die entsprechenden Sprachkenntnisse zur Teilnahme an der Erhebung
aufweist und deshalb als nicht befragungsfa¨hig gilt.
121Der U¨bersichtlichkeit halber werden nur erwartete Effekte auf die abha¨ngigen Variablen Befragungsunfa¨higkeit,
Nichterreichbarkeit und Verweigerung formuliert; fu¨r die neutralen Ausfa¨lle mu¨sste die Globalhypothese lauten, dass
es generell u¨berhaupt keinen Einfluss gibt.
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Fu¨r den Block der Umgebungsvariablen lassen sich folgende Hypothesen aufstellen:
Hypothese 4: Mit zunehmender Gemeindegro¨ße sinkt sowohl die Wahrscheinlichkeit der Teilnah-
me als auch der Erreichbarkeit.
Im Zusammenhang mit der Gemeindegro¨ße wird ha¨ufig mit der Anonymita¨t und damit verbunde-
nen Angst (u.a. Kriminialita¨tsangst, vgl. Schnell und Ra¨ssler 2004) argumentiert – bezogen auf die
Verweigerung. Genauso zutreffend ko¨nnte aber auch die ho¨here Mobilita¨t von Stadtbewohnern als
Korrelat zur Nichterreichbarkeit angesehen werden (Steeh 1981). U¨berdies ko¨nnte man die Hy-
pothese auch noch auf neutrale Ausfa¨lle erweitern. Dies ko¨nnte damit zusammenha¨ngen, dass bei
steigender Gro¨ße der Gemeinde die Einwohnermelderegister tendenziell gro¨ßere Fehler aufweisen
(Fitzgerald und Fuller 1982).
Zudem steht der Landesteil (Ost- oder Westdeutschland) als Kontrollvariablen in den Modellen zur
Verfu¨gung.
Fu¨r den Bereich der Erhebungsmerkmale konnte nur eine Variable in das Modell eingefu¨gt werden
– na¨mlich die Anzahl der Kontaktversuche. Aufgrund des vorgeschriebenen Ablaufs wa¨hrend der
Feldarbeit kann die folgende Hypothese formuliert werden (Wasmer et al. 2010, S.52ff):
Hypothese 5: Verweigerung und Nichterreichbarkeit du¨rfte mit einer ho¨heren Zahl von Kontakt-
versuchen einhergehen, da entweder versucht wird, doch noch jemanden von der Teilnahme zu
u¨berzeugen oder jemanden im Haushalt anzutreffen.
Ebenfalls bereits angesprochen wurde die Rolle des Interviewers bei der Kontaktanbahnung mit
dem potentiellen Befragten (Groves und Cooper 1998, S.191ff). Hier stehen, gleich wie bei der
Analyse von Item Nonresponse, fu¨r alle Intervieweralter, -geschlecht, -erfahrung und -bildung als
Merkmale zur Verfu¨gung.
Hypothese 6, 7 und 8: Mit steigender Erfahrung, steigender Bildung und ho¨herem Alter ko¨nnen
eher vermindernde Einflu¨sse auf die Wahrscheinlichkeit von Verweigerung und Nichterreichbar-
keit erwartet werden.
Bildung, Alter und damit wohl korrelierend die Erfahrung des Interviewers du¨rften bei der U¨ber-
windung von Hu¨rden eine Rolle spielen und auch positiv mit einer U¨berredung zur Teilnahme
korrelieren (Pickery und Loosveldt 2002; Steeh 1981).
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Hypothese 9: Des Weiteren du¨rften weibliche Interviewer eine geringere Verweigerungshaltung
auslo¨sen.
Aus der Theorie la¨sst sich dieser Geschlechtereffekt damit erkla¨ren, dass Frauen offensichtlich fu¨r
die Zielperson eine weniger unangenehme Sto¨rung bedeuten als ma¨nnliche Interviewer; zudem
du¨rften sie weniger als Bedrohung wahrgenommen werden.
Der letzte Block, der in die Modelle eingefu¨gt wird, betrifft die Interaktionsvariablen und ist eine
Wiederholung der bereits in Abschnitt 3.3.3 aufgestellten ’Homogamie‘-These (Koch 2002; Nea-
lon 1983; Groves und Couper 1998, S.34). Die Wirkung dieser Merkmale kann sich nur auf die
Gruppen beschra¨nken, bei denen tatsa¨chlich Kontakt zwischen Interviewer und Befragten zustande
kommt.
Hypothese 10: Fu¨r die Teilnahme fo¨rderlich ist ein Interviewer, der a¨hnliche Merkmale aufweist
wie der Befragte.
Fu¨r die abha¨ngigen dichotomen Variablen122 werden mit den oben genannten und beschriebenen
Variablen Logitmodelle gescha¨tzt:
122Die Zugeho¨rigkeit zur Gruppe mit dem jeweiligen Ausfallgrund ist als 1 codiert. Mit 0 ist die Gruppe der Befragten
codiert, bei denen das Interview realisiert wurde.
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n. Ausfa¨lle nichterreichb. verweigert befragungsunf.
Konstante 0,336∗∗ 0,0042∗∗ 0,336∗∗∗ 0,057∗∗∗
Soziale Umgebung
Landesteil (1=Ost) 1,052ns 1,189ns 0,970ns 0,763ns
Gemeindegro¨ße 1,171∗∗∗ 1,547∗∗∗ 1,048∗∗ 0,971ns
Befragtenmerkmale
Geschlecht (1=weibl.) 0,318∗ 0,827ns 1,181∗∗ 1,218ns
Ausla¨nder (1=nich dt.) 2,060∗∗∗ 1,195ns 0,575∗∗∗ 8,392∗∗∗
18-29 Jahre 3,032∗∗∗ 3,161∗∗ 0,996ns 0,677ns
30-44 Jahre 1,876∗∗∗ 3,179∗∗∗ 1,248ns 0,767ns
45-59 Jahre 0,731ns 1,811∗∗ 1,114ns 0,765ns
60- Jahre - - - -
Interviewermerkmale
Geschlecht (1=weibl.) 0,994ns 0,813ns 0,801∗∗ 0,733ns
Bildung 0,992ns 0,998ns 0,966ns 1,211∗∗
-10 Jahre ta¨tig 0,933ns 2,050∗∗ 1,371∗∗ 0,754ns
11-20 Jahre ta¨tig 0,731ns 1,548ns 1,214ns 0,687ns
21-30 Jahre ta¨tig 0,835ns 2,050∗ 1,264∗∗ 0,811ns
31- Jahre ta¨tig - - - -
29-44 Jahre 1,335ns 0,459∗∗ 0,865ns 0,338∗∗
45-59 Jahre 1,020ns 1,091ns 0,704ns 1,008ns
60- Jahre - - - -
Surveymerkmal
Anzahl der Kontakte 0,749∗∗∗ 1,195∗∗∗ 1,138∗∗∗ 1,051∗∗
Interaktion Bef.-Int.
Geschlecht (0=gleich) 1,119ns 1,116ns 1,144∗∗ 1,253ns
-5 Jahre ju¨nger 1,066ns 1,502ns 1,405∗ 5,654∗∗
6 ju¨nger-11 a¨lter 0,594ns 1,332ns 1,094ns 1,566ns
12-25 Jahre a¨lter 0,896ns 1,006ns 1,051ns 1,094ns
26- Jahre a¨lter - - - -
Nagelkerke R2 0,21 0,28 0,06 0,18
n=3.879 n=3.474 n=6.532 n=3.243
Tabelle 42: Ergebnisse der Logitmodelle nach Ausfallgru¨nden
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Zusammenfassend la¨sst sich zuna¨chst feststellen: In den vier Modellen wirken die verwendeten
Determinanten sehr unterschiedlich.
Auch die Erkla¨rungskraft der Modelle variiert betra¨chtlich. So kann die Nichterreichbarkeit einer
ausgewa¨hlten Person fu¨r empirische Verha¨ltnisse relativ gut erkla¨rt werden, die sogenannten neu-
tralen Ausfa¨lle und Ausfall aufgrund von Befragungsunfa¨higkeit wenigstens befriedigend (ca. 20
% Nagelkerke R2), wa¨hrend das Modell bei Verweigerung insgesamt eher entta¨uscht.
Beim Faktor soziale Umgebung weist die Variable Landesteil in keinem der Modelle einen signifi-
kanten Beitrag. Dagegen erscheint die in der Literatur ha¨ufig zitierte Variable Urbanisierung (hier
in Form der Gemeindegro¨ße) mit einer Ausnahme als signifikanter Erkla¨rungsfaktor, und zwar so
wie es in der Hypothese 4 fu¨r Nichterreichbarkeit und Verweigerung formuliert wurde.
Die Variablen des Faktors Befragtenmerkmale zeigen mit Ausnahme der Determinante Ausla¨nder
keine signifikanten Ergebnisse fu¨r die Modelle Verweigerung und Befragungsunfa¨higkeit. Bei Be-
fragungsunfa¨higkeit wird Hypothese 3 damit besta¨tigt. Dennoch sto¨ßt die quantitative Analyse
ohne weitere Merkmale wohl hier an ihre Grenzen. Der Umstand, dass eine mo¨gliche Zielper-
son Ausla¨nder ist, erho¨ht die Wahrscheinlichkeit der Befragungsunfa¨higkeit stark, was angesichts
der expliziten Definition nicht wundert. Auf der anderen Seite vermindert sich die Wahrschein-
lichkeit fu¨r Verweigerung durch diesen Umstand. An dieser Stelle ko¨nnte vermutet werden, dass
ein systematischer Ausfall (Verweigerung) durch einen neutralen Ausfall (angebliche Befragungs-
unfa¨higkeit) substitutiert wird. Ob dies tatsa¨chlich zutrifft, la¨sst sich anhand dieser Daten kaum mit
Sicherheit sagen. Fu¨r Verweigerung und Befragungsunfa¨higkeit spielt das Alter des Befragten in
den Modellen keine Rolle – anders als es die Hypothese nahe legt. Das Modell Nichterreichbarkeit
zeigt dagegen deutlich: je ju¨nger die Zielperson ist, desto gro¨ßer ist die Wahrscheinlichkeit diese
nicht anzuteffen. Eine Besta¨tigung der oben formulierten Hypothese 2.
Die Ergebnisse fu¨r die Variable Geschlecht besta¨tigen die Hypothese 1 bezu¨glich einer erho¨hten
Verweigerungswahrscheinlichkeit von Frauen.
Sehr unterschiedlich zeigt sich die Wirkung der Interviewermerkmale, von denen eine ganze Rei-
he fu¨r die Modelle zur Verfu¨gung stand. Erwartungsgema¨ß haben die Interviewermerkmale keinen
Einfluss auf die Wahrscheinlichkeit eines neutralen Ausfalls, ansonsten ko¨nnte auch dies auf Pro-
bleme in der Feldphase hinweisen. Die komplexe Interaktion von Interviewer und Befragten, die
entweder zu Verweigerung oder zur Realisierung eines Interviews fu¨hren kann, hinterla¨sst auch
bei einem vereinfachten Modell wie diesem Spuren. So sinkt tatsa¨chlich bei weiblichen Interview-
ern die Wahrscheinlichkeit der Verweigerung, wie es nach der Hypothese 9 zu erwarten ist. Die
Variable Bildung des Interviewers zeitigt alleine im Modell Befragungsunfa¨higkeit eine signifikan-
te Wirkung, allerdings dahingehend, dass mit steigender Bildung die Wahrscheinlichkeit zunimmt,
dass die Zielperson eher als befragungsunfa¨hig eingestuft wird. Der Einfluss der Bildung des Inter-
viewers scheint damit entgegen der Hypothese 7 fu¨r Erreichbarkeit und Verweigerung keine allzu
große Rolle zu spielen. Ob dies an der besseren Einscha¨tzung der Situation bei Kontaktaufnahme
liegt, la¨sst sich wiederum nicht endgu¨ltig feststellen.
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Die am wenigsten erfahrenen Interviewer weisen bei Verweigerung und Nichterreichbarkeit eine
signifikant ho¨here Wahrscheinlichkeit eines Ausfalls auf als die erfahrenen Interviewer – im Falle
der Nichterreichbarkeit sogar noch deutlich sta¨rker – der Verlauf ist aber keinesfalls so linear, wie
es aufgrund der Hypothese 6 erwartbar war. Neben der Erfahrung des Interviewers konnte in die
Modelle auch das Alter des Interviewers eingefu¨gt werden.123
Das Alter zeigt allerdings nur fu¨r Nichterreichbarkeit und fu¨r Nichtbefragungsfa¨higkeit einen si-
gnifikanten Einfluss. Der Einfluss liegt in der Gestalt vor, dass die ju¨ngste Alterskategorie der Inter-
viewer stark senkend auf die Wahrscheinlichkeit von Nichterreichbarkeit und Nichtbefragbarkeit
wirkt. Dies muss nicht im Widerspruch zu den Ergebnissen der Erfahrungsvariablen stehen – es
la¨sst allerdings an der Hypothese 8 zweifeln. Gerade bei der Befragungsfa¨higkeit, die zu Recht als
sehr subjektive Kategorie in der Kritik steht, ko¨nnten sich ju¨ngere Interviewer mehr Mu¨he geben
als a¨ltere Interviewer. Eventuell ist dies ein Hinweis auf die Ambivalenz der Interviewererfahrung.
Das einzige Merkmal im Faktor Survey Design, die Anzahl der Kontaktversuche, verha¨lt sich wie
nach Hypothese 5 erwartet. Nachdem eine Zielperson als neutraler Ausfall registriert wurde, finden
konsequenterweise keine Kontaktversuche mehr statt.
Die wenigen signifikanten Werte der Interaktionsvariablen finden sich im Verweigerungsmodell
und bei Befragungsunfa¨higkeit. Bei der Interaktionsvariablen fu¨r das Geschlecht von Interview-
er und Befragten weist die Kombination Mann-Mann bzw. Frau-Frau eine signifikant niedrige-
re Wahrscheinlichkeit zur Verweigerung auf. Die Altersinteraktion zeigt ebenfalls eine deutliche
Richtung. In der Kombination ju¨ngerer Interviewer erho¨ht sich die Verweigerungswahrscheinlich-
keit, die Wahrscheinlichkeit, dass die Zielperson als nichtbefragungsfa¨hig vermerkt wird, steigt
jedoch noch wesentlich deutlicher an. Hier ko¨nnte ein gewisses Autorita¨tsproblem ju¨ngerer Inter-
viewer gegenu¨ber a¨lteren Befragten der Grund fu¨r diese eindeutigen Werte sein. Die ’Homoga-
mie‘-These scheint sich damit teilweise zu besta¨tigen (Hypothese 10).
123Da fu¨r den ALLBUS nur erfahrene Interviewer zum Zug kommen sollen, ist der ju¨ngste Interviewer bereits 27
Jahre alt (Technical Report 2010,4).
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Wie schon beim Erkla¨rungsmodell fu¨r Item Nonresponse wird auch fu¨r Unit Nonresponse ein Teil
der in der Literatur diskutierten Hypothesen besta¨tigt. Die teilweise geringe Erkla¨rungskraft der
Modelle – besonders bei Verweigerung – kann vielleicht als Indikator gelten, dass sich viel unge-
kla¨rte Varianz in Merkmalen und Dispositionen versteckt, die fu¨r die Analyse nicht zur Verfu¨gung
standen. Deutlich wurde jedoch die sinnvolle Trennung der Analyse nach den Hauptausfallgru¨nden.
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6 Unit Nonresponse: Korrekturmethoden
im Vergleich
Nach der Identifikation von Einflussfaktoren auf die Wahrscheinlichkeit von Unit Nonresponse
werden wie bei Item Nonresponse nunmehr Korrekturmethoden verglichen. Das nun fu¨r Unit Non-
response modifizierte Verfahren under der Stresstest aus Abschnitt 4.3 wird in Abschnitt 6.1 noch
einmal beschrieben. Auch die ausgewa¨hlten Korrekturmethoden sind andere: fu¨r Unit Nonresponse
wird die Gewichtung mit der Multiplen Imputation verglichen. Die Ergebnispra¨sentation gescha¨tz-
ter uni- und multivariater Parameter umfasst danach die Abschnitte 6.3.1 bis 6.3.6.
6.1 Verfahren zum Vergleich von Korrekturmethoden: Modifi-
kation fu¨r Unit Nonresponse
Wie in der grafischen Darstellung (Abbildung 55) zu sehen ist, a¨ndert sich von der Reihenfolge
der Schritte nichts. Die Datenlage erzwingt allerdings Anpassungen und wirkt sich auch auf die
Aussagekraft des Korrekturmethodenvergleichs aus.
Anders als im Kapitel u¨ber Item Nonresponse wird nur ein Datensatz verwendet, der ALLBUS
2008 Pre lease; auch die uni- oder multivariaten Scha¨tzungen werden aus Stichproben einer Grund-
gesamtheit gescha¨tzt, die nur aus diesem einen Datensatz erzeugt wurde.
Abbildung 55: Schema Verfahren zum Vergleich von Unit Nonresponse-Korrekturmethoden
Wie der ALLBUS 2002, 2004 und 2006 besitzt auch dieser ALLBUS einige Variablen, die vollsta¨ndig
sind, unabha¨ngig davon, ob der mo¨gliche Befragte teilgenommen hat, nicht erreicht wurde, nicht
befragungsfa¨hig war oder verweigert hat:
- Alter
- Geschlecht
- Erhebungsgebiet
- Nationalita¨t
- Gro¨ße der politischen Gemeinde
- Geschlecht des Interviewers
- Alter des Interviewers
- Erfahrung des Interviewers
- Anzahl der perso¨nlichen oder telefonischen Kontaktversuche
- Interviewerwechsel
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Diese Variablen wurden auch fu¨r die Analyse von Unit Nonresponse herangezogen. Nun bilden sie
den Streifen vollsta¨ndiger Informationen am linken Rand des Datensatzes (Abbildung 55, Punkt
1). Allen anderen Variablen fehlen aufgrund von Nichterreichbarkeit, Befragungsunfa¨higkeit oder
Verweigerung gleichermaßen etwa 60 % der Antworten. Dieser Ausfall u¨bertrifft bei weitem die
Ausfa¨lle, die die Beispiele fu¨r die Item Nonresponse aufweisen. Die restlichen 40 % enthalten
zuna¨chst auch noch Item Nonresponse. Um nun die Leistungsfa¨higkeit von Korrekturverfahren
allein fu¨r Unit Nonresponse zu messen, wird das Item Nonresponse-Problem vollsta¨ndig ausge-
blendet, indem zuna¨chst nur Variablen fu¨r die Parameterscha¨tzung ausgewa¨hlt werden, die ver-
gleichsweise wenig Item Nonresponse enthalten wu¨rden. Zweitens werden die verbliebenen Item
Nonresponse imputiert.124 Dies bedeutet, es liegt, anders als bei Item Nonresponse, ein idealisiert
monotoner Ausfall vor.
Die Auffu¨llung der Unit Nonresponse-Zellen in Punkt 3 der Abbildung 55 beschert dem in Ab-
schnitt 4.3 beschriebenen Vorgehen allerdings ein doppeltes Problem. Doppelt meint in diesem
Zusammenhang, dass die Konstruktion von Extremtypen doppelt hypothetisch ist: man vermutet
fu¨r Items ein Antwortverhalten von Befragten, die zu diesem Item nie befragt wurden, weil sie
entweder nicht erreichbar oder nicht befragungsfa¨hig waren oder die Teilnahme an der gesam-
ten Befragung verweigert haben. Ein weiterer Diskussionspunkt sind die Konsequenzen, die sich
aus der Anwendung der Extremtypenbildung ergeben. Aus der Monotonie des Ausfalls sowie des
Ausfallsumfangs ko¨nnte eine U¨berforderung jeglicher Korrekturmethoden resultieren, die fu¨r den
Korrekturenvergleich bei Item Nonresponse in der Form kaum Relevanz zeigte. Da die Extremty-
pen allein zur Berechnung ”wahrer“ Werte herangezogen werden, spa¨ter dann aber entsprechend
der Ausfallmuster der Originaldaten gelo¨scht werden (also nicht in der Stichprobe vor dem Ein-
satz der Korrekturmethode zur Verfu¨gung stehen, Punkt 6 in Abbildung 55), ist die Gefahr groß,
dass die Extremtypen außerordenlich extreme Parameter zur Folge haben. Eine a¨hnliche Diskussi-
on findet sich bei Horowitz und Manski (2000), die mit dem Konzept der ”Bounds“ Kriterien fu¨r
die Gu¨te von Parameterscha¨tzungen unter Ausfall entwickelt haben.125 Als zusa¨tzliche Alternative
zu Extremtypen kommt neben gema¨ßigten Typen (wie er beim Vergleich von Item Nonresponse-
Korrekturmethodenvergleich zum Einsatz kam) zudem jeweils ein ”wahrer“ Wert in Frage, der fu¨r
die gegebenen Daten die Bedingung MAR erfu¨llt (hierzu Abschnitt 6.2.2).
Fu¨r Punkt 4 gilt u¨berdies: Aufgrund des Verha¨ltnisses der vorgegebenen absoluten Zahlen hat
die erzeugte Grundgesamtheit einen wesentlich gro¨ßeren Umfang als bei Item Nonresponse. Zum
Vergleich: fu¨r Unit Nonresponse wird tausend mal eine Stichprobe von der Originalgro¨ße 9.661
gezogen.
Da die Konstruktion von Typen bedeutend schwieriger ist, gibt es auch Anpassungen an die Gege-
benheiten von Unit Nonresponse in Hinblick auf Darstellungsmo¨glichkeiten der Ergebnisse. Bei
Punkt 6 sollte noch erga¨nzt werden, dass hier unterschiedlich große Stichproben gezogen werden,
um die Ausfallho¨he fu¨r MI zu variieren. Der Effekt wird fu¨r die uni- und multivariaten Parame-
terscha¨tzungen jeweils grafisch aufbereitet.
124Hierbei handelt es sich um eine Single Imputation bei Punkt 1 und 2, Abbildung 55.
125Das Vorgehen unterscheidet sich in einigen Punkte erheblich. So sind die Ba¨nder von Horowitz und Manski (2000)
als extreme Parameter konstruiert, die selbst bei geringerm Datenausfall im multivariaten Raum eine betra¨chtliche
Breite erhalten. Dies kritisiert in einem Kommentar auch Raghunatan (2000).
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6.2 Ausgewa¨hlte Parameter
Die sehr spezifische Datenlage verhindert die Replikation publizierter Analysen, wie es beim Me-
thodenvergleich von Item Nonresponse der Fall war. Dennoch wurde bei der Auswahl der Pa-
rameter auf eine breite Mischung uni- und multivariater Parameter geachtet. In Abschnitt 6.2.1
werden als univariate Parameter ein Anteilswert- und Mittelwertbeispiel vorgestellt; multivariate
Parameterscha¨tzungen beinhalten ein OLS- und ein Logitmodell. Die Modifikationen bezu¨glich
des Stresstests, die der Methodenvergleich fu¨r Unit Nonresponse notwendig macht, werden in Ab-
schnitt 6.2.2 erla¨utert. Die fu¨r Unit Nonresponse zum Vergleich angewendeten Korrekturverfahren
sind wie die Verfahren bei Item Nonresponse Postsurvey Adjustments:126 verglichen wird Multiple
Imputation mit zwei Gewichtungen verschiedener Komplexita¨t (6.2.3).
6.2.1 Uni- und multivariate Parameter
Alle hier vorgestellten Parameter und Modelle besitzen einen monotonen Datenausfall von etwa
60 %. Alle Parameter und Modelle wurden zwar in dieser Form nicht vero¨ffentlicht, sie ko¨nnten
aber so oder in a¨hnlicher Form als Analyse vorkommen. Der erste univariate Parameter ist der
Anteilswert von Personen, die die SPD bei der Bundestagswahl wa¨hlen wu¨rden. Der Mittelwert
einer zehnstufigen Skala (der Linksrechtsselbsteinstufung) bildet den zweiten gescha¨tzten univa-
riaten Parameter.
Dann folgen insgesamt zwei Modelle mit einer abha¨ngigen Variablen und einer Anzahl von un-
abha¨ngigen Merkmalen. Das erste Modell bildet eine OLS-Regression auf die abha¨ngige Variable
Zufriedenheit mit Regierungsleistung (kurz RZuf ). OLS-Regressionen erfreuen sich trotz Annah-
menverletzungen in der Sozialwissenschaft aufgrund der einfachen Anwendbarkeit und Interpre-
tierbarkeit großer Beliebtheit. Auch hier sind viele Voraussetzungen fu¨r eine OLS-Scha¨tzung nicht
geben.127 Dennoch sollen die Paremter zuna¨chst mittels dieser Regression als Repra¨sentant einer
popula¨ren Scha¨tzpraxis gescha¨tzt werden. Die Determinanten dieses Modells lauten:
- Linksrechtsselbsteinstufung (Linksrechts),
- Berufsta¨tigkeit der Frau oder Karriere des Mannes (Beruf ),
- Wahrscheinlichkeit CDU zu wa¨hlen (Wahrcdu),
- Wahrscheinlichkeit SPD zu wa¨hlen (Wahrspd).
126Wobei noch einmal betont werden sollte, dass CC keine Korrekturmethode, jedoch eine Verfahrensweise fu¨r
Nonresponse ist.
127Mit viel Fantasie la¨sst sich die abha¨nige Variable Zufriedenheit mit Regierungsleistung mit fu¨nf Auspra¨gungen
als metrische Variable auffassen.
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Das Modell lautet dann:
ZRegi = β1+β2Linksrechtsi+β3Beru fi+β4Wahrcdui+β5Wahrspdi
mit i = 1, . . . ,n
Die Linksrechtsselbsteinstufung ist bereits aus der Scha¨tzung fu¨r den Mittelwert bekannt; das Frau-
enberufsta¨tigkeitsitem ist eine dichotome Variable, wa¨hrend die beiden Wahlwahrscheinlichkeiten
elfstufige Skalen aufweisen. Als na¨chstes folgt ein Logitmodell, dessen abha¨ngige dichotome Va-
riable die Wahl der Unionsparteien (kurz: Wahlcdu) ist. Auch das Logitmodell ist ein typischer
Vertreter einer ha¨ufig verwendeten Scha¨tzpraxis fu¨r multivariate Analysen in den Sozial- und Wirt-
schaftswissenschaften. Die unabha¨ngigen Variablen sind:
- Wahrscheinlichkeit CDU zu wa¨hlen (Wahrcdu),
- Berufsta¨tigkeit der Frau oder Kindererziehung (Kind),
- Nationalstolz (Stolz).
Das Modell mit lautet dann:
logit(Wahlcdu) = β1+β2Wahrcdui+β3Kindi+β4Stolzi
mit i = 1, . . . ,n
Wiederum besitzt die Wahlwahrscheinlichkeit elf Auspra¨gungen, die Frauenvariable ist dichotom
und die Variable Nationalstolz weist fu¨nf Auspra¨gungen auf.
6.2.2 Stresstest
Wie schon zuvor angesprochen, unterscheidet sich die Datenlage bei Unit Nonresponse erheblich
im Umfang und dem Muster des Ausfalls von der Situation bei Item Nonresponse. Auch die U¨ber-
legungen zu mo¨glichen Ausfallmechanismen im Abschnitt 5.1.5 signalisieren eine andere Aus-
gangslage als bei Item Nonresponse. Darauf sollte auch der Stresstest reagieren und entsprechend
modifiziert werden, soweit es mo¨glich ist. Auf alle Fa¨lle ist die Konstruktion eines Stresstests fu¨r
Unit Nonresponse im Einzelnen von gro¨ßerer hypothetischer Natur als bei Item Nonresponse. Ne-
ben den Extremtypen, die aus der Verwendung fu¨r den Korrekturenvergleich bei Item Nonresponse
beibehalten werden, muss als Konsequenz fu¨r die besonderen Gegebenheiten bei Unit Nonrespon-
se jeweils ein ”wahrer“ Wert herangezogen werden, der auf einer Scha¨tzung unter MAR beruht.
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Die gebildeten Extremtypen tendieren wiederum mehr oder weniger stark zu NMAR. Fu¨r den An-
teilswert kann davon ausgegangen werden, dass beim ersten Extremtyp keiner der Nichtresponden-
ten SPD wa¨hlen wu¨rde und beim zweiten Extremtyp alle Nichtrespondenten SPD wa¨hlen wu¨rden.
Wie in Tabelle 45 zu sehen ist, fu¨hrt dies zu einer großen Spannweite im Anteilswert von knapp
7 % fu¨r Extremtyp 1 und knapp 80 % fu¨r Extremtyp 2.128 Ein großer Abstand liegt auch beim
Mittelwert der Linksrechtsselbsteinstufung fu¨r die Extremtypen vor.
Fu¨r die multivariaten Modelle gibt es zwei auch theoretisch fundierte Typen. Typ 1 verschweigt
seine Zufriedenheit mit der Regierung, die einhergeht mit einer rechten politischen Selbsteinstu-
fung (Linksrechtsselbst.). Die Frau soll fu¨r diesen Typus die Karriere des Mannes unterstu¨tzen
anstatt selbst berufsta¨tig zu sein. Die Wahrscheinlichkeit CDU zu wa¨hlen ist maximal, die Wahr-
scheinlichkeit SPD zu wa¨hlen hingegen minimal. Typ 2 ist genau entgegengesetzt. Die Tabellen 42
und 43 zeigen noch einmal zusammengefasst die Auspra¨gungen der beiden Typen und jeweils alle
Auspra¨gungen der abha¨ngigen und der unabha¨ngigen Variablen:
Variable Auspra¨gungen Extremtyp 1 Extremtyp 2
Zuf. mit Reg. 1-6 1 6
Linksrechtsselbst. 1-10 10 1
Frau unterstu¨tzt 1-4 1 4
Wkt. CDU-Wahl 1-10 10 1
Wkt. SPD-Wahl 1-10 1 10
Tabelle 43: Bildung von Typen fu¨r die OLS-Regression
Fu¨r das Logitmodell werden zur Gewinnung der Parameter, die den ”wahren“ Wert darstellen, die
fehlenden Werte zuna¨chst durch zwei Extremtypen ersetzt.
Variable Auspra¨gungen Extremtyp 1 Extremtyp 2
Wahl Union 0-1 1 0
Wkt. CDU-Wahl 1-10 10 1
Frau berufsta¨tig 1-4 1 4
Nationalstolz 1-5 5 1
Tabelle 44: Bildung von Typen fu¨r das Logitmodell
128Die Tabelle 45 verzeichnet alle mo¨glichen ”wahren“ Werte, die als Vergleichswerte und zur Berechnung des MSE
dienen. Die Werte werden nach Mo¨glichkeit auch in der grafischen Umsetzung verwendet.
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Die zwei Extremtypen des Logitmodells lassen sich als klassischer, konservativer CDU-Wa¨hler
einerseits und dessen Antityp andererseits beschreiben. Der CDU-Wa¨hler von Extremtyp 1 wa¨hlt
plausiblerweise sehr wahrscheinlich CDU, mo¨chte nicht, dass die Frau berufsta¨tig ist, wenn sie
kleine Kinder hat und ist ausgesprochen stolz, Deutscher zu sein. Entsprechend entgegengesetzt
sind die Auspra¨gungen fu¨r den Extremtyp 2 zugewiesen.
Parameter Bezeichnung unter MAR Extremtyp 1 Extremtyp 2
Anteilswert Wahl SPD 0,2550 0,0683 0,7901
Mittelwert Linkrechtsselbsteinst. 5,1900 2,5010 8,2651
OLS β1 ZReg 4,4310 3,0396 4,7086
β2 Linksrechts −0,0300 −0,2106 −0,3833
β3 Beruf −0,0740 0,5211 0,2529
β4 Wahrcdu −0,1010 −0,1619 −0,1806
β5 Wahrspd −0,0700 0,0269 0,0675
Logit β1 Wahlcdu −2,2330 −4,7832 −5,7566
β2 Wahrcdu 0,1888 0,7591 0,6194
β3 Kind 0,0053 −0,7494 −0,1611
β4 Stolz 0,0700 0,3683 0,3399
Tabelle 45: Werte der Typen fu¨r den Anteilswert, Mittelwert, Parameter der OLS-Regression und
des Logitmodells
Die so gewonnenen Werte dienen im Weiteren wieder als Vergleichswerte fu¨r die mit den Kor-
rekturverfahren gescha¨tzten Werte und werden von einem dritten Wert in Spalte 3 erga¨nzt, der die
Bedingung MAR erfu¨llt. Soweit es in der grafischen Darstellungen praktikabel erscheint, werden
sie auch visuell umgesetzt.
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6.2.3 Ausgewa¨hlte Korrekturverfahren
Die Auswahl der Korrekturverfahren richtet sich zum einen wieder nach der Verbreitung. Das
bei weitem ga¨ngigste Korrekturverfahren in den Sozialwissenschaften ist in diesem Bereich im-
mer noch die Gewichtung. Diese Korrekturmethode soll wiederum verglichen werden mit MI, die
bisher kaum zur Korrektur in diesem Bereich eingesetzt wird. Da die Gewichtung nicht nur zur
Korrektur des Nonresponsefehlers eingesetzt wird, sondern auch fu¨r
1. Design-Erfordernisse,
2. den Versuch der Reduktion des Zufallsfehlers durch Schichtung a posteriori und
3. die Sicherstellung der Vergleichbarkeit herangezogen wird,
ist die Literatur zu diesem Thema entsprechend umfangreich (Ro¨sch 1994, S.9ff). Literatur fu¨r die
Lo¨sung des Unit Nonresponse-Problems mit Hilfe von MI sucht man dagegen fast vergebens. Es
gibt in der Forschung zu diesem Thema nur wenige Vero¨ffentlichungen im Rahmen sehr spezifi-
scher Datensa¨tze und dazu noch auf akademische Erhebungen begrenzt (z.B. Schnell und Ra¨ssler
2004). Abschnitt 6.2.3.1 beschreibt das Prinzip der Gewichtung als Korrekturverfahren von Unit
Nonresponse und stellt die beiden Beispielgewichtungen fu¨r den spa¨teren Methodenvergleich vor.
Die Idee, MI als Korrekturmethode fu¨r Unit Nonresponse heranzuziehen, wird in Abschnitt 6.2.3.2
skizziert.
6.2.3.1 Gewichtung
In der Regel meint man mit Gewichtung Zellgewichtungen; der Name Zellgewichtung ist aller-
dings etwas irrefu¨hrend, da Gewichtung so definiert ist: diese ist zuna¨chst die ”Vergabe von po-
sitiven reellen Zahlen, die Gewichtungsfaktoren, an die Merkmalstra¨ger, d.h. an die die befragten
Personen repra¨sentierenden Merkmalsvektoren“ (Ro¨sch 1994, S.7). Gewichtet werden die Merk-
malstra¨ger mit ihrer oder ihren Auspra¨gungen eines, mehrerer oder aller Merkmale (Globalge-
wicht): z.B.
wi =
n jd jN/n
N j
Der individuelle Gewichtungsfaktor einer Zelle ist also ein Quotient aus der Anzahl der Beob-
achtungen in der Zelle multipliziert mit dem Designgewicht und der Sollvorgabe.129 Natu¨rlich
129Die Sollvorgabe wird als Restriktion bezeichnet; zur mathematischen Formulierung des daraus entstehenden An-
passungsproblems siehe Ro¨sch (1994), S.11ff.
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sind auch andere Verfahren denkbar und in der Praxis weit verbreitet: mehrere einfache Zellge-
wichtungen hintereinander, der Iterative Proportional Fitting Algorithmus, Verfahren minimaler
Varianz der Gewichtungsfaktoren, Verfahren nach dem Prinzip des minimalen Informationsverlu-
stes (Ro¨sch 1994, S.10) usw.
Die wichtige Frage bei der Berechnung der Gewichtung ist die Frage der Gewichtungsmerkma-
le. Deren Auswahl liegen ha¨ufig Plausibilita¨tsu¨berlegungen zu Grunde. Generell gilt: je ho¨her die
Korrelation zwischen den Gewichtungsmerkmalen und der Zielmerkmale ist, desto besser die Er-
gebnisse. Im Fall von Unit Nonresponse werden teilweise auch Designgewichte eingeflochten, die
Wahrscheinlichkeiten fu¨r Erreichbarkeit und fu¨r Verweigerung in Subgruppen einbeziehen. Ziel
der Gewichtung ist die Anpassung des unter Unit Nonresponse leidenden Datensatzes bezu¨glich
der ausgewa¨hlten Gewichtungsmerkmale an die Grundgesamtheit. Ro¨sch spricht hierbei allerdings
von ”blinder Substitution“ (Ro¨sch 1994, S.10) – eine Kritik, die spa¨ter noch einmal aufgegrif-
fen wird. In der Tat muss einerseits die Verteilung des potentiellen Gewichtungsmerkmals (Re-
dressmentmerkmal) in der Gesamtheit u¨berhaupt bekannt sein, andererseits ist die Wirkung der
Gewichtung selbst unter Umsta¨nden verzerrend.130
In unserem Fall sind die Verteilungen der Gewichtungsvariablen idealisierterweise bekannt. Dies
liegt an der ku¨nstlichen Grundgesamtheit, deren Erzeugung in Abschnitt 6.1 beschrieben wurde,
und auf der der Methodenvergleich basieren wird. In der Realita¨t wird die externe Information aus
anderen Erhebungen entnommen, wie z.B. aus dem Mikrozensus (Rothe und Wiedenbeck 1994,
S.51).
Die Kritikpunkte an Gewichtungen entfalten sich unter anderem am in Kauf genommen Effekti-
vita¨tsverlust (Ro¨sch 1994, S.12f; Stenger 1994, S.44). Ist die Korrelation zwischen Gewichtungs-
und gewichteten Merkmalen nicht sonderlich groß oder gar gering, erfa¨hrt die Stichprobenvarianz
eine Vergro¨ßerung.
Der zweite Kritikpunkt bezieht sich direkt auf den Umgang mit dem Ausfallmechanismus. Ein
nachla¨ssiger Umgang mit dem Ausfallmechanismus verzerre bei Gewichtung noch zusa¨tzlich, wie
Rothe und Wiedenbeck anhand eines Beispiels, das sich an Oh und Scheuren (1983) anlehnt, il-
lustrieren. Bliebe man bei einer einfachen Zellgewichtung, mu¨sste man sich fragen, wie komplex
diese Gewichtung werden soll, damit der Ausfallmechanismus ada¨quat abgefangen werden ko¨nn-
te.131 Die Wirkung der Gewichtung auf die gewichteten Merkmale la¨sst sich in der Regel nicht
wirklich vorhersagen: ”eine allgemeine Aussage u¨ber Gewichtungseffekte ist nicht mo¨glich“ (Ro-
the 1994, S.64). Schnell und Ra¨ssler (2004) interpretieren die Gewichtung als Korrekturmethode
von Unit Nonresponse unter Umsta¨nden als bedingte Mittelwert-Imputation – allerdings mu¨ssen
hierfu¨r dann auch die entsprechenden Annahmen zutreffen, was in der Praxis fraglich ist, na¨mlich
die Homogenita¨t der Ausfallwahrscheinlichkeiten in den durch die Gewichtung gebildeten Grup-
pen (Schnell 1993; Rothe und Wiedenbeck, S.54). Anders als bei CC fu¨r den Umgang mit Item
Nonresponse wird fu¨r Gewichtung bereits von MAR als Aufallmechanismus bezu¨glich der Ge-
wichtungsmerkmale und der Merkmale, die unter Datenausfall leiden, ausgegangen.
130Die Literatur unterscheidet prinzipiell zwischen Transformationsgewichtung und Redressmentgewichtung; bei
ersterer wird ein Gewicht proportional zum Kehrwert der Auswahlwahrscheinlichkeit eines Elements im Sinne des
Stichprobenplans berechnet (Horvitz-Thompson); Redressmentgewichtungen passen die bestehende Stichprobenma-
trix an externe Strukturen (Bundesland x Altersgruppe x Geschlecht usw.) als Kombination von Merkmalen (aktive
Merkmale) an, vgl. Rothe und Wiedenbeck (1994); Ro¨sch (1994).
131Es du¨rften aber aufgrund der Eigenschaften des Horvitz-Thompson-Scha¨tzers gar nicht sonderlich komplizierte
oder zu feine Gewichtungen verwendet werden, vgl. Rothe und Wiedenbeck (1994), S.52.
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Fu¨r den Methodenvergleich werden zwei Gewichtungen berechnet und die Analysevariablen, de-
ren uni- oder multivariate Parameter gescha¨tzt werden sollen, damit jeweils gewichtet.132
G1: Geschlecht x Bildung
G2: Alter x Geschlecht x Bildung
Alter und Geschlecht sind ha¨ufig verwendete Gewichtungsmerkmale (Rothe 1994, S.64). Die Va-
riable Bildung (hier gemessen als ho¨chster formaler Schulabschluss) ha¨lt als Determinante in der
sozialwissenschaftlichen Theorie eine herausragende Stellung (Rothe 1994, S.65). Auch fu¨r das
Teilnahmeverhalten sowie fu¨r die Erreichbarkeit ist sie von tragender Bedeutung. Leider steht die
Bildungsvariable fu¨r Unit Nonresponse bei Querschnittsdaten in der Regel nicht zur Verfu¨gung –
anders als Alter und Geschlecht, die ha¨ufig im Sample Frame gegeben sind (z.B. durch die Ziehung
in der Einwohnermelderegisterstichprobe). Im konkreten Fall ist die Verteilung der Bildungsvaria-
blen in der ku¨nstlichen Grundgesamtheit exakt bekannt. Beim Vergleich der Gewichtungen als
Korrekturmethode mu¨sste bei der empirischen U¨berpru¨fung die komplexere Gewichtung G2 der
weniger komplexen G1 u¨berlegen sein.
6.2.3.2 Multiple Imputation
Vom Prinzip a¨ndert sich fu¨r die Verwendung von MI bei Unit Nonresponse nichts am Verfahren
– es werden wie bei den Item Nonresponse-Beispielen Standard-MI-Verfahren angewendet (eben-
falls mit MICE in R). Das Ausfallmuster ist nunmehr monoton. Die auch fu¨r Item Nonresponse
verwendeten vollsta¨ndigen Variablen za¨hlen zu Paradaten und sind nicht-reaktiv, die im Verlauf
der Feldphase oder schon zu einem fru¨heren Zeitpunkt im Survey Lifecycle vorhanden sind oder
gesammelt werden. Diese Daten ko¨nnen auch interessante Informationen u¨ber den Ausfall der
Merkmalstra¨ger enthalten, wie dies in der Analyse zu Unit Nonresponse in Abschnitt 5.3.2 (auch
fu¨r die Item Nonresponse-Analyse in Abschnitt 3.3.3) der Fall war. Unglu¨cklicherweise ist der
Umfang dieser Paradaten sehr begrenzt; auch ihre Erkla¨rungskraft z.B. fu¨r das Auftreten von Ver-
weigerung scheint eher gering zu sein; ein Teil dieser Variablen steht auch nur auf Nachfrage in
speziell editierten Datensa¨tzen zur Verfu¨gung. So verwundert es nicht, dass die Verwendung von
Paradaten bei der Korrektur von Unit Nonresponse erst am Anfang steht (Kreuter und Olson 2011;
Sackshaug und Kreuter 2011).
In einem weiteren Punkt unterscheidet sich das Vorgehen bei MI im Vergleich zu den Item Nonre-
sponse-Beispielen: Der Umfang der Ausfa¨lle ist noch einmal bedeutend gro¨ßer. Zudem war die
Information in den Variablen, die von Ausfa¨llen betroffen waren, im Analysemodell nicht unerheb-
lich, wa¨hrend bei Unit Nonresponse nur Informationen aus Paradaten (aufgelistet auf Seite 150f)
vorhanden sind. Die Variablen, fu¨r die eine oder mehrere Parameter gescha¨tzt werden (Abschnitt
6.2.1), und die Paradaten bilden im Folgenden zusammen wiederum das Imputationsmodell.
Aufgrund des massiven Datenausfalls von etwa 60 % soll beim folgenden Methodenvergleich der
132Eine a¨hnliche Konstruktion macht Rothe (1994), S.70f.
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Ausfall schrittweise erho¨ht werden. Das bedeutet, dass zwar im Originalstichprobenumfang aus der
Grundgesamtheit gezogen wird. Die Stichprobe wird dann aber geteilt in einen Teil ohne Ausfa¨lle
und einen Teil mit den Ausfa¨llen. Dem Teil ohne Ausfa¨lle wird dann ein Prozentsatz des Teils mit
Ausfa¨llen hinzugefu¨gt. Der U¨bersichtlichkeit halber wird dies in sieben Stufen ausgefu¨hrt.
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6.3.4 Ergebnisse
Die folgenden Kapitel stellen die Ergebnisse der Korrekturmethoden am Beispiel verschiedener
Parameterscha¨tzungen dar. Einige A¨nderungen im Vergleich zur Ergebnispra¨sentation der Item
Nonresponse-Korrekturmethoden ergeben sich aus der unterschiedlichen Datenlage; die Proble-
matik wurde in den vorhergenden Abschnitten diskutiert. Anders als bei Item Nonresponse wird es
hier von Anfang wenig aussagekra¨ftig sein, Coveragequoten zu berechnen; die Stichprobenvarian-
zen fu¨r MI sind durch die Gro¨ße der Stichprobe (9.661) extrem schmal. Die Problematik fu¨r MI,
die bereits von den Ergebnissen in Abschnitt 4.3.3 vor allem im univariaten Bereich aufgetreten
ist, versta¨rkt sich dadurch in einem Maße, das das Coveragekriterium wertlos macht. Als Haupt-
analysemethode erscheint eine Visualisierung der mit MI bzw. mit den Gewichtungen gescha¨tzten
Werte fu¨r die jeweiligen Parameter sinnvoller. Schließlich kann noch der jeweilige MSE mit Hilfe
der ”wahren“ Werte berechnet werden. Die jeweilige Methodenperformanz wird nach der Ho¨he des
MSE in eine Reihenfolge gebracht, um so einen U¨berblick u¨ber mo¨gliche Muster zu erhalten. Mit
Verzicht auf die Coverageberechnung entfa¨llt auch der Vergleich der Intervallla¨ngen. Dafu¨r wird
mo¨glichst anschaulich die Vera¨nderung der MI-Scha¨tzwertverteilung bei unterschiedlich hohen
Graden des Ausfalls analysiert. Dabei werden die gescha¨tzten Parameterwerte unter minimalem
und maximalem Ausfall grafisch ausfu¨hrlich dargestellt, die anderen Ergebnisse in etwas ku¨rzerer
Form.
6.3.4.1 Ergebnis 1: Anteilswert
Fu¨r den Vergleich von Gewichtung und MI sollte zuna¨chst der Anteilswert der SPD-Wa¨hler bei
der Sonntagsfrage gescha¨tzt werden. Insgesamt wird der Anteil der SPD-Wa¨hler weit unter 50
% liegen, sodass die Verteilung zwischen SPD-Wa¨hlern und Nicht-SPD-Wa¨hlern ziemlich asym-
metrisch ist. In den folgenden Histogrammen sind einmal die Werte der MI-Scha¨tzung fu¨r einen
Ausfall von 12,5 % und fu¨r den vollen Ausfall von 100 % dargestellt. Da der einzig sinnvoll ver-
wendbare ”wahre“ Wert der Wert unter Richtigkeit von MAR ist, wird nur ein Strich (hier und
im Folgenden an der gru¨nen Farbe zu erkennen) in die Verteilungen eingezeichnet. Unter MAR
betra¨gt der Wert der SPD-Wa¨hlerschaft gut 25 % (0,255). Wie bei der Konstruktion des Stresstests
gezeigt wurde, sind alle anderen Werte nicht plausibel herleitbar oder nicht mehr im vernu¨nftigen
Rahmen visualisierbar.
Die Verteilung der Anteilsscha¨tzwerte der SPD-Wa¨hlerschaft bei der Sonntagsfrage liegen bei ei-
nem Ausfall von 12,5 %, genau wie bei 100 % Ausfall, nur leicht unter dem ”wahren“ Wert (gru¨ne
Linie) (Abbildung 55). Im Mittel scha¨tzt MI den Anteil auf 0,2453 (mit 12,5 % Ausfall) bzw.
0,2413 (mit 100 % Ausfall). In der Variation der Scha¨tzwerte gibt es große Unterschiede: wa¨hrend
bei 100 % Ausfall die Standardabweichung 0,02463 betra¨gt, reduziert sie sich bei einem Ausfall
von 12,5 % auf 0,00974. Wie verhalten sich dagegen die Scha¨tzungen unter der Gewichtung (Ab-
bildung 57)? Da die Achsendimensionierung keinen verzerrenden Einfluss auf die Darstellung der
Verteilung haben soll, wirken die Unterschiede zur MI-Scha¨tzung noch einmal wesentlich scha¨rfer.
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Abbildung 56: MI Histogramm des Anteilswerts zur Variablen Wahl der SPD
Abbildung 57: Gewichtung 1 und 2: Histogramm des Anteilswerts zur Variablen Wahl der SPD
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Durchschnittlich wird bei Gewichtung 1 ein Wert von 0,2469, bei Gewichtung 2 ein geringfu¨gig
niedriger Wert von 0,2467 gescha¨tzt. Die Standardabweichung betra¨gt 0,00708 fu¨r Gewichtung 1
und 0,00727 fu¨r Gewichtung 2. Beide Beispiele liegen damit unter dem Umfang der Variation bei
der MI-Scha¨tzung – selbst beim geringsten Ausfall von 12,5 %.
Abbildung 58 veranschaulicht u¨ber alle Ausfallstufen die Entwicklung der MI-Scha¨tzwertvertei-
lung.
Abbildung 58: Vera¨nderung der Standardabweichung der gescha¨tzten Werte des Anteilswerts unter
MI mit sinkendem Ausfall
Die durchschnittlichen Scha¨tzwerte bei MI sind konstant und sehr nah an den durchschnittlichen
Scha¨tzwerten der beiden Gewichtungsbeispiele. Mit abnehmendem Umfang der Ausfa¨lle verrin-
gert sich auch die Abweichung vom durchschnittlich gescha¨tzten Anteilswert bei MI. Sie ist aber
bei der Scha¨tzung des Anteilswerts – wie oben bereits erwa¨hnt – stets gro¨ßer als bei den Gewich-
tungen. Die generelle Entwicklung la¨sst sich durch die verminderte Unsicherheit plausibel erkla¨ren
(da der Ausfall geringer wird, sinkt die Unsicherheit).
Alle Verteilungen unterscha¨tzen den ”wahren“ Wert leicht. Im Stresstest weisen dann die beiden
Extremtypen (die zu NMAR tendieren) ”wahre“ Parameterwerte fu¨r den Anteilswert von ca. 8 %
bzw. 80 % auf; beide Korrekturmethoden wu¨rden hier deutlich daneben liegen bzw. wu¨rden, wie
schon in Abschnitt 6.1 angedeutet, u¨berfordert sein.
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6.3.4.2 Ergebnis 2: Mittelwert
Auch in den Histogrammen fu¨r die Mittelwertscha¨tzwerte findet sich nur eine einzige Markierung
eines ”wahren“ Wertes. Wiederum mit der Farbe Gru¨n, die den ”wahren“ Wert unter MAR ab-
tra¨gt. Die Gru¨nde, sich auf diesen einen ”wahren“ Wert zu beschra¨nken, sind dieselben wie fu¨r die
Analyse des Anteilswertes, also die Sprenngung der Darstellbarkeit dieser Extremwerte. Begonnen
wird wiederum mit den gescha¨tzten Mittelwerten der Variable Linksrechtsselbsteinstufung durch
MI (Abbildung 59).
Abbildung 59: MI Histogramm des Mittelwerts zur Variablen Linksrechtsselbsteinstufung
Die Verteilungen einmal unter einem Ausfall von 12,5 % und einmal von 100 % sind nicht ganz
symmetrisch um den ”wahren“ Wert. Im Durchschnitt wird ein Mittelwert von 5,03 (100 % Aus-
fall) und 5,12 (12,5 % Ausfall) gescha¨tzt. Wie schon bei den Anteilswerten sinkt die Standardab-
weichung mit sich reduzierendem Ausfall von 0,39100 auf 0,11114 ganz erheblich, wa¨hrend sie
bei den Gewichtungen konstant bleibt (Abbildung 60):
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Abbildung 60: Vera¨nderung der Standardabweichung der gescha¨tzten Werte des Mittelwerts unter
MI mit sinkendem Ausfall
Die gescha¨tzten Mittelwerte bei den Gewichtungen verteilen sich folgendermaßen (Abbildung 61):
Abbildung 61: Gewichtung 1 und 2: Histogramm des Mittelwerts zur Variablen Linksrechtsselbst-
einstufung
Durch die einheitliche Skalierung fa¨llt zuna¨chst wieder auf, wie vergleichsweise schmal beide
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Scha¨tzwerteverteilungen der Gewichte sind. Sowohl Gewichtung 1 als auch Gewichtung 2 unter-
schreiten in der Standardabweichung den Wert der MI mit 0,02926 bzw. 0,02845. Betrachtet man
die Lage der beiden Verteilungen und setzt sie in Bezug zum ”wahren“ Wert, so wird deutlich,
dass wiederum nur eine leichte Unterscha¨tzung stattfindet. Versucht man die Ergebnise mittels des
MSE zusammenzufassen, ergibt sich folgende Reihenfolge:
Gew. 2: 0,0011 < Gew. 1: 0,0019 < MI 12,5 %: 0,0170 < MI 100 %: 0,1765
Diese Werte zeigen, dass die MI mit der Imputation des vollsta¨ndigen Ausfalls zu einem gro¨ßeren
MSE fu¨hrt. Bei geringerem Datenausfall sinkt die Variation der MI-Scha¨tzwerte allerdings schnell
(Abbildung 60). Bei den Ergebnissen fu¨r die Gewichtungen verwundert es nicht, dass Gewichtung
2 bei der Analysevariable Linksrechtsselbsteinstufung eine bessere Performanz zeigt als Gewich-
tung 1, da diese nicht die fu¨r politische Einstufungen sehr relevante Variable Bildung einschließt.
Fu¨r die mo¨glichen Extremwerte nach der Methode des Stresstests wu¨rden, wie beim Anteilswert-
beispiel, alle Korrekturmethoden u¨berfordert, da die ”wahren“ Werte extreme 2,5 bzw. 8,3 anneh-
men.
Die Ergebnisse der univariaten Parameter machen bereits die Probleme deutlich, die eine spezifi-
sche Gewichtung sowie die eingeschra¨nkte Auswahl an Pra¨diktoren fu¨r die MI mit sich bringen.
An dieser Stelle sei allerdings daran erinnert, dass auch beim Korrekturmethodenvergleich bei Item
Nonresponse die Sta¨rke von MI nicht bei der Scha¨tzung von univariaten Parametern, sondern bei
multivariaten Scha¨tzungen lag. Deren Ergebnisse werden nun vorgestellt.
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6.3.4.3 Ergebnis 3: OLS-Modell
Die Scha¨tzung der Parameter des OLS-Modells beginnt den Reigen multivariater Parameter. Der
erste hier betrachtete Parameter ist der Achsenabschnitt. In den ersten beiden grafischen Darstel-
lungen werden die Verteilungen von MI-Scha¨tzwerten abgetragen (Abbildung 62). Fu¨r den Ach-
senabschnitt erschienen drei ”wahre“ Werte als Vergleichspunkte praktikabel und plausibel. Es sind
die beiden Extremtypen (rote und blaue Linie) sowie wiederum die gru¨ne Linie, die den ”wahren“
Wert unter MAR symbolisiert.
Abbildung 62: MI Histogramm des Achsenabschnitts der OLS-Regression
Die Verteilungen der mit MI gescha¨tzten Werte unter verschiedenen Graden von Ausfa¨llen ergeben
fu¨r den Achsenabschnitt ein gewohntes Bild. Die Standardabweichung der Scha¨tzwerte wird mit
abnehmendem Ausfall deutlich geringer. So weisen die Scha¨tzwerte bei einem Ausfall von 100 %
eine Standardabweichung von 0,28309 auf, bei einem Ausfall von 12,5 % nur noch 0,15138. Die
Verteilungen liegen zwischen den ”wahren“ der Extremtypen bei durchschnittlich 4,2670 (mit 100
% Ausfall) und 4,3102 (mit 12,5 % Ausfall).
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Die Gestalt der Scha¨tzwertverteilung der beiden Gewichtungen unterscheidet sich merklich im
Verha¨ltnis zu den MI-Verteilungen (Abbildung 63).
Abbildung 63: Gewichtung 1 und 2: Histogramm des Achsenabschnitts der OLS-Regression
Anders als bei den univariaten Scha¨tzungen sind hier die Verteilungen deutlich breiter als die
MI-Verteilung mit 12,5 % Ausfall: 0,20609 (Gewichtung 1) bzw. 0,21520 (Gewichtung 2). Noch
auffa¨lliger ist jedoch die Lage der beiden Verteilungen, die sich bedeutend unterscheiden (Abbil-
dung 63). Wa¨hrend die Gewichtung 1 (3,9004) eine Verteilung noch in der Na¨he des ”wahren“
Wertes unter MAR aufweist, verschiebt sich die Verteilung der Scha¨tzwerte von Gewichtung 2
nach links (2,5279).
Um eine eindeutige Aussage u¨ber das Abschneiden der Korrekturmethoden zu machen, wird hier
noch der MSE bezu¨glich der drei ”wahren“ Werte fu¨r die grafisch dargestellten MI-Verteilungen
und die beiden Gewichtungen berechnet:
Extremtyp 1
Gew. 2: 0,4770 < Gew. 1: 0,9471 < MI 100 %: 1,5867 < MI 12,5 %: 1,7658
Extremtyp 2
MI 12,5 %: 0,1816 < MI 100 %: 0,2752 < Gew. 1: 0,6957 < Gew. 2: 4,8017
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wahrer Wert unter MAR
MI 12,5 %: 0,0375 < MI 100 %: 0,1070 < Gew. 1: 0,324 < Gew. 2: 3,6681
Die Ergebnisse fallen je nach Typ unterschiedlich aus: Extremtyp 1 zeigt fu¨r MI jeweils einen we-
sentlich ho¨heren MSE als fu¨r die beiden Gewichtungen. Allerdings schneidet hier Gewichtung 2
um einiges besser ab. Bei Extremtyp 2 hat MI bessere Ergebnisse vorzuweisen – mit niedrigerem
Ausfall ist der MSE sogar noch einmal deutlich geringer. Gewichtung 1 zeigt einen wesentlich
ho¨heren MSE und Gewichtung 2 den schlechtesten MSE u¨ber alle Typen. Vergleicht man die Er-
gebnisse der Korrekturmethoden mit dem ”wahren“ Wert unter MAR hat MI entsprechend der
Ausfalleho¨he (also MI mit 12,5 % besser als mit MI 100 %) jeweils einen wesentlich niedrigeren
MSE.
Auch wenn der Effekt im Vergleich zu den univariaten Parametern wesentlich geringer ausfa¨llt,
fu¨hrt auch hier die konstatierte niedrigere Standardabweichung bei sinkendem Ausfall zur Frage,
ab welchem Ausfallanteil denn die Variation der gescha¨tzten MI-Werte zumindest im Falle des
Achsenabschnitts unter die der Gewichtungen fa¨llt. Folgende grafische Darstellung beantwortet
die Frage:
Abbildung 64: Vera¨nderung der Standardabweichung der gescha¨tzten Werte des Achsenabschnitts
unter MI mit sinkendem Ausfall
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Gut zu sehen ist in Abbildung 64, wie bei einem Ausfall von etwa 20 % und 30 % die Standardab-
weichung der mit MI gescha¨tzten Werte unter die der beiden Gewichtungen fa¨llt.
Der nun analysierte Parameter gibt den Einfluss der Linksrechtsselbsteinstufung auf die abha¨ngige
Variable an. Als ”wahre“ Werte werden die Werte des Extremtyps 1 (rote Linie) und ein Wert
unter MAR (gru¨ne Linie) verwendet. Begonnen wird wiederum mit den MI-Scha¨tzwerten unter
unterschiedlichem Ausfall (Abbildung 65).
Abbildung 65: MI Histogramm des Parameters der Variablen Linksrechtsselbsteinstufung
Die Verteilungen der gescha¨tzten Parameterwerte a¨hneln in ihrer Gestalt denen des Achsenab-
schnitts. Die Lage der Verteilungen unterscheidet sich kaum (MI 100 % Ausfall: -0,0703; MI 12,5
% Ausfall: -0,0467); die Streuung verringert sich von 0,03471 auf 0,02424.
Wie beim Achsenabschnitt besitzen die Verteilungen der nach den Gewichtungen gescha¨tzten Wer-
te teilweise eine gro¨ßere Streuung (Abbildung 66):
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Abbildung 66: Gewichtung 1 und 2: Histogramm des Parameters der Variablen Linksrechtsselbst-
einstufung
Die Standardabweichung bei Gewichtung 1 betra¨gt 0,03814 und bei Gewichtung 2 0,03355 und ist
damit stets gro¨ßer als bei MI mit 100 % Ausfall – Abbildung 67 veranschaulicht dies:
Abbildung 67: Vera¨nderung der Standardabweichung der gescha¨tzten Werte des Parameters der
Variablen Linksrechtsselbsteinstufung unter MI mit sinkendem Ausfall
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Wa¨hrend die Verteilung der mit Gewichtung 1 gescha¨tzten Werte a¨hnlich wie die Verteilungen
bei MI liegt, schert die Verteilung von Gewichtung 2 massiv aus (Abbildung 66). Die zwei zum
Vergleich herangezogenen ”wahren“ Werte fu¨hren zu folgenden MSE:
Extremtyp 1
MI 100 %: 0,0209 < MI 12,5 %: 0,0275 < Gew. 1: 0,0718 < Gew. 2: 0,1678
wahrer Wert unter MAR
MI 12,5 %: 0,0009 < MI 100 %: 0,0028 < Gew. 1: 0,0086 < Gew. 2: 0,0529
Die Ergebnisse der jeweiligen MSE fu¨r die Variable Linksrechtsselbsteinstufung sind eindeutig: MI
(mit vertauschten Pla¨tzen bei Ausfall von 12,5 % bzw. MI 100 %) besitzen den deutlich niedrigeren
MSE und zwar diesmal sowohl fu¨r den Extremtyp 1 als auch fu¨r den ”wahren“ Wert unter MAR.
Die dritte Determinante im OLS-Modell, die Variable ”Frau sollte Karriere des Mannes unterstu¨tzen“,
zeigt fu¨r die beiden grafisch umgesetzten MI-Scha¨tzwertverteilungen:
Abbildung 68: MI Histogramm des Parameters der Variablen Frau soll Karriere des Mannes un-
terstu¨tzen
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An der Lage der Scha¨tzwertverteilungen gibt es kaum einen Unterschied zu erkennen (MI mit 100
%: 0,1033 und MI mit 12,5 %: 0,0927), jedoch ist die Streuung wiederum mit sinkendem Ausfall
wesentlich geringer: 0,03773 (100 % Ausfall) zu 0,02474 (12,5 % Ausfall). Die folgende Grafik
zeigt sodann den schon a¨hnlich gesehenen Verlauf (Abbildung 69):
Abbildung 69: Vera¨nderung der Standardabweichung der gescha¨tzten Werte des Parameters der
Variablen Frau soll Karriere des Mannes unterstu¨tzen unter MI mit sinkendem Ausfall
Bei etwa 40 % bis 50 % Ausfall unterschreitet die Standardabweichung der mit MI gescha¨tzten
Parameterwerte in Abbildung 68 die Standardabweichung der Scha¨tzwerte der Gewichtung 1. Die
Standardabweichung bei Gewichtung 2 wird schon mit ca. 90 % unterschritten. Die Scha¨tzwerte
von Gewichtung 1 und Gewichtung 2 besitzen folgende Verteilungen:
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Abbildung 70: Gewichtung 1 und 2: Histogramm des Parameters der Variablen Frau soll Karriere
des Mannes unterstu¨tzen
Schnell wird auch hier ersichtlich, dass die Lage der Verteilung im Vergleich variiert. Wa¨hrend
Gewichtung 1 eine Verteilung um den durchschnittlichen Scha¨tzwert von 0,1238 aufweist, liegt
der durchschnittlich gescha¨tzte Wert nach Gewichtung 2 bei 0,3396 (Abbildung 70).
Was bedeutet das fu¨r die mo¨glichen MSE, fu¨r die hier zwei Vergleichspunkte als realistisch erachtet
wurden – na¨mlich Extremtyp 2 und der gema¨ßigte Typ?
Extremtyp 1
Gew. 1: 0,0177 < MI 100 %: 0,0220 < MI 12,5 %: 0,0263 < Gew. 2: 0,0893
wahrer Wert unter MAR
MI 12,5 %: 0,0008 < Gew. 1: 0,0029 < MI 100 %: 0,0112 < Gew. 2: 0,0689
Fu¨r diese unabha¨ngige Variable wu¨rde Gewichtung 2 stets die schlechtesten Scha¨tzwerte nach sich
ziehen. Gewichtung 1 hingegen schafft fu¨r den Extremtyp 1 den geringsten MSE. Allerdings ist
der Abstand zu den beiden dicht beieinanderliegenden MSE der MI nicht allzu groß. Insgesamt
liegen fu¨r den ”wahren“ Wert unter MAR die jeweiligen MSE eng beieinander mit einem Vorteil
fu¨r MI unter einem Ausfall von 12,5 %.
Das bisher einheitliche Bild der Ergebnisse setzt sich fu¨r die Variablen Wahrscheinlichkeit Uni-
on zu wa¨hlen und Wahrscheinlichkeit SPD zu wa¨hlen teilweise fort. Dies liegt zum einen an den
”wahren“ Werten, die auf Vorstellungen von Extremtypen basieren. Das heißt, auch hier werden
die Grenzen des Stresstests bei Unit Nonresponse deutlich. Daneben liegt es aber erstens an der
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Ho¨he des Ausfalls und zweitens wohl am relativ geringen Beitrag, den die Pra¨diktoren zur Korrek-
tur der Unit Nonresponse leisten ko¨nnen.
Die Gestalt der MI Scha¨tzwerte fu¨r die beiden Variablen Wahrscheinlichkeit Union zu wa¨hlen und
Wahrscheinlichkeit SPD zu wa¨hlen variiert aufgrund der ho¨heren Anzahl an Auspra¨gungen mit
steigendem Ausfall teilweise sta¨rker. Fu¨r beide Parameter wurden zwei ”wahre“ Werte ausgewa¨hlt:
der des Extremtyps 1 und ein Wert unter MAR. Ausgehend von diesen beiden ”wahren“ Werten
ergeben sich folgende MSE:
Wahrscheinlichkeit CDU zu wa¨hlen
Extremtyp 1
Gew. 1: 0,0041 < MI 12,5 %: 0,0056 < MI 100 %: 0,0153 < Gew. 2: 0,0832
wahrer Wert unter MAR
Gew. 1: 0,00005 < MI 12,5 %: 0,0003 <Gew. 2: 0,0010 < MI 100 %: 0,0033
Wahrscheinlichkeit SPD zu wa¨hlen
Extremtyp 1
Gew. 2: 0,0019 < Gew. 1: 0,0064 < MI 12,5 %: 0,0080 < MI 100 %: 0,0085
wahrer Wert unter MAR
MI 12,5 %: 0,00012 < MI 100 %: 0,00014 < Gew. 2: 0,00030 < Gew. 1: 0,00036
Bei diesen beiden Variablen und den beiden Vergleichspunkten hat MI mit 100 % Ausfall kein
einziges Mal den niedrigsten MSE; unter einem Ausfall von 12,5 % besitzt MI einmal den nied-
rigsten MSE. Zweimal trifft dies fu¨r Gewichtung 1 zu und einmal fu¨r Gewichtung 2. Innerhalb der
Gewichtungen fu¨hrt – wie schon mehrfach beobachtet – die komplexere Gewichtung 2 zu ho¨heren
MSE als Gewichtung 1. MI mit 100 % Ausfall ist aufgrund der ho¨heren Unsicherheit mit einer
gro¨ßeren Varianz belastet und deshalb, wie auch bei den Parametern zuvor, immer schlechter als
MI mit einem Ausfall von nur 12,5 %. Es sollte aber bedacht werden, dass gerade im Vergleich mit
dem ”wahren“ Wert unter MAR die jeweiligen MSE insgesamt sehr gering sind.
Die Zwischenstufen der Ausfa¨lle mit den Standardabweichungen sind in der folgenden grafischen
Darstellung aufbereitet (Abbildung 71 und 72); auch die Standardabweichungen der beiden Ge-
wichtungen sind vermerkt.
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Abbildung 71: Vera¨nderung der Standardabweichung der gescha¨tzten Werte des Parameters der
Variablen Wahrscheinlichkeit CDU zu wa¨hlen unter MI mit sinkendem Ausfall
Abbildung 72: Vera¨nderung der Standardabweichung der gescha¨tzten Werte des Parameters der
Variablen Wahrscheinlichkeit SPD zu wa¨hlen unter MI mit sinkendem Ausfall
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6.3.4.4 Ergebnis 4: Logitmodell
Die zweite multivariate Scha¨tzung besteht in einem Logitmodell. Die Variable Wahl der Union soll
mit drei Determinanten erkla¨rt werden. Fu¨r den Achsenabschnitt wurden als ”wahre“ Werte die Pa-
rameterwerte der beiden Extremtypen (rote bzw. blaue Linie) und des Wertes unter MAR (gru¨ne
Linie) ausgewa¨hlt. Betrachtet man die Scha¨tzwerte, die mit MI berechnet wurden, zeigt sich gerade
beim Achsenabschnitt, wie breit sich die Unsicherheit bei 100 % Ausfall in einer hohen Variation
der Scha¨tzwerte ausdru¨ckt (Abbildung 73):
Abbildung 73: MI Histogramm des Achsenabschnitts des Logitmodells
Die Verteilung der Scha¨tzwerte mit einem Ausfall von 100 % gruppiert sich um einen durch-
schnittlichen Wert von -3,2623 mit einer Standardabweichung von 0,76333. Der durchschnittlich
gescha¨tzte Wert bei einem Ausfall von 12,5 % betra¨gt -3,5132 und streut mit einer Standardabwei-
chung von nur 0,45254. Das bedeutet, dass sich die Streuung mit sinkendem Ausfall um gut 40 %
verringert.
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Abbildung 74: Vera¨nderung der Standardabweichung der gescha¨tzten Werte des Achsenabschnitts
unter MI mit sinkendem Ausfall
In Abbildung 74 sind auch schon die Standardabweichungen der beiden Gewichtungen eingezeich-
net. Die Lage der Verteilungen variiert stark: so ist der durchschnittlich gescha¨tzte Achsenabschnitt
bei Gewichtung 1 -3,5474, bei Gewichtung 2 betra¨gt er -2,3757 (Abbildung 75).
Abbildung 75: Gewichtung 1 und 2: Histogramm des Achsenabschnitts des Logitmodells
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Mit diesen Informationen werden auf Grundlage der drei ”wahren“ Werte die MSE berechnet.
Extremtyp 1
Gew. 1: 1,6032 < MI 12,5 %: 1,8177 < MI 100 %: 2,8958 < Gew. 2: 5,8626
Extremtyp 2
Gew. 1: 4,9566 < MI 12,5 %: 1,8177 < MI 100 %: 2,8958 < Gew. 2: 11,4971
wahrer Wert unter MAR
Gew. 1: 1,7334 < MI 12,5 %: 1,8437 < MI 100 %: 1,6421 < Gew. 2: 0,0200
Gewichtung 1 schneidet knapp vor MI mit sehr niedrigem Ausfall ab. Von der Ho¨he des MSE
befindet sich MI mit 100 % Ausfall in der Mitte zwischen Gewichtung 1 und Gewichtung 2, die
bei den beiden Extremtypen und dem ”wahren“ Wert unter MAR mit Abstand den ho¨chsten MSE
aufweist. Diese Reihenfolge ist bei allen verwendeten Typen gleich.
Fu¨r den na¨chsten Parameter, der den Einfluss der Variable Wahrscheinlichkeit CDU zu wa¨hlen
auf die abha¨ngige Variable abbilden soll, war nur der Wert unter MAR als ”wahrer“ Wert visuell
darstellbar und dann fu¨r die Analyse sinnvoll. Bereits bei der Auswahl der ”wahren“ Werte des
Achsenabschnitts war schnell ersichtlich, dass zu extreme ”wahre“ Werte die MSE sprengen.
Die Verteilungen der Scha¨tzwerte fu¨r diesen Parameter sehen in der Zusammenschau u¨ber MI und
die Gewichtungen folgendermaßen aus (Abbildung 76 und 77):
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Abbildung 76: MI Histogramm des Parameters der Variablen Wahrscheinlichkeit CDU zu wa¨hlen
Abbildung 77: Gewichtung 1 und 2: Histogramm des Parameters der Variablen Wahrscheinlichkeit
CDU zu wa¨hlen
Deutlich kann man aus den Grafiken die leichte U¨berscha¨tzung der Parameterho¨he aller Korrek-
turmethoden herauslesen. Die Unterschiede in der Breite der Verteilungen wiederholem dagegen
schon Gesehenes (der Verlauf befindet sich in Anhang 14). Dies fu¨hrt insgesamt zu den einzelnen
MSE:
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wahrer Wert unter MAR
Gew. 1: 0,0028 < MI 12,5 %: 0,0022 < MI 100 %: 0,0020 < Gew. 2: 0,0007
Bezogen auf einen ”wahren“ Wert unter MAR schneidet MI mit 12,5 % Ausfall und Gewichtung 1
wieder am besten ab. Dies ist nicht verwunderlich, wenn man bedenkt, dass diese beiden Verfahren
dann am wenigsten an dem Ist-Zustand mit CC a¨ndern. MI mit 100 % und Gewichtung 2 bringen
dagegen Scha¨tzwerte hervor, die eine sta¨rkere Verzerrung bezogen auf MAR nach sich ziehen.
Die beiden noch ausstehenden Parameterscha¨tzungen, die den Einfluss der Variable Frau mit Kin-
dern berufsta¨tig und Nationalstolz messen sollen, werden im Anhang grafisch umgesetzt. Zur Be-
rechnung des MSE dienen zum einem Extremwert 2 und Wert unter MAR als ”wahre“ Werte.
Frau mit Kindern berufsta¨tig
Extremtyp 1
MI 12,5 %: 0,0017 < Gew. 1: 0,0039 < MI 100 %: 0,0099 < Gew. 2: 0,0131
wahrer Wert unter MAR
Gew. 1: 0,0176 < MI 12,5 %: 0,0318 < MI 100 %: 0,0491 < Gew. 2: 0,0760
Stolz Deutscher zu sein
Extremtyp 1
MI 12,5 %: 0,0734 < Gew. 1: 0,0748 < MI 100 %: 0,1150 < Gew. 2: 0,1654
Extremtyp 2
Gew. 1: 0,0597 < MI 100 %: 0,0604 < MI 12,5 %: 0,0989 < Gew. 2: 0,1433
wahrer Wert unter MAR
Gew. 1: 0,0034 < MI 12,5 %: 0,0097 < Gew. 2: 0,0132 < MI 100 %: 0,0269
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Fu¨r diese beiden Determinanten weisen entweder Gewichtung 1 oder die MI-Scha¨tzungen mit 12,5
% Datenausfall den geringsten MSE auf. Den ho¨chsten MSE besitzt Gewichtung 2 oder MI mit
100 % Datenausfall.
Die anderen grafischen Darstellungen sowie die Verla¨ufe, wie sich die Streuung unter verschieden
hohen Ausfallho¨hen entwickelt, finden sich im Anhang 14.
6.3.4.5 Zusammenfassung
Die Ergebnisse fu¨r die Korrektur von Unit Nonresponse fallen wesentlich ernu¨chternder aus als fu¨r
die Korrektur von Item Nonresponse. Wa¨hrend bei Item Nonresponse mit einzelnen Einschra¨nkun-
gen eine ziemlich klare Empfehlung zur Verwendung von MI gemacht werden konnte, ist dies fu¨r
Unit Nonresponse nicht ganz eindeutig, auch wenn sich zum Teil das Muster fortsetzt, dass im uni-
variaten Fall MI leicht im Nachteil ist. Zuna¨chst kann fu¨r die Gewichtungen konstatiert werden:
Es besta¨tigte sich die Kritik, dass der Effekt von Gewichtungen mitunter nicht vorhersehbar ist.
So kann eine komplexere Gewichtung mit zusa¨tzlichen Gewichtungsmerkmalen zu schlechteren
Ergebnissen fu¨hren als eine weniger komplexe Gewichtung.
Leider stellt fu¨r diese Datenlage MI noch keine wirklich u¨berzeugende Alternative dar. Zwar
schneidet MI zusammen mit Gewichtung 1 unter Beru¨cksichtigung eines nicht allzu hohen Aus-
falls ha¨ufig gut ab. Die Ergebnisse sind jedoch nicht durchgehend positiv. Vollends ausgeschlossen
erscheint die Beru¨cksichtigung vollen Ausfalls (100 %), da die Variation der gescha¨tzten Wer-
te in keinem Verha¨ltnis zum Nutzen steht. Freilich ist dieser Effekt bei univariaten Parametern
(Anteilswert, Mittelwert) deutlich gro¨ßer als bei multivariaten Modellen (OLS-, Logitmodell). In
wenigen Fa¨llen sank die Streuung der mit MI gescha¨tzten Parameterwerte unter die der Gewich-
tungen. Die verha¨ltnisma¨ßig große Varianz wirkte sich oft negativ auf den jeweiligen MSE aus. Sie
fu¨hrte ha¨ufig zu einem ho¨heren MSE als bei den Gewichtungen (Gewichtung 1), obwohl der Bias
genauso hoch oder sogar niedriger als bei den beiden Gewichtungen lag. Die Ergebnisse der Unit
Nonresponse-Beispiele stehen teilweise im Schatten des neuartigen Verfahrens, mit Extremtypen
zu arbeiten. Bei Item Nonresponse konnte ja die Empfehlung gegeben werden, fu¨r den individu-
ellen Fall das Imputationsmodell zu erweitern. So ko¨nnten zusa¨tzliche Informationen fu¨r MI aus
der Fu¨lle der umfangreichen Erhebung herangezogen und damit die Ergebnisse fu¨r das Imputa-
tionsmodell verbessert werden. Fu¨r Unit Nonresponse ist dies nicht ohne Weiteres mo¨glich, da
die weitgehend monotone Ausfallstruktur nur die Erweiterung durch zusa¨tzliche Variablen, etwa
zum Erhebungsvorgang oder der Interviewersituation, zula¨sst. Die momentan – und das nur mit
Mu¨he – erha¨ltlichen Informationen sind mit Blick auf die Ergebnisse noch nicht ausreichend, um
MI zur empfohlenen Korrekturmethode auch bei Unit Nonresponse zu erkla¨ren. Fu¨r eine vertief-
te Analyse sollte erwogen werden, in irgendeiner Form a priori Informationen in die Imputation
einzubeziehen.
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6.3 Zwischenfazit Unit Nonresponse
Die Ursachen von Unit Nonresponse ko¨nnen von den Anfa¨ngen des Erhebungsprozesses, der Fra-
gestellung, bis hin zur Editierung reichen (Abschnitt 5.1). Das Problem Unit Nonresponse wird da-
durch versta¨rkt, dass – anders als bei Item Nonresponse – hinter den Ausfallgru¨nden vollkommen
andere Determinanten stehen und damit die Einteilung in Nichterreichbare, Befragungsunfa¨hige
und Verweigerer als sinnvoll erscheint. Eine umfangreiche Literatur zu theoretischen Aspekten ist
die Folge. Aus dieser breiten Palette konnte fu¨r die Erstellung eines Erkla¨rungsmodells gescho¨pft
werden. Es erwies sich dabei wiederum als sinnvoll, nach den Hauptausfallgru¨nden getrennte Mo-
delle zu scha¨tzen (Abschnitt 5.3.2). Zuvor war es unerla¨sslich, auf die Diskussion um die Ent-
wicklung der Ausfallquote einzugehen und in Bezug zur ALLBUS-Erhebung zu setzen (Abschnitt
5.2.2.1). Der Trend fu¨r den ALLBUS geht dabei eindeutig zu einer niedrigeren Ausscho¨pfungs-
quote, auf deren Definition auch eingegangen wurde, im Zeitraum 1980-2008. Verschiedene De-
terminanten nach den einzelnen Ausfallgru¨nden zeichneten dabei große Unterschiede in den Ent-
wicklungen der Ausfa¨lle: die Vermutung steigender Ausfa¨lle la¨sst sich so zur Aussage steigender
Verweigerungsraten pra¨zisieren. Auch besta¨tigte sich, dass Faktoren der Feldphase sowie das er-
hebende Institut die Auscho¨pfungsquote beeinflussen (Abschnitt 5.2.2.2).
Der dann herangezogene Datensatz, der ALLBUS 2008 Pre release, wies mit mehr als 60 % Aus-
fall die bis dato niedrigste Ausscho¨pfung auf. Fu¨r diesen Datensatz wurden getrennt nach Ausfall-
gru¨nden Erkla¨rungsmodelle gescha¨tzt. Gerade fu¨r die Verweigerung, die im ALLBUS 2008 den bei
weitem gro¨ßten Ausfall verursachte, ergab sich eine vergleichsweise niedrige Modellgu¨te, wa¨hrend
sich fu¨r Nichterreichbarkeit und Befragungsunfa¨higkeit viele Hypothesen besta¨tigten (Abschnitt
5.3.2).
Dennoch war der ALLBUS 2008 die Grundlage fu¨r den Korrekturmethodenvergleich. Obwohl
sich die Datensituation ungu¨nstiger gestaltete und beispielsweise auch die Konstruktion eines
Stresstests zur Generierung ”wahrer“ Werte schwieriger war, wurde anhand zweier unterschiedlich
komplexer Gewichtungen und der Multiplen Imputation der Vergleich an ausgewa¨hlten Parame-
tern durchgefu¨hrt. Dabei stellte sich schnell heraus, dass die Extremtypen bei Unit Nonresponse oft
handhabbare Werte u¨berstiegen und die Korrekturmethoden u¨berforderten. Dies fu¨hrte dazu, dass
ein weiterer ”wahrer“ Wert unter MAR als Vergleichskriterium herangezogen wurde. MI wurde
zudem mit unterschiedlichen Ausfallho¨hen gescha¨tzt. Die Ergebnisse fasst das letzten Kapitel zu-
sammen und es deutet zwar nicht auf ein u¨bertrieben negatives Abschneiden gerade von MI hin,
jedoch treten Herausforderungen und Probleme der Korrekturmethoden an sich als auch ihrer Eva-
luation, wie sie hier neuartig angewendet wurde, zu Tage.
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7 Keine Angst vor Problemen mit Za¨hnen
Auf den letzten 182 Seiten wurde das Problem fehlender Werte in sozialwissenschaftlichen Um-
fragen eingehend ero¨rtert, ihre Ursachen theoretisch diskutiert und empirisch analysiert; schließ-
lich wurden Korrekturmo¨glichkeiten verglichen. Das Problem der fehlenden Werte hat tatsa¨chlich
Za¨hne, und diese Za¨hne wurzeln tief im Survey Lifecycle. Deshalb war es ein fruchtbarer Schritt,
die Ursachen von Item und Unit Nonresponse im gesamten Kontext des Suvey Lifecycle zu be-
trachten. Dies ermo¨glichte die Einbindung z.T. fragmentarischer Theorie in die gesamte Frage-
stellung und deren Systematisierung. Daru¨ber hinaus waren die theoretischen U¨berlegungen der
Schlu¨ssel zur Einscha¨tzung des Ausfallmechanismus, der wiederum ausschlaggebend fu¨r die Aus-
wahl der geeigneten Korrekturmethoden war. Fu¨r Item Nonresponse hat sich selbst unter extremen
Werten insgesamt die Multiple Imputation als beste Korrekturmethode herausgestellt – zumindest
gilt dies fu¨r die Scha¨tzung multivariater Parameter. Bei der Analyse der Unit Nonresponse wurde
die Notwendigkeit, die Entstehung der Daten genauer zu hinterfragen, noch deutlicher. Dies legt
schon das Kapitel zur Diskussion um die Ausscho¨pfungsquote nahe. Mit Blick auf die Korrektur-
methoden erweist sich Unit Nonresponse als das eigentliche Problem mit Za¨hnen, dessen Lo¨sung
fu¨r den Datennutzer nicht ohne Weiteres mo¨glich ist. Dennoch hilft die Analyse und Einbeziehung
der Daten und deren Entstehungsprozess an dieser Stelle, um Einscha¨tzungen u¨ber die tatsa¨chliche
Gro¨ße des Problems zu erhalten.
Die anfangs festgestellte Kluft zwischen Datenerzeugern, Dateneditierern sowie Datennutzern
kann von letzteren zumindest fu¨r das Problem Item Nonresponse in realistischem Umfang u¨ber-
bru¨ckt werden. Das bereits erwa¨hnte Ideal des Datenbereitstellers und des Datennutzers ist ange-
sichts der weitgehenden Arbeitsteilung unrealistisch. Jedoch ko¨nnen Korrekturmethoden mittler-
weile sinnvoll angewendet werden, die sich durch ausgereiftere Software zur Verwendung anbieten
und, wie die Ergebnisse auch gezeigt haben, zu empfehlen sind. Die konstatierte Kluft scheint nach
jetzigem Stand fu¨r Unit Nonresponse nicht ganz so einfach u¨berbru¨ckbar. Hier muss an die Adres-
se der Datenerzeuger gesagt werden, dass dringend zusa¨tzliche und nicht unbedingt wesentlich
konstenintensivere Informationen – z.B. fu¨r den Einsatz der Multiplen Imputation – notwendig
sind. Diese Kluft kann vom Datennutzer allein nicht u¨berbru¨ckt werden. Wie wertvoll diese In-
formationen sein ko¨nnen, hat sich in dieser Arbeit einerseits bei der Analyse von Item und Unit
Nonresponse gezeigt, anderseits wurden sie als tragende Teile des Imputationsmodells verwendet.
Auch andere Arten der a priori Information sind denkbar und stellen einen realistischen Ansatz-
punkt dar, die Herausforderung Unit Nonresponse anzugehen.
Die Systematisierung des Problems fehlender Werte mit Hilfe des Survey Lifecycles zeigt auch
deutlich, dass Item und Unit Nonresponse zum einen eine starke Definitionskomponente besit-
zen (Abschnitt 2.2, Abschnitt 5.1), zum zweiten im Kontext mit anderen mo¨glichen Fehlern einer
Erhebung gesehen werden mu¨ssen (Abschnitt 2.3 und 5.1). Dies soll die Za¨hne des Problems
nicht verharmlosen, allerdings hilft es, die Diskussion auf eine praktische Ebene zu befo¨rdern und
so Auswu¨chse wie die Verherrlichung der Ausscho¨pfungsquote nu¨chtern einzuscha¨tzen. Zudem
mahnt es diejenigen, die die Daten herausgeben, zu einer mo¨glichst genauen und detaillierten Do-
kumentation des Erhebungsprozesses.
Auch wenn bei dieser Arbeit sozialwissenschaftliche Erhebungen im Fokus standen, stehen alle
wissenschaftlichen und mehr noch kommerziellen Erhebungen unter o¨konomischem Druck. Ein
Teil der hier verglichenen Methoden hatte stark fallreduzierende Wirkung. Angesichts des Kosten-
drucks sollte im Zusammenhang mit dem Einsatz von Postsurvey Adjustments bei der Datener-
hebung gro¨ßere Sorgfalt walten. Zusa¨tzliche Investitionen an dieser Stelle des Survey Lifecycle
ko¨nnten sich daher im Hinblick auf den Einsatz von MI in der Korrekturphase lohnen.
Mit dieser Arbeit ist das Problem nicht gelo¨st, seine Za¨hne nicht gezogen; man muss aber auch kei-
ne Angst davor haben. Die Ergebnisse der Arbeit sollten Datennutzern im sozial- und wirtschafts-
wissenschaftlichen Bereich helfen, fehlende Werte einzuscha¨tzen, zu analysieren und geeignet zu
korrigieren.
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Anhang
Anhang 1: Liste der fu¨r den Item Nonresponse-Vektor verwendeten Variablen des ALLBUS 2006
Variable Label
v6 BRAUCHT MAN FAMILIE ZUM GLUECK?
v7 HEIRAT BEI DAUERNDEM ZUSAMMENLEBEN
v8 LAGEVERSCHLECHTERUNG FUER EINFACHE LEUTE
v9 BEI DIESER ZUKUNFT KEINE KINDER MEHR
v10 POLITIKER UNINTERESSIERT AN EINF.LEUTEN
v11 MEHRHEIT UNINTERESSIERT AN MITMENSCHEN
v12 ABTREIB.- WENN WAHRSCH.BABY NICHT GESUND
v13 ABTREIB.- VERH.FRAU,KEINE KINDER MEHR
v14 ABTREIB.- BEI GESUNDHEITSGEFAEHRD.D.FRAU
v15 ABTREIB.- BEI FINANZ.NOTLAGE DER FAMILIE
v16 ABTREIBUNG- NACH VERGEWALTIGUNG
v17 ABTREIB.- LEDIGE MUTTER, OHNE EHEWUNSCH
v18 ABTREIBUNG - WENN DIE FRAU ES WILL
v19 SUBJEKTIVE SCHICHTEINSTUFUNG, BEFR.
v20 GERECHTER ANTEIL A.LEBENSSTANDARD,BEFR.?
v21 ZUZUG VON: AUSSIEDLERN AUS OSTEUROPA
v22 ZUZUG VON: ASYLSUCHENDEN
v23 ZUZUG VON: EU-ARBEITNEHMERN
v24 ZUZUG VON: NICHT-EU-ARBEITNEHMERN
v25 GEBURTSMONAT: BEFRAGTE
v26 GEBURTSJAHR: BEFRAGTE
v27 ALTER: BEFRAGTE
v28 ALTER: BEFRAGTE, KATEGORISIERT
v36 BEFR.: HERKUNFTSLAND
v37 BUNDESLAND, WO BEFRAGTER IN JUGEND LEBTE
v38 LAND, WO BEFRAGTER IN DER JUGEND LEBTE
v39 IMMIGRANT: SEIT WANN IN DEUTSCHLAND,JAHR
v40 IMMIGRANT: SEIT WANN IN DEUTSCHLAND,KAT.
v41 IMMIGRANT: WIEVIEL JAHRE IN DEUTSCHLAND?
v43 AUSLAENDER: MEHR LEBENSSTILANPASSUNG
v44 AUSLAEND.:WIEDER HEIM BEI KNAPPER ARBEIT
v45 AUSLAENDER: POLIT.BETAETIGUNG UNTERSAGEN
v46 AUSLAENDER: SOLLTEN UNTER SICH HEIRATEN
v48 AUSLAENDER: KONTAKT I.D.EIGENEN FAMILIE?
v49 AUSLAENDER: KONTAKT BEI DER ARBEIT?
v50 AUSLAENDER: KONTAKT IN D. NACHBARSCHAFT?
v51 AUSLAENDER: KONTAKT IM FREUNDESKREIS?
v52 GENERELLER STOLZ, DEUTSCHER ZU SEIN
v53 SCHLUSSSTRICH UNTER NAZIZEIT?
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v54 BEFR.: INFORMIERE MICH VOR WAHL
v55 BEFR.: BIN MANCHMAL BELEIDIGT
v56 BEFR.: BIN EIN GUTER ZUHOERER
v57 BEFR.: HABE SCHON KRANK GEFEIERT
v58 BEFR.: HABE SCHON PERSON AUSGENUTZT
v59 BEFR.: KANN EIGENE FEHLER ZUGEBEN
v60 BEFR.: TUE SELBST DAS, WAS ICH FORDERE
v61 BEFR.: HOEFLICH ZU UNANGENEHMEN LEUTEN
v62 BEFR.: AERGER UEBER BITTE UM GEFALLEN
v63 BEFR.: NIE ABSICHTLICH GEFUEHLE VERLETZT
v64 DANKBAR SEIN FUER FUEHRENDE KOEPFE
v65 ANPASSUNG ALS KIND SPAETER NUETZLICH
v66 FREMDER IM EIGENEN LAND DURCH AUSLAENDER
v67 AUSLAENDER TUN DIE UNSCHOENEN ARBEITEN
v68 AUSLAENDER BELASTEN UNSER SOZIALES NETZ
v69 AUSLAENDER BEREICHERN UNSERE KULTUR
v70 AUSLAENDER VERKNAPPEN WOHNUNGEN
v71 AUSLAENDER STUETZEN DIE RENTENSICHERUNG
v72 AUSLAENDER NEHMEN ARBEITSPLAETZE WEG
v73 AUSLAENDER BEGEHEN HAEUFIGER STRAFTATEN
v74 AUSLAENDER SCHAFFEN ARBEITSPLAETZE
v75 VORKOMMEN: WIRT DISKRIMINIERT AUSLAENDER
v76 VORKOMMEN: ELTERN DISKRIMINIEREN TUERKEN
v77 VORKOMMEN: UNTERNEHMER DISKRIMINIEREN
v78 MEINUNG: WIRT DISKRIMINIERT AUSLAENDER
v79 MEINUNG: ELTERN DISKRIMINIEREN TUERKEN
v80 MEINUNG: UNTERNEHMER DISKRIMINIEREN
v81 ALLGEM. MEINUNG: DISKRIMINIERENDER WIRT
v82 ALLGEM. MEINUNG: DISKRIMINIERENDE ELTERN
v83 ALLG.MEINUNG: DISKRIMINIERENDER UNTERN.
v84 ALLG.BEWERTUNG: AUSL.LEBENSSTIL ANPASSEN
v85 ALLG.BEWERTUNG: AUSL.LEBENSSTIL BEHALTEN
v86 ALLG.BEWERTUNG: AUSL.HEIM KNAPPER ARBEIT
v87 ALLG.BEWERTUNG: BLEIBERECHT OHNE ARBEIT
v88 ALLG.BEWERTUNG: AUSL.KEINE POLIT. AKTION
v89 ALLG.BEWERTUNG: AUSL.POL.AKTION ERLAUBEN
v90 ALLG.BEWERTUNG: AUSL.UNTER SICH HEIRATEN
v91 ALLG.BEWERTUNG: AUSL. DEUTSCHE HEIRATEN
v92 AUSLAENDERBEHANDLUNG DURCH BEHOERDEN
v93 EINBUERGERUNG: SOLLTE HIER GEBOREN SEIN
v94 EINBUERGERUNG: DEUTSCHE ABSTAMMUNG HABEN
v95 EINBUERGERUNG: DEUTSCH SPRECHEN
v96 EINBUERGERUNG: LANGE BEI UNS GELEBT
v97 EINBUERGERUNG: LEBENSSTILANPASSUNG
v98 EINBUERGERUNG: IN CHRISTLICH.KIRCHE SEIN
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v99 EINBUERGERUNG: KEINE STRAFTATEN
v100 EINBUERGERUNG: EIGENER LEBENSUNTERHALT
v101 EINBUERGERUNG: ZU GRUNDGESETZ BEKENNEN
v102 DOPPELTE STAATSBUERGERSCHAFT ERLAUBEN
v103 GLEICHE SOZIALLEISTUNGEN FUER AUSLAENDER
v104 KOMMUNALES WAHLRECHT FUER AUSLAENDER
v105 AN SCHULEN AUCH ISLAMUNTERRICHT ERLAUBEN
v106 MEINUNG:ETHNISCH GEMISCHTE NACHBARSCHAFT
v108 AUSLAENDERANTEILSCHAETZUNG WESTEN, KAT.
v110 AUSLAENDERANTEILSCHAETZUNG OSTEN, KAT.
v111 MOECHTE IN WOHNGEBIET 1 LEBEN
v137 AUSLAENDERANTEIL IN EIGENER WOHNUMGEBUNG
v138 LOKALES VERHAELTNIS ZW. AUSL.+DEUTSCHEN
v139 POLITISCHES INTERESSE, BEFR.
v140 WICHTIGKEIT VON RUHE UND ORDNUNG
v141 WICHTIGKEIT VON BUERGEREINFLUSS
v142 WICHTIGKEIT DER INFLATIONSBEKAEMPFUNG
v143 WICHTIGKEIT V. FREIER MEINUNGSAEUSSERUNG
v144 INGLEHART-INDEX
v145 LINKS-RECHTS-SELBSTEINSTUFUNG, BEFR.
v146 WIRTSCHAFTSLAGE IN DER BRD HEUTE
v147 WIRTSCHAFTSLAGE, BEFR. HEUTE
v148 WIRTSCHAFTSLAGE DER BRD IN 1 JAHR
v149 WIRTSCHAFTSLAGE, BEFR. IN 1 JAHR
v150 LEBENSSTILUNTERSCHIED: ITALIENER IN BRD
v151 LEBENSSTILUNTERSCHIED: AUSSIEDLER IN BRD
v152 LEBENSSTILUNTERSCHIED: ASYLBEWERB. I.BRD
v153 LEBENSSTILUNTERSCHIED: TUERKEN IN BRD
v154 LEBENSSTILUNTERSCHIED: JUDEN IN BRD
v155 WIE ANGENEHM ALS NACHBAR: ITALIENER
v156 WIE ANGENEHM ALS NACHBAR: AUSSIEDLER
v157 WIE ANGENEHM ALS NACHBAR: ASYLBEWERBER
v158 WIE ANGENEHM ALS NACHBAR: TUERKE
v159 WIE ANGENEHM ALS NACHBAR: JUDE
v160 EINHEIRAT IN EIGENE FAMILIE: ITALIENER
v161 EINHEIRAT IN EIGENE FAMILIE: AUSSIEDLER
v162 EINHEIRAT IN EIGENE FAMILIE:ASYLBEWERBER
v163 EINHEIRAT IN EIGENE FAMILIE: TUERKE
v164 EINHEIRAT IN EIGENE FAMILIE: JUDE
v165 RECHTSGLEICHSTELLUNG FUER: ITALIENER
v166 RECHTSGLEICHSTELLUNG FUER: AUSSIEDLER
v167 RECHTSGLEICHSTELLUNG FUER: ASYLBEWERBER
v168 RECHTSGLEICHSTELLUNG FUER: TUERKEN
v169 RECHTSGLEICHSTELLUNG FUER: JUDEN
v170 JUDEN HABEN AUF DER WELT ZUVIEL EINFLUSS
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v171 SCHAM UEBER DEUTSCHE UNTATEN AN JUDEN
v172 JUDEN NUTZEN DEUTSCHE VERGANGENHEIT AUS
v173 JUDEN AN VERFOLGUNGEN NICHT UNSCHULDIG
v174 GESCHLECHT
v175 ALLGEMEINER SCHULABSCHLUSS
v187 BEFR.: KEIN BERUFL. AUSBILDUNGSABSCHLUSS
v203 BEFR.: JETZIGE BERUFSUNTERGRUPPE
v204 BEFR.: JETZIGE BERUFSHAUPTGRUPPE
v206 IM OEFFENTLICHEN DIENST TAETIG?
v208 BEFR.: ARBEITSSTUNDEN PRO WOCHE, KATEG.
v209 BERUFLICHE AUFSICHTSFUNKTION, BEFR.?
v211 FURCHT: BETRIEBSVERLUST, SELBSTAENDIGE
v212 BERUFST.: ARBEITSLOS I.D. LETZTEN 10 J.?
v214 DAUER DER ARBEITSLOSIGKEIT, KATEGORIS.
v237 NICHTBERUFST.:EHEDEM ARBEITSLOS GEWESEN?
v238 ARBEITSLOS:EHEDEM ARBEITSLOS GEWESEN?
v239 DAUER <EHEMALIGER> ARBEITSLOSIGKEIT
v240 DAUER <EHEMALIGER> ARBEITSLOSIGKEIT,KAT.
v241 GESUNDHEITSZUSTAND BEFR.
v242 FAMILIENSTAND, BEFRAGTE
v243 GEGENWAERTIGER EHEPARTNER: GEBURTSMONAT
v244 GEGENWAERTIGER EHEPARTNER: GEBURTSJAHR
v246 GEGENWAERTIGER EHEPARTNER: ALTER, KAT.
v250 EHEP.: ZAHL DER STAATSBUERGERSCHAFTEN
v251 EHEP.: VON GEBURT AN DEUTSCH?
v252 EHEP.: URSPRUENGL. STAATSBUERGERSCHAFT
v253 GEGENW.EHEP.: ALLGEMEIN.SCHULABSCHLUSS
v265 GEGENW.EHEP.: KEIN BERUFL.ABSCHLUSS
v266 GEGENWAERTIGER EHEP. BERUFSTAETIG?
v267 GEGENW.EHEP.: JETZIGE BERUFL. STELLUNG
v270 GEGENW.EHEP.: JETZIGER BERUF; ISCO 1988
v284 EHEP.: IM OEFFENTLICHEN DIENST TAETIG?
v288 LEBENSPARTNER: GEBURTSJAHR
v290 LEBENSPARTNER: ALTER, KAT.
v294 LEBENSP.: ZAHL DER STAATSBUERGERSCHAFTEN
v295 LEBENSPARTNER: VON GEBURT AN DEUTSCH?
v296 LEBENSP.:URSPRUENGL.STAATSBUERGERSCHAFT
v297 LEBENSPARTNER: ALLG.SCHULABSCHLUSS
v310 LEBENSPARTNER: BERUFSTAETIG?
v311 LEBENSPARTNER: JETZIGE BERUFL.STELLUNG
v328 LEBENSP: IM OEFFENTLICHEN DIENST TAETIG?
v329 LEBENSP: STATUS D.NICHTERWERBSTAETIGKEIT
v330 HERKUNFTSLAND: VATER
v331 HERKUNFTSLAND: GROSSVATER, VATERSEITS
v332 HERKUNFTSLAND: GROSSMUTTER, VATERSEITS
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v333 HERKUNFTSLAND: MUTTER
v334 HERKUNFTSLAND: GROSSVATER, MUTTERSEITS
v335 HERKUNFTSLAND: GROSSMUTTER, MUTTERSEITS
v336 ELTERN: DAMALS MIT BEFR. ZUSAMMENGELEBT
v337 VATER: BERUFLICHE STELLUNG
v354 MUTTER: BERUFLICHE STELLUNG
v371 VATER: ALLGEMEINER SCHULABSCHLUSS
v372 MUTTER: ALLGEMEINER SCHULABSCHLUSS
v373 VATER: BERUFSAUSBILDUNG
v374 MUTTER: BERUFSAUSBILDUNG
v375 FAMILIENMEINUNG: ZU VIELE AUSLAENDER
v376 FAMILIE EINIG ZUM THEMA AUSLAENDER
v377 FREUNDE MEINUNG: ZU VIELE AUSLAENDER
v378 FREUNDE EINIG ZUM THEMA AUSLAENDER
v379 BEFR.: NETTOEINKOMMEN, OFFENE ABFRAGE
v380 BEFR.: NETTOEINKOMMEN, LISTENABFRAGE
v381 BFR.:NETTOEINKOMMEN <OFFENE+LISTENANGABE>
v382 NETTOEINKOMMEN < OFFENE+LISTENANGABE>,KAT.
v383 MEHRPERSONENHAUSHALT?
v384 MEHR ALS 8 HAUSHALTSPERSONEN?
v385 ANZAHL WEITERER HAUSHALTSPERSONEN
v386 ANZAHL DER HAUSHALTSPERSONEN
v485 MIT KIND: WUNSCH NACH WEITEREN KINDERN?
v486 MIT KIND: WIEVIELE KINDER GEWUENSCHT?
v487 KINDERLOS: WUNSCH NACH KINDERN?
v488 KINDERLOS: WIEVIELE KINDER GEWUENSCHT?
v489 BEFR.: TYP DER WOHNUNG
v490 SELBSTBESCHREIBUNG DES WOHNORTS
v491 IM WESTEN MEHR OPFERBEREITSCHAFT ZEIGEN
v492 IM OSTEN MEHR GEDULD ZEIGEN
v493 WIEDERVEREIN. MEHR VORTEILE FUER WESTEN
v494 WIEDERVEREIN. MEHR VORTEILE FUER OSTEN
v495 ZUKUNFT IM OSTEN HAENGT VON LEISTUNG AB
v496 BUERGER IM ANDEREN TEIL DER BRD FREMD?
v497 NEUE LAENDER: LEISTUNGSDRUCK ZU GROSS?
v498 NICHT NACH STASI-VERGANGENHEIT FRAGEN
v499 SOZIALISMUS: GUTE IDEE, SCHLECHT AUSGEF.
v500 KONFESSION, BEFRAGTE
v501 WELCHE NICHTCHRISTLICHE RELIGION?
v502 KIRCHGANGSHAEUFIGKEIT
v503 MITGLIED IN EINER GEWERKSCHAFT?
v504 FRUEHER GEWERKSCHAFTSMITGLIED?
v505 MITGLIED: POLITISCHE PARTEI
v506 WAHLABSICHT, BUNDESTAGSWAHL; BEFR.
v507 WAHLBETEILIGUNG, LETZTE BUNDESTAGSWAHL?
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Anhang 9: Item fu¨r den Anteilswert des Methodenvergleichs bei Unit Nonresponse
Variablen Labels
v534 WAHLABSICHT, BUNDESTAGSWAHL
Anhang 10:Item fu¨r den Mittelwert des Methodenvergleichs bei Unit Nonresponse
Variablen Labels
v106 LINKS-RECHTS-SELBSTEINSTUFUNG
Anhang 11: Items fu¨r das OLS-Modell des Methodenvergleichs bei Unit Nonresponse
Variablen Labels
v95 ZUFRIEDEN MIT LEISTUNG D.BUNDESREGIERUNG
v105 LINKS-RECHTS-SELBSTEINSTUFUNG
v115 FRAU, LIEBER MANN BEI D.KARRIERE HELFEN?
v131 WAHRSCHEINLICHKEIT: CDU-CSU WAEHLEN
v132 WAHRSCHEINLICHKEIT: SPD WAEHLEN
Anhang 12: Items fu¨r das Logitmodell des Methodenvergleichs bei Unit Nonresponse
Variablen Labels
v534 WAHLABSICHT, BUNDESTAGSWAHL
v117 FRAU, ZU HAUSE BLEIBEN+KINDER VERSORGEN?
v131 WAHRSCHEINLICHKEIT: CDU-CSU WAEHLEN
v141 ZUSTIMMUNG: STOLZ, DEUTSCHER ZU SEIN
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Anhang 13: Sonstige visuelle Aufbereitung fu¨r das OLS-Modell des Methodenvergleichs bei Unit
Nonresponse
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Anhang 14: Sonstige visuelle Aufbereitung fu¨r das Logitmodell des Methodenvergleichs bei Unit
Nonresponse
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Fehlende Werte bilden seit jeher eine große methodische Herausfor-
derung für quantitative Analysen in den Sozialwissenschaften. Die 
Methodenforschung deutet darauf hin, dass sich in einigen Bereichen 
das Problem fehlender Werte noch verschärfen wird. In dieser Arbeit 
werden zunächst die wichtigsten Theorien zu Item und Unit Nonre-
sponse zusammengefasst. Anhand von Beispielen aus dem ALLBUS 
werden anschließend Analysen zu Item und Unit Nonresponse vor-
genommen. Im Weiteren werden Korrekturmethoden für fehlende 
Werte durch ein auf realen Daten basierendes neues Verfahren ver-
glichen. Dabei steht im Zentrum des Methodenvergleichs das Ab-
schneiden der Multiplen Imputation als Korrekturmethode. Die Er-
gebnisse sprechen bei Item Nonreponse klar für die Anwendung der 
Multiplen Imputation vor allem bei multivariaten Analysen. Obwohl 
die Ergebnisse für Unit Nonresponse keine klaren Empfehlungen 
zulassen, erscheint der Weg, Multiple Imputation auch dort zu ver-
wenden, bei günstiger Datenlage als Alternative zu Gewichtungen.
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