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Kivonat Jelen munkánkban bemutatunk egy gépi ford́ıtáson alapuló
nyelvfüggetlen teljes morfológiai egyértelműśıtő rendszert, ami egyide-
jűleg végzi a szótöveśıtést és a morfológiai egyértelműśıtést. Annak ér-
dekében, hogy demonstráljuk a módszer hatékonyságát, több különböző
nyelv legjobb rendszerével hasonĺıtottuk össze. A legtöbb nyelv esetén
rendszerünk jobban teljeśıt szófaji egyértelműśıtés tekintetében, vala-
mint a szótöveśıtés pontossága hasonló az általunk összehasonĺıtott rend-
szerekével.
1. Bevezetés
A nyelvtechnológiai feldolgozási lánc fontos elemei a morfológiai elemzés és egyér-
telműśıtés. Az utóbbi komponens feladata, hogy egyértelműen meghatározza a
szavak szótövét, és megállaṕıtsa azok morfoszintaktikai (PoS) ćımkéit. Az első,
erre a célra létrehozott eszközök angol nyelvű szövegek elemzésére szolgáltak,
melyek azonban egymást követően végezték a PoS ćımkézést és a szótöveśıtést.
Így az ezek alapján létrehozott újabb rendszerek is ezt a sémát követték. Követ-
kezésképp kevés olyan eszköz létezik, amely teljes morfológiai egyértelműśıtést
végez, ami elengedhetetlen morfológiailag gazdag nyelvek elemzése esetén. To-
vábbá csak néhány olyan eljárás létezik, amely grammatikailag nagyon különböző
nyelvek esetében is ugyanolyan magas pontossággal képes működni. Bár az
egyes nyelvspecifikus eszközök sokszor magas pontosságot produkálnak, de a
legtöbbször csak egy-egy nyelv nagy teljeśıtményű elemzésére korlátozódik a
tudásuk.
A tanulmány célja egy Moses SMT3 rendszeren alapuló nyelvfüggetlen morfo-
lógiai elemző rendszer bemutatása, amely különböző t́ıpusú nyelvek esetén végez
teljes morfológiai egyértelműśıtést úgy, hogy pontossága felveszi a versenyt a
nyelvfüggő társai eredményeivel.
Dolgozatunk első részében ismertetjük a létrehozott rendszer (HuLaPos2)
feléṕıtését, majd bemutatjuk az általa elért eredményeket összehasonĺıtva azokat
hat különböző nyelv state-of-the-art egyértelműśıtő eredményeivel.
3 Statisztikai gépi ford́ıtó






Az első általánosan elterjedt statisztikai taggerek rejtett Markov-modellen a-
lapultak, úgymint a TnT [1] vagy a HunPos [2]. Ezzel párhuzamosan Rat-
naparkhi [3] bemutatott egy maximum entrópián alapuló megközeĺıtést, amit
számos nyelv esetében sikerrel alkalmaztak (pl. a Stanford tagger [4] különböző
adaptációi, vagy a magyarlanc [5]). Ezeken ḱıvül számos más felügyelt tanulásos
módszer is jól teljeśıt különböző nyelvek esetében: úgymint Brill transzformáció-
alapú módszere [6], az SVMTool [7] Support Vector Machine alapú modellje,
vagy a TreeTagger [8] döntési fákat használó algoritmusa.
Mora és Sánchez [9] voltak az elsők, akik SMT módszert használtak szófaji
egyértelműśıtésre, de ők a rendszert csak az angol nyelv PoS taggelésére ter-
vezték, lemmatizálásra nem. Munkájukban a tańıtóanyagban nem előforduló sza-
vak (OOV) kezelésére egy szógyakoriságon alapuló modellt és egy 11 elemből álló
szuffixum listát alkalmaztak.
Hasonló megközeĺıtést használtunk egy korábbi munkánkban [10], ahol a
fenti metódust magyar nyelvre alkalmaztuk. A Mora és Sánchez által angol
nyelvre optimalizált algoritmus jelentős mértékben alulmaradt a legjobb ma-
gyar elemzőkhöz képest (pl. a morfológiai elemzővel kiegésźıtett PurePos [11]).
Ez többek között azzal is magyarázható, hogy a magyar nyelv agglutináló tulaj-
donságaiból adódóan fejlettebb módszerek szükségesek a jelentős számú OOV
tokenek kezelésére. Ebben a tanulmányban a Laki-rendszer továbbfejlesztett
változatát mutatjuk be.
3. Elméleti háttér
3.1. Kifejezésalapú statisztikai gépi ford́ıtás
A gépi ford́ıtórendszer leképezést biztośıt két nyelv között függetlenül attól, hogy
ezek természetes vagy mesterséges nyelvek. A statisztikai gépi ford́ıtó algorit-
musok párhuzamos kétnyelvű korpuszokból gépi tanulásos módszerek seǵıtségével
tanulják meg a transzformációhoz szükséges modelleket.
Ha W egy mondat a forrásnyelvi szövegből, melynek a helyes ford́ıtása T̂ ,
akkor a ford́ıtási feladat a következőképpen formalizálható:
T̂ = argmax
T
P (T |W ) = argmax
T
P (W |T )P (T ) (1)
ahol P (T ) a nyelvi modell és P (W |T ) ford́ıtási modell. Mı́g az első modell a le-
ford́ıtott szöveg olvashatóságára (folyékonyságára) ad becslést, addig a második
modell a ford́ıtás minőségét becsüli. A statisztikai gépi ford́ıtás egyik gyakran
használt változata a kifejezésalapú ford́ıtás, melynek alapja, hogy a ford́ıtandó
W mondatot kifejezésekre bontjuk W = w1w2 . . . wN = w
N
0 , amiket külön-
külön leford́ıtunk. A leford́ıtott részek legjobb kombinációját véve kapjuk a
célnyelvi mondatot (T = tN0 ). A kifejezések ford́ıtását a párhuzamos tańıtó
anyagból számolt φ(wi+k1i |ti+k2i ) valósźınűségi eloszlás alapján végzi a rendszer.
Ezek használatával a (1) a következőképpen fejthető ki:











φ(wi+k1i |ti+k2i )P (ti|ti−ji−1)
]
(2)
3.2. Morfológiai egyértelműśıtés mint gépi ford́ıtási feladat
A szófaji ćımkézés feladatára számos módszer létezik, melyek közül a legelter-
jedtebbek a rejtett Markov-modellezésen (HMM) alapulók. Ennek működése a
következőképpen (vö. (3)) ı́rható le formálisan: ha W az elemzendő szöveg egy
mondata, mely helyes elemzésének ćımkesorozata T̂ , akkor ennek valósźınűsége
maximális a ćımkeátmenet-modell P (T ) és a lexikai-modell P (W |T ) szorzatát
tekintve. A legtöbb rendszer (́ıgy pl. a TnT és a HunPos is) az első valósźınűségi
értéket egy másodrendű modellel becsli, ami lényegében egy ćımkékre épülő tr-
igram modell: P (ti|ti−2i−1). A lexikai-modell becslésére pedig legtöbbször maxi-
mum likelihood becslést alkalmaznak, ami a szavakhoz rendelt morfoszintaktikai
ćımkék relat́ıv gyakoriságából tevődik össze: P (wi|ti).
T̂ = argmax
T








Összevetve a (1) és (3) egyenleteket láthatjuk, hogy a statisztikai gépi ford́ıtás
feladata könnyen megfeleltethető a morfológiai ćımkézés HMM módszerének.
A megfeleltetés lépései: az SMT nyelvi modellje a ćımkeátmenet-valósźınűség
modell, mı́g a ford́ıtási modell a lexikai modellnek felelnek meg. A leképezésen
túl az is megfigyelhető még, hogy az SMT-n alapú megközeĺıtés egy általánosabb
keretrendszert biztośıt a feladat megoldására
Motivációnk a nýılt forráskódú Moses SMT toolkit [12] keretrendszert hasz-
nálatára a következők voltak:
1. A Moses tańıtási lánca gyors a valósźınűségi modellek létrehozását illetően.
2. A leggyakrabban alkalmazott HMM alapú elemzőkkel szemben a Moses rend-
szer által létrehozott ford́ıtási modell nemcsak egy-egy szó lehetséges elem-
zését tartalmazza, hanem a hosszabb kifejezésekéit is, ami lehetővé teszi az
elemző számára, hogy a szöveg hosszabb részeit is egy egységként kezelje.
3. A ćımkeátmenet-valósźınűség modell (a nyelvmodell) éṕıtése során nemcsak
az azt megelőző két szó elemzését veszi figyelembe, hanem akár a mondatban
szereplő összes megelőzőét, valamint a létező egyik legjobb simı́tó algorit-
must, a módośıtott Kneser-Ney simı́tást [13] használja.
4. A dekóder a beam-search algoritmus egy hatékony és gyors változatát az
úgynevezett verem dekódolást alkalmazza. A módszer legnagyobb előnye,
hogy az elemzést a dekódoló működésének köszönhetően a szavak tetszőleges
sorrendjében végezheti, szemben a HMM-alapú elemzők szigorúan balról
jobbra történő működésével.
5. A dekódolás folyamatába egyszerűen integrálható morfológiai guesser vagy
elemző.





4. A rendszer bemutatása
Ebben a fejezetben áttekintjük azokat a legfontosabb módośıtásokat, amelyek
megkülönböztetik az eredeti SMT rendszert a morfológiai egyértelműśıtőtől (egy
részletesebb léırás a [14] cikkünkben olvasható).
A szuffixumokat használó ragozó nyelvek esetén (mint például a magyar vagy
a török) a szótövek egyszerűen léırhatók olyan rekordokkal, melyek megadják
azt a szükséges transzformációt, amit el kell végezni egy adott szón, hogy meg-
kapjuk annak szótövét. Egy ilyen rekord: 〈cut, paste〉, ahol a cut a sztringről
eltávoĺıtandó karakterek számát adja meg, a paste pedig az a karaktersorozat,
amit illeszteni kell a
”
csonka szó” végére, hogy megkapjuk a szótövet. Ezt az
ötletet használva az elemzőnk a morfoszintaktikai ćımkék mellett képes még
reprezentálni a szótöveket is.
Másrészt természetes nyelvek esetében az SMT rendszer szóösszekötője gépi
tanulásos algoritmusokat használ a ford́ıtási frázispárok meghatározásához. Ez a
mi esetünkben a feladat felesleges bonyoĺıtása, mivel a morfológiai egyértelmű-
śıtéshez egy egyértelmű monoton megfeleltetésre van szükség, mely a tokeneket
az elemzéseikhez rendeli. Ezért a HuLaPos2 rendszerben a Giza++ algoritmust
monoton leképezéssel helyetteśıtettük.
Harmadrészt, a Moses dekóder legnagyobb előnye, hogy hosszabb kifejezéseket
is képes egy egységként ford́ıtani, de itt a frázisok maximális hossza és a nyelvi
modell mérete nagyban befolyásolja a rendszer minőségét. Ezért szükséges ezen
paramétereinek finomhangolása, amihez az optimális beálĺıtásokat – minden
nyelvre külön-külön – empirikusan határoztuk meg.
Végül az adathiány által okozott problémák elkerülése érdekében a számjegyek
generikus szimbólumokkal lettek helyetteśıtve a tańıtóhalmazban és a bemeneti
szövegben egyaránt. Az SMT rendszer legnagyobb hiányossága, hogy a tańıtó-
halmazban nem szereplő szavakat figyelmen ḱıvül hagyja, és semmilyen elemzést
sem ad hozzájuk. Ennek kiküszöbölésére rendszerünkbe – a PurePos és HunPos
rendszerekhez hasonlóan – egy trie-alapú suffix-guessert éṕıtettünk, amely elem-
zési javaslatokat ad az OOV szavakra. Ez az algoritmus a tańıtóhalmazban ritkán
előforduló szavak végződései alapján képes megbecsülni, hogy egy szó az egyes
(szótő-transzformáció; ćımke) elemzésekkel milyen valósźınűséggel ćımkézhető.
Ennek a módszernek további előnye, hogy az elemzések valósźınűségének számı́-
tása – a TnT-hez hasonlóan – különböző hosszúságú toldalékok simı́tott inter-
polált modellje alapján történik. Ráadásul ez az algoritmus megoldást nyújt az
SMT rendszer azon gyengeségére, miszerint az OOV szavakat tartalmazó szeg-
mensek elemzése során a dekódoló csak az unigram modelleket használhatja.
Mivel ez a modul arra hivatott, hogy a ritkán előforduló szavakat kezelje, ezért
ilyen tulajdonságú szavakon kell betańıtani. A ritka szavak esetén a használt kü-
szöbértéket empirikusan határoztuk meg: a legmagasabb pontosságot általában
akkor értük el, amikor ez az érték 2 volt, azaz a guesser csak hapaxokon volt
tańıtva. A javasló komponens a következő módon lett a dekódolóba integrálva: A
Moses képes a kifejezések ford́ıtása közben előre definiált ford́ıtási javaslatokat is
figyelembe venni. Ezzel az egyszerű módszerrel a tańıtóhalmazban nem szereplő
szavakhoz hozzárendeljük a guesser javaslatait, mint előford́ıtás.





A HuLaPos2 rendszert több különböző nyelvhez (magyar, szerb, horvát, bolgár,
portugál és angol) elérhető legjobb pontossággal teljeśıtő egyértelműśıtő rend-
szerekkel hasonĺıtottuk össze. A tańıtó- és a teszthalmazt a kapcsolódó pub-
likációkban léırt módon (részletesen lentebb) definiáltuk. A rendszerek pon-
tosságának részletes összehasonĺıtását a 1-es és 2-es táblázatokban foglaltuk
össze, ahol az első táblázatba gyűjtöttük össze azokat a rendszereket, amelyek
teljes morfológiai egyértelműśıtést csinálnak, mı́g a második táblázatban sze-
replők csak morfológiai egyértelműśıtést végeznek.
1. táblázat. A HuLaPos2 rendszer minőségének összehasonĺıtása más rendsze-






HuLaPos2 99,57% 97,24% 96,84%
PurePos 96,74% 96,35% 94,76%
magyar (HUMor)
HuLaPos2 99,18% 98,23% 97,62%
PurePos 96,50% 96,27% 94,53%
PurePos+MA 98,96% 99,53% 98,77%
horvát
HuLaPos2 93,25% 96,21% 90,77%
HunPos+CST 87,11% 97,78% –
szerb
HuLaPos2 92,28% 92,72% 86,51%
HunPos+CST 85,00% 95,95% –
Magyar nyelv esetében a legjobb egyértelműśıtő rendszer a PurePos [11],
ami egy HMM-alapú teljes morfológiai egyértelműśıtő, melybe morfológiai elem-
ző van integrálva. Az eredmények összehasonĺıtásához a Szeged Korpuszt [15]
választottuk, melynek két változatán teszteltük rendszerünket: az eredeti MSD-
kódolással készültet, és egy HuMor [16] ćımkékre automatikusan át́ırtat. A Hu-
LaPos2 rendszert a PurePos rendszer morfológiai elemzőt használó, valamint
anélkül működő (tehát nyelvfüggetlen) változataival hasonĺıtottuk össze. Az ered-
mények megmutatták, hogy a HuLaPos2 az összes mért esetben jobb eredményt
ért el a PurePos morfológiai elemző nélküli változatával szemben, és szófaji
ćımkézés esetén pontossága meghaladja a PurePos morfológiai elemzős változatát.
Szerb és horvát nyelvre Agić és munkatársai [17] késźıtettek szófaji ćımkéző és
szótöveśıtő alkalmazást 2013-ban. A rendszert a HunPos és a CST szótöveśıtő [18]
kombinációjából éṕıtették fel, és a SETimes.HR [17] korpuszon tańıtották.
Az 1. táblázat eredményeiből látható, hogy PoS taggelés esetén a HuLaPos2 tel-
jeśıtménye szignifikánsan meghaladja Agićék rendszerét, mı́g a szótöveśıtésben
elért eredmény is közeĺıt annak eredményességéhez. A különbség a javasló algo-





ritmus működéséből ered: a CST rendszerben a szótő-transzformációk nemcsak
szuffixumok lehetnek, hanem a tetszőleges helyű változások is. Ezzel szemben a
HuLaPos2 által használt guesser csak a szóvégi változást képes kezelni.
Georgi Georgiev és munkatársai [19] létrehoztak egy morfológiai lexikonnal
és nyelvtani szabályokkal kiegésźıtett iránýıtott tanuláson alapuló szófaji egyér-
telműśıtő rendszert bolgár nyelvre. Eszközüket a BulTreeBank korpuszon [20]
tańıtották és tesztelték. A 2. táblázat eredményeiből látható, hogy a HuLa-
Pos2 teljeśıtménye nagymértékben meghaladja a nyelvtani tudással nem ren-
delkező tisztán statisztikai módszereket használó rendszerek minőségét. Annak
ellenére, hogy rendszerünk semmilyen nyelvspecifikus eszközzel nincs támogatva,
jobban teljeśıt, mint a morfológiai lexikont használó eszköz, valamint pontossága
megközeĺıti Georgiev által késźıtett legjobb rendszerét (iránýıtott tanulás + le-
xikon + szabályok).
2. táblázat. A HuLaPos2 rendszer minőségének összehasonĺıtása olyan rendsze-
rekkel, amelyek csak szófaji egyértelműśıtést csinálnak




gépi tanulás + morf. lexikon 97,83%
HuLaPos2 97,86%
gépi tanulás + morf. lexikon + szabályok 97,98%
portugál
HuLaPos2 93,20%
HMM-alapú PoS tagger 92,00%
angol
TnT 96,46%
PBT (Mora and Sánchez [9]) 96,97%
HuLaPos2 97,08%
Stanford tagger 2.0 97,32%
SCCN [21] 97,50%
A HuLaPos2 rendszert teszteltük még morfológailag egyszerűbb nyelvek ese-
tében is, mint a portugál és az angol. Mindkét esetben csak a PoS tagger
eredményességét tudtuk összehasonĺıtani (2. táblázat), mivel az elérhető kor-
puszok nem tartalmazták a szavak lemmáit.
Portugál nyelvre a Maia és Xexéo [22] által 2011-ben késźıtett HMM-alapú
rendszert vettük összehasonĺıtási alapul. Ez az eszköz a Floresta Sintá(c)tica
Treebank-en [23] lett tańıtva, melyből az első 10% volt a teszthalmaz, a fenn-
maradó 90% pedig a tańıtó halmaz. Ugyanezekkel a beálĺıtásokkal a HuLaPos2
pontossága több mint 1%-kal felülmúlta a portugál ćımkéző eredményeit.
Ami az angol nyelvet illeti, a Penn Treebank [24] WSJ korpuszát használtuk
az általánosan bevált elosztásban.4
4 http://aclweb.org/aclwiki/index.php?title=POS Tagging (State of the art)




A 2. táblázat a HuLaPos2 és a másik négy rendszer által elért eredményeket
mutatja. Megfigyelhető, hogy a HuLaPos2 meghaladja a TnT és a Mora és
Sánchez-féle [9] rendszerek által elért értékeket. Az eredmények vizsgálatánál
fontos még figyelembe venni, hogy algoritmusunk a tańıtóanyagon ḱıvül semmi-
lyen más lexikai adatbázist, vagy előzetes tudást nem használ, ı́gy elmondható,
hogy annak teljeśıtménye a maga nemében kiemelkedő.
6. Konklúzió
Írásunkban bemutattunk egy, a Moses keretrendszeren alapuló, nyelvfüggetlen
teljes morfológiai egyértelműśıtő rendszert. Ez az eszköz egyidejűleg végzi a
szófaji egyértelműśıtést és a szótöveśıtés feladatát egy trie-alapú suffix-guesser
seǵıtségével, amely hatékonyan kezeli a morfológiailag gazdag nyelvekre jellemző
OOV szavak problémáját. A HuLaPos2 hat különböző nyelv legjobb rendszerével
lett összehasonĺıtva. Szófaji egyértelműśıtés tekintetében rendszerünk (az angol
nyelv kivételével) jobb eredményt ér el a vizsgált taggerekhez képest. Mindemel-
lett szótöveśıtés esetén is versenyképesnek bizonyult a nyelvfüggő vetélytársakkal
szemben. Az angol nyelv esetén a HuLaPos2 meghaladja a közismert TnT rend-
szer eredményeit, valamint megközeĺıti az elérhető legjobb rendszer minőségét.
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15. Csendes, D., Csirik, J., Gyimóthy, T. In: The Szeged Corpus: A POS Tagged
and Syntactically Annotated Hungarian Natural Language Corpus. Volume 3206
of Lecture Notes in Computer Science. Springer Berlin / Heidelberg (2004) 41–47
16. Novák, A.: What is good Humor like? In: I. Magyar Számı́tógépes Nyelvészeti
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