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Discriminating targets moving against a cluttered background is a huge challenge
for future robotic vision systems, let alone detecting a target as small as one or a few
pixels. As a source of inspiration, insects are quite apt at searching for mates and
tracking prey – which always appear as small dim speckles in the visual field. The
exquisite sensitivity of insects for small target motion, as revealed recently, is coming
from a class of specific neurons called small target motion detectors (STMDs). Some
of the STMDs have also demonstrated direction selectivity which means these STMDs
respond strongly only to their preferred motion direction. Build a quantitative STMD
model is the first step for not only further understanding of the biological visual sys-
tem, but also providing robust and economic solutions of small target detection for an
artificial visual system. This research aims to explore STMD-based image processing
methods for small target motion detection against cluttered dynamic backgrounds. The
major contributions are summarized as follows.
Three STMD-based neural models are proposed in this research named as direc-
tionally selective STMD(DSTMD), STMD Plus and Feedback STMD, respectively.
The DSTMD systematically models and studies direction selectivity of the STMD neu-
rons, meanwhile provides with unified and rigorous mathematical description. Specif-
ically, in the DSTMD, a new correlation mechanism is introduced for direction selec-
tivity via correlating signals relayed from two pixels. Then, a lateral inhibition mech-
anism is implemented on the spatial field for size selectivity of the STMD neurons.
Finally, a population vector algorithm is used to encode motion direction of small tar-
gets. Extensive experiments showed that the proposed DSTMD not only is in accord
with current biological findings, i.e. showing directional preferences, but also works
reliably in detecting small targets against cluttered backgrounds.
I
The STMD Plus is developed to discriminate small targets from small-target-like
background features (named as fake features) by integrating motion information with
directional contrast. More precisely, the STMD Plus is composed of four subsys-
tems – ommatidia, motion pathway, contrast pathway and mushroom body. Compared
to existing STMD-based models, the additional contrast pathway extracts directional
contrast from luminance signals to eliminate false positive background motion. The
directional contrast and the extracted motion information by the motion pathway are
integrated in the mushroom body for small target discrimination. The experimental re-
sults demonstrated the significant and consistent improvements of the proposed visual
system model over existing STMD-based models against fake features.
The Feedback STMD is also designed to filter out fake features by introducing a
new feedback mechanism. Specifically, the model output is first temporally delayed
then applied to the previous neural layer to construct a feedback loop. By subtract-
ing the feedback signal from the inputs of the STMDs, the background fake features
are largely suppressed. Experimental results show that the developed feedback neural
model achieves better performance than the existing STMD-based models in discrim-
inating small targets from complex backgrounds.
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1.1 An unmanned aerial vehicle (UAV) flying in the distance [1]. Since
the UAV is far away from the camera, it appears as a small dim speckle. 2
2.1 The compound eyes of the fly [2]. 7
2.2 (a) The fly optic lobe receives visual input from the ommatidia of the
compound eye (in red) and consists of several retinotopically arranged
neuropils, called lamina, medulla, lobula and lobula plate [3]. (b) In the
fly visual system, spatial relations among successive stages are strictly
determined. Retinal ommatidia overlie laminar cartridges, which in
turn overlie medullay columns [4]. 8
2.3 The basic anatomy of a single ommatidial unit [5]. 8
2.4 (a) Schematic morphology of main cell types forming the motion path-
way in the fly optic lobe [6]. (b) Circuit diagram of the motion pathway
of the fly optic lobe [6]. 9
2.5 Mi1, Tm3, Tm1 and Tm2 are not directionally selective [7]. (a) Top:
response of an Mi1 neuron to a white bar moving rightwards, upwards,
leftwards and downwards at 100◦/s on a dark background. Bottom:
same as top for a Tm3 neuron. (b) Top: response of a Tm1 neuron to
a black bar moving rightwards, upwards, leftwards and downwards at
100◦/s on a light background. Bottom: same as top for a Tm2 neuron. 11
2.6 (a) Looming and receding corresponded to optical flow of expansion
and contraction [8]. (i) Looming stimuli: l was the half-size of the
object, v was the approach speed, L was the initial distance and θ
is the angular size of the object in degrees. (ii) Receding stimulus.
(b) LGMD responses to looming stimuli [9]. Top, schematic of vi-
sual stimulus. Note the non-linear increase in angular subtense (2θ),
characteristic of looming stimuli. Middle, spike rasters of the LGMD
responses to looming stimuli. Bottom, mean instantaneous firing rate
(f ) of LGMD looming response. Shaded area is ± SEM. 13
2.7 Schematic illustration of the LGMD-based neural model for collision
detection [10]. There are five groups of cells and two single cells: Pho-
toreceptor cells (P); excitatory and inhibitory cells (E and I); summing
cells (S); grouping cells (G); the LGMD cell; and the feed forward in-
hibition cell (FFI). The input of the P cells is the luminance change.
Lateral inhibition is indicated with dotted lines and has one frame de-
lay. Excitation is indicated with black lines and has no delay. The FFI
also has one frame delay. The input to FFI is luminance change from
photoreceptor cells. 14
2.8 Sample of trajectories of the robot in each experiment in the ”forest”
[11]. The green lines represent the trajectories of the robot. The initial
place of the obstacles are shown as red circles. 14
VIII
2.9 Schematics of motion detection of the HRC model and fully opponent
HRC. The top panel shows a bar moving in either preferred direction
(left panels) or null direction (right panels). The bar crosses the two
gray areas (A, B) at two sequential times (t1, t2). (a) For the HRC
model, when the bar moving in the preferred direction passes the first
photoreceptor, it generates a signal, which is then delayed such that it
arrives at a downstream multiplier element coincident with the signal
from the bar passing the second photoreceptor; these signals are then
multiplied to generate a larger signal. (b) When the bar is moving in
the null direction, the two signals of the HRC do not arrive at the same
time, and the multiplication step does not generate a response. (c)-
(d) Fully opponent HRC model consists of two mirror-symmetrical
subunits to generate a positive signal for preferred-direction motion
and negative signal for null-direction motion. 17
2.10 (a) A 4-Quadrant-Detector model [12]. Splitting the input into lumi-
nance increase (ON) and decrease (OFF) components leads to four
parallel channels, one for each combination of input signals (ON-ON,
ON-OFF, OFF-ON, OFF-OFF). Each of the four subunits replicates
the structure of the HRC model. This model is mathematically identi-
cal to the original HRC model. (b) A 2-Quadrant-Detector [12]. Only
combinations of the same-type signals are processed (ON-ON, OFF-
OFF). 18
2.11 An object that is close and small subtends the same size on the retina
(α degrees) as one that is far away and big [2]. 20
2.12 Size selectivity of the STMDs [13]. (a) Raw neural responses of a
STMD to bars of four different heights (0.8◦ wide by 0.2◦ − 75◦ high)
moving through the center of the receptive field at 50◦/s. The soild
bars and arrows represent the peri-stimulus duration and direction of
target motion. (b) Normalized STMD neural response (mean ± SEM)
to targets of different heights for male (solid line, n = 20) and female
(dashed line, n = 3). n denotes sample number. 21
2.13 Local spatial inhibition [14]. (a) Top: raw spiking response to a sin-
gle 0.9◦ × 0.9◦ target drifting at 55◦/s from left to right. Middle: the
response of the same neuron is attenuated when a distracter target is
added at separation (measured center to center). Bottom: the response
is restored when the two targets are separated by 9◦. The long bar be-
neath the trace indicates the peristimulus duration (2 s) of the primary
target (solid line) and distracter target (dashed line), and the short bar
indicates the 200 ms (11◦) analysis window. (b) Neural responses with
respect to target separation [mean (N ) ± SEM, N = 8], where the
responses were determined by averaging the spike rates within a 200
ms analysis window. In each trial, the distracter target was separated
vertically from the primary target as indicated by the x-axis (distances
measured center to center). Negative values indicate that the distracter
target drifted below the primary target; positive values indicate that it
drifted above (see pictogram). At a separation of 0◦, the distracter tar-
get overlaid the primary target. The spontaneous rate is shown by the
dashed line. 22
IX
2.14 The responses of STMDs to a small target against blank background
and cluttered background [15]. (a) The response of a STMD to a dark
high-contrast target (0.8◦ × 0.8◦) traversing a blank background from
left to right at 50◦/s. (b) The response of the same STMD to the same
target conditions, but with the blank background exchanged with a
cluttered background moving right at the same velocity 50◦/s. The
cluttered background has high contrast and spatial statistics similar to
those of natural scenes [16]. 23
2.15 Raw neural responses of a STMD to bars of three different heights
(0.8◦ wide by 0.8◦, 3◦, 15◦ high) moving leftward or rightward [17].
The soild bars and arrows represent the peri-stimulus duration and di-
rection of target motion. 24
2.16 The recorded response of the STMDs to target velocity [18]. Two
target sizes were used: 0.8◦ × 0.8◦ (red circles, solid line) and 8◦ wide
× 0.8◦ high (green triangles, broken line). Error bars denote standard
error of the mean (sample number n = 4). 25
2.17 Schematic of the ESTMD model. In the model, information about lu-
minance changes from a single photoreceptor is split into luminance
increase (positive part) and decrease components (negative part) by
two half-wave rectifiers. The two components are further laterally in-
hibited, finally multiplied together where the decrease component is
temporally delayed. 26
2.18 Schematics of two hybrid detectors, i.e., ESTMD-EMD and EMD-
ESTMD. (a) The ESTMD-EMD model cascades two ESTMDwith an
EMD where the outputs of the two ESTMD are fed into the EMD for
introducing direction selectivity. (b) The EMD-ESTMD model cas-
cades two EMD with a ESTMD where the directionally selective out-
puts of the two EMD are applied to the ESTMD for size selectivity. 27
2.19 (a) Responses of the FD cells with respect to different object widths
[19]. (b) Wiring sketch of the FD1 cell input circuit [20]. Motion-
sensitive elements of the right FD1 circuit that have a horizontally pre-
ferred direction. The FD1 cell and most of its presynaptic elements
presumably receive retinotopic motion input (thick gray lines) from
large parts of one eye. The right vCH cell inhibits the FD1 cell and
receives itself excitatory and inhibitory input from motion sensitive
LPTCs of both brain hemispheres. The left H1 and left H2 excite the
right vCH cell, whereas the left Hu cell inhibits it. The right HSE cell
and the right HSS cell are electrically coupled to the right vCH cell.
FD1, HSE, and HSS are output neurons of the optic lobe, whereas H1,
H2, Hu, and vCH connect exclusively to other LPTCs. 28
X
2.20 Schematic of the small-field model. Luminance signals from photore-
ceptors (PRs) are input into an array of elementary motion detectors
(EMD array). The EMD outputs are split into positive and negative
components and summed across the entire visual field by direction-
selective monocular pool cells (P+ and P-) and then clockwise (Pcw)
and counter-clockwise (Pccw) binocular pool cells. These direction-
ally selective binocular pool cells then interact via shunting inhibi-
tion with individual motion-detector output channels, which are then
summed by the final small-field-sensitive output unit. Excitatory and
inhibitory synapses are shown as black and white triangles, respec-
tively. Shunting inhibition is shown by gray triangles. S indicates a
sum. Dashed lines indicate possible contralateral interactions. This
figure is adapted from [13]. 29
2.21 Schematics of potential circuits of the input organisation of an FD-
cell [21]. The FD-cell receives excitatory retinotopic input from mo-
tion sensitive elements. Inhibitory input of the FD-cell is mediated by
the vCH-cell via HS-cells. For simplicity, only one of the two HS-cells
that provide input to the vCH neuron is shown in this sketch. The cou-
pling between the HS-cells and the vCH-cell is shown to be dendro-
dendritic and occurs via gap junctions. (a) The vCH inhibits the FD-
cell after spatial pooling (direct pooled inhibition, DPI). (b) The vCH
inhibits the FD-cell dendro-dendritically in a distributed way (direct
distributed inhibition, DDI). (c) The vCH inhibits the retinotopic in-
put elements of the FD-cell in a distributed way (indirect distributed
inhibition, IDI). 30
2.22 Original images: (a) the 1st frame I(x, y, t − 1), (b) the 2nd frame
I(x, y, t), and (c) the 3rd frame I(x, y, t+1). Results of two-frame dif-
ferencing: (d) |I(x, y, t)−I(x, y, t−1)|, (e) |I(x, y, t+1)−I(x, y, t)|.
This figure is adapted from [22]. 38
2.23 Representative targets (upper) and the corresponding 3-D surfaces (lower)
in different backgrounds (normalized) [23] . (a) A dim small ship tar-
get in sea-sky background. (b) A bright ship target in sea-sky back-
ground. (c) A dim aeroplane target in sky cloud background. (d) A
bright vehicle target in sky-ground background. 40
3.1 Wiring sketch of the insect’s visual system. The insect’s visual sys-
tem consists of four neural layers, including retina, lamina, medulla
and lobula (from top to bottom). Each neural layer contains numerous
specialized neurons illustrated by coloured circular nodes. Luminance
signals are firstly perceived by ommatidia, further processed by large
monopolar cells (LMC, i.e., L1 and L2) and medulla neurons (Mi1,
Tm1, Tm2, Tm3), finally integrated in STMD neurons. Note that the
connection between the four medulla neurons and the STMD neuron
is speculative. 46
XI
3.2 Schematic illustration of the proposed DSTMD and the existing ESTMD
models, both of which exhibit selectivity for dark small targets. The
DSTMD integrates signals from two different positions (the red and
blue pixels in the retina), whereas the ESTMD utilizes signals from
a single position. Since one of the two positions (the blue pixel) has
multi alternatives in the image plane corresponding to different pre-
ferred directions, the DSTMD can produce multi directionally selec-
tive outputs at each position of the lobula. However, the ESTMD just
has a single output without direction selectivity. 47
3.3 The outputs of (a) the retina layer, (b) the lamina layer, (c) the medulla
layer, and (d) the lobula layer. 48
3.4 Schematic illustration of the mapping from pixels to photoreceptors.
Each small square denotes a pixel, corresponding to a photoreceptor.
Each red dotted rectangle which contains multiple pixels (photorecep-
tors), represents the visual region of an ommatidium. 48
3.5 (a) Gamma kernel Γn,τ (t) where n = 6, τ = 9. (b) Impulse response
of temporal band-pass filter H(t) where n1 = 2, τ1 = 3, n2 = 6, τ2 = 9. 49
3.6 (a) Schematic illustration of relative position between A (x, y) and
B (x′, y′). α1 is the distance between A and B while θ is the angle
between line segment AB and the horizontal line. (b) Schematic il-
lustration of excitatory and inhibitory regions of the lateral inhibition
mechanism. 53
3.7 Representative frame at time t0 = 1000 ms whose resolution is 500
pixels (in horizontal) by 250 pixels (in vertical). The small target (the
black block) whose size and luminance are set as 5 × 5 pixels and
0, is moving against the cluttered background. The velocities of the
small target and background are all equal to 250 pixel/s, and arrow VT
and VB denote their motion directions, respectively. The tree which is
regarded as a large object, is also moving due to the background motion. 57
3.8 In each subplot, the horizontal axis denotes x coordinate while the
vertical axis represents neural outputs. (a) Input luminance signal
I(x, y0, t0). (b) Ommatidium output P (x, y0, t0). (c) LMC output
L(x, y0, t0). 57
3.9 In each subplot, the horizontal axis denotes x coordinate while the
vertical axis represents neural outputs. (a) Four inputs of the DSTMD
when the preferred direction θ is set as π, i.e., STm3(x, y0, t0), SMi1(n4,τ4)(x−
α, y0, t0), STm1(n5,τ5)(x, y0, t0) and S
Tm1
(n6,τ6)
(x − α, y0, t0). (b) Two inputs
of the ESTMD, i.e., S̃Tm3(x, y0, t0) and S̃Tm1(n3,τ3)(x, y0, t0). (c) DSTMD
output E(x, y0, t0, θ) when the preferred direction θ is equal to 0. (d)
ESTMD output D̃(x, y0, t0). 58













}. (b) ESTMD output D̃(x, y0, t0) without di-
rection selectivity. (c) DSTMD outputs at position x = 256 along eight
preferred directions. In the polar coordinate system, the angular coor-
dinate represents the preferred direction θ while the radial coordinate
denotes the STMD output. 59
3.11 External rectangle and neighboring background rectangle of a small
target. Arrow VT denotes the motion direction of the target. w repre-
sents target width while h stands for target height. 60
XII
3.12 Tuning properties of the DSTMD and ESTMD. In each subplot, the
horizontal axis represents one of target parameters (Weber Contrast,
velocity, width and height) while the vertical axis denotes normalized
model outputs. (a) Weber Contrast tuning curves. (b) Velocity tuning
curves. (c) Width tuning curves. (d) Height tuning curves. 60
3.13 Tuning properties of the TQD and TQD(LI). In each subplot, the hori-
zontal axis represents one of target parameters (Weber Contrast, veloc-
ity, width and height) while the vertical axis denotes normalized model
outputs. (a) Weber Contrast tuning curves. (b) Velocity tuning curves.
(c) Width tuning curves. (d) Height tuning curves. 62
3.14 Tuning properties of the proposed neural model under different pa-
rameter (n4, τ4). In this experiment, (n4, τ4) is set as (1, 5), (2, 10),
(3, 15), (4, 20), (5, 25), (6, 30) while the other parameters are fixed. In
each subplot, the horizontal axis represents one of the target parame-
ters (Weber Contrast, velocity, width and height) while the vertical axis
denotes normalized model outputs. (a) Weber Contrast tuning curves.
(b) Velocity tuning curves. (c) Width tuning curves. (d) Height tuning
curves. 64
3.15 Tuning properties of the proposed neural model under different pa-
rameter (n5, τ5). In this experiment, (n5, τ5) is set as (3, 15), (4, 20),
(5, 25), (6, 30), (7, 35), (8, 40) while the other parameters are fixed. In
each subplot, the horizontal axis represents one of the target parame-
ters (Weber Contrast, velocity, width and height) while the vertical axis
denotes normalized model outputs. (a) Weber Contrast tuning curves.
(b) Velocity tuning curves. (c) Width tuning curves. (d) Height tuning
curves. 65
3.16 Tuning properties of the proposed neural model under different param-
eter (σ4, σ5). In this experiment, (σ4, σ5) is set as (1.0, 2.0), (1.5, 3.0),
(2.3, 4.6), (2.8, 5.6), (3.7, 7.4) while the other parameters are fixed. In
each subplot, the horizontal axis represents one of the target parame-
ters (Weber Contrast, velocity, width and height) while the vertical axis
denotes normalized model outputs. (a) Weber Contrast tuning curves.
(b) Velocity tuning curves. (c) Width tuning curves. (d) Height tuning
curves. 66
3.17 Schematic illustration of the luminance changes of the position A and
B when a dark target successively passes position B (x′, y′) and A
(x, y). The red arrow denotes luminance decrease signal (OFF signal)
while the blue arrow represents luminance increase signal (ON signal).
Let α1, w and v stand for the distance between position A and B, target




3.18 Motion trace of the small target where color denotes the direction of
the strongest output of the proposed neural model. 67
3.19 (a)-(f) Normalized DSTMD outputs at the position A,B,C,D,E,F. In
each subplot, the angular coordinate represents the preferred motion
direction of the DSTMD while the radial coordinate denotes the strength
of the DSTMD output tuned to this preferred direction. 67
3.20 (a)-(f) Estimated motion direction (red) and actual motion direction
(blue) at the position A,B,C,D,E,F. In each subplot, the red line is
highly overlapped with the blue line. That is, the estimated motion
direction is quite close to the actual motion direction. 68
XIII
3.21 Representative frame of the input image sequence. The small target
is highlighted by the white circle. The white arrow VB denotes the
motion direction of the background. 69
3.22 Receiver operating characteristic (ROC) curves of the first three ex-
periments with respect to target luminance, sizes and velocities. (a)
Experiment 1, different target luminance. Legend ’ESTMD-0’ and
’DSTMD-0’ represent the ROC curves of the ESTMD and DSTMD
when target luminance equals to 0, respectively. Similar explanations
for other legends. (b) Experiment 2, different target sizes. Legend
’ESTMD-3’ and ’DSTMD-3’ represent the ROC curves of the ESTMD
and DSTMD when target size equals to 3×3 pixels, respectively. Simi-
lar explanations for other legends. (c) Experiment 3, different horizon-
tal velocities (V x
T
). Legend ’ESTMD-200’ and ’DSTMD-200’ repre-
sent the ROC curves of the ESTMD and DSTMD when the horizontal
velocity V x
T
equals to 200 pixel/s, respectively. Similar explanations
for other legends. 70
3.23 Experiment 4. (a) Representative frame of the input image sequence.
(b) Weber Contrast of the small target during time period t ∈ [0, 1000]
ms. (c) ROC curves of the ESTMD and DSTMD. (d) Motion direc-
tions detected by the DSTMD in the sample 510, 570, 600, 630, 700
frames. No motion direction detected by the ESTMD. (e) Actual mo-
tion directions in the sample 510, 570, 600, 630, 700 frames. (f) Motion
directions detected by the DSTMD from the 500th to the 700th frame.
(g) Actual motion directions from the 500th to the 700th frame. 71
3.24 Experiment 5. (a) Representative frame of the input image sequence.
(b) Weber Contrast of the small target during time period t ∈ [0, 1000]sms.
(c) ROC curves of the ESTMD and DSTMD. (d) Motion directions de-
tected by the DSTMD in the sample 510, 570, 600, 630, 700 frames.
No motion direction detected by the ESTMD. (e) Actual motion di-
rections in the sample 510, 570, 600, 630, 700 frames. (f) Motion
directions detected by the DSTMD from the 500th to the 700th frame.
(g) Actual motion directions from the 500th to the 700th frame. 72
3.25 (a) The 805th frame of the recorded image sequence. (b) The 861th
frame of the recorded image sequence. In the experimental scene,
a small black ball which is highlighted in the white circle, is pulled
by the experimenter with a transparent line. The pedestrians walking
against the background are also highlighted in the white circle. The
arrows VT and VP denote the motion directions of the small black ball
and pedestrians, respectively. 74
3.26 (a)-(c) ROC curves of the ESTMD and DSTMD for the three real im-
age sequences. (d)-(f) Motion directions detected by the DSTMD in
the sample 510, 570, 600, 630, 700 frames for the three real image
sequences. No motion direction detected by the ESTMD. 74
4.1 A small target is moving in the cluttered natural background which
contains a number of small-target-like features (or called fake fea-
tures). The small target and fake features all appear as small dim
speckles whose sizes vary from one pixel to a few pixels, since they
are far away from the animal/camera. 78
XIV
4.2 (a) Schematic illustration of the proposed visual system model (STMD+).
(b) Image processing of the proposed visual system model. (c) Direc-
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The dynamic visual world is often complex, with many motion cues at different
speeds, directions, distances and orientations, exhibiting various physical characteris-
tics such as size, colour, texture and shape. Being able to detect target motion in the
distance and early would put an entity (a robot or an animal) in a good position to
prepare for interaction/competition, for example, a flying insect searching for mates
in the distance. In the visual world, detecting visual motion in the distance and early
often means dealing with small targets with only one or a few pixels in size let alone
other physical characteristics (as shown in Fig. 1.1).
Small target motion detection1 has a wide variety of applications in defences,
surveillance, security and road safety. For instance, timely finding micro drones flying
over runways and shooting them down could protect airports from disruption. How-
ever, detecting small targets against cluttered moving backgrounds is always a chal-
lenge for artificial visual systems. The difficulty is reflected in two aspects: first, when
a target is far away from the observer/camera, it always appears as a small dim speckle
whose size may vary from one pixel to a few pixels in the field of view. In this size,
most of physical characteristics, such as color, shape and texture, are difficult to recog-
nize and cannot be used for motion detection. Second, small targets are often buried in
1Small target motion detection aims to detect objects of interest which move against cluttered natural environments and
appear as small dim speckles. The sizes of small dim speckles vary from 1 pixel to 10× 10 pixels, whereas other physical




Figure 1.1: An unmanned aerial vehicle (UAV) flying in the distance [1]. Since the
UAV is far away from the camera, it appears as a small dim speckle.
cluttered backgrounds and difficult to separate from small-target-like background fea-
tures. In addition, ego-motion may bring in further difficulties to small target motion
detection.
How to detect small target motion in cluttered moving backgrounds robustly with
limited resources? Research in insects’ visual system have revealed one effective so-
lution. Detecting small targets in naturally cluttered backgrounds is critical for many
insect species to search for mates or track prey. As the result of millions of years of
evolution, the small target motion detection visual systems in insects are both efficient
and reliable [10], [24], [25]. Dragonflies, as an example, can pursue small flying in-
sects with successful capture rates as high as 97% relying on their well evolved vision
system [26], [27]. Compared to the visual systems of primate animals, insects’ vi-
sual systems achieve amazing capability using relatively simple structures and a small
number of neurons. Insects’ visual pathways are ideal models for designing artificial
vision systems for small target motion detection.
In the insect’s visual system, a class of specific neurons, called small target motion
detectors (STMDs), have been identified as showing exquisite selectivity for small
targets (size selectivity) [17], [28], [29]. These STMD neurons give peak responses to
targets subtending 1◦−3◦ of the visual region, with no response to larger bars (typically
> 10◦) or to background movements represented by wide-field grating stimuli [28]. In
addition, some STMD neurons are directionally selective (direction selectivity) [13],
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[30]. They respond strongly to small target motion oriented along a preferred direction,
but show weak or no, even fully opponent response to null-direction motion. Null
direction is 180◦ from the preferred direction. Although the postsynaptic pathways of
the STMD neurons are still under investigation [31]–[33], it clear that knowing the
small target motion and its motion direction at the same time is an advantage in tasks
such as tracking mates or intercepting prey.
The electrophysiological knowledge about the STMD neurons revealed in the past
few decades, makes it possible to propose quantitative models. Wiederman et al. [34]
proposed elementary small target motion detector (ESTMD) to account for size selec-
tivity of the STMD neurons. However, the ESTMD did not consider direction selectiv-
ity and showed no different responses to small target motion oriented along different
directions. To address this issue, Wiederman and O’Carroll [35] mentioned that two
hybrid models, i.e., elementary motion detector (EMD)-ESTMD and ESTMD-EMD,
could exhibit both size and direction selectivities. In the follow-up studies [36]–[38],
these two hybrid models are used for target tracking. Although size selectivity was
investigated and direction selectivity was noted in these STMD models, there are still
four aspects of limitations.
1) The existing STMD models have not provided unified and rigorous mathemati-
cal description.
2) Wiederman et al. [34], [35] and Bagheri et al. [36]–[38] focused on size se-
lectivity, tracking mechanisms and non-directionally selective properties e.g.
velocity and contrast tuning. Since direction selectivity has not been system-
atically studied, characteristics and performance of the directionally selective
STMD models, are unclear.
3) The existing STMD models have not shown the capacity for encoding motion
direction of small targets.
4) The existing STMD models cannot discriminate small moving targets from
small-target-like background features, which means that their detection results
may contain a large number of false positives.
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To overcome the limitations of the existing STMD models, this thesis develops
three STMD-based neural models with unified and rigorous mathematical description,
which are named as Directionally Selective STMD (DSTMD), STMD Plus and Feed-
back STMD, respectively. Specifically, the DSTMD is devised to model the specific
STMD neurons with direction selectivity, and its directionally selective and nondirec-
tionally selective properties are systematically studied and tested. The directionally
selective outputs of the DSTMD are used to encode motion direction by a population
vector algorithm. To eliminate false positive background motion, the STMD Plus and
Feedback STMD are developed by visual cue integration mechanism and feedback
loop, respectively.
1.2 Organization of the Thesis
This thesis consists of six chapters. Chapter 1 gives the motivation and organiza-
tion of the dissertation. Chapter 2 summarizes the related work on modelling motion-
sensitive visual neurons. The main contributions of this thesis are contained in Chapter
3, 4 and 5, which presents the designed DTSMD, STMD Plus, and Feedback STMD,
respectively. In each of these three chapters, we will discuss the design motivation,
describe the proposed model, and demonstrate the experimental results. Chapter 6 fi-
nally summarizes the main contributions of this thesis and outlooks the possible future
work. The details in each chapter are summarized as follows.
Chapter 2 mainly reviews the related work on motion-sensitive neural modelling.
It first introduces the biological findings on three widely investigated motion-sensitive
neurons which show exquisite sensitivity to looming, wide-field motion, and small
target motion, respectively. Then the computational models of the three neurons and
their applications are separately summarized. In addition, we briefly discuss traditional
motion detection and small target motion detection approaches in engineering.
Chapter 3 presents a directionally selective STMD-based neural model (DSTMD)
for detecting small moving targets and estimating motion directions. It first introduces
the background and the overview of this study, and then formulate the newly developed
neural model. Finally, the experimental results are presented and discussed. This
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chapter is extended based on the publication [1] on the page V.
Chapter 4 proposes a visual system model (STMD Plus) for discriminating small
moving targets from background fake features. It first introduces the background and
indicates the problem. Following that, the structure and formulation of the proposed
visual system model are detailed. Finally, the experimental results are demonstrated
and discussed. This chapter is an enriched version of the contents published in [2] on
the page V.
Chapter 5 develops a feedback STMD-based neural model (Feedback STMD) for
small target discrimination against cluttered moving backgrounds. It first introduces
the background and indicate the shortages of the existing STMD-based models. Then
the developed feedback loop is described and formulated in details. After that, we
present the experimental results and discussions. This chapter is extended based on the
content published in [3] on the page V.
Chapter 6 summarizes the main research contributions of this dissertation and dis-




In the natural world, object motion always carries significant biological signifi-
cances. For example, fast approaching predators always appear as rapidly expanding
visual stimuli in the visual filed which can trigger the escape of prey [39], [40]. Motion
perception is particularly important for the survival of many animal species in critical
moments, such as to detect predators or to hunt for prey. As the result of millions
of years of evolution, the animals’ visual systems are efficient and robust to perceive
various motions in cluttered dynamic environments. The exquisite sensitivities of an-
imals for different motions, as revealed in the biological research, are coming from
a large number of specialized visual neurons, including small target motion detectors
(STMDs) [13], [18], lobula plate tangential cells (LPTCs) [41]–[43], and lobula giant
movement detectors (LGMDs) [44]–[46].
This chapter mainly reviews the related work on three widely investigated motion-
sensitive neurons which show preference to looming stimuli 1, wide-field motion 2,
small target motion 3, respectively. It begins with a brief introduction about the orga-
nization of the animals’ visual systems in Section 2.1. Following that, the biological
findings on the three motion-sensitive neurons and their computational models are sep-
arately summarized and discussed in Section 2.2, 2.3, and 2.4. Finally, Section 2.5 and
2.6 briefly summarize traditional motion detection and small target motion detection
approaches in engineering, and discuss the inability of the traditional detection meth-
1Looming stimuli stand for the expansion of objects in the visual field.
2Wide-field motion denotes the motion of objects or background which occupy large parts of the visual field.
3Small target motion refers to the motion of objects which appear as small speckles in the visual field.
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ods for small target detection against cluttered natural environments.
2.1 The Insects’ Visual Systems
In contrast to vertebrates, insects have compound eyes which consists, depending
on the species, of many hundreds to thousands of individual ommatidia (see Fig. 2.1).
Visual information perceived by the ommatidia is further processed in several layers
of neuropil including lamina, medulla, lobula and lobula plate, as illustrated in Fig.
2.2(a). These neural layers collectively form the optic lobe, where the lamina and the
medulla are arranged sequentially, while the lobulla and lobula plate are linked to the
medulla in parallel, together forming the lobula complex. Fig. 2.2(b) presents the
internal structures of the retina, lamina and medulla. Similar to the retina, the lamina
and medulla each are built from about 750 repetitive, retinotopically arranged units,
called cartridges and columns, respectively. The neural layers contain roughly 100
different cell types, most of which exist once per unit (ommatidium/cartridge/column).
The major cells types of each layer are separately introduced in Section 2.1.1, 2.1.2,
2.1.3 and 2.1.4.
(a) (b)
Figure 2.1: The compound eyes of the fly [2].
2.1.1 Retina
The compound eyes (or called the retina) of the insects are composed of a number
of ommatidia. As can be seen in Fig. 2.3, each ommatidium has its own little lens




Figure 2.2: (a) The fly optic lobe receives visual input from the ommatidia of the com-
pound eye (in red) and consists of several retinotopically arranged neuropils, called
lamina, medulla, lobula and lobula plate [3]. (b) In the fly visual system, spatial re-
lations among successive stages are strictly determined. Retinal ommatidia overlie
laminar cartridges, which in turn overlie medullay columns [4].
Figure 2.3: The basic anatomy of a single ommatidial unit [5].
R1-R6, and two inner, R7 and R8 [3], [4], [6]. The photoreceptors in each omma-
tidium receive photons from only a narrow angle, giving rise to a single image point.
Therefore the spatial resolution of the insect eyes is largely determined by the angular
separation between neighboring ommatidia [6]. Comparing to the vertebrate eyes, the
spatial resolution of the insect eyes is much lower, but they can provide insects with a
panoramic view of the world.
Inner and outer photoreceptors all act as visual information receptors, however,
they differ with respect to spectral sensitivity: R1-R6 show broad spectral sensitivity




Figure 2.4: (a) Schematic morphology of main cell types forming the motion pathway
in the fly optic lobe [6]. (b) Circuit diagram of the motion pathway of the fly optic
lobe [6].
toreceptors (R7 and R8) express more narrow spectral sensitivities, supporting color
vision [49]. In addition, the R1-R6 neurons relay visual information to the succes-
sive lamina layer, while the R7 and R8 neurons directly provide signal to the medulla
layer [50].
2.1.2 Lamina
The lamina contains five different monopolar cell types L1-L5 [51], which are
illustrated in Fig. 2.4. As can be seen, each of the R1-R6 is linked to L1-L3 neurons in
a single cartridge. Each cartridge, in turn, receives inputs from one each of the R1-R6
photoreceptor cell types [4].
Object motion always induces the spatial-temporal luminance changes in the retina.
The large monoplar cells (LMCs) have been demonstrated to be sensitive to these
motion-induced luminance changes. More precisely, the L1 and L2 hyperpolarize in
response to luminance increments and depolarize in response to decrements [52]–[55].
That is, the L1 and L2 may serve as temporal high-pass filters (or band-pass filters) to
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extract information about both luminance increase and decrease from the visual signals
provided by the photoreceptors [56], [57].
The L1 and L2 function similarly and their responses show no difference. How-
ever, the outputs of the L1 and L2 are applied to two parallel information processing
channels, one for luminance decrements and the other for luminance decrements [58]–
[60]. This point has been revealed in the biological experiment: when the synaptic
output from the L1 is blocked genetically, tangential cells of the lobula plate fail to
respond specifically to moving brightness increments while their responses to moving
brightness decrements are unaffected; Conversely, if the synaptic output from the L2 is
blocked, the tangential cells no longer respond to moving brightness decrements while
their responses to moving brightness increments are intact [53].
2.1.3 Medulla
The medulla layer contains more than 60 different cells which can be roughly
grouped into medulla intrinsic (Mi) neurons and trans-medulla (Tm) neurons [3]. Fig.
2.4 displays the identified medulla neurons involved in motion detection. As it is
shown, Tm1, Tm2 and Tm4 neurons receive inputs from the L2 cells while Tm3 and
Mi1 are postsynaptic to the L1 cells.
In medulla layer, two parallel channels selectively respond to luminance increase
and decrease caused by object motion [53], [54]. Further research indicates that these
two pathways are implemented by Tm1, Tm2, Tm3 and Mi1 [7]. Specifically, the Mi1
and Tm3 neurons respond selectively to brightness increments, with the response of
the Mi1 delayed relative to the Tm3; In contrast, the Tm1 and Tm2 neurons respond
selectively to brightness decrements, with the response of the Tm1 delayed compared
with the Tm2.
The Tm1, Tm2, Tm3 and Mi1 neurons are not directionally selective [7], [61],
[62]. Fig. 2.5 presents the responses of the four neurons to light and dark bars moving
in different directions. As it is shown, all four neurons exhibit a strong response to
moving bars and the amplitude of the responses is independent of motion direction.




Figure 2.5: Mi1, Tm3, Tm1 and Tm2 are not directionally selective [7]. (a) Top: re-
sponse of an Mi1 neuron to a white bar moving rightwards, upwards, leftwards and
downwards at 100◦/s on a dark background. Bottom: same as top for a Tm3 neuron.
(b) Top: response of a Tm1 neuron to a black bar moving rightwards, upwards, left-
wards and downwards at 100◦/s on a light background. Bottom: same as top for a
Tm2 neuron.
in deeper neural layer, i.e., the lobula.
2.1.4 Lobula
The connection from the medulla to the lobula layer are provide by T4 and T5 cells
[63]–[65], as we can see from Fig. 2.4(a). To be more precise, Mi1 and Tm3 synapses
on the dendrites of the T4 cells whereas Tm1 and Tm2 synapse onto the dendrites
of T5 cells. That is, T4 cell receives input from the Mi1 and Tm3, then provide its
output to the lobula, while T5 cell collects the outputs of Tm1 and Tm2. T4 cells
are found to be selective to luminance increase while T5 cells respond exclusively to
luminance decrease [41]. In addition, both T4 and T5 cells are directionally selective,
each of which contains four distinct types responding selectively to one of four cardinal
directions, i.e., front-to-back, back-to-front, upward, downward (see Fig. 2.4(b)).
The lobula layer contains numerous specialized cells which integrate signals from
previous layers and respond to different features of the visual world. The best char-
acterized motion-sensitive neurons include lobula plate tangential cells, small target
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motion detectors, locust giant motion detectors and rotation-sensitive neurons which
selectively respond to wide-field motion, small target motion, and looming, respec-
tively. These three neural types are introduced in the following sections.
2.2 Looming-sensitive Neurons
Biological Background: A group of large interneurons called the lobula giant move-
ment detectors (LGMDs) has been found in the the lobula layer of locusts [44]–[46].
These LGMDs respond most strongly to looming stimuli over other kinds of visual
challenges like receding and translating movements [66]–[68]. Fig. 2.6(a) presents the
experimental setup to record LGMD neural responses to visual stimuli. As it is shown,
looming stimuli always induce expansion of visual patterns in the retina, whereas re-
ceding stimuli result in contraction of patterns. In the biological experiments, expand-
ing and contracting visual patterns displayed on the CRT screen are used to simulate
looming and receding objects to elicit the LGMD responses. The responses of the
LGMDs to the looming stimuli are illustrated in Fig. 2.6(b). It can be seen that the
LGMDs fire a vigorous burst of action potentials to the looming object, where the
strength of the response is positively correlated to the angular subtense of the object
(2θ).
The LGMD neurons have similar neuromorphology as well as neural characteris-
tics and functionalities, but they still show small differences. For example, LGMD1
[44] and LGMD2 [45], two well characterized LGMD neurons where the LGMD2
neuron is a neighbouring partner to the LGMD1, differ in their looming selectivity.
More precisely, the LGMD2 neuron is only sensitive to darker looming objects whilst
not responding to oncoming brighter objects against dark background. Compared with
the LGMD2 neuron, the LGMD1 neuron can respond to either dark or light approach-
ing objects [45]. The recent research [68] which has investigated the pre-synaptic
neuropile layer of the medulla in the locusts’ visual systems, found that the specific
looming selectivity of the LGMDs is formed well in the pre-synaptic fields. Despite of





Figure 2.6: (a) Looming and receding corresponded to optical flow of expansion and
contraction [8]. (i) Looming stimuli: l was the half-size of the object, v was the ap-
proach speed, L was the initial distance and θ is the angular size of the object in de-
grees. (ii) Receding stimulus. (b) LGMD responses to looming stimuli [9]. Top,
schematic of visual stimulus. Note the non-linear increase in angular subtense (2θ),
characteristic of looming stimuli. Middle, spike rasters of the LGMD responses to
looming stimuli. Bottom, mean instantaneous firing rate (f ) of LGMD looming re-
sponse. Shaded area is ± SEM.
Computational Model: Rind and Bramwell [67] proposed a functional neural model
based on the LGMDs input circuitry. This neural model showed the same selectivity
as the LGMD neuron for approaching rather than receding objects and responded best
to objects approaching on collision rather than near-miss trajectories. The expanding
edges of colliding objects and the lateral inhibition were the key features computed by
the model. However, this LGMD-based neural model was either challenged only by
pure computer generated visual stimuli [67], or tested in a simple, structured environ-
ment [69]. In addition, the success rate of the neural model for collision avoidance was
still unsatisfying, about 69% in the tested occasions [70]. To increase the success rate
in dealing with colliding objects against a complex background, Yue and Rind [10]
further developed a LGMD-based collision detecting neural model with a new mecha-
13
CHAPTER 2. BACKGROUND
Figure 2.7: Schematic illustration of the LGMD-based neural model for collision de-
tection [10]. There are five groups of cells and two single cells: Photoreceptor cells
(P); excitatory and inhibitory cells (E and I); summing cells (S); grouping cells (G); the
LGMD cell; and the feed forward inhibition cell (FFI). The input of the P cells is the
luminance change. Lateral inhibition is indicated with dotted lines and has one frame
delay. Excitation is indicated with black lines and has no delay. The FFI also has one
frame delay. The input to FFI is luminance change from photoreceptor cells.
Figure 2.8: Sample of trajectories of the robot in each experiment in the ”forest” [11].
The green lines represent the trajectories of the robot. The initial place of the obstacles
are shown as red circles.
nism processing the excitations (refer to pixels with higher value hereafter) before the
LGMD cell gathers excitations (see Fig. 2.7). The new mechanism favors grouped
excitations by enhancing them and allowing them to reach to the next layer without
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decay; however, the isolated excitations is not enhanced and is, therefore, subject to
decay. When embedded in a vision-based autonomous micro-robot [11], the neural
model has demonstrated its low computational complexity and ability to work under
extremely bright or dark conditions (see Fig. 2.8). To enhanced the selectivity for
looming and reduce the response to receding and translating objects, Fu et al. [71] in-
troduced the ON and OFF pathways for parallel processing excitations and inhibitions.
Apart from these models, a number of derivatives based on the work of Rind [67]
has also been proposed by introducing new methods to enhance the collision selectiv-
ity for approaching objects [72], new layers to reduce environmental noise [73], new
mechanism to enhance the performance in high degree of complexity required scenar-
ios [74]. These models have been implemented in hardware like the FPGA [75], as
well as applied to collision detection on cars [76] and mobile robots [77].
In contrast, Gabbiani et al. [78]–[80] pointed out that the selectivity of the LGMDs
for looming stimuli is shaped by the non-linear interactions between the excitations
and inhibitions rather the lateral inhibition supported by Rind et al. [67]. In addition,
the calculations of feedforward excitation/inhibition may be closely related to the an-
gular speed/size of looming objects within visual filed [81]. Based on these points of
view, a variant of LGMD models have been proposed to reproduce neural responses
and solve the problem of collision detection. Keil [82], [83] developed a mathemati-
cal LGMD model to reveal the relationship of the LGMD responses with the angular
speed/size and power laws. Badia et al. [84] incorporated the non-linear elementary
motion detectors in the neural model to sense and avoid potential collision. This model
was further improved to fit the non-linear properties of the LGMDs [85], and exhibited
invariance of collision detection to looming stimuli with varied shapes, textures and
approaching angles [86]. Stafford et al. [87] also applied similar strategies to construct
collision detecting LGMD model and applied it in driving scenarios.
Summary: The general concept of the above LGMD-based neural models for collision
detection is comparing the summation of luminance changes over the whole visual
filed with a preset threshold. To calculate luminance changes, these models always
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assumes the background is static, which is difficult to satisfy in real applications such
as unmanned vehicles. Although these neural models can detect looming objects, they
are incapable of discriminating small target motion from cluttered moving background,
and do not show size selectivity and direction selectivity.
2.3 Wide-field-motion-sensitive Neurons
Biological Background: In the lobula plate, large neurons have been found integrat-
ing locally directionally selective T4 and T5 neural outputs from many hundreds or
thousands of medulla columns [88], [89]. These neurons called lobula plate tangential
cells (LPTCs), are sensitive to wide-field motion and send motion information to the
central brain [41]–[43]. The LPTCs can be generally categorized into vertical and hor-
izontal systems, where the LPTCs of the vertical system are most sensitive to vertical
motion while the LPTCs of the horizontal system are tuned to horizontal motion [42],
[43], [90].
Computational Models: A wide-field LPTC can be modelled by an array of Hassenstein-
Reichardt correlators (HRC), each of which focuses on a small part of the visual
field [91]. The HRC model also called (EMD), was inferred from quantitative behav-
ioral studies of the beetle [92]. The schematics of the HRC and fully opponent HRC
models are illustrated in Fig. 2.9. As it is shown, the HRC model produces a large
response to an object moving along the preferred direction, utilizing the multiplication
of two spatially separated signals generated by object motion, one of which has been
delayed in time. In contrast, the null-direction motion cannot elicit the response of the
HRC model, since the null-direction motion always results in reverse chronological or-
der of the the two input signal, which means that they are unable to coincide at the same
time at the multiplication step (see Fig. 2.9(b)). To produce responses to objects mov-
ing along both preferred and null directions, two HRC models are combined together
in a mirror-symmetric manner as displayed in Fig. 2.9(c)-(d). The output of the fully
opponent HRC model is defined by the subtraction of the two mirror-symmetric sub-



































Preferred Direction Null Direction
t1 t1
Figure 2.9: Schematics of motion detection of the HRC model and fully opponent
HRC. The top panel shows a bar moving in either preferred direction (left panels) or
null direction (right panels). The bar crosses the two gray areas (A, B) at two sequential
times (t1, t2). (a) For the HRC model, when the bar moving in the preferred direction
passes the first photoreceptor, it generates a signal, which is then delayed such that
it arrives at a downstream multiplier element coincident with the signal from the bar
passing the second photoreceptor; these signals are then multiplied to generate a larger
signal. (b) When the bar is moving in the null direction, the two signals of the HRC do
not arrive at the same time, and the multiplication step does not generate a response.
(c)-(d) Fully opponent HRC model consists of two mirror-symmetrical subunits to
generate a positive signal for preferred-direction motion and negative signal for null-
direction motion.
motion.
The HRC model is able to faithfully replicate the observed behaviors of the in-
sects [92], but the neural circuits implementing this computation remains under inves-
tigation. Recent biological research has identified two parallel channels which sep-
arately process luminance increase (ON) and decrease (OFF) signals in the insect’s































































































Figure 2.10: (a) A 4-Quadrant-Detector model [12]. Splitting the input into luminance
increase (ON) and decrease (OFF) components leads to four parallel channels, one for
each combination of input signals (ON-ON, ON-OFF, OFF-ON, OFF-OFF). Each of
the four subunits replicates the structure of the HRC model. This model is mathe-
matically identical to the original HRC model. (b) A 2-Quadrant-Detector [12]. Only
combinations of the same-type signals are processed (ON-ON, OFF-OFF).
is separated into luminance increase and decrease components by a half-wave recti-
fier. The separated components are then processed parallelly and combined in possi-
ble pairs, giving rise to two alternative models shown in Fig. 2.10. The first model,
the ”4-Quadrant-Detector” is composed of four parallel HRC models that cover all
four possible combinations of luminance increase and decrease signals from two pho-
toreceptors (ON-ON, ON-OFF, OFF-ON, and OFF-OFF). The 4-Quadrant-Detector is
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mathematically equivalent to the original HRC model. The second model called 2-
Quadrant-Detector [93], only contains two parallel HRC models to process the same-
type signals from two photoreceptors (ON-ON, OFF-OFF). Both 4-Quadrant-Detector
and 2-Quadrant-Detector are motion-sensitive, but it is still controversial which model
exists in the insect’s visual systems. In the further experiments which used apparent
motion stimuli 4 as visual inputs, the insects’ visual systems has been found exhibiting
not only positive responses to ON-ON and OFF-OFF sequences, but also negative re-
sponses to ON-OFF and OFF-ON sequences [94], [95]. This finding provides a support
for the existence of the 4-Quadrant-Detector. However, Eichner et al. indicate that the
2-Quadrant-Detector could also respond to ON-OFF and OFF-ON sequences if a small
amount of information about the average luminance level (called DC components) is
mixed with luminance change signals as model input [12]. That is, the existence of
the 2-Quadrant-Detector cannot be ruled out in the insects’ visual systems. In contrast,
Clark et al. advocate for a Weighted-Quadrant-Detector which contains six weighted
HRC models to process six pairs of luminance increase and decrease signals (ON-ON,
OFF-OFF, OFF-ON, ON-ON, OFF-OFF, ON-OFF). The Weighted-Quadrant-Detector
is sensitive an illusory percept ”reverse phi”, revealing that it may be widely used for
motion detection in the visual systems. [54].
Summary: The HRC model and its extensions are generally termed correlation de-
tectors which compute a spatiotemporal correlation between the input intensities at
two or multiple separate locations for motion detection. Correlation detectors have
the advantage of an intuitive description in the insects’ visual systems, and could be
applied in velocity estimation [96]–[98], collision avoidance [99], [100] as well as ob-
ject tracking [101], [102]. However, their responses depend on not only velocity, but
also texture and contrast of objects. Thus, they cannot measure the velocity of objects
accurately [99]. In addition, these models are sensitive to object motion, nevertheless
they are unable to distinguish small moving objects from large ones.
4Apparent motion stimuli denotes that the the brightness in two adjacent bars is stepped sequentially from an intermediate
level, that is also present in the surround, to either a high (ON-Step) or to a low (OFF-Step) level.
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Figure 2.11: An object that is close and small subtends the same size on the retina (α
degrees) as one that is far away and big [2].
2.4 Small-target-motion-sensitive Neurons
Visual neurons which preferentially respond to small objects have been found in
a wide range of animal species, such as cat [103]–[105], monkey [106]–[108], pi-
geon [109]–[111], toad [112], locust [113], [114], hoverfly [115], hawkmonth [116],
[117], dragonfly [30], [118], [119], blowfly [19], [120]. These visual neurons differ in
the size of their receptive fields 5 and the preferred size of the objects [21]. For exam-
ple, the STMD neurons in dragonflies or hoverflies respond most strongly to objects
subtending 1◦ − 3◦ of the visual field (as illustrated in Fig. 2.11) [13], [18]. With the
increase of object size, the STMD neural response will gradually decrease, and even-
tually vanish completely for objects occupying > 10◦ of the visual field or wide-field
stimuli such as grating. As a comparison, other visual neurons like figure detection
(FD) cells of blowflies, give peak responses to objects which occupy 6◦ − 12◦ of the
visual field and still may respond, although at a considerably lower level, to wide-field
stimuli [121]–[123].
In Section 2.4.1 and 2.4.2, we separately review the related work on two extensively
studied small-target-motion-sensitive neurons, i.e., the STMD neurons and FD cells.
Each section begins with an introduction about the biological properties of the neuron,
then the computational models are summarized and discussed.
5The receptive field of an individual visual neuron is the particular region of the the visual field in which a stimulus will





Figure 2.12: Size selectivity of the STMDs [13]. (a) Raw neural responses of a STMD
to bars of four different heights (0.8◦ wide by 0.2◦−75◦ high) moving through the cen-
ter of the receptive field at 50◦/s. The soild bars and arrows represent the peri-stimulus
duration and direction of target motion. (b) Normalized STMD neural response (mean
± SEM) to targets of different heights for male (solid line, n = 20) and female (dashed
line, n = 3). n denotes sample number.
2.4.1 Small Target Motion Detectors
Biological Background: Small target motion detectors (STMDs), a class of special-
ized neurons found in the fly visual system, display exquisite sensitivity to small mov-
ing targets against cluttered background [17]. Although the underlying mechanisms for
such remarkable small-target sensitivity remain unclear, some basic functional proper-
ties of the STMDs have been described, including size selectivity, robustness, direction
selectivity and velocity selectivity.




Figure 2.13: Local spatial inhibition [14]. (a) Top: raw spiking response to a single
0.9◦× 0.9◦ target drifting at 55◦/s from left to right. Middle: the response of the same
neuron is attenuated when a distracter target is added at separation (measured center to
center). Bottom: the response is restored when the two targets are separated by 9◦. The
long bar beneath the trace indicates the peristimulus duration (2 s) of the primary target
(solid line) and distracter target (dashed line), and the short bar indicates the 200 ms
(11◦) analysis window. (b) Neural responses with respect to target separation [mean
(N ) ± SEM, N = 8], where the responses were determined by averaging the spike
rates within a 200 ms analysis window. In each trial, the distracter target was separated
vertically from the primary target as indicated by the x-axis (distances measured center
to center). Negative values indicate that the distracter target drifted below the primary
target; positive values indicate that it drifted above (see pictogram). At a separation of
0◦, the distracter target overlaid the primary target. The spontaneous rate is shown by
the dashed line.
are in a specific range. To demonstrate size selectivity of the STMDs, black
moving bars with different heights are used as visual stimuli in the experiment.
As shown in Fig. 2.12(a), the STMD neuron fires a vigorous burst of action
potentials only when a optimal-sized target (0.8◦ × 1.6◦) passes through the
receptive field. The responses of the STMD to larger targets (0.8◦ × 20◦ and
0.8◦ × 75◦) are much weaker or even vanish completely. Fig. 2.12(b) presents
the normalized STMD neural responses with respect to the bar height. As can be
seen, the STMDs exhibit strong size selectivity, where the male STMD has an
optimum target height of 1.6◦, while the female STMD shows a preference for
larger target height, about 8◦. The selectivity of the STMDs for small moving
targets, as revealed in [14], may come from a lateral inhibition mechanism.
To reveal the role of the lateral inhibition in size selectivity, the STMD neural





Figure 2.14: The responses of STMDs to a small target against blank background
and cluttered background [15]. (a) The response of a STMD to a dark high-contrast
target (0.8◦ × 0.8◦) traversing a blank background from left to right at 50◦/s. (b)
The response of the same STMD to the same target conditions, but with the blank
background exchanged with a cluttered background moving right at the same velocity
50◦/s. The cluttered background has high contrast and spatial statistics similar to those
of natural scenes [16].
recorded and presented in Fig. 2.13. As it is shown, the STMD neuron exhibits
strong response to the primary target in the case of separation 0◦. However, the
response is significantly suppressed by up to 50% when a distracter target is
moving at the separation of 3.5◦ to the primary target. As the increase of the
separation between the two targets, the neural response gradually restores and
reaches the original strength at separation of 9◦. These findings indicate that a
lateral inhibition mechanism plays an important role in size selectivity of the
STMDs.
2) Robustness means that the STMDs continue to respond robustly to small targets
in the presence of background clutter. Fig. 2.14 displays the STMD reponses
to a small target in the blank and cluttered backgrounds. Comparing these two
subplots, we can find that the STMD responses still remain strong and robust
when the small target and the cluttered background move at the same velocity.
The relative motion between the object and the background has been considered
an important cue for visual neurons to discriminate moving objects, such as fig-
23
CHAPTER 2. BACKGROUND
Figure 2.15: Raw neural responses of a STMD to bars of three different heights (0.8◦
wide by 0.8◦, 3◦, 15◦ high) moving leftward or rightward [17]. The soild bars and
arrows represent the peri-stimulus duration and direction of target motion.
ure detection (FD) cells 6 [120], [125], [126] and object motion sensitive (OMS)
cells [127]. These neurons receive inhibition from wide-field motion to achieve
selectivity for moving objects, so they can only detect objects which have rela-
tive movement to the background [122], [127]–[130]. In contrast, the STMDs
are able to discriminate small targets against cluttered background without rel-
ative motion, which means that the STMDs do not receive wide-field inhibition
and use a different mechanism to discriminate small targets. As revealed in [14],
this mechanism may be a local lateral inhibition.
3) Direction selectivity refers to that the neuron only respond to objects that are
moving in a preferred direction. Fig. 2.15 presents an example for determining
the preferred direction of a STMD neuron. In the experiment, black bars with
different heights moving leftward or rightward are used as visual stimuli. As
can be seen, the STMD neuron shows a preference for leftward motion. More
precisely, the STMD responds vigorously to the leftward motion of the optimal-
6In biology, a figure refers to a closed area of visual field wherein the spatiotemporal statistics of motion are distinct from




Figure 2.16: The recorded response of the STMDs to target velocity [18]. Two target
sizes were used: 0.8◦ × 0.8◦ (red circles, solid line) and 8◦ wide × 0.8◦ high (green
triangles, broken line). Error bars denote standard error of the mean (sample number
n = 4).
size bar (0.8◦ × 3◦), but exhibits almost no response to the bars moving from
left to right regardless of their heights.
4) Velocity selectivity stands for that the neuron only respond to objects whose
velocities are in a specific range. To demonstrate the velocity selectivity of the
STMDs, the neural responses to different target velocities are recorded and il-
lustrated in Fig. 2.16. For the target whose size is equal to 0.8◦ × 0.8◦, the
STMDs exhibits strong responses to velocities ranging from 6◦/s to 600◦/s
where the maximum response is reached at 60◦/s. As the increase of target
width, the peak has shifted to a higher velocity about 190◦/s.
Computational Models: Wiederman et.al. developed elementary small target motion
detector (ESTMD) to account for size selectivity of the STMDs. The schematic of the
ESTMD is illustrated in Fig. 2.17. In the ESTMD, luminance change signals from
a single photoreceptor are separated into increase and decrease components by two
half-wave rectifiers. To suppress the luminance changes caused by large objects, the
separated luminance increase and decreased are further laterally inhibited. Then the
luminance decrease component is temporally delayed and multiplied with the lumi-
nance increase component to produce a large response to small dark moving targets.























































Figure 2.17: Schematic of the ESTMD model. In the model, information about lumi-
nance changes from a single photoreceptor is split into luminance increase (positive
part) and decrease components (negative part) by two half-wave rectifiers. The two
components are further laterally inhibited, finally multiplied together where the de-
crease component is temporally delayed.
rections of moving targets, since it only uses the information from a single photore-
ceptor [131]. To address this issue, two hybrid models including ESTMD-EMD and
EMD-ESTMD, have been proposed by cascading ESTMD with EMD [35]. Fig. 2.18
shows the schematics of the ESTMD-EMD and EMD-ESTMD models, where direc-
tion and size selectivities are introduced by the EMD and ESTMD units, respectively.
Although these models provide a possible solution for modelling direction selectivity,
their directionally selective characteristics and performances have not been systemat-
ically investigated in [35]–[38]. Moreover, these models are still incapable of encod-
ing motion directions of small targets. To address these issues, we proposed a new
directionally selective STMD-based neural model (DSTMD) [132] with unified and
rigorous mathematical description. In the DSTMD, both directionally selective and
nondirectionally selective properties have been systematically studied and tested. The
outputs of the DSTMD are further used to encode motion directions of small moving
objects by a population vector algorithm. However, the DSTMD and existing STMD-
based models only extract motion information for small target detection, so they are un-
able to discriminate small moving targets from small-target-like background features,
meaning that their detection results always contain a number of false positives. To





























































































Figure 2.18: Schematics of two hybrid detectors, i.e., ESTMD-EMD and EMD-
ESTMD. (a) The ESTMD-EMD model cascades two ESTMDwith an EMD where
the outputs of the two ESTMD are fed into the EMD for introducing direction selec-
tivity. (b) The EMD-ESTMD model cascades two EMD with a ESTMD where the
directionally selective outputs of the two EMD are applied to the ESTMD for size
selectivity.
combining motion information with directional contrast. Specifically, small targets are
successfully discriminated from the false positives by comparing the changes of direc-
tional contrast on their motion traces. Since the motion trace recording for all detected
objects is computationally intensive, we developed a feedback STMD-based model
(Feedback STMD) to overcome this limitation [134]. A feedback loop that applies the
model output to the previous layer is designed to eliminate background fake features
and avoid intensive computational cost for motion trace recording.
Summary: The above models all satisfy the basic properties of the STMD neurons
such as size selectivity and/or direction selectivity by similar mechanisms. More pre-
cisely, a strong lateral inhibition mechanism formulated as a difference of Gaussians
(DoG) is implemented on the model outputs for size selectivity, whereas the signals




Figure 2.19: (a) Responses of the FD cells with respect to different object widths [19].
(b) Wiring sketch of the FD1 cell input circuit [20]. Motion-sensitive elements of
the right FD1 circuit that have a horizontally preferred direction. The FD1 cell and
most of its presynaptic elements presumably receive retinotopic motion input (thick
gray lines) from large parts of one eye. The right vCH cell inhibits the FD1 cell and
receives itself excitatory and inhibitory input from motion sensitive LPTCs of both
brain hemispheres. The left H1 and left H2 excite the right vCH cell, whereas the left
Hu cell inhibits it. The right HSE cell and the right HSS cell are electrically coupled to
the right vCH cell. FD1, HSE, and HSS are output neurons of the optic lobe, whereas
H1, H2, Hu, and vCH connect exclusively to other LPTCs.
for direction selectivity. Although these models have demonstrated the reliable ability
to detect small moving targets against cluttered backgrounds, it still needs to be noted
that they are entirely reliant on an objects contrast against background. They do fail to
detect a small moving object if the object has no contrast to its background.
2.4.2 Figure Detection Neurons
Biological Background: Figure detection cells (FD cells), one class of lobula plate
tangential cells, have also been demonstrated preferentially responding to small ob-
jects [120], [122], [123], [125], [126]. Compared to the STMD neurons, the FD cells
prefer larger moving objects. More precisely, the preferred object size of the FD cells
ranges from 6◦ to 12◦ [21], [126], as shown in Fig. 2.19(a), whereas the STMD neurons
exhibit strongest response to objects as small as 1◦− 3◦ [17], [28]. In addition, the FD
cells discriminate small moving objects from cluttered background, as long as there
is relative motion cues. On the contrary, the STMD neurons can detect small mov-
ing objects regardless of whether objects have relative movement to the background.
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Figure 2.20: Schematic of the small-field model. Luminance signals from photorecep-
tors (PRs) are input into an array of elementary motion detectors (EMD array). The
EMD outputs are split into positive and negative components and summed across the
entire visual field by direction-selective monocular pool cells (P+ and P-) and then
clockwise (Pcw) and counter-clockwise (Pccw) binocular pool cells. These direction-
ally selective binocular pool cells then interact via shunting inhibition with individ-
ual motion-detector output channels, which are then summed by the final small-field-
sensitive output unit. Excitatory and inhibitory synapses are shown as black and white
triangles, respectively. Shunting inhibition is shown by gray triangles. S indicates a
sum. Dashed lines indicate possible contralateral interactions. This figure is adapted
from [13].
These results suggest that in contrast with the STMD neurons, the FD cells may use
a different mechanism to shape size selectivity. Further research [21], [135] revealed
that size selectivity of the FD cells primarily comes from the inhibition from wide-field
tangential neurons. Fig. 2.19(b) demonstrates the wiring sketch of the FD cell input
circuit. As can be seen, the vCH cell [135] respond to wide-field motion by integrating
excitatory and inhibitory inputs from other neurons including HSE, HSS, H1, H2 and
Hu cells [136]–[138]. The outputs of the vCH cell are fed into the FD cell to inhibit
background motion and mediate responses to small objects. If the inhibition from the
vCH cell is removed, the size selectivity of the FD cell will be lost [135].
Computational Models: A few models, called small-field systems [126], [139]–[141],
have been proposed to simulate the FD cells. These models are composed of four sub-
systems including photoreceptors, elementary motion detectors (EMDs), wide-field
neuron and small-field neuron, i.e., the FD cell. Luminance signals are received by
the photoreceptors, then applied to the array of the EMDs for extracting motion in-
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Figure 2.21: Schematics of potential circuits of the input organisation of an FD-
cell [21]. The FD-cell receives excitatory retinotopic input from motion sensitive
elements. Inhibitory input of the FD-cell is mediated by the vCH-cell via HS-cells.
For simplicity, only one of the two HS-cells that provide input to the vCH neuron is
shown in this sketch. The coupling between the HS-cells and the vCH-cell is shown
to be dendro-dendritic and occurs via gap junctions. (a) The vCH inhibits the FD-cell
after spatial pooling (direct pooled inhibition, DPI). (b) The vCH inhibits the FD-cell
dendro-dendritically in a distributed way (direct distributed inhibition, DDI). (c) The
vCH inhibits the retinotopic input elements of the FD-cell in a distributed way (indirect
distributed inhibition, IDI).
formation at each pixel. The wide-field and small-field neurons integrate the outputs
of the EMD array to detect background motion and object motion, respectively. The
outputs of the wide-field neuron are further fed into the small-field neuron via shunting
inhibition. Fig. 2.20 illustrates the schematic of the small-field system. As is shown,
the small-field neuron receives input from the EMD array, as well as inhibitory input
from the wide-field neuron (Pcw, Pccw) to shape selectivity for small objects. These
small-field systems were modified to allow a simulated fly to track a small moving
target in a virtual environment [141]. Although these systems exhibit preference for
small objects, the spatial distributed interactions in the input circuit of the FD cell re-
main unclear. To solve this issue, Hennig et al. [21] analyzed three wiring schemes of
the input circuits of the FD cells, as displayed in Fig. 2.21. The experimental results
demonstrate that the latter two wiring schemes, i.e., direct distributed inhibition and in-
direct distributed inhibition, can account well for size selectivity of the FD cells and the
dependence of their responses on the relative velocity between object and background.
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To reproduce the time-dependent responses of the FD cell to dynamically naturalistic
stimuli, Hennig et al. [20] developed a model of the FD and its input circuit, where the
model parameters were optimized according to the electrophysiological experiments.
Summary: The above models are able to reproduce properties of the FD cell and
detect small moving objects, but their detection performances are highly dependent
on velocity difference between moving objects and background. When moving ob-
jects and background are relatively static, these FD-based models would be powerless
whereas those STMD-based models could still perform well. In addition, the size se-
lectivity of the FD-based models is shaped by the inhibition of background motion.
In relatively simple background such as grating, the stable background inhibition can
effectively induce size selectivity. However, it would be difficult to be maintained in
complex natural backgrounds which cannot provide sustainable and stable inhibition.
2.5 Traditional Motion Detection Methods
Traditional motion detection methods such as optical flow [142], background sub-
traction [143] and temporal differencing [144], have been developed to detect normal-
sized objects like pedestrians and vehicles. They utilize physical characteristics includ-
ing shape, color and texture, to segment regions corresponding to moving objects from
the background. Nonetheless, these methods would be powerless for objects that are
as small as one pixel or a few pixels, because it is difficult to identify objects’ physical
characteristics in such small sizes. Additionally, the above-mentioned methods may
not work for cluttered moving backgrounds, as small moving objects could be sub-
merged among the pixel error when applying background motion compensation [145].
Three traditional motion detection methods including optical flow, background sub-




Optical flow refers to the pattern of apparent motion of objects in visual scene
caused by the relative motion between an observer and the objects, and can also be
defined as the distribution of apparent velocities of movement of brightness patterns in
an image [146]. The definition originates from a physiological description of the visual
perception of the world through image formation on the retina [147]. The optical flow
estimation methods always assume that the intensity of each pixel remains constant
during displacement, i.e., brightness constancy constraint. Specifically, let I : Ω×T →
R denote an image sequence, where Ω ⊂ R2 and T is the sampled time interval of the
sequence. The brightness constancy constraint can be given by
dI
dt
(x, y, t) = 0. (2.1)

































The above equation can be rewritten as vector form
∇I(x) · w(x) + It(x) = 0 (2.5)




)>, It = ∂I∂t , and · denotes the
inner product.
Obviously, two unknown components of optical flow w(x) cannot be recovered
only by Eq. (2.5), so an additional spatial coherency constraint on w(x) needs to be
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introduced to make the problem well-posed. To combine with the newly introduced
constraint, the brightness constancy constraint is always formulated as a penalty term,
ρdata(x, I1, I2, w) = φ(I2(x+ w(x))− I1(x)) (2.6)
where I1 = I(·, t) and I2 = I(·, t + 1) represent two successive frames; φ(·) is a
penalty function. Since I2(x + w(x)) − I1(x) is the discrete form of dIdt (x, t) which
can be approximated by ∇I(x) · w(x) + It(x), the above equation is rewritten as
ρdata(x, I1, I2, w) = φ(∇I(x) · w(x) + It(x)). (2.7)
The spatial coherency constraint is introduced and imposed in either local or global
regions, resulting in two different methods, i.e., parametric approaches [148]–[152]
and regularized models [146], [153]–[155].
The parametric approaches restrict the problem in a small subregion of the image
R ⊆ Ω. In the subregion R, the optical flow w is assumed to be characterized by the






where b = {bk(x)|k ∈ [1, K], bk(x) ∈ R2} are basis functions andα(x) = {αk(x)|k ∈
[1, K]} are parameters. Because of the spatial constancy constraint, all pixels in subre-
gionR have the same motion vector w(x), i.e., the same parameter α. The problem is
transformed to find the optimal parameter α by minimizing the summation ρdataof each
pixel in subregionR. That is,




g(x)ρdata(x, I1, I2, wα) (2.9)
where g(x) is a weighting function.
The regularized models add a regularization term with the penalty term and mini-
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ρdata(x, I1, I2, wα) + λρreg(x, w)dx (2.10)
where λ is a tuning parameter and ρreg(x, w) denotes the regularization term. In gen-
eral, ρreg(x, w) is designed to smooth w in regions of coherent motion while preserve
discontinuities at the boundaries of moving objects.
2.5.2 Background Subtraction
Background subtraction methods first estimate a reference image without moving
objects (called background image) from the temporal sequence of the input frames.
Then moving objects is detected by calculating the difference between the current
frame and background image. That is,
D(x, y, t) = |I(x, y, t)− IB(x, y, t)| (2.11)
where D(x, y, t), I(x, y, t) and IB(x, y, t) represent the difference image, input frame
and background image, respectively. The performance of background subtraction
methods is largely dependent on the estimated background image. In dynamic scene,
the background image needs to be regularly updated to adapt to varying luminance con-
ditions and geometry settings [156]. A number of methods have been developed to ef-
fectively estimate background images. Two of the most popular background modelling
techniques are reviewed as follows, including Gaussian Mixture Model (GMM) [157]
and Principle Component Pursuit (PCP) [158].
Gaussian Mixture Model: The GMM-based method proposed by Stauffer and
Grimson [157] provides a statistical formulation for background modelling where the
intensity of each pixel is subject to one (or more) Gaussians. The multi-Gaussian
distribution of each pixel is updated for each input frame to accommodate slow lighting
variations and objects blending into, or permanently leaving [159]. Specifically, for
each pixel, an image generation model Mt is devised from previous measurements
{Z0, Z1, ...Zt−1}. The current measurement Zt is assumed to be generated from Mt,
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where d is the dimensionality of the measurement space which is equal to 3 for RGB
image; µ and Σ determine the mean and covariance of each Gaussian; αh is weighted
factor and the their summation equals to 1, i.e.,
∑
h αh = 1; | · | denotes the matrix de-
terminant. The channels (RGB or YUV) are considered independent, so the covariance







where the subscripts 1, 2, 3 refer to the channel number.
To determine whether a pixel belongs to the background or foreground, the differ-
ence between its current measurement Zt and the mean µh of Gaussian h is calculated
and compared with the variance σh of the Gaussian. That is,
||Zt − µh|| < kσh (2.15)
where k is set as 2 or 3; σh is a vector representing the variance Gaussian distribution
of index h. The operator is true if all components at the left are smaller than kσh. If
Eq. (2.15) is satisfied for a Gaussian h′, the pixel is labelled as background and the
parameters of Gaussian h′ are updated as follows,
α′h ← (1− δ)α′h + δ (2.16)
µ′h ← (1− ρ′n)µ′h + ρ′nZt (2.17)
σ′2h ← (1− ρ′n)σ′2h + ρ′n(Zt − µ′h)>(Zt − µ′h) (2.18)
ρ′n ← δN (Zt|µ′h,σ′h) (2.19)
35
CHAPTER 2. BACKGROUND
where δ determines the adaptation rate. For the other Gaussians h 6= h′, the mean and
variance remain unchanged, but the αh is modified as αh ← (1 − δ)αh. If Eq. (2.15)
fails for all Gaussians, the pixel is labelled as foreground and the parameters of the
Gaussian with the small weight αh is replaced by
αh ← δ, µh ← Zt, σ2h ← σ̄2
where σ̄2 is an initial high variance.
A number of methods have been developed to improve the GMM-based back-
ground subtraction. For example, Zivkovic and Van Der Heijden [160] developed a
adaptive GMM which can automatically select the needed number of Gaussians for
each pixel; Yi et al. [161] used the mixture of dual-mode Gaussians to model back-
ground, meanwhile prevent the background model from being contaminated by the
foreground; Chen et al. [162] designed a hierarchical and block-based background
subtraction method by combining the GMM with a contrast histogram.
Principle Component Pursuit: In the past decade, principle component pursuit
(PCP) methods have been one of the leading techniques for background modelling
and widely used to detect moving object in videos captured by static cameras [163].
The most PCP methods are always based on two assumptions: (1) the background
parts in an image sequence contain highly redundant information which lies in a low
dimensional subspace. That is, the background parts can be approximated by a low-
rank matrix B whose column vector represents the background of each frame; (2) The
foreground moving objects deviate from low-rank subspace and can be approximated
by a sparse matrix F. To obtain a low-rank matrix and a sparse matrix from the image
sequence, the PCP [164] is adopted and the problem can be formulated as follow,
min
B,F
||B||∗ + λ||F||1 w.r.t. X = B + F (2.20)
where X = [x1,x2, · · · ,xn] ∈ Rp×n is an input image sequence of n frames and each
xi ∈ Rp denotes the i-th frame with p pixels; ||B||∗ represents the nuclear norm (sum
of the singular values of B), ||F||1 stands for the l1-norm (sum of the absolute values
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of all the entries in F), and λ = 1/
√
max(p, n).
Based on the above general concept, various algorithms have been proposed and
successfully applied for detecting object motion [165]–[167]. However, these methods
cannot be applied to process image sequences captured by moving camera since the
matrix B is no longer low-rank. To address this issue, a transformation matrix τ is
applied to the matrix X for global motion compensation. In order to find B, F and τ ,
Eq. (2.20) is revised as follow
min
B,F,τ
||X◦τ −B− F||F + λ||F||1 w.r.t. X◦τ = B + F (2.21)
where ||·||F is the Frobenius norm. Along this line, some methods have been developed
to improve the detection performances. For instance, Zhou et al. [168] considered
the contiguity of moving regions in the formulation; Chen et al. [169] used a spatio-
temporal coherency of consecutive frames in the optimization formula; Ebadi et al.
[170] adopted the block sparse structure of the pixels corresponding to the moving
objects in their formulation.
2.5.3 Temporal Differencing
Temporal differencing method calculate the pixel-wise differences between two
consecutive frames to detect moving object [171], [172]. That is,
D(x, y, t) = |I(x, y, t)− I(x, y, t− 1)| (2.22)
where I(x, y, t) and I(x, y, t − 1) denote the input frames t and t − 1, respectively;
D(x, y, t) represents the absolute difference between I(x, y, t) and I(x, y, t−1). Com-
paring the obtained D(x, y, t) with a given threshold, moving regions can be roughly
determined.
Temporal differencing is only able to estimate moving regions in stationary back-
ground. To deal with camera or background motion, images should be aligned before
detecting moving objects. Generally, corner points in each frame are first detected,





Figure 2.22: Original images: (a) the 1st frame I(x, y, t − 1), (b) the 2nd frame
I(x, y, t), and (c) the 3rd frame I(x, y, t + 1). Results of two-frame differencing:
(d) |I(x, y, t) − I(x, y, t − 1)|, (e) |I(x, y, t + 1) − I(x, y, t)|. This figure is adapted
from [22].
In addition, temporal differencing is adaptive to dynamic environments, but incapable
of extracting complete shapes of moving objects [173]. Fig. 2.22 presents the results
of two-frame differencing. As can be seen, two motion blobs are generated by each
moving object in the difference image, where the two blobs are located at the object’s
position in the current and previous frames, respectively. Besides, the intersection of
the two blobs contains a hole without any luminance changes. The above phenomenon
is called ghosting effect [172] and could be avoid by considering the difference of three
consecutive frames. The difference image for three consecutive frames is given by the
minimum of the difference image between frame t and t− 1 and the difference image
between frame t and t+ 1 [174]. That is,
D(x, y) = min(|I(x, y, t)− I(x, y, t− 1)|, |I(x, y, t)− I(x, y, t+ 1)|). (2.23)
As have mentioned above, consecutive frames need to be aligned before calculating
their pixel-wise differences. However, the imprecise image registration will generate
additional noise. In order to suppress noise, the minimum differences of each pixel in
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small neighborhoods was adopted in [175]. The minimum difference between a pixel
in the current frame It and all pixels (xi, yj) in the neighborhood N is calculated by
D(x, y) = min
i,j∈N
(|I(x, y, t)− I(xi, yj, t− 1)|, |I(x, y, t)− I(xi, yj, t+ 1)|). (2.24)
2.6 Infrared Small Target Detection
Previous research and application of small target detection has mainly focused on
infrared images. These infrared-based methods strongly rely on significant tempera-
ture differences between the background and objects of interest, such as rockets, jets
and missiles. However, such significant temperature difference is rare in natural world.
Moreover, the detection environment of these methods were mainly sky and/or ocean,
which are much more clear and homogeneous than the cluttered natural environments.
These infrared-based methods may not work in a natural environment with lots of
bushes, trees, sunlight and shadows, let alone to meet the needs of compact in size and
low energy consumption in real applications [11], [176], [177].
Generally, the infrared image model can be formulated as follows [178]:
fD(x, y) = fT (x, y) + fB(x, y) + fN(x, y) (2.25)
where fD, fT , fB, fN , and (x, y) are the original infrared image, the target image, the
background image, the random noise image and the pixel location, respectively.
Small target shapes are assumed to be roughly circular without anisotropy and
prevailing orientations [179]. Especially, a small target was modelled by a 2D Gaussian
function in [180], [181]. That is,











where γ, σx and σy separately determine the peak height, horizontal and vertical extent
of the target. However, this assumption may not be valid in all cases. As shown
in Fig.2.23(b) and (d), the small target may have a double-peak or ”flat top” shapes
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Figure 2.23: Representative targets (upper) and the corresponding 3-D surfaces (lower)
in different backgrounds (normalized) [23] . (a) A dim small ship target in sea-sky
background. (b) A bright ship target in sea-sky background. (c) A dim aeroplane
target in sky cloud background. (d) A bright vehicle target in sky-ground background.
which can not be modelled as a single Gaussian function. The target size may vary
from 2× 2 to more than 10× 10 pixels in infrared images according to its distance to
the camera. (see Fig.2.23).
Most of infrared small target detection methods are always based on two assump-
tions: 1) backgrounds have the correlation in spatial domain and the stability in time
domain, and occupy the low-frequency portion in the frequency domain; 2) small tar-
gets are unrelated to the background in spatial domain, and they dominate the high-
frequency portion in frequency domain [182].
A number of single-frame and sequential detection methods have been proposed
to detect small targets, where the former focus on estimating small targets in a single
frame while the later make use of image sequences for target detection. These two type
of detection methods are review as follows.
2.6.1 Single-frame Detection Methods
Single-frame detection methods can be roughly categorized into three groups de-
pending on whether the focus is on the target image fT , the background image fB or
both of them. Some detection methods focused on background image fB and predicted
the background image by various filters. Once the background image fB is estimated,




fT = fD − fB. (2.27)
In order to estimate background image fB, Deshpande et al. made early attempt to
propose max-mean and max-median filtering methods [183]; Gu et al. [178] devel-
oped a kernel-based nonparametric regression method; Bae [184] designed a spatial
bilateral filter; Shang et al. [185] presented a line-based reconstruction method. Had-
houd et al. [186] proposed an adaptive filter, known as the two-dimensional least mean
square filter (TDLMS), which produces a predicted background image by matching
and tracking the desired image pixel after pixel. Based on the TDLMS, some new
methods have been presented including two-dimensional block diagonal LMS adaptive
filtering [187], improved 2D adaptive lattice algorithm [188], TDLMS filter based on
neighborhood analysis [189]. Tom et al. [190], [191] developed a TopHat filter based
on mathematical morphology where openings (erosion followed by dilation) and clos-
ings (dilation followed by erosion) operations were used to estimate background by re-
moving target-like peaks. Along this line, a number of methods are derived to improve
performance of the TopHat filter, including the toggle contrast operator [192], mul-
tiscale center-surround top-hat transform [193], hit-or-miss transform [194], adaptive
morphological top-hat transform [195], and contour-structuring-element-based TopHat
transformation [196]. The relationships of different modified top-hat transformations
were analysed in [197].
A number of detection methods focus on the target image fT and detect small
targets by measuring the dissimilarity of the target region from its surrounding ar-
eas. In these methods, the luminance of the target region is always assumed to be
higher than that of its surrounding areas. Based on this point, Wang et al. [198] for-
mulated small target detection as a problem of finding extreme points in the infrared
images and constructed the extremum filter by the cubic facet model. Similarly, an
extremum filter generated using least squares support vector machine (LS-SVM) was
developed [199]. Chen et al. [200] present a local contrast measure to calculate the
gray difference between the target region and its neighborhoods. Han et al. [201] sub-
sequently developed a refinement of the local contrast measure to improve dark target
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detection performance. Deng et al. [202] designed a weighted local contrast measure
to suppress cloudy-sky backgrounds. Wei et al. [203] proposed a multiscale patch-
based contrast measure to improve detection performances. Kim [204] developed a
spatial filter called the min-local-LoG filter to detect blob structures by decomposing
the 2D Laplacian of Gaussian (LOG) filter into several 1D filters.
Some detection methods jointly consider all three components, namely fB, fT and
fN , in the low-rank framework [23], [205], [206]. Using local patch construction, fB,
fT and fN are transformed into corresponding patch-images where the target patch-
image and background patch-image are assumed to be a sparse matrix and a low-
rank matrix, respectively. Then the small target detection task is transformed into an
optimization problem recovering the low-rank and sparse matrices.
2.6.2 Sequential Detection Methods
Sequential detection methods can be roughly categorized into two groups including
detection before track (DBT) and track before detection (TBD). The DBT methods first
detect potential targets in single frame, then exploit the continuity of targets trajectories
to reject false positives. Thus the performance of the DBT methods greatly depends
on detection results from the single frame. In contrast, the TBD methods always seek
potential target trajectories before detection, then accumulate the signal energy of the
target along the trajectory to enhance target signal energy and eliminate false positives
simultaneously.
One of the early classical TBD methods is 3D directional filtering (3DDF) which is
also called matched filtering [207]. The 3DDF first transforms entire image sequence
into frequency domain via three-dimensional Fourier transformation. Then a matched
filter which is designed using prior information about small targets velocity, is applied
to the transformed image for detecting targets with the same velocity. That is, the
3DDF can only detect the known constant-velocity moving targets. To overcome this
issue, Porat and Friedlander [208] used a bank of the 3DDFs for all possible target
motion directions. They treated all possible target directions separately and derived
a decision rule about the existence of targets in each candidate direction. To further
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improve the ability of detecting weaker targets, a 3D double directional filter (3DDDF)
was presented [209] by increasing the target energy accumulation ability. To increase
the speed of filtering, Liu and Zuo [210] developed an improved 3D directional filtering
method which employs a dual diffusion partial differential equation (DFPDE) to pre-
whiten each image and then uses a wide-to-exact search technique to quickly determine
small target region.
Different from the above methods considering the small target detection problem
in a 3D spatial-temporal space, some TBD methods formulate this problem in the con-
text of a hypothesis testing procedure on individual pixel temporal profiles. Tzannes
et al. [211] assumed that the temporal behavior of the background noise, target, and
clutter all have reasonable deterministic and statistical models on a single pixel basis.
Then small targets are detected by comparing the temporal profile of each pixel with
the derived model using statistic hypothesis method. Similarly, Lim et al. [212] used
the variance of the temporal profile as a criterion to discriminate small targets from
background. Liu et al. [213] developed an algorithm employing the connecting line
of the stagnation points (CLSP) of the temporal profile as the baseline. The deviation
of the temporal profile and its CLSP is calculated and analysed for small target de-
tection. Bae [184] combined the temporal profile with spatial bilateral filter (BF) to
detect small targets where the BF is operated as the background predictor by blurring
the target region through the adjustment of standard deviation.
The DBT methods first detect small targets and suppress background clutter in a
single frame, then use multiframe accumulation, autocorrelation or other techniques to
filter out random noise or false alarms. The performance of the DBT methods largely
depend on the detection result of each frame. Wang et al. [214] presented an infrared
small target detection method based on support vector machines (SVM) in the wavelet
domain. The feature image is extracted by the SVM in wavelet domain for each frame,
then fused in consecutive frames to enhance small target signals. Zhang et al. [215] de-
veloped an adaptive anisotropic filter based on a modified partial differential equation
(AFMPDE). In each frame, the structured background is adaptively eliminated and the




We have reviewed three motion-sensitive neural models, traditional motion detec-
tion and infrared small target detection approaches in the previous sections. Small
target motion detection aims to detect objects of interest that move against cluttered
natural environments and appear as small dim speckles in images. It means not only
locating small moving targets, but also distinguishing them from large moving objects.
Detecting moving objects against natural backgrounds is relatively simple, but dis-
criminating them with regard to their sizes is much more challenging. The traditional
motion detection methods, the LGMD-based and the LPTC-based models all perform
well in motion detection, nevertheless they do not show size selectivity and are pow-
erless for discriminating small moving targets. A number of infrared-based methods
have been proposed to detect small target motion in infrared images. However, their
detection performances strongly rely on significant temperature differences between
the background and objects of interest which are rare in the real world.
The STMD-based and the FD-based models are developed for small target motion
detection in natural images. They demonstrate strong size selectivity and can effec-
tively inhibit large moving objects. However, their methods to produce size selectivity
are different. Specifically, the size selectivity of the STMD-based models is shaped
by a lateral inhibition mechanism, whereas that of the FD-based models comes from
the inhibition by the background motion which is strongly dependent on relative mo-
tion between moving objects and the background. That is, FD-based models would be
powerless in the case the moving object and the background are relatively static.
The following chapters focus on building quantitative STMD-based models to pro-
vide robust and economic solutions of small target detection for an artificial vision
system. The proposed models satisfying the basic properties of the STMD neurons are
able to detect small moving targets against cluttered backgrounds, but also discriminate
them from large moving objects and small-target-like background features.
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DSTMD – a STMD with Directional
Selectivity
Intelligent robots have shown great potential in reshaping human life in the future.
However, artificial visual systems so far are still struggling to provide a robot with
the required capacity to respond to the dynamic visual world in real time, like many
animal species do. Among many visual functionalities, detecting small moving targets
is one of the most important abilities for many animal species, e.g., finding mates
in the distance, and it is also critical for a robot to track small targets in a cluttered
background.
Small target motion detection against cluttered moving backgrounds is always a
challenge for artificial visual systems due to limited physical cues of small targets,
free motion of camera, and extremely cluttered backgrounds. In the natural world, this
challenge has been elegantly solved by many insect species, as evidenced by their high
successful rate for pursuing mates or prey. The exquisite selectivity of insects for small
targets comes from a class of specific neurons called small target motion detectors
(STMDs) [17], [28], [29]. In order to provide solutions of small target motion detection
for artificial visual systems, plenty of efforts have been made to develop STMD-based
visual neural model, including ESTMD [34] and the hybrid models [35]. Although
these existing models are sensitive to small target motion, they did not systematically
study direction selectivity of the STMD neurons which contributes to motion direction
estimation. Computationally modelling these directionally selective STMD neurons
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Figure 3.1: Wiring sketch of the insect’s visual system. The insect’s visual system
consists of four neural layers, including retina, lamina, medulla and lobula (from top
to bottom). Each neural layer contains numerous specialized neurons illustrated by
coloured circular nodes. Luminance signals are firstly perceived by ommatidia, fur-
ther processed by large monopolar cells (LMC, i.e., L1 and L2) and medulla neurons
(Mi1, Tm1, Tm2, Tm3), finally integrated in STMD neurons. Note that the connection
between the four medulla neurons and the STMD neuron is speculative.
would not only deepen our understanding of the biological visual processing, but also
endow artificial visual systems with capacity to track and intercept small targets.
This chapter develops a neural model to simulate the specific STMD neurons with
direction selectivity named as DSTMD. It can detect small moving targets against clut-
tered background, but also estimate their motion directions. To introduce direction se-
lectivity, a new correlation mechanism is proposed via correlating luminance signals
from two different pixels. Then, a lateral inhibition mechanism acting on correlation
outputs is used for size selectivity. Finally, a population vector algorithm is devised to
encode motion directions of small targets. Systematic experiments are carried out to
validate the developed neural model in complex environments.
The remainder of this chapter is organized as follows. Section 3.1 describes the
proposed neural model in details. In Section 3.2, experiments are carried out to test
the performances of the proposed neural model. We give further discussions in Section
3.3 and finally in Section 3.4, we conclude this chapter.
3.1 Formulation of the Model
Following the typical multi-stage view of motion detection in the insect’s visual
system (schematically illustrated in Fig. 3.1), we devised a directionally selective
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Figure 3.2: Schematic illustration of the proposed DSTMD and the existing ESTMD
models, both of which exhibit selectivity for dark small targets. The DSTMD integrates
signals from two different positions (the red and blue pixels in the retina), whereas
the ESTMD utilizes signals from a single position. Since one of the two positions
(the blue pixel) has multi alternatives in the image plane corresponding to different
preferred directions, the DSTMD can produce multi directionally selective outputs at
each position of the lobula. However, the ESTMD just has a single output without
direction selectivity.
STMD-based neural model (DSTMD) in this chapter. Fig. 3.2(a) shows the schematic
diagram of one DSTMD cell and its presynaptic neural network, whereas Fig. 3.2(b)
presents the existing ESTMD model for comparison. As can be seen, the proposed
neural model is composed of four neural layers including the retina, lamina, medulla
and lobula. These four sequentially arranged neural layers have specific functions and
cooperate together for small target motion detection. Fig. 3.3 shows the outputs of the
four neural layers in the DSTMD. As can be seen, luminance signals from pixel A and
B are first received and smoothed by the retina layer, then propagated to the lamina
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(a) (b) (c) (d)
Pixel A
Pixel B
Figure 3.3: The outputs of (a) the retina layer, (b) the lamina layer, (c) the medulla














































Figure 3.4: Schematic illustration of the mapping from pixels to photoreceptors. Each
small square denotes a pixel, corresponding to a photoreceptor. Each red dotted rect-
angle which contains multiple pixels (photoreceptors), represents the visual region of
an ommatidium.
layer to extract luminance changes with respect to time. The medulla layer separates
the extracted luminance change signals into separated into luminance increase (ON)
and decrease components (OFF), then further aligns them in the time domain by ap-
propriate time delays. To produce a large response for the small moving target, these
temporally aligned ON and OFF components are recombined in the lobula layer by a
multiplication and lateral inhibition. In the following subsections, we will elaborate on
the function of each neural layer and provide mathematical descriptions.
3.1.1 Retina Layer
In the insect’s visual system, the retina layer contains a great number of omma-
tidia (see Fig. 3.1). Each ommatidium is composed of eight photoreceptors. Each
photoreceptor views a small region of the whole visual filed and supplies a ’pixel’ of
luminance information to ommatidia [216].
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Figure 3.5: (a) Gamma kernel Γn,τ (t) where n = 6, τ = 9. (b) Impulse response of
temporal band-pass filter H(t) where n1 = 2, τ1 = 3, n2 = 6, τ2 = 9.
Image sequences are inputs to the developed neural model, so a mapping from pix-
els to photoreceptors needs to be constructed first. As depicted in Fig. 3.4, each small
square denotes a pixel, corresponding to a photoreceptor. The red dotted rectangle
which contains multiple pixels (photoreceptors), represents the visual region of an om-
matidium. Specifically, let I(x, y, t) ∈ R denote varying luminance values captured
by photoreceptors where x, y and t are spatial and temporal field positions. Each om-
matidium is modelled by a Gaussian filter to smooth the input luminance signals (see
Fig. 3.2). That is, the output of an ommatidium P (x, y, t) with viusal region centered
at (x, y) is given by,
P (x, y, t) =
∫∫
I(u, v, t)Gσ1(x− u, y − v)dudv (3.1)









In the insect’s visual system, large monopolar cells (LMCs), such as L1 and L2,
are located in the lamina layer and receive the smoothed luminance signals from the
ommatidia [7], as shown in Fig. 3.1. The LMCs have been shown to be sensitive to
luminance changes with respect to time which are induced by object motion. More
precisely, they exhibit positive responses to luminance increments while negative re-
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sponses to luminance decrements [7], [217].
To extract luminance changes induced by object motion, each LMC is modelled as
a temporal band-pass filter in the developed neural model. The impulse response of
the band-pass filter denoted by H(t), is given by the difference of two Gamma kernels
Γn,τ (t) which have been widely used in studying neural processing of time varying
patterns [218]–[220]. That is,
H(t) = Γn1,τ1(t)− Γn2,τ2(t) (3.3)




where n and τ refers to the order and time constant of the Gamma kernel Γn,τ (t),
respectively. The illustration of Γn,τ (t) andH(t) is presented in Fig. 3.5. Let L(x, y, t)
denote the output of a LMC located at (x, y). Then L(x, y, t) can be calculated by
convolving the output of ommatidia P (x, y, t) with H(t),
L(x, y, t) =
∫
P (x, y, s)H(t− s)ds. (3.5)
The output of LMCs L(x, y, t) is able to reflect luminance changes of pixel (x, y) over
time. Specifically, a positive L(x, y, t) means luminance increase while a negative
L(x, y, t) suggests luminance decrease.
3.1.3 Medulla Layer
In the insect’s visual system, medulla neurons including Tm1, Tm2, Tm3 and Mi1,
are downstream neurons of the LMCs (see Fig. 3.1). These four neurons constitute four
parallel channels to process the output of the LMCs. Specifically, the Mi1 and Tm3
respond selectively to luminance increments, with the response of the Mi1 delayed
relative to the Tm3 [7]. Conversely, the Tm1 and Tm2 respond selectively to luminance
decrements, with the response of the Tm1 delayed relative to the Tm2 [63].
The DSTMD and the existing ESTMD [34] adopt two different methods to model
these four medulla neurons. These two modelling methods are described as follows,
respectively.
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1) Medulla Neuron Modeling of DSTMD: Since the Tm3 and Tm2 neurons re-
spond strongly to luminance increments and decrements, the DSTMD models them as
half-wave rectifiers to split the output of LMCs L(x, y, t) into positive and negative
parts. That is,
STm3(x, y, t) = [L(x, y, t)]+ (3.6)
STm2(x, y, t) = [−L(x, y, t)]+ (3.7)
where [x]+ represents max(x, 0). The Mi1 and Tm1 are temporally delayed versions
of the Tm3 and Tm2, respectively, so the output of the Tm3 and Tm2 are convolved
with a Gamma kernel to implement time delay. Then the outputs of the Mi1 and Tm1
SMi1(n,τ)(x, y, t), S
Tm1
(n,τ)(x, y, t) is given by
SMi1(n,τ)(x, y, t) =
∫
STm3(x, y, s)Γn,τ (t− s)ds (3.8)
STm1(n,τ)(x, y, t) =
∫
STm2(x, y, s)Γn,τ (t− s)ds (3.9)
where n, τ stand for the order and time constant of the Gamma kernel, determining the
order and time-delay length of the time delay unit (TDU) (see Fig. 3.2).
2) Medulla Neuron Modeling of ESTMD: Comparing with the DSTMD, the ESTMD
implements a lateral inhibition mechanism on the outputs of medulla neurons to sup-
press luminance changes caused by large moving objects. As shown in Fig. 3.2(b), the
lateral inhibition mechanism is applied after the half-wave rectifiers. Thus, the outputs
of the Tm3 and Tm2 denoted by S̃Tm3 and S̃Tm2 , are give by,
S̃Tm3(x, y, t) =
∫∫
[L(u, v, t)]+ ·Ws(x− u, y − v)dudv (3.10)
S̃Tm2(x, y, t) =
∫∫
[−L(u, v, t)]+ ·Ws(x− u, y − v)dudv (3.11)
where Ws(x, y) is the lateral inhibition kernel, defined as
Ws(x, y) = A[g(x, y)]
+ +B[g(x, y)]− (3.12)
g(x, y) = Gσ2(x, y)− e ·Gσ3(x, y)− ρ (3.13)
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where A,B, e, ρ are constant and Gσ(x, y) is a Gaussian function. The outputs of the
Tm3 and Tm2 are further temporally delayed to obtain the outputs of the Mi1 and
Tm1. That is,
S̃Mi1(n,τ)(x, y, t) =
∫
S̃Tm3(x, y, s) · Γn,τ (t− s)ds (3.14)
S̃
Tm1
(n,τ)(x, y, t) =
∫
S̃Tm2(x, y, s) · Γn,τ (t− s)ds (3.15)
where S̃Mi1(n,τ) and S̃
Tm1
(n,τ) denote the outputs of the Mi1 and Tm1, respectively.
Here, we discuss the implementation of the lateral inhibition mechanism. Exist-
ing biological research [14] asserts that the size selectivity of the STMD neurons is
shaped by a lateral inhibition mechanism. However, where this lateral inhibition mech-
anism occurs remains elusive. Although the ESTMD implements this lateral inhibition
mechanism on medulla neurons, it is just speculative and there is no neuroanatomi-
cal evidence for it. On the other hand, we notice that the lobula plate tangential cells
(LPTCs) also receive signals from medulla neurons [7], [221]. If the medulla neurons
which provide signals to the LPTC neurons, are laterally inhibited, the LPTC neurons
would show strong size selectivity (will be demonstrated in the experiment Section
3.2.2). This may conflict with the finding that the LPTCs do not exhibit size selectiv-
ity [222]–[224]. To satisfy both size selectivity of the STMDs and size insensitivity of
the LPTCs, we infer that this lateral inhibition mechanism may happen on the STMD
pathway rather than medulla neurons in the implementation of our proposed neural
model.
3.1.4 Lobula Layer
In the insect’s visual system, the STMD neurons integrate signals from the medulla
layer. They respond strongly to small target motion, but show weak or no response to
wide-field motion (size selectivity) [17], [28], [29]. Besides, some STMDs exhibit
strong responses to small target motion oriented along a preferred direction, but show
weak or no response to opposite-direction motion (direction selectivity) [13], [30].
In the proposed DSTMD, a new correlation mechanism and a lateral inhibition
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Figure 3.6: (a) Schematic illustration of relative position between A (x, y) and B
(x′, y′). α1 is the distance between A and B while θ is the angle between line seg-
ment AB and the horizontal line. (b) Schematic illustration of excitatory and inhibitory
regions of the lateral inhibition mechanism.
mechanism are introduced for direction and size selectivities, respectively. For com-
parison with the DSTMD, the existing non-directionally selective ESTMD [34] is also
presented as follow.
1) ESTMD: To produce larger responses to small moving targets, the ESTMD mul-
tiplies the luminance increase signal S̃Tm3(x, y, t) with temporally delayed luminance
decrease signal S̃Tm1(n3,τ3)(x, y, t) at each pixel (x, y). The output of a STMD neuron
located at (x, y), denoted by D̃(x, y, t), is given by,
D̃(x, y, t) = S̃Tm3(x, y, t)× S̃Tm1(n3,τ3)(x, y, t). (3.16)
As can be seen from (3.16), the output of a STMD neuron located at (x, y) is deter-
mined by medulla signals at the same pixel. However, medulla signals from at least
two different pixels are needed for estimating motion direction [131], so the ESTMD
is able to detect the presence of target motion, but not motion directions.
2) DSTMD: To introduce direction selectivity and produce large responses to mov-
ing object, the DSTMD multiplies the outputs of medulla neurons located at two dif-
ferent pixels together, i.e., (x, y) and (x′(θ), y′(θ)) which are defined as
x′(θ) = x+ α cos θ
y′(θ) = y + α sin θ
(3.17)
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where α is a constant and θ denotes the preferred direction of the STMD neuron. The
output of a STMD neuron located at (x, y) with a preferred direction θ, denoted by
D(x, y, t, θ), is defined as,









As shown in (3.18), four medulla neural signals from two different positions, i.e., (x, y)
and (x′, y′), are used to define the output of a STMD neuron located at (x, y) (see Fig.
3.2, two multipliers and one adder). The schematic illustration of relative position be-
tween (x, y) and (x′, y′) is presented in Fig. 3.6(a). For a given position (x, y), we can
choose a series of (x′, y′) corresponding to different preferred directions θ. Utilizing
(3.18), a series of correlation outputs D(x, y, t, θ) with different preferred directions θ
can be defined. For a given direction θ, D(x, y, t, θ) exhibits the strongest output to
small target motion oriented along direction θ, with weak or no outputs to motion ori-
ented along other directions. That is, the output of STMD neurons D(x, y, t, θ) shows
direction selectivity.
After the medulla signal multiplication, the obtainedD(x, y, t, θ) responds strongly
to both large and small moving objects. To suppress responses to large moving objects,
the D(x, y, t, θ) is laterally inhibited by convolving with an inhibition kernel Ws(x, y),
DI(x, y, t; θ) =
∫∫
D(u, v, t, θ)Ws(x− u, y − v)dudv (3.19)
where DI(x, y, t; θ) denotes the signal after lateral inhibition and the inhibition kernel
Ws(x, y) is defined in (3.12). Fig. 3.6(b) displays the schematic illustration of the
inhibition kernelWs(x, y). As can be seen, theWs(x, y) contains two components, i.e.,
excitatory and inhibitory regions. Generally, the surround inhibition of kernelWs(x, y)
is set as three times as large as the center excitation. Due to this mechanism, a target
will receive strong inhibition if its size exceeds the excitatory region; In contrast, when
the target is smaller than the excitatory region, the amount of excitation will increase
as the rise of target size. That is, the DSTMD prefers the target whose size is equal to
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the excitatory region and exhibits size selectivity.
Following the lateral inhibition mechanism implemented on spatial field for size
selectivity, the DSTMD further inhibits model output DI(x, y, t, θ) at directions more
than 45◦ apart by convolving DI(x, y, t, θ) with an directional inhibition kernel Wd(θ),




(x, y, t, ϕ)Wd(θ − ϕ)dϕ (3.20)
Wd(θ) = Gσ4(θ)−Gσ5(θ) (3.21)
whereGσ(x, y) is a Gaussian function andE(x, y, t, θ) is regarded as the final output of
the STMD neurons. Through this directional lateral inhibition, the developed DSTMD
is able to avoid producing strong responses along two completely opposite directions.
3.1.5 Motion Direction Estimation
In the insect’s visual system, the STMD neurons are believed to be upstream of
target selective descending neurons (TSDNs) [28], [30], [31]. Further biological re-
search [31] found that eight pairs of the TSDNs are able to encode motion direction of
targets by a population vector algorithm.
The proposed neural model estimates motion direction of a small target by popu-






(E(x, y, t, θ) cos θ, E(x, y, t, θ) sin θ) (3.22)
where MD(t) denotes the motion direction of the small target at time t; (x, y) ∈ Ω
represents the position of the STMD neurons which respond to the small moving target;














Parameters of the developed neural model (DSTMD) and ESTMD are given in Ta-
ble 3.1. These parameters are tuned manually and will not be changed in the following
experiments unless stated.
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Table 3.1: Parameters of the DSTMD and ESTMD
Equation Parameters
(3.1) σ1 = 1
(3.3) n1 = 2, τ1 = 3, n2 = 6, τ2 = 9
(3.12) A = 1, B = 3
(3.13) σ2 = 1.5, σ3 = 3, e = 1, ρ = 0
(3.16) n3 = 5, τ3 = 25
(3.17) α = 3
(3.18) n4 = 3, τ4 = 15, n5 = 5, τ5 = 25, n6 = 8, τ6 = 40
(3.21) σ4 = 1.5, σ5 = 3
The developed neural model is written in Matlab (The MathWorks, Inc., Natick,
MA). The computer used in the experiments is a PC with one 2.50 Ghz CPU (Core
i7 4710MQ) and windows 7 operating system. The source code can be found at
https://github.com/wanghongxin/DSTMD.
3.2 Results and Discussions
The proposed neural model is tested on image sequences produced by Vision Egg
[225], which is available at http://visionegg.org. The Vision Egg is an open-source
programming library that allows scientists to produce arbitrary visual stimuli. Such
stimuli involve traditional stimuli such as sinusoidal gratings, or may be more com-
plex, 3D, and naturalistic scenes. The image sequences used in the experiment can be
divided into two categories depending on background types. The first category con-
tains image sequences showing small target motion against white backgrounds. This
category is used to test basic properties of the proposed neural model, such as tuning
properties (see subsection B and C), direction selectivity (see subsection D). The other
category contains image sequences showing small target motion against naturally clut-
tered backgrounds. This category is utilized to evaluate the detection performance of
the proposed neural model in complex backgrounds (see subsection A and E). All im-
age sequences can be reproduced by the Vision Egg with the same parameters given
before each experiment. The video images are 500 (in horizontal) by 250 (in vertical)
pixels and temporal sampling frequency is set as 1000 Hz.
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BV
Small Target Tree 
TV
Figure 3.7: Representative frame at time t0 = 1000 ms whose resolution is 500 pixels
(in horizontal) by 250 pixels (in vertical). The small target (the black block) whose size
and luminance are set as 5×5 pixels and 0, is moving against the cluttered background.
The velocities of the small target and background are all equal to 250 pixel/s, and arrow
VT and VB denote their motion directions, respectively. The tree which is regarded as







Figure 3.8: In each subplot, the horizontal axis denotes x coordinate while the vertical
axis represents neural outputs. (a) Input luminance signal I(x, y0, t0). (b) Ommatidium
output P (x, y0, t0). (c) LMC output L(x, y0, t0).
3.2.1 Contribution of Various Neurons
To evaluate characteristics of various neurons in the developed neural model, we
observe and analyze their outputs at each layer. For an input image sequence I(x, y, t),
where x ∈ [0, 500] pixel, y ∈ [0, 250] pixel, t ∈ [0, 1000] ms (see Fig. 3.7), we
separately fix y and t as y0 = 125 pixel and t0 = 1000 ms, then illustrate I(x, y0, t0)
with regard to x in Fig. 3.8(a). Similarly, the outputs of other neurons with respect to
x are presented in the subplots below.
Fig. 3.8(a)-(c) shows the input luminance signal I(x, y0, t0), ommatidium output
P (x, y0, t0) and LMC output L(x, y0, t0), respectively. Compared to the input signal,
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Figure 3.9: In each subplot, the horizontal axis denotes x coordinate while the vertical
axis represents neural outputs. (a) Four inputs of the DSTMD when the preferred




and STm1(n6,τ6)(x − α, y0, t0). (b) Two inputs of the ESTMD, i.e., S̃
Tm3(x, y0, t0) and
S̃Tm1(n3,τ3)(x, y0, t0). (c) DSTMD output E(x, y0, t0, θ) when the preferred direction θ is
equal to 0. (d) ESTMD output D̃(x, y0, t0).
the ommatidium output demonstrates little difference and is just slightly smoothed.
This is because the ommatidium is modelled as a spatial Gaussian filter to smooth
the input luminance signals. The LMC output displays significant difference from the
ommatidium output. More precisely, the LMC output becomes the band-pass-filtered
version of the ommatidium output. From the other perspective, the LMC output reveals
the luminance changes of pixels, where the positive values correspond to luminance
increase while the negative values suggest luminance decrease.
Fig. 3.9(a) demonstrates the four medulla signals used for the multiplication in the
DSTMD when its preferred direction θ is set as π. In addition to the luminance increase
signal STm3(x, y0, t0) and delayed luminance decrease signal STm1(x, y0, t0) at pixel
(x, y0), the DSTMD uses the delayed luminance increase signal SMi1(n4,τ4)(x, y0, t0) and
delayed luminance decrease signal STm1(x, y0, t0) at pixel (x−α, y0) to estimate object
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(c)
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}. (b) ESTMD output D̃(x, y0, t0) without direction selectiv-
ity. (c) DSTMD outputs at position x = 256 along eight preferred directions. In the
polar coordinate system, the angular coordinate represents the preferred direction θ
while the radial coordinate denotes the STMD output.
motion along direction π. However, the ESTMD only utilizes the luminance increase
signal and delayed luminance decrease signal at pixel (x, y0), i.e., S̃Tm3(x, y0, t0) and
S̃Tm1(n3,τ3)(x, y0, t0), which are unable to introduce direction information (see Fig. 3.9(b)).
Fig. 3.9(c) displays the output of the DSTMD when the preferred direction θ is
equal to π, while Fig. 3.9(d) presents the output of the ESTMD. As it is shown, both
the DSTMD and ESTMD exhibit high responses at position of the small target x = 256
where the luminance increase and decrease signals induced by the small target are
aligned together via time delay (see Fig. 3.9(a) and (b)). At the other positions such
as the position of the tree x = 445, the luminance increase and decrease signals show
low aligning probability, so model outputs are much weak or even close to 0.
Note that Fig. 3.9(c) only illustrates the DSTMD output at direction π. To es-
timate motion direction, the outputs of the DSTMD along eight preferred directions
are calculated and presented in Fig. 3.10(a). In contrast, the ESTMD only has one
output D̃(x, y0, t0) lacking of direction information, as shown in Fig. 3.10(b). To
clearly demonstrate direction selectivity, the DSTMD outputs to the small target at
pixel x = 256 are presented in polar coordinate (see Fig. 3.10(c)). As can be seen, the
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Figure 3.11: External rectangle and neighboring background rectangle of a small tar-
get. Arrow VT denotes the motion direction of the target. w represents target width
while h stands for target height.








































































Figure 3.12: Tuning properties of the DSTMD and ESTMD. In each subplot, the hor-
izontal axis represents one of target parameters (Weber Contrast, velocity, width and
height) while the vertical axis denotes normalized model outputs. (a) Weber Contrast
tuning curves. (b) Velocity tuning curves. (c) Width tuning curves. (d) Height tuning
curves.
DSTMD exhibits the strongest output along direction θ = π which is consistent with
the motion direction of the small target. The other seven outputs of the DSTMD de-
crease as the corresponding direction θ deviates from the small target motion direction.
These eight directionally selective outputs are further used to encode motion direction
of the small target by a population vector algorithm.
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3.2.2 Tuning Properties
Four basic properties of the proposed neural model are tested in this section, in-
cluding Weber Contrast sensitivity, velocity selectivity, width selectivity and height
selectivity, which have been used to distinguish the STMD neurons in biology [13],
[17], [29]. Here, Weber Contrast sensitivity refers to that the STMD neural response
increases with the increase of Weber Contrast. Velocity selectivity refers to that the
STMD neurons show the strongest response to a specific velocity (optimal velocity).
Above or below this optimal velocity will result in the significant decrease of neural
responses. Width selectivity and height selectivity are similar to velocity selectivity.
The definitions of Weber Contrast, width and height are given as follows. Width
(or height) represents the target length extended parallel (or orthogonal) to the motion
direction, as shown in Fig. 3.11. If the size of a target is w × h, the size of its back-
ground rectangle is (w + 2d) × (h + 2d), where d is a constant which equals to 10





where µt is the average pixel value of the target, µb is the average pixel value in neigh-
boring area around the target.
We perform four experiments to illustrate four basic properties of the DSTMD
and ESTMD. Image sequences which display a small target moving against the white
background, are used as model input in the experiments. The initial parameters of the
small target including luminance, velocity, width and height, are set as 0, 250 pixel/s,
5 pixels and 5 pixels, respectively. In each experiment, we change one of four target
parameters while fix other three parameters, then record corresponding model outputs.
The recorded tuning curves are displayed in Fig. 3.12.
As it is shown in Fig. 3.12(a), the outputs of the DSTMD and ESTMD increase
with the increase of Weber Contrast, until reach maximum at Weber Contrast = 1.
This reveals that the DSTMD and ESTMD exhibit Weber Contrast sensitivity. In Fig.
3.12(b), the outputs of the two models all peak at velocity = 300 pixel/s and decrease
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Figure 3.13: Tuning properties of the TQD and TQD(LI). In each subplot, the hori-
zontal axis represents one of target parameters (Weber Contrast, velocity, width and
height) while the vertical axis denotes normalized model outputs. (a) Weber Contrast
tuning curves. (b) Velocity tuning curves. (c) Width tuning curves. (d) Height tuning
curves.
significantly when the target velocity is above or below 300 pixel/s. This suggests that
the DSTMD and ESTMD have a preferred velocity and exhibit velocity selectivity.
Similar variation trends can be seen in Fig. 3.12(c) and (d) which reveal the width
selectivity and height selectivity of the DSTMD, respectively.
We further carry out an experiment to demonstrate the hypothesis made in Section
3.1.3. The hypothesis is that if the medulla neurons which provide signals to the LPTC
neurons [222]–[224], are laterally inhibited, the LPTC neurons would show strong
size selectivity. In order to demonstrate this point, we first adopt TQD model [12],
[93] to simulate the LPTC neurons. Then the medulla neuron modelling methods of
DSTMD and ESTMD are used to simulate medulla neurons, respectively. For TQD
which receives signals from medulla neurons modeled by DSTMD, we denote it as
TQD. For TQD which receives signals from medulla neurons modeled by ESTMD,
we denote it as TQD(LI). The only difference between the TQD and TQD(LI) is that
medulla neurons providing signals to the TQD(LI), are laterally inhibited. Finally, the
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four basic properties of the TQD and TQD(LI) are tested and their recorded tuning
curves are presented in Fig. 3.13.
As can be seen from Fig. 3.13(a), (b) and (c), the TQD and TQD (LI) display minor
differences. They all exhibit Weber Contrast sensitivity and velocity selectivity, but do
not show width selectivity. In Fig. 3.13(d), although both TQD and TQD (LI) have a
local maximum at height = 5, they show differences as the continuous increase of the
height. Specifically, the output of the TQD firstly has a slight drop and finally tends to
be stable around 0.9; in contrast, the output of the TQD (LI) decreases significantly and
finally tends to be stable around 0.05. Above results indicate that the TQD(LI) exhibits
height selectivity. This contradicts with the biological finding that the LPTC neurons
are not size selective [222]–[224]. To avoid conflict with the biological finding on the
LPTC neurons, we adopt the new medulla neuron modeling method and implement
the lateral inhibition mechanism on the STMD neuron pathways.
3.2.3 Parameter Sensitivity
In the last section, we have demonstrated the four basic properties of the developed
DSTMD, i.e., Weber Contrast sensitivity, velocity selectivity, width selectivity and
height selectivity. In this section, we further evaluate the impacts of three sets of pa-
rameters on these four basic properties, including (n4, τ4), (n5, τ5) and (σ4, σ5) which
are defined in (3.13) and (3.18). To assess the effects of these three sets of parame-
ters, three experiments are conducted, each of which changes one set of parameters
while keep other two sets of parameters at their initially assigned value (see Table 3.1).
The tuning curves of the DSTMD under different parameter settings, are recorded and
presented in Fig. 3.14, 3.15 and 3.16.
The first and second experiment reveal that the parameter (n4, τ4) and (n5, τ5) have
large impact on the velocity selectivity and width selectivity, but show little effect
on the Weber Contrast sensitivity and height selectivity. As it can be seen from Fig.
3.14(a) and (d), the increase of (n4, τ4) have not induced any significant changes of the
Weber Contrast tuning curve and the height tuning curve. However, with the increase
of (n4, τ4), the peak velocity decreases while the peak width increases, as displayed in
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Figure 3.14: Tuning properties of the proposed neural model under different parame-
ter (n4, τ4). In this experiment, (n4, τ4) is set as (1, 5), (2, 10), (3, 15), (4, 20), (5, 25),
(6, 30) while the other parameters are fixed. In each subplot, the horizontal axis repre-
sents one of the target parameters (Weber Contrast, velocity, width and height) while
the vertical axis denotes normalized model outputs. (a) Weber Contrast tuning curves.
(b) Velocity tuning curves. (c) Width tuning curves. (d) Height tuning curves.
Fig. 3.14(b) and (c). In Fig. 3.15, the parameter (n5, τ5) has similar effect with (n4, τ4)
on the four basic properties.
The reasons for the above results are - in the proposed neural model, τ4 and τ5 are




, respectively, where α1, v andw stand for the distance
between position A and B, the peak velocity and the peak width, respectively. Once α1
is given, the increase of τ4 (or τ5) will result in the decrease of the peak velocity v and
the increase of the peak width w.




presents the luminance changes of position A and B when a dark small target moves
from B to A. In the equation (3.18), the DSTMD uses four medulla signals from posi-
tion A (x, y) and B (x′, y′) to define the output of STMD neurons. Combining Fig. 3.17
with the equation (3.18), we point out that these four medulla signal are: 1) ON signal
of position A (x, y), corresponding to STm3(x, y, t); 2) ON signal of position B (x′, y′)
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Figure 3.15: Tuning properties of the proposed neural model under different parameter
(n5, τ5). In this experiment, (n5, τ5) is set as (3, 15), (4, 20), (5, 25), (6, 30), (7, 35),
(8, 40) while the other parameters are fixed. In each subplot, the horizontal axis repre-
sents one of the target parameters (Weber Contrast, velocity, width and height) while
the vertical axis denotes normalized model outputs. (a) Weber Contrast tuning curves.
(b) Velocity tuning curves. (c) Width tuning curves. (d) Height tuning curves.
with time delay order n4 and time delay length τ4, corresponding to SMi1(n4 ,τ4 )(x
′, y′, t);
3) OFF signal of position A (x, y) with time delay order n5 and time delay length τ5,
corresponding to STm1(n5 ,τ5 )(x, y, t); 4) OFF signal of position B (x
′, y′) with time delay
order n6 and time delay length τ6, corresponding to STm1(n6 ,τ6 )(x
′, y′, t). In the DSTMD,




, then we have τ4 = α1v and τ5 =
w
v






The third experiment demonstrates that the parameter (σ4, σ5) has large impact
on the height selectivity, but shows little effect on the other three properties. In Fig.
3.16(a)-(c), the tuning curves have little changes with the increase of (σ4, σ5); in con-
trast, the peak height of the height tuning curve increases, as presented in Fig. 3.16(d).
Here, we point out that the peak height is positively correlated to the size of the ex-
citatory region of the lateral inhibition mechanism (see Fig. 3.6(b)). In the proposed
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Figure 3.16: Tuning properties of the proposed neural model under different parameter
(σ4, σ5). In this experiment, (σ4, σ5) is set as (1.0, 2.0), (1.5, 3.0), (2.3, 4.6), (2.8, 5.6),
(3.7, 7.4) while the other parameters are fixed. In each subplot, the horizontal axis
represents one of the target parameters (Weber Contrast, velocity, width and height)
while the vertical axis denotes normalized model outputs. (a) Weber Contrast tuning
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Figure 3.17: Schematic illustration of the luminance changes of the position A and
B when a dark target successively passes position B (x′, y′) and A (x, y). The red
arrow denotes luminance decrease signal (OFF signal) while the blue arrow repre-
sents luminance increase signal (ON signal). Let α1, w and v stand for the distance








neural model, the size of the excitatory region is determined by σ4 and σ5, where the
higher (σ4, σ5) means the larger excitatory region, i.e, the larger peak height.
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Figure 3.18: Motion trace of the small target where color denotes the direction of the



















































































































Figure 3.19: (a)-(f) Normalized DSTMD outputs at the position A,B,C,D,E,F. In
each subplot, the angular coordinate represents the preferred motion direction of the
DSTMD while the radial coordinate denotes the strength of the DSTMD output tuned
to this preferred direction.
3.2.4 Direction Selectivity and Motion Direction Estimation
In this section, we illustrate how the proposed neural model encodes motion di-
rections of small targets. An image sequence which displays a small target moving
against the white background, is used as the model input. The luminance and size of
the small target are set as 0 and 5× 5 pixels, respectively. The coordinate of the small
target at time t is (500 − 250 · t+300
1000
, 125 + 15 · sin(4π t+300
1000
)), t ∈ [0, 1000] ms. Fig.
3.18 presents the motion trace of the small target. The motion direction of the small
target varies between 142.98◦ and 217.01◦ when it moves along this motion trace.
We select six positions on the motion trace (A-F, in Fig. 3.18). The outputs of
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Table 3.2: Estimated motion direction and actual motion direction at the six positions.
Position Estimated Direction Actual Direction Difference
A 144.25◦ 143.12◦ 1.13◦
B 152.36◦ 151.21◦ 1.15◦
C 166.83◦ 166.88◦ 0.05◦
D 180.37◦ 181.63◦ 1.26◦
E 195.93◦ 197.80◦ 1.87◦



















































































































Figure 3.20: (a)-(f) Estimated motion direction (red) and actual motion direction (blue)
at the position A,B,C,D,E,F. In each subplot, the red line is highly overlapped with the
blue line. That is, the estimated motion direction is quite close to the actual motion
direction.
the DSTMD at these six positions are normalized, then shown in polar coordinate (see
Fig. 3.19). In each subplot of Fig. 3.19, we can see that the smaller difference between
the preferred direction θ and actual motion direction (shown in Fig. 3.20), the stronger
DSTMD output tuned to this direction θ. These directionally selective outputs are used
to encode the motion direction of the small target by the population vector algorithm.
Table 3.2 and Fig. 3.20 demonstrate the estimated motion direction and actual motion
direction at the six positions. As can be seen, the difference between the estimated
direction and actual direction is smaller than 2◦ at these six positions. We further
estimate the motion direction of the small target at each position of the motion trace.
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Table 3.3: Settings of the parameters including target luminance, size and horizontal
velocity for the first three experiments.
Luminance Size Velocity (V x
T
)
Experiment 1 0, 25, 50 5× 5 250
Experiment 2 0 3× 3, 5× 5, 8× 8 250
Experiment 3 0 5× 5 200, 250, 350
BV
Figure 3.21: Representative frame of the input image sequence. The small target is
highlighted by the white circle. The white arrow VB denotes the motion direction of
the background.
The maximal difference between the estimated motion direction and actual motion
direction is 3.17◦. Above results indicate that the proposed neural model provides a
good estimation for the motion direction of the small target.
3.2.5 Target Detection in Cluttered Backgrounds
The ability of the proposed neural model for detecting small targets against clut-
tered backgrounds is evaluated in this section. For a given detection threshold γ, if
there is a position (x0, y0), time t0 and direction θ0 which satisfy the DSTMD output
E(x0, y0, t0; θ0) > γ, then we believe that a small target is detected at position (x0, y0)
and time t0. Two metrics are defined to evaluate the detection performance,
DR =
number of true detections
number of actual targets
(3.24)
FA =
number of false detections
number of images
(3.25)
where DR and FA denote the detection rate and false alarm rate, respectively. The
detected result is considered correct if the pixel distance between the ground truth and
the result is within a threshold (5 pixels).
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Figure 3.22: Receiver operating characteristic (ROC) curves of the first three experi-
ments with respect to target luminance, sizes and velocities. (a) Experiment 1, differ-
ent target luminance. Legend ’ESTMD-0’ and ’DSTMD-0’ represent the ROC curves
of the ESTMD and DSTMD when target luminance equals to 0, respectively. Sim-
ilar explanations for other legends. (b) Experiment 2, different target sizes. Legend
’ESTMD-3’ and ’DSTMD-3’ represent the ROC curves of the ESTMD and DSTMD
when target size equals to 3 × 3 pixels, respectively. Similar explanations for other
legends. (c) Experiment 3, different horizontal velocities (V x
T
). Legend ’ESTMD-200’
and ’DSTMD-200’ represent the ROC curves of the ESTMD and DSTMD when the
horizontal velocity V x
T
equals to 200 pixel/s, respectively. Similar explanations for
other legends.
In the first three experiments, we investigate the influences of three target parame-
ters (size, luminance and velocity) on the detection performance. In each experiment,
we change one of the target parameters while fix the other two parameters, then record
the detection performance of the models under this parameter setting. The parameter
settings of the first three experiments are shown in Table 3.3. All input image se-
quences are produced using the same background image where a representative frame
is given in Fig. 3.21. In all input image sequences, the background is moving from
left to right and its velocity is set as 250 pixel/s. A small target is moving against




, 125 + 15 ·
sin(4π t+300
1000
)), t ∈ [0, 1000] ms where V x
T
denotes the horizontal velocity. The receiver
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Figure 3.23: Experiment 4. (a) Representative frame of the input image sequence.
(b) Weber Contrast of the small target during time period t ∈ [0, 1000] ms. (c) ROC
curves of the ESTMD and DSTMD. (d) Motion directions detected by the DSTMD
in the sample 510, 570, 600, 630, 700 frames. No motion direction detected by the
ESTMD. (e) Actual motion directions in the sample 510, 570, 600, 630, 700 frames.
(f) Motion directions detected by the DSTMD from the 500th to the 700th frame. (g)
Actual motion directions from the 500th to the 700th frame.
operating characteristic (ROC) curves of the three experiments with respect to target
luminance, size and horizontal velocity V x
T
, are displayed in Fig. 3.22.
As can be seen from Fig. 3.22(a), the lower target luminance is, the better ESTMD
and DSTMD perform. This is because the decrease of target luminance can induce
the increase of Weber Contrast. Note that the ESTMD and DSTMD all show Weber
Contrast sensitivity, so the higher Weber Contrast can elicit the stronger model output.
From Fig. 3.22(b) and 3.22(c), we can see that when the false alarm rate is given,
the target size of 5 × 5 (or the velocity of 250) has higher detection rate compared to
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Figure 3.24: Experiment 5. (a) Representative frame of the input image sequence.
(b) Weber Contrast of the small target during time period t ∈ [0, 1000]sms. (c) ROC
curves of the ESTMD and DSTMD. (d) Motion directions detected by the DSTMD
in the sample 510, 570, 600, 630, 700 frames. No motion direction detected by the
ESTMD. (e) Actual motion directions in the sample 510, 570, 600, 630, 700 frames.
(f) Motion directions detected by the DSTMD from the 500th to the 700th frame. (g)
Actual motion directions from the 500th to the 700th frame.
the target size of 3 × 3 and 8 × 8 (or the velocity of 200 and 350). This is because
the ESTMD and DSTMD all exhibit size and velocity selectivities. They show the
strongest output to the target whose size (or velocity) equals to 5 × 5 pixels (or 250
pixel/s), but weaker outputs to the object whose size (or velocity) is higher or lower
than 5 × 5 pixels (or 250 pixel/s). It can also be observed that the ESTMD performs
better than the DSTMD in all the three experiments. For a given detection rate, the
false alarm rate of the DSTMD is higher than that of the ESTMD. This is because
the DSTMD has eight outputs at each pixel by correlating signals on eight directions
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while the ESTMD only has a single output obtained by the correlation of signals from a
single pixel. The correlation along eight directions can introduce direction selectivity,
but it also brings additional false positives compared to the ESTMD.
In the fourth and fifth experiment, we evaluate the performance of the proposed
neural model in different backgrounds. Two input image sequences with different
backgrounds are displayed in Fig. 3.23(a) and Fig. 3.24(a), respectively. In these two
image sequences, the backgrounds are all moving from left to right and their velocities
are set as 250 pixel/second. A small target whose luminance and size are set as 0 and
5× 5 pixels, is moving against the cluttered backgrounds. The coordinate of the small
target at time t is (500− 250 · t+300
1000
, 125 + 15 · sin(4π t+300
1000
)), t ∈ [0, 1000] ms.
Fig. 3.23(c) and Fig. 3.24(c) demonstrate the ROC curves for the two image se-
quences, respectively. As can be seen, the detection rates of the DSTMD (or ESTMD)
in Fig. 3.24(c) are much lower than those in Fig. 3.23(c). There are two reasons for
the above result: 1) the background in Fig. 3.24(a) is more cluttered compared to Fig.
3.23(a), which means that it contains more small-target-like background features; 2)
the Weber Contrast in Fig. 3.24(b) is much lower than that in Fig. 3.23(b), suggesting
that the models exhibit much weaker outputs to the small target in the fifth experiment.
Fig. 3.23(d) displays the motion directions detected by the DSTMD in the sam-
ple 510, 570, 600, 630, 700 frames while Fig. 3.23(f) illustrates the motion directions
detected by the DSTMD from the 500th to the 700th frame. As it is shown, these de-
tected motion directions are quite close to the actual motion directions in Fig. 3.23(e)
and 3.23(g). No motion direction is detected by the ESTMD, because it is not direc-
tionally selective. Similar results can be seen in Fig. 3.24(d)-(g).
3.2.6 Tests on Real Image Sequences
We further evaluate the performance of the proposed neural model on a set of real
image sequences. Fig. 3.25 illustrates two representative frames of an real image
sequence. In the experimental scene, the camera is stationary. A black ball is pulled by
the experimenter with a transparent line in order to simulate small target motion. At
the same time, pedestrians are walking against the background and regarded as noise.
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Figure 3.25: (a) The 805th frame of the recorded image sequence. (b) The 861th frame
of the recorded image sequence. In the experimental scene, a small black ball which
is highlighted in the white circle, is pulled by the experimenter with a transparent
line. The pedestrians walking against the background are also highlighted in the white
circle. The arrows VT and VP denote the motion directions of the small black ball and
pedestrians, respectively.
Table 3.4: Size and velocity of the black ball and pedestrians in three real image se-
quences.
Real Image Sequence 1 2 3
Size of the black ball (pixels) 5× 5 5× 5 6× 6
Size of the pedestrians (pixels) 15× 20 25× 50 20× 20
Velocity of the black ball (pixel/frame) 0.16 0.21 0.25
Velocity of pedestrians (pixel/frame) 0.424 2.52 3.0















































































































Figure 3.26: (a)-(c) ROC curves of the ESTMD and DSTMD for the three real image
sequences. (d)-(f) Motion directions detected by the DSTMD in the sample 510, 570,
600, 630, 700 frames for the three real image sequences. No motion direction detected
by the ESTMD.
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The sizes and velocities of the black ball and the pedestrians in three real image
sequences are listed in Table 3.4. Fig. 3.26 presents the ROC curves for the three real
image sequences. It can be seen that both the DSTMD and ESTMD perform well on
these three image sequences. More precisely, the DSTMD and ESTMD have a high
detection rate at a low false alarm rate. This is because the sizes and velocities of the
pedestrians in three recorded image sequences largely exceed the preferred ranges of
the DSTMD and ESTMD. In this case, the DSTMD and ESTMD show much weaker
responses to the pedestrians, but respond strongly to the black ball. Fig. 3.26(d)-(f)
display the motion directions detected by the DSTMD in the sample 510, 570, 600,
630 and 700 frames. Since the black ball is pulled along a transparent line, its motion
direction is close to 0 or π in these three image sequences. Due to the lack of direction
selectivity, the ESTMD cannot detect the motion direction of the black ball.
3.3 Further Discussions
In the previous sections, the presented neural model (DSTMD) demonstrated a reli-
able ability to detect small targets and motion directions against complex backgrounds.
Nowadays, for vision-based mobile robots, their visual sensors are becoming more re-
liable while computation ability is more powerful. These make it possible for mobile
robots, such as unmanned aerial vehicle (UAV), equipped with the presented neural
model to detect small moving targets in the distance in the real world.
In the insects’ visual system, numerous neurons work together to extract different
cues from the real world. For example, the LMCs extract motion information while
the amacrine cells capture contrast information from input visual signals [226], [227].
Integrating these two types of information may contribute to the improvement of de-
tection performance of the STMD neurons in cluttered backgrounds. In the future, the
cooperation of these specialized neurons needs to be taken into consideration.
A number of bio-inspired neural networks based on firing-rate methods, spiking
neural networks or convolutional neural networks [228]–[230], have been used for
target detection, tracking and navigation. Although these neural networks perform
well, they cannot distinguish small target motion from large object motion. Detecting
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target motion is relatively easy, but distinguishing different target motion in terms of
the targets’ sizes is more challenging and difficult. For example, a naturally cluttered
background always contains small targets such as insects, and large objects such as
bushes, trees or rocks. Due to the camera motion, these large objects are moving with
the background. In this case, the above-mentioned neural networks can detect both
small and large object motion, but cannot distinguish them.
In engineering, small target motion detection can be performed by infrared de-
tection methods [23]. However, these infrared methods always require significant
temperature differences between objects of interest (such as rockets and jets) and the
background. This largely limits their application, because such significant temperature
difference is rare in the natural world. Different from the infrared methods, the pre-
sented neural model uses normal images as input and provides a vision-based method
for small moving target detection.
3.4 Chapter Summary
In this chapter, we proposed a visual neural model (DSTMD) to simulate the di-
rectionally selective STMD neurons. Direction selectivity is obtained by correlating
signals from two positions while size selectivity is introduced by a lateral inhibition
mechanism. Motion directions of detected targets are estimated by the population vec-
tor algorithm. Systematic experiments showed that the presented STMD-based neural
model can detect not only small moving targets, but also motion directions against
complex backgrounds.
The developed DSTMD model provides an effective solution for small target de-
tection and motion direction estimation, but its output always contains a number of
false positives which result from miscorrelation of two signals and/or small-target-like
background features. This is a common limitation for the existing STMD-based mod-
els with motion information only for small target detection. The following chapter will




STMD Plus – a STMD with Contrast
Pathway
A directionally selective STMD-based model (DSTMD) has been proposed in the
last chapter to detect small moving targets and motion directions against cluttered
backgrounds. To this end, motion information1 is first extracted from input lumi-
nance signals, then further processed to enhance small target motion and eliminate
background motion. However, the DSTMD cannot discriminate small moving targets
from small-target-like background features (as shown in Fig. 4.1), which means that
its detection results may contain a large number of false positives. This is because (1)
small-target-like background features are embedded in the cluttered background such
as bushes, trees and/or rocks, (2) they are moving with the whole background due to a
free flying animal/camera. In this case, these small-target-like features (named as fake
features) cannot be simply filtered out by existing STMD-based models with motion
information only for small target motion detection. To address this problem, other
visual information, such as directional contrast2, should be combined with motion in-
formation for distinguishing small targets from fake features.
In the insects’ visual systems, multiple visual cues are extracted by different spe-
cialized neural circuits [25], [71], [231]. Multiple neural circuits could be coordinated
1Motion information refers to luminance changes of a pixel with respect to time. From the view of mathematics, it is
equivalent to temporal derivative of a pixel.
2Directional contrast denotes luminance changes of a pixel along different spatial directions. From the view of mathemat-
ics, it corresponds to directional derivatives of a pixel.
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Small targetSmall-target-like features 
(Fake features)
Figure 4.1: A small target is moving in the cluttered natural background which contains
a number of small-target-like features (or called fake features). The small target and
fake features all appear as small dim speckles whose sizes vary from one pixel to a few
pixels, since they are far away from the animal/camera.
to discriminate small target motion. For example, in the lamina layer, large monopolar
cells (LMCs) [7], [217] have been described as temporal band-pass filters which ex-
tract motion information from luminance signals [34], [37], [132]; and amacrine cells
(AMCs) [232]–[234] linked to multi adjacent ommatidia with thin extending fibers,
may constitute a contrast pathway with their downstream neurons to extract direc-
tional contrast from luminance signals. Although the contribution from the AMCs to
STMD neural circuits in insects is unknown, it is clear that with directional contrast
and motion information together, an artificial vision system could discriminate small
moving targets from fake features robustly.
Inspired by the above biological findings, this chapter proposes a visual system
model (STMD+) to detect small target motion in cluttered moving backgrounds, where
small targets are successfully discriminated from fake features by combining motion
information with directional contrast. The rest of this chapter is organized as follows.
In Section 4.1, we introduce our proposed visual system model. Section 4.2 provides
extensive performance evaluation as well as comparisons against the existing models.
Finally, we conclude this chapter in Section 4.3.
4.1 Formulation of the System
In this section, we first illustrate the proposed visual system model schematically,
then elaborate on its components in following subsections. The proposed visual system
model is composed of four subsystems, including ommatidia, motion pathway, contrast
pathway and mushroom body [235], [236], as illustrated in Fig. 4.2(a). The luminance
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Mushroom Body









Spatial Contrast (i.e., directional derivative)
(1) Small Target: Since there is relative motion between the 
small target and the background, the spatial contrast of the 
small target will significantly change during a time period
(2) Background Noise: Since there is not relative motion between 
the background noise and the background, the spatial contrast of 
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Figure 4.2: (a) Schematic illustration of the proposed visual system model (STMD+).
(b) Image processing of the proposed visual system model. (c) Directional contrast on
two motion traces which are caused by the small target and fake feature, respectively.
Directional contrast is denoted by arrows along different directions where the arrow’s
length represents the strength of the directional contrast. For the small target (top),
its directional contrast varies significantly with time. However, for the fake feature
(bottom), its directional contrast shows little change over time. (d) Directional contrast
along 45◦ direction of the small target (top) and fake feature (bottom) with respect to
time.
signals are received and smoothed by the ommatidia, then applied to the motion and
contrast pathways. These two pathways separately extract motion information and
directional contrast which are finally integrated in the mushroom body to discriminate
small targets from fake features.
Fig. 4.2(b) shows the image processing of the proposed visual system model, where
the input image sequence is processed frame by frame. In each frame, both small
targets and fake features are located by computing luminance changes of each pixel
over time, while directional contrast is obtained by calculating luminance changes of
each pixel along different directions. The detected positions and directional contrast
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Figure 4.3: Wiring sketches of motion and contrast pathways. In subplots, each colored
node denotes a neuron. For clear illustration, only one STMD and T1 neurons are
presented here. (a) Motion pathway. (b) Contrast pathway. Note that each AMC
collects signals from multiple ommatidia while each LMC receives signals from a
single ommatidium.
are further processed as follows.
1. Successively record the detected positions to infer motion traces.
2. Extract the directional contrast on each motion trace.
3. Compute the standard deviation of directional contrast on each motion trace and
compare it with a threshold for distinguishing small targets from fake features.
Our motivation is mainly based on the following observations: the directional con-
trast of small targets varies significantly with time, since they have relative movement
to the background; on the contrary, the directional contrast of fake features shows little
change over time, as they are static relative to the background. The variation amount
in the directional contrast with time is represented by the standard deviation, which is
taken as the criterion for small target discrimination. Fig. 4.2(c) visually displays the
directional contrast on two typical motion traces that are separately caused by the small
target and fake feature. As an example, Fig. 4.2(d) presents the directional contrast
along 45◦ direction, which is used to calculate the standard deviation for this direction.
4.1.1 Ommatidia
Ommatidia act as luminance receptors to perceptive visual stimuli from the natural
world [216]. In the proposed visual system, they are arranged in a matrix and modelled
as spatial Gaussian filters, each of which captures and smooths the luminance of each
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The Output of Ommatidia The Output of Ommatidia







































Figure 4.4: Schematic illustration of models of motion and contrast pathways. For
clear illustration, only one STMD and T1 neurons are presented here. However, these
types of neurons are all arranged in matrix form in the proposed visual system.
pixel in the input image. Formally, let I(x, y, t) ∈ R denote the input image sequence,
where x, y and t are spatial and temporal field positions. The output of an ommatidium
P (x, y, t) is given by,
P (x, y, t) =
∫∫
I(u, v, t)Gσ1(x− u, y − v)dudv (4.1)









As shown in Fig. 4.3(a), the motion pathway consists of large monopolar cells
(LMCs) [7], [217], medulla neurons (i.e., Mi1, Tm1, Tm2 and Tm3) [237], [238],
small target motion detectors (STMDs) [17], [28], [239] and lobula plate tangential
cells (LPTCs) [57], [222]. The output of ommatidia is first fed into LMCs, then pro-
cessed by medulla neurons and finally integrated by STMDs. Fig. 4.4(a) displays the
model of the motion pathway, which is elaborated as follows.
1) Large Monopolar Cells (LMCs): Objects’ motion can induce luminance changes
of pixels with time. These luminance changes are extracted by the LMCs, each of
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which is modelled by a temporal band-pass filter that is defined as the difference of
two Gamma kernels (see Fig. 4.4(a)). That is,
H(t) = Γn1,τ1(t)− Γn2,τ2(t) (4.3)
Γn,τ (t) = (nt)
n exp(−nt/τ)
(n− 1)! · τn+1
(4.4)
where H(t) denotes the impulse response of the band-pass filter, Γn,τ (t) stands for
the Gamma kernel [218], n and τ refers to the order and time constant of the Gamma
kernel Γn,τ (t). Then the output of each LMC can be calculated by convolving H(t)
with the output of ommatidia P (x, y, t),
L(x, y, t) =
∫
P (x, y, s)H(t− s)ds. (4.5)
The L(x, y, t) reflects luminance changes of pixel (x, y) over time t, where a positive
L(x, y, t) means luminance increase while a negative L(x, y, t) suggests luminance
decrease.
2) Medulla Neurons: Medulla neurons including Tm1, Tm2, Tm3 and Mi1, con-
stitute four parallel channels to process the output of LMCs L(x, y, t). The Tm3 and
Tm2 are modelled as half-wave rectifiers to separate L(x, y, t) into luminance increase
and decrease components. Let STm3(x, y, t) and STm2(x, y, t) denote the output of the
Tm3 and Tm2, respectively, then they are given by
STm3(x, y, t) = [L(x, y, t)]+ (4.6)
STm2(x, y, t) = [−L(x, y, t)]+ (4.7)
where [x]+ denotes max(x, 0). The Mi1 and Tm1 further temporally delay STm3(x, y, t)
and STm2(x, y, t) by convolving them with a Gamma kernel. That is,
SMi1(n,τ)(x, y, t) =
∫
[L(x, y, s)]+ · Γn,τ (t− s)ds (4.8)
STm1(n,τ)(x, y, t) =
∫
[−L(x, y, s)]+ · Γn,τ (t− s)ds (4.9)
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where SMi1(n,τ)(x, y, t) and S
Tm1
(n,τ)(x, y, t) represent the outputs of the Mi1 and Tm1, re-
spectively; n and τ are the order and time constant of the Gamma kernel, which sepa-
rately determine the order and time-delay length of the time delay unit (TDU) (see Fig.
4.4(a)).
3) Small Target Motion Detectors (STMDs): As can be seen from Fig. 4.4(a),
each STMD collects the outputs of medulla neurons located at two pixels, i.e., (x, y)
and (x′(θ), y′(θ)) which are defined as
x′(θ) = x+ α1 cos θ
y′(θ) = y + α1 sin θ
(4.10)
where α1 is a constant, θ denotes the preferred direction of the STMD. When a dim
object successively moves over pixels (x, y) and (x′(θ), y′(θ)), a luminance decrease
followed by a luminance increase will appear at each of these two pixels. These lumi-
nance increase and decrease signals are first aligned in time domain and then multiplied
together so as to produce a large response [132]. That is,
D(x,y, t, θ) = STm3(x, y, t) ·
{
STm1(n4 ,τ4 )(x, y, t)
+ SMi1(n3 ,τ3 )(x
′(θ), y′(θ), t)
}
· STm1(n5 ,τ5 )(x
′(θ), y′(θ), t)
(4.11)
where D(x, y, t, θ) denotes the output of the STMD neuron with a preferred direction












}, corresponding to eight preferred di-
rections of STMD neurons (see Fig. 4.5). It is worthy to note that τ3, τ4 and τ5 are
determined by the different delays among the luminance changes, while n3, n4 and n5
are accordingly tuned to guarantee appropriate Gamma kernel shapes [132].
So far, the obtained D(x, y, t, θ) can detect both small and large moving objects in
the forms of producing a large response. In order to suppress the responses to large
moving objects, the D(x, y, t, θ) is further laterally inhibited by convolving with an
inhibition kernel Ws(x, y). That is,
E(x, y, t, θ) =
∫∫
D(u, v, t, θ)Ws(x− u, y − v)dudv (4.12)
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Figure 4.5: (a) Illustration of neurons which are located at the same position, but have
different preferred directions. The black arrows denote preferred directions. (b) Illus-
tration of different preferred directions in the x-y plane.
where E(x, y, t, θ) represents the inhibited signal; the inhibition kernel Ws(x, y) is
defined as
Ws(x, y) = A · [g(x, y)]+ +B · [g(x, y)]− (4.13)
g(x, y) = Gσ2(x, y)− e ·Gσ3(x, y)− ρ (4.14)
where [x]+ and [x]− respectively denote max(x, 0) and min(x, 0); A, B, e and ρ are
constant.
By comparing the E(x, y, t, θ) with a detection threshold β, we can find the posi-
tions of small moving objects. Specially, if E(x, y, t, θ) > β, then we believe that a
small object moving along direction θ is located at pixel (x, y) and time t. However, it
cannot distinguish small targets and fake features that can be both recognized as small
moving objects. To address this issue, we construct a contrast pathway accounting for
directional contrast calculation.
4.1.3 Contrast Pathway
As shown in Fig. 4.3(b), contrast pathway is composed of amacrine cells (AMCs)
[232]–[234] and T1 neurons [240], [241]. The output of ommatidia is firstly fed into
AMCs, then processed by T1 neurons. Fig. 4.4(b) displays the model of the contrast
pathway, which is elaborated as follows.
1) Amacrine Cells (AMCs): Each AMC receives the output of multiple ommatidia
located in a small region and serves as a weighted summation unit, as presented in Fig.
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where η is constant. Then the output of each AMC A(x, y, t) can be given by
A(x, y, t) =
∫∫
P (u, v, t)W
A
(x− u, y − v)dudv (4.16)
where P (x, y, t) is the output of ommatidia defined in (4.1).
2) T1 Neurons: The T1 neuron layer is adopted to extract the directional contrast
along different directions. The directional contrast at (x, y) along direction φ is defined
as the difference between the outputs of two AMCs that are located at (x+α2 cosφ, y+
α2 sinφ) and (x−α2 cosφ, y−α2 sinφ). Here, α2 is a constant. Let T (x, y, t, φ) denote
the output of a T1 neuron with a preferred direction φ, then it can be given by
T (x, y, t, φ) =A(x+ α2 cosφ, y + α2 sinφ, t)
− A(x− α2 cosφ, y − α2 sinφ, t).
(4.17)
Substituting (4.16) in (4.17), we have
T (x, y, t, φ) =
∫∫
P (u, v, t)W
T
(x− u, y − v, φ)dudv (4.18)
where the convolution kernel W
T
(x, y, φ) represents
W
T
(x, y, φ) =W
A
(x+ α2 cosφ, y + α2 sinφ)
−W
A
(x− α2 cosφ, y − α2 sinφ).
(4.19)






}, corresponding to four preferred directions of T1 neu-
rons. It is worthy to note that the convolution kernel W
T
(x, y, φ) is one of the di-
rectional derivative operators [242], [243], which can extract anisotropic luminance
variations (see Fig. 4.6).
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Figure 4.6: Illustration of the convolution kernel W
T
(x, y, φ). (a) φ = 0. (b) φ = π
4
.
(c) φ = π
2




In the proposed visual system, the mushroom body [235], [236] receives two types
of neural outputs, including the output of STMDs E(x, y, t, θ) and the output of T1
neurons T (x, y, t, φ). These neural outputs are integrated to discriminate small targets
from fake features via the following three procedures.
1) Motion Trace Recording: The output of STMDs E(x, y, t, θ) is employed
to record motion traces of small objects. For a detection threshold β and a start-





, t0, θA) > β, then we believe that a small object





and its motion direction is θ
A
. Similarly, at next time step t1, another pixel B (xB , yB)
and motion direction θ
B









), and pixel B is the nearest detected
point to pixel A, then we believe that pixels A and B belong to the same motion trace
denoted by TR. Repeating the above steps, the motion trace TR can be recorded
3The detected object could be a small target or a fake feature, which cannot be discriminated by the STMDs.
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Figure 4.7: Motion trace recording. Each node denotes a detected pixel while each
circle represents a small neighborhood. If the pixel B is located in the neighborhood
of the pixel A, and pixel B is the nearest detected point to pixel A, then we believe that
pixels A and B belong to the same motion trace. Repeating this step, a motion trace
could be recorded.
during a time period, as shown in Fig. 4.7. The TR can be described as,
TR = (x(t), y(t), θ(t)), t ∈ [t0, tn] (4.20)
where x(t) and y(t) represent x and y coordinates at time t, θ(t) denotes motion direc-
tion, t0 and tn are the starting time and current time.
2) Information Integration: Once motion traces are recorded, we can obtain their
directional contrast by substituting (4.20) into T (x, y, t, φ). That is,
Q(t, φ) = T (x(t), y(t), t, φ), t ∈ [t0, tn] (4.21)
where Q(t, φ) denotes the directional contrast along direction φ on the motion trace
TR; (x(t), y(t)) stands for the point on the motion trace. To quantify the variation
amount in the directional contrast, we calculate the standard deviation (SD) of the
Q(t, φ) during a time period [tn−m, tn], denoted by SD(tn−m, tn, φ). Herem represents
the sample number for the SD calculation.
3) Small Target Discrimination: We determine whether a detected object is a small
target or a fake feature, using the standard deviations of the directional contrast on the
object’s motion trace, i.e., SD(tn−m, tn, φ). If the SD(tn−m, tn, φ) is smaller than a
certain threshold, we believe that the detected object is a fake feature; Otherwise, it is
a small target.
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Algorithm 1 Detection Process of the STMD Plus
Input: Image sequence {I1, I2, · · · , IN}, where Ii ∈ Rm×n.
Output: Positions of small moving targets in each input image.
1: for each input image do
2: // Ommatidia
3: Calculate the output of the ommatidium via (4.1);
4: // Motion Pathway
5: Calculate the output of the LMC via (4.5);
6: Calculate the outputs of the medulla neurons via (4.6)-(4.9);
7: Calculate the output of the STMD via (4.11);
8: Calculate the laterally inhibited output via (4.12);
9: // Contrast Pathway
10: Calculate the output of the AMC via (4.16);
11: Calculate the output of the T1 neuron via (4.17);
12: // Mushroom Body
13: Calculate motion traces of the detected objects via (4.20);
14: for each motion trace do
15: Calculate the directional contrast of the motion trace via (4.21);
16: Calculate the standard deviations (SD) of the directional contrast on the mo-
tion trace;
17: if SD > threshold then
18: the detected object is a small target;
19: else





For demonstration of actual implementations, we attach pseudo-code form of the
STMD Plus (see Algorithm 1). We further briefly discuss the complexity of the pro-
posed method for small target motion detection. As shown in Algorithm 1, the compu-
tational time of our method mainly consists of four parts: the ommatidia, the motion
pathway, the contrast pathway and the mushroom body.
The computational complexity of the ommatidia is essentially determined by a 2-
D spatial convolution of the input image with a Gaussian kernel (see Equation (4.1)),
which can be implemented in O(k2mn) time for an m × n input image and a k × k
kernel.
In the motion pathway, the LMC output can be regarded as the difference of two
Gamma convolutions (see Equation (4.3)-(4.5)). Since the temporal Gamma convo-
lution needs O(lmn) cost where l is the length of the Gamma kernel, the computa-
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tional complexity of the LMC scales with O(2lmn). Similarly, the total cost of the
four medulla neurons is about O(2lmn + 2mn). According to (4.11), the computa-
tional complexity of the STMD is O(2mn) for each preferred direction, so its entire
cost grows like O(2dmn) where d denotes the number of the preferred directions. Fi-
nally, the lateral inhibition mechanism which is implemented by a 2-D convolution
(see Equation (4.12)), needs O(k2mn) cost. Thus the entire computational complexity
of the motion pathway is O((k2 + 4l + 2d+ 2)mn).
In the contrast pathway, the directional contrast of each pixel along different spatial
directions is calculated by convolving the ommatidium output with directional deriva-
tive operators (see Equation (4.17)). Since the 2-D spatial convolution needsO(k2mn)
cost for each spatial direction, the entire computational complexity of the contrast path-
way is O(k2dmn).
In the mushroom body, the nearest neighbour of each detected object is calculated
for recording motion trace, which can be implemented in O(p2) time in the worst
case where p is the number of the detected objects. In addition, the cost of standard
deviation calculation is around O(rp) where r represents the sample number. So the
entire computational complexity of the mushroom body is around O(p2 + rp).
Based on the aforementioned analysis, the entire computational complexity of the
proposed STMD Plus is around O(N(2k2 + k2d + 4l + 2d + 2)mn + N(p2 + rp))
where N stands for the number of input images. As can be seen, the front part of the
computational complexity will be fixed once the kernel size k, l and the number of
directions d are given. However, the latter part grows as the square of the p, which
is very computationally intensive for a large p. Note that the cluttered background
always contains a number of false positives, so the p could be quite large when a low
detection threshold is chosen. Due to the high computational complexity in motion
trace recording, the STMD Plus may not be suitable for real-time applications.
4.1.6 Parameter Setting
Parameters of the proposed visual system model are listed in Table 4.1, where the
parameters of the motion pathway are determined by the analysis in [132] while those
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Table 4.1: Parameters of the proposed visual system model.
Eq. Parameters
(4.1) σ1 = 1
(4.3) n1 = 2, τ1 = 3, n2 = 6, τ2 = 9
(4.10) α1 = 3
(4.11) n3 = 3, τ3 = 15, n4 = 5, τ4 = 25, n5 = 8, τ5 = 40
(4.13) A = 1, B = 3
(4.14) σ2 = 1.5, σ3 = 3.0, e = 1, ρ = 0
(4.15) η = 1.5
(4.17) α2 = 3
of the contrast pathway are tuned based on empirical experience. These parameters
are chosen to satisfy the functionality, which are mainly determined by the velocity
and size ranges of the moving targets. They will not be changed in the following
experiments unless stated.
The proposed visual system model is written in Matlab (The MathWorks, Inc., Nat-
ick, MA). The computer used in the experiments is a standard laptop with a 2.50GHz
Intel Core i7 CPU and 16GB DDR3 memory. The source code can be found at
https://github.com/wanghongxin/STMD-Plus.
4.2 Results and Discussions
The proposed visual system model is evaluated on a synthetic dataset [225] and
a real dataset (STNS dataset) [37]. The synthetic dataset contains a number of image
sequences which are synthesized by using real background images and a computer gen-
erated small target (a black block). These image sequences all display the motion of the
small target against the cluttered moving backgrounds, which are different in the target
sizes, target velocities, background velocities, background types and so on. The sam-
pling frequencies of the synthetic videos are all equal to 1000 Hz. The STNS dataset
is a collection of 25 real videos featuring various moving targets and environments.
The scenarios include many kinds of challenges, such as heavy clutter, camera motion
and changes in overall brightness. The STNS dataset (videos and manual ground truth
annotations) is available at https://figshare.com/articles/STNS Dataset/4496768.
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BV
Small Target Tree 
Figure 4.8: A input frame at time t0 = 1000 ms whose resolution is 500 pixels (in
horizontal) by 250 pixels (in vertical). The small target (the black block) and the
cluttered background are moving from left to right. Their velocities are all equal to
250 pixel/s, where arrow VB denotes the motion direction of the background. The tree
which is regarded as a large object, is also moving due to the background motion.
To quantitatively evaluate the detection performance, two metrics are defined as
following [23],
DR =
number of true detections
number of actual targets
(4.22)
FA =
number of false detections
number of images
(4.23)
whereDR and FA denote detection rate and false alarm rate, respectively. The detected
result is considered correct if the pixel distance between the ground truth and the result
is within a threshold (5 pixels).
4.2.1 Signal Processing in the Motion Pathway
To intuitively illustrate the signal processing in the motion pathway, we observe
the output of each neural layer with respect to x by setting y and t as y0 = 125 pixel
and t0 = 1000 ms. Fig. 4.8 shows the input frame at time t0 = 1000 ms, where the
luminance signal I(x, y0, t0) on the middle line is presented in Fig. 4.9(a). Its resulting
ommatidium output and LMC output are displayed in Fig. 4.9(b) and (c), respectively.
The ommatidum output is a smoothed version of the input signal. The LMC output
reveals the luminance changes of pixels, where the positive values correspond to lumi-
nance increase while the negative values suggest luminance decrease.
Fig. 4.10(a) demonstrates the four inputs of the STMDs when the preferred di-
rection θ is set to 0. Specifically, the STm3(x, y0, t0) is the positive part of the LMC
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Figure 4.9: In each subplot, the horizontal axis denotes x coordinate while the vertical
axis represents neural outputs. (a) Input luminance signal I(x, y0, t0). (b) Ommatidium
output P (x, y0, t0). (c) LMC output L(x, y0, t0).
output; the SMi1(n3,τ3)(x + α1, y0, t0) denotes the delayed version of the positive part of
the LMC output with a shift of α1 pixels; the STm1(n4,τ4)(x, y0, t0) stands for the delayed
version of the negative part of the LMC output; and the STm1(n5,τ5)(x + α1, y0, t0) repre-
sents the delayed version of negative part of the LMC output with a shift of α1 pixels.
Fig. 4.10(b) further shows the output of STMDs, where a high response appears at
the position of the small target (x = 245) while the responses at other positions are
effectively suppressed. This is because the four peaks located at the position of the
small target are aligned (see Fig. 4.10(a)), which will produce a strong response af-
ter the multiplication, summation and lateral inhibition in the STMD (see Fig. 4.4).
For other positions e.g., x = 120, 343, 435, the peaks on the four curves exhibit a low
aligning probability, hence producing a weak response. Note that the lateral inhibition
is introduced to suppress the responses to large objects, such as the tree displayed in
Fig. 4.8.
It is worthy to note that the above analysis is based on the presetting of the preferred
direction θ = 0. When we change the preferred direction θ, different STMD outputs
can be calculated. Fig. 4.11 presents the STMD outputs at the positions x = 245 and
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Figure 4.10: In each subplot, the horizontal axis denotes x coordinate while the verti-
cal axis represents neural outputs. (a) Four inputs of the STMDs when the preferred
direction θ is set to 0, i.e., STm3(x, y0, t0), S
Mi1
(n3,τ3)
(x+α1, y0, t0), S
Tm1
(n4,τ4)




(x+α1, y0, t0). (b) STMD output E(x, y0, t0, θ) when the preferred direction θ
is equal to 0.
x = 435 along eight preferred directions θ, where x = 245 is the position of the small
target and x = 435 corresponds to the position of the large tree. As shown in Fig.
4.11(a), for the small target, the STMD shows strong directional selectivity. As the
preferred direction deviates from the motion direction of the small target, the STMD
output will decrease correspondingly. On the other hand, the direction of the small
target can be estimated by computing the summation of these output vectors [132].
For the large tree (see Fig. 4.11(b)), the outputs of the STMD along eight preferred
directions are very low, suggesting that the STMD is not interested in large moving
objects.
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(b)(a)
Figure 4.11: In the polar coordinate system, the angular coordinate represents
the preferred direction θ while the radial coordinate denotes the STMD output.













}. The blue arrow stands for the motion direction of the small
target. (b) STMD outputs at position x = 435 along eight preferred directions θ.
4.2.2 Characteristics of the STMD
To further demonstrate the characteristics of the STMD, we compare its outputs
to objects with different velocities, widths, heights and Weber contrast. Fig. 4.12(a)
shows the STMD output with respect to the Weber contrast. As can be seen, the STMD
output increases as the increase of Weber contrast, until reaches maximum at Weber
contrast = 1. This indicates that the higher Weber contrast of an object is, the easier
it can be detected. Fig. 4.12(b) presents the STMD output with regard to the velocity
of the moving object. Obviously, the STMD output peaks at an optimal velocity (300
pixel/s). The STMD also exhibits high responses to the objects whose velocities range
from 100 to 500 pixel/s. Fig. 4.12(c) and (d) display the output of the STMD when
changing the width and height of the object, which indicate that the STMD prefers
moving objects whose widths and heights are smaller than 15 pixels.
These characteristics of the STMD revealed in Fig. 4.12(a)-(d), are called Weber
contrast sensitivity, velocity selectivity, width selectivity and height selectivity, respec-
tively, which have been already found in the STMD neurons in biological research [13],
[17], [239].
4.2.3 Effectiveness of the Contrast Pathway
In the proposed visual system model, we design a contrast pathway and incorporate
it with the motion pathway to discriminate small targets from fake features. To validate
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Figure 4.12: STMD outputs to moving objects with different Weber contrast, veloc-
ities, widths and heights. (a) Different Weber contrast. (b) Different velocities. (c)
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(b)
Figure 4.13: (a) Representative frame of the input image sequence. A small target
(the small black block) highlighted by the circle, is moving against the cluttered back-
ground. The background which contains a number of fake features, is also moving
from left to right where arrow VB denotes the background motion direction. (b) Mo-
tion trace of the small target during time period [0, 1000] ms, i.e., ground truth. In this
subplot, color represents motion direction θ of the small target.
its effectiveness, we first compare the performance of the STMD+ with and without the
contrast pathway. Then we conduct a performance comparison between the developed
STMD+ and two baseline models including ESTMD [34] and DSTMD [132]. The
testing setups are detailed as follows: the input image sequence is presented in Fig.
4.13(a), which displays a small target moving against the cluttered background; the
background is moving from left to right and its velocity is 250 pixel/s; the luminance,
size and velocity of small target are equal to 0, 5×5 pixels and 250 pixel/s, respectively;
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Figure 4.14: (a), (c), (e) and (g) Motion traces detected by the STMD+ without the
contrast pathway under different detection thresholds β which are set as 150, 250, 350
and 450, respectively. (b), (d), (f) and (h) Motion traces detected by the STMD+ with
the contrast pathway under different detection thresholds β which are set as 150, 250,
350 and 450, respectively.
the motion trace of the small target during time period [0, 1000] ms is illustrated in Fig.
4.13(b).
Fig. 4.14(a), (c), (e) and (g) displays the motion traces detected by the STMD+
without the contrast pathway under different detection thresholds β. As can be seen,
these detection results all contain numerous fake features. When increasing the detec-
tion threshold, the detected fake features will decrease while the detected motion trace
becomes more incomplete. After applying the contrast pathway, the fake features are
all filtered out even under different detection thresholds (see Fig. 4.14(b), (d), (f) and
(h)). The specific detection rate (DR) and false alarm rate (FA) are presented Table
4.2.
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Table 4.2: Detection rate (DR) and false alarm rate (FA) of the STMD+ with and
without the contrast pathway under different detection thresholds β.
Threshold β
Without* With#
DR FA DR FA
150 0.85 27.70 0.85 0
250 0.74 19.11 0.74 0
350 0.60 12.87 0.60 0
450 0.50 6.88 0.50 0
* The STMD+ without the contrast pathway.
# The STMD+ with the contrast pathway.















Figure 4.15: Motion traces detected by the ESTMD, DSTMD and STMD+. For fair
comparison, the three models have fixed detection rates (DR = 0.85). (a) ESTMD. (b)
DSTMD. (c) STMD+. Since the ESTMD cannot detect motion direction, its outputs
are all shown in black color.
Fig. 4.15 demonstrates the motion traces detected by the ESTMD, DSTMD and
STMD+, where the detection rates (DR) of the three models are all set to 0.85 for fair
comparison. As can be seen, the detection results of the ESTMD and DSTMD are
seriously contaminated by a number of fake features, whereas that of the STMD+ is
noiseless.
To reveal the role of the contrast pathway, we analyze the directional contrast on
two motion traces chosen from Fig. 4.14(a), where one is the small target motion
trace, and the other is a randomly selected fake feature trace. Fig. 4.16 presents the
directional contrast on these two motion traces. Note that each motion trace has four






}. As shown in Fig. 4.16(a),
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Figure 4.16: (a) Directional contrast on the motion trace caused by the small target. (b)
Directional contrast on the motion trace caused by the fake feature. In each subplot,







































Figure 4.17: Standard deviations under different sample numbers. (a) Standard devia-
tions of the small target. (b) Standard deviations of the fake feature.
the directional contrast on the motion trace caused by the small target displays signif-
icant changes over time. In contrast, the directional contrast of the fake feature trace
remains almost unchanged with respect to time (see Fig. 4.16(b)). The calculated
standard deviations of the directional contrast on these two motion traces are listed in
Table 4.3, where the sample number m is equal to 1000. Obviously, the standard devi-
ations of the small target are much larger than those of the fake feature, suggesting that
the small target can be discriminated from fake features by comparing their standard
deviations.
We further study the relationship of the standard deviations with regard to the sam-
ple number m (see Fig. 4.17). As it is shown, the standard deviations of the small
target exhibit a sharp rise when the sample number increases from 0 to 200. With the
continuous growth of the sample number, the standard deviations tend to be stable.
Similarly, the standard deviations of the fake feature become stable as the increase of
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Table 4.3: Standard deviations of the direction contrast.
Standard deviation






Small target 36.10 38.17 31.29 42.86
Fake feature 1.38 3.56 3.88 2.54
the sample number. Above results indicate that a certain number of samples is needed
to obtain stable standard deviations. Note that the smaller the sample number means
the shorter the motion trace, which always results in minor change of the directional
contrast. That is, the standard deviation of the small target will be too small to be
discriminated from those of fake features when a small sample number is chosen like
50. This is the case in the clear and homogenous backgrounds such as sky and ocean
where directional contrast shows little change in a large area. On the other hand, a large
sample number needs correctly recording motion traces over a long distance which is
extremely difficult to achieve in cluttered backgrounds. Considering these two aspects,
the sample number is set as 200 as a tradeoff in the experiments to obtain stable stan-
dard deviations.
4.2.4 Comparison on Synthetic and Real Datasets
In this section, six groups of synthetic image sequences are first utilized to evalu-
ate the performance of the proposed model in terms of different target velocities, tar-
get sizes, target luminance, background velocities, background motion directions and
background images. The details of the synthetic image sequences are listed in Table
4.4. Then the proposed model is further tested on the real dataset (STNS dataset [37]).
The performance comparison between the proposed STMD+ and two baseline models
(namely, ESTMD and DSTMD), is also conducted.
Fig. 4.18(a) shows the receiver operating characteristics (ROC) curves of the three
models for the initial synthetic image sequence. It can be seen that the STMD+ has
better performance than the baseline models. More precisely, the STMD+ has higher
detection rates (DR) compared to the baseline models while the false alarm rates (FA)
are low. Fig. 4.18(b)-(d) display the detection rates of the three models for the Group
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Figure 4.18: (a) Receiver operating characteristic (ROC) curves of the three models for
the initial image sequence. (b)-(f) Detection rates of the three models for the Group
1-5. For fair comparison, the three models have fixed false alarm rate (FA = 5). (b)
Group 1, different target velocities. (c) Group 2, different target sizes. (d) Group 3,
different target luminance. (e) Group 4, different background velocities (in rightward
motion). (f) Group 5, different background velocities (in leftward motion).
1 to 5, where the false alarm rates of the three models are all equal to 5 for fair compar-
ison. From Fig. 4.18(b) and (c), we can see that the STMD+ significantly outperforms
the baseline models. The STMD+ has higher detection rates than the baseline mod-
els for different target velocities and sizes. The detection rate of the STMD+ remains
stable when the target velocity (or size) ranges from 200 to 500 pixel/s (or from 4× 4
to 12 × 12 pixel × pixel). In contrast, the detection rates of the two baseline models
significantly decrease after reach the maximum points. As it shown in Fig. 4.18(d),
the STMD+ consistently performs best under different target luminance. It is worthy
to note that the detection rates of the three models all decrease with the increase of
target luminance. In Fig. 4.18(e) and (f), we can see that the STMD+ has the bet-
ter performance than the baseline models under different background velocities and
directions.
Fig. 4.19 presents the ROC curves of the three models for the Group 6. As can be
seen, the STMD+ outperforms the baseline models in different backgrounds. Note that
the three models all perform well in Fig. 4.19(a). Their detection rates are all close
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Figure 4.19: Background images and ROC curves of the three models for the Group 6,
different backgrounds.
























































































































Figure 4.20: ROC curves of the three models for the six real image sequences. (a)
Real image sequence 1 (STNS-4). (b) Real image sequence 2 (STNS-15). (c) Real
image sequence 3 (STNS-16). (d) Real image sequence 4 (STNS-18). (e) Real image
sequence 5 (STNS-22). (f) Real image sequence 6 (STNS-25).
to 1 when the false alarm rates are low, and show small differences. This is because
the background is much more homogeneous and contains less fake features. However,
in more cluttered backgrounds such as Fig. 4.19(b) and (c), the STMD+ has a much
better performance than the other two models.
We further tested the developed model on the publicly available STNS dataset [37].
Fig. 4.20 illustrates the ROC curves of the three models for the six real image se-
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quences, where the numbers of these six image sequences in the STNS dataset are 4,
15, 16, 18, 22 and 25, respectively. As it is shown in the six subplots, the detection
rates of the STMD+ are higher than those of two baseline models when the false alarm
rates are given. That is, the STMD+ obtains the best performance for all six real se-
quences, which means that the STMD+ can work more stably for different cluttered
backgrounds and target types.
4.3 Chapter Summary
In this chapter, we have proposed a visual system model (STMD+) for small target
motion detection in cluttered backgrounds. The visual system contains two parallel in-
formation pathways and is capable of discriminating small targets from fake features.
The first pathway called motion pathway, is intended to locate all small moving ob-
jects by calculating luminance changes over time at each pixel. The second pathway
called contrast pathway, is designed to capture the directional contrast by computing
luminance changes of each pixel along different directions. The mushroom body is
introduced to fuse the two types of information from the two pathways. Finally, small
targets are distinguished from fake features by comparing the standard deviations of the
directional contrast on their motion traces. Comprehensive evaluation on the synthetic
and real datasets, and comparisons with the existing STMD models demonstrate the
effectiveness of the proposed visual system in filtering out fake features and improving
detection rates.
The motion trace recording whose costs scales with O(p2) in the worst case is so
computationally expensive that the STMD Plus may no be suitable for real-time ap-
plications. In addition, the performance of the STMD Plus relies on the accuracy of
the recorded traces. However, accurately tracking of multiple objects against cluttered
backgrounds remains a challenging task due to background clutters, poor contrast, and
partial or full occlusions. To avoid high computational complexity and poor perfor-
mance of motion trace recording, we address the false-positive-elimination problem
from the point of feedback mechanisms in the next chapter.
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Feedback STMD – a STMD with
Feedback Loop
To discriminate small targets from fake features against cluttered moving back-
grounds, Chapter 4 develops the STMD Plus by comparing the changes of directional
contrast on the motion traces. It outperforms the other existing STMD-based models
in terms of eliminating false positive background features. However, the motion trace
recording is computationally expensive, making it inappropriate for real-time applica-
tions. Furthermore, the performance of the STMD Plus is limited by the accuracy of
the recorded motion traces which is often low in complex environments due to poor
contrast, frequent occlusions and complex interactions between objects. To avoid the
above limitations, other neural mechanisms, such as feedback, should be integrated
with the existing STMD-based models for eliminating false positives instead of the
STMD Plus.
Feedback loops, a common neural connection in animals’ visual systems, are known
to serve a modulatory role in visual processing [244]–[246]. Specifically, they are able
to potentiate the abilities of visual neurons to discriminate moving objects from clut-
tered backgrounds [247]–[250]. Information flowing from higher-level visual areas to
lower ones via the feedback loops can effectively enhance responses to the moving
objects while suppress those to the background. Although the feedback connections
of the STMD pathways are still under investigation, it is clear that incorporating feed-
back information is beneficial to the improve the performance of the STMD neurons
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Input Images
Figure 5.1: Schematic illustration of the proposed feedback STMD-based neural
model. For clear illustration, only one STMD is presented here. However, the STMD
neurons are arranged in matrix form in the proposed model.
for small target motion detection.
This chapter considers small target discrimination problem from the perspective
of feedback mechanisms. A feedback STMD-based neural model named as Feedback
STMD, is proposed by applying its model output to the previous medulla layer to con-
struct a feedback loop. The feedback signal is first temporally delayed, then subtracted
from the medulla neural outputs to suppress small-target-like background features.
The remainder of this chapter is organized as follows. In Section 5.1, we introduce
the developed feedback STMD-based neural model in details. Section 5.2 provides
extensive performance evaluation as well as comparisons against the existing models.
Finally, we conclude this chapter in Section 5.3.
5.1 Formulation of the Model
The proposed feedback STMD-based neural model is composed of four sequen-
tially arranged neural layers including the retina, lamina, medulla, and lobula, as illus-
trated in Fig. 5.1. Each layer contains various neurons cooperating together for small
target detection. Specifically, luminance signals are received and smoothed by the
ommatidia, then propagated to the LMCs to extract luminance changes with respect
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to time. The medulla neurons separate the luminance-change signals into increase
and decrease components which are further temporally delayed to ensure alignment in
temporal domain. These temporally aligned signals are recombined by the STMDs to
produce a large response to small moving targets. To construct a feedback loop, the
output of the STMD is first delayed, then fed into the previous medulla layer. The
formulation of the ommatidia, LMCs, medulla neurons, and STMDs has been elabo-
rated in the previous chapter, so we only describe the proposed feedback loop in the
following.
5.1.1 Feedback STMD
As shown in Fig. 5.1, a feedback signal is applied to the medulla neurons to sup-
press background features by subtracting itself from the medulla neural outputs. After
the subtraction, these medulla neural outputs are multiplied together to define the out-
put of the STMDs, that is,
Df (x, y, t) =
{




STm1(n3,τ3)(x, y, t)− αF (x, y, t)
} (5.1)
where Df (x, y, t) stands for the output of the feedback STMDs; STm3(x, y, t) and
STm1(n3,τ3)(x, y, t) are medulla neural signals defined in (3.6) and (3.9); α > 0 is a con-
stant; F (x, y, t) denotes the feedback signal defined as temporally delayed summa-
tion of the STMD neural outputs Df (x, y, t) and the weighted outputs of surrounding
STMDs E(x, y, t), that is
F (x, y, t) =
∫ {
Df (x, y, s) + E(x, y, s)
}
Γn4,τ4(t− s)ds (5.2)
where Γn4,τ4(t) denotes a Gamma kernel whose order and time constant are n4 and τ4,
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Figure 5.2: Neural outputs at a pixel with time for (a) fast-moving small objects, and
(b) moving objects either with low velocities or large sizes. The delay times of the
STMD outputs in the two subplots are the same.
where η is constant. Then, the weighted outputs of surrounding STMDs E(x, y, t) is
defined as
E(x, y, t) =
∫∫ {
STm3(u, v, t) · STm1(n3,τ3)(u, v, t)
}
We(x− u, y − v)dudv. (5.4)
Referring to (3.19), the Df (x, y, t) further convolves with the inhibition kernel
Ws(x, y) to suppress large moving objects,
Ef (x, y, t) =
∫∫
Df (u, v, t)Ws(x− u, y − v)dudv (5.5)
where Ef (x, y, t) refers to the inhibited output and Ws(x, y) is given in (3.13).
The motivation of the time-delay feedback is based on the following observations:
the duration of an object to pass through a pixel is determined by its size and velocity;
for objects either with low velocities or with large sizes, their durations are always
much longer than those of fast-moving small objects. In the natural world, mates or
prey often move faster than the background [122], [251], [252], which means those
slow-moving objects are more likely to be background features. As illustrated in Fig.
5.2, the medulla neural outputs with long response duration are largely suppressed
after applying the time-delay feedback signal, while those outputs with short response
duration are almost preserved. That is, the proposed feedback loop can inhibit slow-
moving background features by appropriate time delay.
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Figure 5.3: Running times of the four models under different detection thresholds for
processing 1000 frames.
5.1.2 Computational Complexity
The computational time of the proposed Feedback STMD mainly consists of five
parts: the retina, lamina, medulla, lobula and feedback loop, as shown in Fig. 5.1. The
complexity of the retina is determined by a 2-D spatial convolution of the input image
with a Gaussian kernel, which can be implemented in O(k2mn) time for an m × n
input image and a k × k kernel. In the lamina, the LMC output can be regarded as the
difference of two Gamma convolutions. Since the temporal Gamma convolution needs
O(lmn) cost where l is the length of the Gamma kernel, the computational complexity
of the LMC scales with O(2lmn). Two medulla neural outputs are multiplied together
to define the STMD output, so the total cost of this step is about O(lmn + 2mn)
where the complexity for calculating the two medulla neural outputs is O(lmn+mn).
Finally, the lateral inhibition mechanism which is implemented by a 2-D convolution,
needs O(k2mn) cost. In the feedback loop, the cost for calculating the temporally
delayed feedback signal grows like O(lmn).
Based on the above analysis, the entire computational complexity of the proposed
Feedback STMD is around O(N(2k2 + 4l + 2)mn) where N stands for the number
of input images. To quantitatively compare the complexity of the existing STMD-
based models, we record their running times for processing 1000 frames under different
detection thresholds. As can be seen from Fig. 5.3, the running times of the DSTMD,
ESTMD, and Feedback STMD remain almost unchanged under different detection
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Table 5.1: Running times of the four models for processing 1000 frames where the
detection threshold is set as 10.
ESTMD Feedback STMD DSTMD STMD Plus
Time (min) 1.07 1.41 1.86 3.12
Table 5.2: Parameters of the proposed Feedback STMD
Eq. Parameters
(3.1) σ1 = 1
(3.3) n1 = 4, τ1 = 8, n2 = 16, τ2 = 32
(5.1) n3 = 9, τ3 = 45, α = 1
(5.2) n4 = 10, τ4 = 25
(5.5) A = 1, B = 3, σ2 = 1.5, σ3 = 3, e = 1, ρ = 0
thresholds. However, the running time of the STMD Plus significantly increases as
the decrease of the detection threshold. This is because the complexity of the STMD
Plus for recording motion traces scales with O(p2) where p is the number of detected
objects. The lower detection threshold always means the higher the number of detected
objects p, which finally results in the non-linear growth of the running time. The
running times of the four models when the detection threshold is set as 10 are given in
Table 5.1. As it is shown, the running time of the Feedback STMD is much less than
that of the STMD Plus, which approximates the half of the STMD Plus’s running time.
5.1.3 Parameter Setting
Parameters of the proposed Feedback STMD are listed in Table 5.2, where the
parameters of four neural layers are determined by the analysis in [132], [133]. The
feedback constant α and time-delay length τ4 will be analysed to evaluate their effects
on the model performance in Section 5.2.3. On the whole, all parameters are chosen
to satisfy the basic neural properties which are mainly determined by velocity and size
ranges of moving targets.
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Figure 5.4: Input frame at time t0 = 1000 ms whose resolution is 500 pixels (in hori-
zontal) by 250 pixels (in vertical). The small target (the black block) is moving against
the cluttered background where arrow VT and VB denote the motion direction of the
target and background, respectively. The velocity of the small target and background
are set as 250 pixel/s and 150 pixel/s, respectively. The fake feature is embedded in the
background and also moving due to background motion.
5.2 Results and Discussions
The Vision Egg dataset [225] is used to verify the proposed feedback neural model.
It includes various image sequences, each of which is synthesized by real background
images and computer generated small targets. These image sequences all display a
small target moving against cluttered backgrounds, but differ in target size, target ve-
locity, target luminance, background velocity, background types and so on. The tem-
poral sampling frequency of the videos is 1000 Hz.
5.2.1 Signal Processing of Various Neurons
To intuitively illustrate the signal processing of the developed model, we observe
the output of each neural layer with respect to x by setting y and t as y0 = 125 pixel
and t0 = 1000 ms. Fig. 5.4 displays the input frame at time t0 = 1000 ms where the
luminance signal I(x, y0, t0) on the middle line is shown in Fig. 5.5(a). The resulting
ommatidium output and LMC output are presented in Fig. 5.5(b) and (c), respectively.
As can be seen, the ommatidium output is slightly smoothed compared to the input
signal; the LMC output is a temporal band-pass filtered version of the ommatidium
output where positive LMC outputs mean luminance increase of pixels while negative
LMC outputs suggest luminance decrease over time.
To reveal the role of the feedback loop, we compare the inputs and outputs of
the STMD with those of the Feedback STMD. Fig. 5.6(a) demonstrates the two in-
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Figure 5.5: In each subplot, the horizontal axis denotes x coordinate while the vertical























Figure 5.6: In each subplot, the horizontal axis denotes x coordinate while the vertical
axis represents neural outputs. (a) Two inputs of the STMD. (b) Two inputs of the
Feedback STMD. (c) Output of the STMD. (d) Output of the Feedback STMD.
puts of the STMD where STm3(x, y0, t0) is the positive part of the LMC output while
STm1(n3,τ3)(x, y0, t0) represents the negative part of the LMC output with time delay. These
two medulla signals are multiplied together then laterally inhibited to produce strong
responses to small moving targets. As can be seen from Fig. 5.6(c), a large STMD
response appears at the location of the small target (x = 322), however, the other po-
sitions such as the location of the fake feature x = 102, also present strong STMD
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Figure 5.7: Outputs of the STMD and Feedback STMD to moving objects with differ-
ent Weber contrast, velocities, widths and heights. (a) Different Weber contrast. (b)
Different velocities. (c) Different widths. (d) Different heights.
responses. To suppress the responses to the background features, a feedback signal is
applied to the medulla neurons. Fig. 5.6(b) and (d) illustrates the two medulla neural
outputs after feedback and the output of the feedback STMD, respectively. As it is
shown, the responses to the background features are largely suppressed after the feed-
back, whereas the response to the small target still maintains a much higher value. In
this case, the small target can be easily distinguished by comparing the model output
with a preset threshold.
5.2.2 Tuning Properties
The STMD model exhibits four tuning properties including Weber contrast sensi-
tivity, velocity selectivity, width selectivity and height selectivity. However, whether
the STMD with a feedback loop can preserve these four properties remains unclear. To
answer this question, we compare the outputs of the feedback STMD to objects with
different velocities, widths, heights and Weber contrast. The initial Weber contrast,
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velocity, width and height of the object are set as 1, 250 pixel/s, 5 pixels and 5 pixels.
Fig. 5.7(a) shows the outputs of the STMD and feedback STMD with respect to
Weber contrast. As can be seen, both models exhibit Weber contrast sensitivity. Specif-
ically, their outputs increase as the increase of Weber contrast, until reaches maximum
at Weber contrast = 1. Fig. 5.7(b) displays the outputs of the STMD and feedback
STMD with regard to object velocity. As it is shown, both models are selective to the
object’s velocity. Their outputs all peak at respective optimized velocities, where the
optimized velocity of the feedback STMD (400 pixel/s) is much higher than that of
the STMD (150 pixel/s). In addition, the feedback STMD exhibits high responses to
the objects whose velocities range from 150 pixel/s to 1000 pixel/s, while the response
range of the STMD is between 50 pixel/s and 600 pixel/s. Fig. 5.7(c) presents the
outputs of the STMD and feedback STMD to objects with different widths, indicating
that both models prefers moving objects whose widths are smaller than 25 pixels. Fig.
5.7(d) illustrates the outputs of the two models with respect to object height. As can
be seen, both models’ outputs reach their maximum at an optimized height = 5 pixels.
When object height is larger than 15 pixels, the output of the feedback STMD signif-
icantly decreases and remains stable at 0.1, whereas that of the STMD is close to 0.
In summary, the above results reveal that the developed feedback STMD preserves the
four tuning properties.
5.2.3 Parameter Sensitivity
Feedback constant α and temporal delay length τ4 are two important parameters
to determine the feedback signal, as can be seen from Equation (5.1) and (5.2). To
evaluate the impacts of these two parameters, we compare the tuning properties of the
developed Feedback STMD under different α and τ4, while other parameters are kept
at their initial values in Table 5.2.
Fig. 5.8 presents the four tuning properties under different feedback constants α.
As can be seen from Fig. 5.8(a) and (c), the increase of the feedback constant α cannot
induce significant changes of tuning curves, which means that it has little effect on
Weber contrast sensitivity and width selectivity. In contrast, the optimal velocity will
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Figure 5.8: Tuning properties of the Feedback STMD under different feedback con-
stants α which are set as 2.0, 1.0, 0.5, 0.25 and 0.1, respectively. (a) Weber contrast
sensitivity. (b) Velocity selectivity. (c) Width selectivity. (d) Height selectivity.
increase with the increase of the α as shown in Fig. 5.8(b). Meanwhile, the preferred
velocity range will also shift to higher values, indicating that the moving objects with
high velocities (> 250 pixel/s) can more easily be detected at the larger α. In Fig.
5.8(d), we can see that the feedback constant α has little impact on the optimal height
which remains at 5 pixels for different α. In addition, the responses to objects whose
heights are larger than 10 pixels will have slight growth as the increase of α, but the
preferred height range (from 0 to 10 pixels) is unchanged. Fig. 5.9 demonstrates the
four tuning properties under different time-delay length τ4. It can be seen that Weber
contrast sensitivity, width selectivity and height selectivity are little affected by τ4; on
the contrary, the optimal velocity will decrease as the increase of the time-delay length.
The reason for the above results is - feedback constant α and time-delay length τ4
determine the strength of the feedback signal. More precisely, the higher α (or the
lower τ4) always means the stronger feedback signal. Since the feedback signal is the
delayed version of the STMD model output, it contains motion information about the
slowly moving objects which are always background fake features. When the larger
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Figure 5.9: Tuning properties of the feedback STMD under different feedback time-
delay length τ4 which are set as 40, 35, 30, 25 and 20, respectively. (a) Weber contrast
sensitivity. (b) Velocity selectivity. (c) Width selectivity. (d) Height selectivity.
feedback signal is applied to the previous medulla layer, the responses to those slowly
moving fake features will be much weaker. That is, the Feedback STMD model prefers
moving objects with higher velocities.
5.2.4 Comparison on the Vision Egg Dataset
In this section, a synthetic image sequence is first utilized to evaluate the perfor-
mance of the proposed Feedback STMD model. The performance comparison between
the Feedback STMD and three baseline models (namely, the ESTMD, DSTMD and
STMD Plus), is also conducted. For a fair comparison, the parameters of the three
baseline models are all tuned to ensure they have the same preferred velocity and size
ranges as the STMD in Fig. 5.7. As can be seen from Fig. 5.10(a), the input image se-
quence displays the motion of a small target against the cluttered background where its
parameters are listed in Table 5.3. The receiver operating characteristics (ROC) curves
of the four models for the initial synthetic image sequence are shown in Fig. 5.10(b).
It can be seen that the Feedback STMD achieves the same performance as the STMD
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Figure 5.10: (a) Representative frame of the initial image sequence. The small tar-
get (the small black block) highlighted by the circle, is moving against the cluttered
background. The background which contains a number of fake features, is also mov-
ing from left to right where arrow VB denotes the background motion direction. (b)
Representative operating characteristic (ROC) curves of the three models for the initial
image sequence.
Table 5.3: Parameters of the initial image sequence.
Parameter Initial sequence
Target velocity (pixel/s) 250
Target size (pixel× pixel) 5× 5
Target luminance 0
Background velocity (pixel/s) 150
Background motion direction rightward
Plus while consuming much less computational resources. In addition, they all clearly
outperform the DSTMD and ESTMD. More precisely, the Feedback STMD has higher
detection rates (DR) compared to the two models while the false alarm rates (FA) are
low.
We further change the parameters of the input image sequences to demonstrate
the performance of the Feedback STMD in terms of different target velocities, target
sizes, target luminance, background velocities, background motion directions. Fig.
5.11(a)-(e) presents the detection rates of the four models for image sequences with
different parameters, where the false alarm rates of the four models are all equal to
10 for fair comparison. As shown in Fig. 5.11(a), the Feedback STMD consistently
performs best under different target luminance. It is also worthy to mention that the
detection rates of the models all decrease as the increase of target luminance. From Fig.
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Figure 5.11: Detection rates of the three models for image sequences with different
parameters. For fair comparison, the three models have fixed false alarm rate (FA =
10). (a) Different target luminance. (b) Different target sizes. (c) Different target
velocities. (d) Different background velocities (in rightward motion). (e) Different
background velocities (in leftward motion).
5.11(b), we can see that the Feedback STMD significantly outperforms the baseline
models. The Feedback STMD has higher detection rates than the baseline models
for different target sizes. Moreover, the detection rates of the three baseline models
are all close to 0 for the target whose size is larger than 20 × 20 pixels, while that
of the Feedback STMD is still higher than 0.9. As can be seen from Fig. 5.11(c),
the Feedback STMD has much higher detection rate than the three baseline methods
when the target velocity is larger than 250 pixel/s. Similarly, in Fig. 5.11(d) and (e),
the Feedback STMD significantly improves the detection rate when the background
velocity is lower than the target velocity (250 pixel/s). The above results indicate
that the developed Feedback STMD prefers fast-moving small targets and can achieve
better performance when the background velocity is lower than the target velocity.
Fig. 5.12 presents the ROC curves of the four models for different backgrounds.
As can be seen, the Feedback STMD outperforms the baseline models in different
backgrounds. Note that the performances of the models in Fig. 5.12(a) are all better
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Figure 5.12: Background images and ROC curves of the three models for image se-
quences with different backgrounds.
than those in Fig. 5.12(c). This is because the background shown in Fig. 5.12(a) is
much more homogeneous and contains less fake features. In this case, the detection
rates of the four models are quite high when the false alarm rates are low.
5.3 Chapter Summary
In this chapter, we have developed a feedback STMD-based neural model for small
target motion detection. The Feedback STMD contains four neural layers and a feed-
back loop, which is able to discriminate small targets from fake features. The four neu-
ral layers are designed to detect small moving objects in the form of producing large
responses by calculating temporal luminance changes at each pixel. The feedback loop
is intended to suppress background features by applying the temporally delayed neural
output to the previous neural layer. Experimental results show that the proposed feed-
back neural model achieves better performance than the existing STMD-based models
in discriminating small targets from complex backgrounds.
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Research Contributions and Future
Work
In this chapter, we summarize the main points made in Chapters 3 − 5 and point
out the future directions that can be carried out to extend the research of this thesis.
6.1 Research Contributions
This dissertation explores three novel STMD-based neural models to detect small
target motion against cluttered moving backgrounds. It simulates the basic character-
istics of the STMD neurons, provides rigorous mathematical description and system-
atically tests the developed neural models. The main contributions of the dissertation
are summarized below.
• A directionally selective model (DSTMD) is designed to simulate the specific
STMD neuron with directional selectivity. It employs a new correlation mecha-
nism which correlates signals from two different pixels to introduce directional
selectivity. A lateral inhibition mechanism implemented on the correlation out-
put is proposed for size selectivity. To estimate motion directions of small tar-
gets, a population vector algorithm is developed. The experimental results show
that the DSTMD can detect not only small moving targets, but also their motion
directions against complex backgrounds.
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• A visual system model (STMD Plus) is proposed to discriminate small targets
from background fake features. To locate small moving objects, a motion path-
way which calculates luminance changes over time at each pixel is designed.
Additionally, a contrast pathway is developed to capture the directional con-
trast by computing luminance changes of each pixel along different directions.
Finally, the mushroom body is designed to integrate motion information and di-
rectional contrast from the two pathways. Small targets are distinguished from
fake features by comparing the standard deviations of the directional contrast on
their motion traces. Experimental results demonstrate the STMD+ outperforms
the existing STMD-based models in eliminating fake features.
• A feedback STMD-based neural model (Feedback STMD) is also developed to
distinguish small targets from background fake features. It contains four neu-
ral layers and a feedback loop so as to avoid expensive computational cost for
recording motion traces. The four neural layers are proposed to detect small
moving objects by calculating luminance changes with respect to time. To sup-
press background features, a feedback loop is designed to propagate the time-
delay model outputs to the previous neural layer. Experimental results show that
the Feedback STMD achieves better performance than the existing STMD mod-
els in inhibiting background fake features while consuming much lower compu-
tational resources.
The STMD-based neural models presented in this dissertation demonstrated reli-
able abilities to detect small moving targets against complex backgrounds. The param-
eters of the developed models are mainly determined by the velocity and size of the
preferred targets. If the preferred target velocity v0, width w0, and height h0 are given,
the delay length τ4, τ5, and τ6 can be decided by τ4 = αv0 , τ5 =
w0
v0
, and τ6 = τ4 + τ5,
while the σ2 and σ3 of the lateral inhibition kernel can be given by σ2 = h02√2 and
σ3 = 2σ2 (see (3.13), (3.18), and the discussion in Section 3.2.3). The above param-
eters are important for the developed models to ensure velocity and size selectivities.
In addition, the tuning curves of the models will peak at v0, w0 and h0 (see Fig. 3.12).
The other parameters are slightly adjusted to satisfy the functionality based on the
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aforementioned parameters.
Visual pursuit of small objects is an important task to be solved by many animals,
which requires the target to be detected, then to be fixated in the centre of the vi-
sual field and finally to be followed by appropriate movements of the eyes, the head
and/or the entire body [252]. However, the movement towards a target will lead to a
displacement of the entire retinal image of the environment in the opposite direction.
This wide-field motion may evoke an optomotor following response that drives the
animal to turn away from the moving target. Although the pursuit of small objects
and following responses to wide-field motion seem to be in conflict with each other,
the insects’ visual systems are able to effectively coordinate these two visually driven
behaviors together. Nowadays, visual sensors are becoming more reliable while the
computational ability of the processors is more powerful. These make it possible for
mobile robots such as unmanned aerial vehicle (UAV) equipped with visual sensors
and the presented neural models to detect small moving targets in the distance in the
real world. However, the interaction between the small target detection system and the
flight control system would be a challenging problem for the embodiment on robots.
The insects’ visual systems have elegantly addressed this issue, which could provide
effective solutions for robots to mediate the two systems.
The proposed models take inspirations from animals’ visual systems, but they
could also provide possible directions for further investigating the STMD neuron and
its neural circuits. For example, the Feedback STMD proposed in Chapter 5 offers a
possible explanation for the existence of the feedback loop in the visual pathway of
STMD neurons. The Feedback STMD satisfies the basic properties of the STMD neu-
rons, but also shows the preference for the moving objects whose velocities are higher
than those of the background. The preference for fast-moving objects is in accord with
the biological findings on animals’ visual systems [122], [251], [252], indicating that
a feedback loop could be a possible factor for generating such preference. That is,
the developed Feedback STMD model opens up the possibilities of the existence of
the feedback loop in the STMD visual pathways, which could be demonstrated by fur-
ther biological experiments. By designing artificial visual systems, testing the system’
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properties, and comparing them with biological findings, biologists could not only have
a further understanding of biological visual systems, but also predict neural properties
and circuits.
6.2 Future Work
Animals’ visual systems provide a rich source of inspiration for designing artificial
visual systems to detect small moving targets against complex dynamic environments.
The studies discussed in this thesis represent only a small step in modelling the insects’
visual systems for small target motion detection. The following research directions are
interesting to further explore in the future.
• Investigating the self-adaptability of the developed neural models. In this dis-
sertation, the parameters of the neural models are all tuned to satisfy the basic
properties of the STMD neurons, which are mainly determined by preferred tar-
get sizes and velocities. However, the sizes and velocities of target are chang-
ing constantly during the visual pursuit. To obtain a better detection perfor-
mance, the models’ parameters should be adjusted to fit these changes. In ad-
dition, the detection threshold of the models are fixed in different environments
such as sky and bushes whose background clutters always vary significantly. A
self-adaptable detection threshold will contribute to the improvement of detec-
tion rates. To address these issues, optimization algorithms like genetic algo-
rithm [25], [253], [254] may provide a possible way to obtain the optimal model
parameters for various targets and environments. More precisely, a measurement
to evaluate whether the parameters are optimal for a specific target and/or back-
ground needs to be first constructed, then the optimal parameter searching can
be transformed into a optimization problem which can be solved by the genetic
algorithms.
• Modelling other neural circuits or mechanisms, and integrating them with the
existing STMD-based models. In the insects’ visual systems, multiple neural
circuits are coordinated to discriminate small moving targets. The neural mod-
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els proposed in this dissertation represents only a small part of the insects’ visual
systems, which could achieve more robust detection performance or more func-
tionalities by integrating with other visual circuits. For example, the embodiment
of the developed small target detecting models on robots will require the coop-
eration between different systems. Specifically, a wide-field motion detection
system is needed to estimate background motion for flight control of the UAVs,
while the small target motion detection system should be further improved to ac-
commodate the unstability of the moving platforms. In addition, the interactions
between these two systems would be a challenging problem, but are important
for visual pursuit of small targets in flight. Further effort can be made to inves-
tigate the cooperation of visual circuits in the insects’ visual systems so as to
design an effective interaction scheme for the moving robots.
• Exploring and employing image statistics of natural scenes for small target de-
tection. Natural scenes appear to be extremely complex, and to provide redun-
dant information for the motion detection. However, the insects have shown
excellent ability to reduce redundant visual information in natural environments.
As revealed in [255], the natural scenes have specific constraints in spatio-temporal
space, which means that their image statistics such as color, contrast and entropy
could be important cues for insects to optimize visual information. Once the
statistics of the natural scenes are identified, they can be used in the early pro-
cessing step of the STMD-based models to remove most of background features
and roughly locate small moving targets.
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fied looming detectors in the locust: ubiquitous lateral connections among their inputs contribute
to selective responses to looming objects,” Sci. Rep., vol. 6, 2016, Art. no. 35525.
[69] R. D. Santer, R. Stafford, and F. C. Rind, “Retinally-generated saccadic suppression of a locust
looming-detector neuron: investigations using a robot locust,” J. Royal Soc. Interface, vol. 1,
no. 1, pp. 61–77, 2004.
[70] M. Blanchard, F. C. Rind, and P. F. Verschure, “Collision avoidance using a model of the locust
lgmd neuron,” Rob. Auton. Syst., vol. 30, pp. 17–38, Jan. 2000.
[71] Q. Fu, C. Hu, J. Peng, and S. Yue, “Shaping the collision selectivity in a looming sensitive neuron
model with parallel on and off pathways and spike frequency adaptation,” Neural Netw., vol. 106,
pp. 127–143, Oct. 2018.
[72] H. Meng, S. Yue, A. Hunter, K. Appiah, M. Hobden, N. Priestley, P. Hobden, and C. Pettit,
“A modified neural network model for lobula giant movement detector with additional depth
movement feature,” in Proc. Int. Joint Conf. Neural Netw. (IJCNN), pp. 2078–2083, Jul. 2009.
[73] A. Silva and C. P. Santos, “Modeling disinhibition within a layered structure of the lgmd neuron,”
in Proc. Int. Joint Conf. Neural Netw. (IJCNN), pp. 1–7, 2013.
[74] D. Ianchis, V. Tiponut, S. Popescu, and Z. Haraszy, “Improved collision detection system inspired
from the neural network of the locust,” in Proc. Int. Symp. Int. Syst. Inf. (SISY), pp. 211–215,
2011.
[75] H. Meng, K. Appiah, S. Yue, A. Hunter, M. Hobden, N. Priestley, P. Hobden, and C. Pettit, “A
modified model for the lobula giant movement detector and its fpga implementation,” Comput.
Vis. Image Underst., vol. 114, no. 11, pp. 1238–1247, 2010.
[76] A. Krejan and A. Trost, “Lgmd-based bio-inspired algorithm for detecting risk of collision of a
road vehicle,” in Proc. Int. Symp. Image Signal Process. Anal. (ISPA), pp. 319–324, IEEE, 2011.
[77] M. Deng, A. Inoue, Y. Shibata, K. Sekiguchi, and N. Ueki, “An obstacle avoidance method for
two wheeled mobile robot,” in Proc. Int. Conf. Netw. Sensing Control, pp. 689–692, IEEE, 2007.
[78] F. Gabbiani, G. Laurent, N. Hatsopoulos, and H. G. Krapp, “The many ways of building collision-
sensitive neurons,” Trends Neurosci., vol. 22, pp. 437–438, Oct. 1999.
[79] F. Gabbiani, H. G. Krapp, and G. Laurent, “Computation of object approach by a wide-field,
motion-sensitive neuron,” J. Neurosci., vol. 19, pp. 1122–1141, Feb. 1999.
127
BIBLIOGRAPHY
[80] F. Gabbiani, C. Mo, and G. Laurent, “Invariance of angular threshold computation in a wide-field
looming-sensitive neuron,” J. Neurosci., vol. 21, pp. 314–329, Jan. 2001.
[81] F. Gabbiani, I. Cohen, and G. Laurent, “Time-dependent activation of feed-forward inhibition in
a looming-sensitive neuron,” J. Neurophysiol., vol. 94, no. 3, pp. 2150–2161, 2005.
[82] M. S. Keil, “Emergence of multiplication in a biophysical model of a wide-field visual neuron for
computing object approaches: Dynamics, peaks, &amp; fits,” in Proc. Adv. Neural Inf. Process.
Syst. (NIPS), pp. 469–477, Curran Associates, Inc., 2011.
[83] M. S. Keil, “Dendritic pooling of noisy threshold processes can explain many properties of a
collision-sensitive visual neuron,” PLOS Comput. Biol., vol. 11, no. 10, 2015, Art. no. e1004479.
[84] S. B. i Badia and P. F. Verschure, “A collision avoidance model based on the lobula giant move-
ment detector (lgmd) neuron of the locust,” in Proc. Int. Joint Conf. Neural Netw. (IJCNN), vol. 3,
pp. 1757–1761, IEEE, 2004.
[85] S. B. i Badia, U. Bernardet, and P. F. Verschure, “Non-linear neuronal responses as an emergent
property of afferent networks: A case study of the locust lobula giant movement detector,” PLoS
computational biology, vol. 6, no. 3, 2010, Art. no. e1000701.
[86] F. Gabbiani, H. G. Krapp, N. Hatsopoulos, C.-H. Mo, C. Koch, and G. Laurent, “Multiplication
and stimulus invariance in a looming-sensitive neuron,” J. Physiol. Paris, vol. 98, no. 1-3, pp. 19–
34, 2004.
[87] R. Stafford, R. D. Santer, and F. C. Rind, “A bio-inspired visual collision detection mechanism for
cars: combining insect inspired neurons to create a robust system,” BioSystems, vol. 87, no. 2-3,
pp. 164–171, 2007.
[88] K. Hausen, “The lobula-complex of the fly: structure, function and significance in visual be-
haviour,” in Photoreception and vision in invertebrates, pp. 523–559, Springer, 1984.
[89] J. A. Strother, S.-T. Wu, E. M. Rogers, J. L. Eliason, A. M. Wong, A. Nern, and M. B. Reiser,
“Behavioral state modulates the on visual motion pathway of drosophila,” Proc. Natl. Acad. Sci.
U.S.A., vol. 115, pp. E102–E111, Jan. 2018.
[90] H. G. Krapp, B. Hengstenberg, and R. Hengstenberg, “Dendritic structure and receptive-field
organization of optic flow processing interneurons in the fly,” J. Neurophysiol., vol. 79, pp. 1902–
1917, Apr. 1998.
[91] F. Iida and D. Lambrinos, “Navigation in an autonomous flying robot by using a biologically
inspired visual odometer,” in Sensor Fusion and Decentralized Control in Robotic Systems III,
vol. 4196, pp. 86–98, International Society for Optics and Photonics, 2000.
[92] B. Hassenstein and W. Reichardt, “Systemtheoretische analyse der zeit-, reihenfolgen-und vorze-
ichenauswertung bei der bewegungsperzeption des rüsselkäfers chlorophanus,” Zeitschrift für
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[244] H. Kafaligonul, B. G. Breitmeyer, and H. Öğmen, “Feedforward and feedback processes in vi-
sion,” Front. Psychol., vol. 6, p. 279, Mar. 2015.
[245] V. A. Lamme, H. Super, and H. Spekreijse, “Feedforward, horizontal, and feedback processing
in the visual cortex,” Curr. Opin. Neurobiol., vol. 8, pp. 529–535, Aug. 1998.
[246] Y. Mohsenzadeh, S. Qin, R. M. Cichy, and D. Pantazis, “Ultra-rapid serial visual presentation
reveals dynamics of feedforward and feedback processes in the ventral visual pathway,” Elife,
vol. 7, p. e36329, Jun. 2018.
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