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Abstract. Deploying deep learning models, comprising of non-linear
combination of millions, even billions, of parameters is challenging given
the memory, power and compute constraints of the real world. This sit-
uation has led to research into model compression techniques most of
which rely on suboptimal heuristics and do not consider the parame-
ter redundancies due to linear dependence between neuron activations
in overparametrized networks. In this paper, we propose a novel model
compression approach based on exploitation of linear dependence, that
compresses networks by elimination of entire neurons and redistribution
of their activations over other neurons in a manner that is provably
lossless while training. We combine this approach with an annealing al-
gorithm that may be applied during training, or even on a trained model,
and demonstrate, using popular datasets, that our method results in a
reduction of up to 99% in overall network size with small loss in perfor-
mance. Furthermore, we provide theoretical results showing that in over-
parametrized, locally linear (ReLU) neural networks where redundant
features exist, and with correct hyperparameter selection, our method is
indeed able to capture and suppress those dependencies.
Keywords: deep learning, neural model compression
1 Introduction
Modern Deep Neural Networks (DNN) have pushed the state-of-the-art in many
computer vision tasks including image recognition, object detection, etc. Un-
derlying the success of DNNs, are the millions of constituent parameters and
their non-linear combinations that allow DNNs to accurately model a wide va-
riety functions over their input features. However, running inference over these
massive models imposes exorbitant memory and computational costs that make
deploying them at scale in the real-world with more stringent latency, compute
and energy constraints, a challenging problem.
This problem is exacerbated if later models build on existing models, which
are themselves very large. Often, the intermediate outputs of a pretrained image
recognition model are used to encode visual information for another downstream
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task, such as visual question answering, image retrieval, etc. Since these inter-
mediate outputs can be very high-dimensional, using them as features can intro-
duce a large number of parameters to downstream models. Therefore, methods
for compressing the neural models can have far reaching effects vis-a-vis their
deployability and scalability.
As deep learning models make their way from research labs to real world
environments, the task of making them more resource efficient has received a
great deal of attention. This has given rise to a large body of work focused on
compressing and/or accelerating DNNs. One of the most common techniques for
compressing neural models is parameter pruning, i.e. pruning away model pa-
rameters or neurons based on some metric. Such methods have many limitations
; one of them is that the heuristic used attempts to identify ”weak” elements
(with small magnitude or derivative, for instance), but parameters can be unnec-
essary in more ways than being small. Consider two neurons taken individually
that both have large amplitude, but happen to yield identical outputs ; one
of them can be pruned without loss of information, but most current pruning
methods could not figure it out.
In this paper we propose a novel neural model compression technique that
exploits the dependencies in the non-linear activations of the units in each layer
to identify redundant units and prune them. Our technique is based on the
observation model optimization can potentially converge to a point at which
the outputs of several units in one layer become highly correlated, even linearly
dependent, with each other, and thus, by removing one of them and adjusting
the outgoing weights of the other units we can obtain a smaller model with
identical outputs.
We identify redundant units by measuring the degree to which they can be
predicted as a linear combination of other units in the same layer. Specifically, we
learn a transformation matrix, A, that best approximates an identity mapping
for the activations of the units in this layer, while constraining the diagonal of
A to be zero. We select the units with the lowest prediction error to remove,
and adjust the outgoing weights of the remaining units using the values in the
corresponding columns A such that input to the next layer remains the same
(or is minimally perturbed). Once we have removed all the predictable units,
removing any additional units will cause a reduction in model performance. We
then fine-tune the model to recover the lost accuracy. In order to facilitate tuning,
we use distillation [7] to bring the compressed model’s output distribution close
to the uncompressed model’s output distribution raised to a high temperature.
We demonstrate the efficacy of our technique on two popular image recogni-
tion models, AlexNet[10] and VGG[20], and three popular benchmark datasets,
CIFAR-10[9] and Caltech-256[4]. We demonstrate, theoretically and empirically,
that under our proposed weight readjustment scheme, the inputs to the sub-
sequent layer are only minimally perturbed while redundant units are present.
Our technique can reduce the parameters of VGG and AlexNet by more than
99% on CIFAR10 and by more than 80% on Caltech-256. Finally, we inspect the
intermediate representations of the compressed models and show that the data
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remains cleanly separable post-compression, which suggests that the intermedi-
ate representations continue to capture rich information about the data which
may be useful for transfer learning tasks.
2 Related Work
Most existing techniques for reducing the size of neural models can be grouped
into three high-level categories, namely low-rank factorization, knowledge dis-
tillation and, parameter pruning. We argue that all of them have significant
shortcomings. There are also methods that reduce computation while not really
affecting the number of parameters in the network, such as quantization [5][17];
however these are somewhat orthogonal to the scope of this paper.
2.1 Pruning
A common pruning approach to model compression attempts to eliminate indi-
vidual parameters in the network [21,22,12]. Many of them do so by enforcing a
sparsity constraint, such as L1 regularization, to push some parameters to 0, or
L2 regularization to simply keep weights small and then prune the small ones
[6]. Those methods can achieve reasonable performance (up to 35x compression
in [5]). One of theses methods’ main limitations however, is that their outputs
take the form of sparse weight matrices, and benefiting of those in terms of
computation time is not always easy in practice.
A different family of methods overcome that shortcoming by pruning out
entire neurons and/or convolution filters [11,13,24,16,18]. Those methods identify
weak neurons using heuristics such as activation value [8] or absolute sum of
weights [11]. Fine-tuning may be used afterwards [13].
Both of these methods treat each unit independently, in that they prune the
unit if that unit has little effect on the downstream computations. However,
these techniques would not prune a unit whose output is significantly impacts
downstream computation but is largely predicted as a linear combination of the
outputs of the other units in the same layer. Such units can be pruned, and their
weights distributed, to achieve lossless compression.
2.2 Matrix Factorization
Factorization-based approaches [3,14,23] factor the weight matrices of the neural
network into multiple low-rank components which can be then used to approxi-
mate the output of the original weight matrix. Those techniques are seemingly
more similar to our approach : low-rank matrices eliminate some redundancies
by projecting on a subspace of smaller dimension.
The key difference is that those methods work at the weight matrix level,
while we find redundancies within post-activation representations. The non-
linearity of those activations is likely to create new redundancies, that escape
factorization methods but that our approach can capture. However, the case of a
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linear activation is similar to a factorization process, and we will to some extent
use it in 3 to better understand the process of weight readjustment and how it
affects the error surface.
2.3 Distillation
Model compression using knowledge distillation [7] involves training a more com-
pact student model to predict the outputs of a larger teacher model, instead of
the original targets [15,2]. Distillation, or annealing, provides an interesting an-
gle to the compression problem, but in itself suffers from several shortcomings.
First, it requires the student model to be predefined, which is a rather tedious
task. By default this model would need to be trained from scratch. Finally, this
process relies solely on the extra supervision of the teacher model to overcome
the challenges of training a less overparametrized model, with complex error
surfaces ; this seems sub-optimal.
On the contrary, distillation can become very useful as a complementary
compression tool. Assuming a compression method induces some drop in per-
formance in the smaller model, a short amount of fine-tuning may boost its
performance, and using knowledge distillation from the original model at that
step can speed up that process. We make use of distillation in such a manner,
in an iterative fashion, and discuss it in 4.1
3 Lossless redundancy elimination : formalism and
justification
3.1 Notations and task definition
Throughout the paper, we consider a feed-forward neural network F “ φN ˝LN ˝
φN´1 ˝ LN´1 ˝ ... ˝ φ1 ˝ L1 where Lk is the k-th dense or convolutional (which
is dense with shared parameters) layer and φk is the following activation, in the
largest sense. For example φk may involve a pooling, or a softmax operator in
the case of φN . The weight matrix of Lk is Wk, of size pnok, ni
2
k`1q. Depending on
the nature of φk, n
i
k and n
o
k may be different ; however, to alleviate notations
later on, we will consider that nik “ nok “ nk which does not induce a loss of
generality in our algorithms.
For a given input vector X, sampled from data distribution D we define the
intermediate representations Zk (activations) and Yk (pre-activation), such that
Z0 “ X ; Yk “Wk.Zk´1 ; Zk “ φkpYkq
Our goal is to eliminate redundancies within the activations of a given layer.
To do so, we consider for each activation Zkris the task of predicting it as a
linear combination of the neighbouring activations Zkrjs, j ‰ i. Solving that
task, evaluated with the L2 norm, amounts to solving the following problem :
min
AkPMnpRq
Ex„Dr‖Zk ´AkZk‖22s s.t. diagpAkq “ 0
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3.2 Expression of the Ak matrix
Let us find the expression of redundancy matrix Ak.
We start by simplifying the problem’s formulation. Rewriting the objective
minAkPMnpRq
řnk
i“1 Ex„DrpZkris ´ Akris.Zkq2s (M ris being the ith row vector
in matrix M), elements of A of different rows are clearly uncoupled both in
the objective and the constraint. We can therefore solve that problem row-wise.
Writing U “ Ink ´Ak, we must solve nk problems Pl of the form
min
uPRnk
Ex„DrpuTZkq2s s.t ul “ 1
.
Define
gpuq “ Ex„DrpuTZkq2s “ Ex„DrpuTZkq.puTZkqT s “ Ex„DruTZkZTk us “ uTSu
where S “ Ex„DrZkZTk s is Zk’s correlation matrix, which is positive semidef-
inite. Let’s consider only the non-degenerate case where it is positive definite.
gl is convex (of hessian
1
2S, so the zeros of the gradients indicate exactly its
minima).
Specifically, within the hyperplane of admissible points H “ u P Rnk , ul “ 1,
gl is minimal if and only if : ∇ug “ 2Su P HK “ Rel, where el is the lth
vector of the canonical base. Or in other words, u is a minimum iff it is a
multiple of S´1ei “ S´1rlsT , the lth column of S´1. Therefore the minimum is
u˚ “ 1S´1rlsrlsS´1rlsT .
In full matrix form, we conclude that the solution Ak to the equation is
Ak “ S´1D, with S “ Ex„DrZkZTk s and D “ diagpS´1q´1
In practice, due to the presence of a matrix inversion, it is simpler and faster
to obtain Ak using gradient descent, given inputs sampled in the training set.
3.3 Weight readjustment
The previous weight matrix, and the residual error provides information regard-
ing which activation is most predictable and should be removed. We then wish
to adjust the remaining weight matrix of the following layer to account for this
redundancy elimination. Assume only one activation l was removed. We consider
the compressed vectors Zlk (of size nk ´ 1) where activation l was removed. We
can infer a transformation matrix T lk from Z
l
k to Zk, with minimal error, using
the lth row of Ak : Zk « T lkZlk, where :
@i ă l, T lkrisrjs “ δij @i ą l, T lkrisrjs “ δipj`1q
@j ă l, T lkrlsrjs “ Akrlsrjs @j ě l, T lkrlsrjs “ Akrlsrj ` 1s
i.e. T lk is the identity matrix Ink´1 where Akrls has been inserted as the lth
row, minus the 0 coefficient Akrlsrls.
Therefore, a natural adjustment for the weight matrix is W lk`1 “ Wk`1T lk,
such that W lk`1Zlk «Wk`1Zk.
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If we remove more than one coefficient at once, the expression of the trans-
formation matrix is less straightforward. Assume for example that activations
l and j are removed ; Obtaining the approximate expression of Zkrls obtained
from Ak, using only remaining activations, leads to the following derivations :
Zkrls “
nkÿ
i“1
Akrl, isZkris “
nkÿ
i“1i‰l,m
Akrl, isZkris `Akrl, jsZkrjs
Zkrls “ Akrl, jsAkrj, lsZkrls
nkÿ
i“1i‰l,j
Akrl, isZkris `Akrl, jsAkrj, isZkris
Zkrls “
řnk
i“1i‰l,j Akrl, isZkris `Akrl, jsAkrj, isZkris
1´Akrl, jsAkrj, ls
More generally, assume a set J “ tj1 ă ... ă jmu Ă r1..nks of activations is
eliminated. We note its complementary set H “ r1..nkszJ “ th1 ă ... ă hnk´mu.
We define AJ`k , the pm,mq matrix defined by AJ`k risrps “ Akrjisrjps, and AJ´k ,
the pm,nk ´mq matrix such that AJ´k risrps “ Akrjisrhps. Then we can write,
where ZJk contains only the activations in J and Z
H
k only those not in J :
ZJk “ AJ`k ZJk `AJ´k ZHk
i.e. ZJk “ pIm´AJ`k q´1AJ´k ZHk “ UJk ZHk provided that pIm´AJ`k q is invertible.
From there we can easily obtain the equivalent of the transformation matrix in
the single activation case :Z “ T Jk ZHk , where T Jk is UJk completed with ones on
the diagonal for the additional rows.
3.4 Stability results on compression
In practice, we wish to compress a network at some point during training, fol-
lowed by further fine-tuning. We may expect that if we are close enough to
a good local minimum in a convex region of the error surface, we may cap-
ture that minimum’s redundancies and eliminate them. One question however
arises : after compression, will we still be close enough to the minimum that the
fine-tuning will converge, or may it diverge? The following stability result gives
partial answers to that question.
Theorem 1. Let the kth activation in the neural network be linear, so that we
can write F pXq “ fθpWk`1.Wk.gφpXqq for X in the training set X . Let p˚ “
pθ˚, φ˚,W˚k`1,W˚k q a local minimum for the loss function L in the parameter
space P, and assume an exact redundancy of the final activation of the kth layer
: W˚k`1.W
˚
k “W˚1k`1.W˚1k , where W˚1k is W˚k minus its final row, and W˚1k`1 is the
contracted weight matrix as computed in 3.3 with matrix Ak. The compression-
readjustment operation projects p˚ onto p˚1 “ pθ˚, φ˚,W˚1k`1,W˚1k q
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Assume there is a L2-ball B Ă P of radius R centered p˚, on which L is
convex. There is an ellipsoid E centered on p˚ of equation
‖θ ´ θ˚‖22`‖φ´ φ˚‖22`
∥∥Wk`1 ´W˚k`1∥∥22`nk´1ÿ
i“1
nkÿ
p“1
p1`Akrnksris2qV risrps2 ď R
onto a convex region of the compressed parameter space.
We delay the full proof to an appendix. We can however discuss the impli-
cations of the theorem. We note first that the theorem by itself assumes linear
activations. Assume our training brought us near a (global or local) minimum
displaying some redundancies that we manage to eliminate. We would like reg-
ularities of the error space in that region, such as convexity, to be preserved
after compression. That the point before compression was in a convex region
around the minimum is not enough to have convexity in the compressed space;
however, our theorem shows that there is a slightly different region, determined
by the radius of the convex region around the minimum, that does ensure post-
compression convexity. That region is obtained by flattening the ball onto the
subspace of Wk`1. Besides, the subspace corresponding to the compressed coef-
ficient can be ignored.
While the above theorem applies only to the linear activation case, we argue
that the results extends naturally to locally linear or nearly linear activations.
Consider for example a ReLU activation: around any parameter point, there is
a ball on which the network is identical to one with linear activation; we can
apply theorem 1 on that restricted area of the space.
3.5 An empirical justification for readjustment
The proposed pruning approach is based on the hypothesis that elimination of
linearly dependent (or almost dependent) neurons (or filters) within any layer
with appropriate weight adjustment will result in minimal or even zero changes
to the representations seen by subsequent layers in the network. In other words,
compressing the kth layer of a network as proposed should not significantly
change the pre-activation values observed by layer k ` 1. We evaluate this hy-
pothesis in this section.
In Fig. 1, we plot pre-activation norm differences on an AlexNet network for
an intermediate convolutional layer, computed on a random input sample, after
compressing the previous layer. The norm difference is computed as
∥∥∥Zpiq17 ´Zp0q17 ∥∥∥
2∥∥∥Zp0q17 ∥∥∥
2
,
where Z
piq
17 represents the activations after the i
th shrinking step. We compare
the results obtained from just trimming dependent neurons without subsequent
adjustment of weights, to those obtained after weight readjustment. As expected,
trimming neurons modifies Z, but subsequent weight readjustment largely elim-
inates the changes from trimming – after 15 compression steps we have only a
2% norm change, confirming the intuition behind our method.
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(a) (b)
Fig. 1: The norm of the change in the inputs to layer 17 of AlexNet after shrinking layer
16 down to almost 1% of its original size (a0 with and (b) without weight readjustment.
Every step on the x-axis represents a shrinking step in which the layer is shrunk by
25%.
4 When Activations Are Not Dependent
The above analysis shows that if there is perfect linear dependence in the neuron
activations, i.e. ‖Zk ´AkZk‖22 “ 0, then we can achieve lossless compression,
however, in many cases this condition may not hold. In such situations, the
parameters of the pruned model, even after readjustment, may end up in a
suboptimal region of the loss surface. This is because readjustment weights in A
are imperfect and error prone, and therefore will move the model parameters to a
different, potentially suboptimal, point on the error surface. Since, reducing the
size of the model makes the error surface less smooth [1], even if the operating
point of the smaller model is close to the operating point of the larger model,
it may have a much higher loss. To keep the model parameters from deviating
too far from the optima during compression we employ a modified version of
Annealed Model Contraction (AMC) [19], which attempts to keep the model in
the optimal region by cycles between pruning and fine-tuning phases. Below we
provide a description of AMC, and our modifications to it.
4.1 Annealed Model Contraction
AMC is an iterative method that greedily prunes the model layer-by-layer. As
formulated in [19], AMC starts from the first (or the last) layer of the model and
proceeds to maximally shrink the current layer before moving on to the next.
While compressing a layer, AMC alternates between pruning and fine-tuning.
Pruning is performed by reinitializing the layer with γ% fewer neurons/filters and
the whole network is then fine-tuned end-to-end. During fine-tuning, knowledge
distillation [7] is used to facilitate training and the following loss is minimized
L “ p1´ λqH
´
softmax
´ z
T
¯
, softmax
´v
T
¯¯
` λH
´
ytrue, softmax
´v
1
¯¯
(1)
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Where z and v are the logits returned by the teacher and student models, respec-
tively, T is a hyperparameter referred to as the temperature of the distribution,
and λ controls the contribution of the loss against the target label to the the
overall loss.
AMC continues to prune a layer as long as the pruned model’s accuracy re-
mains within a threshold, , of the uncompressed model’s accuracy. Once the
current layer can not be pruned any further, AMC proceeds to shrink the next
layer in the model. AMC can be applied to both, dense and convolutional lay-
ers. In the case of the former, it prunes neurons while in the latter it prunes
convolutional filters.
4.2 Annealed Model Contraction with Lossless Redundancy
Elimination
Algorithm 1: LRE-AMC Algorithm
1 RemoveAndAdjustpA,W, jq: adjust the weight matrix after the removal of the
jth neuron from the previous layer using the method in 3.3
2 Function LREShrink(F , l, γ):
3 Z Ð F1:lpX q// compute the activations of the lth layer.
4 AÐ minA ‖ZA´ Z‖2 s.t diagpAq “ 0
5 E Ð arg sortp‖ZA´ Z‖2qr: tγ ˚ sizeofpF rlsqus
6 W¯ pl`1q Ð rW pl`1q; bpl`1qs// Concatenate the weights and bias.
7 for j P E do
8 W plq ÐW plq´j. // drop the jth row of W plq
9 W pl`1q Ð RemoveAndAdjustpA, W¯ pl`1q, jq
10 end
11 AccÐ evaluatepFtq
12 F 1sriBs Ð LREShrinkpFs, iB , γq
13 Acc1 Ð evaluatepF 1sq
14 while Acc´Acc1 ď  do
15 Fs Ð F 1s
16 F 1sriBs Ð LREShrinkpF 1s, iB , γq
17 Acc1 Ð evaluatepF 1sq
18 if Acc´Acc1 ą  then
19 F 1s Ð distillpF 1sq
20 Acc1 Ð evaluatepF 1sq
21 end
22 end
While effective, AMC has the shortcoming that it takes an ad-hoc approach
to parameter pruning. AMC removes neurons from a layer by reinitializing the
layer with fewer neurons. The new initialization is random and therefore can
land the model arbitrarily far away from the optimal point. On the other hand,
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the Lossless Redundancy Elimination (LRE) formalism presented in Section 3
provides a method of setting the parameters of the pruned layer that guarantees
(under some constraints) that the model remains near the optimal operating
point. However, LRE only considers the activations and weights between two
layer, and thus does not account for the effects of pruning on the operating
point of the whole model. Therefore, we propose to combine LRE and AMC in a
novel model compression algorithm, which we call LRE-AMC, that compensates
for the inadequacies of both LRE and AMC.
LRE-AMC (Algorithm 1) differs from vanilla AMC in two significant ways.
First, instead of pruning neurons by reinitializing the layer, LRE-AMC uses
the LRE formalism to select neurons/filters (in the following we will use the
term units to refer to neurons and filters) to prune away based on the degree
of linear dependency between their activations. Thus, LRE-AMC retains units
that have linearly independent activation and thus have learned to encode unique
aspects of the data, whereas these units have to be relearned under AMC. Second,
LRE-AMC breaks the pruning process into two phases. In the first phase LRE
is used to remove the selected units one-by-one and adjust the weight matrix
such that the outputs of the layer are minimally perturbed. After each pruning
stage we measure the performance of the model on a held-out set and continue
pruning without fine-tuning until the performance of the model remains within
a threshold, , of the original. When the performance drops below the threshold
, we start phase two in which we use distillation to fine-tune the model to bring
the model’s performance to within  of the pre-compression performance.
5 Evaluation
5.1 Datasets
We evaluate our proposed method three datasets of real-world images, namely
CIFAR-10 and Caltech-256. CIFAR10 contains 50,000 training images and 10,000
testing images. Each images has a size of 32ˆ32 pixels and is assigned one out of
10 class labels. Caltech-256 contains 30,607 real-world images, of different sizes,
spanning 257 classes. Following the protocol from [20], we construct a balanced
training set for Caltech 256 with 60 images per class. For both, Caltech256 and
CIFAR10, we used 20% of the training images for validation during training. We
apply data augmentation to increase the size of the training data and improve
generalization. Specifically, we augment CIFAR10 with random affine transfor-
mations, horizontal flips and grayscaling. Meanwhile, we augment Caltech-256
by taking a random 256ˆ 256 crop at a random scale between 0.8 and 1.0, and
applying rotation, color jitter and horizontal flipping before resizing the image
to 224 ˆ 224. The pixel values of images from both datasets are normalized by
mean [0.485, 0.456, 0.406] and standard deviation [0.229, 0.224, 0.225].
5.2 Experimental Setup
We implemented AMC and LRE-AMC using Pytorch and Python 3. We use
AlexNet and VGG16 as our base models which we will compress. Since the
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receptive field of the first convolutional layer in AlexNet is too large 32 ˆ 32
images, we reduced it to 3 ˆ 3 when training on CIFAR-10. When training on
Caltech256, we initialized the models with weights from models pretrained on
ImageNet and tuned only the final classification layer. The accuracy and number
of parameters of the base models are presented in Table 1.
Model Dataset Total (ˆ107) Dense (ˆ107) Conv (ˆ107) Acc %
AlexNet
CIFAR10 5.68 5.46 0.23 79.2
Caltech256 5.74 5.50 0.25 64.8
VGG16
CIFAR10 13.4 11.95 1.47 89.8
Caltech256 13.5 11.96 1.47 77.5
Table 1: The accuracy of the baseline models on CIFAR10 and Caltech256 and the
number of parameters that they contain.
Since AMC does not define an order in which the layers must be shrunk,
we must define one ourselves. We experiment with two orderings, namely, top
down (TD) and round robin (RR). In TD we start from the penultimate layer,
maximally shrink it and move down the network. In round robin (RR) we again
start from the penultimate layer, but instead of maximally shrinking it we shrink
each layer by at most a factor γ and then move to the next layer.
We also introduce additional constraints in LREShrink (Algorithm 1) to pre-
vent the removal of neurons with independent observations and to stop removing
neurons when A becomes too error prone. Specifically, we do not apply the up-
date if the average norm of the rows in the update is larger than the average norm
of rows in the weight matrix i.e. 1nok
ř
i
∥∥∥ ˆWk`1ris ´Wk`1ris∥∥∥
2
ą 1nol
ř
i ‖Wk`1‖2
or Er|A.j |E
“
Zl.js
‰ ą 1. To measure the effect of adjusting the network param-
eters using LRE, run experiments in which we do not adjust the network pa-
rameters using the LRE formalism presented in 3.3. Instead, we prune the neu-
rons with linearly dependent activations by simply dropping the corresponding
columns from the weight matrix, and keeping the other columns as is.
Unless otherwise specified, we use the following hyperparameter settings.
For experiments with AlexNet we use a learning rate of 10´4 and set T “ 4 in
equation 1. For experiments with VGG16 we use a learning rate of 5ˆ 10´5 and
set T “ 5. For both the models we set λ “ 0.75 in equation 1 and γ “ 0.75.
During the fine-tuning phase, we tune the model for up to 50 epochs. We stop
with the accuracy comes within  “ 0.05 of the precompression accuracy. If
the accuracy on the held-out set does not improve for 3 epochs we reduce the
learning rate by 50%. We stop tuning if the learning rate drops below 10´6.
5.3 Results
We present the percentage reduction in the number of model parameters, and
the consequent loss in accuracy in Table 2. The “wAdj” and “noAdj” settings
correspond to the setting in which LRE is used and the setting in which LRE is
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not used. Under both these settings we demonstrate that our technique is able
to decimate the number of parameters of AlexNet and VGG16, by pruning as
much as 99% of the model parameters.
Top Down Shrinking We find that when we shrink the layers in top-down
order we find that adjusting the model weights with LRE results in a significant
reduction in model parameters. Adjusting the weights of AlexNet using LRE
allows us to remove almost 30% more parameters on CIFAR10 and 47% more
parameters on Caltech256, compared to when we did not adjust the weights.
Furthermore, we observe that adjusting the weights allows us to prune addi-
tional neurons/filters from both, the dense and the convolution layers. This is
an impressive result, not only because LRE-AMC able to reduce the number
number of parameters in the network drastically but also because it yields bet-
ter compression on the more difficult dataset. When we ran the same experiment
with VGG16 we found that adjusting the weights using LRE results in slightly
lower compression on CIFAR10 than however LRE is able to prune an additional
20% of the model parameters, most of which are pruned from the dense layers.
Dataset
AlexNet VGG16
´∆A ´∆D ´∆C ´∆Acc ´∆A ´∆D ´∆C ´∆Acc
TD(noAdj) CIFAR10 68.6 70.8 15.1 4.15 98.1 99.9 83.8 5.23
Caltech256 37.3 38.8 03.8 6.35 46.5 51.9 02.1 5.44
TD(wAdj)
CIFAR10 97.6 99.8 46.4 4.59 91.0 99.9 17.7 5.48
Caltech256 84.7 87.8 14.9 5.60 65.1 73.0 0.7 5.78
RR(noAdj)
CIFAR10 99.3 99.6 91.5 5.29 99.4 99.7 97.0 5.44
Caltech256 75.8 75.9 74.2 5.33 80.9 82.0 72.0 5.87
RR (wAdj)
CIFAR10 97.3 97.5 91.2 5.36 97.4 97.5 96.2 5.34
Caltech256 73.5 73.6 69.7 5.75 80.9 82.0 72.0 5.87
Table 2: The percentage reduction in the number of total parameters (´∆A), dense
layer parameters (´∆D), convolutional layer parameters (´∆C), and classification ac-
curacy (´∆Acc).
Round Robin Shrinking When we shrink the layers in a round robin fash-
ion we find that we can achieve greater compression of the convolutional layers.
Since the convolution layers scan the input, computing their activations involves
a lot of floating-point operations (FLOPs). Reducing the number of convolu-
tional filters greatly reduces the FLOPs of the model. Interestingly, performing
round robin shrinking has a more significant impact on the total number of
model parameter in AlexNet when the weights are not adjusted using LRE. In
fact, under round robin shrinking not adjusting the weights yields slightly better
compression both in terms of reduction in the number of model parameters and
the accuracy degredation. We also observe that under round robin shrinking, we
achieve lower compression in terms of dense layer parameters on Caltech256 but
we are able to prune away many more parameters from the convolutional layers.
This seems to suggest that round robin shrinking would be ideal when minimizing
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FLOPs is more important than reducing memory consumption, while top-down
shrinking should be preferred when memory consumption is to be optimized.
5.4 Analysis
Accuracy Error Tradeoff In this section we present experimental results that
describe the compression-performance trade-off of our approach. As mentioned,
we have used a tolerance of  “ 0.05 to limit the deterioration of accuracy during
and after compression. In Figure 2 we plot the decrease in accuracy against the
percentage of the parameters pruned for top-down and round robin shrinking of
AlexNet on Caltech-256 at different values of . Figure 2a exhibits the expected
trend, in that, as we decrease  both, the decrease in accuracy and the fraction
of removed parameters decrease. We see that the the parameter reduction falls
much faster as we decrease , indicating that that under the top-down shrinking
scheme additional accuracy comes at a steep cost in compression performance.
On the other hand, Figure 2b exhibits a very different trend. As we decrease
 from 0.05 to 0.03 the compression improves, however, it deteriorates as when
 “ 0.01 and improves again when  “ 0.0. Even though compression suffers
when we set  “ 0.0, the deterioration is modest compared to the top-down
shrinking. We do not have a reliable explanation for this phenomenon, because
the repetitive nature of the round-robin shrinking approach makes its analysis
complicated. It is entirely possible that removing neurons/filters in a certain
(a) (b)
Fig. 2: The change in the compression percentage of AlexNet as the accuracy tolerance
is reduced from 5% to 0% (a) under top-down shrinking and (b) round robin shrinking
on Caltech-256. In both settings the weights are adjusted using LRE.
order can lead to greater compression than removing neurons in some other
order. The complexity arises if the optimal order spans across layers, something
which the LRE framework does not account for. Though we do not prove it
conclusively, the round robin shrinking approach seems to maintain compression
even under very stringent accuracy constraints, and, therefore, shows promise as
an effective model compression approach that could benefit from further study.
Representation learning As we discussed earlier, one of the main use of a
compressed representation on a task such as image recognition should be to
provide useful pretrained representations for potential downstream tasks. When
using performance-guided pruning, it is possible to degrade the learned repre-
sentations while resorting on the final layers to use artifacts to maintain good
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Fig. 3: Low-dimensional representations of the final convolutional layer outputs of the
VGG16 network trained on CIFAR. Points are test images colored by label. On the
first line is t-SNE, on the second PCA. The left column corresponds to the original
network ; the middle one to the compressed network without weight readjustment ;
the right one to the compressed network with readjustment.
performance on the recognition task. To make sure that our method isn’t such
a case, we provide some insight on the final convolutional layer of our VGG16
network trained on CIFAR through low-dimensional visualizations. In 3 we plot
t-SNE visualizations to observe separability. We can observe the compressed rep-
resentations images are almost as separable as they are in the original network.
Since t-SNE distorts the point clusters, we also plot PCA representations to
assess the shape of the clusters. We can see that weight readjustment plays a
significant role here : without it, clusters are more scattered and less convex,
while with it they are more similar to the original network. This vouches for
redundancy elimination and weight readjustment as compression methods that
respect the semantics of the data, and that arguably are compatible with transfer
learning between vision tasks.
6 Conclusion
We have presented a novel neural model compression technique called LRE-
AMC, which eliminates units (neurons or convolutional filters) whose activations
are linearly dependent on the activations of other neurons in the same layer.
Since entire units are pruned away, and not just individual parameters, the
weight matrices in compressed model are smaller, which reduces the model’s
memory requirements and makes computation more efficient. We demonstrate
the efficacy of LRE-AMC by applying it to AlexNet and VGG16 and show that
we can remove more than 99% of the units in both these models while suffering
only a 5-6% loss in accuracy on CIFAR-10. We have also applied LRE-AMC to
the more difficult Caltech-256 dataset and achieved more than 80% compression.
Furthermore, we show that after compression the data remains separable in
the model’s intermediate layers, suggesting that the intermediate representation
could carry sufficient information for transfer learning tasks. For future work we
will explore methods of incorporating information from the derivatives of the
subsequent layers to better estimate the effect of removing a unit on the overall
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output of the network, and prune neurons that minimally impact the output. We
expect that this modification will result in smaller models and greater accuracy.
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