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Abstract
The optimal control problem for time-invariant linear systems with quadratic cost is considered for
arbitrary, i.e., non-necessarily positive semidefinite, terminal cost matrices. A classification of such matrices
is proposed, based on the maximum horizon for which there is a finite minimum cost for all initial states.
When such an horizon is infinite, the classification is further refined, based on the asymptotic behavior of
the optimal control law. A number of characterizations and other properties of the proposed classification
are derived. In the study of the asymptotic behavior, a characterization is given of those matrices A such that
the image of AtS0 converges in the gap metric for any subspaceS0.
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It is written in occasion of his 70th birthday. The results of this paper that hinges on an analysis of
relevant Riccati and Lyapunov equations, are, at least indirectly, connected with his work [3,4].
Optimal control of linear systems with quadratic cost (LQ optimal control) has been investigated
very extensively. In this paper, we focus on discrete, time-invariant systems. As well known, when
the horizon of the optimization is infinite, the optimal control policy is a time-invariant linear
feedback and the cost index is a quadratic form in the initial state. Under broad conditions, the
matrix corresponding to this quadratic form is the unique positive definite solution of the discrete
algebraic Riccati equation (DARE) associated with the system. Analogous developments hold
when the horizon has finite duration T and the terminal cost is a positive semidefinite quadratic
form X0. The optimal policy is still a linear feedback, although in general it is time variant.
However, if the terminal cost is allowed to be non-positive semidefinite, then there may not be an
optimal policy since, for some initial states, arbitrarily small values of the index are attainable. A
negative terminal cost for a given state can model a gain or reward associated with reaching that
state; therefore, considering arbitrary terminal costs can be of interest in some situations.
As an example of terminal reward, consider a situation where a catastrophic event is predicted
to occur at a certain point and time and one is interested in moving a target far from that place.
We can imagine a government organization interested in moving a population away from an area
that will be hit by a hurricane. We can also envision a military organization interested in moving
a valuable asset away from an area that will be hit by a missile. In general, an instantaneous
cost will be incurred in moving the target to be saved. There will also be a reward, or negative
cost, associated with the position reached by the target at the time of the catastrophic event. In a
coordinate system with the origin at the catastrophe point, the situation can be modeled by letting
the terminal cost of the optimal control problem be a definite negative quadratic form of position.
As another example, let us consider an electric network, say, of resistors, capacitors (whose
voltages are the state variables), and generators (whose voltages are the input variables). Let us
further assume that time is quantized into steps of equal duration, during each of which the inputs
are held fixed. The resulting dynamical system is then discrete-time, linear, and time invariant.
Further consider a scenario where energy can be produced by the generators during a given time
interval (the control horizon), at a certain unit cost, and sold later, at a possibly higher unit price.
The objective is to minimize the cost incurred during the control interval, due to the energy
dissipated in the resistors, plus the cost of the final state, which is proportional to the energy
stored in the capacitors, via a suitable constant. This constant represents the difference between
the cost of producing a unit of energy and the sale price of a unit of stored energy. From standard
laws of electrical circuits, it is easy to see that the one-step cost is a positive quadratic form in the
input and state variables, while the terminal cost is a quadratic form in the state variables alone.
The latter form will be negative definite, thus representing a reward, whenever the value of stored
energy exceeds the cost of generating the energy; a particular instance of this situation will be
detailed in Example 2.1.
In addition to the potential of capturing situations of real interest, the general case of an
arbitrary quadratic terminal cost sheds light on the mathematical structure of the LQ problem
and of the associated difference and algebraic Riccati equations, cornerstones of modern system,
control, estimation, and identification theories, to mention but a few. In fact, the analysis of the
proposed problem clarifies for which time intervals and initial conditions (non-necessarily sign
definite) a difference Riccati equation can be associated to an optimal control problem. This
allows to push a step further the comprehension of the phase portrait of the matrix difference
Riccati equation. It also leads to necessary and sufficient conditions for the convergence towards
a steady-state solution (i.e., a solution of the algebraic Riccati equation). Another insight is that,
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in the generalization we introduce, each one of the (possibly infinitely many) solutions of an
algebraic Riccati equation can be naturally associated to a suitable optimal control problem, not
just the positive solution which has been typically considered. Finally, motivated by the study of
the asymptotic behavior of the cost function as the horizon of the control problem increases, we
develop a necessary and sufficient condition for the convergence of a sequence of subspaces of
Rn obtained by repeated transformation of a given subspace under the action of a given linear
operator. The latter problem appears to be basic and natural, from a linear algebraic point of view.
It is likely to be of interest in other contexts as well. Surprisingly enough, it is not yet solved in
the literature.
In this paper, we systematically investigate the LQ optimal control problem in the case when
the terminal cost is an arbitrary quadratic form, given by a symmetric matrix X0. Specifically,
for a fixed linear system and a fixed one-step quadratic cost, we classify all quadratic terminal
costs based on the maximum horizon duration such that the index remains finite for every initial
state. We let FC(T ) denote the set of all X0’s for which such quantity is T . These concepts are
introduced in Section 2.
The sets FC(0), FC(1), . . . , FC(+∞) form a partition of the set of all symmetric matrices
of appropriate dimension; the structure of this partition is investigated in Section 3. A pivotal role
in determining such structure is played by the least solution X− of the DARE. Indeed, if we let δ0
denote the smallest eigenvalue of X0 − X−, then X0 ∈ FC(+∞) if and only if δ0  0. Otherwise
(δ0 < 0), X0 ∈ FC(T ), for some T = O(ln1/|δ0|). Intuitively, as δ0 approaches 0 from below,
the index remains finite for increasingly larger horizons and, once δ0 becomes non-negative, the
index remains finite for all horizons.
In Section 4, we develop a finer analysis of the set FC(+∞), investigating whether, for large
horizons, the control law converges to some time-invariant linear feedback. In this context, a role
emerges for all the solutions of the DARE: they all belong to FC(+∞) and are characterized by
the fact that the corresponding optimal policy is time invariant and independent of the horizon
duration. In general, for an X0 ∈ FC(+∞), we need two distinguish two subcases. If δ0 > 0,
then, for large horizons, the optimal control law converges to that associated with X+, the greatest
solution of the DARE, which is also the optimal control law for the infinite horizon problem. Else
(δ0 = 0), a more sophisticated analysis is required, based on the kernel of X0 − X−. For a wide
class of systems, we can show that, for each X0 with δ0 = 0, the optimal control law converges to
that associated with a suitable solution of the DARE. Specifically, the convergence of the control
law turns out to be related to the convergence, according to the gap metric, of a sequence of
subspaces of the formS(t) = im(AtS0), for a suitable matrix A and a suitable subspaceS0. In
Section 4.1, we characterize those matrices A for whichS(t) converges for any initial subspace
S0.
We conclude in Section 5 with some open problems and directions for further research.
Notation. For the reader’s convenience, we briefly review some, mostly standard, matrix notation
used throughout the paper. Given a matrix B, we denote by B its transpose and by B† its
Moore–Penrose pseudo-inverse, the unique matrix B† that satisfies BB†B = B, B†BB† = B†,
(BB†) = BB†, and (B†B) = B†B. The kernel of B is the subspace {x : Bx = 0} and is
denoted ker(B). Given a square matrix A, we denote by σ(A) its spectrum, i.e., the set of its
eigenvalues; if all eigenvalues are real, then max σ(A) and min σ(A) are the maximum and the
minimum eigenvalue of A, respectively. We denote by ρ(A) := max{|λ| : λ ∈ σ(A)} the spec-
tral radius of A; matrix A is stable when ρ(A) < 1 and antistable when A is non-singular
and ρ(A−1) < 1. A subspace S is A-invariant if Ax ∈S, for every x ∈S. We denote by
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‖B‖ := (max σ(BB))1/2 = (max σ(BB))1/2 the spectral norm of B, which equals the Euclid-
ean norm when B is either a row vector or a column vector. We write A1 > A2 (A1  A2) when
A1 − A2 is positive definite (positive semidefinite) and write A1≯A2 (A1A2) otherwise.
2. Problem formulation
In this section, we formally state the questions explored in this paper as well as some of the
key results established in subsequent sections. We begin by formulating the LQ optimal control
problem to be studied.
Definition 2.1. Given F ∈ Rn×n, G ∈ Rn×m,  =  ∈ R(n+m)×(n+m), let  = (F,G,) be
a linear system with one-step cost quadratic in the state-input pair, with dynamics{
x(t + 1) = Fx(t) + Gu(t),
x(0) = x0 (2.1)
and cost function over an horizon (of duration) T
JT,X0(x0, u(·)) :=
T−1∑
t=0
[x(t) u(t)]
[
x(t)
u(t)
]
+ x(T )X0x(T ), (2.2)
where X0 = X0 ∈ Rn×n (not necessarily positive semidefinite) is the terminal cost matrix.
The optimal control problem LQT,X0(x0) consists in finding a sequence of inputs u(0),
u(1), . . . , u(T − 1) minimizing the cost function 2.2, subject to relations 2.1.
This work focuses on the role of X0 and T in the LQ problem, while  remains fixed. Hence,
for simplicity, the dependence upon  of J (and other quantities) is not made explicit in the
notation. Throughout,  = (F,G,) is taken to satisfy the following assumptions:
A1. The pair (F,G) is reachable, that is, the controllability matrix C has full rank:
C :=[G,FG,F 2G, . . . , F n−1G], rankC = n. (2.3)
A2. The one-step cost is positive semidefinite, i.e.:
 :=
[
Q S
S R
]
 0, (2.4)
where Q = Q ∈ Rn×n, R = R ∈ Rm×m, and S ∈ Rn×m.
A3. The one-step cost is positive definite with respect to the input, i.e.:
R > 0. (2.5)
A4. There exists a matrix L such that F − GR−1S + L(Q − SR−1S) has no eigenvalues with
unitary modulus.
A5. Dynamics and cost are jointly constrained by the relation
det(F − GR−1S) /= 0. (2.6)
Assumption A4 is equivalent to the fact that the eigenvalues on F − GR−1S with uni-
tary modulus are observable for the pair (F − GR−1S,Q − SR−1S). It is clearly weaker than
detectability of the pair (F − GR−1S,Q − SR−1S) (i.e., existence of a matrix L such that
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F − GR−1S + L(Q − SR−1S) is stable). Indeed, it is the weakest assumption guaranteeing
that the discrete algebraic Riccati equation (DARE)
R(X) :=X − [FXF − (FXG + S)(R + GXG)−1(GXF + S) + Q] = 0,
(2.7)
has a stabilizing solution X+ i.e., a solution such that the corresponding closed-loop matrix
F+ :=F − G(R + GX+G)−1(GX+F + S) is stable [8, Theorems 13.1.3 and 15.1.2 and
Observation at p. 336].
Assumptions A3 and A5 guarantee thatF+ is non-singular and this implies that there also exists
a solution X− of the DARE (2.7) such that the corresponding closed-loop matrix F− :=F −
G(R + GX−G)−1(GX−F + S) is antistable. As well known, X+ is unique, is positive
semidefinite, and is the greatest solution of the DARE, i.e., X+  X for any symmetric solution
X of (2.7). Moreover,X− is unique, is negative semidefinite, and is the least solution of the DARE,
i.e., X−  X for any symmetric solution X of (2.7). Finally, the gap X+ − X− is strictly positive
definite. Assumption A5 appears to be very technical: We shall briefly discuss some aspects of
this assumption in the Conclusion Section.
Example 2.1. Consider the following simple instance of the general class of problem discussed
in Section 1. We have the electrical network as in Fig. 1.
Assume the energy cost production to be unitary and that the energy unit stored at time T in
the capacitor is valued 1 + g (g being the gain). The input voltage is assumed to be piecewise
constant for time intervals of length :
v(t) = vk, t ∈ [k, (k + 1)).
Assume finally the we want to minimize the quantity given by the cost for energy production
minus the value of the energy at final time T .
In this case, it is easy to see that the problem can be formulated in the setting above described and
all the assumptions are satisfied. In particular, by defining a :=1/rc, we have F = exp(−a),
G = 1 − F , Q = (1/2ra)(1 − F 2), S = −Q, R = Q + (1/r1) and X0 = −g. Notice that as
long as the gain g is positive X0 is negative.
Next, we propose a classification of terminal-cost matrices X0, which will be analyzed in depth
in the reminder of this paper.
Definition 2.2. Given , for T = 0, 1, . . ., we let FC(T ) be the set of symmetric matrices X0
for which the cost index
J ∗q,X0(x0) := infu(·) Jq,X0(x0, u(·)) (2.8)
Fig. 1. Electrical network.
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remains finite (for any x0) for any time horizon q  T and is −∞ (for some x0) when the time
horizon is q = T + 1:
FC(T ) := {X0 = X0 ∈ Rn×n : (∀q  T ,∀x0 ∈ Rn : J ∗q,X0(x0) > −∞) and
(∃x0 ∈ Rn : J ∗T+1,X0(x0) = −∞)}. (2.9)
We also let FC(+∞) be the set of the remaining symmetric matrices X0, for which the cost index
remains finite for any x0 and any time horizon q:
FC(+∞) :={X0 = X0 ∈ Rn×n : X0 /∈ FC(q), q = 0, 1, . . .}. (2.10)
It is a simple exercise, using basic reachability arguments, to show that if X0 ∈ FC(T ) then,
for all k  1, there is some x0 such that J ∗T+k,X0(x0) = −∞. Thus, T is the largest horizon for
which the cost index is finite for all initial states. Furthermore, for k  n, J ∗T+k,X0(x0) = −∞ for
any x0.
It is also easily seen that the sets FC(T ), for 0  T  +∞, form a partition of the symmetric
n × nmatrices. For the study of such sets, it is useful to introduce the generalized Riccati operator
R†(X) :=X − [FXF − (FXG + S)(R + GXG)†(GXF + S) + Q] (2.11)
and to associate with each X0 the following three sequences of matrices:
X(t) : X(0) = X0, X(t + 1) = X(t) −R†(X(t)), (2.12)
R(t) = R + GX(t)G, (2.13)
S(t) = S + FX(t)G. (2.14)
A simple, useful consequence of these definition is that, for any t  0,
X(t + 1) = FX(t)F − S(t)R(t)†S(t) + Q. (2.15)
In the next section, we investigate a number of properties of the sets FC(T ). A summary of the
main results is stated in the next theorem.
Theorem 2.1. Given , the sets FC(T ) of Definition 2.2 satisfy the properties below:
P1. For any 0  T  +∞, letting min(∅) = +∞, the set FC(T ) can be characterized as
FC(T ) = {X0 = X0 ∈ Rn×n : min{q : R(q)≯ 0} = T }. (2.16)
In particular,
FC(0) = {X0 = X0 ∈ Rn×n : R + GX0G≯ 0}. (2.17)
P2. Set FC(+∞) admits the following alternate characterization:
FC(+∞) = {X0 = X0 ∈ Rn×n : X0  X−}. (2.18)
P3. For any ε > 0 there existsT0 such that, for anyT  T0, ifX0 ∈ FC(T ) thenX0 + εI  X−
or, equivalently:
∀ε > 0 ∃T0
⎛
⎝
⎧⎨
⎩X0 + εI : X0 ∈
⋃
TT0
FC(T )
⎫⎬
⎭ ⊆ FC(+∞)
⎞
⎠ . (2.19)
P4. For any 0  T  +∞, the set FC(T ) is non-empty.
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In Section 4, we further analyze the structure ofFC(+∞), based on the convergence properties
of the sequence X(t).
Before delving into the technical developments necessary to establish Theorem 2.1, it may be
helpful to gain some intuition on the sets FC(T )’s. We start with the basic observation that an
increase of the terminal cost implies an increases of the cost index, for any initial state and any
input. Thus, if X1  X2 with X1 ∈ FC(T1) and X2 ∈ FC(T2), then T1  T2. Informally, as T
grows, FC(T ) contains larger matrices.
For one-dimensional systems, this monotonicity property implies that the FC(T ) sets partition
the real line (the set of possible X0’s) into intervals. Indeed, there is a monotonically increasing
sequence of real numbers y0, y1, . . . such that FC(0) = (−∞, y0], FC(T ) = (yT−1, yT ], for
positive and finite T , and FC(+∞) = [X−,+∞). More specifically, Theorem 2.1 has the fol-
lowing implications. Eq. (2.17) yields y0 = −R/G2 while, with simple manipulations, Property
P1 also determines the remaining yT ’s by the recurrence yT−1 = yT −R†(yT ); for first-order
systems, this relation can be analytically inverted to yield yT in terms of yT−1. Property P2
provides us with the stated form of FC(+∞), where X− is the smallest of the two solutions
of the DARE, which is a quadratic equation, when n = 1. Property P3 essentially tells us that
limT→+∞ yT = X−, while Property P4 tells us that yT is strictly monotone. As T increases, the
intervals FC(T ) become progressively smaller and accumulate at the left of X−.
For n-dimensional systems with arbitrary n, the landscape is more complex, since the symmet-
ric cost matrices X0 form a space of dimension d(n) = n(n + 1)/2. However, the sets FC(T ) can
be still visualized in terms of (d(n) − 1)-dimensional surfaces partitioning the space of symmetric
matrices. In particular, it is easy to see thatFC(0) is the region below surfaceY0 (included) defined
by
Y0 :={Y0 = Y0 : min σ(R + GY0G) = 0}
= {Y0 = Y0 : (R + GY0G  0) and (R + GY0G≯ 0)}. (2.20)
This means that FC(0) may be characterized as
FC(0) = {X0 = X0 : ∃Y ∈ Y0 s.t. X0  Y }. (2.21)
AboveY0 a surfaceY1 separates FC(1) from FC(2) and so on. Property P2 tells us that FC(∞)
may be characterized as the region above surface Y∞ (included) defined by:
Y∞ = {Y0 = Y0 : min σ(Y0 − X−) = 0}
= {Y0 = Y0 : (X−  Y0) and (X−≮Y0)}. (2.22)
More precisely,
FC(∞) = {X0 = X0 : ∃Y ∈ Y∞ s.t. X0  Y }. (2.23)
Property P3 says that, as T increases, the regions FC(T ) become progressively “thinner” and
accumulate below the surfaceY∞ so that, with a suitable notion of convergence, limT→+∞YT =
Y∞. Property P4 tells us that each region FC(T ) is non-empty.
Consider now, for an arbitrary symmetric matrix Z, the “line” X0 = Z + λI , λ ∈ R. It is a
simple exercise to show that this line is in FC(0) for all λ  λ0, where λ0 is uniquely determined
by the condition min σ(R + GZG + λ0GG) = 0. Similarly, the line is in FC(∞) for all
λ  λ∞, where λ∞ = min σ(X− − Z). Therefore, the line X0 = Z + λI crosses all surfaces
YT and, typically, will have non-empty intersection with each FC(T ).
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To better visualize the surfaces Y, consider the electrical network example, outlined in the
Introduction, in cases where Assumptions A1–A5 are met. For simplicity, assume that production
cost of a unit of energy is 1, while the value of a unit of energy stored in the capacitors at time T
is 1 + g (g  0 being the gain). Further assume that the state variable associated with a capacitor
of capacitance Ci and voltage vi is chosen as xi = √(C/2)vi , so that the stored energy is exactly
x2i . Then, the terminal cost matrix is X0 = −gI . The value g∞  0 such that (−g∞I ) ∈ Y(∞)
represents the gain for which one can break even. For g > g∞, some amount of energy can be
profitably stored, by applying a suitable control, over any horizon. For T large enough (as a
function of g), an arbitrary amount of energy can be stored, if the horizon has duration at least T .
3. Characterization and properties of sets FC(T )
In this section, we develop the proof of Theorem 2.1 as well as of several other interesting
properties of the optimal control problem stated in Definition 2.1. A key role will emerge for
the matrices R(t), X(t), and S(t) introduced in the previous section. We will see that the cost
over an horizon T admits a finite minimum value for each initial state x0 if and only if the
matrices R(0), R(1), . . . , R(T − 1) are all positive definite. When this is the case, then cost
index is J ∗T ,X0(x0) = x0 X(T )x0. The corresponding optimal control law is given by u(t) =
−R(T − t − 1)−1S(T − t − 1)x(t).
We begin by rewriting the cost function (2.2) in order to replace the quadratic form in the final
state with one in the initial state.
Proposition 3.1. Using the matrix sequences ((2.12)–(2.14)), the cost function (2.2) can be refor-
mulated as
JT,X0(x0, u(·)) =
T−1∑
t=0
[x(t) u(t)]W(T − t − 1)
[
x(t)
u(t)
]
+ x0 X(T )x0, (3.1)
where,
W(t) :=
[
S(t)R(t)†S(t) S(t)
S(t) R(t)
]
. (3.2)
Proof. Any sequence X(0),X(1), . . . , X(T ) of n × n matrices satisfies the identity
x(T )X(0)x(T )=
T−1∑
t=0
[
x(t + 1)X(T − t − 1)x(t + 1) − x(t)X(T − t)x(t)
]
+ x(0)X(T )x(0). (3.3)
Then, Eqs. (3.1) and (3.2) follow after several, but straightforward manipulations implementing
the following steps:
(i) let X(t) in (3.3) be the sequence defined by (2.12);
(ii) replace x(T )X0x(T ) = x(T )X(0)x(T ) with the right hand side of (3.3) in (2.2);
(iii) rewrite x(t + 1) as Fx(t) + Gu(t) and x(0) as x0, according to (2.1);
(iv) write X(T − t) in terms of X(T − t − 1), according to (2.15). 
We next consider the infimization of the quadratic form W(t), for fixed x and variable u.
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Proposition 3.2. For any x ∈ Rn and t  0, let
It (x) := inf
u∈Rm[x
 u]W(t)
[
x
u
]
. (3.4)
(1) ∀xIt (x) > −∞ if and only if R(t) > 0.
(2) If R(t) > 0, then ∀xIt (x) = 0, infimized by u = −R(t)−1S(t)x.
(3) If R(t)≯ 0, then ∃xIt (x) = −∞.
Proof. Clearly, Property 1 follows from 2 and 3, thus we only need to establish the latter two
properties. Property 2 is an immediate corollary of the fact that, when R(t) > 0, then (3.2) can
be rewritten as
W(t) =
[
S(t)
R(t)
]
[R(t)]−1
[
S(t)
R(t)
]
. (3.5)
Let now R(t)≯ 0. If indeed R(t) 0, then there is a v /= 0 such that vR(t)v < 0 and it is an
easy exercise to show that ∀xIt (x) = −∞.
Otherwise, R(t)  0 and there is a v such that R(t)v = 0. From Eqs. (2.13) and (2.14), one can
derive that S(t) − SR−1R(t) = (F − SR−1G)X(t)G. If, by contradiction, it were S(t)v = 0,
from R(t)v = 0 and det(F − SR−1G) /= 0 (see (2.6)) we would get X(t)Gv = 0. The latter,
together with R = R(t) − GX(t)G and R(t)v = 0 would yield Rv = 0, contradicting R > 0
(2.5). In conclusion, S(t)v /= 0. Then, choose any x such that xS(t)v /= 0 (e.g., x = S(t)v);
since R(t)v = 0, we have
[x αv]W(t)
[
x
αv
]
= xS(t)R(t)†S(t)x + 2αxS(t)v. (3.6)
Clearly, the above function of α admits no finite lower bound, so that, for the chosen x, It (x) =
−∞, thus establishing Property 3. 
Remark 3.1. The main contribution of Proposition 3.2 is that it gives a necessary and sufficient
condition involving only matrix R(t), for the index It (defined in (3.4)) to be bounded from
below. On the other hand, since the cost function JT,X0 of the original optimal control problem is
essentially a constant plus the sum of terms of the form of that infimized in (3.4), it is reasonably
intuitive that JT,X0 is bounded from below if and only if It is such, or equivalently R(t) > 0, for
all t = 0, . . . , T − 1. This fact is rigorously formulated and proven in Proposition 3.3 were we
derive a necessary and sufficient condition for the optimal cost for a given horizon to be finite for
all initial states.
Proposition 3.3. Let X(t) and R(t) be defined by (2.12) and (2.13), respectively. Let PR(q)
denote the condition R(t) > 0 for 0  t < q. Then, J ∗q,X0(x0) > −∞ for all x0 if and only if
PR(q). Furthermore, if PR(q), then J ∗q,X0(x0) = x0 X(q)x0 and the (unique) optimal control
is
u(t) = −R(q − t − 1)−1S(q − t − 1)x(t), t = 0, 1, . . . , q − 1. (3.7)
332 G. Bilardi, A. Ferrante / Linear Algebra and its Applications 425 (2007) 323–344
Proof. Assume first that PR(q) holds. Consider Jq,X0(x0, u(·)) as given by Eq. (3.1), (with
T = q). Then, our claims are a straightforward consequence of Property 2 of Proposition 3.2.
Assume now that PR(q) does not hold and let T = min{t : R(t)≯ 0}. Thus, R(T )≯ 0, with
T  q. By Property 3 of Proposition 3.2, there is a state y such that IT (y) = −∞. Since (F,G)
is a reachable pair (Assumption A1), there are a state y0 and an input u0(0), . . . , u0(q − T −
2) such that, if x(0) = y0, then x(q − T − 1) = y. Now, consider the set of controls (parame-
trized by u ∈ Rm) such that u(t) = u0(t) for 0  t < q − T − 1; u(q − T − 1) = u; and u(t) =
−R(q − t − 1)−1S(q − t − 1)x(t) for t > q − T − 1. For such controls, Eq. (3.1) (withT = q)
yields
Jq,X0(y0, u0(·))= y0 X(q)y0 +
q−T−2∑
t=0
[x(t) u0(t)]W(q − t − 1)
[
x(t)
u0(t)
]
+ [y u]W(T )
[
y
u
]
, (3.8)
where we have made use of Property 2 of Proposition 3.2, for summation index t = q − T , . . . ,
q − 1. By infimizing the r.h.s of Eq. (3.8) with respect to u and recalling that IT (y) = −∞, we
conclude that J ∗q,X0(x0) = −∞. 
Property P1 of Theorem 2.1 is now an immediate corollary of Proposition 3.3.
Remark 3.2. If X0 ∈ FC(T ), then, for q > T , the cost index is no longer a finite quadratic
form. Then, the quantity x0 X(q)x0 does not necessarily equal the index cost, but it provides
an upper bound to it, since the control law u(t) = −R(q − t − 1)†S(q − t − 1)x(t) yields
Jq,X0(x0, u(·)) = x0 X(q)x0, as it can be easily checked.
Another immediate corollary of Proposition 3.3 is obtained next, taking into account that, for
any symmetric solution X of (2.7), R + GXG > 0 (see [7, Eq. (3.142), p. 105]).
Corollary 3.1. Let X be any symmetric solution of the DARE (2.7). Then X ∈ FC(+∞). More-
over, independently of T , the optimal cost is
J ∗T ,X(x0) = x0 Xx0. (3.9)
and the optimal control input is given by the time-invariant feedback law:
u(t) = −(R + GXG)−1(S + GXF)x(t). (3.10)
As well known, in the infinite-horizon version of the LQ problem, a key role is played by
the greatest solution of the DARE, X+. While the other solutions are not directly related to the
infinite-horizon problem, they do share with X+ some interesting properties. One is that they
are “matched” to the system (in a sense similar to that in which an impedance is matched to
a transmission line), so that the optimal cost depends only upon the initial state and not upon
the extent of the horizon. Another property is that the corresponding optimal feedback is time
invariant.
For the classification of symmetric terminal costs X0 into the FC sets, a crucial role is played
by the least solution of the DARE,X−, and more precisely by the smallest eigenvalue ofX0 − X−:
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Definition 3.1. Given X0 = X0 ∈ Rn, we let
δ0 := min σ(X0 − X−). (3.11)
Indeed, let X0 ∈ FC(T ). If δ0  0, then T = +∞. Otherwise, T is finite and bounded from
above by a logarithmic function of 1/|δ0|. These results are formally developed below. The case
δ0  0 is straightforward to argue, since for all states the terminal cost under X0 is at least as large
than the cost under X−. The case δ0 < 0 is considerably more complex, since it only guarantees
the existence of one direction along which the terminal cost corresponding to X0 is smaller than
that corresponding to X−. That, over a suitably long horizon, a final state in that direction can be
profitably reached is true, but non-trivial to establish, as reflected by the proof of Proposition 3.5
below.
Proposition 3.4. If δ0  0 (or, equivalently, X0 = X0  X−), then X0 ∈ FC(+∞).
Proof. For any T  0, X0, x0 and u(·), Eq. (2.2) can be rewritten as
JT,X0(x0, u(·)) = JT,X−(x0, u(·)) + x(T )(X0 − X−)x(T )  JT,X−(x0, u(·)), (3.12)
where we have exploited the assumption X0 − X−  0. Then, recalling definition (2.8) of the
cost index, making use of Eq. (3.9) with X = X−, we obtain
J ∗T ,X0(x0)  x

0 X−x0 > −∞, (3.13)
whence the stated property. 
Proposition 3.5. If δ0 < 0 (or, equivalently, X0 = X0 X−), then X0 ∈ FC(T ) with
T  T + βln(1/|δ0|), (3.14)
where T and β are constants associated with , but independent of X0.
Proof. The proof strategy consists in showing that the matrix X(t) associated with X0 by Eq.
(2.12) becomes arbitrarily negative with t so that, for a suitable T satisfying (3.14), R(T ) =
R + GX(T )G is no longer positive definite, hence, by Proposition 3.3, X0 ∈ FC(T ). In order
to develop an upper bound to X(t) that decreases with t , for any normalized initial state x0 with
‖x0‖ = 1 and any integer τ  0, we construct an input sequence of t = 2n + τ steps, with the
following properties:
(i) During the first n steps, the initial state x0 is controlled to 0, with a trajectory cost of at most
B1, a value determined solely by  = (F,G,), (hence independent of x0, τ , and X0).
(ii) During the next n steps, the system is driven to reach a suitably chosen normalized state y0;
the trajectory cost is bounded by a value B2, determined solely by .
(iii) For τ steps, the input coincides with the optimal control for terminal cost X−. The choice of
y0 is such that this control drives the system to a δ0-eignenvector y(τ) of X0 − X−. Due to
the anti-stability of the closed-loop dynamics F−, the norm of y(τ) is exponentially large in
τ , yielding an exponentially negative cost, with an upper bound of the form B3 − |δ0|γf τ ,
where B3 depends upon  while γ > 0 and f > 1 depend upon F−.
Clearly, for τ large enough, as the cost matrix X(2n + τ) keeps decreasing, the quantity
R(2n + τ) = R + GX(2n + τ)G can not remain positive definite.
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Next, we provide the details of the outlined strategy. For every τ  0 and every x0 ∈ Rn with
‖x0‖ = 1, we will define an input sequence of n + n + τ steps and decompose the corresponding
cost as follows:
J2n+τ,X0(x0, u(0), . . . , u(2n + τ − 1)) = J1 + J2 + J3, (3.15)
where J1 = Jn,0(x0, u(0), . . . , u(n − 1)), J2 = Jn,0(0, u(n), . . . , u(2n − 1)), and J3 =
Jτ,X0(y0, u(2n), . . . , u(2n + τ − 1)).
(i) Since, by Assumption A1, (F,G) is reachable, there exists a feedback matrix L such that
σ(F + GL) = {0}, whence (F + GL)n = 0. Thus, the input trajectory u(t) = L(F + GL)tx0,
for t = 0, 1, . . . , n − 1, yields x(t) = (F + GL)tx0, hence x(n) = 0. Correspondingly, the cost
is a quadratic form in x0, i.e., J1 = x0 K1x0. Observe that K1 is determined solely by . If we let
B1 = max σ(K1) and recall that ‖x0‖ = 1, we obtain
J1  B1. (3.16)
(ii) Consider now a normalized δ0-eigenvector of X0 − X−:
(X0 − X−)y = δ0y, ‖y‖ = 1 (3.17)
and define the following normalized state, in terms of the closed-loop dynamics F− in the optimal
control for terminal cost X− (see also paragraph after Eq. (2.7)):
y0 = (F−1− )τ y/‖(F−1− )τ y‖. (3.18)
Recalling that C is full rank (by 2.3), consider now the input segment defined by the relation
[u(2n − 1), . . . , u(n)] = C(CC)−1y0. (3.19)
It is straightforward to check that, with this input, starting from x(n) = 0, the system reaches
x(2n) = y0, along a trajectory where bothu(t) and x(t) are linearly related to y0. Correspondingly,
the cost is a quadratic form in y0, i.e., J2 = y0 K2y0, with K2 is determined solely by . If we
let B2 = max σ(K2) and recall that ‖y0‖ = 1, we obtain
J2  B2. (3.20)
(iii) We finally choose u(2n), . . . , u(2n + τ − 1) to be the optimal control for terminal cost
X−, that is, u(t) = −(R + GX−G)−1(GX−F + S)x(t), yielding x(t + 1) = F−x(t), for
t = 2n, . . . , 2n + τ − 1. We can then rewrite the quantity J3 introduced in Eq. (3.15), using also
(3.12) where the term Jτ,X−(x0, u(·)) becomes J ∗τ,X−(x0), due to the optimality of u(·), and where
the final state is Fτ−y0 = y/‖(F−1− )τ y‖. We obtain
J3 = J ∗τ,X−(x0) + (F τ−y0)(X0 − X−)(F τ−y0) (3.21)
= y0 X−y0 + y(X0 − X−)y‖(F−1− )τ y‖−2 (3.22)
= y0 X−y0 + δ0‖(F−1− )τ y‖−2 (3.23)
 max σ(X−) − |δ0|‖(F−1− )τ‖−2, (3.24)
where we have made use of (3.17), of‖y0‖ = 1, and of δ0 < 0. SinceF− is antistable,ρ(F−1− ) < 1,
so that there exist γ > 0 and f > 1 such that
‖F−τ− ‖2  γ−1f−τ (3.25)
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(see, e.g., Corollary 5.6.13 in [6]). Thus, we can conclude that
J3  B3 − |δ0|γf τ , (3.26)
where B3 = max σ(X−), γ , and f are determined solely by. By combining (3.15) with Bounds
((3.16), (3.20), (3.26)), for any x0 with ‖x0‖ = 1, we have
J ∗2n+τ,X0(x0)  B1 + B2 + B3 − |δ0|γf τ . (3.27)
Select now for τ the value
τ0 = max(0, logf (B1 + B2 + B3 + max σ(R)/max σ(GG) + logf (1/|δ0|γ )).
(3.28)
Below, we establish that T  2n + τ0, by arguing that, if T  2n + τ0 then T = 2n + τ0. First,
observe that, from (3.27) and (3.28), we can infer that
J ∗2n+τ0,X0(x0)  − max σ(R)/max σ(GG). (3.29)
Second, recall that, by Property P1 of Theorem 2.1,T = min{q : R(q)≯ 0}. Then,R(0), R(1), . . . ,
R(2n + τ0 − 1) > 0 and, by Proposition 3.3 combined with Bound (3.29) (which holds for all x0
with ‖x0‖ = 1), we have that
max σ(X(2n + τ0))  − max σ(R)/max σ(GG). (3.30)
By Definition 2.13, we have R(2n + τ0) = R + GX(2n + τ0)G, whence we derive
max σ(R(2n + τ0)) max σ(R) + max σ(GX(2n + τ0)G) (3.31)
 max σ(R) + max σ(GG)max σ(X(2n + τ0)) (3.32)
 0. (3.33)
In summary, R(2n + τ0) ≯ 0 and, by Property P2 of Theorem 2.1, T = 2n + τ0, as claimed.
To complete the proof, we just need to observe that, in view of (3.28), we can write 2n + τ0 
T + βln(1/|δ0|), where T = 1 + logf (B1 + B2 + B3 + 1/γ ) + max σ(R)/max σ(GG), and
β = 1/lnf . 
Property P2 of Theorem 2.1 clearly follows from Proposition 3.4 (if X0  X− then X0 ∈
FC(+∞)) and Proposition 3.5 (if X0  X− then X0 /∈ FC(+∞)). Property P3 is also a straight-
forward corollary of Proposition 3.5. In fact, if we let T0 = T + βln(1/ε) and assume X0 ∈
FC(T ) for some T  T0, by Proposition 3.5, we have δ0 = min σ(X0 − X−)  −ε, which
implies X0 + εI  X−. It only remains to establish Property P4, which we do next.
Proposition 3.6. For any 0  T  +∞, the set FC(T ) is non-empty.
Proof. For T = +∞, simply recall that X− ∈ FC(+∞), by Proposition 3.4.
For T < +∞, we proceed by constructing a matrix X0 ∈ FC(T ′), for some T ′  T ; it is then
straightforward to argue that X(T ′ − T ) ∈ FC(T ), where X(t) is defined in (2.12).
Informally, we construct X0 of the form X− − ηI . Using (2.17), it is not too difficult to argue
that, for large enough η, one has X0 = X− − ηI ∈ FC(T ′), with T ′  1. Resorting to the same
line of argument for a sampled version of the system, with sampling period T , yields a matrix
X0 ∈ FC(T ′), with T ′  T .
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More formally, let ˆ be the system obtained from by considering the state only every T steps,
so that xˆ(t) = x(T t) and uˆ(t) = (u(T t + T − 1), u(T t + T − 2), . . . , u(T t)) ∈ RmT . Clearly,
Fˆ = FT , Gˆ = [G,FG,F 2G, . . . , F T−1G], and Rˆ ∈ RmT×mT with Rˆ > 0. (Here FT denotes
the T th power of F , not to be mistaken with its transpose F.) It is also straightforward that,
if Xˆ0 = X0, then Xˆ(t) = X(T t), for any t  0 (cf. Eq. (2.12)). In particular, if Xˆ0 = X−, then
Xˆ(t) = X−, for any t  0; furthermore, X− ∈ ˆFC(+∞) whence Rˆ−(0) = Rˆ + GˆX−Gˆ > 0.
For an arbitrary Xˆ0, we can write Eq. (2.13) as
Rˆ(0) = Rˆ + GˆX0Gˆ = Rˆ−(0) + Gˆ(X0 − X−)Gˆ. (3.34)
If we choose X0 = X− − ηI with η = min σ(Rˆ−(0))/(2 max σ(GˆGˆ)) > 0, then Rˆ(0) > 0,
whence X0 ∈ ˆFC(Tˆ ) with Tˆ  1. In fact, X0 ∈ ˆFC(Tˆ ) for some finite Tˆ (by Property P2 of
Theorem 2.1 and X0 < X−) and Tˆ  1 (by Property P1 of Theorem 2.1 and Rˆ(0) > 0). Finally,
we conclude that X0 ∈ FC(T ′) for some T ′  T , as desired. 
Remark 3.3. A byproduct of the above line of argument, based on the sampled version of the
system, is the following alternate characterization of the FC sets:
FC[0, T − 1] :=
⋃
0q<T
FC(q) = {X0 = X0 : RˆT + GˆT X0GˆT ≯ 0}, (3.35)
where, for clarity, we have made the sampling period T explicit in the notation RˆT and GˆT .
Obviously, FC(T ) = FC[0, T ] − FC[0, T − 1], with FC(−1) = ∅. This characterization may
be of interest, since, unlike the one provided by property P1 of Theorem 2.1, it does not involve
the non-linear Riccati operator.
4. Refining the set FC(∞)
We have shown that if X0  X− then and only then X0 ∈ FC(+∞), that is, the cost function
remains finite for any initial state and for any length of the control horizon. In this section,
we further classify terminal cost matrices X0 on the basis of the asymptotic behavior of the
corresponding cost matrix X(t). We have already seen that there is a matrix K1, depending solely
upon , such that X(t)  K1 for every t  n and for every symmetric X0 (cf. the argument that
leads to Bound (3.16)). Thus, as t increases, either X(t) converges or it “oscillates”. It is also
straightforward to see that, in the case of convergence, the limit must be a solution of the DARE
(2.7).
The following result [10] provides a key property of the set of solutions of the DARE.
Proposition 4.1. LetXbe the set of symmetric solutions of the DARE (2.7).The mapϑ associating
to each X ∈ X the subspace ϑ(X) :=ker(X − X−), induces a bijective correspondence between
X and the set I(F−) of F−-invariant subspaces.
Given an F−-invariant subspace S, we denote by XS the solution of (2.7) corresponding
toS. Special cases are X+ = X{0} and X− = XRn as it is immediate to check.
In view of the preceding considerations, we can now formally introduce the refinement of
FC(+∞) to be investigated in this section.
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Proposition 4.2. The set FC(+∞) can be partitioned as follows1:
FC(+∞) = FC(+∞,∼) +
∑
S∈I(F−)
FC(+∞, XS), (4.1)
where I(F−) denotes the family of F−-invariant subspaces and
FC(+∞, XS) :={X0 ∈ FC(+∞) : lim
t→+∞X(t) = XS}, (4.2)
FC(+∞,∼) :={X0 ∈ FC(+∞) : X(t) does not converge}. (4.3)
We will see that the place of X0 in the above partition is determined by ker(X0 − X−). More
precisely, what matters is the asymptotic behavior (as captured by the gap metric, reviewed next)
of the sequence of subspaces im(F−t− ker(X0 − X−)).
Definition 4.1. Given two subspacesS1,S2 of Rn, the gap metric is the function
d(S1,S2) :=‖PS1 − PS2‖, (4.4)
where PSi , i = 1, 2, is the orthogonal projection onto the spaceSi . The function d is a distance
on the set of subspaces of Rn; we refer to [5] for a discussion of its properties. We say that a
subspace sequenceS(t) converges toS and writeS(t) t→∞→ S, if limt→+∞ d(S(t),S) = 0.
We are now ready to state the main results of this section, a characterization of the sets
introduced in Proposition 4.2 and of the systems for which FC(+∞,∼) is empty.
Theorem 4.1. Let X0 = X0  X− and let X(t) be the corresponding sequence defined as in
(2.12). Moreover, letS(t) := im(F−t− ker(X0 − X−)). We have
P5.
FC(+∞, XS) = {X0 ∈ FC(+∞) :S(t) t→∞→ S}, (4.5)
P6.
FC(+∞,∼) = {X0 ∈ FC(+∞) :S(t) does not converge}. (4.6)
P7. The set FC(+∞,∼) is empty if and only if different eigenvalues of F− have different mag-
nitude.
Before turning to the proof of this theorem, it may be helpful to see how the stated results can
be visualized, with respect to the intuitive picture outlined at the end of Section 3. We recall that
FC(∞) is the region bounded below by the surfaceY∞, formed by those matrices X0 such that
δ0 = min σ(X0 − X−) = 0.
Consider now any matrix X0 in the interior of FC(∞), that is, such that X0 > X−. Clearly,
ker(X0 − X−) = {0}. Hence, S(t) = {0} for any t and S(t) t→∞→ {0}. Then, by Property P5
and by the fact that X{0} = X+, we conclude that X0 ∈ FC(∞, X+). It is also the case that, if
X0 ∈ Y∞, then all the spaces in the sequenceS(t) have the same dimension (which is positive), so
1 The symbol ∼ in the notation FC(+∞,∼) is meant to recall that X(t) does neither converge nor diverge, rather it
keeps somehow oscillating.
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either the sequence does not converge or it has a limitS /= {0}. In conclusion, FC(∞, X+) coin-
cides with the interior region of FC(∞). The remaining sets FC(∞, XS), withS ∈ (I(F−) −
{0}), and FC(∞,∼) form a partition of the surface Y0. It is also straightforward that XS ∈
FC(∞, XS) and that FC(∞, X−) = {X−}.
Proof (of Theorem 4.1). It is convenient to reformulate the DARE in homogeneous form, in terms
of the matrix (t) :=X(t) − X−. Under our assumptions, R(t) > 0 for all t  0, hence (2.12)
can be rewritten as X(t + 1) = X(t) −R†(X(t)) = X(t) −R(X(t)). In terms of (t), we get
(t + 1) = (t) −R(X(t)) and, since R(X−) = 0,
R(X(t))= R(X(t)) −R(X−)
= (t) − F−(t)F− + F−(t)GR(t)−1G(t)F−, (4.7)
where the last equality is a particular instance of a general identity (see [1, p. 382]). Finally,
reusing (t + 1) = (t) −R(X(t)), one gets the homogeneous DARE:
(t + 1) =H((t)) :=F−(t)F− − F−(t)G(R− + G(t)G)−1G(t)F− (4.8)
where R− :=R + GX−G > 0. Interestingly, Eq. (4.8) can be interpreted as the recurrence
(2.12) for the cost-index matrix (t) associated with a system H = (F−,G,H ), whereH =
diag{0n×n, R−}. Observe now that, since H  0 and (0) = X0 − X−  0, the cost function
y0 (t)y0 over an horizon of length t is never negative and can be zero if and only if both the
trajectory cost and the terminal cost are zero. This is equivalent to the input being identically zero
for time steps 0, 1, . . . , t − 1 (since R− > 0) and the final state y(t) = F t−y0 being in ker(0).
In summary, we have that, for all t  0,
(t)  0, (4.9)
ker(t) = im(F−t− ker(0)) = im(F−t− ker(X0 − X−)) =S(t) ∀t  0. (4.10)
Claim 1. If S(t) t→∞→ S then S is F−-invariant and limt→+∞ X(t) = XS, i.e., X0 ∈ FC
(+∞, XS).
Proof of Claim 1. The fact thatS isF−-invariant is obvious. The asymptotic behavior ofX(t) =
X− + (t) will be established by showing that the restriction ⊥(t) of (t) to the orthogonal
complement ofS satisfies an equation which is a DARE, up to vanishing terms.
Let Z(t), Z, P(t) = I − Z(t), and P = I − Z be the orthogonal projections onto S(t), S,
S(t)⊥, andS⊥, respectively. Let U and V be matrices whose columns form an orthonormal basis
for S and S⊥, respectively. Finally, let M = [U | V ], which is an orthogonal matrix (M−1 =
M). We have M−1F−M =
[
 
0 F⊥
]
, with F⊥ antistable (since σ(F⊥) ⊆ σ(F−)) and write
M−1G =
[

G⊥
]
, where G⊥ = V G has n − dim(S) rows. Next, we analyze the blocks of the
matrix
M(t)M =
[
U(t)U U(t)V
V (t)U V (t)V
]
=
[
ε1(t) ε2(t)
ε2(t) ⊥(t)
]
. (4.11)
(i) ε1(t), ε2(t) t→∞→ 0. In fact, consider the identity (t)U = (t)(Z − Z(t))U + (t)Z(t)U .
The latter term is null, since the columns of Z(t)U are in ker(t), by the very definition
of projection Z(t). The former term gap vanishes, by Definition 4.4.
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(ii) ⊥(t) is non-singular for t greater than a suitable t¯ . In fact, we can write
⊥(t) = V (t)V = η(t) + V P(t)(t)P (t)V (4.12)
and observe that P(t)V t→∞→ PV = V , whence η(t) must converge to the zero matrix.
Moreover, there exists t¯1 such that, for t > t¯1, the rank of P(t)V equals that of PV so that
P(t)V has full column rank and its columns form a basis forS(t)⊥. Therefore, for t > t¯1,
V P(t)(t)P (t)V > 0. Combined with the convergence of η(t), this implies that there
exists t¯ such that ⊥(t) > 0 for t > t¯ .
By continuity, from (4.8) it now readily follows that
⊥(t + 1)= F⊥⊥(t)F⊥
−F⊥⊥(t)G⊥(R− + G⊥⊥(t)G⊥)−1G⊥⊥(t)F⊥ + ε3(t) (4.13)
with ε3(t)
t→∞→ 0. For t > t¯ , by the Sherman–Morrison–Woodbury formula, (4.13) yields
⊥(t + 1) = F⊥ [⊥(t)−1 + G⊥R−1− G⊥]−1F⊥ + ε3(t). (4.14)
Define (t) :=⊥(t)−1. By continuity, we have
(t + 1) = F−1⊥ [(t) + G⊥R−1− G⊥]F−⊥ + ε4(t), (4.15)
with ε4(t)
t→∞→ 0. Then, the solution of (4.15) converges to the unique solution  of the steady-
state Stein equation
 = F−1⊥ F−⊥ + F−1⊥ G⊥R−1− G⊥F−⊥ (4.16)
and hence,
lim
t→+∞(t) = M
−
[
0 0
0 −1
]
M−1 = XS − X−. (4.17)
The last step follows from the fact that, if X0 = XS, thenS(t) =S for all t . We remark that, if
X0 − X− > 0, thenS(t) =S(0) = {0} and limt→+∞ X(t) = X+.
Claim 2. If S(t) does not converge as t goes to infinity, then neither does X(t), i.e., X0 ∈
FC(+∞,∼).
Proof of Claim 2. By contradiction, assume that X(t) t→∞→ X. Then, clearly X is a solution of the
DARE (2.7) and, by Proposition 4.1, there exists an F−-invariant subspaceV such that X = XV
withV = ker(XV − X−). From (4.10), we have that, for all t , dimS(t) = dim ker(X0 − X−).
Then, clearly dimV  dimS(t).
Below, we will show that in fact dimV = dimS(t) whence, in view of [5, Theorem 15.3.1,
p. 446], we can conclude thatS(t) t→∞→ V, reaching the sought contradiction. It remains for us
to rule out the case dimV > dimS(t), which could in principle occur, if some of the non-zero
eigenvalues of (t) = X(t) − X− were to tend to zero as t → ∞. More rigorously, let V (t) be
a matrix with orthonomal columns spanningS(t)⊥ and let, for t  0,
m(t) := min σ(V (t)(t)V (t)) > 0 (4.18)
be the smallest non-zero eigenvalue of (t), as implied by relations (4.9) and (4.10). We want
to prove that m(t) does not asymptotically vanish (for simplicity, below we will simply write
vanish).
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We can see that m(t) vanishes if and only if, for every ε > 0, there is a time tε and an initial
normal state yε orthogonal to ker(tε) = F−tε− ker(0), such that a suitable control in the time
interval [0, tε − 1], of total cost smaller than ε, drives system H (see paragraph below Eq.
(4.8)) to a state zε of terminal cost zε (0)zε smaller then ε. With a little reflection, the preced-
ing characterization shows that the vanishing of m(t) is unaffected if we consider a “sampled”
version of the system (as in the proof of Proposition 3.6), where xˆ(t) = x(ht), for a suitable
sampling period h. If h is large enough that any state can be reached in h steps, then vanish-
ing of m(t) is also unaffected if the state-transition equation xˆ(t + 1) = x(ht + h) = Fh−xˆ(t) +∑h−1
j=0 Fh−j−1Gu(ht + j) is simplified as xˆ(t + 1) = Fh−xˆ(t) + vˆ(t), with the input cost matrix
being set at Rˆ− = I ∈ Rn×n. Indeed, any value vˆ can be realized by a combination of u’s with cost
upper bounded by vˆK1vˆ (see Part (i) in the proof of Proposition 3.5) and, due to the topological
equivalence of norms, vanishing of the costs is independent of the actual input cost matrix (as
long as it is positive definite). Finally, the antistability of F− allows us to further constrain h to
satisfy
λ¯ := min σ(Fh−(F− )h) > 1. (4.19)
The above observations tell us that m(t) vanishes if and only if the corresponding quantity mˆ(t)
vanishes for the system ˆ = (F h−, I, diag{0n×n, I }). The special form of ˆ affords a simplification
of the algebraic manipulations needed next. We start by writing its DARE:
ˆ(t + 1)= Hˆ(ˆ(t)) = (F− )hˆ(t)(F−)h − (F− )hˆ(t)(I + ˆ(t))−1ˆ(t)(F−)h (4.20)
= (F− )hˆ(t)(I + ˆ(t))−1(F−)h, (4.21)
where ˆ(0) = (0). We then make two observations:
(i) If P(t) = P(t) :=V (t)V (t) is the orthogonal projection onS⊥(t), then
ˆ(t)  mˆ(t)P(t)P (t),
where mˆ(t) := min σ(ˆ(t)).
(ii) Operator Hˆ is monotone non-decreasing, i.e., if 1  2 then Hˆ(1)  Hˆ(2), since
a larger cost for a t-step horizon can not result in a smaller cost for a (t + 1)-step hori-
zon.
Then, Eq. (4.20) implies
ˆ(t + 1)  mˆ(t)(1 + mˆ(t))−1(F− )hP (t)P(t)(F−)h. (4.22)
Since, for square matrices A and B, σ(AB) = σ(BA), we have
σ((F− )hP (t)P(t)(F−)h) = σ(P (t)(F−)h(F− )hP (t)).
It is now a simple exercise to show that matrix Y :=P(t)(F−)h(F− )hP (t) has a zero eigen-
value with eigenspace S(t). Any other eigenvector y is then orthogonal to this space, so that
P(t)y = y and yYy = y(F−)h(F− )hy  λ¯yy, the latter step following from (4.19). Then,
all the non-zero eigenvalues of Y are non-smaller than λ¯. Correspondingly,
mˆ(t + 1) = min{σ(ˆ(t + 1)) − {0})}  mˆ(t)(1 + mˆ(t))−1λ¯. (4.23)
Since λ¯ > 1, when mˆ(t) < λ¯ − 1 then mˆ(t + 1) > mˆ(t). Considering that mˆ(t) > 0, this implies
that mˆ(t) does not vanish.
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Clearly, Properties P5 and P6 in the theorem statement are implied by Claims 1 and 2. Property
P7 is a corollary of results that we develop in the next subsection. 
4.1. On the convergence of the image of AtS0
Below, we develop a necessary and sufficient condition on a matrix A ∈ Rn×n for the sequence
of subspaces im(AtS0) to converge, in the gap metric, for any subspace S0. When A = F−1− ,
this condition provides the Property P7 for set FC(+∞,∼) reported in Theorem 4.1. We reason
in terms of an arbitrary matrix A, since the stability and non-singularity of F−1− play no role in
the present subsection.
Theorem 4.2. Given a matrix A ∈ Rn×n, the following properties are equivalent:
C: For any subspaceS0, there is an A-invariant subspaceS such that im(AtS0) t→∞→ S.
E: Different eigenvalues of A have different magnitude.
Proof. It is straightforward to show that, for a real matrix A, property E is equivalent to the
following property E1:
E1: The eigenvalues of A are all real and no two of them have opposite values.
Below, we establish the equivalence between C and E1, by showing how one implies the other.
C ⇒ E1. Assume, by contradiction that σ ± jω ∈ σ(A) with ω /= 0 and let v = vr ± jvi ,
vr , vi ∈ Rn, be the corresponding eigenvectors. The real space generated by vr and vi is invariant
under the action of A and does not contain any 1-dimensional, real, A-invariant subspace. Hence,
ifS0 is, e.g., the space generated by vr , thenS(t) cannot converge.
Similarly, assume by contradiction that ±λ ∈ σ(A) and let v+, v− ∈ Rn, be the correspond-
ing eigenvectors. Let S0 be the space generated by v0 :=v+ + v−. Then, it is easy to see that
S(t) =S0 for all even values of t and thatS(t) is the spaceS− generated by v+ − v− for all
odd values of t . SinceS0 /=S−,S(t) does not converge.
E1 ⇒ C. Let s = dim(S0) and let V0 be an n × s matrix such that S0 = im(V0). We are
interested in the asymptotic behavior of im(AtV0). In general, the entries of matrix AtV0 may
diverge or vanish so that the image of the limit is not necessarily the limit of the image. To
circumvent this obstacle, we will show how to transform the sequence of matrices {AtV0} into
another sequence {L(t)} such that im[AtV0] = im L(t)∀t and limt→∞ L(t) = L, where the matrix
L satisfies dim ker L = dim ker L(t) ∀t sufficiently large. Then, in view of [5, Theorem 15.3.1,
p. 446], we can conclude thatS(t) t→∞→ S := im L.
Let A = MAJM−1, with AJ in Jordan form. Hereafter, we consider t large enough, say
t  n, so that there is no Jordan structure associated with any zero eigenvalue of At . Then,
one can write At = MtN(t)M−1, where  = diag{λ1, λ2, . . . , λn} and N(t) is a matrix of
polynomials. Correspondingly,
im(AtS0) = im(MtN(t)M−1V0) = im(MtP0(t)), (4.24)
whereP0(t) = N(t)M−1V0 is an n × s polynomial matrix. Below, we will show how to construct,
from P0(t) and from , a sequence of n × s polynomial matrices P1(t), . . . , Ps(t), all with the
same image as P0(t). In particular, matrix Ps(t) has the following useful properties, where pij (t)
denotes the (i, j) entry of Ps(t), for i = 1, . . . , n and j = 1, . . . , s.
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For each j = 1, 2, . . . , s, to the j th column of Ps(t), denoted cj (t), there corresponds a unique
row h(j) such that:
(1) in row h(j), all the elements in columns j ′ with j ′ > j are null, i.e., ph(j)j ′(t) = 0 for
j ′ > j ;
(2) column vector t cj (t) = (λt1p1j (t), . . . , λtnpnj (t)) is such that
(a) if λh(j) = 0, then t cj (t) = 0,
(b) else (λh(j) = 0), for every row i, the ratio λtipij (t)/λth(j)ph(j),j (t) is bounded above by
a constant.
Thus, for each j , either λh(j) = 0, in which case t cj (t) = 0 or, for t larger than any zero of
any entry in Ps(t), we can divide t cj (t) by its component in row h(j), obtaining a vector dj (t)
whose ith component is of the form (λtipij (t))/(λ
t
h(j)ph(j),j (t)) (so that the h(j)th component of
dj (t) is identically 1). Due to Property 2, as t goes to infinity, this function either vanishes (when
|λi |  |λh(j)| or |λi | = |λh(j)| and pij (t) has smaller degree than ph(j),j (t)) or converges to a
constant (when |λi | = |λh(j)| and pij (t) has the same degree as ph(j),j (t)), since by assumption
E1 in the latter case λi = λh(j).
In summary, stipulating that if λ = 0 then λ† = 0, else λ† = λ−1, and letting
D(t) = (diag{λ†h(1), . . . , λ†h(s)})t (diag{ph(1),1(t), . . . , ph(s),s(t)})−1,
we have shown that, as t goes to infinity, matrixtPs(t)D(t) has a limit V∞. Let z be the number
of columns of V∞ with all zero entries. Such columns are the limits of identically zero columns
t cj (t) = 0. In fact, if the columnt cj (t) is not identically zero its limit has a 1 inh(j)th position.
Then dim kertP0(t) = dim kertPs(t)  z. Let dj be the j th non-zero column of V∞. Since
the h(j)th component of dj is 1 and the h(j)th component of dk is 0 for all k > j , the columns
dj are linearly independent. Thus z = dim ker V∞  dim kertP0(t) = dim kertPs(t)  z,
yielding dim ker V∞ = dim kertPs(t). Then, taking into account the equalities (holding for
large enough t)
im(AtS0) = im(MtP0(t)) = im(MtPs(t)) = im(MtPs(t)D(t)), (4.25)
we conclude that
im(AtS0)
t→∞→ im(MV∞) =:S. (4.26)
It is straightforward thatS must be A-invariant.
It remains to show how to actually construct Ps(t). For j = 1, . . . , s, Pj (t) is obtained from
Pj−1(t). Inductively, we assume that Properties 1 and 2 are satisfied by columns from 1 to j − 1
of Pj−1(t) and by the corresponding rows h(1), . . . , h(j − 1). We then consider the j th column
qj (t) of tPj−1(t) and identify the row h(j) containing the element qjh(j)(t) whose magnitude
is asymptotically the largest as t goes to infinity, i.e., such that
lim
t→∞
|qji(t)|
|qjh(j)(t)|  1 ∀i. (4.27)
In case of ties, we break them arbitrarily. Clearly, h(j) /∈ {h(1), . . . , h(j − 1)}, as the elements
of column j in these rows are zero. Let qjh(j) = rj (t), . . . , rs(t) be the entries of row h(j) of
matrix Pj−1(t) in columns j to s and let r(t) be the product of such entries. Matrix Pj (t) is
now obtained by multiplying each column k  j of Pj−1(t) by r(t)/rk(t) and then subtracting
column j from each column k > j . These operations do not alter the image of the matrix, i.e.,
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im(Pj (t)) = im(Pj−1(t)), and they zero out the entries in columns k > j of row h(j), thus
establishing Property 2 for Pj (t). Property 1 is guaranteed by the criterion to choose h(j). 
Remark 4.1. From the first part of the proof of Theorem 4.2 it is clear that the following condition
is equivalent to condition E and hence to condition C.
C1: For any one-dimensional subspaceS0, there exists an A-invariant subspaceS such that
im(AtS0)
t→∞→ S.
Remark 4.2. The characterization of the (A,S0) pairs for which im(AtS0) converges remains
an open problem. A case that can be dealt with by simple adaptations of the arguments leading to
Theorem 4.2 is given in the corollary below, where by A|Sˆ we denote the restriction of A to Sˆ.
Corollary 4.1. Let Sˆbe the smallestA-invariant subspace containingS0.Letλi, i = 1, 2, . . . , k
be the distinct eigenvalues of Aˆ :=A|Sˆ. If |λi | /= |λj |, for i /= j, then S(t) converges (in the
sense of the gap metric) to an A-invariant subspaceS.
5. Conclusions
In this paper, we have explored the optimal control problem for discrete-time linear systems
with quadratic cost, allowing the terminal cost function to be an arbitrary quadratic from. For a
given system, we have proposed and analyzed a classification of the terminal costs, based on the
maximum length of the horizon for which the optimal cost remains finite for all states and, where
appropriate, we have considered the asymptotic behavior of the optimal cost. Beside a potential
intrinsic interest, the problem leads to a better appreciation of the relation between the optimal
control problem and the algebraic Riccati equation, in particular since all the symmetric solutions
of the latter have a special place in the classification.
Our work could be naturally extended in several directions. Within the assumptions of the pres-
ent paper, one could further refine the classification in various ways, for instance, with respect to the
smallest horizon length for which the cost is negative infinity for all initial states. Another question
is the characterization of those terminal cost matrices X0 that belong to the boundary YT of the
FC(T ) sets. One could also ask for which matrices in FC(+∞,∼) does X(t) asymptotically
approach a periodic behavior.
A complete analysis of the FC sets in a setting where Assumptions A1–A5 are weakend or
removed does not appear straightforward. We observe that, when Assumption A3 is not satisfied
and R is singular, the existence of a stabilizing solution of the DARE can be guaranteed by
reformulating Assumption A4 in a form (involving the generalized eigenvalues of a symplectic
matrix pencil) which does not require R−1 (see, [7, Theorem 5.5.1]). More delicate is the situation
concerning the existence of the anti-stabilizing solution. In fact, if the stabilizing solution exists,
the anti-stabilizing solution also exists if and only if F+ is invertible or, equivalently, if and only if
Assumptions A3 and A5 are met. The lack of anti-stabilizing solution can change the structure of
the FC sets. For instance, when F+ is nilpotent (Assumptions A3 and/or A5 being not satisfied),
it is easy to see that the sequence X(t) defined by (2.12) converges in at most n steps to X+ so
that FC(T ) is empty for T  n and T /= ∞. In the more extreme situation when both F = 0
and S = 0, it is immediate to check that only the two sets FC(0) and FC(∞) are non-empty. Of
course, the intermediate situations when F+ is singular but not nilpotent are more complicated.
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To deal with such situations, it is probably convenient to decompose the DARE into two parts,
one corresponding to a nilpotent F+ and the other to a non-singular F+, in the spirit of [2].
Perhaps, the most radical departure from the standard assumptions will lead to greater insights.
In particular, one could revisit the LQ problem, including the classification proposed here, for
arbitrary trajectory costs, that is, where not only matrix X0 but also matrix can be indefinite, as
considered, e.g., in [9] for infinite horizons. This formulation could model scenarios where both
the journey and the destination may entail costs as well as gains.
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