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Abstract
We define a new family of open Gromov-Witten type invariants
based on intersection theory on the moduli space of pseudoholomor-
phic curves of arbitrary genus with boundary in a Lagrangian sub-
manifold. We assume the Lagrangian submanifold arises as the fixed
points of an anti-symplectic involution and has dimension 2 or 3. In the
strongly semi-positive genus 0 case, the new invariants coincide with
Welschinger’s invariant counts of real pseudoholomorphic curves. Fur-
thermore, we calculate the new invariant for the real quintic threefold
in genus 0 and degree 1 to be 30.
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1 Introduction
1.1 The main idea
In 1985, Gromov initiated the study of pseudoholomorphic curves in sym-
plectic geometry with his seminal paper [7]. Motivated by applications of
Gromov’s techniques in string theory, Witten developed a systematic way of
organizing pseudoholomorphic curve information, later known as Gromov-
Witten invariants [24, 25]. Over the following decade, mathematicians in-
cluding Ruan-Tian [20], McDuff-Salamon [17], Li-Tian [15] and Fukaya-Ono
[5], successfully established a rigorous foundation for Gromov-Witten invari-
ants. Concurrently, Kontsevich [13, 12] initiated research that eventually
succeeded in calculating the Gromov-Witten invariants in many situations.
We briefly recall the definition of Gromov-Witten invariants. Note that
throughout the introductory portion of this paper, we assume all moduli
spaces have expected dimension in order to simplify the exposition. Let
(X,ω) be a symplectic manifold and denote by Jω the set of ω-tame al-
most complex structures on X. Fix a generic J ∈ Jω. For d ∈ H2(X), let
Mg,n(X, d) denote the Gromov-compactification of the moduli space of J-
holomorphic maps from a surface of genus g toX representing d together with
a choice of n marked points on the domain. There exist canonical evaluation
maps
evi :Mg,n(X, d)→ X.
1 INTRODUCTION 3
Furthermore, denoting by Mg,n = Mg,n(pt, 0) the Deligne-Mumford com-
pactification of the moduli space of genus g curves with n marked points,
there exists a canonical projection
π :Mg,n(X, d)→Mg,n.
Let Ai ∈ H
∗(X) and B ∈ H∗(Mg,n). Choose differential forms αi ∈ Ω
∗(X)
and β ∈ Ω∗(Mg,n) such that [αi] = Ai. The genus g Gromov-Witten invariant
of X for cohomology classes Ai, B, takes the form of the integral∫
Mg,n(X,d)
ev∗1(α1) ∧ . . . ∧ ev
∗
n(αn) ∧ π
∗(β).
It follows from Stokes’s Theorem and the fact that Mg,n(X, d) is a closed
orbifold that this integral does not depend on the choice of the forms αi, β,
or the choice of J ∈ Jω. Hence, it is an invariant of the deformation class
of ω parametrized by the cohomology classes Ai, B. Roughly speaking, the
Gromov-Witten invariants of X count the number of J-holomorphic maps
from a Riemann surface of fixed genus g to X representing d and intersecting
fixed generic representatives of PD(Ai). The class B can be used to fix the
conformal structure on the domain Riemann surface or the relative position
of the marked points.
Now, let L ⊂ X be a Lagrangian submanifold, and let (Σ, ∂Σ) be a Rie-
mann surface with boundary. For some time, physicists [1, 14, 19, 26] have
predicted the existence of “open” Gromov-Witten invariants counting pseu-
doholomorphic maps (Σ, ∂Σ) → (X,L) satisfying certain incidence condi-
tions. These invariants would naturally generalize classical Gromov-Witten
invariants to include maps from Riemann surfaces with boundary. Note,
however, that according to [1] it may be necessary to specify some additional
structure on L in order to uniquely determine the invariants. Katz and Liu
took a first step toward the mathematical definition of open invariants given
the additional structure of an S1 action on the pair (X,L) [10, 16]. However,
the existence of such an S1 action is a rather restrictive condition.
Before entering a more detailed discussion, let us briefly establish some
necessary notation. In the following, we denote by Σ a Riemann surface with
boundary with fixed conformal structure. This avoids the issue of degener-
ations of Σ, which the author plans to treat in another paper in the near
future. For d ∈ H2(X,L), let Mk,l(L,Σ, d) be the moduli space of config-
urations of k distinct marked points in ∂Σ, l distinct marked points in Σ
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and J-holomorphic maps u : (Σ, ∂Σ) → (X,L) such that u∗([Σ, ∂Σ]) = d.
In this moduli space, points which are equivalent by automorphisms of Σ
are identified. We denote by Mk,l(L,Σ, d) the Gromov compactification of
Mk,l(L,Σ, d). Finally, we denote by
evbi :Mk,l(L,Σ, d)→ L, i = 1 . . . k,
evij :Mk,l(L,Σ, d)→ X, j = 1 . . . l,
the canonical evaluation maps at the marked points.
From a mathematical perspective, two main difficulties have obstructed
progress on open invariants: orientation and bubbling in codimension one.
Indeed, Fukaya et al. [6] showed that Mk,l(L,Σ, d) need not be orientable.
In the same paper, they proved orientability if L is orientable and “relatively
spin.” However, in many interesting examples, i.e. (X,L) = (CP 2,RP 2), L
is not orientable and neither is Mk,l(L,Σ, d). In Theorem 1.1 we show that
even if L is not orientable, under reasonable assumptions, the orientation
bundle of Lk pulls-back to the orientation bundle ofMk,l(L,Σ, d) under the
map
∏
i evi. This allows us to pull-back differential forms with values in the
orientation bundle of L, wedge and integrate.
Considerably more troublesome is the problem of bubbling in codimen-
sion one. Put differently, Mk,l(L,Σ, d) is an orbifold with corners. Intu-
itively, one should think of a manifold with many boundary components. The
boundary consists of codimension one strata of the Gromov-compactification.
This stands in contrast to the moduli space associated to a closed surface
Mg,n(X, d), which has no boundary since all strata of the Gromov compact-
ification have codimension two or more. By analogy to the classical Gromov
Witten invariants, we would like to define invariants parametrized by co-
homology classes Ai ∈ H
∗(L) and Ci ∈ H
∗(X). Choose αi ∈ Ω
∗(L) with
[αi] = Ai and γj ∈ Ω
∗(X) with [γj ] = Ci. The desired invariant should take
the form∫
Mk,l(L,Σ,d)
evb∗1(α1) ∧ . . . ∧ evb
∗
k(αk) ∧ evi
∗
1(γ1) ∧ . . . ∧ evi
∗
l (γl). (1)
However, trouble arises in trying to prove independence of the choices of
αi, γj. For example, suppose α
′
1 also satisfies [α
′
1] = A1. Then α1 − α
′
1 = dδ
for some δ and hence
evb∗1(α1) ∧ . . . ∧ evi
∗
l (γl)− evb
∗
1(α
′
1) ∧ . . . ∧ evi
∗
l (γl) =
= d (evb∗1(δ) ∧ evb
∗
2(α2) ∧ . . . ∧ evi
∗
l (γl)) .
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We would like to integrate the right-hand side of the above equation over
Mk,l(L,Σ, d) to obtain zero by Stokes’s theorem. However, contributions
from the integral of ev∗1(δ) ∧ ev
∗
2(α2) ∧ . . . ∧ ev
∗
l (γl) over the boundary of
Mk,l(L,Σ, d) may spoil this vanishing. So, the integral (1) may depend on
the choice of αi, γj.
Now, let us assume there exists an anti-symplectic involution
φ : X → X, φ∗ω = −ω,
such that L = Fix(φ). We limit our discussion to the special case that
Ai ∈ H
dimL(L), Cj ∈ H
dimX(X) and dimX ≤ 6. If L is not orientable, we
assume dimL ≤ 4. Consequently, we can actually prove independence of (1)
from the choice of αi, γj.
We proceed to explain the idea of the proof. The extra structure φ enters
the definition of the invariants through the almost complex structure. Indeed,
we define
Jω,φ := {J ∈ Jω|φ
∗J = −J}.
In the following, we fix a generic J ∈ Jω,φ. Let Mk,l(L,Σ, d)
(1) denote the
union of the codimension one strata ofMk,l(L,Σ, d), that is, strata consisting
of two-component stable-maps. Think ofMk,l(L,Σ, d)
(1) as the boundary of
Mk,l(L,Σ, d). Recall that it may have many connected components. We
identify a subset of these components, the union of which we refer to as
Mk,l(L,Σ, d)
(1a), satisfying the following properties:
• There exists an orientation reversing involution φ˜2 of Mk,l(L,Σ, d)
(1a)
that does not preserve any single connected component. Hence the
quotient
M̂k,l(L,Σ, d) :=Mk,l(L,Σ, d)/φ˜2(x) ∼ x
carries a natural orientation. Here, we use the φ invariance of J.
• The forms evb∗i (αi), evi
∗
j (γj) and evb
∗
1(δ) descend naturally to
M̂k,l(L,Σ, d)
under the assumption that the γj are φ invariant.
• The differential form evb∗1(δ)∧evb
∗
2(α2)∧. . .∧evi
∗
l (γl) has support away
from the boundary of M̂k,l(L,Σ, d).
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The independence of the integral (1) of the choices of βi and γj follows
immediately from Stokes’s theorem: Indeed, we may replace the domain of
integration in (1) with M̂k,l(L,Σ, d). Since evb
∗
1(δ)∧ evb
∗
2(α2)∧ . . .∧ evi
∗
l (γl)
vanishes on the boundary of M̂k,l(L,Σ, d),∫
M̂k,l(L,Σ,d)
d (evb∗1(δ) ∧ evb
∗
2(α2) ∧ . . . ∧ evi
∗
l (γl)) = 0
as desired. Independence of the choice of J ∈ Jω,φ follows by a similar
argument. Note however, that a priori the invariant so obtained should
depend on the choice of φ. We may interpret the choice of φ as the extra
parameter involved in defining open invariants predicted by [1].
1.2 The definition
In the following, we denote by (X,ω) a symplectic manifold of dimension 2n
and by L ⊂ X a Lagrangian submanifold. Let Jω denote the set of ω-tame
almost complex structures on X, and let J ∈ Jω. Let P denote the set of J-
anti-linear inhomogeneous perturbation terms generalizing those introduced
by Ruan and Tian in [20], and let ν ∈ P. See Section 4 for more details. Fix a
Riemann surface with boundary (Σ, ∂Σ), letMΣ denote the moduli space of
conformal structures on (Σ, ∂Σ), and fix j ∈MΣ. Suppose ∂Σ =
∐m
a=1(∂Σ)a,
where (∂Σ)a ≃ S
1. Let
d = (d, d1, . . . , dm) ∈ H2(X,L)⊕H1(L)
⊕m,
let k = (k1, . . . , km) ∈ N
m and let l ∈ N. By Mk,l(L,Σ,d), we denote the
moduli space of (j, J, ν)-holomorphic maps u : (Σ, ∂Σ) → (X,L) with ka
marked points on (∂Σ)a and l marked points on Σ such that u∗([Σ, ∂Σ]) = d
and u|(∂Σ)a∗([(∂Σ)a]) = da. Let Mk,l(L,Σ,d) denote its Gromov compactifi-
cation. There exist natural evaluation maps
evbai :Mk,l(L,Σ,d)→ L, i = 1 . . . ka, a = 1 . . .m,
evij :Mk,l(L,Σ,d)→ X, j = 1 . . . l.
We now digress for a moment to discuss the notion of a relatively Pin±
Lagrangian submanifold. Let V → B be a vector bundle. Define the charac-
teristic classes p±(V ) ∈ H2(B,Z/2Z) by
p+(V ) = w2(V ), p
−(V ) = w2(V ) + w1(V )
2.
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According to [11], p±(V ) is the obstruction to the existence of a Pin± struc-
ture on V. See [11] for a detailed discussion of the definition of the groups
Pin± and the notion of Pin± structures.
Now, suppose (X,ω) is a symplectic manifold and L ⊂ X is a Lagrangian
submanifold. Note that we do not assume L is the fixed points of an anti-
symplectic involution yet. We say that L is relatively Pin± if
p±(TL) ∈ Im
(
i∗ : H2(X)→ H2(L)
)
.
and Pin± if p±(TL) = 0. If L is Pin±, we define a Pin± structure for L to
be a Pin± structure for TL. If L is relatively Pin±, a relative Pin± structure
for L consists of the choice of a triangulation for the pair (X,L), an oriented
vector bundle V over the three skeleton of X such that w2(V ) = p
±(TL)
and a Pin± structure on TL|L(3) ⊕ V |L. Note that the definition of a relative
Pin± structure given here directly generalizes the notion of a relative Spin
structure given in [6].
By the Wu relations [18], if n ≤ 3 then p−(TL) = 0, so that L is always
Pin−. It follows that for the applications considered in this paper, we need
only consider honest Pin± structures. However, we state Theorem 1.1 in full
generality, since that requires little extra effort.
Theorem 1.1. Assume L is relatively Pin± and fix a relative Pin± structure
on (X,L). If L is not orientable, assume ka ∼= w1(da) + 1 mod 2. If L is
orientable, fix an orientation. The relative Pin± structure on (X,L) and the
orientation of L if L is orientable canonically determine an isomorphism
det(TMk,l(L,Σ,d))
∼
−→
⊗
a,i
evb∗ai det(TL).
Remark 1.2. This theorem was proved in [6] in the case that L is orientable.
Under the assumptions of Theorem 1.1, we define an invariant as fol-
lows. Let H∗(L, det(TL)) denote the cohomology of L with coefficients in
the flat line bundle det(TL). Poincare duality will hold whether or not L
is orientable. Let Ω∗(L, det(TL)) denote differential forms on L with val-
ues in det(TL), and let Ω∗(X) denote ordinary differential forms on X.
For a = 1, . . .m, and i = 1, . . . , ka, let αai ∈ Ω
n(L, det(TL)) represent the
Poincare dual of a point in Hn(L, det(TL)). Furthermore, for j = 1, . . . , l, let
γj ∈ Ω
2n(X) represent the Poincare dual of twice the point-class. We define
NΣ,d,k,l :=
∫
Mk,l(L,Σ,d)
evb∗11α11 ∧ . . . ∧ evb
∗
mkm
αmkm ∧ evi
∗
1γ1 ∧ . . . ∧ evi
∗
mγm.
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This integral makes sense because by Theorem 1.1, the integrand is a differ-
ential form taking values in the orientation line bundle of the moduli space
over which it is to be integrated. Let µ : H2(X,L) → Z denote the Maslov
index as defined in [3]. Denote by g the genus of the closed Riemann surface
Σ ∪∂Σ Σ obtained by doubling Σ. Furthermore, we employ the shorthand
|k| = k1 + . . . + km. We note that by calculating the expected dimension of
Mk,l(L,Σ,d), it follows that unless
(n− 1)(|k|+ 2l) = n(1− g) + µ(d)− dimAut(Σ) (2)
the above integral must vanish.
Now, suppose there exists an anti-symplectic involution φ : X → X, such
that L = Fix(φ).We define Jω,φ to be the set of J ∈ Jω such that φ
∗J = −J.
Define
Ω∗φ(X) := {γ ∈ Ω
∗(X)|φ∗γ = γ}.
Furthermore, define h˜ = h ◦ r where h : π2(X) → H2(X) is the Hurewicz
homomorphism and r : H2(X)→ H2(X,L) is the natural homomorphism.
Assume that dimX ≤ 6, and if L is not orientable assume dimX ≤ 4. If
dimX = 4, assume that ka ∼= w1(da)+1 mod 2. Note that these assumptions
imply the hypothesis of Theorem 1.1. If Σ = D2 and k = 0 assume that
d /∈ Im
(
h˜ : π2(X)→ H2(X,L)
)
. (3)
This is necessary to avoid a certain type of bubbling that requires taking into
consideration real curves with empty real part. The author intends to treat
such bubbling in another paper in the near future.
Theorem 1.3. The integers NΣ,d,k,l do not depend on the choice of J ∈ Jω,φ,
ν ∈ P, j ∈ MΣ, the choice of αai ∈ Ω
n(L, det(TL)) or the choice of γj ∈
Ωnφ(X). That is, the numbers NΣ,d,k,l are invariants of the triple (X,ω, φ).
Remark 1.4. The condition that ka ∼= w1(da) + 1 mod 2 when L is not
orientable is redundant if g = 0, as it can easily be derived from the dimension
condition (2).
Remark 1.5. The definition of the integers NΣ,d,k,l does not use φ or the
condition that dimX ≤ 6 in an essential way. The author believes that there
exist far more general conditions under which similarly defined integers are
invariant.
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We now present an example of a non-trivial calculation of these invari-
ants. See also Section 1.3 where we develop the relationship with Welschinger
invariants, for which many interesting calculations have already been carried
out [9].
Example 1.6. Let (X,L) be the pair consisting of the quintic threefold and its
real part. That is, X := {
∑4
i=0 z
5
i = 0} ⊂ CP
4 equipped with the symplectic
form coming from the restriction of the Fubini-Study metric, and L := X ∩
RP 4. Let ℓ ∈ H2(X,L) denote the generator with positive symplectic area.
It is not hard to see that ℓ satisfies condition (3). We calculate ND2,ℓ,0,0 = 30.
This may be interpreted as the number of oriented lines in the real quintic.
It is interesting to compare this with the classical computation of 2875 lines
in the complex quintic.
1.3 The relationship with real algebraic geometry
Real algebraic geometry provides a rich source of examples of symplectic
manifolds admitting anti-symplectic involutions. Indeed, given any smooth
real projective algebraic variety, we can take X to be its complexification, ω
to be the pull-back of the Fubini-Study metric and φ to be complex conju-
gation. For this reason, it makes sense to call triples (X,ω, φ) real symplec-
tic manifolds. Fix an ω-compatible almost complex structure J such that
φ∗J = −J. Let Σ be a Riemann surface with an anti-holomorphic involution
c : Σ → Σ, and let ν be a c − φ equivariant inhomogeneous perturbation.
We can define real (J, ν)-holomorphic curves to be (J, ν)-holomorphic maps
u : Σ → X such that φ ◦ u ◦ c = u ◦ a for some a ∈ Aut(Σ, ν). Note that
a given Riemann surface may have several different anti-holomorphic invo-
lutions. So, when we need to specify that a curve is real with respect to a
particular anti-holomorphic involution, we use the terminology c-real.
Now, suppose (Σ′, ∂Σ′) is a Riemann surface with boundary such that Σ ≃
Σ′
⋃
∂Σ′ Σ
′ and c acts by exchanging Σ′ and Σ′. Any c-real (J, ν)-holomorphic
curve u : Σ→ X, must satisfy
u−1(Fix(φ)) = Fix(c) ≃ ∂Σ′.
Since, Fix(c) divides Σ into Σ′ and Σ′, restricting u to either Σ′ or Σ′ gives a
(J, ν)-holomorphic curve with boundary in the Lagrangian submanifold L =
Fix(φ). Conversely, given a (J, ν)-holomorphic map u′ : (Σ′, ∂Σ′) → (X,L),
we can construct a c-real (J, ν)-holomorphic map Σ → X by gluing u′ and
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φ◦u′ : (Σ′, ∂Σ′)→ (X,L) along their common boundary ∂Σ′ by the Schwarz
reflection principle.
Let us denote by Mn(X,Σ, d) the Gromov-compactification of the space
of (J, ν)-holomorphic maps Σ→ X with nmarked points and let RcMn(X, d)
denote its c-real locus. Let r : H2(X)→ H2(X,L).We have just shown there
exists a canonical map∐
k,|k|=n
d′, 2d′=r(d),∑
a d
′
a=∂d
′
Mk,0(L,Σ
′,d′)→ RcMn(X,Σ, d).
If (Σ′, ν|Σ′) is not biholomorphic to (Σ′, ν|Σ′), this map is 1 : 1 on the open
stratum. If (Σ′, ν|Σ′) is biholomorphic to (Σ′, ν|Σ′), then restricted to the open
stratum, this map is a 2 : 1 covering map. As an immediate consequence, we
have the following proposition:
Proposition 1.7. If (Σ′, ν|Σ′) is not biholomorphic to (Σ′, ν|Σ′), the number
of c-real (J, ν)-holomorphic maps Σ → X intersecting n generic real points
of X is bounded below by ∑
k,|k|=n
d′, 2d′=j∗d,∑
a d
′
a=∂d
′
NΣ′,d′,k,l. (4)
If (Σ′, ν|Σ′) is biholomorphic to (Σ′, ν|Σ′), then we should take one half of (4)
as a lower bound instead.
In [21, 22, 23], for strongly semi-positive real symplectic manifolds, Wel-
schinger defined invariants counting real rational J-holomorphic curves in-
tersecting a generic φ-invariant collection of marked points. Unlike in the
usual definition of Gromov-Witten invariants, which depends on intersec-
tion theory on the moduli space of J-holomorphic curves, Welschinger de-
fined his curve count by assigning signs to individual curves based on certain
geometric-topological criteria. However, it turns out that Welschinger’s in-
variants admit the following intersection theoretic interpretation:
Theorem 1.8. Let X be a strongly semi-positive real symplectic manifold
satisfying the assumptions of Theorem 1.3. Then the numbers ND2,d,k,l are
twice the corresponding Welschinger invariant.
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1.4 An overview of the paper
In Section 2, we define the notion of a Cauchy-Riemann Pin boundary value
problem, and prove that the determinant of the associated Fredholm operator
admits a natural orientation. Furthermore, we examine how this orientation
is effected by certain changes in the underlying boundary value problem and
determine when it is preserved by the conjugation morphism. In Section 3,
we apply the results of Section 2 to the determinant bundle of the ∂¯ operator
over the moduli space ofW 1,p maps (Σ, ∂Σ)→ (X,L). Section 4 explains the
precise definition of the moduli space of stable maps we consider, concludes
the proof of Theorem 1.1, and rigorously defines the invariants. Section 5
calculates the sign of the involution φ˜2 of Section 1.1 on the boundary of
the moduli space. In Section 6, assuming that the Maslov index of all bub-
bles is strictly positive, we analyze the boundary of the moduli space and
use the results of Section 5 to prove Theorem 1.3. Section 7 employs the
Kuranishi structure developed in [5, 6] to treat the case when the Maslov
index of bubbles may be 0. For the reader who is not familiar with Kuranishi
structures, we summarize the relevant definitions and ideas in Appendix A.
Finally, in Section 8, we introduce the notion of a short exact sequence of
Cauchy-Riemann boundary value problems. We determine how the associ-
ated isomorphisms of determinant lines behave with respect to the orientation
of Section 3 and apply the results to prove Theorem 1.8 and Example 1.6.
The author circulated an announcement of the results of this paper and
began giving talks about it in late 2005. Late in the preparation of the full
manuscript, the author learned of work of Cho [4] that addresses Theorem
1.3 in the strongly semi-positive genus 0 case when L is orientable.
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2 Orienting Cauchy-Riemann operators
In this section we analyze the choices necessary to orient the determinant of
a real-linear Cauchy-Riemann operator. In the following, we use the symbol
Γ to denote an appropriate Banach space completion of the smooth sections
of a vector bundle. The exact choice of completion will not be important.
If V → B is a vector bundle, we denote by F(V ) the principal O(n) bundle
with fiber at x ∈ B given by the set of orthonormal frames in Vx. We call
F(V ) the frame-bundle of V.
Definition 2.1. A Pin± structure p = (P, p) on a vector bundle V → B
consists of principal Pin± bundle P → B and a Pin±(n)-O(n) equivariant
bundle map
p : P → F(V ).
A morphism of vector bundles with Pin structure φ : V → V ′ is said to
preserve Pin structure if there exists a lifting φ˜,
P
φ˜ //
p

P ′
p′

F(V )
φ // F(V ′).
Definition 2.2. A Cauchy-Riemann Pin boundary value problem
D = (Σ, E, F, p, D)
consists of
• A Riemann surface Σ with boundary ∂Σ =
∐m
a=1(∂Σ)a, (∂Σ)a ≃ S
1.
• A complex vector bundle E → Σ.
• A totally real sub-bundle over the boundary
F //

E

∂Σ // Σ.
• A Pin± structure p on F.
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• An orientation of F |(∂Σ)a for each a such that F |(∂Σ)a is orientable.
• A differential operator
D : Γ
(
(Σ, ∂), (E,F )
)
→ Γ
(
Σ,Ω0,1(E)
)
,
satisfying, for ξ ∈ Γ
(
(Σ, ∂), (E,F )
)
and f ∈ C∞(Σ,R),
D(fξ) = fDξ + (∂¯f)ξ.
Such a D is known as a real-linear Cauchy-Riemann operator.
When it does not cause confusion, we will refer to such a collection by the
operator alone, i.e. D, leaving the domain and range implicit.
Definition 2.3. A morphism of Cauchy-Riemann Pin boundary value prob-
lems φ : D → D′ consists of
• A biholomorphism f : Σ→ Σ′.
• A morphism of bundles φ : E → E ′ covering f such that φ|∂Σ takes F
to F ′ and φ ◦D = D′ ◦ φ.
Such a morphism is called an isomorphism if φ is an isomorphism of vector
bundles preserving Pin structure and preserving orientation if F, F ′, are ori-
entable. When it causes no confusion, we may refer to such a morphism by
the bundle-morphism component alone, i.e. φ.
Definition 2.4. We define the determinant line of a Fredholm operator D
by
det(D) := Λmax(kerD)⊗ Λmax(cokerD)∗.
If D is a family of Fredholm operators, then we denote by det(D) the corre-
sponding line bundle with the natural topology, as explained in, for example,
[17, appendix A.2].
We now briefly recall the definition of the Maslov index µ(E,F ) of the
vector bundle pair (E,F ) appearing in the definition of a Cauchy-Riemann
boundary value problem in the case that ∂Σ 6= ∅. Indeed, if ∂Σ 6= ∅, we may
trivialize E over Σ. Writing
∂Σ =
m∐
a=1
(∂Σ)a, (∂Σ)a ≃ S
1,
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the restriction of F to each boundary component (∂Σ)a defines a loop of
totally real subspaces of Cn. The Maslov index µa of such a loop was defined
in [2]. We define
µ(E,F ) =
m∑
a=1
µa.
It is not hard to see that although µa may depend on the choice of trivializa-
tion of E, the sum µ(E,F ) does not. On the other hand, µa is well defined
(mod 2), and coincides with the first Steifel-Whitney class w1
(
F |(∂Σ)a
)
. To
properly understand the results of this paper, it is useful to know the follow-
ing topological classification of vector-bundle pairs (E,F ).
Lemma 2.5. Two vector bundle pairs (E,F ) and (E ′, F ′) of the same di-
mension admit an isomorphism
E
∼
φ
// E ′
F
OO
∼
φ|∂Σ
// F ′
OO
if an only if
µ(E,F ) = µ(E ′, F ′), w1(F ) = w1(F
′).
Now, we describe a canonical orientation for the determinant line of a
number of special examples of Cauchy-Riemann operators. Let τ → CP 1
denote the tautological bundle. Let c′ : CP 1 → CP 1 and c˜′ : τ → τ denote
the automorphisms induced by complex conjugation. The fixed points of c′
are simply RP 1, and they divide CP 1 into two copies of D2. We define τR
to be the fixed points of c˜′ on τ |RP 1 . Furthermore, let C
n → D2 denote the
trivial bundle and let Rn →֒ Cn denote the canonical trivial real sub-bundle.
We define basic Cauchy-Riemann Pin boundary value problems
D(−1, n) := (D2, τ |D2 ⊕ C
n−1, τR ⊕ R
n−1, D−1,n, p−1),
D(0, n) := (D2,Cn,Rn, D0,n, p0).
Here, the Pin± structure p0 is canonically induced by the splitting into line
bundles. On the other hand, p−1 is not canonical per se, but we fix one choice
and remain with it for the rest of the paper. D−1,n and D0,n are taken to be
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the standard Cauchy-Riemann operators on these bundles. Since D−1,n and
D0,n are surjective, we have
det(D−1,n) = Λ
max(ker(D−1,n)) = Λ
max(Rn−1),
det(D0,n) = Λ
max(ker(D0,n)) = Λ
max(Rn).
So, det(D−1,n) and det(D0,n) admit canonical orientations.
Finally, we will need the following special automorphisms Q(i) of the
bundle pair (C2,R2)→ (D2, ∂D2). We define the restriction of Q(i) to R2 →
∂D2 to be given by a loop in SO(2) with homotopy class i ∈ π1(O(2)) ≃ Z.
We define Q(i) to be an arbitrary extension of this automorphism over the
inside of D2 using the fact that the inclusion SO(2) →֒ U(2) induces the
trivial map on the fundamental group.
Lemma 2.6. If n ≥ 3, automorphisms of the bundle pair
(Cn,Rn)→ (D2, ∂D2)
preserving Pin structure and orientation are all homotopic to the identity.
If n = 2, automorphisms preserving Pin structure and orientation are ho-
motopic to Q(2i), i ∈ Z. For all n, there are two homotopy classes of auto-
morphisms of
(τ ⊕Cn−1, τR ⊕R
n−1)→ (D2, ∂D2)
preserving Pin structure. One is homotopic to the identity and the other is
homotopic to − Idτ ⊕ IdCn .
Remark 2.7. The assertions of Lemma 2.6 are clearly true when n = 1 with-
out any reference to Pin structure. This is not surprising because all auto-
morphisms of a real line bundle preserve Pin structure.
Proof of Lemma 2.6. For the trivial bundle pair (Cn,Rn), homotopy classes
of automorphisms preserving orientation are classified by π2(U(n), SO(n)),
which is easily calculated from the homotopy long exact sequence of the pair.
In the case n ≥ 3, we have
π2(U(n)) // π2(U(n), SO(n))
∼ // π1(SO(n))
0 // π1(U(n)).
0 Z/2Z
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The automorphisms preserving Pin structure map to 0 ∈ π1(SO(n)) so they
are all homotopic to the identity. In the case n = 2, we have the same exact
sequence, but π1(SO(2)) ≃ Z and hence π2(U(2), SO(2)) ≃ Z. The automor-
phisms preserving Pin structure map to the subgroup 2Z ⊂ Z ≃ π1(SO(2)).
On the other hand, by definition, exactly one of the automorphisms Q(2i)
maps to each element of the subgroup 2Z, implying the claim.
In the case of a non-trivial boundary condition, we will have to make a
more explicit argument. Most of the work will be devoted to showing that
the claim of the lemma is true for homotopy classes of automorphisms of the
boundary condition alone. To verify this, we construct a convenient model
for the boundary condition τR⊕R
n−1. Indeed, let r1 ∈ O(n) be the reflection
that acts on Rn by
r(x1, x2, . . . , xn) = (−x1, x2, . . . , xn).
We identify
τR ⊕R
n−1 ∼ //

Rn × [0, 1]/(x, 0) ∼ (r1(x), 1)

∂D2 // [0, 1]/0 ∼ 1.
Let π : Pin(n) → O(n) denote the covering map. Letting ei denote the
standard basis vectors in Rn, and thinking of Pin(n) as the group generated
by the unit vectors in the Clifford algebra, we have π(e1) = r1. So, we may
define a Pin structure on τR ⊕ R
n−1 by Diagram 1. Here, · denotes Clifford
P
∼ //

Pin(n)× [0, 1]/(p, 0) ∼ (e1 · p, 1)
π×Id

F(τ ⊕ Rn−1)
∼ // O(n)× [0, 1]/(o, 0) ∼ (r1o, 1).
Diagram 1
multiplication. It follows that an automorphism of P is given by a map
a : [0, 1]→ Pin(n)
such that
e1 · a(0) = a(1) · e1. (5)
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In particular, we see that IdτR ⊕ IdRn−1 lifts to the identity automorphism of
P, and − IdτR ⊕ IdRn−1 lifts to the automorphism of P given by a(t) = e1.
We claim that up to homotopy, these are the only two possibilities. First
we consider the case n ≥ 3. Indeed, noting that Pin(n) has two components,
one containing IdPin(n) and the other containing e1, it suffices to show that
if automorphisms a and a′ map to the same component of Pin(n) then they
are homotopic through automorphisms. Indeed, connect a(0) to a′(0) by an
arbitrary path b. Connect a(1) to a′(1) by ±e1 · b ·e1, where the sign depends
on whether we work in Pin+ or Pin−. The resulting loop is null homotopic
by the simply-connectedness of each component of Pin(n). Reparameterizing
a null-homotopy, we obtain a family of automorphisms connecting a and a′
as desired.
We turn to the case n = 2. Since Pin(2) is not simply-connected, we must
be more carefully. Indeed, topologically, Pin(2) ≃ S1
∐
S1. One component
consists of spinors of the form cos(θ) + sin(θ)e1 · e2 and the other consist of
spinors of the form cos(θ)e1 + sin(θ)e2. So, if we think of S
1 as the complex
numbers of unit length, conjugation by e1 acts by complex conjugation on
each component of Pin(2). So, an automorphism of P is given by a path in
one of the two copies of S1 with complex conjugate endpoints. It suffices to
show that any such path is homotopic through similar paths to the constant
path at ±1 or ±e1. Indeed, π(±1) = IdτR⊕R and π(±e1) = − IdτR ⊕ IdR . So,
consider the covering map R → S1 given by x  e2πix. Given a path in S1
with conjugate endpoints, we may lift it to path
x : [0, 1]→ R
such that x(0) ∼= −x(1) (mod 1). Since either
x(0) + x(1)
2
∼= 0 (mod 1) or
x(0) + x(1)
2
∼=
1
2
(mod 1),
linear interpolation between x and x(0)+x(1)
2
yields a homotopy xt such that
xt(0) ∼= −xt(1) (mod 1), x0(s) = x(s), x1(s) ∼= 0 or
1
2
(mod 1).
Then π(xt) yields the desired homotopy of a.
Now we extend our conclusion to automorphisms of the pair. Trivializing
τ ⊕Cn−1 over D2, we may identify an automorphism of τ ⊕Cn−1 with a map
A : D2 → U(n).
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We are interested in A that preserve τR ⊕ R
n−1 over ∂D2, such that the in-
duced automorphism of τR⊕R
n−1 preserves Pin structure. By the preceding
calculation, two examples are given by Idτ ⊕ IdCn−1 and − Idτ ⊕ IdCn−1 . We
claim that up to homotopy these are the only two examples. Indeed, given
A, choose a lift of the induced automorphism on τR ⊕R
n−1 to P and denote
it by a. As just proved, a is homotopic to either IdPin(n) or e1. Denote the
homotopy by
B˜ : [0, 1]→ Aut(P ), B˜(0) = a, B˜(1) = IdPin(n) or e1.
We will construct a homotopy from A to A′ : D2 → U(n), where A′ corre-
sponds to the automorphism
Idτ ⊕ IdCn−1 or − Idτ ⊕ IdCn−1
as B˜(1) = IdPin(n) or B˜(1) = e1 respectively. Indeed, composing with the
given covering map, B˜ defines a path
B : [0, 1]→ Aut(τR ⊕ R
n−1).
Denote by
i : Aut(τR ⊕ R
n−1) →֒ Aut(τ ⊕Cn−1|∂D2)
the inclusion given by complexification. Restricting the previously mentioned
trivialization of τ ⊕Cn−1 to ∂D2, we may identify the path i ◦B with a map
Bˆ : [0, 1]× ∂D2 → U(n).
Capping off this cylinder with the disk A at one end and the disk A′ at the
other end, we obtain a map S2 → U(n), which is well known to be null-
homotopic. Reparameterizing a null-homotopy gives the required homotopy
through automorphisms from A to A′. All these automorphisms preserve the
boundary condition and its Pin structure by the construction of Bˆ.
Proposition 2.8. The determinant line of a real-linear Cauchy-Riemann
Pin boundary value problem D admits a canonical orientation. If φ : D → D′
is an isomorphism, then the induced morphism
φ : det(D)→ det(D′)
preserves the canonical orientation. Furthermore, the canonical orientation
varies continuously in a family of Cauchy-Riemann operators. That is, it
defines a single component of the determinant line bundle over that family.
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Proof. Near each boundary component (∂Σ)a choose a closed curve γa ho-
motopic to (∂Σ)a. Degenerate Σ by contracting the curves γa to points to
obtain a nodal surface Σˆ. Σˆ consists of one closed component Σ˜, a disk ∆a
corresponding to each boundary component (∂Σ)a and a nodal point γˆa cor-
responding to each curve γa. There exists a continuous map π : Σ→ Σˆ which
is a smooth diffeomorphism away from the nodal points γˆa. So, we may define
Fˆ = (π|(∂Σ)a)
−1∗F.
At the same time, degenerate E to a vector bundle Eˆ → Σˆ such that
(Eˆ|∆a , Fˆ |∂∆a) ≃
{
(τ ⊕ Cn−1, τR ⊕ R
n−1) if w1(F |(∂Σ)a) = 1
(Cn,Rn) if w1(F |(∂Σ)a) = 0.
(6)
We choose the isomorphism (6) to preserve orientation in the orientable case.
Moreover, if n ≥ 2 we choose isomorphism (6) to preserve Pin structure. If
n = 1, we cannot always choose isomorphism (6) to preserve Pin structure.
We compensate for this difference at the next stage of the construction.
Equip Eˆ|∆a with the Cauchy-Riemann operator Da induced by the iso-
morphism (6) from D−1,n (resp. D0,n). The isomorphism (6) induces an
orientation on det(Da) from the canonical orientation of det(D−1,n) (resp.
det(D0,n)). If n = 1, and isomorphism (6) does not preserve Pin structure,
reverse the induced orientation on det(Da). Choose a Cauchy-Riemann oper-
ator D˜ on Eˆ|Σ˜. Equip det(D˜) with the canonical complex orientation. Define
an operator
dγˆa : Γ(Eˆ|∆a , Fˆ |∂∆a)⊕ Γ(Eˆ|Σ˜)→ Eγˆa
by
dγˆa(ξ, η) = ξ(γˆa)− η(γˆa), ξ ∈ Γ(Eˆ|∆a, Fˆ |∂∆a), η ∈ Γ(Eˆ|Σ˜).
Gluing the Da with D˜ at γˆa we obtain a Cauchy-Riemann operator #aDa#D˜
on E along with an isomorphism of virtual vector spaces
index
(
#aDa#D˜
)
≃ index
(⊕
a
Da ⊕ D˜ ⊕
⊕
a
dγˆa
)
,
or equivalently, an isomorphism
det(#aDa#D˜) ≃
⊗
a
det(Da)⊗ det(D˜)⊗
⊗
a
det(Eγˆa)
∗. (7)
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Since the space of Cauchy-Riemann operators on E is contractible, choosing
a one-parameter familyDt withD0 = D andD1 = #aDa#D˜ and trivializing
the line bundle det(Dt) over the family induces an orientation on det(D).
We claim that the orientation induced on det(D) is independent of the
choice of isomorphism (6), the choice of D˜, and the choice of Dt. First, we
prove the independence of the choice ofDt. Indeed, since the space of Cauchy-
Riemann operators on E is contractible, given any two families Dt and D
′
t,
we can construct a homotopy between them Ds,t, such that
D0,t = Dt, D1,t = D
′
t.
Trivializing det(Dt,s) over the homotopy proves thatDt andD
′
t give the same
answer.
Now we turn to proving independence of the choice of isomorphism (6)
and the choice of D˜. Another choice of isomorphism (6) would induce a
different operatorD′a in place ofDa. Also, let D˜
′ be another Cauchy-Riemann
operator on Eˆ|Σ˜.We prove that these new choices induce the same orientation
on D. Choose homotopies Da,t and D˜t such that
Da,1 = Da, Da, 1
2
= D′a, D˜1 = D˜, D˜ 1
2
= D˜′.
We choose the family Dt so that, as before, D0 = D and D1 = #aDa#D˜,
but we require also that
Dt = #aDa,t#D˜
′
t, t ∈
[
1
2
, 1
]
.
Since this choice of Dt is as good as any other, it remains only to show that
the orientation on det(D′a) induced by the isomorphism
det(D′a)
∼
→ det(Di,n), i = −1 or 0,
agrees with the orientation induced from det(Da) by trivializing det(Da,t)
over the interval [1
2
, 1]. Similarly, we must show that the complex orienta-
tion on det(D˜′) agrees with orientation induced from det(D˜) by trivializing
det(D˜t) over the interval [
1
2
, 1]. The latter agreement follows from the com-
patibility of the topology of the determinant bundle over a family with the
canonical complex orientation. To see the former agreement, note that the
isomorphism (6) is determined up to an automorphism preserving Pin struc-
ture of the right hand bundle pair. In the orientable case where n ≥ 3, by
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Lemma 2.6, all such automorphisms are homotopic to the identity. So, we
may assume that Da,t is induced by a family of automorphisms. Then, it
suffices to note the that the determinant bundle is tautologically trivial over
a family of gauge-equivalent operators. The case n = 2 may be reduced
to the higher dimensional case by stabilizing by a copy of the trivial bundle
pair. Indeed, Q(2i)⊕IdR is homotopic to IdR3 . In the non-orientable case, we
need to consider the additional possibility that the automorphism is homo-
topic to − Idτ ⊕ IdCn−1 . But − Idτ ⊕ IdCn−1 clearly preserves the orientation
of det(D−1), so this possibility does not effect the argument. The remaining
claims of the lemma follow immediately from the construction.
Lemma 2.9. If the boundary condition F |(∂Σ)a is orientable, then reversing
the orientation on F |(∂Σ)a will change the canonical orientation on det(D)
given in Proposition 2.8.
Proof. This is an immediate consequence of the proof of Proposition 2.8.
In the following lemmas, we use the fact that H1(B,Z/2Z) acts naturally
transitively on the set of Pin structures on a vector bundle V → B. See [11].
Lemma 2.10. Changing the Pin structure p of a Cauchy-Riemann Pin
boundary value problem by the action of the generator of
H1((∂Σ)a,Z/2Z) →֒ H
1(∂Σ,Z/2Z)
reverses the canonical orientation of Proposition 2.8.
Proof. By the proof of Proposition 2.8 it suffices to consider the special cases
D(−1, n) and D(0, n). If n = 1, Lemma 2.10 is tautological. So, we assume
n ≥ 2. For the case D(0, n), see [6, Remark 21.6]. For the case D(−1, n), it
suffices to show that
A := Idτ ⊕− IdC⊕ IdCn−2 ,
which clearly reverses the orientation of det(D−1), does not preserve Pin
structure. We use the identification of Diagram 1 to show that that A|τR⊕Rn−1
does not lift to an automorphism of P. Indeed, let r2 ∈ O(n) be the reflection
that acts on Rn by the formula
r2(x1, x2, x3, . . . , xn) = (x1,−x2, x3, . . . , xn).
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and, as before, let π : Pin(n) → O(n) denote the canonical covering map.
The automorphism A|τR⊕Rn−1 acts on F(τR ⊕ R
n−1) by the explicit formula
(o, t) (r2o, t). If this automorphism were to lift to P, it would be given by
left-multiplication by a ∈ Pin(n) such that π(a) = r2. So, thinking of Pin(n)
as the group generated by the unit vectors in the Clifford algebra, we would
have a = ±e2. But this contradicts condition (5), since
e1 · e2 = −e2 · e1.
We now introduce a lemma that will play an important role in under-
standing the significance of relative Pin structures. Note that any real vector
bundle over a Riemann surface with non-empty boundary Σ admits a Pin
structure because Σ deformation retracts to a wedge of circles.
Lemma 2.11. Let V → Σ be a real vector bundle over a Riemann surface
with boundary. Consider D = (Σ, V ⊗C, V |∂Σ, p, D). The canonical orienta-
tion of det(D) is the same for any p that arises by restricting a Pin structure
for V over Σ to ∂Σ.
Proof. Let i : ∂Σ → Σ denote the canonical inclusion. By Lemma 2.10,
it suffices to show that any change of Pin structure over Σ would change
the Pin structure over ∂Σ by the action of the sum of the generators of
H1((∂Σ)a) for an even number of components (∂Σ)a of ∂Σ. Now, any two
Pin structures of V over Σ may be related by the action of H1(Σ,Z/2Z).
So we may equivalently show that for all α ∈ H1(Σ) we have i∗α(∂Σ) = 0
(mod 2). But this follows immediately because with Z/2Z coefficients i∗ is
the dual of i∗, and tautologically i∗([∂Σ]) = 0.
Now, we will calculate the sign of conjugation on the canonical orientation
of the determinant line of a Cauchy-Riemann Pin boundary value problem.
More precisely, given a Riemann surface Σ, let Σ denote the same topological
surface with conjugate complex structure, and let
t : Σ→ Σ
denote the tautological anti-holomorphic map. Similarly, let (E,F ) denote
the same real bundle pair with the opposite complex structure on E, and let
T : E → E
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denote the tautological anti-complex-linear bundle map. Furthermore, a
Cauchy-Riemann operator D on the bundle E → Σ is the same as a Cauchy-
Riemann operator D on the bundle E → Σ. So, given any Cauchy-Riemann
Pin boundary problem D, we may construct its conjugate D. Clearly, we
have a tautological map of Cauchy-Riemann Pin boundary value problems,
Γ(Ω0,1(E))
t−1∗⊗T// Γ(Ω0,1(E))
Γ(E,F )
T //
D
OO
Γ(E,F )
D
OO
which we denote by
T : D → D.
In the following proposition, we denote by g0 the genus of Σ/∂Σ and we write
n = dimCE = dimR F.
Proposition 2.12. The sign of the induced isomorphism
T : det(D)→ det(D)
relative to the canonical orientation is given by
s+T (D) :=
µ(E,F )(µ(E,F ) + 1)
2
+ (1− g0)n +mn
+
∑
a<b
w1(F )((∂Σ)a)w1(F )((∂Σ)b) mod 2,
for a Pin+ structure and
s−T (D) :=
µ(E,F )(µ(E,F ) + 1)
2
+ (1− g0)n+mn
+
∑
a<b
w1(F )((∂Σ)a)w1(F )((∂Σ)b) + w1(F )(∂Σ) mod 2,
for a Pin− structure.
Remark 2.13. When Σ = D2, since µ(E,F ) ∼= w1(F )(∂Σ) (mod 2), we have
the relatively simple formula
s±T (D)
∼=
µ(E,F )(µ(E,F )± 1)
2
(mod 2). (8)
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Before proving the Proposition, we will need the following lemma.
Lemma 2.14. The map T : D(−1, n) → D(−1, n) preserves orientation if
p−1 is Pin
+, but not if p−1 is Pin
−.
Proof. In this proof, and later in this paper as well, we will need to make use
of the anti-holomorphic involution,
c : CP 1 → CP 1, [z0 : z1] [z¯0 : −z¯1]
and the natural involution c˜ of the tautological bundle τ covering c. We
note that c preserves the two hemispheres of CP 1 which lie on either side of
RP 1 ⊂ CP 1. So we may restrict c, c˜, to either of the hemispheres D2 ⊂ CP 1,
and we denote the restriction as well by c, c˜. Furthermore, let C denote the
bundle morphism of the trivial bundle C → CP 1 covering c that acts on
the fiber by complex conjugation. The lemma will follow immediately from
Proposition 2.8 if we show that
c˜⊕ C⊕n−1 : D(−1, n)→ D(−1, n)
is an isomorphism of Cauchy-Riemann boundary value problems in the Pin+
case whereas
c˜⊕−C ⊕ C⊕n−2 : D(−1, n)→ D(−1, n)
is an isomorphism in the Pin− case. We treat only the Pin− case since the
Pin+ case is very similar and not as interesting. The only property of being
an isomorphism of Cauchy-Riemann boundary value problems which is not
immediately evident is the preservation of Pin− structure. To verify this, we
again work with the explicit model of Diagram 1 for F(τR ⊕R
n−1) and P. In
this model, it is not hard to see that at the level of the frame bundle,(
c˜⊕−C ⊕ C⊕n−2
)
(o, t) = (r1r2o, 1− t).
So, a lifting of this map to P must act by
(p, t) (a · p, 1− t)
where a ∈ Pin−(n) such that π(a) = r1r2. It remains to check that this
lifting respects the equivalence relation defining P. Indeed, (p, 0) and (e1 ·p, 1)
represent the same point in P, so we must have
(a · p, 1) ∼ (a · e1 · p, 0).
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But that is the same as
a = e1 · a · e1.
Choosing, for example, a = e1 · e2, and using the Clifford multiplication of
Pin−, we verify
e1 · e1 · e2 · e1 = −e2 · e1 = e1 · e2.
Proof of Proposition 2.12. The strategy for the proof is to degenerate Σ and
E as in the proof of Proposition 2.8 and then treat each irreducible component
of the resulting nodal Riemann surface Σˆ separately. Let η be the number
of boundary components (∂Σ)a for which w1(F )((∂Σ)a) ∼= 1 (mod 2). Then
the first Chern class of the bundle Eˆ|Σ˜ from the proof of Proposition 2.8 is
given by
c1
(
Eˆ|Σ˜
)
=
µ(E,F ) + η
2
.
Abbreviating µ = µ(E,F ), we calculate
µ(µ+ 1)
2
−
µ+ η
2
∼=
µ2
2
−
η
2
∼=
η2 − η
2
∼=
(
η
2
)
∼=
∑
a<b
w1(F )((∂Σ)a)w1(F )((∂Σ)b) (mod 2).
Here, the second congruence uses the fact that µ2 ≃ η2 (mod 4). So, with D˜
as in the proof of Proposition 2.8, the Riemann-Roch theorem gives
indexC(D˜) = c1
(
Eˆ|Σ˜
)
+ n(1− g0)
∼=
µ(µ+ 1)
2
+ n(1− g0)
+
∑
a<b
w1(F )((∂Σ)a)w1(F )((∂Σ)b) (mod 2). (9)
We now tally the sign of conjugation on each of the tensor factors on the
right-hand side of equation (7). Note that conjugation on a complex virtual
vector space leads to a sign change which is exactly its dimension (mod 2).
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So, conjugation changes the orientation of det(D˜) in accordance with the
formula (9). Similarly, conjugation changes the orientation of
⊗
a det(Eγˆa)
by hn. The orientation change for det(Da) was calculated in Lemma 2.14 and
accounts for the difference between s+T and s
−
T .
Definition 2.15. A short exact sequence of families of Fredholm operators
0→ D′ → D → D′′ → 0
consists of a parameter space B, short exact sequences of Banach space bun-
dles over B,
0→ X ′ → X → X ′′ → 0,
0→ Y ′ → Y → Y ′′ → 0,
and Fredholm Banach space bundle morphisms
D : X → Y, D′ : X ′ → Y ′, D′′ : X ′′ → Y ′′,
such that the diagram
0 // Y ′ // Y // Y ′′ // 0
0 // X ′ //
D′
OO
X //
D
OO
X ′′ //
D′′
OO
0
commutes.
Lemma 2.16. A short exact sequence of families of Fredholm operators
0→ D′ → D → D′′ → 0
induces an isomorphism
det(D′)⊗ det(D′′)
∼
→ det(D).
3 Orienting moduli of open stable maps
First, we set the basic assumptions which will hold throughout this section.
Let (X,ω) be a symplectic manifold with dimX = 2n and let L ⊂ X be a
Lagrangian submanifold. In the following, we assume L is relatively Pin±
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and fix a relative Pin± structure p on L. Furthermore, if L is orientable, fix
an orientation on L. Let (Σ, ∂Σ) denote a Riemann surface with boundary
and assume ∂Σ =
∐m
a=1(∂Σ)a, where (∂Σ)a ≃ S
1. Now, for
d = (d, d1, . . . , dm) ∈ H2(X,L)⊕H1(L)
⊕m,
define B1,p(L,Σ,d) to be the Banach manifold of W 1,p maps
u : (Σ, ∂Σ)→ (X,L)
such that u∗([Σ, ∂Σ]) = d and u|(∂Σ)a∗([(∂Σ)a]) = da. Furthermore, define
B1,pk,l (L,Σ,d) := B
1,p(L,Σ,d)×
∏
a
(∂Σ)kaa × Σ
l \∆.
Each factor of (∂Σ)a in the preceding product corresponds to a marked point
on (∂Σ)a, and each factor of Σ corresponds to a marked point on Σ.∆ denotes
the subset of the product in which two marked points coincide. We will use
~z = (zai) and ~w = (wj) to denote marked points in ∂Σ and Σ respectively,
and we use u = (u, ~z, ~w) to denote elements of B1,pk,l (L,Σ,d). Note that we
may occasionally omit the L, Σ,d, from the preceding notation when it is
clear from the context. There exist canonical evaluation maps
evbai :Mk,l(L,Σ,d)→ L, i = 1 . . . ka, a = 1 . . .m,
evij :Mk,l(L,Σ,d)→ X, j = 1 . . . l,
given by evbai(u) = u(zai) and evij(u) = u(wj). We note that the above
notation is also used for the evaluation maps from the moduli spaces of
holomorphic curves, which are just restrictions of the maps above.
Define the Banach space bundle E → B1,pk,l (L,Σ,d) fiberwise by
Eu := L
p(Σ,Ω0,1(u∗TX))
for u ∈ B1,pk,l (L,Σ,d). Now, fix J ∈ Jω, and ν ∈ P. Let
∂(J,ν) : B
1,p
k,l (L,Σ,d)→ E
denote the section of E given by the ν-perturbed Cauchy Riemann operator.
Using the canonical identification between the vertical tangent spaces of E
and E itself we define
D := D∂(J,ν) : TB
1,p
k,l (L,Σ,d)→ E
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to be the vertical component of the linearization of ∂(J,ν). We will denote
linearization at any given u ∈ B1,pk,l by Du. Finally, define L → B
1,p
k,l (L,Σ,d)
to be the determinant line bundle of the family of Fredholm operators D,
L := det(D).
The following proposition is a basic ingredient in the proof of Theorem
1.1. Suppose either L is orientable and provided with an orientation or
ka ∼= w1(da) + 1 mod 2.
Proposition 3.1. The combination of an orientation of L if L is orientable
and the choice of relative Pin± structure p on L canonically determine an
isomorphism of line bundles
L
∼
−→
⊗
a,i
evb∗ai det(TL).
Proof. Clearly, the proposition will follow immediately if we succeed in pro-
viding
L′ := L ⊗
⊗
a,i
evb∗ai det(TL)
∗
with a canonical orientation depending only on the orientation of L and p.We
observe that it suffices to canonically orient the fiber L′u over each u ∈ B
1,p
k,l
individually in a way that varies continuously with u.
Recall that the relative Pin structure of L specifies a triangulation of
the pair (X,L). Using simplicial approximation, we homotope the map u :
(Σ, ∂Σ)→ (X,L) to a map uˆ : (Σ, ∂Σ)→ (X(2), L(2)). Denote the homotopy
by
Φ : [0, 1]× (Σ, ∂Σ)→ (X,L).
We claim that the choice of Φ is unique up to homotopy. Indeed, suppose Φ′
is another such homotopy. Concatenating Φ and Φ′, we obtain a map
Φ#Φ′ : [−1, 1]× (Σ, ∂Σ)→ (X,L).
By simplicial approximation we may homotope Φ#Φ′ to map into (X(3), L(3)).
Reparameterizing this homotopy, we obtain a homotopy from Φ to Φ′. We
denote the homotopy from Φ to Φ′ by
Ψ : [0, 1]2 × (Σ, ∂Σ)→ (X,L),
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such that,
Ψ(0, t) = Φ(t), Ψ(1, t) = Φ′, Ψ(s, 0) = u.
Now, define
B′ :=
{
(u, ~z, ~w) ∈ B1,pk,l
∣∣u : (Σ, ∂Σ) → (X(3), L(3))} .
We now prove that the homotopy uniqueness of Φ implies that it suffices to
orient L′|B′. Indeed, think of Φ (resp. Ψ) as a map from [0, 1] (resp. [0, 1]
2) to
B1,pk,l . Given an orientation on L
′|B′ , trivializing Φ
∗L′ induces an orientation
of L′u. This orientation agrees with the orientation induced by any other
homotopy Φ′, because we may trivialize Ψ∗L′. We note that the orientation
on L′u thus induced varies continuously with u. Indeed, given a one parameter
family ut ∈ B
1,p
k,l we may choose a homotopy of the one-parameter family Φt
and trivialize Φ∗tL
′.
We turn to orienting L′|B′. The relative Pin structure of (X,L) provides
a vector bundle V → X(3) and a Pin± structure on V |L(3) ⊕ TL|L(3). We
introduce the shorthand notation
VR := V |L(3), VC := V ⊗ C. (10)
Again, it suffices to canonically orient each individual line L′u for u ∈ B
′ in
a way that varies continuously in families. Let D0 be an arbitrary Cauchy-
Riemann operator on u∗V ⊗ C. We consider the operator Du ⊕D0,
TB1,pk,l ⊕W
1,p(u∗VC, u
∗VR)
Du⊕D0 // E ⊕ Lp(Ω0,1(u∗VC))
W 1,p(u∗(TX ⊕ VC), u|
∗
∂Σ(TL⊕ VR))⊕R
|k| ⊕Cl Lp(Ω0,1(u∗(TX ⊕ VC))).
Clearly, there exists a short exact sequence of Fredholm operators
0→ Du → Du ⊕D0 → D0 → 0.
So, by Lemma 2.16 there exists a natural isomorphism
det(Du)
∼
→ det(Du ⊕D0)⊗ det(D0)
∗,
and, after tensoring on both sides by
⊗
a,i (evb
∗
ai det(TL)
∗)u ,
L′u = det(Du)⊗
⊗
a,i
(evb∗ai det(TL)
∗)u
≃ det(Du ⊕D0)⊗ det(D0)
∗ ⊗
⊗
a,i
(evb∗ai det(TL)
∗)u .
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Choose a Pin structure p˜0 on u
∗V → Σ and define p0 to be its restriction
to u∗VR → ∂Σ. By Lemma 2.11, the canonical orientation that the Cauchy-
Riemann Pin boundary value problem
D0 = (Σ, u
∗VC, u
∗VR, p0, D0)
induces on det(D0) does not depend on the choice of p˜0. So, it suffices to
orient
L′u ⊗ det(D0) ≃ det(Du ⊕D0)⊗
⊗
a,i
(evb∗ai det(TL)
∗)u . (11)
Note that by pull back, the relative Pin structure on L gives a Pin structure
on u|∗∂Σ(TL ⊕ VR), the boundary condition for Du ⊕ D0. If L is orientable
and given an orientation, since by definition V has an orientation, we have
an induced orientation on u|∗∂Σ(TL⊕ VR). So, by Proposition 2.8, we have a
canonical orientation on det(Du⊕D0). Since the orientation of L is equivalent
to an orientation of det(TL), we have given everything on the right-hand side
of equation (11) a canonical orientation.
If L is not orientable, choose an arbitrary orientation on (evb∗a1TL)u for
each a such that ka 6= 0. The complex structure on Σ induces a natural
orientation on Σ and hence on (∂Σ)a for each a. For each a and each i ∈ [2, ka],
trivializing u|∗∂ΣTL along the oriented line segment in (∂Σ)a from za1 to zai
induces an orientation on (evb∗aiTL)u. In the case that u|
∗
(∂Σ)a
TL is orientable,
the choice of orientation on (evb∗a1TL)u induces an orientation on u|
∗
(∂Σ)a
TL.
By Proposition 2.8, an orientation on u|∗(∂Σ)aTL if orientable together with
the chosen orientation on VR and the previously mentioned Pin structure
induces a canonical orientation on det(Du ⊕D0) and hence the whole right-
hand side of (11) is oriented after these choices.
Note that changing the orientation on (evb∗a1TL)u will change all the
orientations it induces. By Lemma 2.9, the condition ka ∼= w1(da)+1 mod 2
now implies that changing the orientation on any given (evb∗a1TL)u would
make no difference because the total number of ensuing orientation changes
would be even. Finally, the choice of D0 is irrelevant because the space
of real-linear Cauchy-Riemann operators on u∗V is contractible. Since the
argument for orienting L′u applies word for word for a one-parameter family,
we have indeed canonically oriented L′|B′.
At this point, we will modify the canonical isomorphism
L
∼
−→
⊗
a,i
evb∗ai det(TL)
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we constructed in the proof of Proposition 3.1. Indeed, B1,pk,l (L,Σ,d) consists
of many connected components, at least one for each ordering of the marked
points on their respective boundary components. Let
̟ = (̟1, . . . , ̟m)
where ̟a is a permutation of the integers 1, . . . , ka. Define
sign(̟) :=
∑
a
sign(̟a).
Let
B1,pk,l,̟(L,Σ,d)
denote the component of B1,pk,l (L,Σ,d) where the boundary marked points
(zai) are ordered within ∂Σ by the permutations ̟.
Definition 3.2. When dimL ∼= 0 (mod 2) we define the canonical isomor-
phism
L
∼
−→
⊗
a,i
evb∗ai det(TL)
to be the isomorphism constructed in the proof of Proposition 3.1 twisted
by (−1)sign(̟) over the component of the moduli space B1,pk,l,̟(L,Σ,d). If
dimL ∼= 1 (mod 2), then we define the canonical isomorphism to be simply
the isomorphism constructed in the proof of Proposition 3.1.
Now, we move on to orienting moduli spaces of stable maps. We will
restrict attention to stable maps of two components, one of which is the
original Riemann surface Σ, and the other of which is a disk bubble. This
will suffice for the purposes of this paper. However, it is not hard to extend
the results below to stable maps of arbitrarily many components of arbitrary
topological type.
We consider the case that a disk bubbles off the boundary component
(∂Σ)b along with k
′′ of the marked points on (∂Σ)b and l
′′ of the interior
marked points. Let
k′ := kb − k
′′, k′ := (k1, . . . , k
′, . . . , km).
Let l′ + l′′ = l. It will turn out to be convenient to keep track of exactly
which marked points bubble off. So, let σ ⊂ [1, kb] denote the subset of
3 ORIENTING MODULI OF OPEN STABLE MAPS 32
boundary marked points that bubble off and let σc denote its complement.
Furthermore, let ̺ ⊂ [1, l] denote the set of interior marked points that
bubble off and let ̺c denote its complement. Let
d′ = (d′, d1, . . . , d
′
b, . . . , dm) ∈ H2(X,L)⊕H1(L)
⊕m, d′′ ∈ H2(X,L),
satisfy
d′ + d′′ = d, d′b + ∂d
′′ = db.
We will need to add an extra marked point to each of the two irreducible
components of the stable map in order to impose the condition that the two
components intersect. We denote by z′0 the extra marked point on Σ and by
z′′0 the extra marked point on D
2. We will use the notation
k′ + eb = (k1, . . . , k
′ + 1, . . . , km).
We define the space of W 1,p stable-maps with this combinatorial data to be
the fiber product
B1,pk,σ,l,̺(L,Σ,d
′, d′′) := B1,pk′+eb,l′(L,Σ,d
′) evb′0×evb′′0 B
1,p
k′′+1,l′′(L,D
2, d′′).
Elements u ∈ B1,pk,σ,l,̺(L,Σ,d
′, d′′) take the form
u = (u′,u′′), u′ ∈ B1,pk′+eb,l′(L,Σ,d
′), u′′ ∈ B1,pk′′+1,l′′(L,D
2, d′′),
evb′0(u
′) = evb′′0(u
′′).
Associated to each such u there is a nodal Riemann surface with boundary
Σˆu := Σ ∪D
2/z′0 ∼ z
′′
0 .
and a continuous map
u : (Σˆu, ∂Σˆu)→ (X,L)
given by u′ on Σ and u′′ on D2. We denote the node of Σˆu by z0. Let
p′ : B1,pk,σ,l,̺(L,Σ,d
′, d′′)→ B1,pk′+eb,l′(L,Σ,d
′),
p′′ : B1,pk,σ,l,̺(L,Σ,d
′, d′′)→ B1,pk′′+1,l′′(L,D
2, d′′),
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denote the natural projections. Note that when various indices are clear from
the context, we may abbreviate
B′ = B1,pk′+eb,l′(L,Σ,d
′), B′′ = B1,pk′′+1,l′′(L,D
2, d′′),
B# := B1,pk,σ,l,̺(L,Σ,d
′, d′′).
Define the Banach space bundle E# → B# by
E# := p∗1E
′ ⊕ p∗2E
′′.
Fiberwise, we have
E#u := Lp(Σ,Ω
0,1(u′∗TX)⊕ Ω0,1(u′′∗TX))
for u ∈ B1,pk,σ,l,̺(L,Σ,d
′, d′′). If J ∈ Jω, and ν ∈ P, we let
∂
#
(J,ν) : B
# → E#
denote the section of E given by the ν-perturbed Cauchy Riemann operator.
Here, the natural ν-perturbed Cauchy-Riemann operator has a vanishing
inhomogeneous term on the disk bubble. Using the canonical identification
between the vertical tangent spaces of E# and E# itself we define
D# := D∂
#
(J,ν) : TB
1,p
k,σ,l,̺(L,Σ,d
′, d′′)→ E#
to be the vertical component of the linearization of ∂
#
(J,ν). Finally, define
L# → B1,pk,l (L,Σ,d) to be the determinant line bundle of the family of Fred-
holm operators D#,
L# := det(D#).
Again, suppose either L is orientable and provided with an orientation or
ka ∼= w1(da) + 1 mod 2.
Proposition 3.3. The combination of an orientation of L if L is orientable
and the choice of relative Pin± structure p on L canonically determine an
isomorphism of line bundles
L#
∼
−→
⊗
a,i
evb∗ai det(TL).
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Proof. The proof is the same as the proof of Proposition 3.1 except for one
extra subtlety, which is particularly important in the case that L is not
orientable. That is, the Riemann surface underlying the Cauchy-Riemann
Pin boundary problem associated to D# is singular. As in equation (11) of
the proof of Proposition 3.1, it suffices to orient
L#
′
u ⊗ det(D
#
0 ) ≃ det(D
#
u ⊕D
#
0 )⊗
⊗
a,i
(evb∗ai det(TL)
∗)u (12)
for u such that
u : (Σˆu, ∂Σˆu)→ (X
(3), L(3)).
To this end, we need to describe D#0 and D
# in greater detail. Using the
notation (10), define
d000 : W
1,p(u′∗VC, u
′∗VR)⊕W
1,p(u′′∗VC, u
′′∗VR)→ (ev
∗
b0VR)u
by
d000(ξ
′, ξ′′) = ξ′(z′0)− ξ
′′(z′′0 ).
Denote
W 1,p
(
u∗VC, u|
∗
∂Σˆu
VR
)
:= ker(d000).
At this point, we introduce abbreviated notation
W ′V := W
1,p(u′∗VC, u
′∗VR), W
′′
V := W
1,p(u′′∗VC, u
′′∗VR),
WV :=W
1,p
(
u∗VC, u|
∗
∂Σˆu
VR
)
,
Y ′V := L
p(u′∗VC), Y
′′
V := L
p(u′′∗VC),
YV := L
p(u∗VC) = L
p(u′∗VC) + L
p(u′∗VC).
Then, choose arbitrary Cauchy-Riemann operators
D′0 : W
′
V → Y
′
V , D
′′
0 : W
′′
V → Y
′′
V ,
and define
D#0 := (D
′
0 ⊕D
′′
0) |WV :WV → YV .
Now, turning to D#, define
d00 : p
′∗TB1,pk′,l′ ⊕ p
′′∗TB1,pk′′,l′′ → evb
∗
0TL
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by
(ξ′, ξ′′) devb′0(ξ
′)− dev′′0(ξ
′′).
Note that
TB1,pk,σ,l,̺(L,Σ,d
′, d′′) = ker(d00).
So, we have a short exact sequence of families of Fredholm operators
E#u ⊕ YV
// p′∗E ′u ⊕ Y
′
V ⊕ p
′′∗E ′′u ⊕ Y
′′
V
// 0
TB#u ⊕WV
//
D
#
u ⊕D
#
0
OO
p′∗TB′u ⊕W
′
V ⊕ p
′′∗TB′′u ⊕W
′′
V
d00⊕d000//
D′u⊕D
′
0⊕D
′′
u⊕D
′′
0
OO
evb∗0 (TL⊕ VR)u ,
OO
and, hence, an isomorphism
det(D#u ⊕D
#
0 )
∼
→ det(D′u⊕D
′
0)⊗det(D
′′
u⊕D
′′
0)⊗ evb
∗
0 det(TL⊕VR)
∗
u. (13)
Noting isomorphism (13), if L is oriented, the whole right-hand side of equa-
tion (12) is canonically oriented by arguing as in the proof of Proposition
3.1.
If L is not orientable, choose an arbitrary orientation on (evb∗a1TL)u for
each a such that ka 6= 0. The complex structure on Σ induces a natural
orientation on Σ and hence on (∂Σ)a for each a. Similarly, the complex
structure on D2 induces a natural orientation on ∂D2. This said, any ordered
pair of points (z, z′), z 6= z0, in the same connected component of ∂Σˆ can
be connected by a unique oriented line segment from the first to the second.
For the non-singular boundary components of ∂Σˆ, this is evident. For the
singular boundary component,
(∂Σˆ)b := (∂Σ)b ∪ ∂D
2/z′0 ∼ z
′′
0 ,
we define the unique oriented line segment from z to z′ as follows: For
concreteness, assume that z ∈ (∂Σ)b. The same exact definition applies if
z ∈ ∂D2. Start from z and proceed in the direction of the orientation of
(∂Σ)b until reaching either z
′ or z′0. If z
′ is reached first or if z′ = z′0, the
path ends there. If z′0 is reached first, then continue the path starting from
z′′0 ∈ ∂D
2 and proceeding along ∂D2 in the direction of the orientation. If z′
belongs to ∂D2 then the path ends when it reaches z′. Otherwise it continues
around ∂D2 back to z′′0 and then proceeds in the direction of the orientation
from z′0 along (∂Σ)b until it reaches z
′.
3 ORIENTING MODULI OF OPEN STABLE MAPS 36
For each a and each i ∈ [2, ka], trivializing u|
∗
∂Σˆ
TL along the oriented
line segment in (∂Σˆ)a from za1 to zai induces an orientation on (evb
∗
aiTL)u as
before. To orient the factor of evb∗0 det(TL⊕VR)
∗
u appearing on the right-hand
side of isomorphism (13), since VR is equipped with a chosen orientation by
the definition of a relative Pin structure, it suffices to orient (evb∗0TL)u. For
this purpose, we proceed as follows: If kb 6= 0 then trivializing u|
∗
∂Σˆ
TL along
the oriented line segment from zb1 to z0 induces an orientation on (evb
∗
0TL)u.
If kb = 0 then choose an arbitrary orientation on (evb
∗
0TL)u. For all a 6= b,
if u|∗
(∂Σˆ)a
TL is orientable, the choice of orientation on (evb∗a1TL)u induces
an orientation on u|∗(∂Σ)aTL since in this case ka 6= 0 by the assumption
w1(da) ∼= ka + 1 (mod 2). Furthermore, we may induce an orientation on
either or both of u|∗(∂Σ)bTL and u|
∗
∂D2
TL if orientable, from the orientation
on (evb∗0TL)u. By Proposition 2.8, the orientation on u|
∗
(∂Σ)a
TL if orientable
together with the chosen orientation on VR and the previously mentioned
Pin structure induce a canonical orientation on det(D′u⊕D
′
0). Similarly, the
orientation on u|∗
D2
TL if orientable together with the chosen orientation on
VR and the previously mentioned Pin structure induce a canonical orientation
on det(D′′u ⊕ D
′′
0). Hence the whole right-hand side of (13) is oriented after
these choices. Since we have also chosen an orientation on (evb∗aiTL)u, it
follows that the entire right-hand side of (12) is oriented.
Note that changing the orientation on (evb∗a1TL)u will change all the
orientations it induces. Similarly, in the case kb = 0, changing the chosen
orientation on (evb∗0TL)u changes any orientation it induces. By Lemma
2.9, the condition ka ∼= w1(da) + 1 mod 2 now implies that changing the
orientation on any given (evb∗a1TL)u or (evb
∗
0TL)u would make no difference
because the total number of ensuing orientation changes would be even.
Now, we modify the canonical isomorphism
L#
∼
−→
⊗
a,i
evb∗ai det(TL)
constructed in the proof of Proposition 3.3 to be consistent with the isomor-
phism over the moduli space of irreducible stable maps defined in Definition
3.2. For this purpose, we note that there is a canonical ordering on the
marked points in the boundary of the nodal curve Σˆu. Indeed, recall from
the proof of Proposition 3.3 that given any pair of points (z, z′) ⊂ ∂Σˆ such
that z 6= z0, there exists a unique oriented line segment from z to z
′. We de-
fine zai to be ordered before zai′ if and only if the segment from za1 to zai lies
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within the segment from za1 to zai′ . Again, we can divide the moduli space
B# into components B#̟ . By analogy with the irreducible case, we make the
following definition.
Definition 3.4. If dimL = 0 (mod 2), we define the canonical isomorphism
L#
∼
−→
⊗
a,i
evb∗ai det(TL)
to be the isomorphism constructed in the proof of Proposition 3.3 twisted
by (−1)sign(̟) over the component B#̟ . If dimL = 1 (mod 2), we define the
canonical isomorphism to be the isomorphism constructed in the proof of
Proposition 3.3.
4 The definition of the invariants revisited
At this point, we will rigorously define the integration carried out in defining
the invariants in Section 1.2 by generalizing the techniques of Ruan and Tian
[20].
First, we will carefully define the inhomogeneous perturbation to the
Cauchy-Riemann equation relevant in the current situation. Let C be a
parameter space to be specified later. Let πi, i = 1, 2, denote the projection
from Σ × X × C to the ith factor and let π′i denote the restriction of πi to
∂Σ × L × C. We define the set of inhomogeneous terms P to be the set of
sections
ν ∈ Γ (Σ×X × C, Hom (π∗1TΣ, π
∗
2TΣ))
such that
(i) ν is (jΣ, J)-anti-linear, i.e. ν ◦ jΣ = −J ◦ ν;
(ii) ν|∂Σ×L×C carries the sub-bundle π
′
1
∗T∂Σ ⊂ π′1
∗TΣ to the sub-bundle
π′2
∗(J TL) ⊂ π′2
∗TX.
For the time being, take C = B1,pk,l (L,Σ,d) and define the section ∂¯J,ν of E by
∂¯J,νu := du ◦ jΣ + J ◦ du− ν(·, u(·),u) ∈ L
p
(
Ω0,1(u∗TX)
)
.
Lemma 4.1. The operator ∂¯J,ν gives rise to an elliptic boundary value prob-
lem.
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Proof. Define Σ˜ := Σ ∪∂Σ Σ. Clearly, we may extend any ν ∈ P over Σ˜ to
obtain a ν˜ that continues to satisfy condition (i). Let Jν be the automorphism
of T (Σ˜×X) given in matrix form by
Jν˜ :=
(
jΣ 0
ν˜ J
)
.
It is not hard to check that condition (i) implies that Jν˜ is an almost complex
structure on Σ˜×X. Condition (ii) implies that ∂Σ×L ⊂ Σ˜×X is a totally
real submanifold. A map
u : (Σ, ∂Σ)→ (X,L)
satisfying ∂¯J,νu = 0 is equivalent to a standard Jν˜-holomorphic map
u˜ : (Σ, ∂Σ)→ (Σ˜×X, ∂Σ× L)
satisfying π1 ◦ u˜ = IdΣ . We conclude that ∂¯J,ν does indeed give rise to an
elliptic boundary value problem.
In light of Lemma 4.1, we define
M˜k,l(L,Σ,d) := ∂¯
−1
J,ν(0) ⊂ B
1,p
k,l (L,Σ,d).
Let φ be an anti-symplectic involution of X such that L = Fix(φ). We call
a map
u : (Σ, ∂Σ)→ (X,L)
φ-multiply covered if there does not exist z ∈ Σ such that
du(z) 6= 0, u(z) /∈ u(Σ \ {z}), u(z) /∈ Imφ ◦ u.
Such maps are also commonly termed not φ-somewhere injective. A standard
argument shows that the moduli space of φ-somewhere injective maps has
expected dimension for generic J ∈ Jω,φ even when ν = 0. See [6, Section
11]. However, if we take ν = 0, then the moduli space M˜k,l(L,Σ,d) may be
singular at φ-multiply covered maps even for a generic choice of J. Assume
for a moment that Σ = D2 and µ(d) > 2. Then by the following Lemma, the
image of φ-multiply covered maps under the evaluation map has codimension
greater than or equal to 2.
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Lemma 4.2. Suppose u : (D2, ∂D2) → (X,L) is φ-multiply covered. Then,
we may factor u as a composition u = u′◦χ, where u′ is a real J-holomorphic
map
u′ : CP 1 → X, φ ◦ u′ ◦ c′ = u′, ∂¯Ju
′ = 0,
such that u′|D2 is φ-somewhere injective, and
χ : (D2, ∂D2)→ (CP 1,RP 1)
is a holomorphic map of degree greater than or equal to 2.
Remark 4.3. Since we may extend χ to a holomorphic map from CP 1 to
CP 1 by the Schwarz reflection principle, χ is actually given by polynomial.
Thinking of D2 as H ∪ {∞} and thinking of CP 1 as C∪ {∞}, the boundary
condition on χ implies that χ is given by a real polynomial.
Proof of Lemma 4.2. Gluing together u and φ ◦ u ◦ c′ we obtain a real J-
holomorphic map
u˜ : CP 1 → X, φ ◦ u˜ ◦ c′ = u˜.
By a standard theorem [17, Chapter 2], we can factor u˜ = χ˜ ◦ u˜′ where u˜′
is somewhere injective. Another standard result [17, Theorem E.1.2] says
that u˜′ is injective except at a finite number of points. Since the image of
u′ is clearly invariant under φ, φ induces an anti-holomorphic involution of
CP 1 away from a finite number of points. So, removing singularities, there
exists an anti-holomorphic involution c′′ on CP 1 such that φ ◦ u˜′ ◦ c′′ = u˜′.
Moreover, c′′ fixes the image of RP 1 under χ˜. It follows that c′′ is conjugate
to c′ by some biholomorphism a ∈ PSL2(C). So, we may define
u′ = u˜′ ◦ a−1, χ = a ◦ χ˜|D2.
Consequently, under the previously mentioned conditions, φ-multiply cov-
ered maps are not important in the definition of intersection theory on the
moduli space. So, even in the case ν = 0, we may obtain a smooth moduli
space by defining
M˜∗k,l(L,Σ,d) := M˜k,l(L,Σ,d) \ {φ-multiply covered maps}.
Then, to obtain an interesting intersection theory, we define
Mk,l(L,Σ,d) := M˜
∗
k,l(L,Σ,d)/PSL2(R), (14)
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where PSL2(R) acts by
(u, ~z, ~w) (u ◦ ϕ, (ϕ−1)k(~z), (ϕ−1)l(~w)), ϕ ∈ PSL2(R).
This choice of action ensures that the evaluation maps descend to the quo-
tient. Note that the action would not preserve the moduli space if we were
to allow a general inhomogeneous term ν.
Equivalently, instead of quotienting by PSL2(R), we could consider an
appropriate section of the group action. Fortunately, this approach, as ob-
served in [20], generalizes to the situation where we allow a generic ν and so
provides a definition of the moduli space that works even when (X,L) may
admit holomorphic disks of Maslov index 0 or when Σ 6= D2.
So, we construct a section of the reparameterization group action in the
following manner. Let
πj : M˜k,l(L,Σ,d)→ Σ
be the projection sending (u, ~z, ~w) wj. First, suppose that Σ ≃ D
2. Choose
an interior point s0 ∈ Σ and a line ℓ ⊂ D
2 connecting s0 to ∂Σ such that for
any pair of points (w,w′) ∈ Σ there exists a unique ϕ ∈ Aut(Σ) ≃ PSL2(R)
that satisfies
ϕ(w) = s0, ϕ(w
′) ∈ ℓ.
For the time being, assume l ≥ 2. We require that the dependence of ν on
u ∈ B1,pk,l factors through π1×π2. Moreover, letting d(·, ·) denote the distance
function on D2, we impose on ν the condition
ν(·, ·, (w1, w2)) =
d(w1, w2)
d(w′1, w
′
2)
ν(·, ·, (w′1, w
′
2)). (15)
In particular, ν vanishes uniformly in the limit w2 → w1. We define
Mk,l(L,Σ,d) := (π1 × π2)
−1(s0 × ℓ) ⊂ M˜k,l(L,Σ,d). (16)
Standard arguments show that for a generic choice of ν satisfying (15),
Mk,l(L,Σ,d) will be a smooth manifold of expected dimension. We digress
briefly to explain the significance of condition (15). To prove the invariance
of NΣ,d,k,l, we need to argue that stable maps in the Gromov compactification
of Mk,l(L,Σ,d) involving sphere bubbles occur only in codimension two. A
sequence ui ∈ Mk,l(L,Σ,d) such that w
i
2 → w
i
1 will Gromov converge to
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a stable map consisting of one disk component and one sphere component
with both w1 and w2 on the sphere component. The nodal point where the
sphere and disk are attached is fixed at s0. However, there are no other fixed
marked points on the disk component to compensate for the remaining T 1
symmetry. Condition (15) implies that the limit inhomogeneous term on
the disk component is zero. So, we can simply quotient by the residual T 1
action. Although φ-multiply covered maps can arise, we may disregard them
because by a standard argument, their image under the evaluation map has
high codimension.
If, Σ ≃ S1 × I, we choose a line ℓ ⊂ Σ connecting the two boundary
components of Σ such that for any w ∈ Σ there exists a unique ϕ ∈ Aut(Σ) ≃
T 1 such that ϕ(w) ∈ ℓ.We choose ν to be entirely independent of u.Assuming
for the time being that l ≥ 1, define
Mk,l(L,Σ,d) := π
−1
1 (ℓ) ⊂ M˜k,l(L,Σ,d).
Again, for a generic choice of ν, standard arguments show thatMk,l(L,Σ,d)
will be a smooth manifold of expected dimension.
Now we turn to the case when Σ ≃ D2 and l = 0. This case is of particular
interest because it arises when X is a Calabi-Yau manifold and L is a special
Lagrangian submanifold. The cases Σ ≃ D2, l = 1, and Σ ≃ S1 × I, l = 0,
use a very similar argument.
We start with the moduli space Mk,2(L,Σ,d) constructed above and
proceed as follows. Choose smooth manifolds A,B, and maps
f : A→ X, g : B → X
such that (A, f) and (B, g) define pseudo-cycles representing the Poincare-
dual of any non-trivial φ-anti-invariant 2nd cohomology class. The symplectic
form ω provides at least one example, and for simplicity, we will continue
with this example.
Lemma 4.4. We can choose (A, f) and (B, f) that are φ-anti-invariant and
do not intersect L.
Proof. A straightforward transversality argument shows that we may assume
(A, f) is transversal to L. If necessary, replacing A by 1
2
A
∐
−1
2
A and f by
f
∐
φ ◦ f, we may assume that the pseudo-cycle (A, f) is φ-anti-invariant
just like ω. Now, we consider a local model for (A, f) near L and show how
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to modify (A, f) near L to avoid intersecting L. Choose φ-invariant local
symplectic coordinates Θ : X → Cn near L such that Θ(L) = Rn. We may
assume that the image of f is given by the union of the vanishing sets of
conjugate real-linear maps
ℓ, ℓ¯ : Cn → R2.
More precisely, choose complex coordinates z = (z1, . . . , zn) on C
n. Taking
x = (x1, . . . , xn) and y = (y1, . . . , yn), we write z = x + iy. So, we can
decompose
ℓ(z) = ℓx(x) + ℓy(y), ℓ¯(z) = ℓx(x)− ℓy(y).
Letting ℓi, i = 1, 2, denote the i
th component of ℓ, the equations for the image
of f may be written as
0 = ℓi · ℓ¯i = ℓ
x2
i − ℓ
y2
i , i = 1, 2.
So, choosing small constants ǫi > 0, i = 1, 2, we modify (A, f) so that locally
the image of f satisfies equations
ℓx
2
i − ℓ
y2
i = −ǫi, i = 1, 2.
Clearly, these equations have no real solutions. The same applies for B.
Furthermore, we may assume that (A×B, f × g) is transversal to evi1×
evi2 so that we may define
Mk,0(L,Σ,d) :=
1
ω(d)2
Mk,2(L,Σ,d)×X×X (A× B) .
The factor 1
ω(d)2
in front of the fiber-product means that each point in the
moduli space should be counted with weight 1
ω(d)2
. This correction is designed
to cancel the contribution of the divisors (A, f) and (B, g) as predicted by the
divisor axiom of formal Gromov-Witten theory. Indeed a map u : (Σ, ∂Σ)→
(X,L) representing the class d ∈ H2(X,L) should intersect a pseudo-cycle
Poincare dual to ω exactly ω(d) times.
Remark 4.5. Note that even when l > 0, we are free to fix the group action
by adding divisor constraints just as in the case when l = 0.
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Proof of Theorem 1.1. Given this definition ofMk,l(L,Σ,d), Proposition 3.1
immediately implies Theorem 1.1. We choose the isomorphism according to
Definition 3.2.
Now, for a sufficiently generic choice of points ~x = (xai), xai ∈ L, and
pairs of points ~y = (yj),
yj : {0, 1} → X, yj(1) = φ ◦ yj(0),
the total evaluation map
ev :=
∏
a,i
evbai ×
∏
j
evij :Mk,l(L,Σ,d) −→ L
|k| ×X l
will be transverse to∏
a,i
xai ×
∏
j
yj : {0, 1}
l → L|k| ×X l.
So, assuming the dimension condition (2) is satisfied, we may define
NΣ,d,k,l := #ev
−1(~x, ~y).
Here, # denotes the signed count with the sign of a given point v ∈ ev−1(~x, ~y)
depending on whether or not the isomorphism
devv : det(TMk,l(L,Σ,d))v
∼
→ ev∗ det
(
T
(
L|k| ×X l
))
v
agrees with the isomorphism of Theorem 1.1 up to the action of the multi-
plicative group of positive real numbers. If the dimension condition (2) is
not satisfied, we define NΣ,d,k,l := 0.
5 The sign of conjugation on the moduli space
Now, suppose Σ is biholomorphic to Σ. It follows that there exists a complex
conjugation c : Σ → Σ. Let φ be an anti-symplectic involution of X such
that Fix(φ) = L. Fix J ∈ Jω,φ, define Pφ,c to be the set of ν ∈ P such that
dφ ◦ ν ◦ dc = ν and let ν ∈ Pφ,c. We define an involution
φB : B
1,p
k,l (L,Σ,d)→ B
1,p
k,l (L,Σ,d)
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by
(u, ~z, ~w) 
(
φ ◦ u ◦ c, (c|∂D2)
|k|(~z), cl(~w)
)
.
Furthermore, define an involution φE : E → E covering φB by sending η ∈ Eu
to dφ ◦ η ◦ dc ∈ EφB(u). It is easy to see that ∂J,ν is φB − φE equivariant, and
hence φE induces an involution φL : L → L covering φB. Now, the trivial
bundle morphism of ⊗
a,i
evb∗ai det(TL)
covers φB. So, the involution φL induces an involution φ
′
L of the bundle
L′ := Hom
(⊗
a,i
evb∗ai det(TL),L
)
≃ L⊗
⊗
a,i
evb∗ai det(TL).
covering φB. Now, the bundle L
′ has a canonical orientation corresponding to
the canonical isomorphism of Definition 3.2. So, the involution φ′L may either
preserve the orientation component of the complement of the zero section of
L′, exchange it with the opposite component or some combination of the
two over different connected components of the base. If φ′L preserves the
orientation of L′, we say it has sign 0. If φ′L does not preserve the orientation
of L′ anywhere, we say it has sign 1.
We would like to show the sign of φL is well defined and calculate it. To
properly formulate the result, we define a degree 0 homomorphism
ψ : H∗(X,L;Z/2Z)→ H∗(X;Z/2Z)
on the level of singular chains as follows: We implicitly use Z/2Z coefficients
everywhere. Suppose
σ ∈ C∗(X,L) := C∗(X)/C∗(L)
is a relative singular chain. Let σ˜ ∈ C∗(X) represent σ. Define
ψ̂(σ) := (Id+φ∗)σ˜.
ψ̂ is well defined because if σ = 0 then σ˜ ∈ C∗(L) and hence
(Id+φ∗)σ˜ = 2σ˜ ∼= 0 mod 2.
Since φ∗ commutes with the boundary operator, so does ψ̂, so we can define
ψ := H(ψ̂). Now, let g0 denote the genus of Σ/∂Σ.
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Proposition 5.1. Let n = dimL. If p is a relative Pin− structure then the
involution φ′L has sign
s−(d,k, l) ∼=
µ(d)(µ(d) + 1)
2
+ (1− g0)n +mn+ |k|+ l
+ w2(V )(ψ(d)) + w1(∂d) +
∑
a<b
w1(da)w1(db)
+
∑
a
w1(da)(ka − 1) + (n+ 1)
∑
a
(ka − 1)(ka − 2)
2
mod 2.
If p is a relative Pin+ structure, φ′L has sign
s+(d,k, l) ∼=
µ(d)(µ(d) + 1)
2
+ (1− g0)n +mn+ |k|+ l
+ w2(V )(ψ(d)) +
∑
a<b
w1(da)w1(db)
+
∑
a
w1(da)(ka − 1) + (n+ 1)
∑
a
(ka − 1)(ka − 2)
2
mod 2.
Remark 5.2. Suppose dimL ≤ 3. Then L is Pin− by the Wu relations, so we
can take p to be a standard Pin− structure. In particular, w2(V ) = 0. Since
w1(∂d) ∼= µ(d) mod 2, we have
s−(d,k, l) ∼=
µ(d)(µ(d)− 1)
2
+ (1− g0)n+mn + |k|+ l
+
∑
a<b
w1(da)w1(db) +
∑
a
w1(da)(ka − 1)
+ (n + 1)
∑
a
(ka − 1)(ka − 2)
2
mod 2.
In the particularly simple case that Σ ≃ D2, we have
s−(d,k, l) ∼=
µ(d)(µ(d)− 1)
2
+ k + l + µ(d)(k − 1)
+ (n+ 1)
(k − 1)(k − 2)
2
mod 2.
We omit the proof of the preceding proposition as it is very similar to the
proof of the next proposition and we do not actually use it.
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Now, recall from Section 3 that
B1,pk,σ,l,̺(L,Σ,d
′, d′′) := B1,pk′+eb,l′(L,Σ,d
′) evb′0×evb′′0 B
1,p
k′′+1,l′′(L,D
2, d′′).
Note that D2 ≃ D2 as demonstrated by the standard conjugation
c : D2 → D2.
So, we have an involution φB′′ of the second factor of the fiber product. Since
L ⊂ Fix(φ), the involution φB′′ of the second factor induces an involution
φB# of the whole fiber product. Similarly, the involution φE ′′ of the bundle
E ′′ over the second factor of the fiber product induces an involution φE# on
the bundle E# → B#. Recall that the natural inhomogeneous perturbation
ν for stable maps vanishes on bubble components. In particular, it is φ-
invariant. So, ∂¯#J,ν defines a φB#−φE# invariant section of E
#. Consequently,
φB# and φE# induce an involution φL# of the determinant bundle L
# → B#.
As before, φL# induces an involution φ
′
L# of
L#
′
:= Hom
(⊗
a,i
evb∗ai det(TL),L
#
)
≃ L# ⊗
⊗
a,i
evb∗ai det(TL).
Proving that the sign of φ′
L#
is well defined and calculating it will play a
crucial role in the proof of the invariance of NΣ,d,k,l. Before writing down the
formula for the sign of φL#, let us introduce some new notation. We define
Υ′(d′′, k′′) :∼= µ(d′′)k′′ ∼= w1(∂d
′′)k′′ (mod 2)
and
Υ′′(d′b, d
′′, k′, k′′) :∼=

0, w1(d
′
b) = w1(∂d
′′) = 0
k′, w1(d
′
b) = w1(∂d
′′) = 1
k′′ − 1, w1(d
′
b) = 1, w1(∂d
′′) = 0
ka − 1 = k
′′ + k′ − 1, w1(d
′
b) = 0, w1(∂d
′′) = 1.
Proposition 5.3. Let n = dimL. Suppose the marked point z1 does not
bubble off, i.e. 1 /∈ σ. Then the involution φ′
L#
of the line-bundle
L#
′
→ B1,pk,σ,l,̺(L,Σ,d
′, d′′)
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has sign
s
#′
± (d
′′, k′′, l′′) :∼=
µ(d′′)(µ(d′′)± 1)
2
+ w2(ψ(d
′′)) + k′′ + 1 + l′′
+Υ′(d′′, k′′) + (n+ 1)
k′′(k′′ − 1)
2
mod 2, (17)
with + in the Pin+ and − in the Pin− case. On the other hand, suppose
now that the marked point z1 does bubble off, i.e. 1 ∈ σ. Then the involution
φ′
L#
has sign
s
#′′
± (d
′
b, d
′′, k′, k′′, l′′) :∼=
µ(d′′)(µ(d′′)± 1)
2
+ w2(ψ(d
′′))
+ k′′ + 1 + l′′ +Υ′′(d′b, d
′′, k′, k′′) + w1(d
′
b)w1(∂d
′′)
+ (n+ 1)
(
(k′′ − 1)(k′′ − 2)
2
+ kbk
′′ + kb
)
mod 2,
(18)
with + in the Pin+ and − in the Pin− case.
Remark 5.4. Suppose L is orientable and dimL is odd. Then, using the fact
that µ(d′′) is even if L is orientable, we have
s#
′
= s#
′′
=
µ(d′′)
2
+ w2(ψ(d
′′)) + k′′ + 1 + l′′. (19)
Proof of Proposition 5.3: The first term in s# comes from the formula (8).
This accounts for the sign of conjugation on the moduli space of unmarked
disks. The terms k′′ + l′′ + 1 account for conjugation on the configuration
space of the marked points, adding one extra point for the incidence con-
dition. Recall from the proof of Proposition 3.3 that the unique oriented
path from z 6= z0 to z
′ in the boundary of ∂Σˆu played an important role
in determining the canonical orientation of L#
′
. This path depended on the
orientation of ∂Σˆ, which is reversed under conjugation. The terms Υ′ (resp.
Υ′′ + w1(d
′
b)w1(∂d
′′)) in s#
′
(resp. s#
′′
) account for this dependence. The
remaining terms account for the reordering of the marked points under con-
jugation, which plays a role only in even dimensions according to Definition
3.4.
We now explain in more detail how the unique oriented path from z 6= 0
to z′ changes under conjugation, and how that effects the orientation of L′#.
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First, suppose 1 /∈ σ. The path from zb1 to zbi for i ∈ σ will change when the
orientation of the boundary of the bubble ∂D2 changes under conjugation.
If w1(∂d
′′) = 1, this change of path changes the orientation of (evb∗aiTL)u for
each i ∈ σ. Since, |σ| = k′′, we obtain the total change of orientation given
by Υ′. The explanation of Υ′′ is similar.
The additional orientation change w1(d
′
b)w1(∂d
′′
b ) when 1 ∈ σ enters be-
cause then the path from zb1 to z0 changes under conjugation. This path
effects the orientation of (evb∗0TL)u when w1(∂d
′′
b ) = 1. The orientation of
(evb∗0TL)u enters twice into the orientation of L
′# when w1(∂d
′
b) = 0. In-
deed, it determines the orientation of evb∗0 det(TL⊕ VR)
∗
u, and it determines
the orientation of u|∗(∂Σ)bTL, which in turn determines the orientation of
det(D′u ⊕D
′
0). Both of these determinants appear on the right-hand side of
isomorphism (13). However, when w1(d
′
b) = 1 we cannot orient u|
∗
(∂Σ)b
TL.
So, the orientation of (evb∗0TL)u enters only once into the orientation of L
′#.
So, there is an extra contribution to the orientation change of L′# exactly
when
w1(d
′
b)w1(∂d
′′
b ) = 1.
6 Proof of invariance
Proof of Theorem 1.3. In order to prove independence from various choices,
we construct cobordisms from parameterized moduli spaces. Complications
arise in compactifying these cobordisms. For concreteness, we focus on in-
dependence of a variation of the constraints on marked points. The proof of
independence of a variation of J, Σ, or A,B, is very similar.
Recall that the definition of NΣ,d,k,l depends on the choice of points ~x =
(xai), xai ∈ L, and pairs of points, ~y = (yj),
yj : {0, 1} → X, yj(1) = φ(yj(0)).
Suppose we choose different points ~x′ and ~y′ satisfying the same conditions.
This corresponds to changing the forms αai and γj mentioned in Theorem
1.3. Let
x : [0, 1]→ L|k|, x(0) = ~x, x(1) = ~x′,
y : [0, 1]× {0, 1}l → X l, y(t, 1) = φ(y(t, 0)),
y(0, ⋆) = ~y(⋆), y(1, ⋆) = ~y′(⋆).
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If we choose x and y generically, they we will be transverse to the total
evaluation map
ev :Mk,l(L,Σ,d)→ L
|k| ×X l.
So,
W :=W(x,y) :=Mk,l(Σ, L,d) ev×(x×y)◦∆
(
[0, 1]× {0, 1}l
)
(20)
gives a smooth oriented cobordism between
ev−1(~x, ~y) and ev−1(~x′, ~y′).
However, W is generally not compact. So, in order to show the invariance
of NΣ,d,k,l we must study the non-trivial stable maps arising in the Gromov-
compactification of W, which we denote by ∂GW.
We now digress for a moment to describe ∂GW more explicitly. We define
M˜k,σ,l,̺(L,Σ,d
′, d′′) := ∂¯#−1J,ν (0) ⊂ B
1,p
k,σ,l,̺(L,Σ,d
′, d′′).
Recall that the inhomogeneous perturbation ν vanishes on the bubble D2 ⊂
Σˆ. This means that the moduli space M˜k,σ,l,̺(L,Σ,d
′, d′′) may be singular
at φ-multiply covered maps. As long as µ(d′′) > 0, this does not present a
problem because Lemma 4.2 then shows that the image under the evalua-
tion map of stable maps with φ-multiply covered bubbled components has
codimension at least two. Also, constant holomorphic disks have expected
dimension. On the other hand, in the case that (X,L) admits holomorphic
disks of positive energy of Maslov index zero, we must take φ-multiply cov-
ered maps into consideration. We postpone the argument in this case to
Section 7.
We continue now with the description of ∂GW. Since ν = 0 on bubble
components, we have an action of PSL2(R) on M˜k,σ,l,̺(L,Σ,d
′, d′′) given by
(u′, (u′′, ~z′′, ~w′′)) 
(
u′,
(
u′′ ◦ ϕ, (ϕ−1)k
′′
(~z′′), (ϕ−1)l(~w′′)
))
, ϕ ∈ PSL2(R).
On the other hand, a generic perturbation term ν will break the Aut(Σ)
invariance of ∂¯#J,ν . So, we construct a section of the Aut(Σ) action that would
exist if ν vanished in the following manner. Let
πj : M˜k,σ,l,̺(L,Σ,d
′, d′′)→ Σ
be the projection sending (u, ~z, ~w) wj. In addition, we define
π′0 : M˜k,σ,l,̺(L,Σ,d
′, d′′)→ Σ
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by π′0(u) = z
′
0, the point where the bubble attaches.
First, suppose that Σ ≃ D2 and l ≥ 2. Recall from the construction of
Mk,l(L,Σ,d) in Section 4 that we chose an interior point s0 ∈ Σ and a line
ℓ ⊂ D2 connecting s0 to ∂Σ. We imposed the conditions w1 = s0 and w2 ∈ ℓ.
Since s0 is an interior point, w1 cannot possibly bubble off onto a disk bubble,
i.e. 1 /∈ ̺. However, w2 could bubble onto a disk bubble that bubbles off at
ℓ ∩ ∂Σ. So, we consider the following two cases. If w2 does not bubble off,
i.e. 2 /∈ ̺, define
Mk,σ,l,̺(L,Σ,d
′, d′′) := (π1 × π2)
−1(s0 × ℓ)/PSL2(R)
⊂ M˜k,σ,l,̺(L,Σ,d
′, d′′)/PSL2(R).
If w2 does bubble off, that is, 2 ∈ ̺, we define
Mk,σ,l,̺(L,Σ,d
′, d′′) := (π1 × π
′
0)
−1(s0 × (ℓ ∩ ∂Σ))/PSL2(R).
Now, suppose Σ ≃ S1 × I and l ≥ 1. Recall from the construction of
Mk,l(L,Σ,d) that we chose a line ℓ ⊂ Σ connecting the two boundary com-
ponents of Σ and imposed the condition w1 ∈ ℓ. So, w1 could bubble off at
a disk connecting to ℓ ∩ ∂Σ. So, we consider the following two cases. If w1
does not bubble off, i.e. 1 /∈ ̺, define
Mk,σ,l,̺(L,Σ,d
′, d′′) := π−11 (ℓ)/PSL2(R) ⊂ M˜k,σ,l,̺(L,Σ,d
′, d′′)/PSL2(R).
If w1 does bubble off, i.e. 1 ∈ ̺, define
Mk,σ,l,̺(L,Σ,d
′, d′′) := π′−10 (ℓ ∩ ∂Σ)/PSL2(R).
Now we turn to the case when Σ ≃ D2 and l = 0. The cases Σ ≃ D2, l = 1,
and Σ ≃ S1 × I, l = 0, use a very similar argument, which we omit. Re-
call from the construction of Mk,l(L,Σ,d) that we chose φ-anti-invariant
pseudo-cycles (A, f) and (B, g) representing the Poincare dual of ω and sat-
isfying various transversality conditions. Taking Mk,σ,2,̺(L,Σ,d
′, d′′) as de-
fined above, we may perturb (A, f) and (B, g) slightly so that the evaluation
map
ev1 × ev2 :Mk,σ,2,̺(L,Σ,d
′, d′′)→ X ×X
is transversal to (A×B, f × g). So, we may define
Mk,σ,0,̺(L,Σ,d
′, d′′) :=
1
ω(d)2
Mk,σ,2,̺(L,Σ,d
′, d′′)×X×X (A× B) .
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Perturbing x and y slightly assures they are transverse to the total evaluation
map
ev :Mk,σ,l,̺(L,Σ,d
′, d′′)→ X l × L|k|.
Each moduli spaceMk,σ,l,̺ contributes a boundary stratum of the cobordism
W, which we denote by
∂GWσ,̺ :=Mk,σ,l,̺(Σ, L,d
′, d′′) ev×(x×y)◦∆
(
[0, 1]× {0, 1}l
)
.
In total, the boundary of the Gromov compactification of W takes the form
∂GW =
⋃
a∈[1,m], σ⊂[1,ka]
̺⊂[1,l]
∂GWσ,̺.
In general, one might expect an extra term in ∂GW coming from sphere
bubbles attached to a constant disk. If there are no marked points on the
disk, this may happen in codimension 1. However, assumption (3) precludes
this possibility.
Recall that Z/2Z acts on Bk,σ,l,̺(L,Σ,d
′, d′′) by the involution φB# that
exchanges a disk bubble with its conjugate. Now, the boundary strata Wσ,̺
are constructed from Bk,σ,l,̺(L,Σ,d
′, d′′), X and L, by considering the vanish-
ing set of a Z/2Z equivariant section and then taking various fiber products
with respect to Z/2Z equivariant maps. So, each stratum admits a canonical
Z/2Z action by an involution that we denote by φ∂W . We claim this action
is fixed point free and orientation reversing. In other words,
#∂GW = 0
so that
0 = #∂W = #(ev−1(~x′, ~y′)− ev−1(~x, ~y) + ∂GW)
= #ev−1(~x′, ~y′)−#ev−1(~x, ~y) (21)
and NΣ,d,k,l does not depend on the choice of ~x, ~y.
First, we show that φ∂W is fixed point free. Indeed, as noted above, we are
presently considering the case where we may assume there are no φ-multiply
covered disks of positive energy. By definition, a φ-somewhere injective disk
cannot be a fixed point of φ∂W . So, φ∂W could only have a fixed point if a
zero energy disk bubbled off. That would correspond to an interior marked
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point moving to the boundary. Clearly, marked points that are constrained
away from L cannot possibly move to the boundary. This is where we use
the fact that by Lemma 4.4 we have chosen (A, f) and (B, g) not to intersect
L.
The following calculations show that φ∂W reverses orientation. First, we
consider the case that dimX = 6 and L is orientable. Since dimL = 3, by
Wu’s relations, w2(TL) = 0. So, by formula (19), the sign of φ
′
L#
is given by
s# ∼=
µ(d′′)
2
+ k′′ + l′′ + 1. (22)
Furthermore, Z/2Z acts on Mk,σ,l,̺(L,Σ,d
′, d′′) with this same sign. In-
deed, in the case l ≤ 2, we need to add marked points and fiber product
with the divisors along the corresponding evaluation map. One of the extra
marked points could be on the bubble component, so that Z/2Z acts on it
non-trivially. However, since the divisors are chosen to be φ anti-invariant,
the total sign change induced on Mk,σ,l,̺ from the extra marked point will
be zero. Also, we note at this point that the sign of the conjugation auto-
morphism of PSL2(R) is zero.
Note that the sign of φ∂W is independent of l
′′. Indeed, the action of φ
on X reverses orientation because φ∗ω3 = −ω3. So, the sign of the Z/2Z
action on the fiber product of Mk,σ,l,̺(L,Σ,d
′, d′′) with [0, 1] × {0, 1}l over
X l, where φ acts non-trivially on l′′ of the factors of X, does not depend on
l′′. On the other hand, a straightforward virtual dimension calculation shows
that ∂GWσ,̺ must be empty unless
µ(d′′) = 2k′′ + 4l′′.
This in turn implies that µ(d′′)/2 ∼= k′′ (mod 2), or equivalently,
µ(d′′)
2
+ k′′ + 1 ∼= 1 (mod 2).
So, by equation (22), φ∂W reverses orientation.
Now we turn to the more difficult situation where dimX = 4 and L may
not be orientable. By the Wu relations, L is Pin−. So, we assume that p is
given by a standard Pin− structure. By the same argument as above, we
conclude that Z/2Z acts onMk,σ,l,̺(L,Σ,d
′, d′′) with sign given by formulas
(17) or (18) depending on whether or not 1 ∈ σ. Note that φ preserves the
orientation of X because φ∗ω2 = ω2. This implies that (17),(18), also give
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the right signs for the action of φ∂W . Next, observe that by virtual dimension
counting, the stratum ∂GWσ,̺ will be empty unless
µ(d′′) + r = k′′ + 2l′′ (23)
for r = 0 or −1. We claim that this restriction implies that the signs (17)
and (18) always simplify to exactly 1.
We first consider the case 1 /∈ σ. Using the restriction (23), we calculate
k′′(k′′ − 1)
2
=
(µ(d′′) + r − 2l′′)(µ(d′′) + r − 2l′′ − 1)
2
=
µ(d′′)2+2rµ(d′′)+r2−4l′′(µ(d′′)+r)+4l′′2−µ(d′′)−r−2l′′
2
∼=
µ(d′′)(µ(d′′)− 1)
2
+
r(r − 1)
2
+ l′′ + rµ(d′′). (mod 2) (24)
Again using the restriction (23), we calculate
Υ′(d′′, k′′) ∼= µ(d′′)k′′ ∼= µ(d′′)2 + rµ(d′′) + 2l′′µ(d′′)
∼= µ(d′′) + rµ(d′′) (mod 2). (25)
Substituting equations (24) and (25) into (17), eliminating the remaining k′′
by (23) and canceling expressions which occur in pairs yields
s
#′
± (d
′′, k′′, l′′) ∼=
r(r + 1)
2
+ 1 (mod 2).
This is always exactly 1 since r = 0 or −1.
We turn now to the case 1 ∈ σ. Using the restriction (23), we calculate
(k′′ − 1)(k′′ − 2)
2
=
(µ(d′′) + r − 2l′′ − 1)(µ(d′′) + r − 2l′′ − 2)
2
=
1
2
[
µ(d′′)2 + 2rµ(d′′) + r2 − 3µ(d′′)− 3r
+2 + 4l′′2 + 4l′′(µ(d′′) + r) + 6l′′
]
∼=
µ(d′′)(µ(d′′) + 1)
2
+
r(r + 1)
2
+ rµ(d′′) + l′′ + 1 (mod 2). (26)
Furthermore, using the condition w1(db) ∼= kb + 1 and (23),
kbk
′′ + kb ∼= (w1(db) + 1)(µ(d
′′) + r + 1) (mod 2). (27)
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Substitute calculations (26) and (27) in sign formula (18) and use restriction
(23). Cancelling pairs of similar terms, we obtain
s
#′′
−
∼=
r(r + 1)
2
+ rµ(d′′) + r
+ (w1(db) + 1)(µ(d
′′) + r + 1) + Υ′′ + w1(d
′
b)w1(d
′′)
∼= rµ(d′′) + r + (w1(db) + 1)(µ(d
′′) + r + 1) + Υ′′ + w1(d
′
b)w1(d
′′). (28)
Here, the second congruence follows from the fact r = 0 or −1.
We now expand Υ′′ to further analyze s#
′′
. Using the fact that
w1(db) = w1(d
′
b) + w1(∂d
′′),
it is easy to verify that
Υ′′ = w1(db)(k
′′ − 1) + w1(∂d
′′)k′. (29)
By repeatedly applying restriction (23), the condition that w1(da) = 1 + ka
and the fact that µ(d′′) ∼= w1(∂d
′′) (mod 2), we calculate,
w1(∂d
′′)k′ ∼= w1(∂d
′′)(kb − k
′′)
∼= w1(∂d
′′)(w1(db) + 1 + µ(d
′′) + r)
∼= w1(∂d
′′)(w1(d
′
b) + w1(∂d
′′) + 1 + µ(d′′) + r)
∼= w1(∂d
′′)w1(d
′
b) + µ(d
′′)(1 + r) (mod 2).
Substituting this calculation in formula (29), and using restriction (23) again,
we obtain
Υ′′ ∼= w1(db)(µ(d
′′) + r + 1) + w1(∂d
′′)w1(d
′
b) + µ(d
′′)(1 + r) (mod 2).
Substituting this expression for Υ′′ in formula (28) an cancelling all repeated
terms leaves
s
#′′
−
∼= rµ(d′′) + r + (1)(µ(d′′) + r + 1) + µ(d′′)(1 + r)
∼= rµ(d′′) + r + µ(d′′) + r + 1 + µ(d′′) + µ(d′′)r
∼= 1 (mod 2),
as desired.
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7 An equivariant Kuranishi structure
In this section, we complete the proof of invariance of NΣ,d,k,l in the case
when (X,L) may admit holomorphic disks of Maslov index 0. If dimL = 2,
the expected dimension of holomorphic disks with Maslov index 0 is negative.
For generic J, by Lemma 4.2, such disks don’t exist. So, we consider the case
dimL = 3. By assumption, L is orientable. The main tool we use to prove
invariance in this case is the notion of a Kuranishi structure, introduced in
[5] and extended in [6]. For a summary of relevant information on Kuranishi
structures, see Appendix A.
Suppose (X,K) is a space with Kuranishi structure
K = (Vp, Ep,Γp, sp, ψp).
Let ι be an involution of X.
Definition 7.1. An extension ι˜ of an involution ι to an involution of K
consists of Γp-equivariant maps ιp : Vp → Vι(p) and ιˆp : Ep → Eι(p) covering
ιp such that
(E1) ιι(p) ◦ ιp = IdVp .
(E2) sι(p) ◦ ιp = ιˆp ◦ sp.
(E3) ψι(p) ◦ ιp|s−1p (0) = ι ◦ ψp.
(E4) ιq maps Vpq ⊂ Vq to Vι(p)ι(q) ⊂ Vι(q).
(E5) ιp ◦ ϕpq = ϕι(p)ι(q) ◦ ιq and ιˆp ◦ ϕˆpq = ϕˆι(p)ι(q) ◦ ιˆq.
Note that ιp, ιˆp, induce bundle morphisms
ιTp : det(TVp)⊗ det(Ep)→ det(TVι(p))⊗ det(Eι(p))
covering ιp. Now, suppose that (X,K) has a tangent bundle given by Φpq.
We say that ι˜ acts smoothly on (X,K) if
Φι(p)ι(q) ◦ ιˆq = ιˆp ◦ Φpq.
If ι˜ acts smoothly and (X,K) is oriented, the bundle morphisms ιTp may either
preserve or reverse the orientation of K over each connected component of
X. Furthermore, let G = (P, V ′p , E
′
p, s
′
p, ψ
′
p) be a good coordinate system for
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K.We say that G is compatible with ι˜ if ι(P ) = P and ιp(V
′
p) = V
′
ι(p). Finally,
a collection {tp}p∈P of multisections of E
′
p is said to be ιp − ι˜p equivariant if
tι(p) ◦ ιp = ι˜p ◦ tp for all p ∈ P.
Now, we give the main idea of the proof. As we will explain, it is
possible to construct an oriented Kuranishi structure with tangent bundle
K = (Vp, Ep,Γp, sp, ψp) on W. Moreover, we may construct K so that the
induced Kuranishi structure on ∂GW admits a smooth orientation revers-
ing involution φ˜∂W extending φ∂W . There exists a good coordinate system
G = (P, V ′p , E
′
p, s
′
p, ψ
′
p) for K such that its restriction to ∂GW is compatible
with φ˜∂W . Finally, we may choose φ∂Wp − φˆ∂Wp equivariant generic trans-
verse multisections s′p,n satisfying conditions (P1)-(P4) of Theorem A.4 and
coinciding exactly with s′p away from ψ
−1′
p (∂GW).
Note that the charts of the induced Kuranishi structure on ∂W are just
∂Vp. We define
∂GVp := ψ
−1
p (∂GW) ⊂ ∂Vp.
The same applies for the charts of the good coordinate system and we use
the analogous notation. The vanishing sets of the s′p,n define a 1-dimensional
simplicial complex with boundary contained in the ∂V ′p . The boundary is
simply a collection of points with signed rational weights. By the same rea-
soning as in equation (21), it suffices to show that the part of this boundary
contained in ∂GV
′
p has total cardinality zero. Again, we use the sign reversing
involutions φ∂Wp to cancel the points in pairs. The only slight complication
arises because φ∂Wp may have fixed points. However, this is easily resolved
by the observation that a point x of the vanishing set of s′p,n fixed by φ∂Wp
must have weight zero. Indeed, by definition of transversality for multisec-
tions, each branch si
′
p,n of s
′
p,n is transverse to zero. So, if s
i′
p,n vanishes at x,
the differential
dsi
′
p,n : Tx∂V
′
p
∼
→ (E ′p)x
defines a non-zero element ω ∈ det(TV ′p)⊗det(E
′
p). Since s
′
p,n is φ∂Wp− φˆ∂Wp
equivariant,
φˆ∂Wp ◦ s
i′
p,n ◦ φ∂Wp
must also be a branch of s′p,n, defining an element ω
′ ∈ det(TV ′p)⊗ det(E
′
p).
But since φ˜∂W is orientation reversing, we know that ω and ω
′ belong to
opposite components of det(TV ′p)⊗det(E
′
p)\{0}. So, the branches of s
′
p,n that
vanish at x come in pairs that induce opposite orientations on x. Therefore,
the total weight of x is zero.
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We turn our attention to the construction of K. Recall from (20) that
W =Mk,l(Σ, L,d) ev×(x×y)◦∆
(
[0, 1]× {0, 1}l
)
.
Let ∂Mk,l(Σ, L,d) denote the union of all the strata of the Gromov com-
pactification of Mk,l except Mk,l itself. Let φ∂M denote the involution of
∂Mk,l induced by φB# . As explained in [6, Appendix 2], a weakly submer-
sive Kuranishi structure KM onMk,l(Σ, L,d) naturally induces a Kuranishi
structure K on the fiber product W. If we let Z/2Z act on X by φ and on
[0, 1]× {0, 1}l by exchanging 0 and 1, x× y is clearly Z/2Z equivariant. So,
if KM|∂Mk,l admits an extension of φ∂M, then K|∂GW will admit an extension
of φ∂W . Consequently, we focus on the construction of KM.
We assume Σ = D2 and l ≥ 2. The other cases are similar. Interpreting
(16) as a fiber product, we have
Mk,l(Σ, L,d) = M˜k,l(Σ, L,d)×Σ (s0 × ℓ) .
Let ∂M˜k,l(Σ, L,d) denote the union of all strata of the Gromov compactifi-
cation of M˜k,l except M˜k,l itself. Let φ∂M˜ denote the involution of ∂M˜k,l
induced by φB# . Again, we reduce to constructing a weakly submersive Ku-
ranishi structure KM˜ on the Gromov compactification of M˜k,l(Σ, L,d) such
that its restriction to ∂M˜k,l(Σ, L,d) admits an extension of φ∂M˜.
In [6], Fukaya et al. constructed a Kuranishi structure on the moduli
space of J-holomorphic disks with Lagrangian boundary conditions. Their
construction generalizes immediately to the higher genus fixed conformal
structure situation considered in this paper. Away from ∂M˜k,l, we use their
construction without further discussion. Near ∂M˜k,l, we must impose addi-
tional conditions on several choices made in the construction to make sure
we can find an extension of φ
∂M˜. So, we briefly recount the idea of the con-
struction of the Kuranishi neighborhood of a point p ∈ ∂M˜k,l given in [6].
We assume that p is a stable map of two components. The construction
for more components is similar. By definition, p is an equivalence class of
quadruples u = (Σˆ, u, ~z, ~w) ∈ B1,pk,σ,l,̺(L,Σ,d
′, d′′) such that ∂¯#J,νu = 0. The
equivalence relation in the case of two components equates reparameteriza-
tions of the bubble component. When there are more than two components,
the equivalence relation also takes into consideration automorphisms of the
underlying tree of the stable map. We choose some u such that [u] = p.
Locally trivializing E# by parallel translation and projection to Λ0,1(TX),
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we define
D#u = Du∂¯
#
J,ν : TuB
1,p
k,σ,l,̺(L,Σ,d
′, d′′) −→ E#u
to be the linearization of ∂¯#J,ν at u. Since the bubble component u
′′ of u may
be φ-multiply covered, D#u may not be surjective even for generic J and ν.
However, since D#u is Fredholm, we may choose a finite dimensional subspace
Eu ⊂ E
#
u such that if π : E
#
u → E
#
u /Eu denotes the natural projection, then
π ◦ D#u is surjective. Possibly enlarging Eu, we may assume that the eval-
uation maps from ker π ◦D#u to Tu(zi)L and Tu(wj)X are surjective. This is
necessary for the Kuranishi structure we are describing to be weakly submer-
sive. By elliptic regularity, we may choose Eu to consist of smooth sections
of Λ0,1(u∗TX). By the unique continuation theorem, we may assume these
sections are compactly supported away from the singular point z0.
Let uǫ = (Σˆǫ, uǫ, ~zǫ, ~wǫ) be sufficiently close to u. More precisely, choose
a small δ > 0. We allow Σˆǫ to differ from Σˆ in a δ neighborhood Nδ of the
singular point z0. Either z0 may move slightly, or small neighborhoods of
z0 in each component of Σˆ may be removed and their boundaries glued to
smooth the singularity. In particular, outside Nδ, there exists a canonical
identification of Σˆ with Σˆǫ. The pre-gluing construction explained in detail
in [5, 17] gives a smooth map u˜ : (Σˆ′, ∂Σˆ′) → (X,L) that agrees with u
outside Nδ and stays δ-close to u(z0) within Nδ. We assume that uǫ is δ
close to u˜ in the W 1,p norm. Also, we assume that ~zǫ, ~wǫ, are δ-close to ~z, ~w.
Then, for δ sufficiently small, there exist unique shortest geodesics from u(z)
to uǫ(z) for each z ∈ Σˆ \ Nδ. For δ sufficiently small, we may assume Nδ
is disjoint from the support of the sections of Λ0,1(u∗TX) constituting Eu.
So, we may parallel translate Eu along length minimizing geodesics and then
project to Λ0,1(TX) to obtain a subspace of E
(#)
uǫ . Here, we parenthesize #
because uǫ may be an irreducible W
1,p stable map. If δ is sufficiently small
this subspace has constant dimension. We let Eu denote the sub-bundle of
E (#) so obtained. Similarly, we let π : E (#) → E (#)/Eu define the projection
to the quotient bundle.
According to [6, 5], we may essentially define Vp to be the set of uǫ as
above such that π ◦ ∂¯
(#)
J,ν uǫ = 0. Then, we define Ep = Eu|Vp and sp = ∂¯
(#)
J,ν .
The definition of ψp is tautological. A great deal of hard analysis then shows
that Vp is actually a smooth manifold with boundary modelled on
ker
(
π ◦D#u
)
× (R,∞].
However, we do not need to know the details of this analysis at all for our
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purposes. Also, we note that it is necessary to further enlarge Eu in order to
construct the maps ϕpq, ϕˆpq. However, this step is essentially formal, and it is
not hard to make it φ-equivariant. So, we do not discuss it here and instead
refer the reader to [6, end of Section 18], or for more detail [5, Section 15].
Finally, we note that canonical orientation of det(D#) induces an orientation
of det(TVp) ⊗ det(Ep). Indeed, note that there exist natural isomorphisms
kerDsp ≃ kerD∂¯J,ν and cokerDsp ≃ cokerD∂¯J,ν . On the other hand, the
exact sequence
0→ kerDsp → TVp → Ep → cokerDsp → 0
induces a natural isomorphism
det(TVp)⊗ det(Ep) ≃ det(kerDsp)⊗ det(cokerDsp).
We now detail additional conditions on the choices made in the above con-
struction, which ensure that KM˜|∂M˜ admits an extension of φ∂M˜. Clearly,
we must choose a φ-invariant metric on X for measuring all distances, and
constructing geodesics and parallel transport. We consider two cases: First
suppose pφ := φ∂M˜(p) 6= p.We simultaneously construct Kuranishi neighbor-
hoods of p and pφ as well as the extension of φ∂M˜. Indeed, given a represen-
tative u of p, we choose the representative uφ := φB#(u) of pφ. Furthermore,
we choose Euφ = φE#(Eu). This is compatible with the construction above
because of the φ-invariance of the metric. Again, by φ-invariance of the
metric, it follows that φE# maps Eu|B# to Euφ |B# . Since ∂¯
#
J,ν is φB# − φE#
equivariant, it follows that φB# maps ∂Vp to ∂Vpφ . So, we define the extension
of φ
∂M˜ by
φ
∂M˜p := φB#|∂Vp , φˆ∂M˜p := φE#|Ep.
On the other hand, suppose that φ
∂M˜(p) = p. This may happen when u
′′ is
a φ-multiply covered disk of even multiplicity. It is not hard to see that we
may choose u representing p such that φB#(u) = u. Indeed, this follows from
the fact that all anti-holomorphic involutions of D2 are conjugate under the
action of PSL2(R). Furthermore, we choose Eu to be φE#-invariant. This
said, we may define the extension of φ
∂M˜ exactly as above. This completes
the construction of K
M˜
.
Now, a minor adaptation of the proof of [5, Lemma 6.3] gives the good
cover G. To obtain generic transverse multisections s′p,n such that s
′
p,n|∂GV ′p
is φ˜∂W equivariant, we use an argument from [6, Section 11]. That is, since
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K|∂GW admits an extension of φ∂W , it descends naturally to a Kuranishi
structure on W/(Z/2Z). Similarly, G|∂GW descends to a good coordinate
system Gˆ = (Pˆ , Vˆ ′p , Eˆ
′
p, sˆ
′
p, ψˆ
′
p) on ∂GW/(Z/2Z). We denote by
Π : ∂W → ∂W/(Z/2Z)
the quotient map. We can apply the standard machinery of Kuranishi struc-
tures developed in [5, Chapter 1], reviewed in Theorem A.4, to obtain generic
transversal multisections sˆ′p,n perturbing sˆp. Pulling back sˆ
′
p,n under Π, we
obtain φ∂Wp− φˆ∂Wp equivariant transverse multisections over ∂GV
′
p . Since V
′
p
is a manifold with corners, it is not hard to extend a transverse section from
∂GV
′
p to a neighborhood of ∂GV
′
p . In fact, away from corners, a neighborhood
of ∂GV
′
p is diffeomorphic to [0, 1) × ∂GV
′
p and we can extend sections trans-
verse to zero as constants over [0, 1). Since dimK = 1, a transverse section
cannot have zeros at corners of V ′p , so we can extend near corners arbitrarily.
Note that by choosing a generic inhomogeneous perturbation ν we have al-
ready made s′p transverse away from ∂GV
′
p . So, we may patch the s
′
p with the
extensions we have just constructed to obtain the desired s′p,n, maintaining
transversality everywhere. This completes the proof of Theorem 1.3.
8 Calculations
In this section we prove Theorem 1.8 and Example 1.6. The main tool
of the proofs is the notion of a short exact sequence of Cauchy-Riemann
Pin boundary value problems. The first step in understanding short exact
sequences of Pin boundary problems is to understand short exact sequences
of bundles with Pin structure. Suppose
0 −→ V ′ −→ V −→ V ′′ −→ 0
is a short exact sequence of real vector bundles over a base B.
Lemma 8.1. Assume that at least one of V ′ and V ′′ is orientable. Then a
Pin structure on any two of V, V ′, V,′′ naturally induces a Pin structure on
the third.
Proof. For the proof of this Lemma, we write dimV ′ = n and dimV ′′ = m.
Choosing a metric on V, we may identify V ≃ V ′ ⊕ V ′′. By symmetry of the
direct sum, we may assume that V ′ is orientable. We use the orientation of
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V ′ to reduce its structure group to SO(n). So, the Lemma follows from the
existence of the commutative square of group homomorphisms
Spin(n)× Pin(m) //

Pin(n+m)

SO(n)×O(n) // O(n+m).
Indeed, we work on the level of transition functions which satisfy the co-cycle
condition. The commutativity of the two factors of the product of groups
ensures that the direct sum does not effect the cocyle condition.
Lemma 8.2. Let V → B be a real vector bundle. If B is a one dimensional
manifold, then V automatically carries a Pin structure. On the other hand,
if V is one dimensional and admits a Pin structure, the Pin structure on V
may be chosen canonically.
Proof. The first claim of the Lemma follows because the obstruction to the
existence of a Pin structure is a second cohomology class. The second claim
follows when B = RP 1 because, as noted in Remark 2.7, all automorphisms
of a line bundle over RP 1 preserve Pin structure and so we can induce a
Pin structure canonically from a previously chosen one on τR → RP
1 or
R→ RP 1. This extends to general B because a Pin structure on V → B, if
it exists, is determined by its restriction to loops in B.
Now, let E,E ′, E ′′, be complex vector bundles over a Riemann surface
with boundary Σ and let F, F ′, F ′′, be totally real subbundles of E,E ′, E ′′,
respectively, over ∂Σ. Suppose further that we have an exact sequence
0 −→ E ′ −→ E −→ E ′′ −→ 0
that restricts to an exact sequence
0 −→ F ′ −→ F −→ F ′′ −→ 0. (30)
We refer to such a short exact sequence as a short exact sequence of pairs
of vector bundles. Let p, p′, p′′, be Pin-structures on F, F ′, F ′′, respectively.
We say that p is compatible with the short exact sequence (30) if p agrees
with the Pin structure naturally induced on F by p′ and p′′ by Lemma 8.1.
If F ′ or F ′′ is one dimensional, even if it does not come equipped with a Pin
structure, we extend the notion of compatibility by equipping it with the
canonical Pin structure of Lemma 8.2.
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Definition 8.3. A short exact sequence of Cauchy-Riemann Pin boundary
value problems
0 −→ D′ −→ D −→ D′′ −→ 0
consists of
• An exact sequence of pairs of vector bundles
0 −→ (E ′, F ′) −→ (E,F ) −→ (E ′′, F ′′) −→ 0 (31)
such that at least one of F ′ and F ′′ is orientable.
• Orientations on each of F, F ′, F ′′, that is orientable. If all three are
orientable, we assume the orientation of F agrees with the orientation
induced from F ′ and F ′′.
• Pin structures p, p′, p′′, on F, F ′, F ′′, respectively. If F ′ (resp. F ′′) has
dimension 1, we do not require p′ (resp. p′′) as part of the definition,
since it may be chosen canonically by Lemma 8.2.
• Cauchy-Riemann operators
D : Γ(E,F ) −→ Γ
(
Ω0,1(E)
)
, D′ : Γ(E ′, F ′) −→ Γ
(
Ω0,1(E ′)
)
,
D′′ : Γ(E ′′, F ′′) −→ Γ
(
Ω0,1(E ′′)
)
,
such that the diagram
0 // Γ (Ω0,1(E ′)) // Γ (Ω0,1(E)) // Γ (Ω0,1(E ′′)) // 0
0 // Γ(E ′, F ′) //
D′
OO
Γ(E,F ) //
D
OO
Γ(E ′′, F ′′) //
D′′
OO
0
commutes.
Note that a short exact sequence of Cauchy-Riemann Pin boundary value
problems is an example of a short exact sequence of Fredholm operators. See
Definition 2.15.
Proposition 8.4. Let
0 −→ D′ −→ D′′ −→ D′ −→ 0
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be a short exact sequence of Cauchy-Riemann Pin boundary value problems.
Up to a universal sign, the isomorphism
det(D′)⊗ det(D′′)
∼
−→ det(D)
given by Lemma 2.16 respects the canonical orientations of Proposition 2.8 if
and only if p is compatible with the short exact sequence. The universal sign
depends on the dimension of E,E ′, E ′′, the topology of Σ and the orientability
of F, F ′, F ′′, restricted to each boundary component of Σ.
Proof. By a deformation argument, similar to the proof of Proposition 2.8,
we would like to reduce the problem to a standard short exact sequence.
Throughout the proof, we assume that p is compatible with the short exact
sequence. The other case follows from Lemma 2.10. As in the proof of
Proposition 2.8, degenerate Σ along curves γa to a nodal Riemann surface Σˆ
with nodal points γˆa, and irreducible components ∆a ≃ D
2 and Σ˜ ≃ Σ/∂Σ.
Simultaneously, degenerate E,E ′, E ′′, to complex vector bundles Eˆ, Eˆ ′, Eˆ ′′,
over Σˆ that all satisfy condition (6) for appropriate n. Now, by degenerate, we
mean identify the fibers of E|γa (resp. E
′|γa , E
′′|γa) with the single fiber Eˆγˆa
(resp. E ′γˆa , E
′′
γˆa
). Such a degeneration satisfying condition (6) is unique up
to homotopy. Furthermore, we may choose the degeneration of E to extend
the degeneration of E ′. These two degenerations induce a degeneration of E ′′
via the short exact sequence (31). So, we may assume that there exists a
natural induced short exact sequence
0 −→ (Eˆ ′, Fˆ ′) −→ (Eˆ, Fˆ ) −→ (Eˆ ′′, Fˆ ′′) −→ 0. (32)
Choose a particular isomorphism (6) for (Eˆ ′|∆a, Fˆ
′|∂∆a). Extend it to an
isomorphism (6) for (Eˆ|∆a , Fˆ |∂∆a). Denote the canonical bundle pairs over
(D2, ∂D2) by
(Ei,n, Fi,n) :=
{
(τ ⊕ Cn−1, τR ⊕ R
n−1), i = −1
(Cn,Rn), i = 0.
The following diagram shows that we have a naturally induced isomorphism
(6) for (Eˆ ′′|∆a , Fˆ
′′|∂∆a) :
0 // (Ei,n, Fi,n) // (Ei+j,n+m, Fi+j,n+m) // (Ej,m, Fj,m) // 0
0 // (Eˆ ′|∆a, Fˆ
′|∂∆a)
//
OO
(Eˆ|∆a, Fˆ |∂∆a)
//
OO
(Eˆ ′′|∆a , Fˆ
′′|∂∆a)
//
OO
0.
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Here, the top row makes sense because by assumption, either i or j or both
are 0. So, the top row is tautological. The bottom row is just a restriction
of short exact sequence (32). Since the morphisms in the top row commute
with the canonical Cauchy-Riemann operators on the bundles Ei,n, the iso-
morphisms (6) just chosen induce Cauchy-Riemann operators Da, D
′
a and
D′′a, on Eˆ|∆a, Eˆ
′|∆a and Eˆ
′′|∆a, respectively, that commute with the mor-
phisms of the short exact sequence (32). We claim that if n + m ≥ 3, the
preceding construction is unique up to homotopy. Indeed, choosing a metric
on Eˆ|∆a induces a splitting of the bottom row of the above diagram. Since
the space of metrics is contractible, this choice is unique up to homotopy.
Then, the middle vertical morphism determines both of the other vertical
morphisms. On the other hand, when n +m ≥ 3, the middle vertical mor-
phism is unique up to homotopy by Lemma 2.6. For n + m = 2, we use
a stabilization argument as in the proof of Proposition 2.8 to reduce to the
case n +m = 3.
Choose operators D˜, D˜′ and D˜′′, on Eˆ|Σ˜, Eˆ
′|Σ˜ and Eˆ
′′|Σ˜, compatible with
the short exact sequence (32). Note that the induced isomorphism
det(D˜′)⊗ det(D˜′′)
∼
−→ det(D˜),
always preserves the canonical complex orientations of each side. Finally,
choose homotopies of operatorsDt,D
′
t andD
′′
t , on E, E
′ and E ′′, respectively,
compatible with the short exact sequence (32), such that
D0 = D, D1 = #aDa#D˜
and similarly for D′t and D
′′
t . Applying Lemma 2.16 to the short exact se-
quence of families of Fredholm operators,
0 −→ D′t −→ Dt −→ D
′′
t −→ 0
proves that the sign is universal, as claimed.
We now prove a technical lemma that will be useful in the proof of Theo-
rem 1.8. The idea of the proof is taken from [17, proof of Theorem C.1.10(iii)],
which in turn follows the work of Hofer-Lizan-Sikorav [8].
Lemma 8.5. Let (E,F )→ (D2, ∂D2) be a vector bundle pair with dimCE =
1, and denote its Maslov index by µ = µ(E,F ) ≥ −1. Let D be a real
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Cauchy-Riemann operator on E. Let z1, . . . , zk ∈ ∂D
2, and w1, . . . , wl ∈ D
2
be distinct marked points. Assume l + 2k = µ+ 1. Denote by
ev : ker(D)→ Rk ⊕Cl
the evaluation map defined by
ξ  (ξ(z1), . . . , ξ(zk), ξ(w1), . . . , ξ(wl)), ξ ∈ kerD.
Then ev is always surjective.
Proof. The Fredholm index of D is well known to be µ + 1. It follows that
the Fredholm index of D⊕ev is 0. So, if ev is not surjective, there must exist
some non-zero ξ ∈ ker(D) such that ξ(zi) = 0, i = 1, . . . , k, and ξ(wj) =
0, j = 1, . . . , l. According to [17, proof of Theorem C.1.10(iii)], there exists
a complex linear Cauchy-Riemann operator D′ on E and a function u ∈
W 1,p(D2,C), such that D′(uξ) = 0. This leads to a contradiction since a
holomorphic section of (E,F ) may have at most µ zeros where interior zeros
are counted twice.
Remark 8.6. Note that it is crucial for this argument that the underlying
Riemann surface is a disk. Otherwise, the Fredholm index of D is not µ+1.
This explains, at least in part, why Welschinger’s counting scheme does not
immediately extend to curves of higher genus.
Proof of Theorem 1.8. First, we treat the case dimL = 2. Welschinger’s in-
variants are defined only in the strongly semipositive case when Σ = D2. So,
we take ν = 0. As explained in Section 4, we could consider the moduli space
defined by quotienting by the action of PSL2(R), but for this proof it seems
more natural to take a section of the PSL2(R) action. In particular, we add
two marked points constrained to divisors, even when l > 0, as explained in
Remark 4.5. As in Section 4, we denote by (A, f) and (B, g) the divisor con-
straint pseudo-cycles. In this proof, we will refer to the extra added marked
points as z−1 and z−2. As in Section 4, we fix z−1 to be at a point s0 and we
fix z−2 to lie on a line ℓ.
Recall from Section 4 that, by definition,
ND2,d,k,l := #ev
−1(~x, ~y).
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So, we are counting holomorphic curves through a generic collection of marked
points, just like Welschinger. The sign of a given point u = (u, ~z, ~w) ∈
ev−1(~x, ~y) depends on whether or not the isomorphism
devu : det(TMk,l(L,Σ,d))u
∼
→ ev∗ det
(
T
(
L|k| ×X l
))
u
(33)
agrees with the isomorphism of Theorem 1.1 up to the action of the multi-
plicative group of positive real numbers. We would like to reduce this sign to
the Welschinger sign associated with the curve u, up to a universal correction
factor. For this purpose, we apply Proposition 8.4 to a particular short exact
sequence of Cauchy-Riemann boundary value problems. Indeed, we take the
underlying short exact sequence of vector bundle pairs
0 −→ (TD2, T∂D2)
du
−→ (u∗TX, u∗TL) −→ (NXu , N
L
u ) −→ 0. (34)
Pulling back the Pin structure on TL induces a Pin structure pu on u
∗TL.
We equip (u∗TX, u∗TL) with the linearized ∂¯J operator Du = D∂¯J |u and we
denote by D′u and D
′′
u the natural operators it induces on the other terms
of the short exact sequence. Note that T∂D2 is orientable and has a nat-
ural orientation, so we are in the situation of Definition 8.3. The natural
orientation on T∂D2 also induces an orientation on kerD′u.
Before continuing, we introduce some notation for configuration space.
Define the configuration space of k boundary points and l interior points of
the disk to be
Ck,l := (∂D
2)k × (D2)l \∆.
Thinking of Mk,l as the fiber product
Mk,l := M˜k,l+2 ×X2×C0,2 (A× B × s0 × ℓ),
we obtain Diagram 2. The central column of Diagram 2 is the short-exact
sequence for the tangent space of the fiber product. The main content of
the central row is the short exact sequence of solutions of the the short ex-
act sequence of Cauchy-Riemann boundary value problems (34). This short
exact sequence exists because by assumption the Cauchy-Riemann operator
at each term of the sequence is surjective and we can apply the snake lemma
from homological algebra. Diagram 2 shows how to construct a natural iso-
morphism
TMk,l ≃ T~z, ~wCk,l ⊕ kerD
′′
u. (35)
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0 //

TuMk,l //

TuMk,l
≀

Tz−1,z−2C0,2 ⊕ kerD
′
u
⊕ Tℓ⊕ T (A× B)
//

T~z, ~w′Ck,l+2 ⊕ kerD
′
u
⊕ Tℓ⊕ T (A× B)
//

T~z, ~wCk,l ⊕ kerD
′′
u

Tz−1,z0C0,2 ⊕ T (X ×X) // Tz−1,z−2C0,2 ⊕ T (X ×X) // 0
Diagram 2
First, suppose u∗TL is orientable. Choose an orientation Ω0 on u
∗TL.
Then, Ω0 together with the complex orientation of T∂D
2 induces an orien-
tation on NLu . Furthermore, as in the proof of Proposition 3.1, Ω0 induces
an orientation on ev∗ det
(
T
(
L|k| ×X l
))
v
. If u∗TL is not orientable, as in
the proof of Proposition 3.1, ev∗ det
(
T
(
L|k| ×X l
))
v
admits a canonical ori-
entation. Since Du is surjective by assumption, by Proposition 2.8, pu and
Ω0 induce an orientation Ω on det(ker(Du)) ≃ det(Du). The central row of
Diagram 2 shows that the Ω orientation on ker(Du) induces an orientation
of TMk,l ≃ T~z, ~wCk,l ⊕ kerD
′′
u as the quotient of an oriented vector space by
an oriented vector space. The sign of u is now the sign of map (33) with
respect to the orientations of the domain and range just outlined.
On the other hand, the one dimension bundle NLu carries a canonical Pin
structure p′′u by Lemma 8.2. Since D
′′
u is surjective, invoking Proposition 2.8
again, p′′u and Ω0 induce an orientation on ker(D
′′
u) and hence on TMk,l by
isomorphism (35). By Proposition 8.4, the Ω′′ orientation on TMk,l agrees
with the Ω orientation on TMk,l if and only if pu is compatible with the
short exact sequence (34).
Recall that Welschinger’s invariant counts curves with sign determined
by the parity of the isolated real double points. By the adjunction formula, a
rational curve u of degree d in a symplectic four manifold has a topologically
determined total number of double points
δ(u) =
d · d− c1(d)− 2
2
.
Complex double points come in pairs. So, the parity of the real non-isolated
double points is determined by the the parity of the real isolated double
points. On the other hand, the parity of the real non-isolated double points
determines the parity of the number of twists of the real part of the curve
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about itself. This exactly determines when the Pin structure pu is compatible
with the short exact sequence (34).
Finally, we claim that the map (33) always preserves orientation if we
consider the Ω′′ orientation on TMk,l together with the Ω0 orientation on
ev∗ det
(
T
(
L|k| ×X l
))
v
. Indeed, by Lemma 8.5, if we vary D′′ to the stan-
dard complex linear Cauchy-Riemann operator on NXu and vary N
L
u to a
standard boundary condition keeping the marked points distinct, the eval-
uation map will remain surjective during the whole variation. So, the sign
is standard for a given ordering of the marked points. At this point, we
use Definition 3.2, which twists the orientation of TMk,l by sign(̟). Indeed,
switching the order of the marked points induces a change of sign of the
evaluation map (33) since each marked point leads to a codimension n − 1
condition and n = 2 is even. The twisting cancels this sign change.
The case n = 3 is very similar. The same exact sequence (34) again
plays a central role. Since NXu is now two dimensional, we need to define a
Pin structure on NLu with which pu may or may not be compatible. In [22],
Welschinger does exactly that using the splitting of NXu into holomorphic
line bundles. It is important in that paper that X be convex so that J may
be taken to be integrable. Then the Cauchy-Riemann operator D′′u is the
standard one, so the evaluation map is also standard and has a standard
sign. If D′′u were not standard, we could not apply Lemma 8.5 as before since
NXu is no longer one dimensional. In [23], Welschinger modifies the definition
of spinor states to take into account possible changes of orientation arising
from walls where the evaluation map is not surjective. This allows him to
extend the definition of his invariants to general strongly-semipositive real
symplectic manifolds X.
Now we turn to the proof of the calculation in Example 1.6. We generalize
Kontsevich’s idea for calculating the closed Gromov-Witten invariants of the
quintic threefold [12] to deal with the open case as well. Extending previous
notation in the case n = 1, we denote by τ the tautological line bundle of
CP n equipped with its canonical complex structure and we denote by τR the
tautological line bundle of RP n. Furthermore, we let
c′ : CP n → CP n, c˜′ : τ → τ,
denote complex conjugation and the bundle-map of τ covering complex con-
jugation respectively. Throughout the following discussion, we use Γ to de-
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note holomorphic sections or holomorphic sections satisfying a real boundary
condition.
Let s ∈ Γ(τ ∗⊗5
CP 4
) be a real section, i.e.
c˜′ ◦ s ◦ c′ = s.
We take
Xs = {s = 0} ⊂ CP
4, ωs = ωFS|X , φs = c
′|Xs, Ls = Fix(φs) ⊂ Xs.
That is, Xs is a quintic threefold equipped with the symplectic form induced
by the restriction of the Fubini-Study form of CP 4.Moreover, Xs is equipped
with an anti-symplectic involution φs and Ls = Fix(φs) is the corresponding
Lagrangian submanifold. Choosing s generically, we may assume that Xs is
a smooth manifold. When it does not lead to confusion, we may drop the
subscript s.
We define a bundle Fd over the moduli space M0,0(RP
4, D2, d) of disks
in CP 4 with boundary in RP 4 by specifying its fibers,
Fdu := Γ(u
∗τ ∗⊗5, u∗τ ∗⊗5R ), u ∈M0,0(RP
4, D2, d).
By restricting to the image of each curve, s induces a section sˆ of Fd that
vanishes exactly on those curves entirely contained in Xs.
Lemma 8.7. The total space of Fd is orientable for each d. For d odd, Fd
is an orientable vector bundle.
Proof. Let u ∈ M0,0(RP
4, D2, d) and ξ ∈ Fu. After choosing a connection
on Fd, there exists a canonical isomorphism
T(u,ξ)Fd ≃ Γ
(
u∗τ ∗⊗5, u∗τ ∗⊗5R
)
⊕ Γ
(
u∗TCP 4, u∗TRP 4
)
≃ Γ
(
u∗
(
τ ∗⊗5 ⊕ TCP 4
)
, u∗
(
τ ∗⊗5R ⊕ TRP
4
))
.
Since τ ∗⊗5R ⊕ TRP
4 is orientable, after choosing an orientation, Proposition
2.8 gives a canonical orientation on each tangent space. It is not hard to see
that this orientation varies continuously with u and ξ.
When d is odd, we have
Fdu := Γ
(
u∗τ ∗⊗5, u∗τ ∗⊗5R
)
≃ Γ
(
τ ∗⊗5d|D2, τ
∗⊗5d
R
)
,
where we think of D2 as one hemisphere of CP 1 with boundary ∂D2 = RP 1.
Since 5d is odd, again Proposition 2.8 gives each Fu a canonical orientation
that varies continuously with u.
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Let V → B be an orientable real vector bundle. We denote by e(V ) the
Euler class of V.
Proposition 8.8. Suppose sˆ is transverse to the zero section of F . Let d be
odd. Then
ND2,d,0,0 = e(Fd)
Remark 8.9. This proposition should still hold true when sˆ is not transverse
to the zero section of F . However, the proof will be slightly more complicated.
The author plans to address this issue in a future paper that will calculate
the invariants in higher degrees as well.
Remark 8.10. If d is even, when the details of the necessary corrections from
real curves with empty real part are worked out, an argument similar to the
proof of Proposition 8.8 should show that ND2,d,0,0 is zero. Indeed, ND2,d,0,0
should be given by the self-intersection number of the zero section of Fd.
Since dimM0,0(RP
4, D2, d) = 5d + 1, which is odd when d is even, the self
intersection number should be zero.
Proof of Proposition 8.8. Let NLs denote the normal bundle of Ls in RP
4.
By the adjunction formula, it is isomorphic to τ ∗⊗5R |Ls. Since NLs is one
dimensional, by Lemma 8.2 we may choose its Pin+ structure canonically.
Equip τ ∗⊗5R with a Pin
+ structure corresponding to the Pin+ structure ofNLs
under the isomorphism of the adjunction formula. Choose Pin+ structures
on TLs and TRP
4 compatible with the short exact sequence
0 −→ TLs −→ TRP
4 −→ NLs −→ 0.
As in isomorphism (35) of the proof of Theorem 1.8, we may identify
TuM0,0(Ls, D
2, d) ≃ kerD′′u, (36)
where D′′u is the operator that Du induces on the bundle pair (N
Xs
u , N
Ls
u ).
Equip NLsu with the Pin
+ structure induced by the short exact sequence
0 −→ T∂D2
du
−→ u∗TLs −→ N
Ls
u −→ 0.
Then, by Diagram 2 and Proposition 8.4, we may assume that isomorphism
(36) is orientation preserving when kerD′′u is given the canonical orientation
of Proposition 2.8. From Diagram 3 along with its conjugation invariant
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0 // u∗NX // u
∗
NX
TD
2 //
OO
u
∗
TCP 4 //
OO
N
CP 4
u
OO
TD
2 //
OO
u
∗
TX
//
OO
N
X
u
OO
Diagram 3
part, we deduce a short exact sequence of Cauchy-Riemann boundary value
problems
0 −→ (NXu , N
L
u ) −→ (N
CP 4
u , N
RP 4
u ) −→ (u
∗NX , u
∗NL) −→ 0. (37)
The Cauchy-Riemann operators at each term of the sequence are induced
by the rows of Diagram 3. The conjugation invariant parts of the rows
of Diagram 3 induce Pin+ structures on each of the boundary conditions
in short exact sequence (37). The induced Pin+ structures are compatible
with the exact sequence because the already chosen Pin+ structures on the
conjugation invariant parts of the first two columns of Diagram 3 are compat-
ible. Recall from the proof of the adjunction formula that the isomorphism
NXs ≃ τ
∗⊗5|Xs is given by the differential ds. So, we have a diagram
Γ(u∗NX , u
∗NL)
≀ ds

))SSS
SS
SS
SS
SS
S
0 // Γ(NXu , N
L
u )
// Γ(NCP
4
u , N
RP 4
u )
33gggggggggg
dsˆ
++WWWW
WW
WW
WW
WW
WW
W
0.
Fu
55jjjjjjjjjjjjjjj
Γ(u∗τ ∗⊗5, u∗τ ∗⊗5R )
Since CP 4 is convex, Γ(NCP
4
u , N
RP 4
u ) has expected dimension. Since τ
∗⊗5 is a
line bundle, its sections always have expected dimension. By assumption, dsˆ
is an isomorphism. So, by the snake lemma, Γ(NXu , N
L
u ) must have expected
dimension, i.e., 0. So, its orientation is just a sign. Since all Pin+ structures
in the above diagram have been chosen compatibly, the sign is given exactly
by the sign of dsˆ, as claimed.
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Proof of Example 1.6. The section sF ∈ Γ(τ
∗⊗5) defining the Fermat quintic
does not satisfy the assumptions of Proposition 8.8 even in degree 1. However,
an elementary transversality argument shows that we may choose a nearby
section s which does, in degree 1. Note that if s is not sufficiently close to sF ,
the topology of Ls could be different from that of LsF . However, by Moser’s
method, if s is sufficiently close to sF , we know that (Xs, ωs) is symplec-
tomorphic to (XsF , ωsF ) by a φs − φsF equivariant symplectomorphism. In
particular, this symplectomorphism sends Ls = Fix(φs) to LsF = Fix(φsF ).
So, fixing some s sufficiently close to sF , we may think of the deformation of
sF to s as a deformation of φsF -invariant complex structure on XsF , which
leaves the invariants unchanged. By Proposition 8.8, it suffices to calculate
e(F1). Let G(k, n) denote the Grassmannian of real oriented k planes in n
space and let τG denote its tautological bundle. It is not hard to see that
M0,0(RP
4, D2, 1) ≃ G(2, 5), F1 ≃ Sym
5(τG).
Applying the splitting principle, we calculate the Pontryagin class
p3(Sym
5(τG)) = 225p1(τG)
3. (38)
Then, taking square roots, we have
e(Sym5(τG)) = 15e(τG)
3 = 15e(τ⊕3G ).
Here, we have to include G(2, 5) into G(2, n) for n sufficiently large so that
both sides of equation (38) are not just zero. We use the unique factorization
property of the polynomial ring H∗(G(2,∞)) to justify taking square roots
on both sides.
Finally, since there are two oriented 2-planes in the intersection of three
generic hyperplanes in R5, we know that∫
G(2,5)
e(τ⊕3G ) = 2 or 0. (39)
To show the integral is actually 2, we proceed as follows. Let Gˆ(k, n) denote
the Grassmannian of unoriented k-planes in n-space and let τˆG denote its
tautological bundle. Note that π : G(2, 5)→ Gˆ(2, 5) is the orientation cover.
Moreover, π∗τˆG ≃ τG and w1(τˆG) = w1(TGˆ(2, 5)). So, both points count the
same and integral (39) is 2 as desired.
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A Kuranishi structures
In this appendix, we briefly review the definition of a space with Kuranishi
structure and perturbations thereof, as introduced in [5] and extended in [6].
We essentially follow the conventions of [6, Appendix 2]. In the following
discussion, we take X to be a compact metrizable space.
Definition A.1. A Kuranishi structure with corners on X of dimension d
consists of the following data:
(1) For each point p ∈ X,
(1.1) A smooth manifold with corners Vp and a smooth vector bundle
Ep → Vp such that dimVp − rankEp = d.
(1.2) A finite group Γp acting on Ep → Vp.
(1.3) An Γp-equivariant smooth section sp of Ep.
(1.4) A homeomorphism ψp from s
−1
p (0)/Γp to a neighborhood of p in
X.
(2) For each p ∈ X and for each q ∈ Imψp,
(2.1) An open subset Vpq ⊂ Vq containing ψ
−1
q (q).
(2.2) A homomorphism hpq : Γq → Γp.
(2.3) An hpq-equivariant embedding ϕpq : Vpq → Vp and an injective
hpq-equivariant bundle map ϕˆpq : Eq|Vpq → Ep covering ϕpq.
Furthermore, the above data should satisfy the following compatibility con-
ditions:
(C1) ϕˆpq ◦ sq = sp ◦ ϕpq.
(C2) ψq = ψp ◦ ϕpq.
(C3) If r ∈ ψq
(
s−1q (0) ∩ Vpq/Γq
)
, then in a sufficiently small neighborhood
of r,
ϕpq ◦ ϕqr = ϕpr, ϕˆpq ◦ ϕˆqr = ϕˆpr.
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We note that occasionally we may regard ψp as a map from s
−1
p (0) to X
by composing with the quotient map Vp → Vp/Γp.
A crucial ingredient in the construction of a perturbation of a space with
Kuranishi structure is the notion of the tangent bundle of a Kuranishi struc-
ture. We take the following definition from [5, Section 5].
Definition A.2. A tangent bundle for a Kuranishi structure consists of a
collection of vector bundle isomorphisms
Φpq : NUpUq
∼
→ Ep|Vpq/Eq|Vpq
covering the embeddings ϕpq. Furthermore, if
q ∈ Imψp, r ∈ ψq
(
s−1q (0) ∩ Vpq
)
,
then in a sufficiently small neighborhood of r, we have a commutative diagram
0 // NVqVr //
Φqr

NVpVr //
Φpr

NVpVq //
Φpq

0
0 // Eq/Er // Ep/Er // Ep/Eq // 0.
We also need the notion of an orientation for a Kuranishi structure, which
again comes from [5, Section 5].
Definition A.3. An orientation of a Kuranishi structure with tangent bun-
dle consists of a family of trivializations of det(TVp) ⊗ det(Ep) compatible
with the isomorphisms
det(TVq)⊗ det(Eq)|Vpq
∼
→ det(TVp)⊗ det(Ep)|Vpq
induced by Φpq.
Without providing full detail, we remind the reader of certain definitions
relating to multisections that are used in Section 7 of this paper. For details,
see [5, Section 3]. In the following, for Z a space, we denote by Sℓ(Z) its ℓth
symmetric power. That is
Sℓ(Z) := Zℓ/Sℓ,
where Sℓ is the group of permutations of ℓ objects acting on Z
ℓ by permuting
the factors. Let E → V be a vector bundle. If U ⊂ V is sufficiently small,
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then E|U is trivial. So, if rankE = r, a section of E over U may be specified
by a map U → Rr. Analogously, a multisection s of E over U may be
specified by a map sU : U → S
ℓ(Rr). Note that globally, the multiplicity ℓ
can change. By definition, the multisection s is said to be smooth if after
possibly shrinking U, there exists a smooth lifting of sU to the Cartesian
product,
s˜U : U →
(
Rk
)ℓ
.
The components of this lifting locally define ℓ sections siU of E.We call the s
i
U
branches of s over U. If E → V is a Γ-equivariant vector bundle, then there
is a natural notion of a Γ-equivariant multisection coming from the induced
action on the symmetric power. Note that for Γ-equivariant smooth sections,
we do not require the local lifts s˜U to be Γ-equivariant. We call a smooth
multisection transverse if each branch of each local lifting is transverse. The
vanishing set of a multisection s is defined locally by
s−1(0) ∩ U =
⋃
i
(
siU
)−1
(0).
If s is transverse and sufficiently generic, then s−1(0) admits a smooth tri-
angulation. If we fix a trivialization of det(E)⊗ det(V ), then the vanishing
set of any smooth section is oriented. So, s−1(0) actually defines a rational
singular chain by weighting each simplex of its triangulation by the signed
count of branches siU that vanish on it, divided by ℓ.
Finally, we need to recall the notion of a good coordinate system intro-
duced in [5, Section 6]. Fix a Kuranishi structure on X. We denote the
various parts of the Kuranishi structure by the same symbols as in Defini-
tion A.1. For V ′p ⊂ Vp, we denote by E
′
p, ψ
′
p, s
′
p, etc. the restrictions of all the
related parts of the Kuranishi structure. A good coordinate system specifies
a finite ordered set P ⊂ X and V ′p ⊂ Vp for each p ∈ P such that
X ⊂ ∪p∈P Imψ
′
p.
Furthermore, for q, p ∈ P such that q < p, it specifies a neighborhood
V ′pq ⊃ ψ
−1′
q (Imψ
′
p),
an embedding ϕ′pq : V
′
pq →֒ V
′
p and an injective bundle map
ϕˆpq : E
′
q|V ′pq → E
′
p
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covering ϕ′pq. Of course, we must require s
′
p ◦ ϕ
′
pq = ϕˆ
′
pq ◦ s
′
q. Also, ϕ
′
pq (resp.
ϕˆ′pq) must respect the actions of Γq and Γp in such a way as to define a map
of the quotient orbifolds (resp. orbi-bundles). A few additional technical
conditions ensure requisite compatibility.
The following is a restatement of [5, Theorem 6.4].
Theorem A.4. Let (P, V ′p , ψ
′
p, s
′
p, ϕ
′
pq, ϕˆ
′
pq) be a good coordinate system on a
space with Kuranishi structure (X,K). Suppose that K has a tangent bundle
in the sense of Definition A.2. Then, for each p ∈ P, there exists a sequence
of smooth Γp-equivariant multisections s
′
p,n of Ep such that
(P1) s′p,n ◦ ϕ
′
pq = ϕˆ
′
pq ◦ s
′
q,n.
(P2) limn→∞ s
′
p,n = s
′
p.
(P3) s′p,n is transversal to 0.
(P4) The restriction to Imϕ′pq of the differential of the composition of any
branch of s′p,n and the projection E
′
p → E
′
p/E
′
q coincides with the iso-
morphism Φ′pq : NV ′pV
′
q
∼
→ E ′p/E
′
q.
Fix n sufficiently large. The rational chain given by the vanishing sets of
the s′p,n constructed in Theorem A.4 constitutes a transverse perturbation of
the space with Kuranishi structure (X,K).
For the reader’s convenience, we outline the proof of Theorem A.4. We
use induction on the ordered set P. Write P = {p1, p2, . . .}. Assume the
existence of perturbations s′pi,n satisfying conditions (P1)-(P4) for i < j. The
embeddings ϕ′pjpi, the bundle maps ϕˆ
′
pjpi
and the isomorphisms Φpjpi, allow
the extension of s′pi,n to a neighborhood of⋃
i<j
Imϕ′pjpi ⊂ Vpj .
A small perturbation of the extension produces s′pj ,n as desired. Full detail
is given in [5, Section 6].
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