Numerical simulations of wave propagation in a two-dimensional stratified magneto-atmosphere are presented for conditions that are representative of the solar photosphere and chromosphere. Both the emergent magnetic flux and the extent of the wave source are spatially localized at the lower photospheric boundary of the simulation. The calculations show that the coupling between the fast and slow magnetoacoustic-gravity (MAG) waves is confined to thin quasi-one-dimensional atmospheric layers where the sound speed and the Alfvén velocity are comparable in magnitude. Away from this wave conversion zone, which we call the magnetic canopy, the two MAG waves are effectively decoupled because either the magnetic pressure (B 2 =8) or the plasma pressure (p ¼ Nk B T) dominates over the other. The character of the fluctuations observed in the magneto-atmosphere depend sensitively on the relative location and orientation of the magnetic canopy with respect to the wave source and the observation point. Several distinct wave trains may converge on and simultaneously pass through a given location. Their coherent superposition presents a bewildering variety of Doppler and intensity time series because (1) some waves come directly from the source while others emerge from the magnetic canopy following mode conversion, (2) the propagation directions of the individual wave trains are neither co-aligned with each other nor with the observer's line of sight, and (3) the wave trains may be either fast or slow MAG waves that exhibit different characteristics depending on whether they are observed in high-or low-plasmas ( 8p=B 2 ). Through the analysis of four numerical experiments a coherent and physically intuitive picture emerges of how fast and slow MAG waves interact within two-dimensional magneto-atmospheres.
INTRODUCTION
This is the second in a projected series of papers that explores the basic physics of wave propagation in stratified magneto-atmospheres. In the previous contribution (Rosenthal et al. 2002 , hereafter Paper I) we outlined the basic equilibrium configurations and the underlying governing equations that form the basis for this series. We also took special care to define the nomenclature used to describe and identify the various types of waves present in the simulations and in realistic magneto-atmospheres. The essential point to emerge from these discussions is that it makes sense to speak of fast and slow magnetoacoustic-gravity (MAG) waves within contiguous regions where the plasma , the ratio of the thermal to the magnetic pressure, viz., 8p=B 2 , is everywhere much greater or much smaller than unity. However, it is not possible to continue such identifications across atmospheric layers where % 1, because of the ubiquitous wave mixing and transformation that occur there. We shall continue the practice established in Paper I of simply referring to this mixing layer as the '' magnetic canopy.' ' The physical principles that underlie the linear mixing of fast and slow MAG waves have been known for some time (Ferraro & Plumpton 1958) . Where the Alfvén velocity and the sound speed are disparate, the two waves are decoupled, with one having a dominant magnetic character, and the other being mostly acoustic in nature. However, when the Alfvén velocity and the sound speed are comparable, the waves become alike, which means that they show both acoustic and magnetic qualities, and this is the cause of the mixing. The waves approach the canopy as separate entities; they become alike inside the canopy and emerge from it as separate waves again, with exchanged identities, i.e., transformed one into the other (Z. E. Musielak 2003, private communication) . The essential finding of this investigation is simply that this fundamental concept of wave mixing and transformation remains valid in two-dimensional magnetic field geometries.
In this paper, we focus on the behavior of monochromatic waves emanating from spatially localized (Dx % H ) and temporally coherent (lifetime 4 period) sources. The salient property of such wave trains is the complex interference patterns that develop between the different wave types emitted directly by the source and those emerging following transformation at nearby % 1 magnetic canopy layers. Waves that arrive at a particular atmospheric location may have left the source region at different times and often take rather distinct routes in transit. This occurs largely on account of the great disparities between the sound speed [c p= ð Þ 1=2 ] and the Alfvén velocity [a B= 4 ð Þ 1=2 ]. We select a single driving frequency that is about 10 times larger than the acoustic cutoff frequency of the magneto-atmosphere. Given the preliminary character of our direct numerical simulations of waves in two-dimensional equilibria, we believe there is little justification for treating a realistic stochastic driving process with a broad spectrum of frequencies. Instead, we simply regard the monochromatic driving studied here as being representative in a very qualitative sense of the high-frequency (say >30 mHz) tail of the solar turbulent spectrum.
The calculations presented and analyzed here also underscore the fundamental role played by the magnetic canopy in shaping the spatial and temporal distribution of oscillatory phenomena in and around magnetic flux concentrations. The critical importance of the magnetic canopy for wave propagation was a central theme of Paper I. It continues to remain so in the present contribution, although new facets of its influence and function will subsequently emerge in what follows.
These numerical simulations are crucial for developing a physical context in which to discuss and interpret waves and oscillations in gravitationally stratified highly conducting astrophysical plasmas. The specific examples studied here pertain to localized sources within magnetic flux concentrations. Parallels may readily be drawn to acoustic sources in the Sun's magnetic network and within isolated magnetic flux tubes, pores, knots, and sunspots. In fact, typical values adopted for the surface gravity, sound speed, and magnetic field strength are chosen to be commensurate with the prevailing solar surface conditions. Similar application to latetype stars and planetary magnetospheres are subject to additional caveats, but a general level of correspondence is essentially retained. We shall comment at length in the concluding section as to how these findings impact the interpretation of oscillation data from sunspots and the network.
On the other hand, no effort will be made to model particular observation sequences or to create synthetic Stokes profiles. Such exercises are premature and distract from the principal effort to fashion a basic physical foundation on which to build our understanding. It is our intent to address these practical and applied issues in forthcoming contributions. The later papers will eventually employ a sophisticated multidimensional radiative transfer calculation in lieu of the condition of isentropy (DS=Dt ¼ @S=@t þ u x D S ¼ 0). Direct comparisons with data will then be meaningful and informative.
The pressing need for such a basic study of wave propagation in magneto-atmospheres is justified on both observational and theoretical grounds. In the solar atmosphere, for example, the waves and oscillations that one can readily detect have a characteristic wavelengths comparable to the scale of variation of the magnetic field. This basic equality may well be a natural consequence of how the wave sources are influenced by the magnetic field. From a theoretical perspective this congruence of scales is unfortunate, since it renders ineffective several powerful techniques that have been developed to address situations in which the wavelength is much greater (i.e., virial methods and fine-grain averaging) or much smaller (i.e., eikonal and WKBJ methods) than the spatial scale of the background magnetic field (Barnes 1992; Webb et al. 1993; Č adež & Ballester 1994; Č adež, Oliver, & Ballester 1996; Ruderman, Nakariakov, & Roberts 1998) . Under these unfavorable circumstances, one has no other recourse than to develop accurate numerical solutions of the primitive equations, study these solutions with the aim of identifying certain unifying physical principles, and then devise analytic and numerical tools and strategies to bridge the gap between the provenance of the eikonal and effective medium approaches.
Other contributions to the literature have pursued a similar objective. The recent publications by Shibata (1983) , Oliver & Ballester (1995) , Cargill, Spicer, & Zalesak (1997) , Ofman & Davila (1998) , Sakai, Igarashi, & Kawata (1998) , Ofman, Nakariakov, & DeForest (1999) , Terradas, Oliver, & Ballester (1999) , Odstrčil & Karlický (2000) , Ofman, Nakariakov, & Sehgal (2000) , Sakai et al. (2000 Sakai et al. ( , 2001 , Bo & Wang (2001) , and Oliver & Ballester (2002) present two-dimensional numerical simulations for a variety of magneto-atmospheres relevant for waves in coronal plumes, oscillations of magnetic prominences, Moreton and/or EIT waves, and general large-scale coronal dynamics. Fully three-dimensional problems are tackled by Wu et al. (2001) and Ofman & Thompson (2002) . In large part these studies are motivated by the desire to explain various remarkable observations or to circumscribe the degree to which linear and nonlinear MAG waves are capable of heating the atmosphere and driving sustained mass flows. Within this framework, the simulations are chosen not so much for their pedagogical value as for their ability to mirror the complex reality of the solar atmosphere. There is ample room for both philosophies within this subject.
Related studies that adopt a diverse array of simplifying assumptions are more prevalent, and it is impossible to cite all of them here. The exact multidimensional simulations are essential for delimiting the circumstances under which these idealizations are valid. Some of the more popular approaches employ the magnetic field to reduce the effective spatial dimensionality of the problem (Mariska & Hollweg 1985; Sterling & Hollweg 1988; Kudoh & Shibata 1999; Nakariakov et al. 2000; Saito, Kudoh, & Shibata 2001; Tsiklauri & Nakariakov 2001 ), take the cold plasma limit ! 0, which removes the ¼ 1 magnetic canopy to infinity (Wright 1992; Walker 1998; Vogt 2002) , or employ a nonphysical gravitational acceleration (Beliën, Poedts, & Goedbloed 1997; Beliën, Martens, & Keppens 1999) .
There is also a very well-developed literature on the problem of one-dimensional nonlinear wave propagation in stratified atmospheres, which altogether neglects the magnetic field (Stein 1968; Einaudi 1969 Einaudi , 1970 Stein & Schwartz 1972 , 1973 Cannon 1974; Schwartz & Stein 1975; Bois 1976; Klein, Stein, & Kalkofen 1978; Leibacher, Gouttebroze, & Stein 1982; Pelinovskii & Petrukhin 1988; Pelinovsky & Petrukhin 1994; Carlsson & Stein 1992 Schmitz & Fleck 1995; Theurer, Ulmschneider, & Cuntz 1997; Sutmann, Musielak, & Ulmschneider 1998) . Two-and three-dimensional extensions of these studies are available, but with few notable exceptions they tend to focus exclusively on the linearized equations (Lamb 1908 (Lamb , 1910 Kato 1966; Cole & Greifinger 1969; Wait 1974; Yih 1974; Hammerton & Crighton 1989; Crighton & Lee-Bapty 1992; Borovikov 1996; Bodo et al. 2000) .
In x 2 we provide an overview of the four numerical experiments that are the centerpiece of this paper. Each is represented by a cubic lattice of 294 Â 500 Â ð100 200Þ entries (i.e., altitude by horizontal distance by time) for every one of the six dependent variables (i.e., , p, B, and u). 3 The bulk of the paper (x 3) is devoted to a discussion and a critical analysis of how the MAG waves interact with their environment. This discourse is somewhat lengthy and moderately technical in places, but what gradually emerges from the consideration of these different numerical experiments is a predictive analysis scheme that is applicable to a much richer class of two-dimensional magnetoatmospheres. We believe this system is portable and will therefore prove useful to theorists and observers alike.
The transport and circulation of energy, a critical ingredient for assessing the role of wave heating of stellar atmospheres, is taken up in x 4. These deliberations prove to be largely unsatisfactory because the dominant component of the energy flux does not participate in the transfer of energy over large distances but is instead associated with stationary circulation patterns. There is clear evidence for long-range transport of energy by MAG waves, but it is not possible to quantify in an unambiguous fashion. We argue that a reliable determination of atmospheric heating by MAG waves must be derived from a self-consistent treatment of the wave propagation, mixing, and damping.
In x 5 we show how the analysis system developed in x 3 can be put to practical use by describing the possible behaviors of oscillations in and around the magnetic network and strong magnetic field concentrations, such as sunspots and knots. This exercise is quite instructive for documenting how incongruent the same oscillations may appear from distinct vantage points and in terms of different combinations of physical variables (i.e., Doppler velocity, intensity fluctuations, etc.). A critical summary of our findings and their limitations concludes the paper (x 6).
SURVEY OF THE CALCULATIONS
In this paper we shall examine and analyze four different calculations. Several properties are common to all: the magnetic fields are potential and have the same relative distribution of magnetic field along the lower photospheric boundary of the computational domain (Fig. 1) , and no field is allowed to thread the two side boundaries. All calculations therefore have identical magnetic field line systems.
The basic magnetic configuration consists of a large unipolar magnetic flux concentration surrounded on each side by two smaller concentrations of opposite-polarity field. The extent of the dominant flux concentration is approximately 2.0 Mm; the satellites are some 750 km wide. As illustrated by Figure 1 , all three concentrations have a roughly Gaussian distribution of normal magnetic field strength. Outside the flux system, the magnetic field runs parallel to the lower (photospheric) boundary.
All four calculations possess identical hydrostatic isothermal atmospheres. The characteristic parameters are the same as those employed in Paper I, and for easy reference they are set out in Table 1 . The base of the computational domain is representative of the solar surface. The top of the computational domain is situated at an altitude of 1.26 Mm. Attention is restricted to altitudes below 1.2 Mm in the plots we present to avoid spurious numerical artifacts associated with the upper boundary of the computational domain.
There are 294 computational zones in the vertical direction, yielding a numerical resolution of approximately 4.3 km per zone. There are 500 zones in the horizontal direction with a resolution of 15.8 km per zone (see Table 2 ). The lateral extent of the computational domain covers just under 8 Mm, or the equivalent of 4-6 granules. We stress that the computations are two-dimensional: there are no The time step used within the numerical simulations is set by the Courant condition on the basis of the maximum value of the fast-wave phase speed. It is variable but is considerably less than the uniform sampling cadence of 1.3 s used in all the plots. Spurious reflections from the upper boundary generally limit the useful temporal duration of each of the four simulations. Transverse driving in the weak field has the shortest duration, 130 s, while radial driving in the weak field has the longest duration, 257 s. The simulations with the strong magnetic field lie intermediate between these two extremes, with durations of 192 s (transverse driving) and 209 s (radial driving). motions or components of the magnetic field in the direction normal to the data presented in the x-z plots that follow. The critical implication of this restriction is that the intermediate or shear Alfvén wave is completely decoupled from the fast and slow MAG waves and therefore plays no further role in our discussion.
We solve the basic equations of ideal MHD,
where all symbols have their usual interpretation. 4 Periodic boundary conditions are applied on the side walls of the domain. A wave-transmitting boundary condition is enforced at the upper (chromospheric) boundary. In practice, a rather simple-minded procedure is employed to project the motions onto the local Riemann characteristics in the overlying '' ghost zones.'' The content of the incoming characteristics is set to zero to eliminate unwanted reflections and to suppress spurious wave sources at the upper boundary. The strategy is usually adequate for the lowfast wave. The steepened low-slow waves unfortunately suffer significant reflection from the upper boundary. Efforts are currently underway to remedy this limiting condition. The unavoidable reflection of waves back into the computational domain sets an upper limit on the useful temporal duration of the simulations to something on the order of 10 wave periods or less.
On the lower (photospheric) boundary, the horizontal velocity and the vertical velocity are specified as prescribed functions of time in the underlying ghost zones. The magnetic footpoints are line-tied to the imposed plasma motions. Outside the stippled region shown in Figure 1 , this prescription is simply that both components of the fluid velocity are zero. Within the 400 km wide stippled regionthe position of the localized wave source-the imposed motions are uniform and describe a pure sinusoid in time. The driving frequency is always 42 mHz, or equivalently a period of 23.8059 s. This is the same frequency/period employed in Paper I. The stippled rectangle indicates the location of the photospheric driving piston. The piston is roughly 400 km across. The magnetic fields plotted here apply to the two strong-field calculations (xx 3.1, 3.4); for the two weak-field calculations (xx 3.2, 3.3) the field strengths are everywhere reduced by a factor of 4 (see also Table 3 ).
We retain this high-frequency (but here localized in space) wave source for two reasons. First, the corresponding wavelength for the low-fast wave just fits into the computational domain. 5 At lower frequencies the wavelength would be larger, so both the upper transmitting boundary condition and our ability to analyze the propagation characteristics in an 8 Â 1.25 Mm domain would be severely compromised. The reason is, of course, purely pragmatic. Second, given that the computational domain is necessarily a factor of 10 smaller in extent than one would wish to capture the essential wave dynamics of a sunspot, for example, by employing a period that is too small by the same factor of 10 (i.e., 42 vs. 4.2 mHz), one at least retains a correct relative scaling. In other words, the complex relationships between the morphology of the wave trains and the large-scale magnetic fields present in these simulations mimic those found in sunspots for the 5 minute oscillations. This follows because the characteristic propagation speeds-the sound speed c and the Alfvén velocity a-are basically the same for our small magnetic flux sheet and a large sunspot. The isomorphism is imperfect, however, because we cannot rescale the density scale height and the gravitational acceleration in a similar manner. Thus, upward-propagating low-slow (acoustic) waves steepen and shock '' sooner '' in a sunspot than in the scaled version studied in these calculations. Likewise the interesting dynamics that come into play when the oscillation frequency is close to the acoustic cutoff and Brunt-Väisälä frequencies cannot be addressed in this paper. The second reason is therefore still based in pragmatism, but it attempts to salvage some aspects of the physical problems suggested by solar observations. It remains, therefore, to describe what allows one to distinguish between the four calculations. The differences are in the overall strength of the magnetic field and in the nature of the wave driving in the stippled region shown in Figure 1 . For two of the four calculations, the magnetic field strength is given by the two solid curves plotted in Figure 1 . We call these the '' strong-field '' cases. For the remaining two calculations, the magnetic field is everywhere reduced by a factor of 4. These are the '' weak-field '' cases. One should keep in mind that the actual magnetic lines of force are identical for the weak-and strong-field cases. 6 What is different is the location and orientation of the ¼ 1 magnetic canopy layer. This distinction has a remarkable and quite profound impact on the wave activity in and about the magnetic flux concentration.
For two of the calculations, the horizontal velocity is also set to zero inside the stippled region, and the vertical velocity varies sinusoidally with a given amplitude. In other words, the photosphere moves up and down like a classical piston. The waves are thus generated by '' radial driving.'' For the remaining two calculations, the prescriptions for the vertical and horizontal velocities are exchanged, so the waves are generated by '' transverse driving '' at the photosphere. This is basically equivalent to shaking the embedded magnetic field lines back and forth at the photospheric boundary. Real solar wave sources are likely to present some superposition of radial and transverse driving motions. The two extreme conditions selected here bracket the actual possibilities.
Each of the four calculations corresponds to a unique combination of choices for the magnetic field strength and what might be termed the '' polarization '' (radial or transverse driving) of the wave source. The full matrix of possibilities is presented in Table 3 .
ANALYSIS OF THE CALCULATIONS
In this section we embark on a general discussion of the wave generation, propagation, transformation, and interference manifest in each of the four representative calculations. We first take up a strong-field case, in which the lowplasma extends down to the lower (photospheric) boundary within the interior of the dominant flux concentration. This squeezes the high-plasma into the lower left and right corners of the computational domain. An important consequence of this separation is that most magnetic lines of force originating in the dominant flux concentration do not thread the ¼ 1 magnetic canopy; none of the magnetic field lines connected to the wave source intersect the canopy. The important conclusion is that waves guided along the magnetic field from the source have no opportunity to interact with the magnetic canopy and transform into other waveforms.
We then turn to the two weak-field cases. In these examples, the magnetic canopy runs across the entire lateral 6 A point that we repeatedly emphasize throughout the discussion. The oscillating piston generates both fast and slow waves. We begin by examining the slow waves. In the low-plasma the slow MAG wave is an acoustic disturbance channeled along the magnetic field lines. The principal fluctuations associated with this disturbance are plasma motions aligned with the prevailing magnetic field, and alternating compression and rarefaction zones caused by the divergence of the fluid velocity. Since our simulation employs an adiabatic energy equation, the compressions and rarefactions are essentially identical when viewed as density, pressure (i.e., internal energy density, e), or temperature fluctuations.
In Figure 2 we provide a color rendering of the component of the fluid velocity parallel to the instantaneous magnetic field, u k ðx; zÞ, at a time t ¼ 58:5 s from the start of the simulation. Because the piston period is 23.8 s, just over two and a half cycles of the driver have elapsed. This is clearly reflected in the two slabs of descending material (red ) sandwiched between the three layers of upward-moving fluid (yellow).
The linear low-slow wave propagates at the adiabatic sound speed cðx; z; t ¼ 0Þ c 0 ¼ 8:49 km s À1 . Accordingly, in Figure 2 we measure u k in units of c 0 . As it progresses upward into regions of decreasing density, the velocity amplitude should increase in proportion to the inverse square root of the density. This well-known scaling is a consequence of one definition of the wave energy density,
where N is the Brunt-Väisälä frequency,
and H is the density scale height (here 158 km). The four Fig. 2. -Rendering of u k ðx; zÞ=c 0 at an elapsed time of t ¼ 58:5 s, for radial driving in the strongly magnetized atmosphere (x 3.1). The thin black lines represent random magnetic field lines: the two thick black lines are the field lines that attach to the edges of the driving piston. The thin white lines are iso-plasma -contours, labeled by their appropriate value. The thick white lines mark the location of the ¼ 1 magnetic canopy. The red lines locate two fiducial altitudes (499 and 993 km) and a lateral location (3.81 Mm) that figure in the subsequent analysis and later figures. This image shows the low-slow MAG wave. It is collimated by the magnetic field and is confined to the flux that connects back directly to the photospheric driving piston. There is some modest wave steepening occurring above z ¼ 300 km, but the Mach numbers of the upward-and downward-flowing material do not exceed 0.123 and 0.107, respectively, at this epoch. The peak Mach number imparted to the fluid by the driving piston is 0.047.
contributions to the energy density are the kinetic, the internal (thermal), the buoyancy (gravitational potential), and the magnetic components. The operator D is defined by Df ðx; z; tÞ f ðx; z; tÞ À f ðx; z; t ¼ 0Þ f ðx; z; tÞ À f 0 ðx; zÞ ;
and f denotes any of the dependent variables (i.e., , p, u, and B). In ideal linear MHD, the wave energy density is related to the wave energy flux through a canonical conservation law,
where
The last two terms are simply the Poynting flux. Other combinations of (E wave , F wave ) consistent with equation (9) are in fact readily derived. Therein lies a particularly sticky point, to which we shall subsequently return in x 4. At the atmospheric base, the driving piston imparts a 400 m s À1 peak-to-peak velocity to the fluid (a Mach number of u=c 0 ¼ 0:047). There are approximately eight density scale heights in the domain, so if E wave remained strictly constant with altitude, then velocity amplitudes on the order of 21 km s À1 would be anticipated by an altitude of z ¼ 1:2 Mm. In other words, the motions associated with the slow wave would attain values comparable to the sound speed by an altitude of 960 km. In practice, nonlinear effects come into play before either of these critical altitudes is reached.
The waveform is continually distorted by the u x D u term in the momentum equation. Its principal function is to cause the portion of the wave train profile with a fluid velocity u to advance at the speed u þ c. In this fashion, the disturbances associated with the faster motions of the driving piston eventually overtake the slower propagating disturbances. The initial sinusoid is thus distorted into an N-wave (Earnshaw 1860; Courant & Friedrichs 1948; Westervelt 1950; Blackstock 1962; Naugol'nykh 1971; Whitham 1974; Anile et al. 1993) . In a stratified atmosphere, both the nonlinear advection and the density falloff with height act in concert to steepen and distort the wave profile (Einaudi 1970; Anile, Mulone, & Pluchino 1980) . The formation of a shock discontinuity occurs when adjacent characteristics eventually intersect. For an adiabatic simple wave in an isothermal atmosphere, formulae for shock formation heights have been given by Stein & Schwartz (1972) and Anile et al. (1980) . When viscous dissipation is present, strict discontinuities are not attained, but rather a sharp but continuous transition forms. As Fay (1931) remarked, '' Since the effect of viscosity is to attenuate the higher frequency components more than the lower, there is always a waveform having the harmonic components in a stable relation such that the decrease in relative magnitude of any component due to viscosity is compensated by the relative increase due to nonlinearity '' (Rankine 1870; Rayleigh 1910; Fay 1931; Blackstock 1965; Hammerton & Crighton 1989) .
This evolutionary scenario is basically corroborated by the results of the numerical simulation displayed in Figures 2-4. With Figure 3 we provide a color rendering of the fractional density fluctuations, Dðx; zÞ= 0 ðzÞ, at a later elapsed time t ¼ 123:5 s. This plot encompasses a restricted region of the computational domain; it also conveys a realistic aspect ratio between the vertical and horizontal scales. As expected, the slow waves are still well contained within the magnetic flux that is directly connected to the piston. 7 Very slight extensions of the wave fronts beyond this flux bundle are visible. In this regard it is interesting to observe the continuations of the -contours to the right of the vertical bounding magnetic field line (at x % 3:96 Mm). Beyond this boundary, the contours no longer simply follow the density fluctuations (compare the ¼ 0:01 and 0.032 contours), as they are forced to do throughout the interior of the pistonconnected magnetic flux. 8 From this we may surmise that sensible magnetic field fluctuations are present beyond the boundary of the flux bundle. Some weak boundary coupling into the fast wave is present here.
In Figure 4 , we focus on the wave steepening and distortion that is taking place along the vertical red line (x ¼ 3:81 Mm) prominently marked on Figures 2 and 3. It would of course be preferable to view this evolution along a fixed magnetic field line. This would entail interpolating the x-z grid onto an A-z grid, where A is the vector potential. Since the piston driving is uniform and the magnetic field is mostly vertical over the piston, there is only a minor disadvantage in simply looking along a line of constant x instead of a line of constant A. We shall thus pursue this path of least resistance.
The basic format of Figure 4 is similar in many respects to that of Figures 2 and 3, except that the elapsed time now runs along the abscissa. The contours of constant plasma move up and down in altitude with the passage of the compressions and rarefactions, but we have not plotted the magnetic field lines. Fractional density fluctuations are again displayed in this figure. The distortion of the symmetric sinusoidal waveform (below z ¼ 200 km, say) into the N-wave is easy to see. The first slow-wave compression and rarefaction are particularly instructive. The solid black line provides a reference for upward propagation at c 0 ¼ 8:49 km s À1 . Note how the upward-propagating compression pulls away from the linear wave trajectory, while the rarefaction slowly falls behind this pace. The thin red lines are close to the linear portion of the waveform and therefore nicely parallel the heavy black line. In the corner above the heavy dot-dashed black line, the upward-propagating slow waves suffer fairly regular modulation in both space and time. In this corner, slow waves that have reflected from the upper boundary of the computational domain (z ¼ 1:26 Mm) interfere with the main wave train.
Figure 5 presents these same data in a different format. The continuous curves plotted in this figure show the instantaneous state of the atmosphere at x ¼ 3:81 Mm for the time t ¼ 123:5 s, that is to say, the profiles along the vertical red line marked in Figure 4 . One now sees better the steepening through the transformation from a sinusoid below z ¼ 150 km to an N-wave profile above 300 km.
9 The density contrast and the parallel Mach number ( 
where the subscripts distinguish quantities upstream (+) and downstream (À) from the shock,
is the shock Mach number, and U is the shock speed in the fixed frame of the atmosphere. Using the data provided in Table 1 and the information presented in Figure 5 , we may assign shock Mach numbers of 1.24 and 1.26 to the two strongest shocks on the basis of the observed compression ratios. Note that this is consistent with U % c 0 because of the infall of material into the shock (u þ < 0) from the rarefaction of the previous cycle.
The instantaneous profiles (reckoned at t ¼ 123:5 s) are surrounded by a swarm of small dots. These dots show all values of Dðx; z; tÞ= 0 ðzÞ (Fig. 5 , top), u k ðx; z; tÞ=cðx; z; tÞ (bottom; black dots), and u ? ðx; z; tÞ=cðx; z; tÞ (bottom; red dots) recorded at x ¼ 3:81 Mm. In all, 160 values are present at each altitude with uniform sampling (Dt ¼ 1:3 s) over 209 s. This display effectively delineates the amplitude envelope of the wave train.
With the density fluctuations, one finds a prominent asymmetry between the maximal positive and negative density fluctuation excursions. The asymmetry may be characterized by a '' zero offset,'' ðzÞ, defined as the arithmetic mean of the maximum and minimum values of D= 0 recorded at each altitude. The variation with altitude of this quantity is provided by the overplotted solid red curve of Figure 5 (top). While these data show a fair amount of scatter, which results from the coarse time sampling and the restricted duration of the simulation, a clear trend with altitude is nevertheless present.
For the most part, it is reasonable to associate the zero offset, ðzÞ, with the longtime average of Dðz; tÞ= 0 ðzÞ. The association clearly goes awry near the base of the atmosphere, where the piston intrudes into the computational domain, and also above an altitude of approximately 800 km. This latter discrepancy occurs because the initial compressive pulse propagates into a quiescent atmosphere, whereas the subsequent compressions overrun the rarefactions associated with the second half of the previous oscillation cycle. The first pulse is therefore capable of attaining It is selected to realistically portray the correct spatial aspect ratio. The fortuitous break in the color table around 0.004 allows one to discern the weakest density fluctuations that extend beyond the magnetic flux connected directly to the driving piston. This snapshot again shows only the low-slow MAG wave, and relative to the view presented in Fig. 2 the nonlinear distortion of the wave fronts is well developed. The iso-contours display a sequence of steps as a consequence of the density enhancements and depletions present in the wave train. Even at this rather advanced and quite nonlinear stage, one sees that the slow wave is basically confined to the piston-connected magnetic flux.
larger density enhancements and flow Mach numbers than the subsequent N-waves. This is evident from Figure 4 . One might remedy this problem by discarding the excessive values associated with the first pulse, but the crudeness of the ensuing analysis does not justify such efforts. In the estimates that follow we will be content to avoid regions where the association is clearly unreliable.
With the exception of a slight deficit aloft, between the altitudes of 370 and 570 km, this association implies a general increase of the atmospheric density above the piston. This may be interpreted as a lifting of the atmosphere because of momentum transfer between the wave train and the fluid. One commonly attributes this to a '' pressure gradient '' associated with the waves (Gail, Cuntz, & Ulmschneider 1990; Litwin & Rosner 1998) . Conservation of mass requires a region where the density is depleted just adjacent to the piston. The zero offset fails to capture this nuance. This effect is well known in the one-dimensional hydrodynamic simulations, in which it is convenient to think in terms of the elevation of curves of constant column mass. The net elevation of the atmosphere found here is on the order of 5% of the density scale height, consistent with a zero offset of D= 0 of the same basic order of magnitude. One may also infer that the actual vertical excursions of a given atmospheric layer are an order of magnitude larger than the average elevation gain of some 8-10 km. More vigorous piston motions would of course lead to a larger effect.
Low-Fast Waves
The piston also emits fast MAG waves, and hints of their presence have already surfaced in the last two figures (i.e., Figs. 4 and 5). They experience a wholly different fate than their slow counterparts. The fast wave is not confined to the magnetic flux slab connected to the driving piston, nor does it steepen and suffer appreciable dissipation. This wave train is also created deep within the low-interior of the dominant magnetic flux concentration. However, as it is able to propagate across the magnetic field lines, it does eventually encounter the ¼ 1 magnetic canopy.
Figures 6 and 7 provide two snapshots of the fast-wave evolution. In both figures we show the component of the fluid velocity perpendicular to the magnetic field, u ? ðx; z; tÞ, divided by the constant sound speed (c 0 ¼ 8:49 km s À1 ). It is worth noting that the fast wave has motions along and perpendicular to the magnetic field, as well as density enhancements and rarefactions. We choose to view this wave in u ? because the slow wave does not contribute to this motion and is thus effectively screened out from these two figures. This is critical since the driving piston creates more slow waves than fast waves. The component of the The steepening of the first slow wave is illustrated both by the evolution of the density profile across the front from sinusoidal to linear and by the tendency for the compressed N-wave front to propagate faster than c 0 , while the rarefacted rear travels more slowly. Some slow waves are reflected back into the domain and produce the weak modulation in the corner above and to the right of the dot-dashed line. Two additional red contours are overplotted (at AE10 À3 ) to bring out the weakest density fluctuations that outrun the slow-wave train. These structures are due to the low-fast MAG wave. vorticity in the y-direction would also show the fast wave and filter out the slow wave. Figure 6 corresponds to an elapsed time of 27.3 s, that is, just after one period, while Figure 7 is obtained after t ¼ 58:5 s, or at the same instant u k is depicted in Figure 2 (i.e., just after two and a half cycles). The characteristic shape of the fast-wave train is a nested sequence of inverted '' teardrops.'' The compression phase of the piston produces a positive u x (negative u ? ), and the rarefaction induces the opposite sense of displacement. The linear fast wave may travel as fast as ½c 2 ðx; z; tÞ þ a 2 ðx; z; tÞ 1=2 , depending on its direction of propagation. While the sound speed is essentially constant throughout the computational domain, the Alfvén velocity increases rapidly with altitude. In fact, the -contours are essentially contours of constant Alfvén velocity. 10 Thus, the apex of the wave front accelerates out through the top of the computational domain, leaving the legs of the front to gradually make their way laterally toward the magnetic canopy. The acceleration of the leading edge of the front relative to the trailing portion inhibits the steepening of the wave profile. Likewise, the twodimensional expansion across the magnetic lines of force also acts to spread the energy over a larger area. Both effects prevent the associated Mach numbers from exceeding a few parts per hundred.
In Figure 7 we observe over two complete cycles of the fast-wave train. The leading edge of the first complete oscillation has exited through the top of the domain, leaving legs of the teardrop on both sides (dark blue leading gold ). The very apex of the second oscillation (red horseshoe) lies just above the top of the plot; the corresponding rarefaction is the gold horseshoe below. A careful comparison of Figure 7 with Figure 2 shows that the leading edges of the compressive slow N-waves bleed through as the two thin curved striations within the piston-connected flux bundle. 11 Returning to Figure 5 (bottom), we observe the variations of u ? =c along the red vertical line (x ¼ 3:81 Mm) overplotted on Figures 6 and 7, displayed as the red dots. The amplitude envelope of the transverse Mach number increases rather modestly by a factor of 3-4 over the first megameter of altitude. The large vertical wavelength of the low-fast wave is also clearly documented by the overplotted instantaneous profile (t ¼ 123:5 s). The variation of the fast-wave speed with position causes the teardrop legs to bend and take on the same basic shape and orientation of the magnetic canopy (Flå et al. 1984) as they approach from above on the low-side. Thus the wavevectors of the incident fast-wave train are nearly coaligned with D in the mode conversion zone. In principle, the incident low-fast wave can convert to transmitted and reflected slow and fast waves along the canopy. In practice, only the transmitted wave channels are favored; few if any reflected waves are visible. Figure 8 shows details of the mode conversion process. In this plot we focus on the motions perpendicular to the magnetic field (u ? =c 0 ), since they permit one to distinguish both the fast and slow waves in the high-region. 12 From Figure 8 we see that the first cycle of the impinging low-fast wave has been completely transmitted across the magnetic canopy. The transmitted fast wave in fact appears along the entire length of the canopy. It is easy to identify along the upper portion of the magnetic canopy. This is because of the fortuitous alignment of the wave fronts and the prevailing magnetic field: the full fluid displacement is thus captured by u ? . Elsewhere along the transmitted fastwave front the motions remain aligned with the wavevector, while the magnetic field takes on orientations that are less favorable for this motion in u ? . The transmitted fast waves are therefore more difficult to discern in these locations.
Another source of confusion and obscuration is waves subsequently reflected from the lower boundary of the computational domain. In Figure 8 they are confined to the lower right corner of the plot, but at the later time shown in Figure 9 , they occupy a more substantial fraction of the quiet Sun surrounding the sunspot.
The transmitted slow wave, on the other hand, is found only in a restricted portion of the magnetic canopy. Below z % 400 km the magnetic field tends to run parallel to D through the canopy. Elsewhere the opposing configuration prevails. Since the slow wave is guided along the magnetic field lines, it may escape from the mode conversion region into the high-plasma only where a quasi-parallel orientation is present. Where the field lines run along the magnetic canopy, slow waves are retained within the mode conversion zone and are unable to disentangle themselves from the fast wave. For this reason, the transmitted slow waves emerge from the magnetic canopy only between the altitudes of 100 and 400 km. 13 Figure 9 shows this same region at a later time. Here one can see the full development of the transmitted high-slowwave train. It is worth pointing out that the magnetic field guides these waves into regions of progressively higher density and lower Alfvén velocity; therefore, the wavelength decreases downward along the field lines. Viscous dissipation ultimately takes over when the wavelength decreases 12 Recall that the high-fast wave is basically a compressive longitudinal (i.e., motions aligned with the local wavevector) acoustic-gravity wave. The magnetic field runs mostly parallel to the canopy in Fig. 8 (top) . Thus, the fast wave longitudinal motions are captured by the perpendicular Mach number. 13 In Figs. 8 and 9 the emergent high-slow waves extend down to the photosphere. They propagate to the atmospheric base after their creation at higher altitudes along the field lines rooted in the satellite reverse-polarity magnetic flux concentration. The first oscillation has completely passed through the canopy and has been converted into both the fast and slow high-waves. The faint leading edge of the transmitted fast-wave train is coincident with the dashed line. The slow waves emerge preferentially where the magnetic field is perpendicular to the canopy. They have a smaller wavelength and are channeled downward along the magnetic field. below a critical value. In the present case, of course, numerical dissipation sets in sooner. A final remark about Figure 9 concerns the wave reflection and transformation from the lower boundary. As the fast wave impinges on the lower boundary of the domain, it may reflect back as both slow and fast waves. Different channels are favored, depending on the field orientation and the ratio of gas to magnetic pressure. The specular reflection of the fast-wave fronts from the rigid photosphere is most obvious in the checkerboard interference pattern they create with the incident high-fast waves. A mixture of reflected waves is also created within the closed-field region from the interaction of the highslow waves with the magnetic line-tied photosphere. They are barely perceptible as the fine-scale wiggles that modulate the low-lying extensions of the low-slow-wave fronts. These reflected slow waves propagate upward and back toward the magnetic canopy along the field lines. 14 3.2. Weak-Field and Radial Driving
In this section we now consider a second, slightly different, calculation. We retain all the conditions of the first simulation analyzed in x 3.1 (or equivalently Figs. 2-9), except that the magnetic field strength is everywhere reduced by a factor of 4. Note that the structure of the magnetic field is left entirely unchanged by a uniform weakening of the field. The shape of the iso-contours is also unchanged; however, the labels attached to the contours are reassigned to reflect the decrease in the magnetic pressure. In particular, the heavy ¼ 1 magnetic canopy contour no longer threads the lower boundary, but instead it separates the domain into two simply connected regions.
High-Fast Waves
The driving piston is now situated in a high-region; consequently, the compressions and rarefactions it creates couple most efficiently to the high-fast wave. This MAG wave was previously encountered in Figures 8 and 9 , where it was generated by mode conversion across the magnetic canopy. In Figures 10, 11 , and 12 it is produced directly by the driver. In a stratified atmosphere, this fast wave is essentially an acoustic-gravity wave since the magnetic field is of little consequence in high-regions. As our driving frequency is a factor of 10 larger than the Brunt-Väisälä and the acoustic cutoff frequencies, the '' acoustic '' character dominates and we have a longitudinal-motion aligned with the normal to the wave front (i.e., the wavevector)-compressive wave. 15 Fig. 8 . The elapsed time is t ¼ 158:6 s, and here the slow-wave train is well developed between the canopy and the solid line segment. The wavelength decreases as the slow wave progresses into regions with larger (smaller Alfvén velocity). The leading edge of the transmitted high-fast wave is again marked by the dashed line. The wave amplitude, hence the visibility, goes down as it travels into denser fluid and spreads over a larger area. The fast wave reflects from the rigid photosphere and interferes with the incoming fast waves to generate the checkerboard pattern below and to the right of the dot-dashed line. To bring out these weak fast-wave features, two red contour levels at 10 À4 (solid line) and À10 À4 (dashed line) have been added. The slow waves also reflect from the photosphere, producing the fine-scale wiggles near the footpoints of the slow-wave train. The menagerie of waves traveling through this image underscores the potential for complex interference patterns to develop on the highside of the magnetic canopy. Fig. 11. -Fractional density fluctuations, Dðx; zÞ= 0 ðzÞ, corresponding to the field-aligned velocity image of Fig. 10 . Only a portion of the computational domain is displayed to present a realistic aspect ratio. Here we see that the wave fronts are actually nested ellipses, not horseshoes. Iso-contours are still in white, and selected magnetic field lines are overplotted in black. The uniformity of the wave fronts is more evident here. Unlike in Fig. 3 , where the magnetic field is strong, the fast waves generated by the piston propagate away in all directions and are unaffected by the field. With Figure 10 we display u k ðx; z; tÞ=c 0 at an elapsed time of t ¼ 58:5 s. The obvious differences with Figure 2 are (1) that the wave fronts extend beyond the magnetic flux directly connected to the driving piston, (2) the shape of the fronts, and (3) the variation of u k along the fronts. Some of these distinctions are physically based, while others occur because motions aligned with the magnetic field are not the optimal diagnostic for a wave that is basically insensitive to the field. Figure 11 presents a different view at the same elapsed time. It shows the density fluctuations D= 0 in a restricted portion of the domain. As with Figure 3 , the horizontalto-vertical aspect ratio is realistic for this figure (although the two figures depict different regions). The nested wave fronts confirm that the fast wave propagates more or less isotropically away from the piston. Along a given front, the density fluctuations increase with altitude. This is again indicative of the constancy of the (linear) wave energy density 16 E wave (eq. [6]) and the nonlinear steepening of the waves. While the latter operates along the entire front, the former is more pronounced just over the driving piston.
Closer inspection of this figure, however, reveals certain obvious anisotropies that are worth a few comments. Specifically, one notes that the most pronounced density enhancements and depletions occur in a somewhat restricted region intercepted by the fiducial x ¼ 3:81 Mm line. The extent of the largest density enhancements and depletions is noticeably smaller than the lateral extent of the piston, and further, these regions have a tendency to drift gradually to the right with increasing altitude. A related feature is the slight indentation of the wave front at the apex of the orange-white density enhancement zones. This occurs below the magnetic canopy, before the wave conversion comes into play.
The physical explanation of these odd behaviors traces back to the driving piston: as the piston moves up into the atmosphere, flows in the positive (right) and negative (left) x-direction are created at the sharp edges of the piston. The material is not only lifted up by the piston but is also moved sideways and out of the way of the impermeable face of the advancing piston. On the following downstroke, there is a sideways inflow of material, reversing the sense of the u x component. The net effect is rather like having a small virtual transverse piston operating at each edge of the single mechanical piston. These pistons are 180 out of phase and thus act as an extended dipole source of waves. The peakto-peak u x =c 0 levels associated with each of the components of the dipole is approximately 0.03 at the edges of the main piston. This is not inconsequential when compared with the 0.047 value for the imposed u z =c 0 at the piston face. The slight anisotropies of the wave fronts visible in Figure 11 are thus created by the additional low-fast-wave sources at the piston edges. 17 Fig. 12. -Continuation of Fig. 11 at t ¼ 81:9 s. The field of view is enlarged relative to the previous figure, and it no longer provides a realistic aspect ratio. The high-fast-wave train is converted into both fast and slow waves as it passes upward and through the magnetic canopy. To bring out the weak density fluctuations of the fast wave, the color table has been truncated at AE0.1, saturating the peak slow-wave values (+0.165 and À0.138). Note that the fast-wave front is asymmetric about its apex (density enhancements are on the right, and depletions are on the left), while the slow-wave fronts are symmetric. 16 The internal energy, the adiabatic condition, and the isothermal stratification all combine to yield Dp
. 17 In the strong-field calculation, the magnetic field is so stiff that it effectively inhibits any inflow or outflow at the edges of the piston. The virtual transverse piston sources do not operate when the piston is situated in a low-plasma.
A number of studies treat the multidimensional propagation of acoustic-gravity waves in an unmagnetized isothermal atmosphere, for example, Kato (1966) and Bodo et al. (2000) . Their findings are all directly applicable to the highregion, where the magnetic field has no dynamic influence. However, the new aspect presented by the magnetoatmosphere is the eventual interaction of the expanding fast-wave fronts with the ¼ 1 magnetic canopy. This occurs first directly over the right edge of the piston. In Figure 11 , the leading edge of the wave train has just crossed and has slightly distorted the magnetic canopy. Figure 12 shows the density fluctuations at a later time (t ¼ 81:9 s). One sees that the transmitted fluctuations consist of both slow and fast waves. The low-slow waves have been discussed in x 3.1.1. They are compressive acoustic waves aligned with and guided along the magnetic field. A rather seamless transition between the incident high-fast wave and the transmitted low-slow wave results from the good alignment between B and D along the bottom of the canopy.
The transmitted fast-wave front lies above the slow wave. In density it is asymmetric about its apex: density enhancements appear along the right half of the front and depletions appear on the left. As seen in motions perpendicular to the magnetic field, u ? ðx; z; tÞ=c 0 , the whole front moves to the right or to the left in unison (Fig. 13) . The subsequent behavior of the low-fast wave after it has been launched from the magnetic canopy follows the outline of x 3.1.2, and those remarks apply here without modification.
What is novel about the present situation is that the fast waves accelerate past and continually overrun the steady upward march of the slow waves. A very interesting interference pattern develops in space and time. This pattern, indeed its very existence, depends critically on the independent variable in question. For example, a comparison of Figures 12 and 13 shows that there is no interference in motions transverse to the magnetic field since the transmitted lowslow wave cannot contribute. In density fluctuations and in motion parallel to the magnetic field, the interference is present to varying degrees. Figure 14 presents a plot of altitude versus time for density fluctuations at x ¼ 3:81 Mm. The format is entirely analogous to that used in Figure 4 for the strong-field simulation. The low-fast wave emerges smoothly from the magnetic canopy and accelerates away from the transmitted low-slow wave, which follows the linear sonic trajectory. A detailed comparison of Figures 4 and 14, on the other hand, shows that the low-slow waves reach the top of the plots (both at an altitude of 1.2 Mm) at the same time, independent of the field strength and the presence of the magnetic canopy! From this, one gathers that there is little phase delay in the conversion of a high-fast wave to a low-slow wave across the canopy.
The complementary display (see Fig. 5 ) is here provided by Figure 15 . Below the canopy there is qualitative agreement between the strong-and weak-field cases in both density and in field-aligned motions. The principal cause of the similarity is the serendipitous alignment between the Fig. 12 ; however, parentheses have been placed around the '' slow '' label, since there is no signature of the slow wave in this image. In the neighborhood of the magnetic field line that connects to the left side of the photospheric piston there are additional closely packed wave fronts due to high-slow waves created by horizontal motions confined to the left edge of the piston. . The growth is faster in the first 300 km of the atmosphere than that found in Figure 5 for the strong-field simulations. 18 Above this altitude the amplitudes level off as the fast wave senses the magnetic canopy. The steepening of the waveform continues through the mode conversion zone.
Above the magnetic canopy, the continuation of the N-wave has suffered a modest decrease in amplitude, consistent with the transfer of energy to the low-fast waves. The transmitted fast wave can just be discerned in the instantaneous density profile presented in Figure 15 (top). This is best achieved by correlating the slight density anomalies with the pronounced downturn in the u ? =c profile shown in Figure 15 (bottom). Figure 15 (bottom) indicates a phase flip occurs between u k and u ? as the wave train enters the % 1 mixing zone. Above (and after) this flip, which in effect signifies the birth of the fast wave, the two motions decouple and go their separate ways in the overlying low-plasma. Although the fast and slow waves decouple as they emerge from the canopy, they carry definite phase relations imprinted by their joint creation from the incoming highfast wave. Spatial interference patterns thus develop above the canopy. For example, one observes a periodic modulation of the envelope of the fractional density fluctuations in Figure 15 (top).
One additional curiosity worth comment concerns the odd behavior of the perpendicular Mach number in Figure  13 (bottom left). The wave fronts nearly double in number in crossing the thick magnetic line of force that marks the left edge of the piston. The increase in the number of wave fronts in u ? =c 0 does not have any counterpart in the density fluctuations. Although there are distortions in the positions of the compression and rarefaction zones, the correct number of zones for an elapsed time of t ¼ 81:9 s is in place in Figure 12 .
The only means available to generate additional wave fronts is to create an additional wave variety. The highslow wave is the only option. Since it propagates at the Alfvén velocity, its superposition on the high-fast waves naturally leads to doubling the visible wave fronts. Transverse high-slow waves contribute to u ? but not to D, and this nicely avoids the creation of unwanted additional wave fronts in the density fluctuations. The source of the high-slow waves is the virtual transverse piston (with fluctuating u x ) located at the left edge of the mechanical piston. The u x motions drag the magnetic field lines back and forth, launching the transverse magnetic waves. These waves are guided along the magnetic field lines; therefore, the spatial localization of these disturbances along the flux affected by the left edge of the piston caps a satisfying explanation of all the outstanding features present in Figures 11-13 . 
More Mode Conversion
The apex of the transmitted low-fast waves accelerates upward and passes out of the field of view as time progresses beyond the snapshot presented in Figure 13 . As we noted previously, the wave front develops a teardrop shape and the legs are refracted around and advance on the magnetic canopy from above. One expects a basic replay of the sequence of events described in x 3.1.2: the legs of the fast-wave fronts sweep around and impinge with their wavevectors aligned with the normal to the magnetic canopy.
Figures 16 and 17 document this second mode conversion episode. In Figure 16 we show the velocity perpendicular to the magnetic field at the same time (t ¼ 123:5 s) and in the same format as Figure 3 . The anticipated change in orientation of the broad, low-, fast-wave fronts is quite evident, especially in the upper left corner of the plot. As the fronts cross the magnetic canopy, they weaken dramatically in strength, and they also appear to terminate or even break into distinct substructures. The process is difficult to follow in this figure but is better seen in Figure 17 , where we overplot additional contours to bring out the weak features. Figure 17 shows an enlarged field of view at a much later time (t ¼ 156 s). It is now apparent that the region below the magnetic canopy is subjected to rather complex interference phenomena. One identifies the high-fast-wave fronts created directly by the piston passing through the same variety of MAG waves generated by the mode conversion at the magnetic canopy. The latter, of course, trace their origin to the incident low-fast waves. Although these two fast-wave trains interfere at the same place and time, it is fascinating to ponder the potential implications of the very different routes they each took in arriving at this point. The direct fast-wave train also impinges on the magnetic canopy ( from below) and must likewise undergo mode conversion by transmission and reflection. The significant disparity in the strengths of the direct and converted waves, however, makes it quite difficult to observe.
Weak-Field and Transverse Driving
As the transverse shaking of magnetic flux concentrations is often invoked as a means for conveying energy into the solar atmosphere, we shall now look at the third of our four numerical simulations, wherein the driving piston oscillates in the x-direction instead of the z-direction. To maintain as much uniformity as possible, we keep the transverse motions sinusoidal in time with a period of 23.8 s and retain a peak amplitude of u x ¼ 400 m s À1 . All other attributes remain precisely as in x 3.2.
High-Slow Wave
The transverse motions of the piston are ideal for launching high-slow waves. This MAG wave has a quasiAlfvénic character: the principal motions are transverse to the magnetic field, with little in the way of noticeable density fluctuations or field-aligned displacements. The magnetic tension associated with the deformation of the magnetic fields lines is the basic restoring force, so the linear version Fig. 16 as recorded in u ? ðx; zÞ=cðx; zÞ, at the elapsed time t ¼ 156 s. Two additional red contours at AE0.001 bring out the weak high-fast wave, which travels parallel to the photospheric boundary. This wave train comes directly from the driving piston and has not yet interacted with the magnetic canopy. The direct fast-wave fronts merge and interfere with the low-fast wave in a transition layer bounded by the canopy (from above) and the magnetic field line connected to the left side of the piston (from below). 2). The spatial aspect ratio is accurate for this image, which is largely dominated by the fast MAG wave. In the low-region one notes how the wave fronts appear to sweep in a counterclockwise sense about a pivot point in the general vicinity of x ¼ 3:1 Mm and z ¼ 400 km. The large concave-upward structure in yellow, lying just below the reference z ¼ 993 km altitude, is a wave front reflected back from the upper boundary of the simulation (at z ¼ 1:26 Mm). of this wave is guided along the magnetic field lines at the local Alfvén velocity. 19 Figure 18 shows the motions perpendicular to the magnetic field (u ? ) in a format analogous to Figures 2 and 7. The elapsed time is again 58.5 s, so we see two layers of motion to the left (yellow) sandwiched between three zones of fluid moving to the right (red ). The slow wave is confined to the magnetic flux that connects directly to the driving piston at the photosphere. One may also discern the slight increase of the wavelength with altitude. This is consistent with the increase of the Alfvén velocity in the direction of the magnetic canopy. The variation of the Alfvén velocity across the magnetic lines of force connected to the driving piston causes the right side of the wave front to outrun the left side. Given sufficient distance this would lead to phase mixing, but in the present example the magnetic canopy is encountered well before this phenomenon becomes a relevant factor.
Closer inspection of this figure reveals a diffuse faint yellow region around the intersection of the magnetic canopy with the x ¼ 3:81 Mm marker. A similar area of blue lies to the right of the piston-connected magnetic flux. These two structures are signatures of high-fast waves that are generated near the right edge of the piston. The lateral motion of the piston creates alternate compressions and rarefactions as its right and left edges move and interact with the ambient plasma. This creates two localized sources for fast waves on either side of the piston. The sources are of course 180 out of phase (when the right edge compresses, the left rarefacts, etc.), so the transverse piston is a dipole source of fast waves, in addition to a monopole source of slow waves.
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Further consideration of this figure suggests an unanticipated puzzle with regard to the wave amplitude. Transverse motions of 400 m s À1 at the driving piston would yield an expected Mach number of 0.047, but the peak-to-peak velocity of the slow-wave train is too small by a factor of 1 3 . A detailed investigation of the region around the driving piston shows the existence of a thin numerical boundary layer, approximately 5-7 zones in extent (i.e., 20-30 km), where the transverse velocity amplitude drops exponentially from 400 m s À1 to approximately 125 m s À1 , accompanied by zone-to-zone oscillations in sign. This is a purely numerical artifact somewhat akin to a thin viscous boundary layer. The numerical '' clutch '' between the piston and the neighboring magnetized plasma is in some sense only partially engaged. The slip between the driver and the atmosphere is not a serious problem because our interest is in the behavior of the waves after they are launched into the magnetoatmosphere. When we compare the four numerical simulations (x 4), we shall be able to compensate for this effect by simply scaling the wave amplitudes up by a factor of %3 for the transverse piston examples. Figs. 2, 6 , 7, and 10. One sees principally the high-slow wave with transverse oscillations to the right (red; positive u x and negative u ? ) and left (yellow). This wave train is confined to the piston-connected magnetic flux and propagates along the field at the Alfvén velocity. A faint halo of color surrounding the slow-wave train is produced by fast MAG waves that are also emitted by the oscillating piston.
Even More Mode Conversions
The upward-propagating high-slow wave is guided along the magnetic lines of force directly into the overlying % 1 layer. From this interaction, transmitted fast and slow waves emerge and propagate into the overlying lowatmosphere. The process is illustrated in Figures 19 and 20 . These two figures follow the realistic aspect ratio format of Figures 3, 11 , and 16.
In Figure 19 we display the transverse velocity u ? at t ¼ 123:5 s. There is a smooth transition from the highslow wave to the low-fast wave, accompanied by a rapid increase in wavelength and propagation speed in passing across the magnetic canopy. The wave train arrives at the canopy dominated by transverse motions and exits with the same basic character. Figure 20 shows the field-aligned motions u k in the same format. Below the magnetic canopy, the slow-wave train is delineated by both field-aligned and transverse motions. Where the is greatest, the transverse motions enjoy their greatest domination over the field-aligned motions. Over most of the region, the -values are fairly moderate; therefore, the limiting ! 1 behavior of the slow wave, i.e., purely transverse oscillations, is not quite in force. Above the magnetic canopy the two orthogonal velocities go their separate ways as they decouple and propagate away as distinct wave modes.
A fascinating consequence of mode coupling across the magnetic canopy in this particular simulation is the phenomenon of wave front splitting. Below the reference altitude of z ¼ 499 km and the solid black magnetic field line marking the left edge of the piston-connected flux, one observes that the u ? and u k wave fronts are virtually identical. Within the piston-connected flux, the correspondence is qualitatively the same below the magnetic canopy, but the congruence vanishes above the canopy.
Another means to view the mode conversion across the canopy is to consider the fluctuations along the reference location x ¼ 3:81 Mm within the dominant magnetic flux concentration. Figures 21 and 22 provide these data in the usual formats employed for the previous two simulations. To maintain a thread of uniformity with the previous plots of this type, we focus on the relative density fluctuations in Figure 21 . Density is not a particularly useful diagnostic for the present simulation: the high-slow wave only modulates the specific volume of the plasma because is not large, and thermodynamic fluctuations are not the strong suit of the low-fast wave. The two additional red contour lines at the AE0.0005 level are critical to bring out the necessary details.
First, the most prominent density fluctuations actually reside above the magnetic canopy in the guise of the transmitted low-slow waves. A naive set of observations of intensity (i.e., density) fluctuations would necessarily give the impression of waves spontaneously emanating upward from the z % 400 km altitude, with no visible link to photospheric activity! 21 The slanting black lines mark several Fig. 18 at t ¼ 123:5 s. The format and aspect ratio are identical to that employed in Fig. 16 . We see a smooth transition across the canopy from the high-slow wave to the low-fast wave, followed by the counterclockwise rotation of the transmitted fast-wave fronts as previously observed in Figs. 16 and 17 . . Above the canopy we mainly observe the low-slow waves propagating at the sound speed; the added red contours are necessary to bring out the fast wave. Below the canopy there is a fairly balanced mixture of fast and slow waves when viewed in density fluctuations. The slow waves curve upward slightly as they propagate away from the photosphere and into layers of increasing Alfvén velocity, but above the ¼ 3:2 contour, interference between fast and slow waves leads to a peculiar pattern. It is interesting to note that the largest density (or intensity) fluctuations appear above the canopy. Fig. 19 in every respect except presenting u k ðx; zÞ=cðx; zÞ instead of u ? ðx; zÞ=cðx; zÞ. Below the canopy the high-slow waves are again visible. But this image shows that they also convert smoothly to low-slow waves as they pass through the canopy. The motions parallel to the magnetic field are comparable in magnitude to those that are perpendicular to the field (see Fig. 19 ).
trajectories of uniform vertical motion at c 0 ¼ 8:49 km s À1 . They allow one to deduce that the transverse piston is a parsimonious source of high-fast waves. This corroborates our interpretation of the faint yellow and blue structures ahead of the slow-wave train in Figure 18 as fast waves. Thanks to the two red contours, the density fluctuations associated with the high-slow wave are easy to pick out in the first 300 km of the atmosphere. These structures begin with an upward curvature consistent with the increase of the Alfvén velocity with altitude, but then they appear to flatten (i.e., slow dramatically) around z % 300 km before they accelerate back up to the sound speed as they cross the canopy. The slanting black lines permit one to identify this apparent deceleration and subsequent acceleration as an illusion created by the interference of the fast and slow waves. The superposition of the two waves gives the impression that the upward-propagating slow-wave density enhancement stalls around 300 km to proceed onward with a later fast wave emitted from the piston. What is really taking place is the coalescence of an early slow wave with a later fast wave just below the canopy and the transmission of a strong low-slow wave on the upper side of the canopy! Finally, the thin isthmus of positive density enhancement that breaks off from the first sonic trajectory at t % 65 s and z % 600 km and accelerates toward the upper boundary of the simulation is a very weak low-fast wave. Figure 22 shows the density fluctuations and the fluid motions in a format identical to that of Figures 5 and 15 . At each altitude fewer points are plotted than in the other two figures, reflecting the shorter duration of the transverse driving simulation. The instantaneous snapshot is at the same elapsed time of t ¼ 123:5 s (Fig. 21, vertical red line) . It documents the general dominance of the transverse motions relative to the field-aligned motions in the high-plasma (a ratio of approximately 3 : 1) and also the gradual increase of the wavelength with increasing altitude and Alfvén velocity. As the wave train passes through the magnetic canopy, the field-aligned and transverse motions change their character. The transverse Mach number decreases slightly in amplitude and rapidly increases its wavelength with height above the canopy, following the fast speed. The parallel Mach number exhibits an exponential increase in amplitude while maintaining a constant wavelength. These properties derive naturally from the behavior of a field-aligned acoustic wave in an isothermal atmosphere. The steepening of the wave profile toward an N-wave is also evident, although the process has not had sufficient time to achieve its limiting form. As expected, sensible density fluctuations accompany the birth and upward progression of the low-slow wave.
Perhaps the final point to appreciate in comparing Figures 14 and 21 (or equivalently Figs. 15 and 22) is the difference in the vertical excursions of the magnetic canopy. The impinging slow wave is ineffective in raising and lowering the altitude of this layer either directly (by imparting momentum in the vertical direction) or indirectly (by compressing and rarefacting the fluid). This is reflected in the order-of-magnitude disparity in the zero offset of the density fluctuations, ðzÞ, obtained for the two driving polarizations. In fact, the ðzÞ presented in Figure 22 is not significantly different from zero. 
Strong-Field and Transverse Driving
To complete our suite of numerical simulations, we retain the transverse piston motion of the previous section (x 3.3) but increase the magnetic field strength by a factor of 4 to return to the initial magneto-atmosphere employed in x 3.1. The piston is once again located entirely within the lowplasma, which dips downward to the photosphere within the dominant magnetic flux concentration.
The lateral undulations of the piston generate a mixture of fast and slow waves, with the former more prevalent than in the vertical driving discussed in x 3.1. The numerical '' clutch '' is again only partially engaged. The result is smaller amplitudes for the emitted fast and slow waves than would be expected from the prescribed piston amplitude. This problem can again be rectified by a suitable renormalization when we compare the different simulations in the next sections.
After the rather lengthy and detailed discussions of the first three numerical simulations, it is fortunate that there is relatively little new in this numerical experiment that was not treated in the other three. Outside of a different balance between the ratio of fast to slow waves produced by the two piston polarizations, the wave evolution and transformations are essentially the same as in x 3.1. Figures 23 and 24 provide side-by-side views of the strong-field magneto-atmosphere with radial and transverse driving. From these comparison plots, one finds the emitted fast waves are very nearly indistinguishable in morphology. The slow waves, which are guided along the magnetic field lines, show rather different spatial variations. These can be attributed to nuances of the driving piston orientations. For example, in Figure 24 (right) the slow waves extend beyond the magnetic flux directly connected to the piston. The explanation is the alternating compression and rarefaction zones that are necessarily present on the edges (and neighboring environs) of the transverse piston but are absent from the piston with vertical motion.
ENERGY TRANSPORT VERSUS CIRCULATION
In the previous section we provided an extended discussion of the morphological development and behavior of MAG waves in the four sample numerical simulations. Particular emphasis was placed on the transformation and mode mixing that occurs if and when the piston-generated waves encounter the % 1 magnetic canopy. From a practical perspective, one would like to assign definite energy fluxes to the individual wave varieties and to describe how these fluxes transform and are deposited in the magnetoatmosphere. A potential resolution of the chromospheric and coronal heating problem in terms of wave damping and dissipation naturally hinges on such an exercise.
We would be remiss if we did not address this issue. But it must be stated at the outset that the definitive treatment would require that the simulation determines the wave heating of the background atmosphere in a manner consistent with the governing primitive equations (Carlsson & Stein 1992 . Any effort that circumvents this approach, such as our strict conservation of specific entropy, is necessarily subject to valid criticisms, and it also relies on certain assumptions that may be of dubious merit. In the present circumstances, we shall see that one may readily determine the energy flux at any desired point in the magneto-atmosphere (see, e.g., Figs. 25-27 ). Knowledge of this 1) ; right, the transverse driving in a strong magnetic field (x 3.4). Each panel shows the same region of the computational domain, but with the instantaneous -contours (white lines) and selected magnetic field lines (solid black lines) appropriate for that simulation. The color table is the same for both panels but is optimal only for the left panel. This comparison shows that low-fast waves are effectively generated independently of the polarization of the driving piston. quantity in and of itself is not, however, sufficient to gauge the effectiveness of atmospheric heating by MAG waves.
The four calculations, when viewed as a whole rather than individually as in x 3, provide additional critical insights on MAG waves propagating within a nontrivial potential magnetic field. The driving pistons all have a common size (a width of 400 km), location, (3.55 Mm ! x ! 3.95 Mm), oscillation frequency (42.9 mHz), and velocity amplitude (400 m s À1 ). The distinctions between the four examples are whether the piston motion is along the z-direction (radial driving) or x-direction (transverse driving) and whether the piston resides in a high-or low-plasma. The relative efficiency of the four simulations can be properly assessed since all four magneto-atmospheres contain a low-top layer. The extent and degree of magnetic domination in this top layer are of course different between the strong-and weakfield cases, but one at the very least enjoys the advantage of comparing the same low-fast and slow waves in each of the simulations. In view of the mode mixing across the canopy, this is a critical prerequisite for any sensible intercomparison.
Throughout the many figures used to illustrate the discussion in x 3, we have employed red or orange lines to mark the locations of two reference altitudes at z ¼ 499 and 993 km, and one reference spatial location within the dominant magnetic flux concentration and the driving piston at x ¼ 3.81 Mm. In Figures 25-27 we provide computed energy fluxes measured along these three cuts through our four x-z-t data cubes. We determine the energy flux from two different prescriptions: the '' wave '' energy flux F wave (Bray & Loughhead 1974) , based on equation (10), and the exact energy flux derived from the nonlinear MHD equations, F. In ideal MHD, the exact nonlinear specifications for the energy density and energy flux are
with the requisite condition
The perfect gas equation of state is employed, but otherwise these results generally apply to any magneto-atmosphere. While there is no controversy over the validity of the exact representations stated above, they convey certain interpretive liabilities that shall soon become evident. To appreciate this point we begin by plotting in black the measured distribution of F z at the reference location x ¼ 3:81 Mm in Figure 25 , that is, at a position over the driving piston and near the right edge of the magnetic flux connected directly to the piston. Each panel corresponds to one of the four simulations, and the arrangement of the numerical calculations follows the layout of Table 3. The energy flux is measured in multiples of 10 10 ergs cm À2 s À1 . In keeping with the precedent adopted in Figures 5, 15 , and 22, we display the instantaneous distributions of F z versus altitude at the elapsed time of 123.5 s by using the continuous thick black curves. These snapshots are useful not only for relating to the earlier figures but also for illustrating how the distribution of recorded values of F z are built up with the passage of time and the upward progress of the wave train. Both panels again make use of the same color table, but the disparity in the amplitude of the field-aligned motions saturates the image in the left. The radial piston functions efficiently as a monopole slow-wave source, whereas the transverse piston yields only a very weak admixture of of monopole and dipole. In both panels, however, the magnetic field is important for structuring and guiding the waves. Figure 25 (bottom) emphasizes the weak numerical coupling of the transverse piston to the MAG waves. On average, the energy flux drops by 2 orders of magnitude between the bottom and top of the computational domain. It is of course highly oscillatory in time, taking on both positive and negative values. However, as the the distribution of black dots attests, there is a very slight tendency to favor positive (upward directed) over negative (downward directed) fluxes.
To place this up-down flux asymmetry on a quantitative footing, it would be necessary to average these data over many oscillation periods. A cursory visual inspection of Figure 25 suggests that the average positive tendency of F z is on the order of perhaps 5%-10% of the peak fluctuations at each altitude. For the radial-driving simulations (Fig. 25,  top) , this would translate into a sustained positive energy flux above z ¼ 1 Mm of a few times 10 8 ergs cm À2 s À1 . To substantiate this estimate by direct averaging would therefore require the analysis of a continuous time series comfortably in excess of 20-30 wave periods (i.e., 400-600 s of elapsed time). There is no principal difficulty in extending our simulations in time (see Table 2 ); however, the spurious wave reflection off the upper boundary would render the exercise entirely pointless.
The liability of the exact flux F is that it is dominated by a stationary but still oscillatory flow of energy that is essentially local or circulatory in character and does not contribute to the net (long distance) transport of energy from the piston to the initially quiescent plasma far from the wave source. The wave flux, F wave , on the other hand, is designed to capture the transfer of energy by wavelike disturbances, but it suffers from the drawback that it enjoys no unique nor widely agreed-on derivation (Bray & Loughhead 1974; Leroy & Schwartz 1982; Leroy 1985) . The expression given by equation (10) is just one of (infinitely) many possible choices for the pair ðE wave ; F wave Þ that satisfy the conservation law equation (9). Setting this issue aside for the moment, if we simply plot the distribution ofẑ z x F wave recorded at x ¼ 3:81 Mm by using red dots in Figure 25 , we find that the wave energy flux (1) is smaller by a factor of 5-20 than the exact energy flux, (2) is strongly skewed toward positive (upward directed) values, 22 and (3) declines rather modestly with increasing altitude. 23 These three properties are consistent with the intuitive visual average of the numerous black dots on each panel. One is tempted to think that 22 This tendency can be physically rationalized for the low-slow wave, e.g., by noting that the plasma is compressed (Dp ! 0) in upflows (u z ! 0) and rarefacted (Dp 0) in downflows (u z 0); see Fig. 5 . Thus, u z Dp is positive-definite throughout the slow-wave train. 23 The modest decrease of u z Dp with altitude is also '' consistent '' with the linear wave scalings u $ the expression for the wave energy flux has successfully separated the net energy transport from the larger local circulation, but it might well be inadvisable to read anything further into this (serendipitous?) result.
Figures 26 and 27 provide a complementary view of the energy flux in the two reference atmospheric layers, but with F x andx x x F wave displayed in lieu of the vertical fluxes. The data plotted in black (F x ) are again dominated by local energy circulation through these atmospheric layers; the data shown in red (x x x F wave ) are much reduced in magnitude and show a pronounced left-right asymmetry consistent with one's expectation of energy flowing laterally away from the plasma located over the piston. There is considerably more structure in these horizontal slices, especially at the lower altitude, than in the vertical slices presented in Figure  25 . The interference between the fast-and slow-wave trains is ultimately the cause of this added complication.
The relative contributions of the fast and slow waves to the energy flux are determined from additional detailed information that is not available in Figure 25 -27. Since the fast wave always arrives at a fixed altitude before the slow wave, it is possible to associate separate energy fluxes with each wave variety. For the slow wave, this necessarily requires the subtraction of a background fast-wave flux level, which is invariably present. To permit intercomparisons between the four calculations, we restrict our attention to the upper reference layer at z ¼ 993 km (Fig. 26) , which resides in the low-top layer. Table 5 records the outcome of these estimates. Although only the x-components of the energy fluxes are displayed in Figure 26 , the numbers in Table 5 use both the x-and z-components added in quadrature. It is worth adding that the information provided in this table is derived from fairly rough estimates, which probably have an overall precision no better than 20%-40%. Their accuracy may well be a factor of 2-4 worse.
A number of interesting conclusions may be drawn from Table 5 . The circulatory energy flux, as determined by F, resides for the most part in the fast wave. This makes physical sense since the magnetic energy density is the dominant contribution to E in the low-plasma, and the slow wave does not perturb the magnetic field. With the exception of transverse driving in the weak field, all simulations circulate comparable amounts of energy flux (%2 Â 10 9 ergs cm À2 s À1 ) at an altitude of z % 1 Mm. Transverse driving in the strong field creates the most energy circulation aloft despite the poor numerical coupling of the magneto-atmosphere to the piston. The transport of mechanical energy, as determined by F wave , is preferentially allocated to the slow wave. The slow wave dominates the transport for radial driving in the strong field and for transverse driving in the weak field. With the other two simulations there is a rough equipartition of energy transport between the fast wave and the slow wave. Finally, radial driving in the weak field transports the most energy at the 1 Mm atmospheric level (%4 Â 10 7 ergs cm À2 s À1 ), and transverse driving in the weak field generates the least (%2 Â 10 4 ergs cm À2 s À1 ).
The substructures present in Figures 25-27 can now be accounted for by utilizing the relative strengths of the fast and slow waves from Table 5 . The periodic undulations of the F z envelope with altitude that are present in Figure 25 (right) result from coherent interference between the upward-propagating fast and slow waves. The strength of the undulations are stronger in Figure 25a than in Figure  25d because the fast and slow waves are more evenly balanced in the former than they are in the latter. In Figure  26c , the dense '' pancake '' of black points is produced initially by the passage of the fast wave through the layer, and the more diffuse '' halo '' is created by the subsequent passage of the slow wave. The outlying positive black dots on the left sides of Figure 26a Note.-All energy fluxes are measured in ergs cm À2 s À1 and record the peak energy flux magnitudes associated with each wave mode at an altitude of z ¼ 993 km over the entire duration of each of the four simulations. The fast waves always arrive first and are then followed by the slow waves. The energy fluxes attributed to the fast wave may therefore be determined without any ambiguity. The slow-wave flux is reckoned by taking the difference between the peak energy fluxes recorded during these two distinct epochs in which only fast waves and a combination of both slow and fast waves are present. The (exact) energy flux F and the '' wave '' energy flux F wave are computed using eqs. (14) and (10), respectively.
a No corrections are applied for the poor numerical coupling between the transverse piston motions and the neighboring magneto-atmosphere noted in x 3.3.1. The u x values imparted to the waves near the base of the computational domain are about a factor of 3 smaller than the imposed AE400 m s À1 transverse piston velocity. The wave energy flux is quadratic in the fluctuations, while the exact energy flux is linear, at least to leading order. One might therefore try to place the transverse and radial driving simulations on an even footing by relative scalings of 9 and 3 between the two forms of the energy flux.
likewise produced by the steepened slow waves; the remainder of the symmetric distribution of points are therefore provided by the fast waves. Other nuances may be explained in a similar fashion. The difficulty of the exercise increases dramatically at the lower z ¼ 493 km altitude (Fig. 27) , where it is necessary to deal with the juxtaposition of highand low-atmospheric regions.
SOME SPECULATIONS ON SUNSPOT, INTERNETWORK, AND INTRANETWORK OSCILLATIONS
We may take advantage of these numerical simulations to develop some synthetic '' observations '' of oscillations in and about magnetic flux concentrations. In Figures 28 and  29 we present space-time plots of surrogate intensity fluctuations (i.e, D= 0 ¼ DT=T) and vertical Doppler velocities (i.e., u z =c 0 ) as they might appear in the internetwork because of a wave source within the neighboring network element (x 3.2). Each figure has three panels; two correspond to our reference altitudes of z ¼ 499 and 993 km, and the third is an additional low-lying photospheric layer at z ¼ 99 km. The magnetic canopy passes through the highest atmospheric layer, and the remaining two are in the highregion (see Fig. 10 ). The magnetic field is fairly uniform in the upper two layers. At z ¼ 99 km the field is horizontal in the left 2 3 of the panel, but it rapidly switches to vertical over the right 1 3 (because of the underlying reverse-polarity flux concentration).
In intensity fluctuations we are seeing only the high-fast wave, which cares little for the magnetic field orientation. At 99 km there are two fast-wave trains propagating away from the network. The first to arrive is the direct fast wave emitted from the piston. The overplotted solid black lines are tilted to show rectilinear propagation in the x-direction at the sound speed c 0 . Since the fast wave is quasilongitudinal, it is basically absent from the corresponding Doppler signal (ju x j4ju z j; see Fig. 29, left) . The second wave train, outlined by the curving broken lines, is composed of downward-propagating fast waves arriving from the overlying magnetic canopy. They are generated by mode mixing from the impinging low-fast waves. They appear in both intensity and Doppler signals since they propagate at an oblique angle with respect to the vertical line of sight (i.e., ju x j $ ju z j). Consequently, their apparent phase velocity is in excess of c 0 . This excess is merely a projection effect, since we know that the high-fast wave propagates at c 0 . The curvature of the second fast-wave train might also be incorrectly interpreted as a gradual slowing of the waves, perhaps due to the decrease of the magnetic field away from the neighboring network. However, from our analysis we know that this is attributed to the curvature of the overlying magnetic canopy imparting slightly different propagation directions to the transmitted fast waves along its length. Finally, the interference between these two wave trains 2). The actual data are imaged in the left, but to employ the same color table it is necessary to multiply the actual fluctuations recorded at the two higher altitudes by 0.15 before the images are formed. The motion of various iso-contours are indicated by the overplotted white lines. Various systems of black lines are employed in the panels to emphasize the different wave trains that coexist within each of the fields of view. Below the canopy (left and middle) the straight black lines outline the horizontally propagating fast waves, which come directly from the piston and travel across these images at c 0 ¼ 8:49 km s À1 . The curving dashed lines delineate the fast waves, which propagate down from the overlying magnetic canopy. As expected they arrive later at 99 km than at 499 km, and their supersonic and variable horizontal phase speeds indicate that they travel at an angle to the vertical. There is no wave activity at these atmospheric locations for times earlier than 115 s.
creates additional structures in intensity (but clearly not in Doppler!) with their own bewildering array of phase speeds and accelerations. In addition, they have a tendency to begin and end rather abruptly. It is easy to imagine how this could bedevil the unprepared data interpreter.
In the middle atmospheric layer (499 km) the same two wave trains are present, but because this layer is much closer to the magnetic canopy, both appear at roughly the same time. Since we have access to information at all intermediate levels and times, there is no difficulty in drawing a set of guidelines to associate with each of our fast waves. One may well imagine that on the basis of knowledge of only Figure  28 (middle), several other plausible but ultimately erroneous interpretations could be developed.
Finally, at an altitude of 993 km we are mostly looking above the canopy in the low-atmospheric top layer. The first wave train to arrive is composed of fast waves, which have previously crossed through the magnetic canopy far to the right within the neighboring network element (see Fig.  12 ). Their apparent horizontal phase speed reflects a combination of their oblique propagation and an intrinsic phase speed in excess of c 0 . The second wave train is identified with low-slow waves, which are also created by mode mixing in which the canopy dips into the neighboring network. These are longitudinal acoustic waves, and they travel along the magnetic field at c 0 ; therefore, their large apparent horizontal phase speed and its variation with x are both a projection effect. The slow wave is strongest in intensity, but it also registers in the Doppler signal because the magnetic field is nearly vertical at z ¼ 993 km. We can check this by looking at u x instead of u z , but this is a luxury the observer does not often enjoy.
It is instructive to ask how this picture would change if one's observations were similarly placed with respect to a sunspot or a very intense segment of the network where the magnetic canopy touches the nearby photosphere. We address this question with Figure 30 , where we have simply increased the magnetic field strength everywhere by a factor of 4 relative to Figure 29 . In other words, we employ our simulation of radial driving in a strong magnetic field, while holding all other parameters fixed (x 3.1). The first obvious difference made by the larger field is that there is no early high-fast wave proceeding directly from the driving piston. The driver is in a low-plasma, and it simply does not generate such an object. The fast wave is created through mode conversion at the intervening magnetic canopy.
The first waves to arrive come from the overlying canopy and propagate down toward the photosphere from above. The high-regions around a very strong flux concentration first experience a '' rain '' of fast waves descending from the canopy aloft. Disturbances may travel very rapidly in the low-top layer as compared with the low-lying highregion between the piston and the distant observation point. Indeed the farther one moves away from the wave source, the greater is the time delay between the commencement of the '' rain '' of fast waves from above and the eventual arrival of lateral '' ground '' or '' surface '' high-fast waves.
Beginning at 993 km, which is well within the lowplasma, we may readily identify the early arrival of the direct fast waves, and the first steepened slow N-wave front prominent in Figure 30 (top right). The teardrop-shaped fast-wave fronts break through the 993 km layer and propagate nearly aligned with the vertical and thus give a very large projected horizontal phase speed. The direct slow wave appears because much of the magnetic field passing through this region connects back to the distant piston at the photosphere.
The magnetic canopy passes through the middle of the z ¼ 499 km layer panel. The low-fast waves propagate from right to left through the canopy, with an x-projected phase speed of approximately 4c 0 . The apparently seamless march of the wave train is misleading because it emerges as a high-fast wave with some different physical characteristics. The change is not particularly evident in u z except for a modest decrease in amplitude. The dashed black lines emanating from the canopy show trajectories for transmitted and reflected disturbances with a 1.4c 0 projected phase speed. Structures with a phase speed of this order eventually emerge from the high-side of the canopy. There is little evidence for an associated reflected wave, however. The explanation for this feature is tied to events at lower altitudes (see below). At the 99 km photospheric level, the Doppler oscillations are rife with structure and complication. In effect, three distinct wave trains are passing through this region simultaneously. The associated interference pattern presents an entirely new level of shifting forms and structures. It is disentangled only by a sustained analysis of much of the extant simulation data. The result of such a painstaking exercise is recorded by the three sets of guidelines overplotted on this panel. The solid lines represent the downward continuation of the (high ) fast-wave '' rain '' from the overlying canopy (middle). The dashed lines mark the direct '' surface '' or '' ground '' wave that is a (mostly) horizontally traveling high-fast wave. This wave has been emitted from the more vertical portions of the magnetic canopy near x ¼ 2:8 Mm via mode conversion from the legs of the low-fast wave teardrops. The gradual horizontal bending of the canopy with altitude adds some dispersion in wave orientation and phasing, which tends to further confuse the picture. Finally, the highly curved broken lines are the high-slow waves featured in Figures 8-9 , generated preferentially where the magnetic field runs parallel to D along the canopy. 24 They make a large contribution to the Doppler signal because u ? and u z are well aligned at this location. The cause of the delayed appearance of the structure on the high-side of the canopy in the middle panel (z ¼ 499 km) is thus related to the upward extensions of the high-slow waves and the fast '' ground '' waves visible at 99 km.
As a final example we display the intranetwork oscillations directly over the driving piston in Figure 31 . By the previous standards, the analysis of this situation is relatively straightforward. The two panels show our proxies for the intensity fluctuations and the line-of-sight Doppler velocity at the 993 km altitude. Recall that the driving piston spans 400 km of the photosphere between x ¼ 3:55 and 3.95 Mm. Since the oscillation data derive from the low-top layer, there are two interfering wave trains: fast waves highlighted Fig. 29 except obtained for the numerical simulation of radial driving in the strong magnetic field (x 3.1). The magnetic canopy bisects the central panel. The other two images come from above (right) and below (left) the canopy. The system of solid black guidelines highlights the low-fast wave to the right of the heavy white line and its high-fast-wave continuation below the canopy. The slight tilt of the wavevector away from the vertical is responsible for the large apparent horizontal phase speed. The system of curved dot-dashed guidelines at the 99 km level draws attention to the high-slow waves. They creep very slowly from right to left as they emerge from the canopy. Additional high-fast waves emitted from the more vertically oriented portion of the canopy are indicated by the system of dashed lines. These fast waves eventually extend up to the 499 km layer and interfere with the other fast waves to produce the modulation for t ! 120 s in the middle panel.
by the solid black lines and slow waves marked with the broken black curves. They are both generated some 400 km below this observation point where the piston-generated high-fast waves interact with the magnetic canopy (see Fig. 12 ). Because both transmitted wave trains have a common source, they bear fixed phase relationships, which in turn causes them to interfere constructively and destructively as they pass through each other. There are no physical interactions between them at these altitudes because the plasma is small, and their amplitudes are not sufficient to bring nonlinearities into play (Kaburaki & Uchida 1971; Axelsson 2000) .
The fast and slow waves contribute differently to D and u z . The '' observations '' therefore look substantially different in intensity than in Doppler velocity. The gross timedistance behaviors are common to both panels of Figure 31 , but a point-by-point comparison of the two time series reveals widespread incongruences in both amplitude and phase. Full knowledge of the simulation permits one to ascribe both the similarities and the differences to the interference of the two wave trains. However, with the limited information present in Figure 31 the puzzle is not as easy to decipher. One might reason that since the observations are taken within the network, where the magnetic field is assumed to be fairly uniform and vertically oriented, there ought to be a good magnetic connection between the photospheric wave source and these higher (chromospheric) layers. A fairly regular sequence of field-guided steepened acoustic disturbances-something similar to that described by Carlsson & Stein (1997) for the K 2V grains-might be anticipated here. Given this premise, the analysis would then probably turn to explaining why the amplitudes remain small and what gives rise to the abundance of disparate Doppler and intensity small-scale structures.
No doubt some fascinating scenarios would be devised. But we know the basic premise is off the mark. The chromosphere is not well connected to the driving piston at the photosphere because the magnetic field lines must all pass through a ¼ 1 magnetic canopy. 25 Below the canopy, the plasma is large, so the orientation of the magnetic field is largely irrelevant for the fast waves created by the piston. They propagate away from the wave source in all directions and are in no sense collimated by the network field. 26 When these fast waves impinge on the bottom of the magnetic canopy, they are mode-converted into both fast and slow waves, which subsequently progress farther into the overlying lowatmosphere. The low-fast waves are also not much influenced by the magnetic field orientation: they accelerate upward through the atmosphere and leave their teardrop legs to move laterally toward the upper segments of the canopy. The low-slow waves are guided along the magnetic field, but they are also created over a rather large segment of the canopy, not simply that portion that resides directly above the driving piston. The reason for this widespread 25 The good magnetic connection between the photospheric driver and the overlying chromosphere would be realized within the strong magnetic field simulations. For these calculations the good connection is effected by the intervening low-plasma and the magnetic lines of force. Both are necessary. 26 The story would be quite different of course if the piston generated only the high-slow waves! Fig. 31. -Distance vs. time plot of Dðx; tÞ= 0 (left) and u z ðx; tÞ=c 0 (right) at an altitude of z ¼ 993 km, for radial driving in a weak magnetic field (x 3.2). The interference of the transmitted fast and slow waves emitted from the underlying canopy (see Figs. 12 and 13) produce distinct kaleidoscopic patterns in intensity (left) and Doppler (right) time series. The fast waves are highlighted by the system of straight solid lines, and the slow waves by the curved broken lines. The curvature is consistent with the apex of the slow-wave front first breaking through the 993 km layer near x ¼ 3:8 Mm, followed by the flanks of the wave front at larger x and later t. The guideline systems, like the iso-contours, are identical in each panel.
slow-wave conversion is the uninhibited lateral expansion of the high-fast wave from the piston location.
6. SUMMARY AND OUTLOOK
Theoretical Summary
Through the previous five sections we have pursued a long but we hope enlightening journey through the subject of MAG wave propagation in two nontrivial magnetoatmospheres. The key to understanding lies in identifying the circuitous path of the % 1 magnetic canopy layer through the region of interest. The necessary input ingredients are knowledge of the magnetic field, through extrapolation or by direct measurement, and the distribution of pressure and density.
The magnetic canopy partitions the magneto-atmosphere into contiguous volumes of high-and low-plasma. Within these simply connected domains information and energy may be propagated by any one of the MAG waves listed in Table 4 . For the two-dimensional simulations studied here the fast and slow waves are effectively decoupled from each other within the separate high-and lowdomains. All couplings and transformations are restricted to the environs of the magnetic canopy, which also functions as the domain wall. In two dimensions, therefore, one enjoys this very elegant and extremely powerful conceptual advantage of treating each wave variety separately within a contiguous high-or low-area and then working out the couplings and transformations across quasione-dimensional magnetic canopy boundaries. It may be remarked that all the analysis presented in xx 3 and 5 is based on the repeated application of this technique.
Although we have reasonable theoretical facility in propagating the two waves through the domains, what we lack for the present is a robust set of rules that permit us to connect the waves across the magnetic canopy (Carlsson& Stein 1999) . In the examples presented here, the numerical simulation has done this for us as a by-product of its direct solution of the primitive equations. We should almost be able to dispense with the numerics, at least in a qualitative context, if we could develop connection formulae to tell us how much transmitted high-slow and fast waves are created when a low-fast wave is incident on the canopy, for example. The mode conversion studied here and in Paper I have provided some hints as to what might be important control parameters, viz., the relative alignment (or lack thereof) between B, D , and the local wavevector k. But we are still far from assembling these pieces into a coherent and predictive picture.
In three spatial dimensions, the (intermediate) Alfvén wave mixes with the fast and slow waves. The prevailing evidence suggests that this coupling is not simply restricted to the % 1 domain boundaries. Rather there are numerous calculations of ULF waves in the magnetosphere, for example, which indicate that the fast and the (shear) Alfvén waves remain coupled throughout the entire volume of low-plasma (Singer et al. 1981; Southwood & Hughes 1983; Kivelson & Southwood 1985 , 1986 Murata 1986; Inhester 1987; Lee & Lysak 1990; Wright 1992; Cheng et al. 1993; Walker 1998) . A comprehensive study of this larger set of MAG wave couplings in the solar and stellar atmospheric context must await a future contribution in this series.
Observational Advice
The examination of the synthetic observations carried out in x 5 leaves the overwhelming impression that a little knowledge is indeed a dangerous thing in the realm of data interpretation. The best advice one can give is to be aware of the regions surrounding the place where the observations are obtained (Gary 2001; McIntosh et al. 2001; McIntosh & Judge 2001) . It is imperative to determine whether the spectral line or continuum is formed in a low-or high-plasma. But this alone is not sufficient. One must also be able to infer the close approaches of the magnetic canopy and to know whether the canopy resides above or below the site where the data are from. It is also essential to determine where the magnetic flux passing through the observing layer connects at the photosphere or perhaps even above in the corona.
Next, the location of the wave sources and their dominant state of polarization (radial vs. transverse driving motions) must be ascertained (Musielak & Rosner 1987; Collins 1989a Collins , 1989b Collins , 1992 McKenzie 1991; Lee 1993) . The lateral proximity of the wave source to the observation point need not be the overriding factor. The magnetic field may divert waves from nearby sources away from the observed region or connect it to distant sites of profuse wave activity. Reliable information on the wanderings of the magnetic canopy is particularly helpful in determining how much or little attention may be required in tracking down distant sources.
Finally, it is paramount to be aware that as many as three waves are moving information and energy through the magneto-atmosphere and that each wave contributes in different ways to the integrated intensity and Doppler signals. The differences are not only related to the structure of the atmosphere and the orientation of the wave trains but also to the perspective of the observer. The different wave varieties often follow distinct routes between their source and a common observation point. This opens the way for a rich magneto-acoustic tomography of the solar atmosphere. The parallels are indeed somewhat closer with the terrestrial seismic discipline (where one employs both P and S waves) than for the better developed program of local helioseismology within the solar envelope and interior (where only p-modes are currently considered).
In the weak-field regions surrounding magnetic flux concentrations we found two wave trains: a coronal '' rain '' of downward-propagating fast waves and the direct horizontally traveling '' surface '' or '' ground '' fast wave. The former arrives before the latter because it takes advantage of the high wave speed in the overlying low-top layer. Within the magnetic flux concentration the fast-wave train arrives before the slow-wave train. There are better opportunities here for separating their contributions to observations because they have rather different phase speeds and wavelengths and they emphasize distinct combinations of dependent variables. The ratio of fast-to-slow wave amplitude depends both on the nature of the source and whether the magnetic field lines that connect back to the source region pass through the magnetic canopy.
We also identified some regions with very complex oscillations. Along the two-dimensional ¼ 1 magnetic canopy one can at each point determine a radius of curvature and thereby construct a circle tangent to the canopy that employs this radius of curvature. Our simulations suggest that the most complex wave fields are found within this tangent circle when (1) it resides within the high-plasma and
