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We explore the mechanisms of some novel collective dynamical behaviors in net-
works of pulse-coupled oscillators. The model possesses three main characteristics:
individual threshold dynamics to generate pulses which mediate the interactions,
a delay time in the pulse transmission, and random disorder in the coupling struc-
tures. Specically, we investigate unstable attractors and long irregular transients,
whose mechanisms are unknown. We mainly use the event approach focusing on
the microscopic events such as ring and receiving of pulses to study these collective
behaviors.
We rst investigate the source of instability for unstable attractors in networks of
excitatory pulse-coupled oscillators. Unstable attractors are a type of attractors
whose nearby points within a neighborhood will almost leave this neighborhood.
An oscillator res and sends out a pulse when reaching the threshold. In terms
of these ring events, we nd that the unstable attractors have a simple property
hidden in the event sequences. They coexist with active simultaneous ring events.
That is, at least two oscillators reach the threshold simultaneously, which is not
directly caused by the receiving pulses. We show that the split of the active
simultaneous ring events by general perturbations can make the nearby points
vi
leave the unstable attractors. Furthermore, this structure can be applied to study
the bifurcation of unstable attractors. Unstable attractors can bifurcate due to the
failure of establishing active simultaneous ring events.
We then study the dynamical mechanism of long chaotic irregular transients in net-
works of excitatory pulse-coupled oscillators by the event approach. We introduce
a type of attractors with certain event structure: sequential active ring (SAF).
By using the fraction of SAF attractors in phase space as an order parameter, a
phase boundary between SAF and non-SAF attractors is located. Interestingly, the
long chaotic transients occur near the phase boundary. The bifurcations of SAF
attractors tend to induce irregular transients because passive rings are easier to
be converted into active rings near the phase boundary. In addition, many SAF
attractors bifurcate near the phase boundary. The above two facts can greatly
enhance the average transient time near the phase boundary.
Lastly, we investigate the long irregular transients in networks of inhibitory pulse-
coupled oscillators, which are insensitive to innitesimal perturbations. We focus
on the dynamical formation of these irregular transients. Interestingly, it is found
that the transient dynamics has a hidden pattern in phase space: it repeatedly ap-
proaches a basin boundary and then jumps from the boundary to a remote region
in phase space. This pattern can be clearly visualized by measuring the distance
sequences between the trajectory and the basin boundaries. The dynamical forma-
tion of these stable irregular transients originates from the intersection points of the
discontinuous boundaries and their images. We carry out numerical experiments
to verify this mechanism.
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1.1 Complex Interacting Systems
Many real-world systems from physics, biology, ecology to social science, are com-
posed by a large number of units that are interacting with each other. The cell, for
example, could be described as a complex web of interacting genes, proteins, and
other molecules. The human brain, as another typical example, could be regarded
as a neural network composed by billions of neurons, each of which is connected
with up to thousands of neurons through synaptic connections. The food web
could also be regarded as a complex interacting system where dierent species are
interacting through competition, cooperation, or predation.
Understanding the function of these complex interacting systems is a great chal-
lenge. The proper rst step is to gain a detailed knowledge of their structures.
1
Chapter 1. Introduction
The underlying structures for many systems can be eectively studied by networks
in which nodes and links represent the units and interactions among them respec-
tively. In the last decade, many network data for large systems, such as the world
Wide Web and Internet, have been collected [1{3]. The empirical analysis of these
technical networks reveals that real-world network structures are usually neither
regular nor totally random but with some interesting characteristics such as the
small-world [4] and scale-free [5].
The structures of biological systems such as the brain are valuable to build rst-
principle models which can further help us to understand their function and dys-
function [6, 7]. However, the exploration on the structures of biological network is
much more dicult due to the large number of sub-units and interactions involved.
Additionally, the biological networks typically have a very complex morphology.
Even for some small systems such as the neural system for Caenorhabditis ele-
gans with 302 neurons, it is dicult to obtain a comprehensive neural connection
pattern at the cellular level [8, 9]. For large systems, one may obtain connection
patterns at the level of functional regions [10].
The situation becomes more complicated when we consider the dynamical facet
of the systems. The units themselves can have their own dynamics. The state of
an unit changes dynamically due to its intrinsic dynamics and inputs from other
units. The dynamical outcomes of these coupled dynamical units are important
for the functioning and information transmission in neural systems [11] and the
generation of rhythmic behaviors [12]. These situations can be called dynamics
on the networks in which the topology of networks remains static. In some other
cases, however, the interactions among them may evolve with time which occur at
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dierent time scales. This is typical for brain systems which are under constant
changes induced by plasticity rules [13, 14] and other adaptive systems where
structures and dynamics are evolving simultaneously [15, 16].
To model the complex interacting systems, it is advantageous to simplify the units
as much as possible while retaining essential features to make the whole model
tractable. These simple units are coupled together in the sense that they can feel
each other's dynamical states to adjust their own behaviors. Many simple models
have been presented to study the dynamics of networks of interacting units, such as
the Kuramoto model for synchronization [17, 18], the integrate-and-re model for
neurons [19{21], and the random boolean networks for gene regulatory networks
[22, 23].
Pulse-coupled oscillators are another widely used framework for studying network
dynamics [24{28]. This modeling approach is mainly motivated by two facts. First,
the rhythmic or repetitive phenomena are abundant in biological systems, which
could be modeled as oscillators. Typical examples are the ashing of reies, the
activity of neurons, and the contractions of cardiac cells. Secondly, the units are
capable of generating some short-lasting events and sending them to others. Then
the state of an unit could be aected when receiving these short-lasting events.
That is, the interactions among these oscillators are mediated by short-lasting
events. For example, a rey sees the ashing of others and will adjust the time
for its next ashing. The neurons can communicate with each other using action
potentials which are also short-lasting electrical signals. These brief events could be




The dynamics of networks of pulse-coupled oscillators actually turns out to be
quite complex in spite of its simplicity at the single oscillator level. Some collective
behaviors arise due to the interactions among oscillators. Roughly speaking, col-
lective behaviors refer to the dynamical phenomena that are observed at network
level which are absent at the individual level. One of the widely studied is the
synchronization phenomenon where oscillators cooperate to generate order among
them [29{31]. Recently, some novel collective behaviors are discovered in these
networks such as the unstable attractors [32], chaotic irregular transients [34] and
stable irregular transients [33]. Our thesis focuses on the understanding of the
dynamical mechanism underlying these collective behaviors.
1.2 Dierent Concepts of Attractors
Attractors usually represent the long term behaviors of the system and are the
most interesting features of the systems. According to their geometrical shape in
phase space, attractors could be classied into xed point, limit cycle, limit tori,
or event strange attractor. The strange attractors are usually chaotic (chaos) in
the sense that small perturbations on the attractor could grow quickly. However,
it is possible that strange attractors could be non-chaotic, i.e. strange non-chaotic
attractors [37], which are insensitivity to perturbations. These conventional at-
tractors are stable in the sense that suciently close points will be attracted to
the corresponding attractors. These stable attractors have been used to represent
the system's computational power, such as associative memory [35, 36].
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However, attractors do not need to be presumed to be stable. Actually, unstable
attractors which are of totally dierent local behaviors are possible [32]. In order
to study these attractors, we rst introduce some concepts of dynamical systems
that are closely related to this thesis. For some detailed references, please refer
to books [37{40]. Many applications of dynamical systems to neuroscience can be
found in a recent review [42], or Refs. [11, 41] for more comprehensive treatment.
Dynamical systems are usually described by a set of ordinary dierential equations
such as
_x = f(x; t; ) (1.1)
where the vector x(t) denotes the state of the system at time t and  denotes the
set of parameters. In the case that the time is discrete, the governing equation
becomes a dierence equation,
xn+1 = g(xn; ) (1.2)
where n denotes the discrete time steps, and xn is the state at time n. The
dynamics takes place in a complete metric space M , for example the Euclidean
space RN . Thus f and g are functions or maps dened on M .
The attractors are typical in natural systems where the evolution of the system
accompanies energy loss as that in dissipative systems. Geometrically, an attractor
could be a xed point, a limit cycle, a limit tori, or even strange attractor. Roughly
speaking, the attractors are usually used to represent the long term behaviors by
discarding the transient states. When we come to a rigorous denition for the
attractors, however, no universally accepted denition exists. The widely used
one is to assume that an attractor should be stable, i.e., nearby points should
5
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asymptotically approach to the attractor [39]. Another view is due to John Milnor,
who does not associate stability with attractors [44].
1.2.1 Attractors with Stability
We rst dene an invariant set S for a dynamical system if any trajectory starting
in S will remains in S for all time.
An (conventional) attractor is a closed set S with following three conditions:
i. S is a closed invariant set.
ii. There is some neighborhood U of S such that if x(0) 2 U , then the distance
between x(t) and S tends to zero as t!1.
iii. S is minimal, i.e., there is no proper subset of S that satises conditions i and
ii.
The attractor S can attract all sucient close points, which implies that a conven-
tional attractor is also stable.
The set of initial points that lead to the attractor is called basin of attraction for
the attractor. If there are multiple attractors, then each of them has its own basin of
attraction. The boundaries among dierent basins are called basin boundaries,




Another concept of attractors is introduced by J. Milnor, who does not presume
stability [44]. A Milnor attractor only requires that its basin of attraction is of
positive measure. We introduce the denition here.




fFs(x) : s > tg; (1.3)
where Ft(x) is a solution curve or trajectory of Eq. 1.1 based at x.
Then a Milnor attractor for a dynamical system is a compact invariant subset
S M that satises the following conditions,
i. The basin of attraction
B(S) = fx 2M : !(x)  Sg (1.4)
has positive measure in M .
ii. Any compact invariant proper subset of S has a basin with a strictly smaller
measure.
The Milnor attractors are usually chaotic, which typically occur in high-dimensional
systems with symmetry [45, 46]. In the presence of noise, the system can switch
among these Milnor attractors. Recently, these chaotic Milnor attractors are used
to study working memory [47].
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1.2.3 Unstable Attractors as a Novel Type of Milnor At-
tractors
Unstable attractors are a novel type of Milnor attractors. The main novelty comes
from their local behaviors [32, 48]. Almost all the points within a neighborhood
of an unstable attractor will leave this neighborhood. However, some points in
the remote regions can collapse onto the attractor. The denition of an unstable
attractor is given as follows [50]: A Milnor attractor S is an unstable attractor
if there is a neighborhood U of S such that the measure of the set of points that
stay in U for all t  0 is zero.
Unstable attractors are rst reported in the networks of excitatory pulse-coupled
oscillators by M. Timme et al. [32]. Later the rigorous denition is presented by P.
Ashwin and M. Timme [49]. We can distinguish two types of unstable attractors.
For the rst type of unstable attractors [49], almost all of the nearby points will
go to other attractors eventually; and for the second type of unstable attractors
[49], a positive measure of nearby points will rst leave the attractor and come
back later. Interestingly, the unstable attractors are usually of period one in the
return map by using one oscillator as the reference. The existence of unstable
attractors has been proved in systems of four oscillators [49] and arbitrarily many
oscillators [50] on the global network respectively. One can obtain an unstable
attractor by collapsing the system onto the stable set of a saddle [49]. In phase
space, the unstable attractor may form interesting structures. For example, two
unstable attractors could be enclosed by each other's basins, forming a heteroclinic
network of unstable attractors [51]. In this case, the system under noise displays
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similar behavior to heteroclinic switching which may be relevant to the information
processing in neural systems [52, 56{61]. In particular, the switching phenomena
is observed in olfactory systems and believed to be important to discriminate dif-
ferent odors [62, 63]. By introducing the partial reset, a heteroclinic cycle can be
converted into a heteroclinic network of unstable attractors [53, 54]. Furthermore,
the heteroclinic switching among unstable attractors can be manipulated under
controlled perturbations [55].
One novel property of an unstable attractor occurring in the excitatory pulse-
coupled oscillators is that almost all nearby points fail to asymptotically go to this
attractor. This is further shown as the instability in the associated linear map
applying linear stability analysis to an unstable attractor [48]. How this property
arise in the pulse-coupled oscillators and what is the main source of this type of
instability are unclear.
1.3 Transients and Their Sensitivity under Per-
turbations
Before settling down onto attractors, the system stays in transient states. Tran-
sients may provide valuable temporal structures which may be useful in neural
computation [64{66]. Additionally, when the transient time is extremely long, the
attractor is unreachable in the interested time duration [67]. In this case, the long
transients are the main concern.
9
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The long transients, in some cases, could be irregular in the sense that the system
visits dierent parts of phase space in a rather complex way, which in turn forms a
complicated geometrical structure. For example, chaotic transients in some smooth
dynamical systems typically stay near chaotic saddles which themselves have fractal
properties [68, 73].
Irregularity in pulse-coupled oscillators accompanies the large deviation of the ac-
tivity of the oscillators. Suppose the oscillator i reaches the threshold (res) at
times tk, for k = 1; 2; : : : ; n. The time dierence between two successive rings
is of great interest, which is called the interspike interval Tk = tk+1   tk. The





where i and i are the mean and standard deviation of the interspike interval
for oscillator i respectively. Large CVi implies higher variation in the oscillator i's
activity.
The analysis of a trajectory under perturbations is of great interest as it can provide
us with the knowledge of predictability or robustness. Here we are interested in the
consequence of innitesimal perturbations which can be captured by the nite-time
Lyapunov exponent (FTLE) [37]







where x0 is the initial condition of the trajectory, 0 is the initial distance between
the trajectory and perturbed trajectory, and T is the distance between the tra-
jectories at time T . If we let T go to innity, the FTLE becomes the Lyapunov
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expoent that is used to study the sensitivity behavior of attractors. For exam-
ple, positive Lyapunov exponent for an attractor indicates that the underlying
attractor is chaotic. In other words, the distance between two trajectories grows
exponentially, but trajectories usually are still within the same chaotic attractor.
Therefore the positive Lyapunov exponent does not mean the underlying attractor
is unstable. To verify the stability of attractors, we need to consider the nearby
points of attractors, which is discussed in Sec. 1.2.
We can use the FTLE to investigate the sensitive behavior to perturbations of the
transients. Note that the FTLE depends both on the initial condition x0 and T .
Roughly speaking, there are two types of irregular transients. The rst one is the
stable irregular transients where the FTLE remains negative during the transient
time. The second type is the chaotic irregular transients where the FTLE stays
positive during the transient time. Note that it will be dicult to determine the
dynamical sensitivity when the FTLE takes on both positive and negative values
during the transient time.
1.3.1 Chaotic Irregular Transients
An irregular transient trajectory, which is sensitive to innitesimal perturbations
and has transient time much longer than the observation time, is said to exhibit
transient chaos [67]. Intuitively, it is dicult to distinguish chaotic irregular tran-




For continuous dynamical systems, these irregular long transients are usually due to
the existence of high-dimensional chaotic saddles in phase space (see recent review
[69] for details). These chaotic saddles often appear after crisis bifurcation [70]. The
system may spend an extremely long time in the vicinity of the chaotic saddle, and
behaves as irregular as chaotic. Due to this reason, this type of irregular transients
is usually called transient chaos, which is sensitive to the initial conditions. For
example, in Ref. [71], it is found that the development of transient chaos is related
to the unstable-unstable pair bifurcation which involves an unstable periodic orbit
in the chaotic attractor and another one on the basin boundary. Moreover, another
interesting nding along this line is the super-transient whose average lifetime could
be very long even far from the bifurcation point [72, 73]. Such super-transients
have also been found in stochastic dynamical systems [74, 75].
In this thesis, we focus on chaotic irregular transients occurring in networks of
excitatory pulse-coupled oscillators [34]. An excitatory input can make the corre-
sponding oscillator easier to reach the threshold and re. Such chaotic behaviors
may be involved in information processing in the cerebral cortex [76]. The chaotic
transients can occur when the networks have some degree of disorder, which are ob-
tained by diluting links from all-to-all coupled networks (global networks). There
is a non-monotonical dependence of the average transient time on the density of
links p. The average transient time is small when p is very large (close to 1) or
very small. In both cases, the degree of disorder in the topology is small.
These chaotic transients here, however, cannot be attributed to chaotic saddles.
Usually, the chaotic saddles are the result of crisis of chaotic attractors. However,
the chaotic attractors cannot be observed in the parameter region of interest for
12
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excitatory pulse-coupled networks. Furthermore, most of attractors are only of
period one in the return map using one oscillator as reference. Therefore these
chaotic irregular transients cannot be attributed to a single object such as a chaotic
saddle. In fact, they could only be understood through analyzing the collective
behaviors of the networks. Therefore it is interesting to investigate how chaotic
transients can arise in the cases where the phase space is dominated by low periodic
attractors.
1.3.2 Stable Irregular Transients
There exists another distinct type of irregular transients that is not sensitive to
innitesimal perturbations in spite of the irregularity. Additionally, the average
transient time usually quickly grows with system size. This makes irregular tran-
sients display characteristics of chaos in practice. Hence these transients are termed
as stable chaos to include both local stability and geometrical irregularity [78, 79].
For a detailed review on stable chaos, please refer to Ref. [89], which also discuss
a realistic Hamiltonian model: the diatomic hard-point chain.
This phenomenon was rst observed in the coupled map lattice [77]. The complex
transients behave irregularly with exponential decay of correlation both in time
and space [78]. In addition, the transient time usually grows exponentially with
system size which makes the attractors unreachable in large systems. Later, stable
chaos was also reported in various types of dynamical systems [80, 81, 83]. In
all the above works, the stable chaos appears in discontinuous map systems (or
discontinuous return maps). Interestingly, it is found that the stable chaos could
13
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also appear in the continuous map system where there exists a transition from the
standard chaos to stable chaos [86].
There are some eorts attempting to illustrate the mechanism underlying the for-
mation of stable chaos. For example, it was conjectured that the stable chaos is due
to the hierarchical organization of subbasins in phase space [77]. The subbasins
are subspaces of a basin separated by walls through which an orbit cannot pass
except at portals. The irregular transient is regarded as a sequence of transitions
through a hierarchy of subbasins. However, the formation of these subbasins and
portals is still not well understood. In Ref. [87], the stable chaos was attributed
to the ordinary chaos in a continuous system slightly altered from the original dis-
continuous system. One deciency of this approach is that chaos can exist even in
a one-dimensional continuous map, while stable chaos typically happens in high-
dimensional dynamical systems. In addition, Ref. [79] showed that the alteration
could be too large for some systems. It was shown that the stable chaos is anal-
ogous to deterministic cellular automata [78]. Along this line, the stable chaos
was attributed to the nonlinear propagation of nite disturbances from the outer
regions [79], and a stochastic model was presented to understand the mechanism
of this nonlinear information ow [81].
Recently, stable chaos was found in the network inhibitory pulse-coupled oscilla-
tors [33]. An inhibitory input can make the corresponding oscillator more diculty
to reach the threshold and re. Their insensitivity to innitesimal perturbations
are analytically proved in ideal pulse-coupled oscillators [84]. Therefore these tran-
sients can generate precise spiking timing sequences under noise, which are observed
in the experiments [90] and may be relevant to information transmission among
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neurons [91{93]. It was also found that the stable irregular transients can exist
in the thermodynamic limit and the characteristics are dierent from that of the
Kuramoto model [88]. However, when we assume more realistic interactions, the
inhibitory networks can also generate chaos under the condition that the decay
time of the synaptic currents is long compared to the synaptic delay [85].
1.4 Random Directed Networks
One approach to simplify the systems composing many interacting units is to use
networks. In this approach, the units are regarded as nodes or vertices, while the
interactions among nodes are represented by links or edges. The strengths of the
interactions are treated as weights for the links. In some cases, the interaction
between two units may be undirected, i.e. the coupling has symmetrical eect on
both nodes. In some other cases, the interaction could be directed. As a typical
example, the anatomical conguration of the brain could be regarded as a directed
network in which nodes are neurons or brain regions and links represents physical
connections such as synapses or axonal projections [10].
Mathematically, the network or graph G can be described by sets N and L, i.e.,
G = (N;L). The set N  f1; 2; : : : ; ng denotes the set of n nodes. L is a set
of links that connect pairs of elements of N. Depending on the direction of the
links, we could have two types of networks: undirected and directed. The network
with undirected links is called an undirected network. Otherwise, the network is a
directed network. Fig. 1.1 shows examples of undirected and directed networks.
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Figure 1.1: Schematic representation of an undirected (a), and a directed (b) graph
with N = 6 nodes.
In general, the degree is dened as the number of links attached to a node. In
directed networks, the degree can be divided into the in-degree and the out-degree,
which are two useful local measurements. The in-degree denotes the number of
incoming links for a node, and the out-degree refers to the number of outgoing
links for a node. The node 6 in Fig. 1.1 (b), for example, is with out-degree 3 and
in-degree 1.
In the last decade, much interest has been paid to investigate the statistical proper-
ties of networks, their evolution principles, and impacts on the dynamical processes
on the networks [1, 94, 95]. It has been shown that the network properties have
strong eect on the dynamical processes such as synchronization [96], diusion [97],
and epidemic spreading [98].
In our research, we focus on the dynamics of random directed networks of pulse-
coupled oscillators. Here the density of links p is the main topology parameter.
Self-links are not allowed, i.e., a node can not connect to itself. Therefore, the
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maximum number of links is N(N   1) for a network with size N . Thus the
density of links is p = m=N(N   1), here m is the number of links in the network.
For a given p, we can obtain m as m = bpN  (N   1)c, where bxc is the largest
integer not greater than x.
To construct a random directed network with size N and m links, we rst
randomly select one node i. Secondly, we select another node j from the remaining
nodes that do not have an incoming link from node i. Then we generate a direct
link from i to j. The above process is repeated until all m links are generated.
In the case of p = 1, each node can be connected to all other nodes. The corre-
sponding network is called global network, i.e., the network is fully connected.
1.5 Motivation and Outline of the Dissertation
1.5.1 Motivation of the Dissertation
In this dissertation, we focus on the dynamical mechanism of collective behaviors
occurring in the networks of pulse-coupled oscillators. In particular, we are inter-
ested in how to understand the collective behaviors through microcosmic events.
Specically, we focus on the novel collective behaviors (unstable attractors, chaotic
and stable irregular transients) arising in networks of pulse-coupled oscillators.
For unstable attractors, the source of instability is not clear. For the excitatory
pulse-coupled oscillators, many stable attractors can also exist which have very
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dierent response behaviors to perturbations when compared with unstable attrac-
tors. Thus how unstable attractors arise in the excitatory pulse-coupled oscillators
is not well understood. In this study, we investigate the unstable attractors through
the events including the sending and receiving of pulses. We focus on understand-
ing what event structures bring about the occurrence of unstable attractors.
For chaotic irregular transients in the networks of excitatory pulse-coupled oscil-
lators, the mechanism for these transients is still unknown. The chaotic transients
usually occur within a parameter range where phase space is dominated by low
periodic attractors. Most of them are only of period one in the return map when
using an oscillator as reference. Therefore, these irregular transients cannot be
attributed to a single structure such as a chaotic saddle. It is interesting to under-
stand how long irregular transients can arise without the bifurcation of chaos.
The irregular transients in networks of inhibitory pulse-coupled oscillators are sta-
ble to innitesimal perturbations. To understand the dynamical mechanism of
these irregular transients is challenging due to the large phase space. We tackle
this problem by rst analyzing where these long irregular transients happen in
phase space, i.e., the dynamical formation of these irregular transients. As sta-
ble irregular transients were rst discovered in discontinuous map systems [77],
we also study the network of inhibitory pulse-coupled oscillators through return
maps. The map for the individual oscillators has only contracting pieces [77]. It
is natural to relate the occurrence of stable chaos to the discontinuity of the local
dynamics of the coupled dynamical systems. Our particular interest is to reveal




1.5.2 Outline of the Dissertation
The dissertation is organized as follows.
In Chapter 2, we introduce the general models of pulse-coupled oscillators with
a detailed description of the Mirollo-Strogatz model. We also provide the event
approach which includes the observations of microscopic behaviors of oscillators.
The advantage of the event approach is discussed.
In Chapter 3, the source of instability of unstable attractors is investigated through
the event approach [102]. First, we classify the ring events into two types: ac-
tive and passive ring. After that, we show that source of instability of unstable
attractors is due to the appearance of active simultaneous rings.
In Chapter 4, we further apply the event approach to study the dynamical mech-
anism of chaotic transients [104]. We introduce a type of attractors according
to their event sequences. Then we can nd a phase boundary. Interestingly, the
chaotic transients occur near this phase boundary. The behaviors of attractors and
temporal structures are investigated in detail.
In chapter 5, the dynamical mechanism of stable irregular transients are directly
studied in both pulse-coupled oscillators and other discontinuous map systems
[103]. We measure the distance of each point in the trajectory to the basin bound-
aries. This distance sequence allows us to reveal an interesting regular pattern.
This highlights that the stable irregular transients occur in a set composed by the
images and pre-images of discontinuous boundaries.
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In this chapter, we describe the general pulse-coupled oscillators with delay. For
this type of models, the interactions among the oscillators take place at discrete
times. Peskin presented an early realization of pulse-coupled integrate-and-re
oscillators [24]. One of the widely studied pulse-coupled models is presented by
Mirollo and Strogatz [25], which is more analytically tractable. Finally, we also
discuss the event approach and return maps in studying the dynamics of network
pulse-coupled oscillators.
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2.1 General Pulse-Coupled Oscillators
Pulse-coupled oscillators are typically used to model dynamical phenomena in net-
works of agents such as reies and neurons whose individual behavior is periodic.
The oscillators interact with each other at discrete times. The state of the oscilla-
tor i is described by Wi. For neurons, Wi could be the membrane potential. Then
the dynamics of a network pulse-coupled oscillators is given by [48]
dWi
dt
= A(Wi) +B(Wi)Si(t); (2.1)
for i 2 f1; 2; : : : ; Ng where A and B are continuous functions. The inputs from






"ijKij(t  tj;m  Dij); (2.2)
where "ij denotes the coupling strength from oscillator j to i , and Kij(t) are
the response kernels (Kij(t)  0, Kij(t) = 0 for t < 0, and
R1
 1Kij(t)dt = 1).
tj;m denotes the time that mth pulse of oscillator j is generated when Wj reaches
threshold from below,





After the pulse is generated, Wj is reset
Wj(t
+
j;m) := Wreset = 0: (2.4)
The generated pulse at tj;m will be received by oscillator i which has an incoming
link from j after a delay time Dij. In the case Dij = 0, the pulse will be received
immediately. Throughout this thesis, we consider the identical delay, i.e., Dij =  .
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For the widely used leaky integrate-and-re model, the free evolution of the indi-
vidual oscillator is given by
dWi
dt
= I   Wi (2.5)
which is obtained by substituting A(Wi) = I   Wi into Eq. 2.1. Here I is the
external current and  > 0 accounts for the dissipation of the system.
The response function in Kij(t) represents the eect of the reception of pulses. A
simple choice is to use
K(t) = (t); (2.6)
which accounts for the fact that communications in many biological systems such
as neurons are episodic and pulse-like. In this thesis, we only consider the ideal
case of Eq. 2.6, which is an approximation when the duration of the response is
suciently brief.
Then the dynamics of networks of N pulse-coupled integrate-and-re oscillators is
dWi
dt





"ij(t  tj;m  Dij); (2.7)
for i = 1; : : : ; N .
2.2 Peskin's All-to-All Pulse-Coupled Oscillators
One of the earliest models for pulse-coupled oscillators is due to Peskin [24]. This
model is used to study the synchronization of cardiac pacemaker cells which are
coupled all-to-all. The dynamics of each cell is modeled by an integrate-and-re
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= I   xi; 0  xi  1; i = 1; : : : ; N: (2.8)
The oscillator i res when xi(t) = 1 and xi is reset to zero, i.e., xi(t
+) = 0.
The ring of an oscillator i immediately pulls all the others up by an amount "=N
or pulls them up to ring. That is
xi(t) = 1 ) xj(t+) = min(1; xj(t) + "=N) 8j 6= i: (2.9)
2.3 Mirollo-Strogatz Model
Mirollo and Strogatz further simplify the dynamics of an oscillator by a nonlinear
transformation,
x = U(); (2.10)
where U is a smooth, monotonic increasing, and concave function as shown in Fig.
2.1. Due to the transformation, the dynamics in  is simpler, which then could be
regarded as a phase oscillator with constant evolution speed. The free dynamics
of individual oscillator i is given by
di=dt = 1=T: (2.11)
where T is the cycle of the period. For simplicity, we let T = 1. Then we get
di=dt = 1: (2.12)
When i(t) reaches the threshold , say 1, at t, the phase is reset to zero, i(t
+) = 0
and a pulse is generated. After a delay time  , this pulse is received by the
oscillators having an incoming link from oscillator i.
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Figure 2.1: The schematic representation transform function x = U(), where x is
the state of the oscillator and  is phase variable proportional to time.
Generally, an oscillator j receives a pulse with strength "ji from i at time t. This




U 1(U(j(t)) + "ji) U(j(t)) + "ji < 1;
0 U(j(t)) + "ji  1;
(2.13)
where "ji in this thesis is normalized according to the total number kj of incoming





For simplicity, we dene transfer function as
H"0() = U
 1(U((t)) + "0) (2.15)
which represents the phase response of an oscillator at  to a subthreshold pulse
with strength "0.
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The Mirollo-Strogatz model is quite exible in the sense that dierent choices of





corresponds to the leaky integrate-and re model (see Eq. 2.5). This function can
by obtained by integrating Eq. 2.5. Another widely used function is
U() = b 1 ln(1 + (eb   1)) (2.17)
where b > 0 is a parameter.
2.4 Event Approach
The interactions among the oscillators are mediated by sending and receiving
pulses. These events have been explicitly used in simulating spiking neuronal
networks and the simulation is exact in the case that the spiking times (times of
reaching threshold) can be accurately located [101]. This is the case for Mirollo-
Strogatz model where the free-evolution is a linear ordinary dierential equation.
We are particularly interested in the relationship between events and collective
behaviors.
Here we introduce some notations for the events. When an oscillator i reaches the
threshold and res, it sends out a pulse. We denote this event by Si. The event
that a pulse from oscillator j is received by other oscillators is represented by Rj.
The events occurring at two dierent times are separated by `  '. Then we can
get an event sequence for a given time interval that we are interested in.
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The following sequence of events is a typical example forN = 8 oscillators occurring
during the time when the reference oscillator has just been reset once:
R1   S4   S2  R4S3  R2S6S7S8   S5  R3  R6R7R8  R5   S1:
2.4.1 Event Driven Simulation
One main advantage of the Mirollo-Strogatz model is that the simulation is exact.
This is mainly due to the fact that the times of rings can be determined exactly.
The simulation of the system then could be regarded as free evolution with frequent
interruptions when pulses are generated or received.
The simulation strategy is:
i. Choose the nearest time dierence t1 that an oscillator reaches threshold,
i.e., t1 = mini(1  i).
ii. Compare t1 with the nearest time dierence t2 that a pulse will be received.
We can determine whether the next event is ring (t1 < t2) or receiving of
pulses (t2 < t1).
a. If the next event is the reception of pules, the phases of all oscillators are
increased by amount t2. That is
j(t+t2) = j(t) + t2 (2.18)
for j = 1; : : : ; N . Then we calculate the total strengths of pulses received
by any oscillator as "j, for j = 1; : : : ; N . We only need to consider the
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oscillators with non-zeros received pulses. For subthreshold input strength
("j + j(t+t2) < 1) the phase of oscillator j is updated as
j((t+t2)
+) = H"j(j(t+t2)): (2.19)
The phase is reset to zeros for supra-threshold input ("j +j(t+t2) > 1),
j((t+t2)
+) = 0 (2.20)
and a pulse is generated which will be received at time t+t2 +  .
b. If the next event is ring, the phases (t) of all oscillators will be advanced
as
j(t+t1) = j(t) + t1 (2.21)
for j = 1; : : : ; N . The phase of any oscillator i that reaches the threshold
will be reset to zero,
i(t+t1) = 0: (2.22)
The receiving time for these pulses is set to be t+t1 +  .
2.4.2 Return Maps
One way to simplify the network dynamics is by choosing one of the oscillators
as reference. When the reference oscillator res, the phases of the oscillators are




where (t+k ) is the phases of the oscillators just after the ring of reference oscillator
at tk. The return map R here depends on the phases of the oscillators (t
+
k ), and




Chapter 2. Pulse-Coupled Networks with Delay
The return map is useful for the following reasons. First, the return map can be
immediately used to study linear stability and calculate the Lyapunov spectrum
[85]. Secondly, it is convenient to plot the trajectories in the return map. In
particular, the trajectories in the return map will have parallel segments when the
oscillators are in frequency synchronous states.
In order to successfully obtain the return map, the reference oscillator should be
able to re in nite time after its nearest past ring. This can always be satised
for the excitatory pulse-coupled Mirollo-Strogatz oscillators, where the waiting
time for the next ring is always smaller than 1. For the inhibitory couplings,
however, some oscillators may become silent due to the strong inhibition. In other
words, some oscillators may never reach the threshold and re again. Generally,
the return map can be applied to the cases when inhibitory couplings are relatively
weak so that all oscillators can still re after their recent rings. In other cases, it
is necessary to choose a proper oscillator as reference.
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Unstable Attractors with Active
Simultaneous Firing in
Pulse-Coupled Oscillators
An unstable attractor possesses novel local behaviors in which almost all the points
within a neighborhood will leave this neighborhood. In other words, the unstable
attractors do not have local attracting property like the conventional attractors.
In this chapter, we study the source of this instability through the event approach.
We rst describe the model and its typical parameters. After that, we introduce the
active ring events. Using these events, we nd that unstable attractors actually
coexist with active simultaneous ring events. We further show that the split
of these events can make the nearby points leave the unstable attractors. This
highlights that the appearance of active simultaneous ring is the source for the
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instability of unstable attractors. Finally, we show that these events can be applied
to study the bifurcation of unstable attractors.
3.1 Networks of Excitatory Pulse-Coupled Oscil-
lators
Unstable attractors are observed in network of excitatory pulse-coupled Mirollo-
Strogatz oscillators [25]. The state of each oscillator i is specied by a phase
variable i, for i = 1; 2; : : : ; N . The individual dynamics of oscillator i is given by
di=dt = 1: (3.1)
Then N oscillators are interacting in random directed networks by sending and
receiving pulses. The strength of input from i to j is normalized as "ji = "^j = "=kj,
where kj refers to the number of incoming links of node j. Here we consider
excitatory couplings, i.e., " > 0. If i(t) reaches the threshold  = 1, a pulse will
be generated at time t by oscillator i. Meanwhile, the phase of oscillator i is reset
to zeros (i(t
+) = 0). This pulse from oscillator i is sent to oscillators which have
an incoming link from oscillator i, and the pulse is received after a delay time  .





U 1(U(j(t)) + "ji) U(j(t)) + "ji < 1;
0 U(j(t)) + "ji  1;
(3.2)
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Figure 3.1: The schematic representation of phase changes for an oscillator j in-
duced by receiving one pulse at t2 and two pulses at t1.
where the function U is given by
U(x) = b 1 ln(1 + (eb   1)x) (3.3)
which is twice continuously dierentiable, monotonically increasing, concave and
normalized (U(0) = 0 and U(1) = 1). In this chapter, the parameter b in the U(x)
is xed to be 3.0.
Fig. 3.1 schematically shows the oscillator j's phase jumps induced by the events
of pulse receiving: receiving 1 pulse at t2 and 2 pulses at t1. The changes in the
phase of an oscillator are dependent on the oscillator's in-degree, the number of
pulses received, and the phase just before the event. Considering all these together,
we can dene the transfer function
Hmj (j(t)) = U
 1(U(j(t)) +m"=kj); (3.4)
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which denotes the resulting oscillator state j(t
+) caused by receiving m pulses at
t for the oscillator j when the input is sub-threshold (U(j(t)) +m"=kj < 1).
The oscillators are interacting on random directed networks with density of links
p. The networks can be generated by the method discussed in Sec. 1.4.
3.2 Active Firing Events
The oscillators are interacting with each other by receiving pulses which are gen-
erated whenever the phases of oscillators reach the threshold. The generation of
a pulse is also called ring. The events such as receiving and ring will contain
much information about the underlying attractors. To this end, we record the
events happening during the periodic time of the attractors. Therefore, we have
an event sequence associated with each attractor. Some notations are needed. For
example, Sj refers to the ring of oscillator j, and Ri refers to the event that the
pulse generated by oscillator i is received. The events occurring at dierent times
are separated by `  '.
We pay special attention to the ring events. If a ring event, say Sj, immediately
follows a receiving event, for example Ri, we say the input with strength "ji from
oscillator i received by oscillator j is supra-threshold (U(j(t)) + "ji  1). In this
case, if we add a tiny perturbation just before the receiving event Rj, it will not
induce any eect on the phase of oscillator i. Thus it is intuitive to say that there
exist some special structures of the unstable attractors in terms of the ring events.
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We classify the ring events into two types: passive ring, and active ring. If
oscillator i res (its phase reaching threshold) due to the received pulses directly,
then Si is called a passive ring. Otherwise, we call the ring active ring.
3.3 Unstable Attractors with Active Simultane-
ous Firing Events
In this section, we show that the unstable attractors have a simple property hidden
in the event sequences associated with unstable attractors. We record the events
happening during one period time associated with unstable attractors. We nd
that the unstable attractors coexist with active simultaneous ring events, i.e. at
least two oscillators re at the same time which is not directly caused by receiving
pulses.
The followings are some examples for the systems on global networks where each
oscillator is connected to all other oscillators. For N = 3 oscillators ( = 0:25; " =
0:2; b = 3:0), we can locate three unstable attractors. The event sequence for one
unstable attractor is given by
R1   S2S3  R2R3S1;
where the oscillators 2 and 3 maintain active simultaneous ring. The unstable
attractor with the above event sequence has the form (0; A;A) in the return map,
where A is
A = U 1(U() + "=2)); (3.5)
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Figure 3.2: The ring times for oscillators associated with an unstable attractor in
a network (p = 0:9, N = 16, b = 3, " = 0:12, and  = 0:1). The times for active
and passive rings are shown in blue and red color respectively. Two oscillators 9
and 12 keep active simultaneous ring here.
and its numerical value is 0:3558 at  = 0:25, " = 0:2, and b = 3:0. We consider
a global network with size N = 8 ( = 0:1; " = 0:15; b = 3:0). We can nd an
unstable attractor with the following event sequence:
R1R2R4R5R7   S3S6S8  R3R6R8S1S2S4S5S7;
where the oscillators 3, 6, and 8 maintain active simultaneous ring.
The unstable attractors can also be observed in random directed networks. We
show an example for a network with density of links p = 0:9, N = 16, b = 3,
" = 0:12, and  = 0:1. Fig. 3.2 shows the ring times for an unstable attractor
in this network. The times when active rings occur are indicated by blue color.
The times for passive rings are shown in red color. We can see that oscillators 9
and 12 keep active simultaneous ring.
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Before we extensively test the above result on broad parameter space and dierent
network topologies, we describe two main numerical procedures to distinguish the
unstable attractors from stable attractors.
Locating attractors : We rst nd periodic patterns in the trajectories in the return
map. For example, a period m pattern is given by
PN
i=1 ji(n)  i(n+m)j <
10 6. Here n denotes the nth reset of the reference oscillator. In order to verify
whether a periodic pattern is an attractor, we let the system evolves for another
Nv, say 5000, time steps in the return map (i.e., the reference oscillator is reset for
another Nv times). If the system can repeat this periodic pattern during these Nv
steps, then this periodic pattern is identied as an attractor.
Locating unstable attractors : Numerically, an attractor is identied as an unstable
attractor if allM , say 50, randomly chosen nearby points in a small neighborhood U
cannot always stay within U . This is the rigorous denition of unstable attractors
[49, 50]. A nearby point can be obtained by adding small perturbations with
jij < 10 8 on each oscillator i just after the reset of the reference oscillator,
for i = 1; 2; : : : ; N . Starting from this nearby point, a trajectory with length l,
say 2000, can be obtained. The initial distance away from the attractor is d0 =PN
i jij. Then we can monitor the distance between each point in the trajectory
and the attractor at the time when the reference oscillator is reset. The denition
of distance for a point p to an attractor A is given by d = min
i
fdig, where di isPN
j jp(j)  iA(j)j. Here iA represents ith point of the attractor, for i = 1; : : : ; TA
(TA is the period of the attractor in the return map). If the distance associated
with the trajectory at some time becomes larger than d0, this trajectory fails to
asymptotically go to the attractor. Thus the trajectory leaves the neighborhood
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U with size d0. If all the M trajectories fail to asymptotically go to the attractor,
then the attractor is an unstable attractor.
We extensively test the result and nd that all the located unstable attractors have
the active simultaneous ring events. Furthermore, this is true for other network
topologies. Here we use an ensemble of random directed networks with dierent
connection probability p 2 [0:7; 1:0]. We choose the parameter region (0 <  < 0:3
and 0 < " < 0:3) with b = 3. For each pair (; ") of parameters, we average over
30 networks with dierent p randomly chosen from [0:7; 1:0] and use 100 random
initial points for each network.
We measure the fraction of basins of unstable attractors BU . This quantity can
be numerically obtained as follows. For each pair of parameters (; "), we rst
generate Nnet = 30 random networks with connection probability p randomly and
uniformly chosen from [0:7; 1:0]. For each network, we choose Ni = 100 random
initial points in phase space. Then we locate the number of initial points that lead
to unstable attractors. Repeating the above steps for other networks, we obtain
the total number NU of initial points that lead to the unstable attractors for all
Nnet random networks. Then the fraction of basins of unstable attractors with
given parameters is BU = NU=(NnetNi).
For unstable attractors, we measure the fraction of unstable attractors with active
simultaneous ring dened by Uasf . If Uasf = 1, then all the unstable attractors
are associated with active simultaneous ring events. Fig. 3.3 (a) shows the BU
for N = 30 oscillators and b = 3:0. Fig. 3.3 (b) shows the Uasf which is equal to
1. This implies that all the found unstable attractors are associated with active
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Figure 3.3: Unstable attractors with active simultaneous ring for random net-
works (N = 30; b = 3:0) on the (; ") parameter plane: (a) The fraction of basins
of unstable attractors; (b) the fraction of the unstable attractors with active si-
multaneous ring events. Only the parameters where unstable attractors exist
are marked in color. The results are averaged over 30 networks with connection
probability p randomly chosen from [0:7; 1:0], and each using 100 random initial
points.
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simultaneous ring events.
We can further show that the active simultaneous ring events are the major cause
for the nearby points to leave the unstable attractors. This can be illustrated by
imposing dierent perturbations on the unstable attractors. The small pertur-
bation i on an oscillator i is randomly and uniformly chosen from jij < 10 8.
We apply three types of perturbations: constrained perturbation where the same
perturbations are imposed on the oscillators with active simultaneous ring, while
independent perturbations on other oscillators; general perturbation where all of
the oscillators are perturbed by independent tiny values i, i = 1; : : : ; N ; and
single perturbation where only one of the active simultaneous ring oscillators is
chosen to be perturbed. For constrained perturbations, the phases of the active
simultaneous ring oscillators are kept to be the same. For the latter two types of
perturbations, however, the perturbations will introduce phase dierences among
the active simultaneous ring oscillators. In the following, we show the eects of
these dierent types of perturbations on unstable attractors.
In the Fig. 3.4, we introduce constrained perturbations just after the k = 1000(2i+
1) reset of the reference oscillator, where i = 0; 1; 2; 3; 4. The general perturbations
are added just after the k = 2000i reset, i = 1; 2; 3, while two single perturbations
are introduced just after the k = 2000i reset, i = 4; 5. The time interval, 1000
steps, between two successive perturbations is suciently long to let the system
settle down again onto an unstable attractor after the previous perturbation. Thus
for each unstable attractor, we add two types of perturbations grouped by dierent
brackets: a constrained and another perturbation which could be a general or a
single perturbation. We can see that the unstable attractors are stable against
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Figure 3.4: The time evolution of phase-variables under small perturbations
(jj < 10 8) displays switching among unstable attractors for a random network
(N = 16; b = 3:0;  = 0:12;  = 0:1; p = 0:9). For each unstable attractor, two
dierent perturbations are applied, which are grouped by brackets. These include
a constrained perturbation (dashed arrow) and another one which is a general
perturbation (red solid arrow) or a single perturbation to one active simultaneous
ring oscillator (yellow solid arrow). The constrained perturbations which do not
split the active simultaneous ring will not induce a departure, while other types
of perturbations can make the nearby points leave the unstable attractors. Here n
represents the number of times the reference oscillator has been reset.
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the constrained perturbations added at the dashed arrow positions, whereas gen-
eral perturbations (red solid arrows) and single perturbations on one of the active
simultaneous ring oscillators (yellow solid arrows) make the nearby points leave
the corresponding unstable attractors. The phase dierences among active simul-
taneous ring oscillators caused by general or single perturbations can split the
active simultaneous ring events. This split in turn makes nearby points leave the
unstable attractors.
In phase space, when there are many unstable attractors coexisting, the system
under noise may show interesting switching among unstable attractors [32, 51, 53].
Ref. [51] illustrated that switching can occur among many unstable attractors
which form an interesting cycle structure in phase space, i.e. heteroclinic cycle.
In this chapter, the switching among dierent unstable attractors is induced by
general perturbations or single perturbations which split the active simultaneous
ring events. Here, the general perturbations could be regarded as noise.
The observation of switching among attractors under small perturbations indicates
that the underlying attractors possess local unstable dynamics, i.e. the attractors
are Milnor attractors [44] which however may not be unstable attractors in other
systems. For the excitatory pulse-coupled oscillators, we nd that the switching
usually happens among unstable attractors of the rst type [49]. In this case, the
switching is induced by the split of active simultaneous ring as shown in Fig. 3.
However, switching may not occur among unstable attractors of the second type
[49]. In this sense, the global dynamics of switching is more dicult to occur than
leaving unstable attractors.
41
Chapter 3. Unstable Attractors with Active Simultaneous Firing in
Pulse-Coupled Oscillators
All the unstable attractors analyzed here are of period one in the return map. For
period one attractors in the return map, each of the oscillators reaches the threshold
and res exactly once in a period. Thus the phases of oscillators repeat themselves
just after one time reset of the reference oscillator. To the best of our knowledge,
unstable attractors with long periods (or even strange unstable attractors) have not
been reported yet. We perform a test to determine the stability of attractors with
long periods, including those on global networks and random directed networks.
We have not found an unstable attractor with long period for which almost all the
nearby points can lead to other attractors. Thus in this chapter, we only focus on
the unstable attractors with period one in the return map.
3.4 Separation of Oscillators with Active Simul-
taneous Firing by General Perturbations
We analyze the local dynamics of unstable attractors subject to general perturba-
tions. Suppose that an active simultaneous ring event SiSj appears in the event
sequence associated with an unstable attractor. If we add a general perturbation,
this will introduce a phase dierence between oscillators i and j. Such a mismatch
in phases plays a crucial role in causing nearby points to leave the unstable at-
tractors. Thus we analyze the local behavior of the unstable attractor through the
evolution of the phase dierence 4i;j(t) between oscillators i and j, dened by
4i;j(t) = i(t)  j(t): (3.6)
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Let the system have p receiving events during one period time. The receiving
events occur at dierent times denoted by t01; t
0
2; : : : t
0




m is the time
when RiRj happens. For simplicity, the time t
0
l is the relative time here which
is the time dierence between the respective receiving event and the latest reset
of the reference oscillator. Now this time sequence does not change when we
start analyzing event sequences at dierent resets of the reference oscillator. The
numbers of pulses received by oscillators i and j are given by nl1,n
l





for l = i or j. Note that these numbers could be zero in the case when the pulses
are from the oscillators that have no direct link to i or j. In addition, the phase
dierence in i and j does not depend on the resets of the other oscillators.
For the unstable attractors, we assume that the oscillators with active simultaneous
ring remain synchronized during the period time. That is, the phases of these
oscillators are the same at the time when pulses are received. Thus the inputs
(for example, nir"=ki to the oscillator i at time t
0
r) to the active simultaneous ring




where r = 1; 2; : : : ; p. The in-degree ki and kj are the topology properties, while
nir and n
j
r are the information of dynamics. Thus we call the Eq. 3.7 the topology-
dynamics condition, which will be useful in designing networks with given dynam-
ics. For the global network without self-links, the above condition is obviously
satised as the degree is N   1 for each node, and every pulse can be received
by all other oscillators. This condition is numerically conrmed for the random
directed networks. For a group of active simultaneous ring oscillators with more
than 2 oscillators, Eq. 3.7 should hold for any two of them.
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Now we analyze the inuence of a general perturbation given by 1; 2; : : : ; N
added just after the reset of the reference oscillator. The phase dierence caused
by the general perturbation will lead to the split of the active simultaneous ring
event SiSj. Consequently, we will have two active rings Si and Sj. We analyze
the outcome of this split. During the next period time, the simultaneous receiving
event RiRj will be split into two events Ri and Rj happening at two dierent
times tmi and tmj . Let tmi < tmj . Here the time is also the relative time compared
with the latest reset of the reference oscillator. We assume that the receiving time
for other events is perturbed slightly as tl which is close to t
0
l ( l = 1; 2; : : : ; p
and l 6= m). Now the p + 1 receiving events happen at the corresponding time
t1; t2; : : : ; tmi ; tmj ; : : : tp.
The numbers of pulses received for oscillator i at the corresponding time are ni1, n
i
2,
: : :, nimi , n
i
mj
, : : : ; nip. It is obvious that n
i
mi
= 0 for the networks without self-links,
and nimj = n
i




2; : : : ; 0; n
i
m; : : : ; n
i
p.
Similarly, for j we have nj1; n
j
2; : : : ; n
j
m; 0; : : : ; n
j
p.
We show that the split of active simultaneous ring can further increase the phase
dierence between oscillators i and j. Note that 4i;j(t1) = i   j (i.e. the
phase dierence just before the rst receiving event is the same as the initial phase
dierence induced by the perturbation). Let's consider the evolution of 4i;j(t).
First we consider the eect of the incoming pulses from oscillators other than i and
j. Let oscillators i and j receive nir and n
j
r pulses respectively at tr. The phase
dierence will change according to
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Figure 3.5: The departure from an unstable attractor under a general perturbation
for a random network (N = 16; b = 3:0;  = 0:1;  = 0:1; p = 0:9): (a) The
time evolution of phases induced by a general perturbation added at solid arrow
position. The shaded region indicates the split of active simultaneous ring while
other events are kept in the same order. (b) The phase dierence for two active
simultaneous ring oscillators (15 and 11) vs. time step n. The rate of phase
separation quantied by L is predicted by the analysis. Here n represents the
number of times the reference oscillator has been reset.
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Substituting Eq. 3:4 into the above equation and using Eq.3.7 and 4ij(tr) =
i(tr)  j(tr), we obtain:
4ij(t+r ) = en
i
rb"=ki4ij(tr): (3.9)
We now consider the combined eect of the splitting of the active simultaneous
ring event. Suppose oscillator i's pulse is received rst at tmi , while oscillator j's
pulse is received at tmj . So x = tmj   tmi > 0. We study the evolution of phase
dierence from just before tmi to just after tmj . The phases just after the receipt













j (j(tmi)) + x:





m=ki   1)x; (3.10)
from which we deduce that the phase dierence between oscillators i and j increases
after receiving the pulses for x > 0.
The phase dierence 4ij between oscillators i and j will increase according to Eq.
3:9 when receiving pulses from other oscillators, or Eq. 3:10 when successively
receiving pulses from each other. The phase dierence 4ij does not change with
the successive resets of Si and Sj. Therefore the 4ij will increase, nally making
the nearby points leave the attractors.
The growth of phase dierence begins with the split of active simultaneous ring
which makes the corresponding oscillators (i and j here) active ring at dierent
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times. The crucial point here is that the eect of perturbations on i and j is
preserved in the form of time dierence between these active ring events (Si and
Sj here). For period one unstable attractors, each oscillator res once within a
period. This implies that the oscillators under consideration (i and j here) cannot
become passive ring near unstable attractors. The passive ring may eliminate
the eect of perturbations on the corresponding oscillators because the ring time
now is not determined by the phase of these oscillators. Thus the growth eect
usually does not hold for the non-active simultaneous ring oscillators where the
ring events are dominated by passive ring. The similar situation exists in stable
attractors in the excitatory pulse-coupled oscillators where most of the ring events
are passive.
For the return map, we can use Tn to denote the time when the reference oscillator
has just been reset n times. Now the phase dierence at time Tn is 4ij(Tn). We
are interested in how the initial phase dierence caused by perturbations evolves
in the return map. We have 4ij(Tn) = Ln(i   j), where L is the rate of phase
separation.
We consider the case when the two pulses generated by oscillators i and j are
received successively before other pulses. In this case, the events are of the form
\    Si Sj (:::) Ri Rj    " and no receiving events appear in parentheses.
Let the time dierence between receiving events Rj and Ri be x, i.e. x = tmj   tmi .
The time dierence x originates from the phase dierence between oscillators i and
j before they are reset, because the phases determine the resets of oscillators i and
j. Thus the value corresponds to the phase dierence when oscillator j has just
been reset (i.e. Sj). Then the phases of oscillators i and j undergo the same linear
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evolution (see. Eq. 4:1) just before Ri, during which the phase dierence does
not change. Therefore the time dierence x corresponds to the phase dierence




m=ki   1)4ij(tmi): (3.11)
During the time when the reference oscillator has just been reset once, the phase
dierence evolves according to the combined eects of Eq. 3.9 and Eq. 3.11
(by multiplying right-hand sides of these equations together with given number of
pulses). In this way, we obtain 4ij(T1) :
en
i
pb"=ki    [2eb"nim=ki   1]    eni2b"=kieni1b"=ki4ij(t1):
The term in brackets is the eect of successively receiving pulses from oscillators i
and j (Eq. 3.11), while other terms are the eect of receiving pulses from other os-
cillators (Eq. 3.9). For period one unstable attractors, all the incoming neighbors's
pulses of an oscillator are received during the time when the reference oscillator




r = ki. Using this, 4ij(T1) leads to
4ij(T1) = (2eb"   eb"(ki nim)=ki)(i   j); (3.12)




As an example, we take N = 16 oscillators on a random network with connection
probability p = 0:9 ( = 0:1, " = 0:1, b = 3:0). The result is shown in Fig.3.5. The
rate L of phase separation in two active simultaneous ring oscillators (11 and 15
here ) is predicted by the analysis to be 2eb"   eb"(ki nim)=ki = 1:3765 according to
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The analysis above is somewhat conservative. The phases in other oscillators may
suer a large change before the phase dierences between the original two active
simultaneous ring oscillators increase to large values. In this case, the nearby
points will leave quickly the unstable attractors. This usually happens when the
number M of active simultaneous ring oscillators are much larger than 2. The
reason is as follows. Many oscillators re simply due to receiving M simultaneous
pulses because of the augmented large input strength. In this case, we may have
many passive simultaneously ring oscillators. General perturbations however,
destroy the active simultaneous pulses, which in turn eliminates many passive
simultaneous ring events due to the lower input. Therefore, there may be a large
change in the event sequence, making the nearby points jump to a remote region
in phase space.
For period one attractors, each oscillator can re once within a period. The split of
active simultaneous ring will introduce a magnifying eect on the phase dierence
between two active simultaneous ring oscillators. Thus the active simultaneous
ring events should not happen in the period one stable attractors. Indeed, the
event analysis indicates that the fraction of period one stable attractors with active
simultaneous ring is zero. Thus we can use the appearance of active simultaneous
ring to distinguish the stable and unstable period one attractors in excitatory
pulse-coupled oscillators. When it comes to the long period attractors, the situa-
tion becomes complicated as one oscillator can re more than once during a period.
In some cases, two oscillators could become active simultaneous ring at a specic
time but turn into passive simultaneous ring later within a period. Thus the split
of active simultaneous ring can only have short-term eect, because the passive
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simultaneous ring causes the corresponding oscillators to have the same phase.
Nevertheless, the appearance of active simultaneous ring introduces a certain
degree of instability and makes long period attractors not asymptotically stable.
Thus it is to be expected that the long period unstable attractors should have per-
sistent active simultaneous ring during the whole period (i.e. the corresponding
oscillators cannot become passive ring). In order to establish this type of events,
however, we need more conditions compared to the case of period one unstable
attractors. For example, the phases of active simultaneous ring at each receiving
time should be less than the threshold to prevent the appearance of passive ring.
Due to the larger number of receiving times, this in turn will reduce the probability
of occurrence of long period unstable attractors. This maybe the reason why we
cannot locate long period unstable attractors in our extensive simulations.
3.5 Bifurcation as the Failure of Establishing Ac-
tive Simultaneous Firing
As an application, we show that the event structure of unstable attractors with
active simultaneous ring can be used to study the bifurcation of unstable attrac-
tors.
First we investigate how a transient trajectory can settle down onto an unstable
attractor with active simultaneous ring. The crucial process is to establish the
active simultaneous ring events. Suppose the initial values of the oscillators are
dierent. The only way to achieve phase synchronization among oscillators is
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to receive supra-threshold input (pulses) simultaneously, which would drive the
oscillators to the same zero phase. These oscillators become passive simultaneous
ring. In order to set up active simultaneous ring, the passive simultaneous ring
event should be separated from the received event, and thus become an active
simultaneous ring event.
Thus a transient state settles onto an unstable attractor through two crucial steps:
1) the oscillators execute passive simultaneous ring; 2) the passive simultaneous
ring changes to active simultaneous ring. In general, the rst step can always be
achieved by tuning the initial values. If the second step fails, the unstable attractor
will disappear due to a bifurcation. In this sense, the underlying saddle structure
associated with the unstable attractor becomes unreachable.
We take a global network (N = 3; b = 3:0) for example. The existence of unstable
attractors has been shown in [49, 50]. Due to the symmetry, we only analyze the
situation where the oscillators 2 and 3 are active simultaneous ring. In other
words, we consider the unstable attractors induced by the active simultaneous
ring event S2S3.
In order to set up the active simultaneous ring S2S3, we need R1S2S3 rstly (the
oscillators 2 and 3 attain the same phase due to the supra-threshold input from
oscillator 1). It is possible to separate the passive simultaneous ring of oscillators
2 and 3 from R1. We now show how this process can happen.
Just after time  following the reset of oscillator 1 (i.e. S1), we will encounter the
event R1S2S3. Just after this event, oscillators 2, and 3 are at zero phase. The
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phase of oscillator 1 is  . Next the two pulses generated by oscillators 2 and 3
will be received by oscillator 1 after another time  . The phase of oscillator 1 just
before this event is 2 . Just after receiving these two pulses, the phase of oscillator
1 becomes H21 (2). If H
2
1 (2)  1, the oscillator 1 will immediately become passive
ring. Thus according to H21 (2), we will obtain two dierent event sequences:8>><>>:
R1S2S3  R2R3   S1 if H21 (2) < 1,
R1S2S3  R2R3S1 if H21 (2)  1,
(3.13)
where H21 (2) is the phase of oscillator 1 just after simultaneous receiving of R2R3.
After these events, the pulse from oscillator 1 will be received by the oscillators 2
and 3 again. The phase of the oscillators 2 and 3 just after R1 is given by
 =
8>><>>:
H12 (A+ ) if H
2
1 (2) < 1,
H12 (H
1
2 () + ) if H
2
1 (2)  1,
(3.14)
where A = H12 () + 1   H21 (2) is the phase of oscillators 2 and 3 just after the
reset of oscillator 1.
In order to establish the active simultaneous ring event S2S3, the phases of os-
cillators 2 and 3 just after R1 should be less then the threshold 1. This leads
to 8>><>>:
H12 (A+ ) < 1 if H
2
1 (2) < 1,
H12 (H
1
2 () + ) < 1 if H
2
1 (2)  1.
(3.15)
In the parameter region given by the inequalities 3.15, the passive simultaneous
ring can be successfully changed to active simultaneous ring. Therefore unstable
attractors can exist in the above parameter region. The analysis are conrmed by
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Figure 3.6: The parameter region where unstable attractors exist for a global net-
work (N = 3; b = 3:0). The region enclosed by the solid lines obtained analytically
is where passive simultaneous ring can be changed to active simultaneous ring.
The dashed line corresponds to the critical line at H21 (2) = 1 separating two event
sequences.
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the numeral simulation shown in Fig. 3.6. In this gure, it is clear that the unstable
attractors disappear when the failure of conversion from passive simultaneous ring
to active simultaneous ring happens. In this sense, the system cannot establish
the active simultaneous ring. An unstable attractor undergoes a bifurcation,
although the underlying saddle structure still exists (see Eq. 3.5).
3.6 Summary
In summary, we analyze the unstable attractors from event sequences of receiving
and ring in pulse-coupled oscillators. We rst classify the ring events into two
types, passive and active ring according to whether the ring are directly caused
by a receiving event or not. In terms of these ring events, we nd that unstable
attractors have a simple property hidden in the event sequences: active simultane-
ous ring, which corresponds to having at least two oscillators reach the threshold
simultaneously, which is not directly caused by the incoming pulses. The active
simultaneous ring events can be split by general perturbations or single perturba-
tions on one of active simultaneous ring oscillators. This split in turn can make
the nearby points leave the unstable attractors. However, unstable attractors are
stable to constrained perturbations, in which the active simultaneous oscillators are
equally perturbed. This highlights the observation that the appearance of active
simultaneous ring is the main source of instability for unstable attractors.
Furthermore, we show that this structure can be used to study the bifurcation of
unstable attractors. The failure of establishing active simultaneous ring events
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Chaotic Irregular Transients near
the Phase Boundary in Networks
of Excitatory Pulse-Coupled
Oscillators
In this chapter, we study how chaotic irregular transients arise in excitatory pulse-
coupled networks. We show that the microscopic events such as ring and receiving
of pulses can be used to understand the collective dynamics such as irregular tran-
sients here. We rst introduce the model and a type of attractors with certain
event structure: sequential active ring (SAF). Then we show long chaotic irreg-
ular transients occur near the phase boundary revealed by the order parameter
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based on the SAF attractors. The relation of long chaotic transients and SAF at-
tractors is further investigated by bifurcation analysis of SAF attractors and direct
explorations in temporal structures of transients.
4.1 Attractors with Sequential Active Firing (SAF)
We rst briey describe the model which is same as used in the previous Chapter.
The state of each oscillator i is described by a phase-like variable i(t) which satisfy
the equation
di=dt = 1: (4.1)
Upon reaching the threshold  = 1 at t, the oscillator i res and its phase i(t) is
reset to zero (i(t
+) = 0). Meanwhile a pulse is generated. After a delay time  ,
the pulse will be received by the oscillators having an incoming link from i.
The arrival of the pulse with strength "ji from oscillator i received by oscillator j




U 1(U((t)) + "ji) U((t)) + "ji < 1;
0 U((t)) + "ji  1;
(4.2)
where the function U , which mediates the phase jump, is twice continuously dif-
ferentiable, monotonically increasing, concave and normalized (U(0) = 0 and
U(1) = 1). In this Chapter, we choose U() = b 1 ln(1 + (eb   1)) [25]. The
coupling strength "ji from i to j is normalized as "ji = "^j = "=kj , where kj refers
to the number of incoming links of node j. We consider the excitatory couplings
with " > 0.
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For simplicity, we can dene the transfer function H
H((t); "0) = U 1(U((t)) + "0); (4.3)
where "0 refers to the pulse strength received by a specic oscillator with phase
(t) at time t.
How the attractors disappear when the parameters are varied is important to the
transient behaviors of the systems. In contrast to the conventional bifurcation
analysis which typically focuses on the stability, we consider the event sequences
associated with the attractors. Each attractor is associated with a sequence of
events composed by receiving and ring. This sequence of events provides us with
additional information about the underlying attractor.
Two types of events can occur in the pulse-coupled models. When an oscillator i
reaches the threshold and res, it sends out a pulse. We denote this event by Si.
The receipt of a pulse generated by j is represented by Rj. The events occurring
at two dierent times are separated by '  '. Then we can get an event sequence
for a given time interval that we are interested in.
The ring events can be further classied into two types: passive ring, and active
ring [102]. If oscillator i res (its phase reaching threshold) due to the incoming
pulses directly, then Si is called a passive ring. Otherwise, we call the ring
active ring. The main dierence between passive and active rings lies in their
dierent behaviors to perturbations. Just before passive ring, if we introduce a
small perturbation on the corresponding oscillator, the eect of perturbation will
disappear due to the reset caused by the passive ring. In contrast, the eect of a
small perturbation introduced just before active ring will be kept in the time of
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active ring. In this sense, active ring can spread instantaneous perturbations.
The period one attractors in the return map are of particular interest here, be-
cause chaotic transients occur within a parameter region where the phase space
is dominated by these attractors. For these attractors, each oscillator reaches the
threshold once during one period time interval. In the return map using one oscil-
lator as reference, i.e., the phases are record when the reference oscillator resets,
the attractor manifests itself as a xed point, i.e., a period one attractor.
We consider the event properties of attractors in the parameter plane (; "). For
an active ring Si for example, the required time after the nearest recent event of
the system is called the waiting time W for this active ring. If there are some
pulses that are not received before this active ring event, the waiting time should
be less than  otherwise the next event should be receiving. If all pulses generated
are received before this active ring, the waiting time is solely determined by the
phase i just after the nearest recent event which is 1  i. For the later case, we
call this type of active rings sequential active rings. Base on these events, we
can further introduce attractors associated with sequential active rings.
Attractors with sequential active ring (SAF): The event sequence associated with
an attractor has an active ring which occurs after all the generated pulses are
received.
Here is the event sequence for a SAF attractor in a network of 6 oscillators ( density
of links p = 0:6, b = 1, " = 0:1, and  = 0:15)
R1S4S5  R4R5S3S6  R3R6S2  R2   S1;
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and the event sequence for a non-SAF attractor
R2  R1S5  R5S3  R3S4  R4S6  R6S2   S1;
because the generated pulse from oscillator 2 is received after the ring of oscillator
1.
The attractors with sequential active ring tend to dominate in the parameter re-
gion where  and " are small. This can be qualitatively understood in the following
way. First, the phase jump due to receiving events is small with small ". Secondly,
for the non-sequential active ring attractors, the delay  is the upper bounds for
the time duration of two successive events. Therefore the total free evolution of
the system according to Eq. 4.1 is also relatively small with small  . These two
factors tend to fail to drive the phase of an oscillator from zero to threshold 1 for
period one attractors in return map. Thus we need a sequential active ring to
prolong the free evolution according to Eq. 4.1.
We can imagine that more and more attractors with sequential active ring will
disappear when  and " are increased from low values. Therefore we can use the
fraction of basins occupied by this type of attractors to quantify this process. In
the next section, we study this process in detail and show its relation to the chaotic
transients.
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4.2 Chaotic Transients near the Phase Boundary
Long chaotic irregular transients are observed when the couplings are excitatory.
A typical long transient trajectory is shown in Fig. 4.1(a) in the return map. The
corresponding ring timings of the oscillators are illustrated in Fig. 4.1(b) where
active and passive rings are shown in blue and red color respectively. During
transient time, the oscillators are undergoing rapid change between passive ring
and active ring.
To understand the mechanism of these irregular transients, we rst consider how
the average transient time behaves when changing the parameters such as  and
". The main goal is to identify the region where the long chaotic transients occur.
To this end, we measure the average transient time < T > using Nt = 200 random
initial points i 2 (0; 1), for i = 1; : : : ; N . We also record the fraction of basins
occupied by attractors with sequential active ring fSAF . This quantity can be
obtained as NSAF=Nt, where NSAF is the number of initial points that lead to the
attractors with sequential active ring.
Fig. 4.2 shows the dynamics in the parameter plane (; ") for a network of N = 18
oscillators with density of links p = 0:6 and b = 1. The average transient time
< T > is shown in Fig. 4.2(a) which clearly reveals a parameter region where
long chaotic transients occur. Fig 4.2(b) shows the fraction of basins occupied by
attractors with sequential active ring, fSAF . When increasing  from zero, we
can see a sharp transition from SAF attractors (fSAF = 1) to non-SAF attrac-
tors (fSAF = 0). Interestingly, the long chaotic transients occur near the phase
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Figure 4.1: (a) A typical long chaotic irregular transient trajectory recorded at
nth reset of the reference oscillator 1 (b = 1:0; " = 0:1,  = 0:105, p = 0:6 and
N = 18); (b) The active and passive ring times for oscillators are shown in blue
and red color respectively.
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Figure 4.2: Average transient time and fraction of basins occupied by attractors
with sequential active ring (N = 18; b = 1:0) on the parameter plane (; "):
(a) Average transient time; (b) the fraction of basins occupied by attractors with
sequential active ring; (c) The fraction of basins occupied by attractors of period-
1 in the return map. The results are averaged over 200 random initial points at
each pair of parameters.
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boundary.
Furthermore, the long chaotic transients occur within a region where the phase
space is dominated by period one attractors in the return map as shown in Fig.
4.2(c). This is dierent from the stable irregular transients in the inhibitory pulse-
coupled networks where usually long period attractors are observed [85].
Two types of attractors can occur in networks of excitatory pulse-coupled oscilla-
tors. One is the stable attractors with conventional Lyapunov stability. Another
is the unstable attractors for which almost all points within a neighborhood will
leave away [32]. In the case of low density of links such as p = 0:6, we nd that
the phase space is dominated by stable attractors.
Now we consider the case where unstable attractors can become dominating in
some parameter region for relative large density of links. We take a network of
N = 18 oscillators with density of links p = 0:8 and b = 1. Fig. 4.3 shows the
average transient time < T > in (a), fraction of basins occupied by attractors
with sequential active ring in (b), and fractions of basins occupied by unstable
attractors in (c). Comparing Fig. 4.3 (a) and (b), we can again see that the long
transients appear near the sharp transition revealed by the fraction of attractors
with sequential active ring. Additionally, the relation between unstable attractors
and average transient time is subtle. Two transitions between unstable attractors
and stable attractors can be observed in the parameter region as shown in Fig.
4.3(c). The right transition as shown in Fig. 4.3(c) is coincident with the transi-
tion from SAF attractors to non-SAF attractors as shown in Fig. 4.3(b). Again
comparing Fig. 4.3(b) and Fig. 4.3(c), we can see that the left transition between
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stable attractors and unstable attractors occurs within the phase of SAF attrac-
tors. The eect of this left transition on the average transient time is much smaller
compared with that of the right transition.
We further investigate the relation between long transients and the fraction of
attractors with sequential active ring in networks with dierent sizes. Fig. 4.4
shows the average transient time and fSAF for three networks withN = 24, N = 30,
and N = 36 respectively (density of links p = 0:4). Here we choose " = 0:1 and
b = 1, while  is variable. Again, we see the long transients happen near the phase
boundary indicated by the fraction of attractors with sequential active ring.
4.3 Dynamics near the Phase Boundary: Bifur-
cation of SAF Attractors
The occurrence of long chaotic transients near the phase boundary, revealed by the
fraction of SAF attractors, implies that the bifurcation of this type of attractors is
closely related to the long transients. Here we investigate the bifurcation process
of SAF attractors in detail.
The rst step is to detect the bifurcation points. This can be achieved by varying
the relevant parameter. Each time, we vary the parameter by a small amount, say
0:0001. After the parameter perturbation, we let the system evolve for M = 200
steps. We keep varying the parameter until the system leaves the previous attractor
(as judged by being at distance d > 0:01). Then a bifurcation point for the attractor
65
Chapter 4. Chaotic Irregular Transients near the Phase Boundary in Networks
of Excitatory Pulse-Coupled Oscillators
Figure 4.3: Average transient time and fraction of basins occupied by attractors
with sequential active ring (N = 18; b = 1:0) on the parameter plane (; "):
(a) Average transient time; (b) the fraction of basins occupied by attractors with
sequential active ring; (c) The fraction of basins occupied by unstable attractors.
The results are averaged over 200 random initial points.
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Figure 4.4: Average transient time and fraction of attractors with sequential active
ring (p = 0:4; b = 1:0; " = 0:1) with  for three networks with size N = 24; 30;
and 36 respectively. The results are averaged over 200 random initial points.
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is located. In order to detect which specic event is responsible for the bifurcation,
we monitor the detailed event sequences associated with the process just after the
bifurcation. This allows us to locate the specic event initiating the bifurcation.
Through extensive numerical simulations, we nd the bifurcation is caused by the
conversion of a passive ring into active ring. Actually, we can also understand
this in the following way. The changes of events could happen either in the receiving
events or ring events. First, the merging of two receiving events at dierent times
is impossible as they are separated at least  away for the SAF attractors. Secondly,
the change of an active ring into a passive ring cannot change the number of
receiving pulses for the other oscillators, which in turn will not induce bifurcation.
Therefore the only possibility is the conversion of passive ring into active ring.
We now consider the condition of the conversion of a passive ring into an active
ring. Suppose there are m receiving events and the oscillator j is active ring
which is chosen as the reference oscillator. Therefore the active ring of oscillator
j, Sj, is the (m+1)th event. Generally, an oscillator i enters into passive ring just
after the Lth receiving events, where 1  L  m. The number of pulses received by
oscillator j is fnj1; nj2;    ; njmg respectively. For oscillator i, the number of pulses
received is fni1; ni2;    ; nimg, respectively.
The occurrence of passive ring is determined by the phase just before the receiving
and the strength of the pulses. Suppose that oscillator i becomes passive ring due
to the Lth event. The phase Li of oscillator i just before Lth receiving event
should be smaller than the threshold 1. Just after the receiving event, the phase
is reset to zero which can induce the passive ring. The reset is determined by a
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which determines whether the incoming pulses at Lth event can induce passive
ring of oscillator i. In order to keep passive ring, hi should obey
1 < hi < H(1; "n
L
i =ki); (4.5)
i.e., the input strength "nLi =ki makes the phase of oscillator i larger than the
threshold 1 according to the left inequality. The second inequality is due to the
fact that the phase just before the Lth receiving event should be smaller than 1.
Therefore we can use hidden state hi to quantify the behaviors of passive ring of
oscillator i. For example, a passive ring can be converted into an active ring
when hi < 1 or hi > H(1; "n
L
i =ki). In the former case, oscillator i goes into ring
after Lth receiving event. While in the later case, oscillator i res before the Lth
receiving event.
We further study the behavior of the attractors with sequential active rings when
approaching the phase boundary, i.e., increasing  from zero. This can be achieved
by studying the behavior of hi with the parameter  while keeping " and b xed.
The hidden state hi depends on the number of pulses received by oscillator i and
the waiting time W for oscillator j. We rst consider W .
Just before the rst received event for oscillator j after reset, the phase for oscillator
j is  . Just after the received event, the phase 1j is
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Then the phase just before the second received event is 1j + . Therefore just after
the second received event,
2j = H(
1
j + ; "n
j
2=kj): (4.7)
Similarly, we can obtain the phase dierence just after the mth receiving event,
mj = H(
m 1
j + ; "n
j
m=kj): (4.8)
Combine all, we can nd that the waiting time W is
W = 1  mj
= 1  (e"bPmh=1 njh=kj + e"bPmh=2 njh=kj+












h = kj to
W = 1  Aj  B; (4.10)
where B = e
"b 1










h=kj +   + ebnjm=kj : (4.11)
Next we consider the evolution of the phase of oscillator i. Just after the Lth
received event, its phase is reset to 0. Then we consider the eect of the L+1; L+
2; : : : ;mth received events. Similar to the derivation for the W , we obtain the
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Just after the reset of the reference oscillator j, which is the (m+ 1)th event, the




Then we need to consider the eect of the 1; : : : ; Lth received events. Similarly,











+   + e"bnim=ki) + e"bPLh=1 nih=kiW + e"b 1
eb 1 :
(4.14)
Substitute Eq. 4.10 into the above equation we obtain




h=kiAj] + C; (4.15)














h=ki +   + e"bnim=ki : (4.16)
Now let us consider the change of hi with parameter  which is determined by
dhi
d





The terms Ai and Aj (see Eqs. 4.16 and 4.11 respectively) have the same structures
with respect to the corresponding number of receiving pulses. We can expect that




h=ki for Aj tends to make the whole term
negative, in particular when L is large. In the case when L = m, it becomes
Ai   e"bAj which is always negative.
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Figure 4.5: The bifurcation of an attractor with sequential active ring induced
by the colliding of h9 with critical line 1 which is indicated by dashed line. All the
his for the passive ring oscillators decrease when the parameter  is increased.
We provide an example in Fig .4.5. In this case, a detailed bifurcation process of a
SAF attractor is caused by the conversion of passive ring of oscillator 9 to active
ring. The critical line is predicted by h9 = 1. As we can see that all the hi for
passive ring oscillators are decreasing with  . This highlights that the attractors
with sequential active rings are closer to the critical line.
4.4 The Eect of Bifurcation on Long Transients
After bifurcation, the system will leave the destroyed attractors and nally settle
onto other attractors. We study this type of transient behaviors induced by the
72
Chapter 4. Chaotic Irregular Transients near the Phase Boundary in Networks
of Excitatory Pulse-Coupled Oscillators
bifurcation of attractors themselves. To this end, we directly record the detailed
process of leaving the destroyed attractor just after the bifurcation. Specically,
we rst record the state of the system before varying the parameter, including
a point within the attractor, and the associated ring pulses that have not been
received. After the occurrence of the bifurcation, the detailed trajectory starting
with previous state illustrates the departure from the destroyed attractor and the
approach to the new attractor.
4.4.1 Bifurcation near the Phase Boundary can Induce Ir-
regular Transients
For an attractor with sequential active ring, the attractor bifurcates due to the
conversion of an passive ring oscillator into active ring. Meanwhile, the other
passive ring oscillators tend to move closer to the lower critical line as shown
in Sec. 4.3. Because of this, the perturbation may further convert other passive
ring into active ring, particularly when near the phase boundary. Finally, the
sequence of events is fully disturbed. This process will induce transient irregular
behavior before settling down onto a new attractor.
Fig. 4.6 shows a typical example that bifurcation of an attractor with sequential
active ring near the phase boundary can induce irregular transients. We can see
that just after the bifurcation, the trajectory exhibits irregular transient before
settling onto a new attractor. We have extensively test the leaving behavior for
the bifurcation of attractors with dierent parameters in this way. We nd that
the attractors with sequential active ring near the phase boundary tend to give
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Figure 4.6: The bifurcation of an attractor with sequential active ring induce
irregular transients. The attractor is located at 0 and bifurcates at cr by varying
 . Just after bifurcation near phase boundary, irregular transients can be observed
before settling onto a new attractor. Here the states of oscillators are recorded at
nth reset of the reference oscillator.
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rise to the irregular transient behavior as shown in Fig. 4.6.
4.4.2 The Eect of Delay
The parameter delay  is an important parameter for SAF attractors, which is also
the time duration between two successive receiving events. Now suppose one of the
passive ring oscillator becomes active ring due to bifurcation when  is increased.
Just after the bifurcation, the time duration between this active ring and the next
receiving event is  . Then this time duration will be decreased until this active
ring is absorbed by the next receiving event if the event sequence remains the
same, i.e., the active ring becomes passive ring. In this sense,  quanties how
long the active ring event can be sustained. Therefore the bifurcation of SAF
attractors at small  usually induces short and regular transient behavior as shown
in Fig. 4.7. This is mainly due to the absorption of the new appearance of active
ring by the next receiving events. For larger  , however, this will induce other
passive ring oscillators to becomes active ring, such as the case near the phase
boundary. In turn, relative long irregular transients can be observed as shown in
Fig. 4.6.
We briey mention the transient behaviors induced by bifurcations of other types
of attractors. For these attractors, there is no restriction on the time duration
between two successive events. Therefore we nd that their bifurcations are typi-
cally initiated by the merging of two events. Furthermore, the transients after the
bifurcations are short and regular, similar to that shown in Fig. 4.7.
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Figure 4.7: The short transition to a new attractor after bifurcation due to the
absorption of new created active ring in the case of relatively small  . The
attractor is located at 0 and bifurcates at cr by varying  . Here the states of
oscillators are recorded at nth reset of the reference oscillator.
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4.5 The Temporal Structures of Long Transients
Here we directly consider the temporal properties of long transients. The period
one SAF attractors has one active ring during one reset of the reference oscillator.
Therefore, the system displays a low number of active rings near the destroyed
SAF attractors just after the bifurcations. Usually, some passive ring oscillators
can become active ring which gives rise to states with large number of active
rings. Therefore we record the number of active rings during one time step of
the return map. We can expect that long irregular transients can frequently show
transitional behaviors between low and high number of active ring states in the
return map.
We use a network of N = 18 oscillators with " = 0:05; b = 1, and p = 0:6. We
choose the parameter  with the largest average transient time in [0,0.3]. Here
the corresponding delay time is  = 0:117. We select a typical trajectory with
maximum transient time among M = 2000 random initial points. Fig. 4.8(a)
shows the number of active rings for a long transient trajectory shown in Fig.
4.8(b). We can see that the system frequently visit states with low number of active
rings and then gradually goes to states with high number of active rings. The
corresponding detailed trajectory in the return map is illustrated in Fig. 4.8(b).
We can see that the transient shows many partially synchronized states. Some of
them can be regarded as the results of destroyed attractors which are indicated by
arrows. This is achieved by locating an attractor within a small neighborhood of a
specic state, for example with distance d = 0:01, at a dierent parameter  . The
corresponding attractors (from left to right) in Fig. 4.8(b) illustrated by arrows
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Figure 4.8: (a) The number of active rings (afs) during two successive reset of the
reference oscillator. (b) A long transient trajectory switching among 4 destroyed
attractors illustrated by arrows. Here the states of oscillators are recorded at nth
reset of the reference oscillator.
are located at  = 0:1156; 0:1167; 0:1146; and , 0:1169 respectively.
The existence of phase boundary implies that many SAF attractors disappear. Fur-
thermore, bifurcations of SAF attractors near the phase boundary tend to induce
irregular transients. These two facts together can greatly enhance long irregular
transients near the phase boundary.
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4.6 Summary
We investigate the underlying mechanism for chaotic irregular transients in net-
work of excitatory pulse-coupled oscillators using the events occurring in the sys-
tems such as ring or receiving of pulses. We introduce a type of attractors with
sequential active ring (SAF). This allows us to reveal a phase boundary in the pa-
rameter plane in terms of the fraction of SAF attractors. Interestingly, the chaotic
transients occur near this phase boundary.
We further show that chaotic transients are mainly due to two facts. First, the
bifurcation of SAF attractors near the phase boundary tends to induce irregu-
lar transients before setting onto new attractors. Second, the existence of sharp
phase boundary indicates that there are many destroyed attractors near the phase
boundary. These two factors together can greatly enhance the average transient
time near the phase boundary.
79
Chapter 5
Dynamical Formation of Stable
Irregular Transients in Inhibitory
Networks
In this chapter, we study how stable irregular transients arise in inhibitory net-
works, by characterizing the temporal structure properties of transient trajecto-
ries. The stable irregular transients are rst discovered in discontinuous maps [77].
Therefore we also study the networks of inhibitory pulse-coupled oscillators in the
framework of maps, i.e., through return maps.
First, we briey discuss the discontinuous dynamical systems. After that we study
the relation between long irregular transients and basin boundaries. Then we show
that accompanying stable chaos, a regular pattern can exist in both pulse-coupled
oscillators and coupled discontinuous maps. The dynamical origin of stable chaos
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is analyzed and veried by a two-dimensional map system whose local map has
only contracting pieces.
5.1 Introduction to Discontinuous Map Systems
For the pulse-coupled oscillators, the interactions are treated as ideal delta pulses.
The reception of pulses can induce a jump in the phase of an oscillator. This intro-
duces a kind of discontinuous dynamics. The discontinuity can make the systems
show quite dierent behaviors compared to smooth dynamical systems [105]. The
non-smoothness in the governing equations can also have similar behaviors as the
discontinuity [106, 107]. The non-smoothness here means that the function is con-
tinuous but not dierentiable. Interestingly, the stable irregular transients have
been reported in discontinuous systems and non-smooth systems.
This chapter only focuses on the discontinuous systems. We introduce three con-
cepts that are used in this chapter. The discontinuous boundary which refers
to the set where the governing function is not continuous. For example, consider
the following map
f(x) = sx+ !(mod 1) (5.1)
Here mod (the Modulo operation for the remainder) keeps the f(x) within [0; 1).





when 0 < s < 1 and s + w > 1. In this case, the above map has two contracting
pieces (s < 1) as shown in Fig. 5.1. Generally, the system at point x is contracting
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if the determinant (det) of the Jacobian J(x) satises the following condition
jdet(J(x))j < 1; (5.3)










Figure 5.1: The function of Eq. 5.1 at s = 0:9, and ! = 0:15 has two contracting





The other useful concepts are the image and the associated pre-image . Suppose
y = g(x) where g is a function from set X to set Y , then y is called the image of
x and x is the pre-image of y.
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5.2 The Distance Sequence of Transients to the
Basin Boundaries
The stable irregular transients were rst discovered in coupled discontinuous map
systems [77], for which the individual map has only contracting pieces. It is there-
fore natural to relate the stable irregular transients to the discontinuous boundaries.
In smooth dynamical systems, the stable manifolds of the saddle periodic orbits
make up the basin boundaries. However, for discontinuous map systems with
only contracting local dynamics, the basin boundaries could only include the set of
points whose dynamics are discontinuous. This set comprises the pre-images of the
discontinuous boundaries and the discontinuous boundaries themselves. Intuitively,
the stable chaos might be related to this set. Normally, we cannot obtain this set
directly because of the high dimensionality of the phase space. However, the basin
boundaries can be easily detected. We can measure the distance of each point in
the trajectory to the basin boundaries. Therefore, for each transient trajectory, we
will have a corresponding distance sequence.
The distance of a point x to the basin boundaries B is dened to be d = min kx  yk2,
where y 2 B. This distance d(x) also quanties the degree of stability of the sys-
tem under nite perturbation at a given point x. If the perturbation added to
the system is larger than d(x), the system will jump to another attractor. In this
sense, the distance is the maximal nite perturbation that the system can tolerate
without losing the stability.
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We use a simple procedure to obtain this distance. The steps are:
1. Randomly sprinkle many initial points, for example 200, in a hypersphere with
center x and radius r. Initially r is set to be a large value. If all the initial
points settle onto the same attractor as the center x, go to step 3.
2. Set the new radius r to be the minimum distance between the center and the
set of initial points who have dierent nal attractor from the center.
3. If r does not change in the sequential m, say 5, times, stop. Otherwise repeat
the above steps.
5.3 The Regular Pattern Accompanying Stable
Irregular Transients
5.3.1 Inhibitory Pulse-Coupled Oscillator
This model describes N oscillators, such as neurons, interacting on a direct network
by sending and receiving pulses [25, 84, 99]. The state of each oscillator i is specied
by a phase-like variable i(t) 2 ( 1; 1]. The dynamics of the single oscillator i is
given by
di=dt = 1: (5.4)
when i(t) reaches a phase threshold 1, this phase is reset to zero, i(t
+) = 0, and
a pulse is generated. After a delay time  this pulse is received by all oscillator j
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having an in-link from i. This induces a phase jump in j according to
j((t+ )
+) = minfU 1(U(j(t+ )) + "ji); 1g; (5.5)
where the function U , which determines the phase jump, is twice continuously
dierentiable, monotonically increasing and concave. Furthermore, the coupling
strength from oscillator i to oscillator j is also normalized as "ji = "=kj, where kj
represents the number of incoming links of node j (in-degree in graph term). If
" < 0, the couplings are inhibitory, which can make an oscillator more dicult to
re when receiving pulses. This model is equivalent to the standard leaky integrate-
and-re model with U() =  1I(1   exp( )), where I is the applied current
and  describes the leaky eect.
It is convenient to investigate the dynamics in a return map by choosing an oscil-
lator as reference. When the reference oscillator is reset, the phases are recorded.
The number of reset times is used as the time step for the return map. The dy-
namics can be simulated by an event-by-event based numerical calculation which
can be applied to obtain the solutions for the pulse-coupled network with delay.
We choose the similar parameter values as in Ref. [84], where the existence of
stable irregular transients is analytically proved, i.e.,  = 1, I = 4:0, " =  1:6,
and  = 0:1. The network size is xed at N = 20. We observed that long irregular
transients exist when diluting links from fully coupled networks.
Fig. 5.2(a) shows one typical transient trajectory for connection probability p =
0:2. From the distance sequence to the basin boundaries, as shown in Figs. 5.2(b)
and 5.2(c). To our surprise, we nd a regular pattern in the distance sequence
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Figure 5.2: (a) The long irregular transients observed for pulse-coupled oscillators
for 2 using oscillator 1 as reference. The n represents the number of times the
reference oscillator has been reset. (b) The corresponding distance sequence d to
the basin boundaries. (c) The enlargement of the rectangle in (b).
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despite of the irregular transient dynamics. During transients, the trajectory re-
peatedly goes to the basin boundaries and then jumps to some remote regions
in the phase space. We emphasize that such pattern is unique in stable chaos,
and does not exist in chaotic transients observed in the excitatory pulse-coupled
oscillators [34], which should have a dierent mechanism.
5.3.2 Discontinuous Maps Systems
Similarly, the regular pattern in the distance sequence can also be observed in
coupled discontinuous map systems. We consider the following coupled map lattice







where the local dynamics is f(x) = sx + ! (mod 1). The local map xn+1 = fxn
has been used to study single neuron dynamics [108] and the stirred Belousov-
Zhabotinsky chemical reaction [109].
We choose s = 0:9; and ! = 0:118. We consider nearest-neighbor coupling: r =
1. The number N of oscillators is 28, for which the irregular long transient is
prominent. For the individual local map, there is a discontinuous boundary at
x = (1   !)=s = 0:98. When s is smaller than 1, the system 5.6 will nally
approach a periodic attractor because of the negative Lyapunov spectrum.
Fig. 5.3(a) shows a typical stable irregular transient in this system. Its correspond-
ing distance sequence to the basin boundaries is shown in Figs. 5.3(b) and 5.3(c).
As clearly shown in Fig. 5.3(c), the distance sequence rst gradually approaches
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Figure 5.3: (a) The long irregular transients observed in Eq. (5.6) for x1. n is the
time step. (b) The corresponding distance sequence d to the basin boundaries. (c)
The enlargement of the rectangle in (b).
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the basin boundaries. Then it jumps to some remote regions in the phase space and
begin to approach the basin boundaries once again. During the whole transient
period, such pattern repeatedly occurs until nally the system settles down on the
trivial low periodic attractors.
The existence of the same regular pattern in the above two dierent systems
strongly suggests that the formation of stable chaos in dierent discontinuous dy-
namical systems actually could have the same dynamical origin.
5.4 Dynamical Formation of Stable Irregular Tran-
sients
We observe a regular pattern in the stable chaos by measuring the distance to
the basin boundaries for each point in the transient trajectory. This regular pat-
tern displays the internal structure of the stable irregular transients. During the
transient period, the trajectory repeatedly goes to dierent regions on the basin
boundaries. This seems to suggest that there is a path that can connect two dif-
ferent places on the basin boundaries. Through extensive numerical experiments,
we conrm the existence of such paths. Furthermore, it is found that the ending
point of such a path is an image of the starting point, and both the starting point
and the ending point are on the discontinuous boundaries. We thus call this path
a guiding path. The dynamical formation of this path is through the intersection
of discontinuous boundaries with their images. It can be easily veried that the
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transient structure in the system (5.6) is formed in this way where the discontin-
uous boundaries are xi = 0:98. The dynamical origin of stable chaos lies in the
formation of many guiding pathes in phase space. At the starting and the ending
points, the dynamics are discontinuous. Between these two points, the trajectory
usually follows the contracting dynamics which results in the decreasing distance
to the basin boundaries.
To verify the above mechanism of the formation of stable chaos, we need to lo-
cate guiding paths and then compare with the corresponding jumping processes
from one region to another region on the basin boundaries. For high dimensional
systems, such as Eq. (5.6), we can obtain approximately the underlying guiding
path by sampling many initial points, say 106, in a small region where a jumping
process starts. The length of guiding path n usually is the same as the jumping
process. We can obtain all these trajectories with length n. Then we approximate
the guiding path by a trajectory with minimum quantity D, where D is dened
to be the sum of distance of two endpoints of a trajectory to the discontinuous
boundaries. In this way, we can verify that there is a guiding path governing the
jumping process from one region of basin boundaries to another region.
To be more accurate and more reliable, here we construct a two-dimensional map
and develop a numerical technique to obtain the guiding paths with high accuracy.
The dynamical equations of the discontinuous maps are:
x1 = ef(x1) + (1  e)f(x2);
x2 = ef(x2) + (1  e)f(x1); (5.7)
where the local map f is shown in Fig. 5.4, which can be regarded as the generalized
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map used in Eq. (5.6) with more discontinuous boundaries.
In the following, we specically describe the technique to locate the guiding paths
accurately for the two-dimensional maps F whose discontinuous boundaries are
composed of straight lines. The key procedure of this technique is to locate the
guiding paths with given length n and an initial interval [A;B]. By varying n and
the interval, we can locate all the guiding paths of interest. To this end, we divide
the phase space into squares, or cells by the discontinuous boundaries. An interval
[A;B] may contain starting points of the guiding paths if F n(A) and F n(B) fall
into two dierent cells. Consider the midpoint m = (A + B)=2, we can nd a
smaller interval [A;m] or [m;B] whose nth images of the two endpoints fall into
two dierent cells. We can recursively apply this bisection method to shrink the
interval and obtain an interval [a; b] with given accuracy, say, 10 6. Then one nth
image of the two endpoints will be the ending point of the guiding path if it is
within the distance 10 6 of discontinuous boundaries. After that, we consider the
remaining interval [b; B]. In this way, we can nd all guiding paths with length n
with starting points belonging to [A;B].
A typical transient trajectory in Eq. (5.7) is shown in Fig. 5.5(a) for e = 0:09. In
the distance sequence, as shown in Fig. 5.5(b), a regular pattern similar to those
in Figs. 5.2(c) and 5.3(c) is much more evident. Here, since our system is only
two-dimensional, it is easy for us to directly verify our analysis of the mechanism
that led to the formation of stable chaos. In Fig. 5, we plot part of the transient
trajectory within a specic time window, i.e., from n = 18 to n = 35. As shown
in Fig. 5.5(c), during this time period, the transient trajectory goes from one
region of the basin boundary to another region of the basin boundary. In Fig.
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Figure 5.4: A map with only contracting pieces and many discontinuous bound-
aries.
5, we plot both the transient trajectory from n = 18 to n = 35, and a guiding
path. Remarkably, it is clearly seen that the transient trajectory exactly follows
the guiding path going from one point of the basin boundary to another point
on the basin boundary. Since there exist plenty of these guiding pathes in the
phase space, we can expect long irregular transients to occur in such coupled map
systems, especially when the dimension of the coupled system is very high.
It is interesting to compare stable chaos to the transient chaos usually occurring
in continuous dynamical systems. The skeleton for transient chaos is the innite
number of unstable periodic orbits (UPOs) embedded in the chaotic saddle. While
for the stable irregular transient or stable chaos, the underlying microscopic struc-
ture is the guiding path with both starting and ending points on the discontinuous
boundaries. A guiding path is not a cyclic structure, i.e. the starting and ending
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Figure 5.5: (a) A typical transient trajectory for Eq. (5.4) and (b) its corresponding
sequence of distance to the basin boundaries.
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points are not the same, which is the major dierence with an UPO. The regu-
lar patterns occurring in the high dimensional systems Eq. (5.6) and Eq. (5.4)
imply that the guiding paths are clustered in phase space, which is similar to the
dense UPOs. Here, the clustered guiding paths are generally associated with the
large number of discontinuous boundaries in the high dimensional systems. For










+   . It is
expected that this fast growing of the number of discontinuous boundaries with
dimension will make the guiding paths more clustered in high dimensional systems,
somewhat similar to the attractor crowding eect [100]. In turn, it will make stable
chaos more easily observed in high dimensional systems.





























Figure 5.6: Part of transient trajectory shown in plus and a guiding path shown
in circle from n = 18 to n = 35. The two lines represent two discontinuous
boundaries. The number represents the the time step n.
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From the microscopic structure, we can also understand why stable chaos is unsta-
ble against nite small perturbation (stable against innitesimally small pertur-
bation) [85]. During the long transient time, stable chaos takes places near many
guiding paths whose starting and ending points belong to the basin boundaries.
5.5 Summary
In this chapter, we investigate the dynamical formation of long stable irregular
transients, directly based on the dynamical equations. We show that these irregular
transients actually have certain structure which can be illustrated by the distance
sequence to the basin boundaries. The transients repeatedly approaches the basin
boundaries and then jumps from the boundaries to a remote region in the phase
space.
Through numerical simulations, it is shown that there exists a guiding path whose
ending point is an image of the starting point and both of them are on the dis-
continuous boundaries. It is these guiding pathes that connect dierent points on
the basin boundaries, making the dynamics of the system exhibit long irregular
behavior before it goes to the nal stable attractor. Thus the present work re-






In this thesis, we study the collective dynamics in networks of pulse-coupled os-
cillators. We are particularly interested in understanding the collective dynamical
behaviors, such as unstable attractors and irregular transients, through the mi-
croscopic events. There are two types of events: ring and receiving pulses. We
further classify ring into active and passive ring. The main dierence is that
active rings can keep the eect of local perturbations into their ring times. We
show that the sequence of events occurring at dierent time provide much infor-
mation about the underlying network dynamics.
Unstable attractors, a novel type of Milnor attractors, occur in networks of
excitatory pulse-coupled oscillators. An unstable attractor possesses a novel local
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property that almost all points within a neighborhood will leave this neighborhood.
Chapter 3 is devoted to nding the source of this kind of instability. By carefully
examining the event sequences associated with attractors, we show that unstable
attractors coexist with a special type of events: active simultaneous ring. In the
presence of general perturbations, these active simultaneous ring events can be
split, i.e., the ring events now occur at two dierent times. This split can further
amplify the perturbations and make nearby points leave the unstable attractors.
We further study the bifurcation of unstable attractors using the active simulta-
neous ring. In some cases, the saddle points associated with unstable attractors
always exist. Therefore we usually can not understand the bifurcation of unstable
attractors through the linear stability analysis, which is widely applied for conven-
tional stable attractors. We show that the active simultaneous ring events can be
used to predict the bifurcation of unstable attractors, which is due to the failure
of establishing the active simultaneous ring events.
The chaotic irregular transients can occur in excitatory pulse-coupled net-
works, which are sensitive to innitesimal perturbations. We study the mechanism
for these transients in Chapter 4 by using the event approach. The event sequences
associated with attractors provide much information about their behavior after bi-
furcation. Therefore we introduce a type of attractors with sequential active ring.
Then we use the fraction of this type of attractors in phase space as an order
parameter. We can nd a phase boundary, and chaotic transients occur near this
phase boundary. Interestingly, the long chaotic transients also occur near this
phase boundary.
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The bifurcation of this type of attractors near phase boundary tends to induce long
irregular transients. Furthermore, the fact that many attractors bifurcate near the
phase boundary can signicantly enhance the average transient time.
Lastly, we study in the stable irregular transients in inhibitory pulse-coupled
networks in Chapter 5. These transients are also called stable chaos which incor-
porates local stability and global irregularity. These transients also occur in some
coupled discontinuous map systems. We are particularly interested in maps with
contracting pieces, as the the transients are insensitive to innitesimal perturba-
tions except at discontinuous boundaries. Therefore, we also study the networks
of inhibitory pulse-coupled oscillators in return maps.
In order to understand where these transients occur in phase space, we measure the
distance of each point in a long transient trajectory to the basin boundaries. The
distance sequence, surprisingly, shows similar regular patterns for both inhibitory
pulse-coupled networks and coupled discontinuous maps despite the irregular tran-
sients. During transients, the system repeatedly approaches a basin boundary and
then jumps from the boundary to a remote region in the phase space. This allows
us to nd that stable irregular transients occur near a set determined by the set of
pre-image and image of discontinuous boundaries, which are composed by many
guiding paths.
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6.2 Outlook
Our work in this thesis can be extended in several ways by taking more realistic
features of the systems. For some real systems, excitatory and inhibitory couplings
can coexist. The cerebral cortex, for example, has more than 80% excitatory
synapses and with much less inhibitory synapses. When considering networks
of both inhibitory and excitatory couplings, it is reasonable to rst study the
simple cases of excitatory (inhibitory) networks with additional weak inhibitory
(excitatory) couplings. Then we can study networks with balanced excitatory and
inhibitory couplings [110, 111]. It will be interesting to see how the collective
dynamical behaviors studied in thesis arise in these networks.
The delta pulse coupling treated here is of course an ideal approximation for real-
istic interactions. The synaptic dynamics, for example, which mediates the inter-
actions among neurons, usually has rising and decaying phases. How the synaptic
dynamics aects the collective behaviors is worth investigating.
We hope that the understanding of collective dynamics in the simple pulse-coupled
framework could help us to design neural networks with expected spiking behav-
iors which are observed in experiments. To this end, we need to study how the
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