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Introduction
Let $A=\{\mathrm{a}_{1}, \ldots, \mathrm{a}_{n}\}$ be a finite subset of $\mathbb{Z}^{d}$ and suppose that $A$ is contained in
a hyperplane which does not contain the origin. We may assume that rank$(A)=d$
if we regard $A$ as a matrix. (If not, we can delete suitable rows of $A.$ ) Let $K$
be a field and $K[\mathrm{t}, \mathrm{t}^{-1}]=K[t_{1}, t_{1}^{-1}, \ldots, t_{d}, t_{d}^{-1}]$ the Laurent polynomial ring in $d$
variables over $K$ . Then, we write $K[A]$ for the subalgebra of $K[\mathrm{t}, \mathrm{t}^{-1}]$ which is
generated by $\mathrm{t}^{\mathrm{a}_{1}},$ $\ldots$ , $\mathrm{t}^{\mathrm{a}_{n}}$ over $K$ . Here $\mathrm{t}^{\mathrm{a}_{i}}=\Pi_{j=1}^{d}t^{\alpha}jj$ if $\mathrm{a}_{i}=(\alpha_{1}, \ldots, \alpha_{d})$ . Let
$K[\mathrm{x}]=K[x_{1}, x2, \ldots, xn]$ denote the polynomial ring in $n$ variables over $K$ and
$\pi$ : $K[\mathrm{x}]arrow K[A]$ the surjective homomorphism of semigroup rings defined by
$\pi(x_{i})=\mathrm{t}^{\mathrm{a}_{i}}$ for all $1\leq i\leq n$ . We write $I_{A}$ for the kernel of $\pi$ and call $I_{A}$ the toric
ideal associated with the affine semigroup ring $K[A]$ .
Let $\mathcal{P}_{A}$ be the convex hull of $A$ . A triangulation $\triangle$ of $7_{A}^{\supset}$ is a set of subsimplices
of $P_{A}$ which satisfies the following conditions:
(i) All vertices of each $\sigma\in\triangle$ belong to $A$ ;
(ii) $P_{A}= \bigcup_{\sigma\in\Delta}\sigma$ ;
(iii) If $F$ is a face of $\sigma\in\triangle$ , then $F\in\triangle$ ;
(iv) If $\sigma_{1},$ $\sigma_{2}\in\triangle$ , then $\sigma_{1}\cap$ a2 is a face of both $\sigma_{1}$ and $\sigma_{2}$ .
One of the ways to represent a triangulation $\Delta$ of $P_{A}$ is to consider the Stanley-
Reisner ideal $I_{\Delta}=$ $(x_{i_{1}}\cdots x_{i}r ; \{\mathrm{a}_{i_{1}}, \ldots, \mathrm{a}_{i_{r}}\}\not\in\triangle)\subset K[\mathrm{x}]$ of $\Delta$ . Here, we write
$\{\mathrm{a}_{i_{1},\ldots,i_{r}}\mathrm{a}\}$ for the polytope whose vertices are $\{\mathrm{a}_{i_{1},\ldots,i_{r}}\mathrm{a}\}$ . If $\triangle$ is a “regular”
triangulation [G-K-Z], then an algebraic approach is known as follows:
Proposition 0.1 ( $[\mathrm{S}\mathrm{t}\mathrm{u}$ , Theorem 8.3]). $Let\prec be$ a term order on $K[\mathrm{x}]$ . Then, the
radical ideal $\sqrt{in_{\prec}(I_{A})}$ of the initial ideal $in_{\prec}(I_{A})$ of $I_{A}$ is the Stanley-Reisner ideal
of a triangulation of $P_{A}$ .
$r_{\mathrm{b}\mathrm{i}\mathrm{u}}\mathrm{a}\mathrm{n}\mathrm{g}1\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}\mathrm{s}$ discussed in Proposition 0.1 are called regular (or coherent). The
main purpose of this paper is to generalize Proposition 0.1 to nonregular triangula-
tions.
In Section 1, we study basic results on markin..gs and circuits of toric ideals. A
binomial $f\in I_{A}$ is called circuit if $f$ is irreducible and has minimal support. Here,
the support of $f=\Pi_{i=1}^{n}x-ipi\Pi_{j1j}nq_{j}=x$ is defined by supp$(f)=$ { $x_{i}$ ; $p_{i}>0$ or $q_{i}>0$}.
Let $C_{A}$ be the set of all circuits of $I_{A}$ . In order to give an algebraic approach to
nonregular triangulations, we consider a marking in $(\cdot)$ on $C_{A}$ , i.e., for each binomial
$f\in C_{A},$ $in(f)$ is one of the terms of $f$ . We say that a marking in $(\cdot)$ is coherent if there
exists a term $\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{e}\mathrm{r}\prec \mathrm{s}\mathrm{u}\mathrm{c}\mathrm{h}$ that in$(f)=in_{\prec}(f)$ for all $f\in C_{A}$ . Let in $(C_{A})$ denote the
monomial ideal (in $(f);f\in C_{A}$). Proposition 1.4 says that $\sqrt{in_{\prec}(I_{A})}=\sqrt{in_{\prec}(C_{A})}$
holds for any term $\mathrm{o}\mathrm{r}\mathrm{d}\mathrm{e}\mathrm{r}\prec$ . Hence, it turns out that, in Proposition 0.1, it is sufficient
to consider only the set of circuits $C_{A}$ instead of $I_{A}$ . Note that $in_{\prec}(.I_{A})\neq in_{\prec}(C_{A})$
in general. See Example 1.5.
In Section 2, we study the relation between triangulations and markings on $C_{A}$ .
Theorem 2.1 guarantees that, given a triangulation $\triangle$ of $P_{A}$ , there exists a marking
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in $(\cdot)$ on $C_{A}$ such that $I_{\Delta}=\sqrt{in(C_{A})}$ . Thanks to Proposition 1.4, Theorem 2.1
generalizes Proposition 0.1. On the other hand, the converse of Theorem 2.1 is false
in general, i.e., there is a marking in $(\cdot)$ such that $\sqrt{in(C_{A})}$ is not the Stanley-Reisner
ideal of any triangulation of $P_{A}$ . See Example 2.2. However, we show that every
marking in $(\cdot)$ can be associated with the simplicial complex $\triangle_{in}$ on the vertex set $A$ .
See Proposition 2.3. If a marking in $(\cdot)$ satisfies that $\sqrt{in(C_{A})}$ is the Stanley-Reisner
ideal of a triangulation of $P_{A}$ , then we call in $(\cdot)$ a geometric marking on $C_{A}$ . We
study a criterion for markings on $C_{A}$ to be geometric markings. See Theorem 2.6.
In Section 3, we discuss flips of triangulations of $P_{A}$ . We say that a triangulation
$\Delta$ of $P_{A}$ is supported on a circuit $f=\mathrm{x}^{u^{+}}-\mathrm{x}u^{-}\in C_{A}$ if the following two conditions
are satisfied:
(i) $\Pi_{i\in\sup p(}f)\backslash \{j\}xi\not\in I_{\Delta}$ for all $j\in supp(\mathrm{x}^{u^{+}})$ ;
(ii) For all monomials $m\in K[\mathrm{x}]$ such that supp$(m)\cap supp(\mathrm{x}^{u}+)=\emptyset$ and for all
$j_{1},j_{2}\in supp(\mathrm{X}^{u^{+}})$ , we have $m\cdot\Pi_{i\in\sup p}(f)\backslash \{j_{1}\}X_{i}$ belongs to $I_{\Delta}$ if and only if
$m \cdot\prod_{i\in\sup p}(f)\backslash \{j_{2}\}^{X_{i}}$ belongs to $I_{\Delta}$ .
If a triangulation $\triangle$ of $P_{A}$ is supported on a circuit $f\in C_{A}$ , then we can construct a
new triangulation by taking away all the simplices of the form supp$(m)\cup supp(f)\backslash \{i\}$
where $i\in supp(\mathrm{X}^{u^{+}})$ and $m\in K[\mathrm{x}]$ is a monomial with supp$(m)\cap supp(f)=\emptyset$ and
adding the simplices of the form supp$(m)\cup supp(f)\backslash \{j\}$ where $j\in supp(\mathrm{x}^{u^{-}})$ and
the same $m$ . We call this operation a flip (or modification or bistellar operation)
along $f$ . It is known [G-K-Z] that any two regular triangulations are connected by
finite flips. Using this fact, there are several algorithms which enumerate all regular
triangulations of a convex polytope. Consult [De], [G-K-Z] and [Rei] for the details
about flips. On the other hand, recently, it turns out [San] that there exists a convex
polytope having a (nonregular) triangulation which is supported on NO circuit. In
Theorem 3.3 and Theorem 3.4, we give an algebraic approach to flips.
A configuration $A$ is called unimodular if all triangulations of $P_{A}$ are unimodular.
It is known that $A$ is unimodular if and only if both terms of any circuits of $I_{A}$
are squarefree. Hence, $\sqrt{in(C_{A})}=in(C_{A})$ if $A$ is unimodular. Moreover, [Stu,
Proposition 8.11] says that, if $A$ is unimodular, then $C_{A}$ equals to the universal
Gr\"obner basis $\mathcal{U}_{A}$ , i.e., $C_{A}$ is a Gr\"obner basis with respect to every term order.
In Theorem 2.6, we state that in $(\cdot)$ is a geometric marking if and only if every
monomial in $K[\mathrm{x}]$ can reduce to a monomial which does not belong to in $(C_{A})$ with
respect to in $(\cdot)$ modulo a subset of $C_{A}$ by a suitable reduction if $A$ is unimodular.
On the other hand, Corollary 3.5 guarantees that we know which circuits support a
triangulation if we compute $\mathrm{S}$-polynomials of a subset of $C_{A}$ in unimodular case.
In Section 4, we apply these results to problems of polytopes arising from fi-
nite graphs. Recently, the following six properties on a configuration $A$ have been
investigated by many papers on commutative algebra and combinatorics:
(i) $A$ is unimodular;
(ii) $P_{A}$ is compressed, i.e., the regular triangulation with respect to any reverse
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lexicographic order is unimodular;
(iii) $P_{A}$ possesses a unimodular regular triangulation;
(iv) $P_{A}$ possesses a unimodular triangulation;
(v) $P_{A}$ possesses a unimodular covering;
(vi) $P_{A}$ is normal i.e., the semigroup ring $K[A]$ is normal.
There is the hierarchy $(\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{i}\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{v})\Rightarrow(\mathrm{v})\Rightarrow(\mathrm{v}\mathrm{i})$ . However, the converse
of each of the five implications is false.
Let $G$ be a finite connected graph having no loop and no multiple edge on the
vertex set $V(G)=\{1,2, \ldots, d\}$ and $E(G)=\{e_{1}, e_{2}, \ldots, e_{n}\}$ the set of edges of $G$ .
If $e=\{i,j\}$ is an edge of $G$ joining $i\in V(G)$ with $j\in V(G)$ , then we define
$\rho(e)\in l\mathrm{R}^{d}$ by $\rho(e)=\mathrm{e}_{i}+\mathrm{e}_{j}$ . Here $\mathrm{e}_{i}$ is the i-th unit coordinate vector in $1\mathrm{R}^{d}$ . Let
$A_{G}=\{\rho(e) ; e\in E(G)\}$ . We set $P_{G}$ for $P_{A_{G}}$ and call $P_{G}$ the edge polytope of $G$ .
We set $K[G]$ for $K[A_{G}]$ and call $K[G]$ the edge ring of $G$ and set $I_{G}$ for $I_{A_{G}}$ and call
$I_{G}$ the toric ideal of $G$ . See also $[\mathrm{O}-\mathrm{H}_{1}],$ $[\mathrm{O}-\mathrm{H}_{2}],$ $[\mathrm{O}-\mathrm{H}_{3}]$ and $[\mathrm{O}-\mathrm{H}_{4}]$ .
Suppose that $G$ has a vertex $i_{0}$ of degree 2. Then, we can construct a new graph
$\hat{G}$ with $d+2$ vertices and $n+2$ edges by the following operation:




By using the results in section 1-3, we can define a bijection $\overline{\psi}_{\mathrm{f}\mathrm{r}}\mathrm{o}\mathrm{m}$ the set of all
triangulations of $P_{G}$ to the set of all triangulations of $P_{\hat{G}}$ which preserves regularity,
unimodularity and flip connectivity. See Theorem 4.7 and Theorem 4.8.
In $[\mathrm{O}-\mathrm{H}_{1}]$ , an edge polytope none of whose regular triangulations is unimodular
and having a unimodular triangulation obtained by one flip from a regular triangu-
lation was studied. However, any other polytope which has the same property seems
to be not known so far. In this paper, we give an infinite family of edge polytopes
which have the same property. From $P_{G_{1}}$ in Example 4.1, we get an infinite family
of normal edge polytopes having the same property as $P_{\zeta_{1}^{\gamma}}$, since $G_{1}$ has five vertices
$\{v_{1}, v_{2}, \ldots, V5\}$ of degree 2. Let $G_{(,\ldots,)}p_{1},p2p5$ be the graph obtained from $G_{1}$ by apply-
ing the above operation $p_{i}-1$ times to the vertex $v_{i}$ for $1\leq i\leq 5$ . $G_{(,,\ldots,)}p1\mathrm{P}2p_{5}$ has
2 $\sum_{i=1}^{5}p_{i}$ vertices and $5+2 \sum_{i=1}^{5}pi$ edges. Thanks to Theorem 4.7 and Theorem 4.8,
we can show that the edge polytope $\mathrm{p}_{G_{(\mathrm{p}_{1},p_{2,\ldots,p5^{)}}}}$ is a normal $(0,1)$-polytope none of
whose regular triangulations is unimodular and having a unimodular triangulation
obtained by one flip from a regular $\mathrm{t}\mathrm{r}\mathrm{i}\dot{\mathrm{a}}\mathrm{n}\mathrm{g}\mathrm{u}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}_{0}\mathrm{n}$of $\mathrm{p}_{G_{(p1,2,\ldots,p5}\mathrm{p}}$). See Theorem 4.9.
1 Markings and circuits
In this section, we study markings and circuits of toric ideals. Let $A=\{\mathrm{a}_{1}, \ldots, \mathrm{a}_{n}\}$
be a finite subset of $\mathbb{Z}^{d}$ and suppose that $A$ is contained in a hyperplane which does
not contain the origin. Let $K$ be a field and $K[\mathrm{t}, \mathrm{t}^{-1}]=K[t_{1}, t_{1}-1, \ldots, t_{d}, t_{d}^{-1}]$ the
Laurent polynomial ring in $d$ variables over $K$ . Then, we write $K[A]$ for the sub-
algebra of $K[\mathrm{t}, \mathrm{t}^{-1}]$ which is generated by $\mathrm{t}^{\mathrm{a}_{1}},$ $\ldots,$ $\mathrm{t}^{\mathrm{a}_{n}}$ over $K$ . Here $\mathrm{t}^{\mathrm{a}_{i}}=\prod_{j=1j}^{dj}t^{\alpha}$
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if $\mathrm{a}_{i}=(\alpha_{1}, \ldots, \alpha_{d})$ . Let $K[\mathrm{x}]=K[x_{1}, X_{2}, \ldots, x_{n}]$ denote the polynomial ring in $n$
variables over $K$ and $\pi$ : $K[\mathrm{x}]arrow K[A]$ the surjective homomorphism of semigroup
rings defined by $\pi(x_{i})=\mathrm{t}^{\mathrm{a}_{l}}$ for all $1\leq i\leq n$ . We write $I_{A}$ for the kernel of $\pi$ and
call $I_{A}$ the toric ideal associated with the affine semigroup ring $K[A]$ . It is known
that $I_{A}$ is generated by homogeneous binomials. A binomial $f\in I_{A}$ is called circuit
if $f$ is irreducible and has minimal support. Let $C_{A}$ be the set of all circuits of $I_{A}$ .
Now, we consider the marking in $(\cdot)$ on $C_{A}$ , i.e., for each binomial $f\in C_{A},$ $in(f)$
is one of the terms of $f$ . We say that a marking in $(\cdot)$ is coherent if there exists
a term order $\prec$ such that in $(f)=in_{\prec}(f)$ for all $f\in C_{A}$ . Let in $(C_{A})$ denote the
monomial ideal (in$(f);f\in C_{A}$ ). It is known [Stu, Theorem 3.12] that
Proposition 1.1. A marking in $(\cdot)$ on $C_{A}$ is coherent if and only if every sequence
of reductions modulo $C_{A}$ with respect to in $(\cdot)$ terminates.
For a positive integer $p$ , there are only finite monomials of degree $p$ in $K[\mathrm{x}]$ .
Since $C_{A}$ consists of homogeneous binomials, we immediately have the following:
Corollary 1.2. A marking in $(\cdot)$ on $C_{A}$ is not coherent if and only if there exists
a monomial $M\in in(C_{A})$ such that there exists a sequence of reductions modulo $C_{A}$
from $M$ to $M$ with respect to in $(\cdot)$ .
Let $f=\mathrm{x}^{\mathrm{u}^{+}}-\mathrm{x}^{\mathrm{u}^{-}}\in K[\mathrm{x}]$ . Then, we associate $f$ with a vector $\mathrm{u}=\mathrm{u}^{+}-\mathrm{u}^{-}\in \mathbb{Z}^{n}$ .
Note that $f\in I_{A}$ if and only if $A\mathrm{u}=0$ . Here, we regard $A$ as a matrix.
Lemma 1.3. $Let\prec$ be a term order on $K[\mathrm{x}]$ . Let $f=\mathrm{x}^{\mathrm{u}^{+}}-\mathrm{x}^{\mathrm{u}^{-}}\in I_{A}$
with $in_{\prec}(f)=\mathrm{x}^{\mathrm{u}^{+}}$ . Then, there exists a circuit $g=\mathrm{x}^{\mathrm{v}^{+}}-\mathrm{x}^{\mathrm{v}^{-}}\in C_{A}$ such that
supp$(\mathrm{v}^{+})\subset supp(\mathrm{u}^{+})$ and supp $(\mathrm{v})\mapsto\subset supp(\mathrm{u}^{-})$ with $in_{\prec}(g)=\mathrm{x}^{\mathrm{v}^{+}}$
Proof. Factoring out common variables of $\mathrm{x}^{\mathrm{u}^{+}}$ and $\mathrm{x}^{\mathrm{u}^{-}}$ , we may assume that $\mathrm{x}^{\mathrm{u}^{+}}$
and $\mathrm{x}^{\mathrm{u}^{-}}$ are relatively prime. Let $\ell$ be the minimum number of the cardinality of
support of the binomial in $I_{A}$ . Let $r$ be the cardinality of the support of $\mathrm{u}$ .
If $r=\ell$ , then there exists a circuit $g=\mathrm{x}^{\mathrm{v}^{+}}-\mathrm{x}^{\mathrm{v}^{-}}\in C_{A}$ such that supp$(\mathrm{v})=$
$supp(\mathrm{u})$ . By changing the sign of $\mathrm{v}$ , we may assume that at least one of $u_{i}/v_{i}$ is
positive. Let $\lambda=\min(u_{i}/v_{i}>0 ; i\in supp(\mathrm{v}))$ . Then, the vector $\mathrm{t}=\mathrm{u}-\lambda \mathrm{v}$
satisfies that supp$(\mathrm{t})\subset supp(\mathrm{u})$ . By multiplying a suitable positive integer $z$ , we
have an integer vector $\mathrm{t}’=z\cdot \mathrm{t}\in \mathbb{Z}^{n}$ . Then, it follows that $\mathrm{x}^{\mathrm{t}^{l+}}-\mathrm{X}^{\mathrm{t}^{;-}}\mathrm{b}\mathrm{e}\mathrm{l}\mathrm{o}\mathrm{n}\mathrm{g}_{\mathrm{S}}$ to
$I_{A}$ . Since the cardinality of the support of $\mathrm{t}’$ is at most $r-1$ , we have $\mathrm{t}’=0$ . Hence,
$\mathrm{u}=\lambda \mathrm{v}$ and it follows that $\lambda$ is a positive integer and that $f=(\mathrm{x}^{\mathrm{v}^{+}})^{\lambda}-(\mathrm{x}^{\mathrm{v}^{-}})^{\lambda}$ .
Thus, $g$ satisfies the above condition.
We now use induction on $r$ . Let $h=\mathrm{x}^{\mathrm{s}^{+}}-\mathrm{x}^{\mathrm{s}^{-}}\in I_{A}$ be a circuit satisfying
supp $(\mathrm{s})\subset supp(\mathrm{u})$ . By changing the sign of $\mathrm{s}$ , we may assume that at least one
of $u_{i}/s_{i}$ is positive. Let $\lambda=\min(u_{i}/s_{i}>0 ; i\in supp(\mathrm{s}))$ . Then, the vector
$\mathrm{t}=\mathrm{u}-\lambda \mathrm{s}$ satisfies that supp$(\mathrm{t}^{+})\subset supp(\mathrm{u}^{+})$ and supp$(\mathrm{t}^{-})\subset supp(\mathrm{u}^{-})$ . Then,
the cardinality of the support of $\mathrm{t}$ is at most $r-1$ . By $\mathrm{m}\mathrm{u}\mathrm{l}\mathrm{t}\mathrm{i}\mathrm{P}\mathrm{i}_{\mathrm{y}\mathrm{i}}\mathrm{n}\mathrm{g}$ a suitable
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positive integer $z$ , we have an integer vector $\mathrm{t}’=z\cdot \mathrm{t}\in \mathbb{Z}^{n}$ . Then, it follows that
$h’=\mathrm{x}_{\mathrm{V}^{+}}^{\mathrm{t}^{J+}}-\mathrm{x}^{\mathrm{t}^{J}}-\mathrm{b}\mathrm{e}\mathrm{l}\mathrm{o}\mathrm{n}\mathrm{g}_{\mathrm{S}}$ to $I_{A}$ . By the hypothesis of induction, there exists a circuit
$g=\mathrm{x}$ $-\mathrm{x}^{\mathrm{v}^{-}}\in I_{A}$ such that supp$(\mathrm{v}^{+})\subset supp(\mathrm{t}^{J+}),$ $supp(\mathrm{v}-)\subset supp(\mathrm{t}’-)$ and
supp$(in_{\prec}(g))\subset supp(in_{\prec}(h’))$ . If $in_{\prec}(h’)=\mathrm{x}^{\mathrm{t}^{l+}}$ , then $in_{\prec}(g)=\mathrm{x}^{\mathrm{v}^{+}}$ and $g$ satisfies
the condition above. If $in\prec(h’)=\mathrm{x}^{\mathrm{t}^{\prime-}}$ , then replacing above $h$ by $g$ , we repeat the
same argument as above. Since $\mathrm{u}=1/z\mathrm{t}’+\lambda \mathrm{s}$ and both $1/z$ and $\lambda$ are positive, it
follows that either $in_{\prec}(h’)=\mathrm{X}^{\mathrm{t}’}+\mathrm{o}\mathrm{r}in_{\prec}(h)=\mathrm{x}^{\mathrm{S}^{+}}$ as desired. Q. E. D.
The following proposition directly follows from Lemma 1.3. Thanks to this
proposition, it turns out that, in Proposition 0.1 ( $[\mathrm{S}\mathrm{t}\mathrm{u}$, Theorem 8.3]), it is suf-
ficient to consider only the set of circuits $C_{A}$ instead of $I_{A}$ .
Proposition 1.4. Let $C_{A}$ be the set of circuits of $I_{A}$ and $let\prec be$ a $tem$ order.
Then, we have $\sqrt{in_{\prec}(I_{A})}=\sqrt{in_{\prec}(C_{A})}$ .
However, note that $in_{\prec}(I_{A})\neq in_{\prec}(C_{A})$ in general.
Example 1.5. Let $A=\{(2,0, \mathrm{o}, 0),$ $(1,1,0,0),$ $(1,0,1, \mathrm{o}),$ $(0,1,0,1),$ $(0,0,1,1)$ ,
$(0,0,0,2)\}\subset \mathbb{Z}^{4}$ . Then, $C_{A}=\{x_{1}x_{4}^{2}-x_{26,1}^{2_{Xx}2}x_{5}-X_{33^{X_{4}}}x6, x2x_{5}-2x\}$ and $I_{A}=$
( $x_{1}x_{4}^{2}-X_{2}1X_{5}-2_{X_{6},X}2X332X_{6},$$x_{25}x-xx4,$ $x_{1^{X}4}x5-x_{23^{X)}}X6\cdot \mathrm{L}\mathrm{e}\mathrm{t}\succ \mathrm{b}\mathrm{e}$ the lexicographic
term order induced by $x_{1}\succ x_{2}\succ\cdots\succ x_{6}$ . Then, we can check that the ini-
tial ideal $in_{\succ}(I_{A})=(x_{1}x_{4}, x1x_{5}, x_{25}22x, X_{1}X_{4}X_{5})\neq(x_{11}x_{4’ 5’ 2}^{22}XxXX_{5})=in_{\succ}(C_{A})$ and
$\sqrt{in_{\succ}(I_{A})}=\sqrt{in_{\succ}(C_{A})}=(x_{1^{X}4}, x1x5, X2X5)$ .
In the rest of this section, we discuss basic properties of circuits which is im,.por-
tant in the following sections.
Proposition 1.6. Let $f=\mathrm{x}^{\mathrm{u}^{+}}-\mathrm{x}^{\mathrm{u}^{-}}$ be a binomial in $I_{A}$ . Then, there exists a
monomial $M\in K[\mathrm{x}]$ and a positive integer $m$ such that
$( \mathrm{x}^{\mathrm{u}^{+}})^{m}-(\mathrm{x}^{\mathrm{u}})^{m}=M-(_{i=1}\prod^{p}(\mathrm{X})^{m_{t}}\mathrm{V}_{i}-\prod_{=}^{p}+-)(\mathrm{x}\mathrm{I}i1\mathrm{V}_{i}m_{i}$
where each $m_{i}\in \mathbb{N}$ , each $\mathrm{x}^{\mathrm{v}_{i^{+}}}-\mathrm{X}\mathrm{v}^{-}i\in C_{A}$ and $1\leq p\leq n-d$ .
Proof. Factoring out common variables of $\mathrm{x}^{\mathrm{u}^{+}}$ and $\mathrm{x}^{\mathrm{u}^{-}}$ , we can find the monomial
$M$ . Hence, we may assume that $\mathrm{x}^{\mathrm{u}^{+}}$ and $\mathrm{x}^{\mathrm{u}^{-}}$ are relatively prime.
Let $\ell$ be the minimum number of the cardinality of support of the binomial in
$I_{A}$ . Let $r$ be the cardinality of the support of $\mathrm{u}$ . Thanks to the proof of Lemma $l.3$ ,
if $r=l$ , then there exists a circuit $\mathrm{x}^{\mathrm{V}^{+}}-\mathrm{X}^{\mathrm{V}^{-}}\in C_{A}$ such that $f=(\mathrm{x}^{\mathrm{v}^{+}})^{m}1-(\mathrm{X}^{\mathrm{V}^{-}})m_{1}$
where $m_{1}\in \mathbb{N}$ .
We now use induction on $r$ . By virtue of Lemma 1.3, there exists a circuit
$\mathrm{x}^{\mathrm{v}^{+}}-\mathrm{x}^{\mathrm{v}^{-}}$ such that supp $(\mathrm{v}^{+})\subset supp(\mathrm{u}^{+})$ and supp $(\mathrm{v}^{-})\subset supp(\mathrm{u}^{-})$ . Let $\lambda=$
$\min(u_{i}/v_{i}>0;i\in supp(\mathrm{v}))$ . Then, the vector $\mathrm{t}=\mathrm{u}-\lambda \mathrm{v}$ satisfies that supp $(\mathrm{t}^{+})\subset$
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supp$(\mathrm{u}^{+})$ and supp$(\mathrm{t}^{-})\subset supp(\mathrm{u}^{-})$ . By multiplying a suitable positive integer $z$ ,
we have an integer vector $\mathrm{t}’=z\cdot \mathrm{t}\in \mathbb{Z}^{n}$ . Then, it follows that $\mathrm{x}^{\mathrm{t}^{\prime+}}-\mathrm{x}^{\mathrm{t}}’-\mathrm{b}\mathrm{e}\mathrm{l}\mathrm{o}\mathrm{n}\mathrm{g}_{\mathrm{S}}$ to
$I_{A}$ . Since supp $(\mathrm{t}’)\neq supp(\mathrm{u})$ , the hypothesis of induction enables us to show that
there exists a positive integer $m$ such that
$( \mathrm{X}^{\mathrm{t}^{\prime+}})-(_{\mathrm{X}}\mathrm{t}’-)mm=\prod_{i=1}^{p}(\mathrm{x}^{\mathrm{v}}i+)-\prod_{=i1}^{p}(m_{i}\mathrm{X}^{\mathrm{V}_{i^{-}}})m_{i}$
where each $m_{i}\in \mathbb{N}$ , each $\mathrm{x}^{\mathrm{v}_{i^{+}}}-\mathrm{x}\mathrm{v}i^{-}\in C_{A}$ . Since $mz\mathrm{u}=m\mathrm{t}’+mz\lambda \mathrm{v}$ , we have
$(\mathrm{x}^{\mathrm{u}})-(\mathrm{x}+mz\mathrm{u}-mz)=(\mathrm{x}^{\mathrm{v}^{+}})^{m}z\lambda$ . $i= \prod_{1}(\mathrm{X})p\mathrm{V}_{i}+m_{i}--(\mathrm{x}^{\mathrm{V}})\prod_{=i1}^{p}(_{\mathrm{X}}mz\lambda.\mathrm{V}_{i^{-}})m_{i}$
Finally, we must show that only $p\leq n-d$ circuits are needed. Suppose that
$p>n-d$ . Since each vector $\mathrm{v}_{i}$ belongs to the $(n-d)$-dimensional vector space
$\{\mathrm{u}\in \mathrm{Q}^{n} ; A\mathrm{u}=0\}$ , there exists a linear dependence $\Sigma_{j\in Jj}nv_{j}=0$ where $0<$
$n_{i}\in$ IN and $\emptyset\neq J\subset\{1,2, \ldots,p\}$ . Let $N= \min(m_{j}/n_{j}>0)j\in J)$ . We
define the vector $M=(m_{1}, m_{2}, \ldots, m_{p})-N(n_{1}, n_{2}, \ldots, n)p\in \mathrm{Q}^{p}$ where $n_{j}=0$
if $j\not\in J$ . By multiplying a suitable positive integer $q$ , we have an integer vector
$M’=q\cdot M=(m_{1’}, m_{2}’, \ldots, m_{p})’\in \mathbb{Z}^{\mathrm{p}}$ . Then, the cardinality of supp$(M’)$ is at
most $p-1$ and $\dot{c}$
$( \mathrm{x}^{\mathrm{u}^{+}})-(\mathrm{X}^{\mathrm{u}})=\prod_{)}mq-mqm_{i’}i\in supp(M’(\mathrm{X}\mathrm{v}^{+}i)-i\in supp(\prod_{)M’}(\mathrm{x}^{\mathrm{V}^{-}})^{m’}ii$
as desired. Q. E. D.
$A$ is called unimodular if all triangulations of $P_{A}$ are unimodular. It is known
that $A$ is unimodular if and only if both terms of any circuits of $I_{A}$ are squarefree.
If $A$ is unimodular, then we immediately have the following:
Corollary 1.7. Let $f=\mathrm{x}^{\mathrm{u}^{+}}-\mathrm{x}^{\mathrm{u}^{-}}\in I_{A}$ where $\mathrm{x}^{\mathrm{u}^{+}}$ and $\mathrm{x}^{\mathrm{u}^{-}}$ are relatively prime.
If $A$ is unimodular, then we have
$\mathrm{x}^{\mathrm{u}^{+}}-\mathrm{x}^{\mathrm{u}^{-}}=\prod_{i=1}^{p}(\mathrm{X}^{\mathrm{v}_{i}})^{m_{i}-}+-\prod^{p}(i=1\mathrm{x})\mathrm{v}_{i}m_{i}$
where each $m_{i}\in \mathbb{N}$ , each $\mathrm{x}^{\mathrm{v}_{i^{+}}}-\mathrm{x}^{\mathrm{V}}i^{-}\in C_{A}$ and $1\leq p\leq n-d$ .
Proof. Since both terms of every circuit of $I_{A}$ are squarefree, in the proof of Proposi-
tion 1.6. $\lambda=\min(u_{i}/v_{i}>0 ; i\in supp(\mathrm{v}))=\min(|u_{i}| ; u_{i}/v_{i}>0, i\in supp(\mathrm{v}))\in \mathbb{N}$
since each $v_{i}=\pm 1$ . Hence, we have $z=1$ . Moreover, by the hypothesis of induction,
we may assume that $m–1$ . Q. E. D.




holds, where $0<a_{i},$ $b_{j}\in \mathrm{Q}.$ Then, there exists a circuit $\mathrm{x}^{\mathrm{V}^{+}}-\mathrm{x}^{\mathrm{v}}-\in C_{A}$ such that
supp $(\mathrm{x}^{\mathrm{V}^{+}})\subset I$ and supp $(\mathrm{X}^{\mathrm{v}^{-}})\subset J$ .
Proof. By multiplying a suitable integer to the equation above, we have
$\sum_{i\in I}a_{i}\mathrm{a}_{i}=\sum_{J}\prime j\in b’\mathrm{a}jj$
where $0<a_{i’ j}’b^{J}\in \mathbb{Z}$ and $\sum i\in Ia^{J}=\Sigma_{j}i\in Jb^{J}j$ . Hence, the homogeneous binomial
$\prod_{i\in I}X_{i}-\prod_{\in}a_{i}^{J}jJX_{j}b_{j}’\neq 0$
belongs to $I_{A}$ . Thanks to Lemma 1.3, there exists a circuit $\mathrm{x}^{v^{+}}-\mathrm{x}^{v^{-}}\in C_{A}$ such
that supp $(v^{+})\subset I$ and supp $(v^{-})\subset J$ . Q. E. D.
2 Riangulations and markings
In this section, we study the relation between triangulations and markings on
$C_{A}$ . If $\sigma$ is a convex polytope, then let $V(\sigma)$ denote the set of all vertices of $\sigma$ . We
often identify $\{\mathrm{a}_{1}, \ldots, \mathrm{a}_{n}\}$ with $\{1, \ldots, n\}$ . Thanks to Proposition 1.4, the following
theorem generalizes [$\mathrm{S}\mathrm{t}\mathrm{u}$ , Theorem 8.3].
Theorem 2.1. Let $\triangle$ be a triangulation of $P_{A}$ . $Then_{J}$ there exists a marking in $(\cdot)$
on $C_{A}$ such that $I_{\Delta}=\sqrt{in(C_{A})}$. In particular; $\Delta$ is regular if and only if there exists
a coherent marking in $(\cdot)$ on $C_{A}$ such that $I_{\triangle}=\sqrt{in(C_{A})}$. . $\cdot$.
Proof. Let a binomial $f=\mathrm{x}^{v^{+}}-\mathrm{x}^{v^{-}}$ belong to $I_{A}$ . Then, we have
$\sum_{i\in\sup p,\backslash (v+)}v_{i}\mathrm{a}_{i}=\sum_{(j\in\sup pv}vj\mathrm{a}_{j}-)$
where $0<v_{i}\in$ Z. Moreover, since $I_{A}$ is homogeneous in the usual grading, we
have $\sum_{i\in\sup p}(v+)vi=\sum_{j\in p(v}\sup-)v_{j}$ . Hence, two polytopes supp$(v^{+})$ and supp$(v^{-})$
intersect in their interior. Since $\triangle$ is a triangulation, either supp$(v^{+})$ or supp$(v^{-})$ is
a nonface of $\Delta$ , i.e., either $\mathrm{x}^{v^{+}}$ or $\mathrm{x}^{v^{-}}\mathrm{b}\mathrm{e}1_{0}\mathrm{n}\mathrm{g}\mathrm{S}.\mathrm{t}_{\mathrm{o}I}\Delta$ .
We consider a marking in $(\cdot)$ such that in $(f)\in I_{\triangle}$ for each $f\in C_{A}$ . Suppose
that a is a minimal nonface of $\triangle$ . Now, we choose a point $\sum_{\mathrm{a}_{i\in V}}(\sigma)ai\mathrm{a}_{i}\in\sigma\subset P_{A}$
where $0<a_{i}\in \mathrm{Q}$ and $\sum_{\Re(\sigma}\in V$ )$.a_{i}=1$ . $\mathrm{S}’$
.
ince $\triangle$ is a
$\mathrm{t}\mathrm{r}\mathrm{i}\mathrm{a}\mathrm{n}.\mathrm{g}\mathrm{u}\mathrm{l}\mathrm{a}\mathrm{t}\mathrm{i}\mathrm{o}\mathrm{n}:-,$ $\mathrm{t}\mathrm{h}.\mathrm{e}\mathrm{r}\mathrm{e}\prime \mathrm{e}\backslash$
xists a
simplex a’ $\in\triangle$ such that
$\sum_{\mathrm{a}_{i}\in V(\sigma)}a_{i}\mathrm{a}_{i}=$ $\sum_{\prime,\mathrm{a}j\in V(\sigma)}b_{j}\mathrm{a}_{j}$ (1)
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where $0<b_{j}\in \mathrm{Q}$ and $\sum \mathrm{a}_{j}\in\sigma^{l}bj=1$ . Thanks to Lemma 1.8, there exists a circuit
$f=\mathrm{x}^{v^{+}}-\mathrm{x}^{v^{-}}\in C_{A}$ such that supp$(v^{+})\subset V(\sigma)$ and supp$(v^{-})\subset V(\sigma’)$ . Since
$\sigma’\in\Delta$ , we have $\mathrm{x}^{v^{-}}\not\in I_{\triangle}$ and $\mathrm{x}^{v^{+}}\in I_{\Delta}$ . Hence, supp$(v^{+})=V(\sigma)$ and in $(f)=\mathrm{x}^{v^{+}}$
Thus, we have $I_{\Delta}=\sqrt{in(C_{A})}$ . Moreover, by virtue of Proposition 1.4 and [Stu,
Theorem 8.3], $\triangle$ is regular if and only if there exists a coherent marking in $(\cdot)$ on
$C_{A}$ such that $I_{\Delta}=\sqrt{in(I_{A})}=\sqrt{in(C_{A})}$. Q. E. D.
The converse of Theorem 2.1 is false in general, i.e., there is a marking in $(\cdot)$ such
that $\sqrt{in(C_{A})}$ is not the Stanley-Reisner ideal of any triangulation of $\mathcal{P}_{A}$ .
Example 2.2. Let $A=\{(1,0,1, \mathrm{o}, 0),$ $(1,0,0,1, \mathrm{o}),$ $(1,0,0, \mathrm{o}, 1),$ $(0,1,1,0, \mathrm{o})$ ,
$(0,1,0,1,0),$ $(\mathrm{o}, 1, \mathrm{o}, 0,1)\}\subset \mathbb{Z}^{5}$ . Then, $C_{A}=\{f_{1}=x_{1}x_{5}-X_{2}X_{4}.,$ $f_{2}=x_{2}x_{6}$ -
$x_{3}x_{5},$ $f3=x_{3}x_{4}-X_{1}x_{6}\}$ . Now, we consider a noncoherent marking in $(\cdot)$ defined by
in $(f_{1})=x1^{X}5,$ $in(f_{2})=x_{2}x_{6}$ and in $(f_{3})=x_{3}x_{4}$ . Then, $\sqrt{in(C_{A})}=(x_{1}x5,$ $x_{2}X6,$ $x3^{X_{4})}\cdot$
Suppose that there exists a triangulation $\triangle$ of $P_{A}$ with $I_{\triangle}=\sqrt{in(C_{A})}$. Then, the
set of vertices of maximal simplices in $\triangle$ is $\{\{\mathrm{a}_{1}, \mathrm{a}_{2}, \mathrm{a}_{3}\},$ $\{\mathrm{a}_{1}, \mathrm{a}_{2}, \mathrm{a}_{4}\},$ $\{\mathrm{a}_{1}, \mathrm{a}_{3}, \mathrm{a}_{6}\}$ ,
$\{\mathrm{a}_{1}, \mathrm{a}_{4}, \mathrm{a}_{6}\},$ $\{\mathrm{a}_{2}, \mathrm{a}_{3}, \mathrm{a}_{5}\},$ $\{\mathrm{a}_{2}, \mathrm{a}_{4}, \mathrm{a}_{5}\},$ $\{\mathrm{a}_{3}, \mathrm{a}_{5}, \mathrm{a}_{6}\},$ $\{\mathrm{a}_{4}, \mathrm{a}_{5}, \mathrm{a}_{6}\}\}$ . Since $\dim P_{A}=3$ , this
is a contradiction. Thus, there exists no triangulation $\triangle$ of $P_{A}$ with $I_{\Delta}=\sqrt{in(C_{A})}$.
However, note that, geometrically, $\triangle$ in Example 2.2 is a simplicial complex on
the vertex set $A$. Let $\Delta_{in}=\{P_{B}\subset \mathrm{R}^{d}$ ; $B\subset A,$ $\Pi \mathrm{a}_{i}\in Bxi\not\in\sqrt{in(C_{A})}\}$ .
Proposition 2.3. Let in $(\cdot)$ be a marking on $C_{A}$ . Then, $\triangle_{in}$ is a simplicial complex
on the vertex set $A$ such that $I_{\Delta_{in}}=\sqrt{in(C_{A})}$ .
Proof. If $\sigma\in\triangle_{in}$ is not a subsimplex of $P_{A}$ , then there exists an affine dependence





where $0<a_{i},$ $b_{j}\in \mathrm{Q}$ and $\Sigma_{\mathrm{a}_{i\in}}j_{1}a_{i}=\sum_{\mathrm{a}_{j}\in J_{2}}b_{j}=1$. Thanks to Lemma 1.8, there
exists a circuit $f=v^{+}\mathrm{x}^{v^{+}}-\mathrm{x}^{v^{-}}\in C_{A}$ such that supp$(v^{+})\subset J_{1}$ and supp$(v^{-})\subset J_{2}$ .
Then, neither $\mathrm{x}$ nor $\mathrm{x}^{v^{-}}\mathrm{b}\mathrm{e}\mathrm{l}\mathrm{o}\mathrm{n}\mathrm{g}_{\mathrm{S}}$ to $\sqrt{in(C_{A})}$ . This is a contradiction. Hence, $\sigma$
is a subsimplex of $P_{A}$ .
Let $\sigma_{1},$ $\sigma_{2}\in\triangle_{in}$ . We choose a point $\alpha\in\sigma_{1}\cap\sigma_{2}$ . Then, we have
$\alpha=\sum_{V\mathrm{a}_{i\in}(\sigma 1)}ai\mathrm{a}_{i}=\sum_{\mathrm{a}j\in V(\sigma_{2})}$
bjaj,
where $0\leq a_{i},$ $b_{j}\in \mathrm{Q}$ and $\Sigma_{\mathrm{a}_{i}\in V(\sigma}1$ ) $a_{i}=\Sigma_{\mathrm{a}_{j}\in V()}\sigma_{2}j1b=$ . By multiplying a suitable
integer to the equation above, we have
$\mathrm{a}_{i}\in V(\sigma_{1}\sum_{)}a_{i}\mathrm{a}i=\sum_{(\sigma_{2})}\prime b’\mathrm{a}_{j}\in Vj\mathrm{a}_{j}$
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where $0\leq a_{i}’,$ $b’j\in \mathbb{Z}$ and $\Sigma_{\mathrm{a}_{i}\in V(}\sigma_{1}$ ) $a’i=\Sigma_{\mathrm{a}_{j}\in V()j}\sigma_{2}b^{l}$ . If
$g= \prod_{1\mathrm{a}_{i\in V}(\sigma)}x_{i}-a_{i}’\prod_{\in \mathrm{a}jV(\sigma_{2})}Xjb_{j}’\neq 0$ ,
then the homogeneous binomial $g$ belongs to $I_{A}$ . Thanks to Lemma 1.3, there exists
a circuit $f=\mathrm{x}^{v^{+}}-\mathrm{X}^{v^{-}}\in C_{A}$ such that supp$(v^{+})\subset V(\sigma_{1})$ and supp$(v^{-})\subset V(\sigma_{2})$ .
Then, neither $\mathrm{x}^{v^{+}}$ nor $\mathrm{x}^{v}-\mathrm{b}\mathrm{e}1_{0}\mathrm{n}\mathrm{g}\mathrm{s}$ to $\sqrt{in(C_{A})}$ . This is a contradiction. Hence, we
have $g=0$ . Thus, $\alpha$ has a representation
$\alpha=\sum_{(\mathrm{a}_{i}\in V(\sigma 1)\cap V\sigma_{2})}ai\mathrm{a}_{i}$
.
Thus, $\triangle_{in}$ is a simplicial complex on the vertex set $A$ . Q. E. D.
If $\triangle_{in}$ is a triangulation of $P_{A}$ , then we call in $(\cdot)$ a geometric marking on $C_{A}$ .
For a marking in $(\cdot)$ on $C_{A}$ , we define the subsets $\mathcal{G}_{in}^{(1)}$ and $\mathcal{G}_{in}^{(2)}$ of $C_{A}$ as follows:
$\mathcal{G}_{in}^{(1)}$ $=$ $\{f\in C_{A} ; f-in(f)\not\in\sqrt{in(C_{A})}\}$
$\mathcal{G}_{in}^{(2)}$ $=$ { $f\in \mathcal{G}_{in}^{(1)}$ ; there exists no $g\in C_{A}$ such that supp$(in(g))^{\subset}\neq supp(in(f))$ }.
Then, $f\in \mathcal{G}_{in}^{(1)}$ (resp. $\mathcal{G}_{in}^{(2)}$ ) satisfies that supp$(in(f))$ is a nonface (resp. minimal
nonface) of $\triangle_{in}$ and supp$(f-in(f))$ is a face of $\triangle_{in}$ . Note that if $A$ is unimodular
and in $(\cdot)$ is coherent, then $\mathcal{G}_{in}^{(2)}$ coincides with the reduced Gr\"obner basis of $I_{A}$ with
respect to the term order in $(\cdot)$ .
Then, we have
Proof. In the proof of Theorem 2.1, we have shown that if $\sigma$ is a minimal nonface
of $\triangle_{in}$ , then there exists a circuit $f=\mathrm{x}^{v^{+}}-\mathrm{x}^{v^{-}}\in C_{A}$ such that supp$(v^{+})=V(\sigma)$
and $\mathrm{x}^{v^{-}}\not\in\sqrt{in(C_{A})}$ . Since $f\in \mathcal{G}_{in}^{(2)}$ , this completes the proof. Q. E. D.
Corollary 2.5. Let in $(\cdot)$ and $in’(\cdot)$ be geometric markings on $C_{A}$ . Then, $\Delta_{in}..=\triangle_{in’}$
if and only if $\mathcal{G}_{in}^{(2)}=\mathcal{G}_{in}^{(2)}$, and in$(g)=in^{J}(g)$ for all $g\in \mathcal{G}_{in}^{(2)}$ .
Proof. Since $\mathcal{G}_{in}^{(2)}$ is uniquely determined by $\triangle_{in}$ , “only if’ part holds. On the other
hand, Theorem 2.4 enables us to show “if’ part. Q. E. D.
Now, we study a criterion for a marking on $C_{A}$ to be a geometric marking. Note
that, in the conditions (ii) and (iii) below, $m’$ is unique for each $\{m,p\},$ $\{m,p’\}$ .
Theorem 2.6. For a marking in $(\cdot)$ on $C_{A}$ , the following conditions are equivalent:
(i) in $(\cdot)$ is a geometric marking;
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(ii) there exists a positive integer $p$ and a monomial $m’\not\in\sqrt{in(C_{A})}$ such that
$m^{p}-m’\in I_{A}$ for an arbitrary monomial $m\in in(C_{A})$ ;
(iii) there exists a positive integer $p’$ and a sequence of reductions from $m^{p’}$ to
$m’\not\in\sqrt{in(C_{A})}$ modulo $\mathcal{G}_{in}^{(1)}$ for an arbitrary monomial $m\in in(C_{A})$ .
$Moreover_{f}$ if $A$ is unimodular, then we have $p=p^{J}=1$ .
Proof. First, by virtue of Proposition 1.6 and Corollary 1.7, we have $(\mathrm{i}\mathrm{i})\Leftrightarrow(\mathrm{i}\mathrm{i}\mathrm{i})$ .
Second, we show that $(\mathrm{i})\Rightarrow(\mathrm{i}\mathrm{i})$ . Suppose that in $(\cdot)$ on $C_{A}$ is a geometric
marking. Let $m=\Pi_{i=1^{X_{i}}}^{na_{i}}\in in(C_{A}),$ $s=\Sigma_{i=1}^{n}a_{i}$ and $a_{i}’=a_{i}/s$ . Then, we have
$\alpha=\sum_{i\in w(}Sum)a_{i}’\mathrm{a}i\in P_{A}$ since $0<a_{i}’\in \mathrm{Q}$ and $\sum_{i(m}\in supp$) $a’i=1$ . Since $\triangle_{in}$ is a
triangulation, there exists a unique simplex $\sigma\in\triangle_{in}$ such that $\alpha=\sum_{i\in\sup p}(m)a_{i}\mathrm{a}\prime i=$
$\sum_{\mathrm{a}_{j}\in V(\sigma})bj\mathrm{a}_{j}$ , where $0<b_{j}\in \mathrm{Q}$ and $\sum_{\mathrm{a}_{j}\in V(\sigma)}b_{j}=1$ . By the similar argument as
in the proof of Lemma 1.8, there exists a positive integer $p$ such that $f=m^{p}-$
$\Pi_{\mathrm{a}_{j}\in V(\sigma})^{X^{b_{jp}}}js\in I_{A}$. Since $\sigma\in\triangle$ , we have $\Pi_{\mathrm{a}_{j}\in V()}\sigma X^{b_{jp}}js\not\in\sqrt{in(C_{A})}$ .
Suppose that $A$ is unimodular. Since $s\cdot\alpha\in \mathbb{Z}A$ and $\sigma$ is a face of a simplex
of normalized volume 1, we have $b_{j}s\in \mathrm{I}\mathrm{N}$ for all $j$ with $\mathrm{a}_{j}\in V(\sigma)$ . Hence, we have
$f’=m-\Pi_{\mathrm{a}_{j}\in}V(\sigma)x^{bs}jj\in I_{A}$ and $\Pi_{\mathrm{a}_{j}\in V()}\sigma x^{bs}jj\not\in\sqrt{in(C_{A})}$ .
Finally, we show that $(\mathrm{i}\mathrm{i})\Rightarrow(\mathrm{i})$ . Choose an arbitrary point $\alpha=\sum_{i=1ii}^{n}$$aa\in P_{A}$
where $0\leq a_{i}\in \mathrm{Q}$ and $\sum_{i=1}^{n}a_{i}=1$ . By multiplying a suitable integer $z$ , we have
$z \cdot\alpha=\sum_{i=1i}^{nJ}a\mathrm{a}_{i}$ where $0\leq a_{i}’\in \mathbb{Z}$ . Now, we consider the monomial $m=\Pi_{i=1^{X}i}^{n}a_{i}’$ .
By the hypothesis, there exists a positive integer $p$ and a monomial $m’= \prod_{j\in j}x_{j}^{b_{j}}\not\in$
$\sqrt{in(C_{A})}$ such that $m^{p}-m’\in I_{A}$ . Hence, we have
$\alpha=\sum_{1i=}^{n}a_{i}\mathrm{a}_{i}=\sum_{j\in J}(\frac{b_{j}}{zp})\mathrm{a}_{j}$ .
Since $m’\not\in\sqrt{in(C_{A})}$ , we have $J\in\Delta_{in}$ . Thus, we have $P_{A}= \bigcup_{\sigma\in\triangle_{in}}\sigma$ . Thanks to
Proposition 2.3, $\Delta_{in}$ is a triangulation of $P_{A}$ as desired. Q. E. D.
Example 2.7. Let $A=\{(6,0,0), (0,6,0), (0,0,6), (4,1,1), (1,4,1), (1,1,4)\}\subset \mathbb{Z}^{3}$ .
Then, $P_{A}$ is a planar triangle and $C_{A}$ consists of the following 15 circuits:
$c_{A}=\{x_{\mathrm{z}x^{2}}-x_{1}X,$$X_{3 x-56’ 634’ X4522X_{2}x^{22}x_{1}x-xX^{24}1^{X_{23^{-}}}Xx^{6}4’ X_{1}X_{2}^{4}x3^{-}x_{5}6$,
$x_{1}x_{23^{-X,x_{1^{X}}}}X46635x6-X^{5}4’ x24^{X}x63-X_{5},$$X_{3^{X}}^{3}54^{X_{5}}-x^{5},$$X^{5}x_{2}61x^{2}-6X_{4}8$ ,
$x_{1}X_{26^{-X_{5},x^{52}}}^{5}x2823xX_{4}-x^{8},$$xXX^{2}52354-X_{6},$$Xx8513x^{2}5-X_{4’ 13}85xxx_{5}^{2}-X_{6}8\}$ .
Now, we consider the following triangulation $\triangle$ of $P_{A}$ :
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If we define the marking in $(\cdot)$ as in $(f)$ is the first term in the above expression
for each $f\in C_{A}$ , then we have $I_{\Delta}=\sqrt{in(C_{A})}=(x_{2^{X_{4},X}}3x5, X1X_{6,1}xx2X_{3})$. In
this case, $\mathcal{G}_{in}^{(1)}--C_{A}$ and $\mathcal{G}_{in}^{(2)}=\{x_{2}x_{4}^{2}-x_{1^{X_{5}},3}Xx_{5}^{2}-X2x^{2},$$X_{1}x2662-X_{3}X_{4}2,4xX2x-13$
$x_{4}^{6},$ $X_{123}x^{4}X-X^{6}5’ 12xXx3-4X^{6}\}6$ . The triangulation $\triangle$ is nonregular because in $(\cdot)$ on
$\{x_{2}x_{4}^{2}-x1^{X^{2},X}53^{X_{5}^{2}}-X2x, x_{16}x-X3X4\}6222\subset \mathcal{G}_{in}^{(2)}$ is not coherent. Note the following
two sequences of reductions:
$x_{2}x_{3}x_{4}2$ $arrow$ $x_{135}xx^{2}$ $arrow$ $x_{1}x_{2}x_{6}2$ $arrow$ $x_{2^{X_{3^{X^{2}}}}}4$
$x_{2}x_{41^{x}}^{22}-x5$ $x_{3^{x_{5}^{2_{-xx_{6}}}}}22$ $x_{1}x_{64}^{2}-x_{3}x^{2}$
$(x_{2}x_{3}X_{4}2)^{15}$ $arrow$ $x_{3}x1224^{4}x_{5}24$ $arrow$ $x_{4}^{20}X_{5^{0}6}2x20\not\in\sqrt{in(C_{A})}$ .
$x_{245}^{52}x_{3}x-x8$ $x_{345}^{3_{xx-x}5}\epsilon$
First sequence of reductions means that in $(\cdot)$ on $\{x_{2}x_{4}^{2}-x_{1}x_{5}^{2},$ $X_{35}x-2x_{2}x_{6’ 6^{-}}22x_{1}X$
$x_{3}x_{4}^{2}\}\subset \mathcal{G}_{in}^{(2)}$ is not coherent. Second sequence of reductions illustrates Theorem 2.6.
3 Flips
Let $\triangle$ be a triangulation of $P_{A}$ and let $f=\mathrm{x}^{u^{+}}-\mathrm{x}^{u^{-}}\in C_{A}$ be a circuit. We
say that $\triangle$ is supported on $f$ if the following two conditions are satisfied:
(i) $\Pi_{i\in\sup \mathrm{P}(f})\backslash \{j\}xi\not\in I_{\triangle}$ for all $j\in supp(\mathrm{x}^{u})+$ ;
(ii) For all monomials $m\in K[\mathrm{x}]$ such that supp$(m)\cap supp(\mathrm{x}^{u}+)=\emptyset$ and for all
$j_{1},$ $j_{2}\in supp(\mathrm{X}^{u^{+}})$ , we have
$m\cdot\Pi_{i(f)}\in supp\backslash \{j1\}X:i$ belongs to $I_{\Delta}$ if and only if
$m \cdot\prod_{i(f)}\in supp\backslash \{j2\}^{X_{i}}$ belongs to $I_{\triangle}$ .
If a triangulation $\Delta$ of $P_{A}$ is supported on a circuit $f\in C_{A}$ , then we can construct a
new triangulation by taking away all the simplices of the form supp$(m)\cup supp(f)\backslash \{i\}$
where $i\in supp(\mathrm{x}^{u^{+}})$ and $m\in K[\mathrm{x}]$ is a monomial with supp$(m)\cap supp(f)=\emptyset$ and
adding the simplices of the form supp$(m)\cup supp(f)\backslash \{j\}$ where $j\in supp(\mathrm{X}^{u})-$ and
the same $m$ . We call this operation a fiip along $f$ . See [G-K-Z] for the details.
Example 3.1. We continue the argument in Example 2.7. The triangulation $\Delta$
is supported on circuits $\{x_{2}x_{4}^{2}-X_{1}X_{5’ 5}x3X-22x_{2^{X}6’ 1^{X}}22x6-x_{3}X_{4}\}2$ . For example, the
triangulation $\triangle^{J}$ obtained by a flip from $\triangle$ along the circuit $x_{3}x_{5}^{2}-X_{2}x_{6}^{2}$ is as follows:
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Then, $\triangle’$ is a regular triangulation of $P_{A}$ .
First, we represent a flip of a triangulation $\Delta$ of $P_{A}$ as a operation for a geometric
marking in $(\cdot)$ such that $\Delta=\triangle_{in}$ . Suppose that a triangulation $\Delta_{in}$ is supported on
a circuit $f\in C_{A}$ and $\triangle^{J}$ is obtained by a flip from $\Delta_{in}$ along $f$ . Now, we define a






$g\not\in \mathcal{G}_{in}^{(1)}$ and supp$(in(f))\subset supp(in(g))$ (3)
otherwise.
Theorem 3.2. Work with the same situation as above. Then, $\Delta’=\Delta_{in’}$ .
Proof. For a monomial $m$ , if $m\in I_{\Delta}$ and if $m\not\in I_{\Delta’}$ , then supp$(in(f))\subset supp(m)$ .
Similarly, if $m\not\in I_{\triangle}$ and if $m\in I_{\Delta’}$ , then supp$(f-in(f))\subset supp(m)$ .
Suppose that there exists a circuit $g\in C_{A}$ such that $in’(g)\not\in I_{\triangle^{J}}$ . It then follows
that $g-in^{J}(g)\in I_{\Delta’}$ . By the definition of flips, we have $in’(f)=f-in(f)\in I_{\Delta’}$ .
Hence, we have $g\neq f$ .
Suppose that $g\in \mathcal{G}_{in}^{(1)}$ . By the definition (3), $in’(g)=in(g)\in I_{\Delta}$ . Hence,
we have supp$(in(f))\subset supp(in’(g))$ . Moreover, since $g-in’(g)\not\in I_{\Delta}$ , we have
supp$(f-in(f))\subset supp(g-in’(g))$ . This contradicts that $g$ is a circuit.
Suppose that $g\not\in \mathcal{G}_{in}^{(1)}$ , i.e., both in $(g)$ and $g^{-in}(g)$ belong to $I_{\Delta}$ . Since $in’(g)\not\in$
$I_{\triangle};$ , we have supp$(in(f))\subset supp(in’(g))$ . If $in’(g)=in(g)$ , then supp$(in(f))\subset$
$supp(in’(g))=supp(in(g))$ . This contradicts the definition (3). If $in’(g)=g^{-in}(g)$ ,
then we have supp$(in(f))\subset supp(in(g))$ by the definition (3). Since supp$(in(f))\subset$
$supp(g-in(g))$ and supp$(in(f))\subset supp(in(g))$ , this contradicts that $g$ is a circuit.
Hence, we have $\sqrt{in’(c_{A})}\subset I_{\triangle}’$ . Thus, $\triangle^{J}\subset\triangle_{in’}$ . Thanks to Proposition 2.3
and since $\Delta’$ is a triangulation, $\triangle^{J}=\triangle_{in}$, as desired. Q. E. D.
Theorem 3.3. Suppose that a triangulation $\Delta’$ is obtained by a flip from a
triangulation $\triangle$ along the circuit $f\in C_{A}$ . Then, there exist markings in $(\cdot)$ and
$in’(\cdot)$ such that $\triangle=\triangle_{in},$ $\triangle^{J}=\Delta_{in’},$ $in(f)=f-in^{;}(f)$ and in$(g)=in’(g)$ for all
$g\in C_{A}\backslash \{f\}$ .
Proof. Let in $(\cdot)$ and $in’(\cdot)$ be markings with $\triangle=\Delta_{in}$ and $\Delta’=\triangle_{in’}$ , i.e., work with
the same situation in (3). Let $in^{*}(\cdot)$ be a marking defined by
$in^{*}(g)=\{$
$g^{-in}(g)$ $g\not\in \mathcal{G}_{in}^{(1)}$ and supp$(in(f))\subset supp\acute{(}in(g))$
in $(g)$ otherwise.
Thanks to Theorem 2.4, we have $\sqrt{in(C_{A})}=\sqrt{in^{*}(C_{A})}$ . Hence, we have $\Delta_{in}=\Delta_{in^{*}}$





Thus, we have a desired conclusion by Theorem 3.2. Q. E. D.
Now, we want to know which circuits support a triangulation. The following
theorem and corollary are related with the $S$-polynomial $S(f, g)$ of the binomials
$f=\mathrm{x}^{u^{+}}-\mathrm{x}^{u^{-}}\in I_{A}$ and $g=\mathrm{x}^{v^{+}}-\mathrm{x}^{v^{-}}\in I_{A}$ with in$(f)=\mathrm{x}^{u^{+}}$ and in$(g)=\mathrm{x}^{v^{+}}:$
$S(f, g)= \frac{LCM(in(f),in(g))}{in(f)}\cdot \mathrm{x}^{u^{-}}-\frac{LCM(in(f),in(g))}{in(g)}\cdot \mathrm{x}^{v^{-}}$
Theorem 3.4. Let in $(\cdot)$ be a geometric marking and let $f=\mathrm{x}^{u^{+}}-\mathrm{x}u^{-}\in C_{A}$ with
in $(f)=\mathrm{x}^{u^{+}}$ If $p= \max(|u_{i}|\in \mathbb{Z} ; \mathrm{x}^{u^{+}}-\mathrm{x}^{u^{-}}\in C_{A})$ , then a triangulation $\Delta_{in}$ of
$\mathcal{P}_{A}$ is supported on $f$ if and only if $f\in \mathcal{G}_{in}^{(2)}$ and
$\frac{LCM(in(f)pin(g))}{in(f)^{p}},.\mathrm{x}^{u^{-}}\in\sqrt{in(c_{A})}$
for all $g\in \mathcal{G}_{in}^{(2)}\backslash \{f\}$ .
Proof. [only if] Suppose that $\triangle_{in}$ is supported on a circuit $f=\mathrm{x}^{u^{+}}-\mathrm{x}^{u^{-}}\in C_{A}$ .
Then, $\Pi_{i\in\sup p(}f$) $\backslash \{j\}^{X_{i}}\not\in\sqrt{in(C_{A})}$ for all $j\in supp(\mathrm{X}^{u^{+}})$ . Hence, in particular, neither
$\mathrm{x}^{u^{-}}$ nor $\Pi_{i\in}(\mathrm{X}^{u}+supp)\backslash \{j\}x_{i}$ belongs to $\sqrt{in(C_{A})}$ . Thus, $f\in \mathcal{G}_{in}^{(2)}$ .
Suppose that
$\frac{LCM(in(f)pin(g))}{in(f)^{p}},$ . $\mathrm{x}^{u^{-}}\not\in\sqrt{in(c_{A})}$
for a circuit $g=\mathrm{x}^{v^{+}}-\mathrm{x}^{v^{-}}\in \mathcal{G}_{in}^{(2)}\backslash \{f\}$ with in $(g)=\mathrm{x}^{v^{+}}$ Then, supp $(\mathrm{X}^{u^{+}})\cap$
$supp(\mathrm{X}^{v^{+}})\neq\emptyset$ . Suppose that supp$(\mathrm{X}^{u^{+}})=supp(\mathrm{X}^{v})+$ . Let $v_{r}/u_{r}= \min(v_{i}/u_{i}>$
$0;i\in supp(\mathrm{x}^{u^{+}}))$ where $r\in supp(\mathrm{X}^{u^{+}})$ . It then follows that $(\mathrm{X}^{u^{+}})^{v_{r}}$ divides $(\mathrm{x}^{v^{+}})^{u}f$ .
Hence, we have
$0 \neq\frac{(\mathrm{X}^{v^{+}})^{u_{r}}}{(\mathrm{X}^{u^{+}})^{v_{r}}}\cdot(\mathrm{x}^{u})^{v}-r-(_{\mathrm{X}^{v})}-u_{r}\in I_{A}$ .
Since $(\mathrm{x}^{v^{-}})^{u}r\not\in\sqrt{in(C_{A})}$ , we have $m= \frac{(\mathrm{X}^{v^{+}})^{u_{r}}}{(\mathrm{x}^{u})^{v_{r}}+}\cdot(\mathrm{X}^{u^{-}})v_{r}\in\sqrt{in(C_{A})}$ . Since supp$(m)\subset$
$supp(f)\backslash \{r\},$ $\triangle_{in}$ is not supported on $f$ .
Suppose that supp$(\mathrm{X}^{u^{+}})\neq supp(\mathrm{X}^{v})+$ and $\triangle’$ is obtained by a flip from $\Delta_{in}$ along
$f$ . Since $g\in \mathcal{G}_{in}^{(2)},$ $supp(\mathrm{X}^{u})+\backslash supp(\mathrm{X}^{v^{+}})\neq\emptyset$ . If $i\in supp(\mathrm{X}^{u^{+}})\backslash supp(\mathrm{X}^{v^{+}}.),$ ’ then
supp$(LcM(in(f), in(g))\cdot \mathrm{x}^{u})-\backslash \{i\}$ is not a face of $\triangle_{in}$ . Hence,
$\frac{LCM(in(f)pin(g))}{in(f)^{p}},$ . $\mathrm{x}^{u^{-}}\not\in I_{\Delta’}$ .
Thus, $\mathrm{x}^{u^{-}}\not\in I_{\Delta’}$ and this contradicts Theorem 3.3.
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[if] Suppose that $m=\Pi_{i\in\sup p(}f$ ) $\backslash \{j\}xi\in\sqrt{in(C_{A})}$ for some $j\in supp(\mathrm{X}^{u^{+}})$ .
Then, there exists a circuit $g\in \mathcal{G}_{in}^{(2)}$ such that supp$(in(g))\subset supp(m)$ . Since
supp$(in(g))\subset supp(f)$ , we have
supp $( \frac{LCM(in(f)pin(g))}{in(f)^{p}},$ . $\mathrm{x}^{u^{-}})=supp(_{\mathrm{X}^{u^{-}}})\in\triangle_{in}$.
Suppose that there exists a monomial $m$ with supp$(m)\cap supp(\mathrm{X}^{u})+=\emptyset$ such that
$m_{1}=m\cdot\Pi i\in sup\mathrm{P}(f)\backslash \{j_{1}\}^{X_{i}}\not\in\sqrt{in(C_{A})}$ and $m_{2}=m\cdot\Pi_{i\in\sup p}(f)\backslash \{j_{2}\}Xi\in\sqrt{in(C_{A})}$ where
$j_{1},j_{2}\in supp(\mathrm{X}^{u^{+}}).$ Then.’ there exists a circuit $g\in \mathcal{G}_{in_{\mathrm{f}}}^{(2)}$ such that supp$(in(g.))\subset$
$supp(m_{2})$ . Thus, $\mathrm{s}$
supp $( \frac{LCM(in(f)pin(g))}{in(f)^{p}},.\mathrm{x}^{u^{-}})\subset supp(m\cdot \mathrm{X}^{u}-)\subset supp(m_{1})\in\Delta in$ ’
as required. Q. E. D.
If $A$ is unimodular, then we immediately have the following corollary.
Corollary 3.5. Suppose that $A$ is unimodular. Let in $(\cdot)$ be a geometric marking
and let $f=\mathrm{x}^{u^{+}}-\mathrm{x}^{u^{-}}\in C_{A}$ with in $(f)=\mathrm{x}^{u^{+}}$ Then, a triangulation $\triangle_{in}$ of $P_{A}$ is
supported on $f$ if and only if $f\in \mathcal{G}_{in}^{(2)}$ and
$\frac{LCM(in(f),in(g))}{in(f)}\cdot \mathrm{x}^{u^{-}}\in in(c_{A})$
for $allg\in\backslash \mathcal{G}^{(2)}in\ldots\backslash \{f\}\backslash \cdot$
4 Some applications
In this section, we study some applications to the problems of polytopes arising
from finite graphs. Let $G$ be a finite connected graph having no loop and no multiple
edge on the vertex set $V(G)=\{1,2, \ldots, d\}$ and $E(G)=\{e_{1}, e_{2}, \ldots, e_{n}\}$ the set of
edges of $G$ . If $e=\{i,j\}$ is an edge of $G$ joining $i\in V(G)$ with $j\in V(G)$ , then we
define $\rho(e)\in \mathrm{R}^{d}$ by $\rho(e)=\mathrm{e}_{i}+\mathrm{e}_{j}$ . Here $\mathrm{e}_{i}$ is the i-th unit coordinate vector in $\mathrm{R}^{d}$ .
Let $A_{G}=\{\rho(e) ; e\in E(G)\}$ . We set $P_{G}$ for $P_{A_{G}}$ and call $P_{G}$ the edge polytope of
$G$ . We set $K[G]$ for $K[A_{G}]$ and call $K[G]$ the edge ring of $G$ and set $I_{G}$ for $I_{A_{G}}$ and
call $I_{G}$ the toric ideal of $G$ . See als..o $[\mathrm{O}-\mathrm{H}_{1}],$ $[\mathrm{O}-\mathrm{H}_{2}],$ $[\mathrm{O}-\mathrm{H}_{3}]$ and $[\mathrm{O}-\mathrm{H}_{4}]$ .
Example 4.1. In $[\mathrm{O}-\mathrm{H}_{1}]$ , we give the following graph $G_{1}$ with 10 vertices and 15
edges. Then, $P_{G_{1}}$ is a normal $(0,1)$-polytope none of whose regular triangulations
is unimodular and having a unimodular triangulation obtained by one flip from a
regular triangulation.
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The main purpose of the present section is to give an infinite family of normal
edge polytopes having the same property as $P_{G_{1}}$ .
Suppose that $G$ has a vertex $i_{0}$ of degree 2. Then, we can construct a new graph
$\hat{G}$ with $d+2$ vertices and $n+2$ edges by the following operation:
$\Rightarrow$
First, $\mathrm{b}.\mathrm{v}$ virtue of [ $\mathrm{O}-\mathrm{H}_{2}$ , Corollary 2.3], we have the following proposition.
Proposition 4.2. Work with the same situation as above. Then, $- K^{\wedge}[G]$ is
$norm\backslash \backslash al$
if and only if $K[\hat{G}]$ is normal. ‘
Let $K[\hat{\mathrm{x}}]=K[x_{1,1}, x_{1,2}, X_{2,1})X_{2,2}, X_{3}, \ldots, x_{n}]$ denote the polynomial ring in $n+2$




The set of all circuits of $I_{G}$ is explicitly classified. Given an even closed walk
$\Gamma=(e_{i_{1},i_{2},\ldots,i}ee)2q$ of $G$ with each $e_{k}\in E(G)$ , we write $f_{\Gamma}$ for the binomial
$f_{\mathrm{r}=} \prod_{k=1}^{q}X_{i}2k-1-\prod_{=k1}X_{i}q2k\in I_{G}$ .
It is known that $I_{G}$ is generated by such $f_{\Gamma}’ \mathrm{s}$ . See [$\mathrm{O}-\mathrm{H}_{3}$ , Lemma 1.1]. Let $C_{G}$
denote the $\mathrm{s}$,et of all circuits of $I_{G}$ . Then, the following is known [Stu, Lemma 9.8].
Proposition 4.3. Let $G$ be a finite connected graph. Then, $C_{G}$ consists of the
binomials $f_{\Gamma}$ where $\Gamma$ is an even closed walk satisfy\’ing one of the following conditions:
(i) $\Gamma$ is an even cycle;
(ii) $\Gamma$ consists of two odd cycles having exactly one common vertex;
(iii) $\Gamma$ consists of two odd cycles having no common vertex and connected by a path.
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Corollary 4.4. Let $G$ be a finite connected graph. Then, the set $C_{\hat{G}}$ of all circuits
equals to $\{\psi(f)\in K[\hat{\mathrm{x}}] ; f\in c_{c}\}$ .
If in $(\cdot)$ is a marking on $C_{G}$ , then we define the marking In $(\cdot)$ on $C_{\hat{G}}$ by In$(\psi(f))=$
$\psi(in(f))$ for all $f\in C_{G}$ . Thanks to Corollary 4.4, this is a $\mathrm{o}\mathrm{n}\mathrm{e}- \mathrm{t}_{0}$ one correspondence
between the set of all markings on $C_{G}$ and the set of all markings on $C_{\hat{G}}$ .
Lemma 4.5. A marking in $(\cdot)$ on $C_{G}$ is a geometric marking if and only if
corresponding marking In $(\cdot)$ on $C_{\hat{G}}$ is a geometric marking.
Proof. Let $m$ be a monomial in $K[\mathrm{x}]$ . Note that $m\in\sqrt{in(c_{c})}$ if and only if the
monomial $\psi(m)\in\sqrt{in(C_{\hat{G}})}$ . Hence, $\psi(\mathcal{G}_{in}^{()})i=\mathcal{G}_{In}^{(i)}$ for $i=1,2$ . It easily follows
that there exists a sequence of reductions from $m^{p}$ to $m’\not\in\sqrt{in(C_{c})}$ modulo $\mathcal{G}_{in}^{(1)}$
for some positive integer $p$ if and only if there exists a sequence of reductions from
$(\psi(m))^{\mathrm{p}}$ to $\psi(m’)\not\in\sqrt{in(C_{\hat{c}})}$modulo $\mathcal{G}_{In}^{(1)}$ . By virtue of Theorem 2.6, this completes
the proof. Q. E. D.
Lemma 4.6. Let in $(\cdot)$ and $in’(\cdot)$ be geometric markings on $C_{G}$ . Then, $\triangle_{in}=\triangle_{in}$,
if and only if $\Delta_{In}=\triangle_{In^{J}}$ .
Proof. Since $\psi(\mathcal{G}_{in}^{(2}))=\mathcal{G}_{In}(2)$ , Corollary 2.5 enable us to complete the proof. Q. E. D.
We define a map $\overline{\psi}$ from the set of all triangulations of $P_{G}$ to the set of all
triangulations of $P_{\hat{G}}$ by $\overline{\psi}(\triangle_{in})=\Delta_{In}$ where in $(\cdot)$ is a geometric marking on $C_{G}$ .
Theorem 4.7. $\overline{\psi}$ is a bijection from the set of all triangulations of $P_{G}$ to the set of
all triangulations of $P_{\hat{G}}$ . Moreover, if $\triangle$ is a triangulation of $P_{G_{J}}$ then $\Delta$ is regular
(resp. unimodular) if and only if $\overline{\psi}(\triangle)$ is regular (resp. unimodular).
Proof. Thanks to Lemma 4.5 and Lemma 4.6, $\overline{\psi}$ is a bijection from the set of all
triangulations of $P_{G}$ to the set of all triangulations of $P_{\hat{G}}$ .
Note that in $(\cdot)$ on $C_{G}$ is coherent if and only if In$(\cdot)$ on $C_{\hat{G}}$ is coherent. Thanks
to Theorem 2.1, $\Delta$ is regular if and only if $\overline{\psi}(\Delta)$ is regular.
Since $I_{\Delta_{in}}= \bigcap_{\sigma\in\triangle_{in}}$ $(x_{i} ; \mathrm{a}_{i}\not\in V(\sigma))$ , we have $I_{\Delta_{In}}= \bigcap_{\sigma\in\triangle_{in}}(\psi(x_{i}) ; \mathrm{a}_{i}\not\in V(\sigma))$ .
Note that thanks to [$\mathrm{O}-\mathrm{H}_{2}$ , Lemma 1.4 $(\mathrm{i})$ ], either $\mathrm{a}_{1}\in V(\sigma)$ or $\mathrm{a}_{2}\in V(\sigma)$ for every
maximal simplex $\sigma\in\triangle_{in}$ . Hence, for each $\sigma\in\Delta_{in}$ , we have
$(\psi(x_{i});\mathrm{a}_{i}\not\in V(\sigma))=\{$
$(x_{i} ; \mathrm{a}_{i}\not\in V(\sigma))$ if $\mathrm{a}_{1},$ $\mathrm{a}_{2}\in\sigma$
$\bigcap_{j=1}^{2}$ $(\{x_{1,j}\}\cup\{x_{i} ; i\neq 1, \mathrm{a}_{i}\not\in V(\sigma)\})$ if $\mathrm{a}_{1}\not\in V(\sigma)$
$\bigcap_{j=1}^{2}$ $(\{x_{2,j}\}\cup\{x_{i} ; i\neq 2, \mathrm{a}_{i}\not\in V(\sigma)\})$ if $\mathrm{a}_{2}\not\in V(\sigma)$ .
It then follows that $\overline{\psi}_{\mathrm{P}^{\mathrm{r}\mathrm{e}}}\mathrm{S}\mathrm{e}\mathrm{r}\mathrm{v}\mathrm{e}\mathrm{s}$ the number of odd cycles in the subgraph of $G$ asso-
ciated with a maximal simplex $\sigma\in\triangle_{in}$ . By virtue of [Stu, Lemma 9.5], this implies
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that $\overline{\psi}$ preserves the normalized volume of $\sigma\in\Delta_{in}$ . Hence, $\Delta_{in}$ is unimodular if
and only if $\overline{\psi}(\triangle_{in})$ is unimodular as desired. Q. E. D.
Theorem 4.8. Let $\triangle_{1}$ and $\triangle_{2}$ be triangulations of $P_{G}$ . Then, $\Delta_{1}$ is obtained by
the flip from $\triangle_{2}$ along the circuit $\Gamma$ if and only if $\overline{\psi}(\triangle_{1})$ is obtained by the flip from
$\overline{\psi}(\Delta_{2})$ along the circuit $\psi(\Gamma)$ .
Proof. Let $f,$ $g\in \mathcal{G}_{in}^{(2)}$ and $p$ be a positive integer and let
$m_{1}= \frac{LCM(in(f)pin(g))}{in(f)^{p}},.\mathrm{x}^{u^{-}}$ and $m_{2}= \frac{LCM(In(\psi(f))pIn(\psi(g)))}{In(\psi(f))^{\mathrm{p}}},.\psi(_{\mathrm{X}}u^{-})$ .
Since $\psi(m_{1})=m_{2},$ $m_{1}\in\sqrt{in(c_{c})}$ if and only if $m_{2}\in\sqrt{In(C_{\hat{c}})}$. Hence, thanks to
Theorem 3.4, $\triangle_{i}$ is supported on $\Gamma$ if and only if $\overline{\psi}(\triangle_{i})$ is supported on $\psi(\Gamma)$ . Since
$\psi(\mathcal{G}_{in}^{()})1=\mathcal{G}_{In}^{(1)}$ and since supp$(in(f))\subset supp(in(h))$ if and only if supp$(In(\psi(f)))\subset$
$supp(In(\psi(h)))$ for $h\in C_{G}$ , Theorem 3.4 completes the proof. Q. E. D.
From $P_{G_{1}}$ in Example 4.1, we get an infinite family of normal edge polytopes
having the same property as $P_{G_{1}}$ since $G_{1}$ has five vertices $\{v_{1}, v_{2}, \ldots , v_{5}\}$ of degree 2.
Let $G_{(\mathrm{p}1},p_{2},\ldots,p\mathrm{s}$) be the graph obtained from $G_{1}$ by applying the operation $p_{i}-1$ times
to the vertex $v_{i}$ for $1\leq i\leq 5$ . $G_{()}p1,p2,\ldots,p5$ has 2 $\sum_{i=1}^{5}p_{i}$ vertices and 5+2 $\sum_{i=1}^{5}p_{i}$
edges. For example, $G_{(2,1,2,2},1$ ) is the following graph.
Thanks to Theorem 4.7 and Theorem 4.8, we have the following theorem:
Theorem 4.9. The edge polytope $P_{G_{(p_{1},\mathrm{p}_{2},\ldots,p5^{)}}}$ is a normal $(\mathit{0},\mathit{1})$ -polytope none of
whose regular triangulations is unimodular and having a unimodular triangulation
obtained by one flip from a regular triangulation of $P_{G_{(ppp_{5})}1,2},\ldots,\cdot$
Finally, we give two examples of graphs whose edge polytope is a normal polytope
having a unimodular triangulation and having no regular unimodular triangulation.
Since the graph $G_{1}$ given in Example 4.1 has 10 vertices and 15 edges, its edge
polytope is of dimension 9 with 15 vertices. Thus, it is reasonable to ask if a graph
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$G$ satisfying the odd cycle condition [$\mathrm{O}-\mathrm{H}_{2}$ , Corollary 2.3] has $d$ vertices and $n$
edges with $n-d\leq 4$ , then the edge polytope $P_{G}$ possesses a regular unimodular
triangulation. Note that the operation for graphs defined in this section preserves $n-$
$d$ . It is not difficult to show that if a graph $G$ satisfying the odd cycle condition has
$d$ vertices and $n$ edges with $n-d\leq 3$ , then the edge polytope $P_{G}$ possesses a regular
unimodular triangulation. Surprisingly, there exists a graph $G$ having 20 vertices
and 24 edges whose edge polytope possesses no regular unimodular triangulation.
Then, $\dim \mathrm{p}_{G_{2}}=19$ and the normalized volume of $P_{G_{2}}$ is equal to 307. There
are 3 pairs $(c_{1}, c_{1};),$ $(C_{2}, C_{2};),$ $(c_{3},\mathit{0}_{3}’)$ of two minimal odd cycles in $G_{2}$ having no
common vertex. Each $(C_{i}, C_{i}^{J})$ has exactly one bridge $b_{i}$ and the even closed walk
$\Gamma_{i}--(b_{i}, C_{il}.b_{i}, c_{i}’)$ satisfies the conditions in Proposition 4.3. By virtue of $[\mathrm{O}-\mathrm{H}_{3}$ ,
Lemma 3.3] or the technique of combinatorial pure subring [O-H-H], we can show
that each $f_{\Gamma_{i}}$ appears in the reduced Gr\"obner basis of $I_{G}$ with respect to any term
order. Suppose that $I_{G}$ has a squarefree initial ideal $in_{\succ}(I_{c})$ . Since one of the terms





Since $\Pi_{i=1}^{3}in\succ(f_{\Gamma_{i}})=\Pi_{i=1}^{3}(f\Gamma_{i^{-in}}\succ(f\mathrm{r}_{i}))$ , this contradicts $\mathrm{t}\mathrm{h}\mathrm{a}\mathrm{t}\succ \mathrm{i}\mathrm{s}$ a term order.
Thus, with respect to any term order, the initial ideal of $I_{G_{2}}$ is not squarefree.
Thanks to [Stu, Corollary 8.9], $P_{G_{2}}$ has no regular unimodular triangulation.
On the other hand, Firla-Ziegler [F-Z] verified that $P_{G_{2}}$ does have a (nonregular)
unimodular triangulation $\triangle_{2}$ . Moreover, H. Imai also verified that $\triangle_{2}$ is obtained
by one flip from a regular triangulation.
$.r$ .
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By the same technique appearing in Example 4.10, we can see that $P_{G_{3}}$ has no
regular unimodular triangulation. On the other hand, by explicit computation by
PUNTOS, it is verified that $P_{G_{3}}$ has a $(\mathrm{n}_{r}\mathrm{o}\mathrm{n}\mathrm{r}\mathrm{e}\mathrm{g}\mathrm{u}\mathrm{l}\mathrm{a}\mathrm{r})$ unimodular triangulation $\Delta_{3}$ .
$P_{G_{2}}$ is the first edge polytope having a unimodular triangulation and none of whose
unimodular triangulation is not obtained by one flip from any regular triangulation.
However, it is also verified by PUNTOS that $\Delta_{3}$ is obtained by two flips from a
regular triangulation.
We do not know if there exists an edge polytope satisfying odd cycle‘ COn.dition
which has no unimodular triangulation so far.
Conjecture 4.12. Let $G$ be a finite connected graph satisfying the odd cycle
condition. Then, $P_{G}$ has a unimodular triangulation obtained by finite flips from a
regular triangulation.
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