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QUASISTATIC EVOLUTION MODELS FOR THIN PLATES ARISING AS
LOW ENERGY Γ-LIMITS OF FINITE PLASTICITY
ELISA DAVOLI
Abstract. In this paper we deduce by Γ-convergence some partially and fully linearized
quasistatic evolution models for thin plates, in the framework of finite plasticity. Denoting
by ε the thickness of the plate, we study the case where the scaling factor of the elasto-
plastic energy is of order ε2α−2, with α ≥ 3. We show that solutions to the three-
dimensional quasistatic evolution problems converge, as the thickness of the plate tends
to zero, to a quasistatic evolution associated to a suitable reduced model depending on
α.
1. Introduction
The subject of this paper is the rigorous derivation of quasistatic evolution models for
nonlinearly elastic - finitely plastic plates. The problem of deriving lower dimensional models
for thin structures has been intensively studied since the early 90’s by means of a rigorous
approach based on Γ-convergence [1, 18]. Starting from the seminal paper [15], this approach
has led to establish a hierarchy of limit models for plates [15, 16], rods [32, 33, 35, 36], and
shells [14, 20, 21], in the stationary framework and in the context of nonlinear elasticity.
More recently, the Γ-convergence approach to dimension reduction has gained attention also
in the evolutionary framework: in nonlinear elasticity [2], crack propagation [3, 13], linearized
elastoplasticity [11, 22, 23], and delamination problems [30].
In this paper we justify via Γ-convergence some linearized quasistatic evolution models for
a thin plate, whose elastic behaviour is nonlinear and whose plastic response is governed by
finite plasticity with hardening. We remark that different schools in finite plasticity are still
competing and a generally accepted model is still lacking (see e.g. [5]). We shall adopt here
a mathematical model introduced in [6, 27, 28]. We assume that the reference configuration
of the plate is the set
Ωε := ω ×
(
− ε2 ,
ε
2
)
,
where ω is a domain in R2 and ε > 0 represents the thickness of the plate. Following the
lines of [19] and [26], we consider deformations of the plate η ∈ W 1,2(Ωε;R
3) satisfying the
multiplicative decomposition
∇η(x) = Fel(x)Fpl(x) for a.e. x ∈ Ωε,
where Fel ∈ L
2(Ω;M3×3) is the elastic strain, Fpl ∈ L
2(Ωε;SL(3)) is the plastic strain and
SL(3) := {F ∈ M3×3 : detF = 1}. To guarantee coercivity in the plastic strain variable,
we suppose to be in a hardening regime. More precisely, the stored energy associated to a
deformation η and to its elastic and plastic strains is expressed as follows:
E(η, Fpl) :=
ˆ
Ωε
Wel(∇η(x)F
−1
pl (x)) dx +
ˆ
Ωε
Whard(Fpl(x)) dx
=
ˆ
Ωε
Wel(Fel(x)) dx +
ˆ
Ωε
Whard(Fpl(x)) dx,
where Wel is a frame-indifferent elastic energy density satisfying the standard assumptions
of nonlinear elasticity, and Whard describes hardening. The plastic dissipation is given in
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terms of a dissipation distance D : M3×3×M3×3 → [0,+∞], which is defined via a positively
1-homogeneous potential HD (see Section 2).
We consider a subset γd of ∂ω and for every t ∈ [0, T ] we prescribe on γd ×
(
− ε2 ,
ε
2
)
a
boundary datum for the deformations, of the form
φε(t, x) :=
(
x′
x3
)
+εα−1
(
u0(t, x′)
0
)
+εα−2
(
−x3∇
′v0(t, x′)
v0(t, x′)
)
for every x = (x′, εx3) ∈ Ωε,
where α ≥ 3, u0 ∈ C1([0, T ];C1(ω;R2)), v0 ∈ C1([0, T ];C2(ω)) and ∇′ denotes the gradient
with respect to x′.
As usual in dimension reduction, we perform a change of variable to state the problem
on a fixed domain independent of ε. We consider the set Ω := ω ×
(
− 12 ,
1
2
)
and the map
ψε : Ω→ Ωε, given by
ψε(x) := (x′, εx3) for every x = (x
′, x3) ∈ Ω.
To deal with the nonlinear structure of the energy, we follow the approach of [12]: we assume
φε(t) to be a C1 diffeomorphism on R3 and we write deformations η ∈W 1,2(Ωε;R
3) as
η ◦ ψε = φε(t) ◦ z,
where z ∈ W 1,2(Ω;R3) satisfies
z(x) = ψε(x) = (x′, εx3) H
2 - a.e. on γd ×
(
− 12 ,
1
2
)
.
To any plastic strain Fpl ∈ L
2(Ωε;SL(3)) we associate a scaled plastic strain P ∈ L
2(Ω;SL(3))
defined as
P := Fpl ◦ ψ
ε
and we rewrite the stored energy as
Fε(t, z, P ) :=
ˆ
Ω
Wel(∇φ
ε(t, z(x))∇εz(x)) dx+
ˆ
Ω
Whard(P (x)) dx =
1
ε
E(η, Fpl),
where ∇εz := (∇
′z| 1
ε
∂3z).
In this setting, according to the variational theory for rate-independent processes de-
veloped in [24], a quasistatic evolution for the boundary datum φε is a function t 7→
(z(t), P (t)) ∈ W 1,2(Ω;R3) × L2(Ω;SL(3)) such that for every t ∈ [0, T ] the following two
conditions are satisfied:
(qs1) global stability: there holds
z(t) = ψε H2 - a.e. on γd ×
(
− 12 ,
1
2
)
and (z(t), P (t)) minimizes
Fε(t, z˜, P˜ ) + ε
α−1
ˆ
Ω
D(P (t), P˜ ) dx,
among all (z˜, P˜ ) ∈ W 1,2(Ω;R3) × L2(Ω;SL(3)) such that z˜ = ψε H2 - a.e. on
γd ×
(
− 12 ,
1
2
)
;
(qs2) energy balance:
Fε(t, z(t), P (t)) + ε
α−1D(P ; 0, t)
= Fε(0, z(0), P (0)) + ε
α−1
ˆ t
0
ˆ
Ω
Eε(s) :
(
∇φ˙ε(s, z(s))(∇φε)−1(s, z(s))
)
dx ds.
In the previous formula, D(P ; 0, t) is the plastic dissipation in the interval [0, t] (see Section
4), Eε(t) is the stress tensor, defined as
Eε(t) :=
1
εα−1
DWel
(
∇φε(t, z(t))∇εz(t)(P )
−1(t)
)(
∇φε(t, z(t))∇εz(t)(P )
−1(t)
)T
,
and α ≥ 3 is the same exponent as in the expression of the boundary datum.
Our main result is the characterization of the asymptotic behaviour of quasistatic evolu-
tions as ε→ 0. More precisely, in Theorem 4.9 and Corollaries 5.2 and 5.3 we show that, given
a sequence of initial data (zε0, P
ε
0 ) which is compact in a suitable sense, if t 7→ (z
ε(t), P ε(t))
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is a quasistatic evolution for the boundary datum φε (according to (qs1)–(qs2)), satisfying
zε(0) = zε0 and P
ε(0) = P ε0 , then defining the in-plane displacement
uε(t) :=
1
εα−1
ˆ 1
2
− 1
2
(( φε1(t, zε(t))
φε2(t, z
ε(t))
)
− x′
)
dx3,
the out-of-plane displacement
vε(t) :=
1
εα−2
ˆ 1
2
− 1
2
φε3(t, z
ε(t)) dx3
and the scaled linearized plastic strain
pε(t) :=
P ε(t)− Id
εα−1
,
for every t ∈ [0, T ] we have
pε(t)→ p(t) strongly in L2(Ω;M3×3),
where p(t) ∈ L2(Ω;M3×3) with tr p(t) = 0 a.e. in Ω. If α > 3 there hold
uε(t)→ u(t) strongly in W 1,2(ω;R2), (1.1)
vε(t)→ v(t) strongly in W 1,2(ω), (1.2)
for every t ∈ [0, T ], where u(t) ∈W 1,2(ω;R2) and v(t) ∈W 2,2(ω). If α = 3, the convergence
of the in-plane and the out-of-plane displacements holds only on a t-dependent subsequence.
Moreover, t 7→ (u(t), v(t), p(t)) is a solution of the following reduced quasistatic evolution
problem: for every t ∈ [0, T ]
(qs1)rα reduced global stability:
u(t) = u0(t), v(t) = v0(t), ∇′v(t) = ∇′v0(t) H1 - a.e. on γd
and (u(t), v(t), p(t)) minimizesˆ
Ω
Q2
(
sym∇′u˜− x3(∇
′)2v˜ + Lα2 ∇
′v˜ ⊗∇′v˜ − p˜′
)
dx+
ˆ
Ω
B(p˜) dx+
ˆ
Ω
HD(p˜− p(t)) dx
among all triples (u˜, v˜, p˜) ∈W 1,2(ω;R2)×W 2,2(ω)×L2(Ω;M3×3), such that tr p˜ = 0
a.e. in Ω, and
u˜ = u0(t), v˜ = v0(t) and ∇′v˜ = ∇′v0(t) H1 - a.e. on γd;
(qs2)rα reduced energy balance:ˆ
Ω
Q2(eα(t)) dx +
ˆ
Ω
B(p(t)) dx +DHD (p; 0, t) =
ˆ
Ω
Q2(eα(0)) dx +
ˆ
Ω
B(p(0)) dx
+
ˆ t
0
ˆ
Ω
C2eα(s) :
(
∇′u˙0(s) + Lα∇
′v˙0(s)⊗∇′v(s)− x3(∇
′)2v˙0(s) 0
0 0
)
dx ds
where
eα(t) := sym∇
′u(t)− x3(∇
′)2v(t) + Lα2 ∇
′v(t) ⊗∇′v(t)− p′(t) for every t ∈ [0, T ]
and
Lα :=
{
0 if α > 3,
1 if α = 3.
In the above formulas, p˜′ and p′(t) are the 2× 2 minors of p˜ and p(t) given by the first two
rows and columns, ∇′ denotes the gradient with respect to x′, Q2 and B are two symmet-
ric, positive definite quadratic forms on M2×2 and M3×3, respectively, for which an explicit
formula is provided (see Sections 2 and 3), C2 is the tensor associated to Q2 and DHD is the
plastic dissipation in the interval [0, t] for the reduced model (see (4.22)).
We remark that Theorem 4.9 is only a convergence result. In fact, the issue of the existence
of a quasistatic evolution in finite plasticity according to (qs1)–(qs2), is quite delicate, and it
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has only recently been solved in [25] by adding to the stored-energy functional some further
regularizing terms in the plastic component. We shall not add these further terms here, we
rather show, in the last section, that our convergence result can be extended to sequences of
approximate discrete-time quasistatic evolutions, whose existence is always guaranteed (see
Theorem 6.2). The limit quasistatic evolution problem identified in (qs1)rα–(qs2)rα, on the
other hand, has always a solution (see Remark 4.7).
The constant Lα in the limit problem encodes the main differences between the cases
α > 3 and α = 3. Indeed, for α = 3, the limit energy contains the nonlinear term 12∇
′v⊗∇′v,
which is related to the stretching due to the out-of-plane displacement. For α > 3 the
limit problem is completely linearized and, in the absence of hardening, coincides with that
identified in [11] starting from three-dimensional linearized plasticity. However, we point
out that the role of the hardening term in the present formulation is fundamental to deduce
compactness of the three-dimensional evolutions (see Step 1, Proof of Theorem 4.9).
The limit stored energy and the limit plastic dissipation potential have both been deduced
in the static case by Γ-convergence arguments. Indeed, in the absence of plastic deforma-
tions (p = 0) the stored energy reduces to the Von Ka´rma´n functional for α = 3 and to the
linear plate functional for α > 3, which have been rigorously justified via Γ-convergence in
[16] as low energy limits of three-dimensional nonlinear elasticity. In the case where plastic
deformation is allowed, the energy in (qs1)rα has been obtained in [10] as Γ-limit of a suit-
able scaling of the three-dimensional energy in (qs1). Our particular choice of the boundary
datum and the scaling of the displacements are motivated by these results.
The setting of the problem and some arguments in the proofs are close to those of [31]. In
particular, the proof of Theorem 4.9 follows along the general lines of [29], where an abstract
criterion for convergence of quasistatic evolutions is provided.
A major difficulty in the proof of the reduced energy balance is related to the compactness
of the stress tensors Eε(t). In fact, due to the physical growth assumptions on Wel, weak L
2
compactness of Eε(t) is in general not guaranteed. However, the sequence of stress tensors
satisfies the following properties: there exists a sequence of sets Oε(t), which converges
in measure to Ω, such that on Oε(t) the stresses E
ε(t) are weakly compact in L2, while
in the complement of Oε(t) their contribution is negligible in the L
1 norm. This mixed-
type convergence is enough to pass to the limit in the three-dimensional energy balance.
This argument of proof is similar to the one used in [34] by Mora and Scardia, to prove
convergence of critical points for thin plates under physical growth conditions for the energy
density.
A further difficulty arises because of the physical growth conditions on Wel: the global
stability (qs1) does not secure that zε(t) fulfills the usual Euler-Lagrange equations. This is
crucial to identify the limit stress tensor. This issue is overcome by proving that zε(t) satisfies
the analogue of an alternative first order condition introduced by Ball in [3, Theorem 2.4]
in the context of nonlinear elasticity, and by adapting some techniques in [34].
Finally, to obtain the reduced global stability condition, we need an approximation result
for triples (u, v, p) ∈ W 1,2(ω;R2)×W 2,2(ω)× L2(Ω;M3×3) such that
u = 0, v = 0, ∇′v = 0 H1 - a.e. on γd (1.3)
in terms of smooth triples. Arguing as in [11, Section 3], such a density result is proved
under additional regularity assumptions on ∂ω and on γd (see Lemma 3.3).
The paper is organized as follows: in Section 2 we set the static problem and we describe
the limit functional. In Section 3 we recall the compactness results proved in [10] and we
prove an approximation result for triples (u, v, p) satisfying (1.3). Section 4 concerns the
formulation of the quasistatic evolution problems, the statement of the main results of the
paper and the construction of the mutual recovery sequence, whereas Section 5 is entirely
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devoted to the proofs of the convergence of quasistatic evolutions. Finally, in Section 6 we
discuss convergence of approximate discrete-time quasistatic evolutions.
Notation We shall write any point x ∈ R3 as a pair (x′, x3), where x
′ ∈ R2 and x3 ∈ R.
We shall use the following notation: given ϕ : Ω→ R3, we denote by ϕ′ : Ω→ R2 the map
ϕ′ :=
(
ϕ1
ϕ2
)
and for every η ∈ W 1,2(Ω) we denote by ∇′η the vector
(
∂1η
∂2η
)
. Analogously, given a
matrix M ∈ M3×3, we use the notation M ′ to represent the minor
M ′ :=
( M11 M12
M21 M22
)
.
2. Preliminaries and setting of the problem
Let ω ⊂ R2 be a connected, bounded open set with C2 boundary. Let ε > 0. We assume
that the set Ωε := ω ×
(
− ε2 ,
ε
2
)
is the reference configuration of a finite-strain elastoplastic
plate, and every deformation η ∈ W 1,2(Ωε;R
3) fulfills the multiplicative decomposition
∇η(x) = Fel(x)Fpl(x) for a.e. x ∈ Ωε,
where Fel ∈ L
2(Ωε;M
3×3) represents the elastic strain, Fpl ∈ L
2(Ωε;SL(3)) is the plastic
strain and SL(3) := {F ∈ M3×3 : detF = 1}. The stored energy (per unit thickness)
associated to a deformation η and to its elastic and plastic strains can be expressed as
follows:
E(η, Fpl) :=
ˆ
Ωε
Wel(∇η(x)F
−1
pl (x)) dx +
ˆ
Ωε
Whard(Fpl(x)) dx,
=
ˆ
Ωε
Wel(Fel(x)) dx +
ˆ
Ωε
Whard(Fpl(x)) dx (2.1)
where Wel is the elastic energy density and Whard describes hardening.
Properties of the elastic energy
We assume that Wel : M
3×3 → [0,+∞] satisfies
(H1) Wel ∈ C
1(M3×3+ ), Wel ≡ +∞ on M
3×3 \M3×3+ ,
(H2) Wel(Id) = 0,
(H3) Wel(RF ) =Wel(F ) for every R ∈ SO(3), F ∈ M
3×3
+ ,
(H4) Wel(F ) ≥ c1dist
2(F ;SO(3)) for every F ∈M3×3+ ,
(H5) |FTDWel(F )| ≤ c2(Wel(F ) + 1) for every F ∈ M
3×3
+ .
Here c1, c2 are positive constants, M
3×3
+ := {F ∈ M
3×3 : detF > 0} and SO(3) := {F ∈
M
3×3
+ : F
TF = Id}. We also assume that there exists a symmetric, positive semi-definite
tensor C : M3×3 →M3×3sym such that, setting
Q(F ) :=
1
2
CF : F for every F ∈M3×3,
the quadratic form Q encodes the local behaviour of Wel around the identity, namely
∀δ > 0 ∃cel(δ) > 0 such that ∀F ∈ Bcel(δ)(0) there holds |Wel(Id+ F )−Q(F )| ≤ δ|F |
2.
(2.2)
Remark 2.1. By [9, Proposition 1.5] and by (H3) and (H5), there holds
|DWel(F )F
T | ≤ c3(Wel(F ) + 1) for every F ∈M
3×3
+ , (2.3)
where c3 is a positive constant. Moreover, by (H1) and (H5), there exist c4, c5, γ > 0 such
that, for every G1, G2 ∈ Bγ(Id) and for every F ∈ M
3×3
+ the following estimate holds true
|Wel(G1FG2)−Wel(F )| ≤ c4(Wel(F ) + c5)(|G1 − Id|+ |G2 − Id|) (2.4)
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(see [31, Lemma 4.1]).
Remark 2.2. As remarked in [31, Section 2], the frame-indifference condition (H3) yields
Cijkl = Cjikl = Cijlk for every i, j, k, l ∈ {1, 2, 3}
and
CF = C (symF ) for every F ∈ M3×3.
Hence, the quadratic form Q satisfies:
Q(F ) = Q(symF ) for every F ∈M3×3
and by (H4) it is positive definite on symmetric matrices. This, in turn, implies that there
exist two constants rC and RC such that
rC|F |
2 ≤ Q(F ) ≤ RC|F |
2 for every F ∈M3×3sym , (2.5)
and
|CF | ≤ 2RC|F | for every F ∈M
3×3
sym . (2.6)
Remark 2.3. We note that (2.2) entails, in particular,
Wel(Id) = 0, DWel(Id) = 0
and
C = D2Wel(Id), Cijkl =
∂2W
∂Fij∂Fkl
(Id) for every i, j, k, l ∈ {1, 2, 3}.
By combining (2.2) with (2.6) we deduce also that there exists a constant cel2 such that
|DWel(Id+ F )| ≤ (2RC + 1)|F | (2.7)
for every F ∈ M3×3, |F | < cel2 .
Properties of the hardening functional
We assume that the hardening map Whard : M
3×3 → [0,+∞] is of the form
Whard(F ) :=
{
W˜hard(F ) for every F ∈ K,
+∞ otherwise.
Here K is a compact set in SL(3) that contains the identity as a relative interior point, and
the map W˜hard : M
3×3 → [0,+∞) fulfills
W˜hard is locally Lipschitz continuous,
W˜hard(Id+ F ) ≥ c6|F |
2 for every F ∈M3×3, (2.8)
where c6 is a positive constant. We also assume that there exists a symmetric, positive
definite tensor B : M3×3 →M3×3 such that, setting
B(F ) :=
1
2
BF : F for every F ∈M3×3,
the quadratic form B satisfies
∀δ > 0 ∃ch(δ) > 0 such that ∀F ∈ Bch(δ)(0) there holds |W˜hard(Id+ F )−B(F )| ≤ δB(F ).
(2.9)
In particular, by the hypotheses on K there exists a constant ck such that
|F |+ |F−1| ≤ ck for every F ∈ K, (2.10)
|F − Id| ≥
1
ck
for every F ∈ SL(3) \K. (2.11)
Combining (2.8) and (2.9) we deduce also
c6
2
|F |2 ≤ B(F ) for every F ∈ M3×3. (2.12)
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Dissipation functional
Denote by M3×3D the set of symmetric trace-free matrices, namely
M
3×3
D := {F ∈M
3×3
sym : tr F = 0}.
Let HD : M
3×3
D → [0,+∞) be a convex, positively one-homogeneous function such that
rK |F | ≤ HD(F ) ≤ RK |F | for every F ∈ M
3×3
D . (2.13)
We define the dissipation potential H : M3×3 → [0,+∞] as
H(F ) :=
{
HD(F ) if F ∈ M
3×3
D ,
+∞ otherwise.
For every F ∈M3×3 consider the quantity
D(Id, F ) := inf
{ˆ 1
0
H(c˙(t)c−1(t)) dt : c ∈ C1([0, 1];M3×3+ ), c(0) = Id, c(1) = F
}
. (2.14)
Note that, by the Jacobi’s formula for the derivative of the determinant of a differentiable
matrix-valued map, if D(Id, F ) < +∞, then F ∈ SL(3).
We define the dissipation distance as the map D : M3×3 ×M3×3 → [0,+∞], given by
D(F1, F2) :=
{
D(Id, F2F
−1
1 ) if F1 ∈M
3×3
+ , F2 ∈ M
3×3
+∞ if F1 /∈M
3×3
+ , F2 ∈ M
3×3.
We note that the map D satisfies the triangle inequality
D(F1, F2) ≤ D(F1, F3) +D(F3, F2) (2.15)
for every F1, F2, F3 ∈M
3×3.
Given a preexistent plastic strain F 0pl ∈ L
2(Ωε;SL(3)), we define the plastic dissipation
potential associated to a plastic configuration F ∈ L2(Ωε;SL(3)) as
εα−1
ˆ
Ωε
D(F 0pl;F ) dx, (2.16)
where α ≥ 3 is a given parameter.
Remark 2.4. We remark that there exists a positive constant c7 such that
D(F1, F2) ≤ c7 for every F1, F2 ∈ K, (2.17)
D(Id, F ) ≤ c7|F − Id| for every F ∈ K. (2.18)
Indeed, by the compactness of K and the continuity of the map D on SL(3)× SL(3) (see
[28]), there exists a constant c˜7 such that
D(F1, F2) ≤ c˜7 for every F1, F2 ∈ K. (2.19)
By the previous estimate, (2.18) needs only to be proved in a neighbourhood of the identity.
More precisely, let δ > 0 be such that logF is well defined for F ∈ K and |F − Id| < δ. If
F ∈ K is such that |F − Id| ≥ δ, by (2.19) we have
D(Id, F ) ≤
c˜7
δ
|F − Id|.
If |F − Id| < δ, taking c(t) = exp(t logF ) in (2.14), inequality (2.13) yields
D(Id, F ) ≤ HD(logF ) ≤ RK | logF | ≤ C|F − Id|
for every F ∈ K. Collecting the previous estimates we deduce (2.17) and (2.18).
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2.1. Change of variable and formulation of the problem. We suppose that the bound-
ary ∂ω is partitioned into two disjoint open subsets γd and γn, and their common boundary
∂⌊∂ωγd = ∂⌊∂ωγn(topological notions refer here to the relative topology of ∂ω). We assume
that γd is nonempty and that ∂⌊∂ωγd = {P1, P2}, where P1, P2 are two points in ∂ω. We
denote by Γε the portion of the lateral surface of the plate given by Γε := γd ×
(
− ε2 ,
ε
2
)
.
On Γε we prescribe a boundary datum of the form
φε(x) :=
( x′
x3
)
+
( εα−1u0(x′)
0
)
+ εα−2
( −x3∇′v0(x′)
v0(x′)
)
(2.20)
for every x = (x′, εx3) ∈ Ωε, where u
0 ∈ C1(ω;R2), v0 ∈ C2(ω) and α ≥ 3 is the same
parameter as in (2.16).
We consider deformations η ∈W 1,2(Ωε;R
3) satisfying
η = φε H2 - a.e. on Γε. (2.21)
As usual in dimension reduction, we perform a change of variable to formulate the problem
on a domain independent of ε. We consider the set Ω := ω×
(
− 12 ,
1
2
)
and the map ψε : Ω→ Ωε
given by
ψε(x) := (x′, εx3) for every x ∈ Ω. (2.22)
To every deformation η ∈ W 1,2(Ωε;R
3) satisfying (2.21) and to every plastic strain Fpl ∈
L2(Ωε;SL(3)), we associate the scaled deformation y := η ◦ψ
ε and the scaled plastic strain
P := Fpl ◦ ψ
ε. Denoting by Γd the set γd ×
(
− 12 ,
1
2
)
, the scaled deformation satisfies the
boundary condition
y = φε ◦ ψε H2 - a.e. on Γd. (2.23)
Denote by Aε(φ
ε) the class of pairs (yε, P ε) ∈ W 1,2(Ω;R3) × L2(Ω;SL(3)) such that
(2.23) is satisfied. Applying the change of variable (2.22) to (2.1) and (2.16), the energy
functional is now given by
I(y, P ) :=
1
ε
E(η, Fpl) =
ˆ
Ω
Wel(∇εy(x)P
−1(x)) dx +
ˆ
Ω
Whard(P (x)) dx, (2.24)
where ∇εy(x) :=
(
∂1y(x)
∣∣∂2y(x)∣∣ 1ε∂3y(x)) for a.e. x ∈ Ω. The plastic dissipation potential
is given by
εα−1
ˆ
Ω
D(P ε,0, P ) dx (2.25)
where P ε,0 := F 0pl ◦ ψ
ε is a preexistent plastic strain. We remark here that the asymptotic
behaviour of sequences of pairs (yε, P ε) ∈ Aε(φ
ε) such that
I(yε, P ε) + εα−1
ˆ
Ω
D(P ε,0, P ε) dx
is of order ε2α−2 has been studied in [10] under suitable assumptions on the maps P ε,0.
3. Compactness results
In this section we collect two compactness results that were obtained in [10] and we state
an approximation result which will be crucial in the proof of the reduced global stability
condition. In the first theorem, the rigidity estimate proved by Friesecke, James and Mu¨ller
in [15, Theorem 3.1] allow us to approximate sequences of deformations whose distance of
the gradient from SO(3) is uniformly bounded, by means of rotations (see [10, Theorem
3.3]).
Theorem 3.1. Assume that α ≥ 3. Let (yε) be a sequence of deformations in W 1,2(Ω;R3)
satisfying (2.23) and such that
‖dist(∇εy
ε, SO(3))‖L2(Ω;M3×3) ≤ Cε
α−1. (3.1)
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Then, there exists a sequence (Rε) ⊂W 1,∞(ω;M3×3) such that for every ε > 0
Rε(x′) ∈ SO(3) for every x′ ∈ ω, (3.2)
‖∇εy
ε −Rε‖L2(Ω;M3×3) ≤ Cε
α−1, (3.3)
‖∂iR
ε‖L2(ω;M3×3) ≤ Cε
α−2, i = 1, 2 (3.4)
‖Rε − Id‖L2(ω;M3×3) ≤ Cε
α−2. (3.5)
Let A : M2×2 →M3×3sym be the operator given by
AF :=
(
symF λ1(F )λ2(F )
λ1(F ) λ2(F ) λ3(F )
)
for every F ∈ M2×2,
where for every F ∈ M2×2 the triple (λ1(F ), λ2(F ), λ3(F )) is the unique solution to the
minimum problem
min
λi∈R
Q
(
symF λ1λ2
λ1 λ2 λ3
)
.
We remark that for every F ∈ M2×2, A(F ) is given by the unique solution to the linear
equation
CA(F ) :
(
0 0 λ1
0 0 λ2
λ1 λ2 λ3
)
= 0 for every λ1, λ2, λ3 ∈ R. (3.6)
This implies, in particular, that A is linear.
We define the quadratic form Q2 : M
2×2 → [0,+∞) as
Q2(F ) = Q(A(F )) for every F ∈ M
2×2.
By properties of Q, we have that Q2 is positive definite on symmetric matrices. We also
define the tensor C2 : M
2×2 → M3×3sym, given by
C2F := CA(F ) for every F ∈M
2×2. (3.7)
We remark that by (3.6) there holds
C2F : G = C2F :
( symG 0
0 0
)
for every F ∈M2×2, G ∈M3×3 (3.8)
and
Q2(F ) =
1
2
C2F :
(
symF 0
0 0
)
for every F ∈ M2×2.
Given a sequence of deformations (yε) ⊂W 1,2(Ω;R3), we consider some associated quan-
tities: the in-plane displacements
uε(x′) :=
1
εα−1
ˆ 1
2
− 1
2
(
(yε)′(x′, x3)− x
′
)
dx3 for a.e. x
′ ∈ ω, (3.9)
and the out-of-plane displacements
vε(x′) :=
1
εα−2
ˆ 1
2
− 1
2
yε3(x
′, x3) dx3 for a.e. x
′ ∈ ω. (3.10)
For every sequence (yε) in W 1,2(Ω;R3) satisfying both (2.23) and (3.1), we introduce also
the strains
Gε(x) :=
(Rε(x))T∇εy
ε(x)− Id
εα−1
for a.e. x ∈ Ω, (3.11)
where the maps Rε are the pointwise rotations provided by Theorem 3.1.
Denote byA(u0, v0) the set of triples (u, v, p) ∈W 1,2(Ω;R2)×W 2,2(Ω)×L2(Ω;M3×3D ) such
that u = u0, v = v0, and ∇′v = ∇′v0 H1 - a.e. on γd. The next theorem allows us to deduce
some compactness properties for the displacements and strains and a liminf inequality for
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the scaled stored energy and plastic dissipation potential, introduced in (2.24) and (2.25)
(see [10, Theorem 3.4]).
Theorem 3.2. Assume that α ≥ 3. Let (yε, P ε) be a sequence of pairs in Aε(φ
ε) satisfying
I(yε, P ε) ≤ Cε2α−2 (3.12)
for every ε > 0. Let uε, vε and Gε be defined as in (3.9), (3.10), and (3.11), respectively.
Then, there exist (u, v, p) ∈ A(u0, v0) such that, up to subsequences, there hold
yε →
(
x′
0
)
strongly in W 1,2(Ω;R3), (3.13)
uε ⇀ u weakly in W 1,2(ω;R2), (3.14)
vε → v strongly in W 1,2(ω), (3.15)
∇′yε3
εα−2
→ ∇′v strongly in L2(Ω;R2), (3.16)
and the following estimate holds true∥∥yε3
ε
− x3 − ε
α−3vε
∥∥
L2(Ω)
≤ Cεα−2. (3.17)
Moreover, there exists G ∈ L2(Ω;M3×3) such that
Gε ⇀ G weakly in L2(Ω;M3×3), (3.18)
and the 2× 2 submatrix G′ satisfies
G′(x′, x3) = G0(x
′)− x3(∇
′)2v(x′) for a.e. x ∈ Ω, (3.19)
where
symG0 =
(∇′u+ (∇′u)T +∇′v ⊗∇′v)
2
if α = 3, (3.20)
symG0 = sym∇
′u if α > 3. (3.21)
The sequence of plastic strains (P ε) fulfills
P ε(x) ∈ K for a.e. x ∈ Ω, (3.22)
and
‖P ε − Id‖L2(Ω;M3×3) ≤ Cε
α−1 (3.23)
for every ε. Moreover, setting
pε :=
P ε − Id
εα−1
, (3.24)
up to subsequences
pε ⇀ p weakly in L2(Ω;M3×3). (3.25)
Finally, ˆ
Ω
Q2(symG
′ − p′) dx+
ˆ
Ω
B(p) dx ≤ lim inf
ε→0
1
ε2α−2
I(yε, P ε). (3.26)
If in addition
1
εα−1
ˆ
Ω
D(P ε,0, P ε) dx ≤ C for every ε > 0 (3.27)
and there exist a map p0 ∈ L2(Ω;M3×3D ) and a sequence (p
ε,0) ⊂ L2(Ω;M3×3) such that
P ε,0 = Id+ εα−1pε,0, with pε,0 ⇀ p0 weakly in L2(Ω;M3×3), thenˆ
Ω
HD(p− p
0) dx ≤ lim inf
ε→0
1
εα−1
ˆ
Ω
D(P ε,0, P ε) dx. (3.28)
Proof. The proof follows easily by adapting [10, Proof of Theorem 3.4]. 
We conclude this section by providing an approximation result for triples (u, v, p) ∈
A(0, 0) by means of smooth triples. More precisely, denoting by C∞c (ω ∪ γn) the sets of
smooth maps having compact support in ω ∪ γn, the following lemma holds true.
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Lemma 3.3. Let (u, v, p) ∈ A(0, 0). Then there exists a sequence of triples (uk, vk, pk) ∈
C∞c (ω ∪ γn;R
2)× C∞c (ω ∪ γn)× C
∞
c (Ω;M
3×3
D ) such that
uk → u strongly in W 1,2(ω;R2),
vk → v strongly in W 2,2(ω),
pk → p strongly in L2(Ω;M3×3D ).
Proof. The approximation of the plastic strain p is obtained by standard arguments. The ap-
proximation of the in-plane displacements and out-of-plane displacements follows by adapt-
ing the arguments in [11, Theorem 3.9 and Lemma 6.10]. 
4. The quasistatic evolution problem
In this section we set the quasistatic evolution problem.
For every t ∈ [0, T ] we prescribe a boundary datum φε(t) ∈ W 1,∞(Ω;R3) ∩ C∞(R3;R3),
defined as
φε(t, x) :=
(
x′
x3
)
+ εα−1
(
u0(t, x′)
0
)
+ εα−2
(
−x3∇
′v0(t, x′)
v0(t, x′)
)
,
for every x ∈ R3, where the map t 7→ u0(t) is assumed to be C1([0, T ];C1(R2;R2)) and the
map t 7→ v0(t) is C1([0, T ];C2(R2)). We consider deformations t 7→ yε(t) from [0, T ] into
W 1,2(Ω;R3) that satisfy
yε(t, x) = φε(t, (x′, εx3)) H
2 -a.e. on Γd,
and plastic strains t 7→ P ε(t) from [0, T ] into L2(Ω;SL(3)).
For technical reasons, it is convenient to modify the map t 7→ φε(t) outside the set Ω. We
consider a truncation function θε ∈W 1,∞(R) ∩ C1(R) satisfying
θε(s) = s in (−ℓε, ℓε), (4.1)
|θε(s)| ≤ |s| for every s ∈ R, (4.2)
‖θε‖L∞(R) ≤ 2ℓε, (4.3)
θ˙ε(s) = 0 if |x3| ≥ ℓε + 1, (4.4)
‖θ˙ε(s)‖L∞(R) ≤ 2, (4.5)
where ℓε is such that
εα−1−γℓε → 0, (4.6)
εℓε → +∞, (4.7)
ε2α−2ℓ3ε → 0, (4.8)
for some 0 < γ < α− 2. For α > 3 we also require
εα−1ℓ2ε → 0. (4.9)
Remark 4.1. A possible choice of ℓε is ℓε =
1
ε1+λ
, with 0 < λ < min{α−32 , α− 2− γ} when
α > 3 and 0 < λ < min{ 13 , 1− γ} in the case α = 3.
With a slight abuse of notation, for every t ∈ [0, T ] we still denote by φε(t) the map
defined as
φε(t, x) :=
(
x′
x3
)
+ εα−1
(
u0(t, x′)− θε
(
x3
ε
)
∇′v0(t, x′)
0
)
+ εα−2
(
0
v0(t, x′)
)
(4.10)
for every x ∈ R3.
Remark 4.2. Conditions (4.1) and (4.7) guarantee that φε(t) is indeed an extension of
the originally prescribed boundary datum, for ε small enough. Conditions (4.3) and (4.5)
provide a uniform bound with respect to t on the W 1,∞(R3;R3) norm of φε(t) − id. By
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(4.3), (4.5) and (4.6), there exists ε0 > 0 such that, for every t ∈ [0, T ] and ε < ε0, the map
φε(t) : R3 → R3 is invertible with smooth inverse ϕε(t). Since
φε(t, ϕε(t, x)) = x for every x ∈ R3,
by (4.10) there holds
(ϕε)′(t)− x′ = −εα−1u0(t, (ϕε)′(t)) + εα−1θε
(ϕε3(t)
ε
)
∇′v0(t, (ϕε)′(t)), (4.11)
ϕε3(t)− x3 = −ε
α−2v0(t, (ϕε)′(t)), (4.12)
for every t ∈ [0, T ]. Hence, by the smoothness of u0 and v0 and by (4.3), we deduce the
estimates
‖(ϕε)′(t)− x′‖L∞(R3;R2) ≤ Cε
α−1ℓε, (4.13)
and
‖ϕε3(t)− x3‖L∞(R3) ≤ Cε
α−2, (4.14)
where both constants are independent of t. In particular, (4.11) yields
∇(ϕε)′(t)−
( 1 0 0
0 1 0
)
= −εα−1∇′u0(t, (ϕε)′(t))∇(ϕε)′(t)
+εα−1θε
(ϕε3(t)
ε
)
(∇′)2v0(t, (ϕε)′(t))∇(ϕε)′(t)
+εα−2θ˙ε
(ϕε3(t)
ε
)
∇′v0(t, (ϕε)′(t))⊗∇ϕε3(t), (4.15)
and (4.12) implies
∇ϕε3(t)− e3 = −ε
α−2(∇(ϕε)′(t))T∇′v0(t, (ϕε)′(t)), (4.16)
for every t ∈ [0, T ].
A direct computation shows that
∇φε(t, x) = Id+ εα−1
( ∇′u0(t, x′) 0
0 0
)
− εα−1
(
θε
(
x3
ε
)
(∇′)2v0(t, x′) 0
0 0
)
+εα−2
(
0 −θ˙ε
(
x3
ε
)
∇′v0(t, x′)
(∇′v0(t, x′))T 0
)
for every x ∈ R3. (4.17)
Hence by (4.3), (4.5) and (4.6) there holds
‖∇ϕε(t)‖L∞(R3;M3×3) ≤ ‖(∇φ
ε(t))−1‖L∞(R3;M3×3) ≤ C, (4.18)
for every t ∈ [0, T ] and for every ε < ε0. Therefore, (4.3), (4.5), (4.7), (4.15) and (4.16) yield
‖∇(ϕε)′(t)− (e1|e2|0)‖L∞(R3;M3×2) ≤ Cε
α−1ℓε, (4.19)
and
‖∇ϕε3(t)− e3‖L∞(R3;R3) ≤ Cε
α−2. (4.20)
By Remark 4.2 for ε small enough the function φε(t) is a smooth diffeomorphism for
every t ∈ [0, T ]. This implies that we are allowed to define a map t 7→ zε(t) from [0, T ] into
W 1,2(Ω;R3) as the pointwise solution of
yε(t, x) = φε(t, zε(t, x))
for every t ∈ [0, T ]. We note that
zε(t) = (x′, εx3) H
2 - a.e. on Γd (4.21)
for every t ∈ [0, T ]. According to this change of variable, the elastic energy at time t associ-
ated to the deformation yε(t) can be written in terms of zε(t) asˆ
Ω
Wel(∇εy
ε(t)(P ε)−1(t)) dx =
ˆ
Ω
Wel
(
∇φε(t, zε(t))∇εz
ε(t)(P ε)−1(t)
)
dx.
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For every t ∈ [0, T ] we define the three-dimensional stress as
Eε(t) :=
1
εα−1
DWel
(
∇φε(t, zε(t))∇εz
ε(t)(P ε)−1(t)
)(
∇φε(t, zε(t))∇εz
ε(t)(P ε)−1(t)
)T
.
Let s1, s2 ∈ [0, T ], with s1 ≤ s2. For every function t 7→ P (t) from [0, T ] into L
2(Ω;SL(3)),
we define its dissipation as
D(P ; s1, s2) := sup
{ N∑
i=1
ˆ
Ω
D(P (ti−1), P (ti)) dx : s1 = t0 < t1 < · · · < tN = s2
}
.
Analogously, for every function t 7→ p(t) from [0, T ] into L2(Ω;M3×3D ), we define its HD-
dissipation as
DHD (p; s1, s2) := sup
{ N∑
i=1
ˆ
Ω
HD(p(ti)− p(ti−1)) dx : s1 = t0 < t1 < · · · < tN = s2
}
.
(4.22)
Finally, we denote by Fε(t, z, P ) the quantity
Fε(t, z, P ) :=
ˆ
Ω
Wel
(
∇φε(t, z)∇εzP
−1
)
dx+
ˆ
Ω
Whard(P ) dx
for every t ∈ [0, T ], z ∈ W 1,2(Ω;R3) and P ∈ L2(Ω;SL(3)). We are now in a position to
give the definition of quasistatic evolution associated to the boundary datum t 7→ φε(t).
Definition 4.3. Let ε > 0. An ε-quasistatic evolution for the boundary datum t 7→ φε(t) is
a function t 7→ (zε(t), P ε(t)) from [0, T ] into W 1,2(Ω;R3) × L2(Ω;SL(3)) that satisfies the
following conditions:
(qs1) for every t ∈ [0, T ] we have zε(t, x) = (x′, εx3) H
2 - a.e. on Γd, P
ε(t, x) ∈ K for
a.e. x ∈ Ω and
Fε(t, z
ε(t), P ε(t)) ≤ Fε(t, z˜, P˜ ) + ε
α−1
ˆ
Ω
D(P ε(t), P˜ ) dx,
for every (z˜, P˜ ) ∈W 1,2(Ω;R3)×L2(Ω;SL(3)) such that z˜(x) = (x′, εx3) H
2 - a.e. on Γd
and P˜ (x) ∈ K for a.e. x ∈ Ω;
(qs2) the map
s 7→
ˆ
Ω
Eε(s) :
(
∇φ˙ε(s, zε(s))(∇φε)−1(s, zε(s))
)
dx
is integrable in [0, T ] and for every t ∈ [0, T ]
Fε(t, z
ε(t), P ε(t)) + εα−1D(P ε; 0, t)
= Fε(0, z
ε(0), P ε(0)) + εα−1
ˆ t
0
ˆ
Ω
Eε(s) :
(
∇φ˙ε(s, zε(s))(∇φε)−1(s, zε(s))
)
dx ds.
Remark 4.4. We remark that if the function t → (zε(t), P ε(t)) satisfies condition (qs1),
then Eε(t) ∈ L1(Ω;M3×3) for every t ∈ [0, T ]. Indeed, by (qs1), taking z˜(x) = (x′, εx3) for
every x ∈ Ω and P˜ = P ε(t), we deduceˆ
Ω
Wel
(
∇φε(t, zε(t))∇εz
ε(t)(P ε)−1(t)
)
dx ≤
ˆ
Ω
Wel
(
∇φε(t, (x′, εx3))(P
ε)−1(t)
)
dx. (4.23)
On the other hand, P ε(t) ∈ K a.e. in Ω and for ε small enough there exists two constants
C1 and C2 such that det(∇φ
ε(t, (x′, εx3))) ≥ C1 and ‖∇φ
ε(t, (x′, εx3))‖L∞(Ω;M3×3) ≤ C2.
Therefore, by hypothesis (H1) the quantity in (4.23) is finite and
det
(
∇φε(t, zε(t))∇εz
ε(t)(P ε)−1(t)
)
> 0 a.e. in Ω (4.24)
for ε small enough. Finally, by (2.3) we obtainˆ
Ω
|Eε(t)| dx ≤
c4
εα−1
(ˆ
Ω
Wel(∇φ
ε(t, zε(t))∇εz
ε(t)(P ε)−1(t)) dx + 1
)
< +∞.
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Remark 4.5. By the frame-indifference (H3) of Wel, there holds
DWel(F )F
T = F (DWel(F ))
T for every F ∈M3×3+ .
Therefore, by (4.24), for ε small enough Eε(t, x) ∈ M3×3sym for every t ∈ [0, T ] and for a.e.
x ∈ Ω.
Set
Lα :=
{
0 if α > 3
1 if α = 3.
For every α ≥ 3 we define a reduced quasistatic evolution as follows.
Definition 4.6. For α ≥ 3, a reduced quasistatic evolution for the boundary data t 7→ u0(t)
and t 7→ v0(t) is a map t 7→ (u(t), v(t), p(t)) from [0, T ] into W 1,2(ω;R2) × W 2,2(ω) ×
L2(Ω;M3×3D ), that satisfies the following conditions:
(qs1rα) for every t ∈ [0, T ] there holds (u(t), v(t), p(t)) ∈ A(u
0(t), v0(t)), and setting
eα(t) := sym∇
′u(t) + Lα2 ∇
′v(t) ⊗∇′v(t)− x3(∇
′)2v(t) − p′(t), (4.25)
we haveˆ
Ω
Q2(eα(t)) dx+
ˆ
Ω
B(p(t)) dx ≤
ˆ
Ω
Q2
(
sym∇′uˆ+ Lα2 ∇
′vˆ ⊗∇′vˆ − x3(∇
′)2vˆ − pˆ′
)
dx
+
ˆ
Ω
B(pˆ) dx+
ˆ
Ω
HD(pˆ− p(t)) dx,
for every (uˆ, vˆ, pˆ) ∈ A(u0(t), v0(t));
(qs2rα) the map
s→
ˆ
Ω
C2eα(s) :
( ∇′u˙0(s) + Lα∇′v˙0(s)⊗∇′v(s)− x3(∇′)2v˙0(s) 0
0 0
)
dx
is integrable in [0, T ]. Moreover for every t ∈ [0, T ] there holdsˆ
Ω
Q2(eα(t)) dx +
ˆ
Ω
B(p(t)) dx +DHD (p; 0, t) =
ˆ
Ω
Q2(eα(0)) dx +
ˆ
Ω
B(p(0)) dx
+
ˆ t
0
ˆ
Ω
C2eα(s) :
( ∇′u˙0(s) + Lα∇′v˙0(s)⊗∇′v(s)− x3(∇′)2v˙0(s) 0
0 0
)
dx ds.
Remark 4.7. An adaptation of [7, Theorem 4.5] guarantees that, if α > 3, for every triple
(u, v, p) ∈ A(u0(0), v0(0)) satisfyingˆ
Ω
Q2
(
sym∇′u− x3(∇
′)2v + Lα2 ∇
′v ⊗∇′v − p′) dx+
ˆ
Ω
B(p) dx
≤
ˆ
Ω
Q2
(
sym∇′uˆ− x3(∇
′)2vˆ + Lα2 ∇
′vˆ ⊗∇′vˆ − pˆ′
)
dx+
ˆ
Ω
B(pˆ) dx +
ˆ
Ω
HD(pˆ− p) dx,
for every (uˆ, vˆ, pˆ) ∈ A(u0(0), v0(0)), there exists a reduced quasistatic evolution t 7→ (u(t), v(t), p(t))
(according to Definition 4.6) such that u(0) = u, v(0) = v and p(0) = p. Moreover, by adapt-
ing [7, Theorem 5.2 and Remark 5.4] one can show that the maps t 7→ u(t), t 7→ v(t) and
t 7→ p(t) are Lipschitz continuous from [0, T ] into W 1,2(ω;R2), W 2,2(ω) and L2(Ω;M3×3D ),
respectively.
In the case α = 3, the existence of a reduced quasistatic evolution t 7→ (u(t), v(t), p(t))
such that (u(0), v(0), p(0)) = (u, v, p) can still be proved by adapting [7, Theorem 4.5]. We
remark that the proof of this result is more subtle than its counterpart in the case α > 3,
due to the presence of the nonlinear term 12∇
′v ⊗∇′v. In fact, for α = 3 one can not prove
the analogous of [7, Theorem 3.8] and can not guarantee that the set of discontinuity points
of the function t 7→ e3(t) is at most countable. Hence, when trying to prove the analogous
of [7, Theorem 4.7], that is, to deduce the converse energy inequality by the minimality,
some further difficulties arise to study convergence of the piecewise constant interpolants of
t 7→ e3(t). To cope with this problem, one can apply [8, Lemma 4.12], which guarantees the
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existence of partitions of [0, T ] on which the Bochner integrals of some relevant quantities
can be approximated by Riemann sums, and argue as in [3, Lemma 5.7].
Remark 4.8. By taking pˆ = p(t) in (qs1rα), it follows that a reduced quasistatic evolution
t 7→ (u(t), v(t), p(t)) satisfiesˆ
Ω
Q2(eα(t)) dx ≤
ˆ
Ω
Q2(sym∇
′uˆ+ Lα2 ∇
′vˆ ⊗∇′vˆ − x3(∇
′)2vˆ − p′(t)) dx
for every (uˆ, vˆ) ∈ W 1,2(ω;R2)×W 2,2(ω) such that
uˆ = u0(t), vˆ = v0(t) and ∇′vˆ = ∇′v0(t) H1 - a.e. on γd.
Hence, in particular, there holds ˆ
Ω
C2e(t) : ∇
′ζ dx = 0
for every ζ ∈W 1,2(ω;R2) such that ζ = 0 H1 - a.e. on γd.
With the previous definitions at hand we are in a position to state the main result of the
paper.
Theorem 4.9. Let α ≥ 3. Assume that t 7→ u0(t) belongs to C1([0, T ];W 1,∞(R2;R2) ∩
C1(R2;R2)) and t 7→ v0(t) belongs to C1([0, T ];W 2,∞(R2)∩C2(R2)), respectively. For every
t ∈ [0, T ], let φε(t) be defined as in (4.10). Let (˚u, v˚, p˚) ∈ A(u0(0), v0(0)) be such thatˆ
Ω
Q2(sym∇
′u˚− x3(∇
′)2v˚ + Lα2 ∇
′v˚ ⊗∇′v˚ − p˚′) dx+
ˆ
Ω
B(p˚) dx
≤
ˆ
ω
Q2(∇
′uˆ− x3(∇
′)2vˆ + Lα2 ∇
′vˆ ⊗∇′vˆ − pˆ′) dx′ +
ˆ
Ω
B(pˆ) dx+
ˆ
Ω
H(pˆ− p˚) dx,
(4.26)
for every (uˆ, vˆ, pˆ) ∈ A(u0(0), v0(0)). Assume there exists a sequence of pairs (yε0, P
ε
0 ) ∈
Aε(φ
ε(0)) such that
I(yε0, P
ε
0 ) ≤ I(yˆ, Pˆ ) + ε
α−1
ˆ
Ω
D(P ε0 , Pˆ ) dx, (4.27)
for every (yˆ, Pˆ ) ∈ Aε(φ
ε(0)), and
uε0 :=
1
εα−1
ˆ 1
2
− 1
2
(
(yε0)
′ − x′
)
dx3 → u˚ strongly in W
1,2(ω;R2), (4.28)
vε0 :=
1
εα−2
ˆ 1
2
− 1
2
(yε0)3 dx3 → v˚ strongly in W
1,2(ω), (4.29)
pε0 :=
P ε0 − Id
εα−1
→ p˚ strongly in L2(Ω;M3×3D ), (4.30)
lim
ε→0
1
ε2α−2
I(yε0, P
ε
0 ) =
ˆ
Ω
Q2(sym∇
′u˚− x3(∇
′)2v˚ + Lα2 ∇
′v˚ ⊗∇′v˚ − p˚′) dx
+
ˆ
Ω
B(p˚) dx. (4.31)
Finally, for every ε > 0, let t 7→ (zε(t), P ε(t)) be an ε-quasistatic evolution for the boundary
datum φε(t) such that
zε(0) = ϕε(0, yε0) a.e. in Ω
and
P ε(0) = P ε0 .
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Then, there exists a reduced quasistatic evolution t 7→ (u(t), v(t), p(t)) for the boundary data
(u0(t), v0(t)) (according to Definition 4.6), such that u(0) = u˚, v(0) = v˚, p(0) = p˚ and, up
to subsequences,
pε(t) :=
P ε(t)− Id
εα−1
⇀ p(t) weakly in L2(Ω;M3×3) (4.32)
for every t ∈ [0, T ]. Moreover, for α > 3 up to subsequences there holds
uε(t) :=
1
εα−1
ˆ 1
2
− 1
2
(
(φε)′(t, zε(t)) − x′
)
dx3 ⇀ u(t) weakly in W
1,2(ω;R2),(4.33)
vε(t) :=
1
εα−2
ˆ 1
2
− 1
2
φε3(t, z
ε(t)) dx3 → v(t) strongly in W
1,2(ω), (4.34)
for every t ∈ [0, T ]. For α = 3, for every t ∈ [0, T ] there exists a t-dependent subsequence
εj → 0 such that
uεj (t) :=
1
εα−1j
ˆ 1
2
− 1
2
(
(φεj )′(t, zεj (t))− x′
)
dx3 ⇀ u(t) weakly in W
1,2(ω;R2),(4.35)
vεj (t) :=
1
εα−2j
ˆ 1
2
− 1
2
φ
εj
3 (t, z
εj (t)) dx3 → v(t) strongly in W
1,2(ω). (4.36)
In the case α > 3 the convergence result is stronger than the analogous result for α = 3 as
the convergence of uε(t) and vε(t) holds on a subsequence independent of t. This is related
to the fact that, for α > 3, once t 7→ p(t) is identified, both t 7→ u(t) and t 7→ v(t) are
uniquely determined. In the case α = 3 this property is not true anymore because of the
presence of the nonlinear term 12∇
′v(t)⊗∇′v(t).
We shall prove the previous theorem in the next section. To conclude this section, we prove
a technical lemma concerning some properties of the truncation maps θε and we provide the
construction of the so-called “joint recovery sequence”, that will be used in the proof of
Theorem 4.9.
Lemma 4.10. Let θε ∈ W 1,∞(R) ∩ C1(R) be such that (4.1)–(4.7) hold and let (ζε) be a
sequence in L2(Ω) such that
‖ζε‖L2(Ω) ≤ Cε. (4.37)
Then, ∥∥∥1− θ˙ε(ζε
ε
)∥∥∥
L2(Ω)
≤
3
ℓε
. (4.38)
Moreover, if ζε satisfies ∥∥ζε
ε
− x3 − ε
α−3v
∥∥
L2(Ω)
→ 0, (4.39)
for some v ∈ L2(ω), then
θε
(ζε
ε
)
→
{
x3 if α > 3
x3 + v if α = 3
strongly in L2(Ω). (4.40)
Proof. Denoting by Oε the set
Oε :=
{
x ∈ Ω : |ζε(x)| ≥ εℓε
}
,
by (4.37) and by Chebychev inequality, there holds
L3(Oε) ≤
C
ℓ2ε
.
Hence, by (4.1) and (4.5),∥∥∥1− θ˙ε(ζε
ε
)∥∥∥
L2(Ω)
=
∥∥∥1− θ˙ε(ζε
ε
)∥∥∥
L2(Oε)
≤
2
ℓε
.
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To prove (4.40), we note that by (4.39) there holds
θε
(ζε
ε
)
→
{
x3 if α > 3
x3 + v if α = 3
a.e. in Ω.
On the other hand, (4.2) yields
∣∣θε( ζε
ε
)∣∣ ≤ ∣∣ ζε
ε
∣∣ for every ε and for a.e. x ∈ Ω. Therefore
(4.40) follows by the dominated convergence theorem. 
For the sake of simplicity, in the next theorem we omit the time dependence of u0 and
v0. With a slight abuse of notation, we denote by φε the map
φε(x) :=
(
x′
x3
)
+ εα−1
(
u0(x′)− θε(x3
ε
)∇′v0(x′)
0
)
+ εα−2
(
0
v0(x′)
)
,
for a.e. x ∈ Ω, where u0 ∈ W 1,∞(R2;R2) ∩ C1(R2;R2) and v0 ∈ W 2,∞(R2) ∩ C2(R2). We
are now in a position to construct the joint recovery sequence.
Theorem 4.11. Let (yε, P ε) ∈ Aε(φ
ε) satisfy (3.12) for every ε > 0. Let u, v,G, p be defined
as in Theorem 3.2 and let uˆ := u+ u˜, vˆ := v+ v˜, and pˆ := p+ p˜, where u˜ ∈ C∞c (ω∪γn;R
2),
v˜ ∈ C∞c (ω ∪ γn) and p˜ ∈ C
∞
c (Ω;M
3×3
D ). Then, there exists a sequence of pairs (yˆ
ε, Pˆ ε) ∈
Aε(φ
ε), such that
yˆε →
(
x′
0
)
strongly in W 1,2(Ω;R3), (4.41)
uˆε :=
1
εα−1
ˆ 1
2
− 1
2
(
(yˆε)′ − x′
)
dx3 ⇀ uˆ weakly in W
1,2(ω;R2) for α > 3, (4.42)
uˆε ⇀ uˆ− v∇v˜ weakly in W 1,2(ω;R2) for α = 3, (4.43)
vˆε :=
1
εα−2
ˆ 1
2
− 1
2
yˆε3 dx3 → vˆ strongly in W
1,2(ω), (4.44)
Pˆ ε(x) ∈ K for a.e. x ∈ Ω, (4.45)
pˆε :=
Pˆ ε − Id
εα−1
⇀ pˆ weakly in L2(Ω;M3×3). (4.46)
Moreover, the following inequalities hold true:
lim sup
ε→0
1
ε2α−2
( ˆ
Ω
Whard(Pˆ
ε) dx−
ˆ
Ω
Whard(P
ε) dx
)
≤
ˆ
Ω
B(pˆ) dx −
ˆ
Ω
B(p) dx, (4.47)
lim sup
ε→0
1
εα−1
ˆ
Ω
D(P ε, Pˆ ε) dx ≤
ˆ
Ω
HD(pˆ− p) dx, (4.48)
and
lim sup
ε→0
1
ε2α−2
( ˆ
Ω
Wel(∇εyˆ
ε(Pˆ ε)−1) dx−
ˆ
Ω
Wel(∇εy
ε(P ε)−1) dx
)
≤
ˆ
Ω
Q2(sym Gˆ
′ − pˆ′) dx−
ˆ
Ω
Q2(symG
′ − p′) dx,
(4.49)
where the submatrix Gˆ′ satisfies
Gˆ′(x′, x3) := Gˆ0(x
′)− x3(∇
′)2vˆ(x′) for a.e. x ∈ Ω,
and
sym Gˆ0 =
(∇′uˆ+ (∇′uˆ)T +∇′vˆ ⊗∇′vˆ)
2
for α = 3,
sym Gˆ0 = sym∇
′uˆ for α > 3.
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Proof. We divide the proof into four steps. In the first step we exhibit a sequence of de-
formations (yˆε) satisfying (4.41)–(4.44). In the second step we construct a sequence (Pˆ ε)
of plastic strains and we prove the limsup inequality for the hardening and the dissipation
terms. In the third step we rewrite the elastic energy in terms of some auxiliary quantities
and in the fourth step we prove the limsup inequality for the elastic energy.
We first remark that by (3.12) and the boundary condition
yε(x) = φε(x′, εx3) H
2 - a.e. on Γd, (4.50)
the sequence (yε, P ε) fulfills the hypotheses of Theorems 3.1 and 3.2. Hence, there exists
a sequence (Rε) ⊂W 1,∞(ω;M3×3) such that (3.2)–(3.5) hold true, and (yε) satisfies (3.13).
Moreover, defining uε, vε, and Gε according to (3.9), (3.10) and (3.11), properties (3.14)–
(3.21) hold true. The sequence of plastic strains (P ε) satisfies
P ε(x) ∈ K for a.e. x ∈ Ω, (4.51)
and defining pε as in (3.24), there holds
pε ⇀ p weakly in L2(Ω;M3×3). (4.52)
Finally, by Theorem 3.2, (u, v, p) ∈ A(u0, v0) and, by (3.15) and (3.17), the sequence (yε3)
fulfills the hypothesis of Lemma 4.10, hence
θε
(yε3
ε
)
→
{
x3 if α > 3
x3 + v if α = 3
strongly in L2(Ω), (4.53)
and by (4.7) and (4.38)
1
ε
−
1
ε
θ˙ε
(yε3
ε
)
→ 0 strongly in L2(Ω). (4.54)
Step 1: Construction of the deformations
Let d ∈ C∞c (R
3;R3) with supp d ⊂ Ω. Consider the map
ηε(x) :=
ˆ x3
ε
− 1
2
d(x′, s) ds for every x ∈ R3.
Since d has compact support in Ω, there holds
|ηε(x)| ≤
ˆ ∣∣ x3
ε
∣∣
− 1
2
|d(x′, s)| ds ≤
ˆ 1
2
− 1
2
|d(x′, s)| ds for every x ∈ R3
and analogously
‖∇′ηε‖L∞(R3;M3×2) ≤ ‖∇
′d‖L∞(R3;M3×2). (4.55)
A straightforward computation yields
∂3η
ε(x) =
1
ε
d
(
x′,
x3
ε
)
for every x ∈ R3. (4.56)
Hence,
‖ηε‖W 1,∞(R3;R3) ≤
C
ε
. (4.57)
In particular, the map ηε ◦ yε satisfies
‖ηε ◦ yε‖L∞(Ω;R3) ≤ C, (4.58)
‖∇′(ηε ◦ yε)‖L2(Ω;M3×2) ≤ C‖∇
′(yε)′‖L2(Ω;M2×2) +
C
ε
‖∇′yε3‖L2(Ω;R2). (4.59)
We extend u˜ and v˜ to zero outside their support, we consider the functions
f ε(x) := x+
( εα−1u˜(x′)
εα−2v˜(x′)
)
−
(
εα−1θε
(
x3
ε
)
∇′v˜(x′)
0
)
+ εαηε(x)
for every x ∈ R3, and we set
yˆε := f ε ◦ yε.
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It is easy to see that yˆε ∈ W 1,2(Ω;R3), we now check that
yˆε = φε(x′, εx3) H
2 - a.e. on Γd. (4.60)
To prove it, we first remark that by (4.50)
yˆε = f ε(φε(x′, εx3)) H
2 - a.e. on Γd. (4.61)
Hence, it remains only to show that
f ε(φε(x′, εx3)) = φ
ε(x′, εx3) H
2 - a.e. on Γd. (4.62)
Let A ⊂ R2 be an open set such that γd ⊂ (A ∩ ∂ω) and u˜, v˜,∇
′v˜ = 0 in A. Since d has
compact support in Ω, without loss of generality we may assume that ηε(x) = 0 for all
x ∈ A× R and every ε. Therefore, we have f ε(x) = x in A×
(
− 12 ,
1
2
)
. Let now O ⊂ R2 be
an open set such that γd ⊂ (O ∩ ∂ω) and O ⊂ A, and let 0 < δ0 < dist(O, ∂A). By (4.2),
there holds
|(φε)′(x′, εx3)− x
′| ≤ εα−1‖u0‖L∞(R2;R2) +
1
2
εα−2‖∇′v0‖L∞(R2;M2×2) <
δ0
2
for every x ∈ O ×
(
− 12 ,
1
2
)
, for ε small enough. Hence, φε(x′, εx3) ∈ A for every x ∈
O ×
(
− 12 ,
1
2
)
, and f ε(φε(x′, εx3)) = φ
ε(x′, εx3) for every x ∈ O ×
(
− 12 ,
1
2
)
. This implies
(4.62) and (4.60).
To prove (4.41), we remark that by the smoothness of u˜ and v˜, estimates (4.3), (4.5),
(4.7) and (4.57) imply
‖f ε − id‖W 1,∞(R3;R3) ≤ Cε
α−1ℓε. (4.63)
On the other hand, we have∥∥∥yˆε − ( x′
0
)∥∥∥
W 1,2(Ω;R3)
≤ ‖yˆε − yε‖W 1,2(Ω;R3) +
∥∥∥yε − ( x′
0
)∥∥∥
W 1,2(Ω;R3)
≤ C‖f ε − id‖W 1,∞(R3;R3)‖∇y
ε‖L2(Ω;M3×3) +
∥∥∥yε − ( x′
0
)∥∥∥
W 1,2(Ω;R3)
,
so that (4.41) follows by (3.13), (4.6) and (4.63).
We now prove convergence of the out-of-plane displacements associated to (yˆε). To show
(4.44) we note that
vˆε =
1
εα−2
ˆ 1
2
− 1
2
f ε3 (y
ε) dx3 = v
ε +
ˆ 1
2
− 1
2
v˜((yε)′) dx3 + ε
2
ˆ 1
2
− 1
2
ηε3(y
ε) dx3.
By (3.13), up to subsequences, we can assume
(yε)′ → x′ and ∇′(yε)′ → Id a.e. in Ω. (4.64)
Hence, by the dominated convergence theorem and the smoothness of v˜ we obtain
v˜((yε)′)→ v˜ strongly in L2(Ω)
and
∇′v˜((yε)′)→ ∇′v˜ strongly in L2(Ω;R2).
By (3.13), (3.15), (4.58) and (4.59) we conclude
vˆε → v + v˜ = vˆ strongly in W 1,2(ω).
To prove (4.42) and (4.43) we note that
uˆε = uε +
ˆ 1
2
− 1
2
u˜((yε)′) dx3 −
ˆ 1
2
− 1
2
θε
(yε3
ε
)
∇′v˜((yε)′) dx3
+ε
ˆ 1
2
− 1
2
(ηε)′(yε) dx3. (4.65)
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By (4.53), (4.64) and the dominated convergence theorem,
u˜((yε)′)→ u˜ strongly in L2(Ω;R2),ˆ 1
2
− 1
2
θε
(yε3
ε
)
∇′v˜((yε)′) dx3 → 0 strongly in L
2(ω;R2) for α > 3,
ˆ 1
2
− 1
2
θε
(yε3
ε
)
∇′v˜((yε)′) dx3 → v∇v˜ strongly in L
2(ω;R2) for α = 3.
Hence, by (4.58), we have
uˆε → uˆ strongly in L2(ω;R2) for α > 3,
and
uˆε → uˆ− v∇v˜ strongly in L2(ω;R2) for α = 3.
To complete the proof of (4.42) and (4.43), it remains to show that
1
εα−1
∇′uˆε is bounded in L2(Ω;M2×2). (4.66)
By (4.65) there holds
1
εα−1
∇′uˆε = ∇′uε +
ˆ 1
2
− 1
2
∇′u˜((yε)′)∇′(yε)′ dx3
−
ˆ 1
2
− 1
2
θε
(yε3
ε
)
(∇′)2v˜((yε)′)∇′(yε)′ dx3 −
1
ε
ˆ 1
2
− 1
2
θ˙ε
(yε3
ε
)
∇′v˜((yε)′)⊗∇′yε3 dx3
+ε
ˆ 1
2
− 1
2
∇′(ηε ◦ yε) dx3.
By adding and subtracting the matrix (Rε)′ we obtain
ˆ 1
2
− 1
2
θε
(yε3
ε
)
(∇′)2v˜((yε)′)∇′(yε)′ dx3 =
ˆ 1
2
− 1
2
θε
(yε3
ε
)
(∇′)2v˜((yε)′)
(
∇′(yε)′ − (Rε)′
)
dx3
+
ˆ 1
2
− 1
2
θε
(yε3
ε
)
(∇′)2v˜((yε)′)(Rε)′ dx3.
Combining (3.3) and (4.3), we deduce∥∥∥θε(yε3
ε
)
(∇′)2v˜((yε)′)
(
∇′(yε)′ − (Rε)′
)∥∥∥
L2(Ω;M2×2)
≤ Cεα−1ℓε.
On the other hand, by (3.2) and (4.53), the maps θε
(
yε3
ε
)
∇2v˜((yε)′)(Rε)′ are bounded in L2(Ω;M2×2).
The L2-boundedness of the quantity in (4.66) follows now by combining (3.13), (3.14), (3.16),
(4.5) and (4.59).
Step 2: Construction of the plastic strains
Arguing as in [31, Proof of Lemma 3.6], we introduce the sets
Sε := {x ∈ Ω : exp(ε
α−1p˜(x))P ε(x) ∈ K},
we define
pˆε :=
{
1
εα−1
(
exp(εα−1p˜)P ε − Id
)
in Sε,
pε in Ω \ Sε,
and
Pˆ ε := Id+ εα−1pˆε,
so that, by (4.51), the sequence (Pˆ ε) satisfies (4.45). Since tr p˜ = 0,
det(exp(εα−1p˜)) = exp(εα−1tr p˜) = 1,
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therefore
exp(εα−1p˜(x))P ε(x) ∈ SL(3) for a.e. x ∈ Ω. (4.67)
By (4.67) we can estimate L3(Ω \ Sε). Indeed by (2.11) and (4.52) there holds
L3(Ω \ Sε) ≤ c
2
k
ˆ
Ω
|
(
exp(εα−1p˜(x))P ε(x)− Id|2 dx
= c2k
ˆ
Ω
|
(
exp(εα−1p˜(x)) + εα−1 exp(εα−1p˜(x))pε(x) − Id|2 dx
≤ Cε2(α−1)
ˆ
Ω
(1 + |pε(x)|2) dx ≤ Cε2(α−1). (4.68)
Now,
pˆε − pε =
{
1
εα−1
(
exp(εα−1p˜)− Id
)
P ε in Sε,
0 in Ω \ Sε.
(4.69)
By (4.51), (4.52) and (4.68) we deduce the following convergence properties:
‖pˆε − pε‖L∞(Ω;M3×3) ≤ C,
pˆε − pε → p˜ strongly in L2(Ω;M3×3),
pˆε + pε ⇀ pˆ+ p weakly in L2(Ω;M3×3),
(4.70)
hence in particular (4.46) holds true. Arguing exactly as in [31, Proof of Lemma 3.6, Step 2
and Step 4], we obtain (4.47) and (4.48).
Step 3: Convergence properties of the elastic energy
To complete the proof of the theorem it remains to prove (4.49). To this purpose, let wε be
the map defined as
wε :=
(P ε)−1 − Id+ εα−1pε
εα−1
= εα−1(P ε)−1(pε)2. (4.71)
By (2.10) and (4.51), there exists a constant C such that
εα−1‖pε‖L∞(Ω;M3×3) ≤ C
and
εα−1‖wε‖L∞(Ω;M3×3) ≤ C (4.72)
for every ε. Furthermore, by (4.52),
‖wε‖L1(Ω;M3×3) ≤ Cε
α−1 for every ε.
By the two previous estimates it follows that (wε) is uniformly bounded in L2(Ω;M3×3) and
wε ⇀ 0 weakly in L2(Ω;M3×3). (4.73)
Now, by (3.11) and the frame-indifference property (H3) of Wel there holds
Wel(∇εy
ε(P ε)−1) = Wel
(
(Id+ εα−1Gε)(Id+ εα−1(wε − pε))
)
= Wel(Id+ ε
α−1F ε), (4.74)
for a.e. x ∈ Ω, where
F ε := Gε + wε − pε + εα−1Gε(wε − pε). (4.75)
We note that
‖Gε(wε − pε)‖L1(Ω;M3×3) ≤ C
by (3.18), (4.52) and (4.73). Moreover, by (3.18), (4.51) and (4.72),
εα−1‖Gε(wε − pε)‖L2(Ω;M3×3) ≤ ε
α−1‖Gε‖L2(Ω;M3×3)‖(w
ε − pε)‖L∞(Ω;M3×3) ≤ C
for every ε. Hence
εα−1Gε(wε − pε) ⇀ 0 weakly in L2(Ω;M3×3),
which in turn, by (3.18), (4.52) and (4.73), yields
F ε ⇀ G− p weakly in L2(Ω;M3×3). (4.76)
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Analogously, we define
wˆε :=
(Pˆ ε)−1 − Id+ εα−1pˆε
εα−1
= εα−1(Pˆ ε)−1(pˆε)2. (4.77)
Then,
(Pˆ ε)−1 = Id+ εα−1(wˆε − pˆε),
by (2.10) and (4.45) we deduce
εα−1‖wˆε‖L∞(Ω;M3×3) ≤ C,
and by (4.46),
wˆε ⇀ 0 weakly in L2(Ω;M3×3).
We define
Gˆε := Gε + wˆε − pˆε + εα−1Gε(wˆε − pˆε). (4.78)
Arguing as before, we can prove that
Gˆε ⇀ G− pˆ weakly in L2(Ω;M3×3). (4.79)
We shall prove that there exists a sequence (Fˆ ε) ⊂ L2(Ω;M3×3) satisfying
Wel(∇εyˆ
ε(Pˆ ε)−1) =Wel(Id+ ε
α−1Fˆ ε)
and such that
Fˆ ε − Gˆε → Nα strongly in L
2(Ω;M3×3), (4.80)
where
Nα := sym
(
∇′u˜− x3(∇
′)2v˜
0
∣∣∣d) for α > 3, (4.81)
and
N3 := sym
(
∇u˜− (x3 + v)(∇
′)2v˜ + ∇
′v˜⊗∇′v˜
2
0
∣∣∣ d′(x′, x3 + v)
d3(x
′, x3 + v) +
1
2 |∇
′v˜|2
)
(4.82)
a.e. in Ω. To this purpose, we first observe that by (3.11), (4.78) and the frame-indifference
hypothesis (H3) there holds
Wel(∇εyˆ
ε(Pˆ ε)−1) =Wel
(
∇f ε(yε)∇εy
ε(Pˆ ε)−1
)
=Wel
(
(Rε)T
√
(∇f ε(yε))T∇f ε(yε)Rε(Id+ εα−1Gˆε)
)
. (4.83)
We set
M ε(x) :=
∇f ε(x)− Id
εα−1ℓε
.
By (4.63) there holds
‖M ε(yε)‖L∞(Ω;M3×3) ≤ C (4.84)
for every ε.
We claim that, to prove (4.80) it is enough to show that
ℓε(R
ε)T sym
(
M ε(yε)
)
Rε →

sym
( ∇′u˜− x3(∇′)2v˜
0
∣∣∣d) if α > 3
sym
( ∇′u˜− (x3 + v)(∇′)2v˜
0
∣∣∣d(x′, x3 + v)) if α = 3
(4.85)
strongly in L2(Ω;M3×3), and
ε2ℓ2ε(R
ε)T (M ε(yε))TM ε(yε)Rε →
(
∇′v˜ ⊗∇′v˜ 0
0 |∇′v˜|2
)
if α = 3 (4.86)
strongly in L2(Ω;M3×3). Indeed, a Taylor expansion around the identity yields√
(Id+ F )T (Id+ F ) = Id+ symF +
FTF
2
−
(symF )2
2
+O(|F |3)
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for every F ∈ M3×3. Hence,√
(∇f ε(yε))T∇f ε(yε) = Id+ εα−1ℓε symM
ε(yε) +
ε2α−2ℓ2ε
2
(M ε(yε))TM ε(yε)
−
ε2α−2ℓ2ε
2
(
symM ε(yε)
)2
+O(ε3α−3ℓ3ε).
Substituting the previous expression into (4.83) we obtain
Wel(∇εyˆ
ε(Pˆ ε)−1) =Wel(Id+ ε
α−1Fˆ ε) (4.87)
where
Fˆ ε = Gˆε + ℓε(R
ε)T symM ε(yε)Rε +
εα−1ℓ2ε
2
(Rε)T (M ε(yε))TM ε(yε)Rε
−
εα−1ℓ2ε
2
(Rε)T
(
symM ε(yε)
)2
Rε + εα−1ℓε(R
ε)T symM ε(yε)RεGˆε +O(ε2α−2ℓ3ε)
+O(ε2α−2ℓ2ε)Gˆ
ε
Now, if α > 3, by (3.2) and (4.84) there holds
‖Fˆ ε − Gˆε − ℓε(R
ε)T sym(M ε(yε))Rε‖L2(Ω;M3×3) ≤ Cε
α−1ℓ2ε + Cε
α−1ℓε‖Gˆ
ε‖L2(Ω;M3×3)
+ Cε2α−2ℓ3ε + Cε
2α−2ℓ2ε‖Gˆ
ε‖L2(Ω;M3×3).
Hence, by combining (4.6), (4.9), (4.79) and (4.85) we deduce (4.80).
In the case α = 3, by (4.84) and (4.85) there holds
ε4ℓ4ε
ˆ
Ω
|sym(M ε(yε))|4 dx ≤ Cε4ℓ4ε
ˆ
Ω
|sym(M ε(yε))|2 dx ≤ Cε4ℓ2ε.
Therefore, by (3.2) and (4.84) we have
‖Fˆ ε − Gˆε − ℓε(R
ε)T sym(M ε(yε))Rε −
ε2ℓ2ε
2
(Rε)T (M ε(yε))TM ε(yε)Rε‖L2(Ω;M3×3)
≤ Cε2ℓε + Cε
2ℓε‖Gˆ
ε‖L2(Ω;M3×3) + Cε
4ℓ3ε
+Cε4ℓ2ε‖Gˆ
ε‖L2(Ω;M3×3).
Therefore, once (4.85) and (4.86) are proved, (4.80) follows by (4.6), (4.8) and (4.79).
We now prove (4.85) and (4.86). By straightforward computations we have
ℓεsym (M
ε(yε)) = sym
(
∇′u˜((yε)′)− θε
( yε3
ε
)
(∇′)2v˜((yε)′) 0
0 0
)
+
1
ε
sym
(
0
(
1− θ˙ε
(yε3
ε
))
∇′v˜((yε)′)
0 0
)
+ ε sym(∇′ηε(yε)|∂3η
ε(yε)).
Now, ε∇′ηε(yε)→ 0 strongly in L2(Ω;M3×2) by (4.55). Moreover, (4.56) yields
ε∂3η
ε(yε(x)) = d
(
(yε)′(x),
yε3(x)
ε
)
for a.e. x ∈ Ω.
Hence, by (3.17) and (4.64), there holds
ε (∇′ηε(yε)|∂3η
ε(yε))→
{
(0|d) if α > 3
(0|d(x′, x3 + v)) if α = 3
(4.88)
strongly in L2(Ω;M3×3). On the other hand, by (4.53), (4.64), and the dominated conver-
gence theorem
∇′u˜((yε)′)− θε
(yε3
ε
)
(∇′)2v˜((yε)′)→
{
∇′u˜− x3(∇
′)2v˜ if α > 3
∇′u˜− (x3 + v)(∇
′)2v˜ if α = 3
(4.89)
strongly in L2(Ω;M2×2). Claim (4.85) follows now by combining (3.2), (3.5), (4.54), (4.88)
and (4.89).
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To prove (4.86), we observe that by (4.54), (4.88) and (4.89), if α = 3 there exists a
constant C such that∥∥∥ℓεM ε(yε)− 1
ε
( 0 −∇′v˜((yε)′)
(∇′v˜((yε)′))T 0
)∥∥∥
L2(Ω;M3×3)
≤ C
for every ε. Hence, by (3.2) there holds∥∥∥ε2ℓ2ε(Rε)T (M ε(yε))TM ε(yε)Rε
−(Rε)T
(
0 −∇′v˜((yε)′)
(∇′v˜((yε)′))T 0
)T( 0 −∇′v˜((yε)′)
(∇′v˜((yε)′))T 0
)
Rε
∥∥∥
L2(Ω;M3×3)
≤ Cε2ℓε‖M
ε(yε)‖L∞(Ω;M3×3) + Cε
∥∥∥( 0 −∇′v˜((yε)′)
(∇′v˜((yε)′))T 0
)∥∥∥
L∞(Ω;M3×3)
,
(4.90)
which converges to zero due to (4.6) and (4.84). On the other hand,(
0 −∇′v˜((yε)′)
(∇′v˜((yε)′))T 0
)T( 0 −∇′v˜((yε)′)
(∇′v˜((yε)′))T 0
)
=
( ∇′v˜((yε)′)⊗∇′v˜((yε)′) 0
0 |∇′v˜((yε)′)|2
)
.
Moreover, by (4.64) and by the dominated convergence theorem there holds(
∇′v˜((yε)′)⊗∇′v˜((yε)′) 0
0 |∇′v˜((yε)′)|2
)
→
(
∇′v˜ ⊗∇′v˜ 0
0 |∇′v˜|2
)
(4.91)
strongly in L2(Ω;M3×3). Combining (4.90) and (4.91), we deduce (4.86) and therefore (4.80).
Step 4: Limsup inequality for the elastic energy
We are now in a position to prove (4.49). We argue as in [31, Lemma 3.6]. We fix δ > 0 and
we introduce the sets
Uε := {x ∈ Ω : ε
α−1(|F ε|+ |Fˆ ε|) ≤ cel(δ)},
where cel(δ) is the constant in (2.2). By (4.79) and (4.80) it follows that
Fˆ ε ⇀ Fˆα := Nα +G− pˆ weakly in L
2(Ω;M3×3), for α ≥ 3. (4.92)
By (4.76) and by Chebychev inequality we deduce
L3(Ω \ Uε) ≤ Cε
2α−2. (4.93)
Since
∇εyˆ
ε(Pˆ ε)−1 = ∇f ε(yε)
(
∇εy
ε(P ε)−1
)
P ε(Pˆ ε)−1,
property (2.4) yields
|Wel(∇εyˆ
ε(Pˆ ε)−1)−Wel(∇εy
ε(P ε)−1)|
≤ C(1 +Wel(∇εy
ε(P ε)−1))(|∇f ε(yε)− Id|+ |P ε(Pˆ ε)−1 − Id|) (4.94)
a.e. in Ω. By (2.10) and (4.45) there holds
‖P ε(Pˆ ε)−1 − Id‖L∞(Ω;M3×3) ≤ ck‖P
ε − Pˆ ε‖L∞(Ω;M3×3)
≤ ck‖(Id− exp(ε
α−1p˜))P ε‖L∞(Ω;M3×3) ≤ Cε
α−1,
hence, by combining (4.63), (4.93) and (4.94) we deduce
1
ε2α−2
∣∣∣ ˆ
Ω\Uε
Wel(∇εyˆ
ε(Pˆ ε)−1)−
ˆ
Ω\Uε
Wel(∇εy
ε(P ε)−1)
∣∣∣
≤ Cεα−1(1 + ℓε)
(
1 +
1
ε2α−2
ˆ
Ω
Wel(∇εy
ε(P ε)−1) dx
)
, (4.95)
which tends to zero owing to (3.12) and (4.6).
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On the other hand, on the sets Uε we can use the estimate (2.2). Hence, by (4.74), (4.87)
and the quadratic structure of Q we obtain
1
ε2α−2
ˆ
Uε
Wel(∇εyˆ
ε(Pˆ ε)−1) dx−
1
ε2α−2
ˆ
Uε
Wel(∇εy
ε(P ε)−1) dx
≤ δ
ˆ
Ω
(|F ε|2 + |Fˆ ε|2) dx+
ˆ
Ω
(Q(Fˆ ε)−Q(F ε)) dx
= δ
ˆ
Ω
(|F ε|2 + |Fˆ ε|2) dx+
1
2
ˆ
Ω
C(Fˆ ε − F ε) : (Fˆ ε + F ε) dx. (4.96)
Now, by (4.76) and (4.92) there holds
Fˆ ε + F ε ⇀ Fˆα +G− p weakly in L
2(Ω;M3×3). (4.97)
Moreover,
Fˆ ε − F ε → Fˆα −G+ p strongly in L
2(Ω;M3×3). (4.98)
Indeed, by (4.80) and (4.92) it is enough to show that
Gˆε − F ε → p− pˆ strongly in L2(Ω;M3×3).
By (4.75) and (4.78) we have
Gˆε − F ε = (Id+ εα−1Gε)(wˆε − pˆε − wε + pε).
Now, by (4.69), (4.71) and (4.77), wˆε − wε = 0 in Ω \ Sε, whereas in the sets Sε we have
wˆε − wε = εα−1(Pˆ ε)−1(pˆε)2 − εα−1(P ε)−1(pε)2
= εα−1(P ε)−1
(
exp(−εα−1p˜)(pˆε)2 − (pε)2
)
= εα−1(P ε)−1(exp(−εα−1p˜)− Id)(pˆε)2 + εα−1(P ε)−1((pˆε)2 − (pε)2).
Therefore, by (4.45), (4.46), (4.51) and (4.52), we deduce
‖wˆε − wε‖L2(Ω;M3×3) ≤ C(ε
α−1 + ‖pˆε − pε‖L2(Ω;M3×3)) ≤ C,
‖wˆε − wε‖L1(Ω;M3×3) ≤ Cε
α−1,
‖wˆε − wε‖L∞(Ω;M3×3) ≤ C(1 + ‖pˆ
ε − pε‖L∞(Ω;M3×3)).
Combining these estimates with (3.18) and (4.70) we obtain (4.98).
Consider now the case α > 3. By (4.95)–(4.98) we have
lim sup
ε→0
{ 1
ε2α−2
ˆ
Ω
Wel(∇εyˆ
ε(Pˆ ε)−1) dx−
1
ε2α−2
ˆ
Ω
Wel(∇εy
ε(P ε)−1) dx
}
≤
1
2
ˆ
Ω
C(Fˆα −G+ p) : (Fˆα +G− p) dx+ Cδ.
Since δ is arbitrary, we deduce
lim sup
ε→0
{ 1
ε2α−2
ˆ
Ω
Wel(∇εyˆ
ε(Pˆ ε)−1) dx−
1
ε2α−2
ˆ
Ω
Wel(∇εy
ε(P ε)−1) dx
}
≤
1
2
ˆ
Ω
C(Fˆα −G+ p) : (Fˆα +G− p) dx
=
ˆ
Ω
Q(Fˆα) dx−
ˆ
Ω
Q(G− p) dx ≤
ˆ
Ω
Q(Fˆα) dx−
ˆ
Ω
Q2(G
′ − p′) dx. (4.99)
By (4.81) and (4.92), up to an approximation argument, we may assume that d is such that
Q(Fˆα) = Q2(sym∇
′uˆ− x3(∇
′)2vˆ − pˆ′).
This, together with (4.99), implies (4.49).
In the case α = 3 a preliminary approximation argument is needed. Let (u˜k) be a sequence
in C∞c (ω ∪ γn;R
2), such that
u˜k → u˜+ v∇′v˜ strongly in W 1,2(ω;R2)
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(such a sequence exists by Lemma 3.3 because u˜ ∈ C∞c (ω ∪ γn;R
2) and v˜ ∈ C∞c (ω ∪ γn)).
Let also vk ∈ C∞c (ω) be such that
vk → v strongly in L2(ω)
and set
dk(x) := d(x′, x3 − v
k(x′)) for a.e. x ∈ Ω.
Since d ∈ C∞c (Ω;R
3), there exists an open set O ⊂ R2 such that O ⊂ ω and dk(x′, x3) = 0
for every x ∈ (ω \ O) × R. Moreover, dk(x′, x3) = 0 for every x ∈ R
3 such that |x3| >
1
2 + ‖v
k‖L∞(R2). Hence, d
k ∈ C∞(R3;R3) and
supp dk ⊂ O ×
(
− 12 − ‖v
k‖L∞(R2),
1
2 + ‖v
k‖L∞(R2)
)
.
It is easy to see that (4.82), (4.92) and (4.95)–(4.98) can still be deduced, and for every k
we can construct a sequence (yˆεk, Pˆ
ε
k ) that satisfies (4.41)–(4.46) with uˆ replaced by u+ u˜
k,
and
lim sup
ε→0
{ 1
ε2α−2
ˆ
Ω
Wel(∇εyˆ
ε
k(Pˆ
ε
k )
−1) dx−
1
ε2α−2
ˆ
Ω
Wel(∇εy
ε(P ε)−1) dx
}
≤
1
2
ˆ
Ω
C(Fˆ k −G+ p) : (Fˆ k +G− p) dx,
where
Fˆ k := sym
(
∇′u˜k − (x3 + v)(∇
′)2v˜ + ∇
′v˜⊗∇′v˜
2
0
∣∣∣ d′(x′, x3 + v − vk)
d3(x
′, x3 + v − v
k) + 12 |∇
′v˜|2
)
+G− pˆ.
On the other hand,
Fˆ k → sym
(
∇′u˜− x3(∇
′)2v˜ +∇′v ⊗∇′v˜ + ∇
′v˜⊗∇′v˜
2
0
∣∣∣ d′
d3 +
1
2 |∇
′v˜|2
)
+G− pˆ =: Fˆ
strongly in L2(Ω;M3×3), as k → +∞. A diagonal argument leads then to the estimate
lim sup
ε→0
1
ε2α−2
( ˆ
Ω
Wel(∇εyˆ
ε(Pˆ ε)−1) dx−
ˆ
Ω
Wel(∇εy
ε(P ε)−1) dx
)
≤
1
2
ˆ
Ω
C(Fˆ −G+ p) : (Fˆ +G− p) dx. (4.100)
Up to a further approximation, we may assume that d is such that
Q(Fˆ ) = Q2
(
sym∇′uˆ− x3(∇
′)2vˆ +
1
2
∇′vˆ ⊗∇′vˆ − pˆ′
)
,
hence (4.49) follows by (4.100). 
5. Convergence of quasistatic evolutions
The first part of this section is devoted to the proof of Theorem 4.9. We first prove the
theorem for α > 3 and then we show how the proof must be modified for α = 3.
Proof of Theorem 4.9 in the case α > 3. The proof is divided into five steps.
Step 0: A priori estimates on the elasto-plastic energy
Set yε(t) := φε(t, zε(t)) for every t ∈ [0, T ]. Arguing as in the proof of (4.21), it is immediate
to see that
yε(t, x) = φε(t, (x′, εx3)) H
2 - a.e. on Γd. (5.1)
In this step we shall show that there exists a constant C such that for every t ∈ [0, T ] and
every ε there holds
1
εα−1
‖dist(∇εy
ε(t)(P ε)−1(t), SO(3))‖L2(Ω)+‖p
ε(t)‖L2(Ω;M3×3)+‖ε
α−1pε(t)‖L∞(Ω;M3×3) ≤ C.
(5.2)
To this purpose, we first remark that since t 7→ (zε(t), P ε(t)) is an ε-quasistatic evolution,
then
P ε(t, x) ∈ K for a.e. x ∈ Ω, for every ε and t, (5.3)
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hence εα−1pε(t) ∈ K − Id for every ε and t and by (2.10) there exists a constant C such
that
‖εα−1pε(t)‖L∞(Ω;M3×3) ≤ C for every ε and t. (5.4)
By the minimality condition (qs1), taking z˜(x) = (x′, εx3) and P˜ (x) = Id for every x ∈ Ω,
and observing that Whard(Id) = 0 a.e. in Ω by (2.9), we deduce
1
ε2α−2
Fε(t, z
ε(t), P ε(t)) ≤
1
ε2α−2
ˆ
Ω
Wel
(
∇φε(t, (x′, εx3))
)
dx+
1
εα−1
ˆ
Ω
D(P ε(t), Id) dx,(5.5)
for every t ∈ [0, T ] and for all ε. By (2.18) and (5.3), there holds
D(P ε(t), Id) = D(Id, (P ε)−1(t)) ≤ c7|(P
ε)−1(t)− Id| ≤ c7cK |Id− P
ε(t)|,
where the last inequality follows by (2.10). Hence, Holder inequality yields
1
εα−1
ˆ
Ω
D(P ε(t), Id) dx ≤
C
εα−1
‖Id− P ε(t)‖L2(Ω;M3×3). (5.6)
On the other hand, by frame indifference (H3) of Wel we obtain
Wel
(
∇φε(t, (x′, εx3))
)
=Wel
(√
(∇φε)T (t, (x′, εx3))∇φε(t, (x′, εx3)
)
for every x ∈ Ω and for all t ∈ [0, T ]. By (4.1), (4.7) and (4.17) there holds
∇φε(t, (x′, εx3)) = Id+ ε
α−1
( ∇′u0(t, x′)− x3(∇′)2v0(t, x′) 0
0 0
)
+εα−2
(
0 −∇′v0(t, x′)
(∇′v0(t, x′))T 0
)
,
for every x ∈ Ω. Since α > 3, we deduce
(∇φε)T (t, (x′, εx3))∇φ
ε(t, (x′, εx3))
= Id+ 2εα−1sym
( ∇′u0(t, x′)− x3(∇′)2v0(t, x′) 0
0 0
)
+ o(εα−1),
and √
(∇φε)T (t, (x′, εx3))∇φε(t, (x′, εx3)) = Id+ ε
α−1M(t, x) + o(εα−1), (5.7)
where
M(t, x) = sym
(
∇′u0(t, x′)− x3(∇
′)2v0(t, x′) 0
0 0
)
for every x ∈ Ω.
Therefore,
1
ε2α−2
Wel
(
∇φε(t, (x′, εx3))
)
=
1
ε2α−2
Wel
(
Id+ εα−1M(t, x) + o(εα−1)
)
for every x ∈ Ω. Now, by the smoothness of u0 and v0, there exists a constant C such that
sup
t∈[0,T ]
‖M(t)‖L∞(Ω;M3×3) ≤ C (5.8)
and there exist ε such that, if ε < ε, for every t ∈ [0, T ]
|εα−1M(t) + o(εα−1)| ≤ cel(1),
where cel is the constant in (2.2). Therefore, by (2.2), (2.5), and (5.8) we have
1
ε2α−2
ˆ
Ω
Wel
(
∇φε(t, (x′, εx3))
)
dx ≤ C
(ˆ
Ω
|M(t)|2 dx+ 1
)
≤ C (5.9)
for every ε and for all t ∈ [0, T ].
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By combining (5.5), (5.6) and (5.9) we obtain
1
ε2α−2
ˆ
Ω
Wel
(
∇εy
ε(t)(P ε)−1(t)
)
dx+
1
ε2α−2
ˆ
Ω
Whard(P
ε(t)) dx
≤ C
(
1 +
1
εα−1
‖Id− P ε(t)‖L2(Ω;M3×3)
)
.
(5.10)
Now, by (2.8) there holds
c6
ε2α−2
ˆ
Ω
|Id− P ε(t)|2 dx ≤ C
(
1 +
1
εα−1
‖Id− P ε(t)‖L2(Ω;M3×3)
)
,
which in turn, by Cauchy inequality implies
‖pε(t)‖L2(Ω;M3×3) =
1
εα−1
‖Id− P ε(t)‖L2(Ω;M3×3) ≤ C (5.11)
for every ε and for all t ∈ [0, T ]. On the other hand, by (5.10) and (5.11), we deduce
1
ε2α−2
ˆ
Ω
Wel
(
∇εy
ε(t)(P ε)−1(t)
)
dx ≤ C, (5.12)
for every ε and for all t ∈ [0, T ]. Estimate (5.2) follows now by (5.4), (5.11), (5.12) and the
growth condition (H4).
Step 1: A priori estimate on the dissipation functional.
In this step we shall show that there exists a constant C, such that
1
εα−1
D(P ε; 0, t) ≤ C for every ε and for all t ∈ [0, T ]. (5.13)
By (qs2), (4.31) and (5.10)–(5.12) it is enough to show that there exists a constant C such
that ∣∣∣ 1
εα−1
ˆ
Ω
Eε(t) : ∇φ˙ε(t, zε(t))(∇φε)−1(t, zε(t)) dx
∣∣∣ ≤ C (5.14)
for every ε and t ∈ [0, T ]. To prove (5.14), we first deduce some properties of the map
t 7→ Eε(t).
Let R ∈ SO(3). By (2.10) and (5.3) there holds
|∇εy
ε(t)−R|2 = |∇εy
ε(t)−RP ε(t) + εα−1Rpε(t)|2
≤ 2|∇εy
ε(t)(P ε)−1(t)−R|2|P ε(t)|2 + 2ε2α−2|pε(t)|2
≤ 2 c2K |∇εy
ε(t)(P ε)−1(t)−R|2 + 2ε2α−2|pε(t)|2.
Hence, the growth condition (H4) implies
‖dist(∇εy
ε(t), SO(3))‖2L2(Ω;M3×3) ≤ C
(ˆ
Ω
Wel(∇εy
ε(t)(P ε)−1(t)) dx+ε2α−2‖pε(t)‖2L2(Ω;M3×3)
)
,
which in turn yields
‖dist(∇εy
ε(t), SO(3))‖2L2(Ω;M3×3) ≤ Cε
2α−2 (5.15)
by (5.2) and (5.12). By (5.1) and (5.15), the sequence yε(t) fulfills the hypotheses of Theorem
3.1. Hence, for every t ∈ [0, T ] there exists a sequence of maps (Rε(t)) ⊂ W 1,∞(ω;M3×3)
such that
Rε(t, x′) ∈ SO(3) for every x′ ∈ ω, (5.16)
‖∇εy
ε(t)−Rε(t)‖L2(Ω;M3×3) ≤ Cε
α−1, (5.17)
‖∂iR
ε(t)‖L2(ω;M3×3) ≤ Cε
α−2, i = 1, 2, (5.18)
‖Rε(t)− Id‖L2(ω;M3×3) ≤ Cε
α−2, (5.19)
where the constant C is independent of ε and t.
We consider the auxiliary maps
wε(t) :=
(Id+ εα−1pε(t))−1 − Id+ εα−1pε(t)
εα−1
,
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the elastic strains
Gε(t) :=
(Rε(t))T∇εy
ε(t)− Id
εα−1
,
and the matrices
F ε(t) := Gε(t) + wε(t)− pε(t) + εα−1Gε(t)(wε(t)− pε(t)), (5.20)
for all t ∈ [0, T ]. Clearly we have
(P ε)−1(t) = Id+ εα−1(wε(t)− pε(t)) and ∇εy
ε(t) = Rε(t)(Id + εα−1Gε(t)). (5.21)
Since
wε(t) = εα−1(Id+ εα−1pε(t))−1(pε(t))2 (5.22)
for every t ∈ [0, T ], by (5.2) and (5.3) there holds
‖εα−1wε(t)‖L∞(Ω;M3×3) ≤ C for every t ∈ [0, T ], (5.23)
‖wε(t)‖L1(Ω;M3×3) ≤ Cε
α−1 for every t ∈ [0, T ], (5.24)
and
‖wε(t)‖L2(Ω;M3×3) ≤ C for every t ∈ [0, T ]. (5.25)
Combining (5.24) and (5.25) we deduce
wε(t)⇀ 0 weakly in L2(Ω;M3×3) for every t ∈ [0, T ]. (5.26)
On the other hand, (5.16) and (5.17) yield
‖Gε(t)‖L2(Ω;M3×3) ≤ C (5.27)
for every ε and for all t ∈ [0, T ]. Collecting (5.2), (5.23), (5.25) and (5.27), we obtain
‖F ε(t)‖L2(Ω;M3×3) ≤ ‖G
ε(t)‖L2(Ω;M3×3) + ‖w
ε(t)‖L2(Ω;M3×3) + ‖p
ε(t)‖L2(Ω;M3×3)
+‖Gε(t)‖L2(Ω;M3×3)‖ε
α−1(wε(t)− pε(t))‖L∞(Ω;M3×3) ≤ C (5.28)
for every ε and for all t ∈ [0, T ].
Now, by (5.20), (5.21) and the frame-indifference (H3) ofWel we deduce the decomposition
Eε(t) = Rε(t)E˜ε(t)(Rε(t))T (5.29)
for every t ∈ [0, T ], where
E˜ε(t) :=
1
εα−1
DWel(Id+ ε
α−1F ε(t))(Id + εα−1F ε(t))T .
We argue as in [34, Proof of Theorem 3.1, Steps 2–3] and we first show that there exist two
positive constants k1, k2, independent of ε, such that
|E˜ε(t)| ≤ k1
(Wel(Id+ εα−1F ε(t))
εα−1
+ k2|F
ε(t)|
)
(5.30)
for every t ∈ [0, T ] and for a.e. x ∈ Ω.
Indeed, let cel2 be the constant in (2.7). Suppose that ε
α−1|F ε(t)| ≥ cel2 . We remark that
(H1), (5.3) and (5.12) imply in particular that
det(∇εy
ε(t)) > 0 a.e. in Ω.
Therefore, by (2.3) there holds
|E˜ε(t)| ≤
c3
εα−1
(
Wel(Id+ε
α−1F ε(t))+1
)
≤ c3
(Wel(Id+ εα−1F ε(t))
εα−1
+
1
cel2
|F ε(t)|
)
. (5.31)
Consider now the case where εα−1|F ε(t)| < cel2 . Then, by (2.7) there holds
DWel(Id+ ε
α−1F ε(t)) ≤ εα−1(2RC + 1)|F
ε(t)|,
which in turn implies
|E˜ε(t)| ≤ C|F ε(t)|(|Id| + |εα−1F ε(t)|) ≤ C|F ε(t)|. (5.32)
Collecting (5.31) and (5.32), we obtain (5.30).
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By (5.12), (5.28) and (5.30), for every measurable Λ ⊂ Ω, the following estimate holds
true:ˆ
Λ
|E˜ε(t)| dx ≤ k1
ˆ
Λ
(Wel(Id+ εα−1F ε(t))
εα−1
+ k2|F
ε(t)|
)
≤ C(|Λ|
1
2 + εα−1), (5.33)
for every ε and for all t ∈ [0, T ]. By (5.16) there holds alsoˆ
Λ
|Eε(t)| dx ≤ C(|Λ|
1
2 + εα−1), (5.34)
for every ε and for all t ∈ [0, T ].
Let now γ ∈ (0, α− 2) be the positive constant in the definition of the maps θε. Let Oε(t)
be the set given by
Oε(t) := {x ∈ Ω : ε
α−1−γ |F ε(t, x)| ≤ cel2},
and let χε(t) : Ω→ {0, 1} be the map
χε(t, x) =
{
1 if x ∈ Oε(t),
0 otherwise.
By Chebychev inequality and (5.28) we deduce
L3(Ω \Oε(t)) ≤ Cε
2(α−1−γ), (5.35)
for every ε and for all t ∈ [0, T ]. By combining (5.33) and (5.35) we conclude that
‖(1− χε(t))E˜
ε(t)‖L1(Ω;M3×3) ≤ Cε
α−1−γ for every t ∈ [0, T ]. (5.36)
By (5.34) the previous estimate implies also
‖(1− χε(t))E
ε(t)‖L1(Ω;M3×3) ≤ Cε
α−1−γ for every t ∈ [0, T ]. (5.37)
On the other hand (2.7) yields the following estimate on the sets Oε(t):
|χε(t)E˜
ε(t)| ≤ (2RC + 1)|F
ε(t)||Id+ εα−1F ε(t)| ≤ C(1 + cel2ε
γ)|F ε(t)|,
which in turn, by (5.28), implies
‖χε(t)E˜
ε(t)‖L2(Ω;M3×3) ≤ C (5.38)
for every ε and for all t ∈ [0, T ].
By (4.6), (5.16), (5.37) and (5.38), and since Eε(t) is symmetric by Remark 4.5, to prove
(5.14) it is enough to show that there exists a constant C such that∥∥∥ 1
εα−1
∇φ˙ε(t, zε(t))(∇φε)−1(t, zε(t))
∥∥∥
L∞(Ω;M3×3)
≤ Cℓε (5.39)
and ∥∥∥ 1
εα−1
sym
(
∇φ˙ε(t, zε(t))(∇φε)−1(t, zε(t))
)∥∥∥
L2(Ω;M3×3)
≤ C (5.40)
for every ε and for all t ∈ [0, T ]. By (4.17), there holds
1
εα−1
∇φ˙ε(t, zε(t)) =
(
∇′u˙0(t, (zε)′(t))− θε
( zε3(t)
ε
)
(∇′)2v˙0(t, (zε)′(t)) 0
0 0
)
+
1
ε
(
0 −θ˙ε
( zε3(t)
ε
)
∇′v˙0(t, (zε)′(t))
(∇′v˙0(t, (zε)′(t)))T 0
)
. (5.41)
Estimate (5.39) follows directly by (4.3), (4.5), (4.7), and (4.18). To prove (5.40), we first
provide an estimate for the L2 norm of the maps 1
ε
zε3(t). To this purpose, let v
ε(t) be defined
as in (4.34). It is easy to see that
vε(t) =
1
εα−2
ˆ 1
2
− 1
2
yε3(t) dx3 and ∇
′vε(t) =
1
εα−2
ˆ 1
2
− 1
2
∇′yε3(t) dx3
for every ε and for all t ∈ [0, T ]. By (5.1), arguing as in the proof of Theorem 3.1,
vε(t) = v0(t) H1 - a.e. on γd.
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By (5.17) and (5.19), we have
‖∇′vε(t)‖L2(ω;R2) ≤ C
for every ε and t ∈ [0, T ]. Hence, by Poincare´ inequality we deduce
‖vε(t)− v0(t)‖L2(ω) ≤ C‖∇
′vε(t)−∇′v0(t)‖L2(ω;R2) ≤ C,
which in turn, by the smoothness of v0, yields
‖vε(t)‖L2(ω) ≤ C for every ε and for all t ∈ [0, T ].
By (5.17), (5.19) and Poincare´-Wirtinger inequality, we deduce∥∥∥yε3(t)
ε
− x3 − ε
α−3vε(t)
∥∥∥
L2(Ω)
≤ C
∥∥∥∂3yε3(t)
ε
− 1
∥∥∥
L2(Ω)
≤ Cεα−2 (5.42)
for every t ∈ [0, T ], which implies∥∥∥yε3(t)
ε
∥∥∥
L2(Ω)
≤ C for every ε and t ∈ [0, T ]. (5.43)
On the other hand,
zε(t) = ϕε(t, yε(t)) a.e. in Ω, (5.44)
hence by (4.12),
zε3(t)
ε
=
yε3(t)
ε
− εα−3v0(t, (ϕε)′(t, yε(t))). (5.45)
Therefore (4.2) and (5.43) yield∥∥∥θε(zε3(t)
ε
)∥∥∥
L2(Ω)
≤
∥∥∥zε3(t)
ε
∥∥∥
L2(Ω)
≤ C for every ε and t ∈ [0, T ]. (5.46)
By Lemma 4.10, we deduce∥∥∥1− θ˙ε(zε3(t)
ε
)∥∥∥
L2(Ω)
≤
2
ℓε
for every ε and t ∈ [0, T ]. (5.47)
Collecting (4.7), (5.41), (5.46) and (5.47), we deduce that there exists a constant C such
that ∥∥∥ 1
εα−1
sym∇φ˙ε(t, zε(t))
∥∥∥
L2(Ω;M3×3)
≤ C
for every ε and for all t ∈ [0, T ]. Therefore, to prove (5.40), it remains only to study the
quantity
1
εα−1
sym
(
∇φ˙ε(t, zε(t))
(
(∇φε)−1(t, zε(t)) − Id
))
.
By (4.18),
‖(∇φε(t))−1 − Id‖L∞(Ω;M3×3) ≤ C for every ε and t ∈ [0, T ].
By (5.46), the first term in the right hand side of (5.41) is uniformly bounded in L2(Ω;M3×3).
Therefore, it remains to show that
1
ε
(
0 −θ˙ε
( zε3(t)
ε
)
∇′v˙0(t, (zε)′(t))
(∇′v˙0(t, (zε)′(t)))T 0
)(
(∇φε)−1(t, zε(t))− Id
)
(5.48)
is uniformly bounded in L2(Ω;M3×3).
By (4.5) and by the smoothness of v0, there holds∥∥∥1
ε
(
0 −θ˙ε
( zε3(t)
ε
)
∇′v˙0(t, (zε)′(t))
(∇′v˙0(t, (zε)′(t)))T 0
)∥∥∥
L∞(Ω;M3×3)
≤
C
ε
(5.49)
for every t ∈ [0, T ]. On the other hand,
(∇φε)−1(t, zε(t)) = ∇ϕε(t, yε(t)) a.e. in Ω. (5.50)
Property (4.20) yields the estimate
‖∇ϕε3(t, y
ε(t))− e3‖L∞(Ω;R3) ≤ Cε
α−2 (5.51)
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for every t ∈ [0, T ], whereas by (4.5), (4.15) and (4.18)
‖∇ϕεi (t, y
ε(t))− ei‖L2(Ω;R3) ≤ Cε
α−1
∥∥∥θε(ϕε3(t, yε(t))
ε
)∥∥∥
L2(ω)
+ Cεα−2,
hence by (5.44) and (5.46) we obtain
‖∇ϕεi (t, y
ε(t)) − ei‖L2(Ω;R3) ≤ Cε
α−2. (5.52)
By combining (5.49)–(5.52), we deduce∥∥∥1
ε
(
0 −θ˙ε
( zε3(t)
ε
)
∇′v˙0(t, (zε)′(t))
(∇′v˙0(t, (zε)′(t)))T 0
)(
(∇φε)−1(t, zε(t))− Id
)∥∥∥
L2(Ω;M3×3)
≤ Cεα−3 (5.53)
for every ε and t ∈ [0, T ], therefore the quantity in (5.48) is uniformly bounded in L2(Ω;M3×3),
and the proof of (5.40) is complete. By (5.36)–(5.40), since all estimates are uniform both
in ε and t, we deduce (5.14), which in turn yields (5.13).
Step 2: Reduced Stability
Owing to the a priori bounds (5.2) and (5.13), we can apply the generalized version of Helly’s
Selection Principle in [29, Theorem A.1]. To show it, take Z := L2(Ω;M3×3) endowed with
the weak topology of L2, and set
Dε(z1, z2) :=
1
εα−1
ˆ
Ω
D(Id+ εα−1z1, Id+ ε
α−1z2) dx
and
D∞(z1, z2) :=
ˆ
Ω
H(z2 − z1) dx
for every z1, z2 ∈ L
2(Ω;M3×3). Hypotheses (A.1) and (A.2) of [29, Theorem A.1] are satisfied
by (2.13)–(3.28). Hypothesis (A.3) follows by adapting [31, Lemmas 3.4 and 3.5], whereas
condition (A.4) follows directly by (5.2) and (5.13). Hence, by [29, Theorem A.1], there holds
pε(t)⇀ p(t) weakly in L2(Ω;M3×3) for every t ∈ [0, T ],
DHD (p; 0, t) ≤ lim inf
ε→0
1
εα−1
D(P ε; 0, t) for every t ∈ [0, T ].
(5.54)
Moreover, by (4.30), p(0) = p˚.
Let now t ∈ [0, T ] be fixed. By (5.1), (5.17), (5.19) and Poincare´ inequality, up to subse-
quences there holds
yε(t)→
( x′
0
)
strongly in W 1,2(Ω;R3). (5.55)
Arguing as in the proof of Theorem 3.2 and owing to (5.2), we deduce the existence of a pair
(u∗(t), v∗(t)) ∈ W 1,2(ω;R2) ×W 2,2(ω) such that (u∗(t), v∗(t), p(t)) ∈ A(u0(t), v0(t)) and a
sequence εj → 0 such that
uεj (t) ⇀ u∗(t) weakly in W 1,2(ω;R2), (5.56)
vεj (t)→ v∗(t) strongly in W 1,2(ω). (5.57)
In particular, by (4.28) and (4.29) we have u∗(0) = u˚ and v∗(0) = v˚. By (5.27) up to
extracting a further subsequence, there exists a map G∗(t) ∈ L2(Ω;M3×3) such that
Gεj (t) ⇀ G∗(t) weakly in L2(Ω;M3×3) (5.58)
and the 2× 2 submatrix (G∗)′(t) satisfies
(G∗)′(t, x) = G∗0(t, x
′)− x3(∇
′)2v∗(t, x′) for a.e. x ∈ Ω, (5.59)
where
symG∗0(t) = sym∇
′u∗(t). (5.60)
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We shall show that the triple (u∗(t), v∗(t), p(t)) satisfies the reduced stability condi-
tion (qs1rα). By Lemma 3.3, it is enough to prove the inequality for triples (uˆ, vˆ, pˆ) ∈
A(u0(t), v0(t)) such that
u˜ := uˆ− u∗(t) ∈ C∞c (ω ∪ γn;R
2),
v˜ := vˆ − v∗(t) ∈ C∞c (ω ∪ γn),
p˜ := pˆ− p∗(t) ∈ C∞c (Ω;M
3×3
D ).
By Theorem 4.11 there exists a sequence (yˆεj , Pˆ εj ) ∈ Aεj (φ
εj (t)) satisfyingˆ
Ω
Q2(sym Gˆ
′ − pˆ′) dx+
ˆ
Ω
B(pˆ) dx
−
ˆ
Ω
Q2(sym (G
∗)′(t)− p′(t)) dx−
ˆ
Ω
B(p(t)) dx +
ˆ
Ω
HD(pˆ− p(t)) dx
≥ lim sup
εj→0
{ 1
εj2α−2
ˆ
Ω
Wel(∇εj yˆ
εj (Pˆ εj )−1) dx +
1
εj2α−2
ˆ
Ω
Whard(Pˆ
εj ) dx
−
1
εj2α−2
ˆ
Ω
Wel(∇εjy
εj (t)(P εj )−1(t)) dx−
1
εj2α−2
ˆ
Ω
Whard(P
εj (t)) dx
+
1
εjα−1
ˆ
Ω
D(P εj (t), Pˆ εj ) dx
}
where
Gˆ′(x′, x3) := Gˆ0(x
′)− x3(∇
′)2vˆ(x′) a.e. in Ω,
and
sym Gˆ0 = sym∇
′uˆ.
Inequality (qs1rα) follows now by the ε-stability (qs1) of (y
ε(t), P ε(t)).
By strict convexity of the quadratic form Q2, an adaptation of [7, Theorem 3.8] yields
that, once p(t) is identified, there exist unique u(t) ∈ W 1,2(ω;R2) and v(t) ∈ W 2,2(ω)
such that (qs1rα) holds at time t. This implies that u
∗(t) = u(t), v∗(t) = v(t) for every
t ∈ [0, T ] and both (5.56) and (5.57) hold for the whole sequences uε(t) and vε(t) and for
every t ∈ [0, T ]. Moreover, by (5.58)–(5.60) we have
sym (G∗)
′
(t) = sym∇′u(t)− x3(∇
′)2v(t)
and
sym(Gε)′(t) ⇀ sym∇′u(t)− x3(∇
′)2v(t) weakly in L2(Ω;M3×3) for every t ∈ [0, T ].
Step 3: Convergence of the scaled stress
In this step we shall show that for every t ∈ [0, T ] there exists a subsequence εj, possibly
depending on t, such that
χεj (t)E
εj (t) ⇀ E∗(t) weakly in L2(Ω;M3×3), (5.61)
where
E∗(t) = C(G∗(t)− p(t)). (5.62)
To this purpose, for t ∈ [0, T ] fixed, let εj → 0 be such that (5.58) holds and let F
εj (t)
be the map defined in (5.20). By (5.2), (5.23) and (5.58) we deduce
‖εα−1Gεj (t)(wεj (t)− pεj (t))‖L2(Ω;M3×3) ≤ C for every εj .
On the other hand, by (5.2), (5.25), and (5.58), there holds
εα−1Gεj (t)(wεj (t)− pεj (t))→ 0 strongly in L1(Ω;M3×3). (5.63)
Hence, we conclude that
εα−1Gεj (t)(wεj (t)− pεj (t)) ⇀ 0 weakly in L2(Ω;M3×3). (5.64)
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Collecting (5.20), (5.26), (5.54), (5.58) and (5.64) we obtain
F εj (t)⇀ G∗(t)− p(t) weakly in L2(Ω;M3×3). (5.65)
By (5.35) we deduce that χεj (t)→ 1 boundedly in measure, therefore by (5.65) there holds
χεj (t)F
εj (t) ⇀ G∗(t)− p(t) weakly in L2(Ω;M3×3).
Now, estimate (5.33) implies that the sequence (E˜εj (t)) is uniformly bounded in L1(Ω;M3×3)
and is equiintegrable, hence by Dunford-Pettis Theorem, up to extracting a further subse-
quence, there exists E∗(t) ∈ L1(Ω;M3×3sym) such that
E˜εj (t)⇀ E∗(t) weakly in L1(Ω;M3×3).
Using a Taylor expansion argument in Oε(t), and arguing as in [34, Proof of Theorem 3.1,
Step 3] we deduce
χεj (t)E˜
εj (t)⇀ C(G∗(t)− p(t)) weakly in L2(Ω;M3×3sym).
By (5.16) and (5.19), the sequence (Rε(t)) converges boundedly in measure to the identity,
hence the previous convergence implies in particular (5.61) and (5.62).
Step 4: Characterization of the limit stress
In this step we shall show that
E∗(t) = C2(sym∇
′u(t)− x3(∇
′)2v(t)− p′(t)) := E(t) for every t ∈ [0, T ]. (5.66)
This, in turn, will imply that all convergence properties established in the previous step hold
for the entire sequences and for every t ∈ [0, T ].
We first remark that, choosing P˜ = P ε(t) in (qs1) there holdsˆ
Ω
Wel(∇εy
ε(t)(P ε)−1(t)) dx ≤
ˆ
Ω
Wel(∇εy˜(P
ε)−1(t)) dx, (5.67)
for every y˜ ∈W 1,2(Ω;R3) such that y˜ = φε(t, (x′, εx3)) H
2 - a.e. on Γd.
Let η ∈W 1,∞(R3;R3)∩C∞(R3;R3) be such that η◦φε(t, (x′, εx3)) = 0 H
2 - a.e. on Γd.
Then, in particular, we can consider in (5.67) inner variations of the form yε+λη ◦yε, where
λ ∈ R. By the growth hypothesis (2.3) and by the minimality condition (5.67), an adaptation
of [4, Theorem 2.4] shows that yε(t) satisfies the following Euler-Lagrange equation:ˆ
Ω
DWel(∇εy
ε(t)(P ε)−1(t))(∇εy
ε(t)(P ε)−1(t))T : ∇η(yε(t)) dx = 0 (5.68)
for every t ∈ [0, T ] and for every η ∈W 1,∞(R3;R3)∩C∞(R3;R3) such that η◦φε(t, (x′, εx3)) =
0 H2 - a.e. on Γd. Hence, ˆ
Ω
Eε(t) : ∇η(yε(t)) dx = 0 (5.69)
for every t ∈ [0, T ] and for every η ∈W 1,∞(R3;R3)∩C∞(R3;R3) such that η◦φε(t, (x′, εx3)) =
0 H2 - a.e. on Γd.
Now, fix t ∈ [0, T ] and let εj be the sequence selected in the previous step. Let η ∈
W 1,∞(R3;R3) ∩ C∞(R3;R3) be such that η = 0 H2 - a.e. on Γd. We consider the maps
ηεj (t) ∈ W 1,∞(R3,R3) ∩ C∞(R3;R3) defined as
ηεj (t) := εjη
(
ϕ
εj
1 (t), ϕ
εj
2 (t),
1
εj
ϕ
εj
3 (t)
)
.
It is clear that ηεj (t) ◦ φεj (t, (x′, εjx3)) = 0 H
2 - a.e. on Γd, hence we can use η
εj (t) as a
test function in (5.69) and we obtainˆ
Ω
Eεj (t) : ∇ηεj (yεj (t)) dx = 0 (5.70)
for every j.
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Now, set ξεj (x) =
(
ϕ
εj
1 (t, x), ϕ
εj
2 (t, x),
1
εj
ϕ
εj
3 (t, x)
)
for every x ∈ R3. We can rewrite (5.70)
as ∑
i=1,2,3
εj
ˆ
Ω
Eεj (t)ei ·
∑
k=1,2
∂kη(ξ
εj (yεj (t)))∂iξ
εj
k (y
εj (t)) dx
+εj
∑
i=1,2
ˆ
Ω
Eεj (t)ei · ∂3η(ξ
εj (yεj (t)))∂iξ
εj
3 (y
εj (t)) dx
+εj
ˆ
Ω
Eεj (t)e3 · ∂3η(ξ
εj (yεj (t)))∂3ξ
εj
3 (y
εj (t)) dx = 0. (5.71)
Since η ∈ W 1,∞(R3,R3) and Eεj (t) is uniformly bounded in L1(Ω;M3×3) by (5.34), estimate
(4.18) yields that the term in the first row of (5.71) converges to zero. By (4.20), the term
in the second row of (5.71) can be bounded as follows:∣∣∣εj ∑
i=1,2
ˆ
Ω
Eεj (t)ei · ∂3η(ξ
εj (yεj (t)))∂iξ
εj
3 (y
εj (t)) dx
∣∣∣ ≤ Cεα−2j ‖Eεj (t)ei‖L1(Ω;R3)
and hence converges to zero due to (5.34). By (4.20), there holds∣∣∣εj ˆ
Ω
Eεj (t)e3 · ∂3η(ξ
εj (yεj (t)))∂3ξ
εj
3 (y
εj (t)) dx−
ˆ
Ω
Eεj (t)e3 · ∂3η(ξ
εj (yεj (t))) dx
∣∣∣
≤ Cεj
α−2‖Eεj (t)e3‖L1(Ω;R3).
which converges to zero, owing to (5.34). Therefore, (5.71) yields
lim
εj→0
ˆ
Ω
Eεj (t)e3 · ∂3η(ξ
εj (yεj (t))) dx = 0. (5.72)
By (4.6), (4.13) and (5.55) we deduce
ξ
εj
k (y
εj (t))→ xk strongly in L
2(Ω) for k = 1, 2.
Since α > 3, by (4.14) and (5.42) we have ξ
εj
3 (y
εj (t))→ x3 strongly in L
2(Ω). Hence, by the
regularity of η,
∂3η(ξ
εj (yεj (t)))→ ∂3η(t, x) a.e. in Ω as εj → 0.
By the dominated convergence theorem and by combining (4.6), (5.37), (5.61) and (5.72),
we conclude that ˆ
Ω
E∗(t)e3 · ∂3η(t) dx = 0,
for every η ∈ W 1,∞(R3;R3) ∩ C∞(R3;R3) such that η = 0 H2 - a.e. on Γd. Hence,
E∗(t)e3 = 0 a.e. in Ω. (5.73)
By combining (3.6), (5.62) and (5.73) we deduce (5.66). Moreover, by (3.6)
symG∗(t)− p(t) = A(sym∇′u(t)− x3(∇
′)2v(t)− p′(t)), for every t ∈ [0, T ]. (5.74)
Step 5: Reduced energy balance
To complete the proof of the theorem it remains to show that the triple (u(t), v(t), p(t))
satisfiesˆ
Ω
Q2
(
sym∇′u(t)− x3(∇
′)2v(t)− p′(t)
)
dx+
ˆ
Ω
B(p(t)) dx +D(p; 0, t)
≤
ˆ
Ω
Q2
(
sym∇′u(0)− x3(∇
′)2v(0)− p′(0)
)
dx+
ˆ
Ω
B(p(0)) dx
+
ˆ t
0
ˆ
Ω
C2(sym∇
′u(s)− x3(∇
′)2v(s)− p′(s)) :
(
∇u˙0(s)− x3(∇
′)2v˙0(s) 0
0 0
)
dx ds.
(5.75)
Once (5.75) is proved, the opposite inequality in (qs2rα) follows by adapting of [7, Theorem
4.7].
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We claim that, to prove (5.75) it is enough to show that
1
εα−1
sym
(
∇φ˙ε(t, zε(t))(∇φε)−1(t, zε(t))
)
→ sym
(
∇′u˙0(t)− x3(∇
′)2v˙0(t) 0
0 0
)
(5.76)
strongly in L2(Ω;M3×3), for all t ∈ [0, T ]. Indeed, if (5.76) holds, by (4.6), (5.37), (5.39),
(5.61) and (5.66), one has
1
εα−1
ˆ
Ω
Eε(s) : ∇φ˙ε(s, zε(s))(∇φε)−1(s, zε(s)) dx→
ˆ
Ω
E(s) : sym
(
∇′u˙0(s)− x3(∇
′)2v˙0(s) 0
0 0
)
dx,
for every s ∈ [0, t]. Hence, by (5.14) and the dominated convergence theorem we deduce
1
εα−1
ˆ t
0
ˆ
Ω
Eε(s) : ∇φ˙ε(s, zε(s))(∇φε)−1(s, zε(s)) dx ds
→
ˆ t
0
ˆ
Ω
E(s) : sym
(
∇u˙0(s)− x3∇
2v˙0(s) 0
0 0
)
dx ds. (5.77)
On the other hand, by Theorem 3.2 there holdsˆ
Ω
Q2
(
sym∇′u(t)− x3(∇
′)2v(t) − p′(t)
)
dx+
ˆ
Ω
B(p(t)) dx
≤ lim inf
ε→0
1
ε2α−2
Fε(t, z
ε(t), P ε(t)).
Therefore, once (5.76) is proved, by (5.54) and (5.77), passing to the liminf in the ε energy
balance (qs2), inequality (5.75) follows by (4.31).
To prove (5.76), we first study some properties of the maps zε(t). By (4.11) and (5.44)
there holds
zεi (t) = y
ε
i (t)− ε
α−1u0i (t, (ϕ
ε)′(t, yε(t))) + εα−1θε
(ϕε3(t, yε(t))
ε
)
∂iv
0(t, (ϕε)′(t, yε(t)))
for every t ∈ [0, T ], i = 1, 2. Hence, by (4.3), (4.6) and (5.55) we deduce
zεi (t)→ xi strongly in L
2(Ω) for every t ∈ [0, T ], i = 1, 2. (5.78)
Moreover, by (5.45) we have∥∥∥zε3(t)
ε
− x3 − ε
α−3v(t) + εα−3v0(t)
∥∥∥
L2(Ω)
≤
∥∥∥yε3(t)
ε
− x3 − ε
α−3vε(t)
∥∥∥
L2(Ω)
+εα−3‖vε(t)− v(t)‖L2(Ω) + ε
α−3‖v0(t)− v0(t, (ϕε)′(t, yε(t)))‖L2(Ω).
Hence, by (4.13), (4.34), (5.42) and (5.55),∥∥∥zε3(t)
ε
− x3 − ε
α−3v(t) + εα−3v0(t)
∥∥∥
L2(Ω)
→ 0 (5.79)
for every t ∈ [0, T ]. In particular, by Lemma 4.10,
θε
(zε3(t)
ε
)
→ x3 strongly in L
2(Ω). (5.80)
Arguing as in the proof of (5.40), we perform the decomposition
1
εα−1
sym
(
∇φ˙ε(t, zε(t))(∇φε)−1(t, zε(t))
)
=
1
εα−1
sym
(
∇φ˙ε(t, zε(t))
)
+
1
εα−1
sym
(
∇φ˙ε(t, zε(t))
(
(∇φε)−1(t, zε(t))− Id
))
. (5.81)
By (4.7), (5.41), (5.47), (5.78) and (5.80), we obtain
1
εα−1
sym
(
∇φ˙ε(t, zε(t))
)
→ sym
(
∇u˙0(t)− x3∇
2v˙0(t) 0
0 0
)
(5.82)
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strongly in L2(Ω;M3×3). To study the second term in the right-hand side of (5.81), we
remark that by (5.41) and (5.53), there holds∥∥∥ 1
εα−1
sym
(
∇φ˙ε(t, zε(t))(∇φε)−1(t)(zε(t))− Id)
)∥∥∥
L2(Ω;M3×3)
≤ C
(
1 +
∥∥∥θε(zε3(t)
ε
)∥∥∥
L2(Ω)
)
‖(∇φε(t))−1(zε(t))− Id‖L∞(Ω;M3×3) + Cε
α−3.
On the other hand, (4.7), (4.19), (4.20) and (5.50) yield
‖(∇φε(t))−1(zε(t))− Id‖L∞(Ω;M3×3) ≤ Cε
α−1ℓε.
Hence, by (4.6) and (5.80) we have
1
εα−1
sym
(
∇φ˙ε(t, zε(t))(∇φε)−1(t, zε(t)) − Id)
)
→ 0 (5.83)
strongly in L2(Ω;M3×3). By combining (5.82) and (5.83) we obtain (5.76). This completes
the proof of the theorem. 
We give only a sketch of the proof of Theorem 4.9 in the case α = 3, as it follows closely
that of Theorem 4.9 for α > 3.
Proof of Theorem 4.9 in the case α = 3.
Steps 0–3
Steps 0–3 follow as a straightforward adaptation of the corresponding steps in the case α > 3,
where now (5.7) holds with
M(t, x) := sym
(
∇′u0(t, x′)− x3(∇
′)2v0(t, x′) 0
0 0
)
+
1
2
( ∇′v0(t, x′)⊗∇′v0(t, x′) 0
0 |∇′v0(t, x′)|2
)
for every x ∈ Ω and for all t ∈ [0, T ]. The only relevant difference is that we can not conclude
that u(t) and v(t) are uniquely determined once p(t) is identified. Hence, now all convergence
properties hold on t-dependent subsequences.
Step 4: Characterization of the limit stress
Arguing exactly as in Step 4 of the proof of Theorem 4.9 for α > 3, we obtainˆ
Ω
E(t, x)e3 · ∂3η(t, (x
′, x3 + v(t, x
′)− v0(t, x′))) dx = 0 (5.84)
for every η ∈ W 1,∞(R3;R3) ∩ C∞(R3;R3) such that η = 0 H2 - a.e. on Γd. We consider
a sequence (wk) ⊂ C
∞
c (ω) that converges to v(t) − v
0(t) strongly in L2(ω). We take as
test functions in (5.84) the maps ηk(x) := η(x
′, x3 − wk(x
′)), where η ∈ W 1,∞(R3,R3) ∩
C∞(R3;R3) and η = 0 H2 - a.e. on Γd. We haveˆ
Ω
E(t, x)e3 · ∂3η(t, (x
′, x3 + v(t, x
′)− v0(t, x′)− wk(x
′))) dx = 0 for every k.
Passing to the limit as k → +∞ in the previous equation, by the dominated convergence
theorem we deduce ˆ
Ω
E(t)e3 · ∂3η dx = 0
for every η ∈ W 1,∞(R3,R3) ∩ C∞(R3;R3) such that η = 0 H2 - a.e. on Γd, which implies
E(t)e3 = 0 a.e. in Ω. Hence, (3.6) yields
E(t) = C2(e(t)),
and
symG(t)− p(t) = A(sym∇′u(t) + 12∇
′v(t)⊗∇′v(t)− x3(∇
′)2v(t)− p′(t)). (5.85)
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Step 5: Reduced energy balance
Arguing as in Step 5 of the case α > 3, to prove (qs2r3) it is enough to show thatˆ
Ω
Q2(e3(t)) dx +
ˆ
Ω
B(p(t)) dx +DHD (p; 0, t)
≤
ˆ
Ω
Q2(e3(0)) dx+
ˆ
Ω
B(p(0)) dx
+
ˆ t
0
ˆ
Ω
C2(e3(s)) :
(
∇u˙0(s) +∇′v(s)⊗∇′v˙0(s)− x3(∇
′)2v˙0(s) 0
0 0
)
dx ds,
(5.86)
where t 7→ e3(t) is the map defined in (4.25). Indeed, once (5.86) is proved, (qs2r3) follows
by adapting [7, Theorem 4.7] according to Remark 4.7. To prove (5.86), we argue as in [3,
Lemma 5.1] and we set
Θε(t) :=
1
ε2
ˆ
Ω
Eε(t) : ∇φ˙ε(t, zε(t))(∇φε)−1(t, zε(t)) dx,
Θ(t) := lim sup
ε→0
Θε(t)
for every t ∈ [0, T ]. By (5.14) (which is still true for α = 3), Θ(t) ∈ L1([0, T ]) and by Fatou’s
lemma there holds
lim sup
ε→0
ˆ t
0
Θε(s) ds ≤
ˆ t
0
Θ(s) ds. (5.87)
Now, by Theorem 3.2 we know thatˆ
Ω
Q2(e(t)) dx +
ˆ
Ω
B(p(t)) dx ≤ lim inf
ε→0
1
ε2α−2
Fε(t, zε(t), P ε(t)).
By (qs2), (4.31), (5.54) and (5.87) we deduce
ˆ
Ω
Q2(e(t)) dx +
ˆ
Ω
B(p(t)) dx +DHD (p; 0, t) ≤
ˆ
Ω
Q2(e(0)) dx +
ˆ
Ω
B(p(0)) dx +
ˆ t
0
Θ(s) ds.
Hence, to prove (5.86) it is enough to show that
Θ(t) =
ˆ
Ω
E(t) :
(
∇u˙0(t) +∇′v(t) ⊗∇′v˙0(t)− x3(∇
′)2v˙0(t) 0
0 0
)
dx (5.88)
for a.e. t ∈ [0, T ].
To this purpose, fix t ∈ [0, T ] and let εj → 0 be such that
Θ(t) = lim
εj→0
Θεj (t).
Up to extracting a further subsequence, we may assume that εj is the same subsequence we
selected in the previous steps. We claim that
1
ε2j
sym
(
∇ ˙φεj (t, zεj(t))(∇φεj )−1(t, zεj (t))
)
→ sym
( ∇′u˙0(t) +∇′v˙0(t)⊗∇′v0(t)− (x3 + v(t)− v0(t))(∇′)2v˙0(t) 0
0 d
dt
|∇′v0(t)|2
2
)
(5.89)
strongly in L2(Ω;M3×3). To prove the claim, we perform the decomposition (5.81). Now,
arguing as in the proof of (5.82), and using (5.79) and Lemma 4.10 we obtain
1
ε2j
sym(∇ ˙φεj (t, zεj (t)))→ sym
( ∇′u˙0(t)− (x3 + v(t) − v0(t))(∇′)2v˙0(t) 0
0 0
)
(5.90)
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strongly in L2(Ω;M3×3). To study the second term in the right-hand side of (5.81), we
remark that by (4.7), (4.19), (4.20) and (5.50), one has∥∥∥(∇φεj )−1(t, zεj (t))− Id∥∥∥
L∞(Ω;M3×3)
≤ Cε2jℓεj .
By (5.46), there holds∥∥∥( ∇′u˙0(t, (zεj )′(t))− θεj ( zεj3 (t)εj )(∇′)2v˙0(t, (zεj )′(t)) 0
0 0
)(
(∇φεj )−1(t, zεj (t))− Id
)∥∥∥
L2(Ω;M3×3)
≤ Cε2j ℓεj , (5.91)
which tends to zero due to (4.6).
By (5.41), it remains only to study the asymptotic behaviour of
1
εj
(
0 −θ˙εj
( zεj
3
(t)
εj
)
∇′v˙0(t, (zεj )′(t))
(∇′v˙0(t, (zεj )′(t)))T 0
)(
(∇φεj )−1(t, zεj (t))− Id
)
.
By (5.50), this is the same as studying the quantity
1
εj
(
0 −θ˙εj
( zεj
3
(t)
εj
)
∇′v˙0(t, (zεj )′(t))
(∇′v˙0(t, (zεj )′(t)))T 0
)(
∇ϕεj (t, yεj (t))− Id
)
.
We claim that
1
εj
(
∇ϕεj (t, yεj (t))− Id
)
→
( 0 ∇′v0(t)
−(∇′v0(t))T 0
)
(5.92)
strongly in L2(Ω;M3×3). Indeed, by (4.15) and (4.18) and the smoothness of u0 and v0,∥∥∥ 1
εj
(
∇(ϕεj )′(t, yεj (t)) −
(
1 0 0
0 1 0
))
− (0|∇′v0(t))
∥∥∥
L2(Ω;M2×3)
≤ Cεj
∥∥∥θεj(ϕεj3 (t, yεj (t))
εj
)∥∥∥
L2(Ω)
+
∥∥∥θ˙εj(ϕεj3 (t, yεj (t))
εj
)
∇′v0(t, (ϕε)′(t, yεj (t)))⊗ (∇ϕ
εj
3 (t, y
εj (t))− e3)
∥∥∥
L2(Ω;M2×3)
+
∥∥∥θ˙εj(ϕεj3 (t, yεj (t))
εj
)
∇′v0(t, (ϕε)′(t, yεj (t)))−∇′v0(t)
∥∥∥
L2(Ω;R2)
+ Cεj .
By (4.2), (4.12), and (5.43)(which can be proved arguing exactly as in Step 1 of the case
α > 3), we deduce∥∥∥θεj(ϕεj3 (t, yεj (t))
εj
)∥∥∥
L2(Ω)
≤
∥∥∥ϕεj3 (t, yεj (t))
εj
∥∥∥
L2(Ω)
≤ C
(∥∥∥yεj3 (t)
εj
∥∥∥
L2(Ω)
+‖v0‖L∞(ω;R2)
)
≤ C.
(5.93)
On the other hand, by (4.5) and (4.20)∥∥∥θ˙εj(ϕεj3 (t, yεj (t))
εj
)
∇′v0(t, (ϕε)′(t, yεj (t))) ⊗ (∇ϕ
εj
3 (t, y
εj (t)) − e3)
∥∥∥
L2(Ω;M2×3)
≤ C‖∇ϕ
εj
3 (t, y
εj (t))− e3‖L∞(Ω;R3) ≤ Cεj .
Finally, by (5.93) and Lemma 4.10∥∥∥θ˙εj(ϕεj3 (t, yεj (t))
εj
)
∇′v0(t, (ϕε)′(t, yεj (t))) −∇′v0(t)
∥∥∥
L2(Ω;R2)
≤ C
∥∥∥θ˙εj(ϕεj3 (t, yεj (t))
εj
)
− 1
∥∥∥
L2(Ω)
+ ‖∇′v0(t, (ϕε)′(t, yεj (t)))−∇′v0(t)‖L2(ω;R2)
≤
C
ℓεj
+ ‖∇′v0(t, (ϕε)′(t, yεj (t))) −∇′v0(t)‖L2(ω;R2)
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which converges to zero owing to (4.6), (4.13), (4.14), (5.55) (which can be proved arguing
exactly as in Step 2 of the case α > 3) and the dominated convergence theorem. By collecting
the previous remarks, we obtain∥∥∥ 1
εj
(
∇(ϕεj )′(t, yεj (t))−
(
1 0 0
0 1 0
))
− (0|∇′v0(t))
∥∥∥
L2(Ω;M3×3)
→ 0.
On the other hand, by (4.16) there holds∥∥∥∇ϕεj3 (t, yεj (t)) − e3
εj
+
( ∇′v0
0
)∥∥∥
L2(Ω;R3)
≤ C
∥∥∥∇(ϕεj )′(t)− ( 1 0 0
0 1 0
)∥∥∥
L∞(Ω;M2×3)
+‖∇′v0(t, (ϕεj )′(t, yεj (t))) −∇′v0(t)‖L2(Ω;R2)
which tends to zero owing to (4.6), (4.13), (4.14), (4.19), (5.55) and the dominated conver-
gence theorem. Therefore, the proof of claim (5.92) is completed.
Now, by (5.55), (5.92) and the dominated convergence theorem we conclude that
1
εj
(
0 −θ˙εj
( zεj
3
(t)
εj
)
∇′v˙0(t, (zεj )′(t))
(∇′v˙0(t, (zεj )′(t)))T 0
)(
∇ϕεj (t, yεj (t))− Id
)
→
( ∇′v˙0(t)⊗∇′v0(t) 0
0 d
dt
|∇′v0(t)|2
2
)
(5.94)
strongly in L2(Ω;M3×3). By combining (5.90), (5.91) and (5.94) we deduce (5.89). Now,
by (3.8), (4.6), (5.37), (5.39), (5.61) (which still hold true for α = 3), (5.85) and (5.89) we
obtain
Θ(t) =
ˆ
Ω
E(t) :
(
∇′u˙0(t) +∇′v˙0(t)⊗∇′v0(t)− (x3 + v(t)− v
0(t))(∇′)2v˙0(t) 0
0 0
)
dx.
(5.95)
On the other hand,
sym(∇′v˙0(t)⊗∇′v0(t)− (v(t)− v0(t))(∇′)2v˙0(t))
= −sym∇′
(
(v(t) − v0(t))∇′v˙0(t)
)
+ sym
(
∇′v(t)⊗∇′v˙0(t)
)
and ˆ
Ω
C2E(t) : ∇
′
(
(v(t) − v0(t))∇′v˙0(t)
)
dx = 0 (5.96)
by Remark 4.8. By combining (5.95) and (5.96), the proof of (5.88) and of the theorem is
complete. 
To conclude this section we show some corollaries of Theorem 4.9. We first prove that
under the hypotheses of the theorem we can deduce convergence of the elastic energy and
of the hardening functional. More precisely, the following result holds true.
Corollary 5.1. Under the assumptions of Theorem 4.9, for α > 3 for every t ∈ [0, T ],
setting yε(t) := φε(t, zε(t)) there holds
lim
ε→0
1
ε2α−2
ˆ
Ω
Wel(∇εy
ε(t)(P ε)−1(t)) dx =
ˆ
Ω
Q2(sym∇
′u(t)− x3(∇
′)2v(t)− p′(t)) dx,
and
lim
ε→0
1
ε2α−2
ˆ
Ω
Whard(P
ε(t)) dx =
ˆ
Ω
B(p(t)) dx. (5.97)
The analogous result holds true for α = 3 on the t-dependent subsequence εj → 0 selected in
Theorem 4.9.
Proof. The result follows by combining the liminf inequalities in Theorem 3.2, the ε-energy
balance (qs2) and the reduced energy balance (qs1rα). 
In particular, we can deduce strong convergence of the sequence of scaled plastic strains
by the convergence of the energies.
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Corollary 5.2. Under the hypotheses of Theorem 4.9, for α > 3 there holds
pε(t)→ p(t) strongly in L2(Ω;M3×3) (5.98)
for every t ∈ [0, T ]. The analogous result holds true for α = 3 on the t-dependent subsequence
εj → 0 selected in Theorem 4.9.
Proof. Fix δ > 0 and let ch(δ) be the constant in (2.9). By (2.9) there holds
Whard(Id+ F ) ≥ B(F )− Cδ|F |
2 for every F ∈M3×3, |F | < ch(δ). (5.99)
Fix t ∈ [0, T ] and for every ε consider the set
Sε(t) :=
{
x ∈ Ω : |pε(t, x)| <
ch(δ)
ε
}
.
Denoting by µε(t) the characteristic function of the set Sε(t), by (4.32) and Chebychev
inequality,
µε(t)→ 1 boundedly in measure as ε→ 0. (5.100)
and thus
µε(t)p
ε(t) ⇀ p(t) weakly in L2(Ω;M3×3). (5.101)
We remark that in the set Sε(t) we have ε
α−1|pε(t)| < εα−2ch(δ). Hence, by (5.99) for ε
small enough there holds
1
ε2α−2
Whard(P
ε(t)) ≥
1
ε2α−2
µε(t)Whard(P
ε(t)) ≥ µε(t)
(
B(pε(t))− Cδ|pε(t)|2
)
.
In particular, by (4.32), (5.97) and the lower semicontinuity of B with respect to weak L2
convergence, we haveˆ
Ω
B(p(t)) dx = lim
ε→0
1
ε2α−2
ˆ
Ω
Whard(P
ε(t)) dx ≥ lim sup
ε→0
1
ε2α−2
ˆ
Ω
µε(t)Whard(P
ε(t)) dx
≥ lim sup
ε→0
ˆ
Ω
µε(t)B(p
ε(t)) dx − Cδ ≥ lim inf
ε→0
ˆ
Ω
µε(t)B(p
ε(t)) dx − Cδ ≥
ˆ
Ω
B(p(t)) dx − Cδ.
Since δ is arbitrary, we obtain
lim
ε→0
ˆ
Ω
µε(t)B(p
ε(t)) dx =
ˆ
Ω
B(p(t)) dx (5.102)
and by (5.97)
lim
ε→0
1
ε2α−2
ˆ
Ω
(1 − µε(t))Whard(P
ε(t)) dx = 0. (5.103)
By (2.8) and (5.103) we deduce
lim
ε→0
ˆ
Ω
(1 − µε(t))|p
ε(t)|2 dx ≤
2
c6
lim
ε→0
1
ε2α−2
ˆ
Ω
(1− µε(t))Whard(P
ε(t)) dx = 0. (5.104)
Hence, by (2.12) there holdsˆ
Ω
|pε(t)− p(t)|2 dx =
ˆ
Ω
µε(t)|p
ε(t)− p(t)|2 dx+
ˆ
Ω
(1 − µε(t))|p
ε(t)− p(t)|2 dx
≤
2
c6
ˆ
Ω
µε(t)B(p
ε(t)− p(t)) dx+ 2
ˆ
Ω
(1− µε(t))(|p
ε(t)|2 + |p(t)|2) dx.
(5.105)
Recalling the quadratic structure of B, the first term in the second row of (5.105) can be
decomposed as
2
c6
ˆ
Ω
µε(t)B(p
ε(t)− p(t)) dx =
2
c6
ˆ
Ω
µε(t)B(p
ε(t)) dx +
2
c6
ˆ
Ω
µε(t)B(p(t)) dx
−
4
c6
ˆ
Ω
µε(t)Bp
ε(t) : p(t) dx
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and tends to zero due to (5.100)–(5.102). On the other hand, by (5.100) and (5.104)ˆ
Ω
(1− µε(t))(|p
ε(t)|2 + |p(t)|2) dx→ 0.
By combining the previous results, we deduce (5.98). 
Convergence of the energy implies also strong convergence of the in-plane displacements.
More precisely, the following result holds true.
Corollary 5.3. Under the assumptions of Theorem 4.9, for α > 3, for every t ∈ [0, T ] there
holds
uε(t)→ u(t) strongly in W 1,2(ω;R2). (5.106)
The same result holds true for α = 3, on the t-dependent subsequence εj → 0 selected in
Theorem 4.9.
Proof. We prove the corollary for α > 3. The case where α = 3 follows by simple adaptations.
Fix t ∈ [0, T ] and let F ε(t) be the map defined in (5.20). Fix δ > 0 and consider the set
Uε(t) :=
{
x ∈ Ω : |F ε(t, x)| <
cel(δ)
ε
}
,
where cel(δ) is the constant in (2.2). In particular, in the set Uε(t) there holds ε
α−1|F ε(t)| ≤
εα−2cel(δ). Hence, denoting by µε(t) the characteristic function of Uε(t), by (H3), (2.2) and
(5.21), we have
1
ε2α−2
Wel(∇εy
ε(t)(P ε)−1(t)) =
1
ε2α−2
Wel(Id+ ε
α−1F ε(t)) ≥ µε(t)Q(F
ε(t)) − µε(t)Cδ|F
ε(t)|2.
By Chebychev inequality and (5.28),
µε(t)→ 1 boundedly in measure, (5.107)
whereas by (5.65) and (5.74),
µε(t)symF
ε(t) ⇀ A(sym∇′u(t)− x3(∇
′)2v(t)− p′(t)) weakly in L2(Ω;M3×3). (5.108)
Arguing as in the proof of (5.102) we obtain
lim
ε→0
ˆ
Ω
µε(t)Q(F
ε(t)) dx =
ˆ
Ω
Q2(sym∇
′u(t)− x3(∇
′)2v(t) − p′(t)) dx (5.109)
and
lim
ε→0
1
ε2α−2
ˆ
Ω
(1− µε(t))Wel(Id+ ε
α−1F ε(t)) dx = 0.
By (H4), this implies that
lim
ε→0
1
ε2α−2
ˆ
Ω
(1 − µε(t))dist
2(Id+ εα−1F ε(t), SO(3)) dx→ 0. (5.110)
On the other hand, (2.5) and (3.8) yieldˆ
Ω
∣∣µε(t)symF ε(t)− A(∇′u(t)− x3(∇′)2v(t) − p′(t))∣∣2 dx
≤
1
rC
ˆ
Ω
Q
(
µε(t)symF
ε(t)− A
(
∇′u(t)− x3(∇
′)2v(t) − p′(t)
))
dx
=
1
rC
ˆ
Ω
Q(µε(t)F
ε(t)) dx +
1
rC
ˆ
Ω
Q2(∇
′u(t)− x3(∇
′)2v(t)− p′(t)) dx
−
2
rC
ˆ
Ω
µε(t)C2F
ε(t) : (∇′u(t)− x3(∇
′)2v(t) − p′(t)) dx.
Hence, by (5.108) and (5.109)
µε(t)symF
ε(t)→ A(∇′u(t)− x3(∇
′)2v(t) − p′(t)) strongly in L2(Ω;M3×3). (5.111)
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Moreover,
1
εα−1
µε(t)dist(Id+ ε
α−1F ε(t), SO(3))
= µε(t)|symF
ε(t)|+ µε(t)O(ε
α−1|F ε(t)|2)→ |A(∇′u(t)− x3(∇
′)2v(t)− p′(t))|
(5.112)
strongly in L2(Ω). By combining (5.110) and (5.112) we deduce
1
εα−1
dist(Id+ εα−1F ε(t), SO(3))→ |A(∇′u(t)− x3(∇
′)2v(t)− p′(t))|
strongly in L2(Ω). In particular, the sequence 1
ε2α−2
dist2(Id + εα−1F ε(t), SO(3)) is equi-
integrable.
Now, recalling that by (5.20) there holds
Id+ εα−1F ε(t) = (Id+ εα−1Gε(t))(Id + εα−1pε(t))−1,
by (2.10) and (5.3) for every R ∈ SO(3) we deduce
1
ε2α−2
|Id+ εα−1Gε(t)−R|2 =
1
ε2α−2
|(Id+ εα−1F ε(t))(Id+ εα−1pε(t))−R|2
≤
c2k
ε2α−2
|Id+ εα−1F ε(t)−R|2 + |pε(t)|2,
which in turn implies
1
ε2α−2
dist2(Id+ εα−1Gε(t), SO(3)) ≤
c2k
ε2α−2
dist2(Id+ εα−1F ε(t), SO(3)) + |pε(t)|2.
Hence, by (5.98) 1
ε2α−2
dist2(Id + εα−1Gε(t), SO(3)) is equi-integrable. Arguing as in [16,
Section 7.2, Proof of Theorem 2] we obtain the equi-integrability of |Gε(t)|2.
We claim that also |F ε(t)|2 is equi-integrable. Indeed, by (5.20), there holds
|F ε(t)|2 ≤ C(|Gε(t)|2 + |wε(t)|2 + |pε(t)|2 + ε2α−2|Gε(t)wε(t)|2 + ε2α−2|Gε(t)pε(t)|2).
Now, by (5.2), (5.3) and (5.22), we have
|wε(t)|2 ≤ c2Kε
2α−2|pε(t)|4 ≤ C|pε(t)|2.
Hence, by (5.98) the maps |wε(t)|2 are equi-integrable. Moreover, by (5.2) there holds
ε2α−2|Gε(t)pε(t)|2 ≤ C|Gε(t)|2
and by (5.23)
ε2α−2|Gε(t)wε(t)|2 ≤ C|Gε(t)|2.
Therefore, the equi-integrability of |F ε(t)|2 follows from the equi-integrability of |Gε(t)|2.
By (5.111), this implies that
symF ε(t)→ A(∇′u(t)− x3(∇
′)2v(t)− p′(t))
strongly in L2(Ω;M3×3). On the other hand, by (5.24) and (5.63),
wε(t)− εα−1Gε(t)(pε(t)− wε(t))→ 0
strongly in L1(Ω;M3×3). Therefore, by (5.20) and (5.98) we obtain
symGε(t)→ A(∇′u(t)− x3(∇
′)2v(t) − p′(t)) + p(t) strongly in L1(Ω;M3×3).
By the equi-integrability of |Gε(t)|2, it follows that
symGε(t)→ A(∇′u(t)− x3(∇
′)2v(t)− p′(t)) + p(t) strongly in L2(Ω;M3×3).
The conclusion follows then arguing as in [16, Section 7.2, Proof of Theorem 2]. 
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6. Convergence of approximate minimizers
Theorems 4.9 is actually only a convergence result. Indeed, under our assumptions the ex-
istence of an ε-quasistatic evolution according to Definition 4.3 is not guaranteed. Howewer,
following the same approach as in [31, Theorem 2.3], we can extend our convergence result
to sequences of approximate discrete-time ε-quasistatic evolutions. More precisely, setting
Aε := {(z, P ) ∈W
1,2(Ω;R3)× L2(Ω;SL(3)) :
z = (x′, εx3) H
2 - a.e. on Γd and P (x) ∈ K a.e. in Ω},
we give the following definition.
Definition 6.1. Given a sequence of time-partitions
{0 = t0ε < t
1
ε < · · · t
Nε
ε = T },
with time-steps
τε := max
i=1,···Nε
(tiε − t
i−1
ε )→ 0 as ε→ 0, (6.1)
and a sequence of positive parameters δε → 0, we call {(z
i
ε, P
i
ε)} a sequence of approximate
minimizers if, for every ε > 0, (z0ε , P
0
ε ) ∈ Aε, and (z
i
ε, P
i
ε) ∈ Aε satisfies
Fε(t
i
ε, z
i
ε, P
i
ε) + ε
α−1
ˆ
Ω
D(P i−1ε , P
i
ε) dx
≤ ε2α−2δε(t
i
ε − t
i−1
ε ) + inf
(z,P )∈Aε
{
Fε(t
i
ε, z, P ) + ε
α−1
ˆ
Ω
D(P i−1ε , P ) dx
}
(6.2)
for every i = 1, · · · , Nε.
Our final result is to show that every sequence of approximate minimizers converges, as
ε→ 0, to a reduced quasistatic evolution.
Theorem 6.2. Let α ≥ 3. Assume that t 7→ u0(t) belongs to C1([0, T ];W 1,∞(R2;R2) ∩
C1(R2;R2)) and t 7→ v0(t) belongs to C1([0, T ];W 2,∞(R2)∩C2(R2)), respectively. For every
t ∈ [0, T ], let φε(t) be defined as in (4.10) and let (˚u, v˚, p˚) ∈ A(u0(0), v0(0)) be such that
ˆ
Ω
Q2(sym∇
′u˚− x3(∇
′)2v˚ + Lα2 ∇
′v˚ ⊗∇′v˚ − p˚′) dx +
ˆ
Ω
B(p˚) dx
≤
ˆ
ω
Q2(∇
′uˆ− x3(∇
′)2vˆ + Lα2 ∇
′vˆ ⊗∇′vˆ − pˆ′) dx′ +
ˆ
Ω
B(pˆ) dx+
ˆ
Ω
HD(pˆ− p˚) dx,
(6.3)
for every (uˆ, vˆ, pˆ) ∈ A(u0(0), v0(0)). Given a sequence of time-partitions
{0 = t0ε < t
1
ε < · · · t
Nε
ε = T },
with time-steps
τε := max
i=1,···Nε
(tiε − t
i−1
ε )→ 0 as ε→ 0,
and a sequence of positive parameters δε → 0, assume there exists a sequence of pairs
(yε0, P
ε
0 ) ∈ Aε(φ
ε(0)) such that
I(yε0, P
ε
0 ) ≤ I(yˆ, Pˆ ) + ε
α−1
ˆ
Ω
D(P ε0 , Pˆ ) dx + δετεε
2α−2, (6.4)
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for every (yˆ, Pˆ ) ∈ Aε(φ
ε(0)), and
uε0 :=
1
εα−1
ˆ 1
2
− 1
2
(
(yε0)
′ − x′
)
dx3 → u˚ strongly in W
1,2(ω;R2), (6.5)
vε0 :=
1
εα−2
ˆ 1
2
− 1
2
(yε0)3 dx3 → v˚ strongly in W
1,2(ω), (6.6)
pε0 :=
P ε0 − Id
εα−1
→ p˚ strongly in L2(Ω;M3×3D ), (6.7)
lim
ε→0
1
ε2α−2
I(yε0, P
ε
0 ) =
ˆ
Ω
Q2(sym∇
′u˚− x3(∇
′)2v˚ + Lα2 ∇
′v˚ ⊗∇′v˚ − p˚′) dx
+
ˆ
Ω
B(p˚) dx. (6.8)
Let (ziε, P
i
ε) be a sequence of approximate minimizers and let (z
ε(t), P
ε
(t)) be the corre-
sponding right-continuous, piecewise constant interpolants on the time partitions. Let φ
ε
(t)
be the associated interpolant of t 7→ φε(t). Then, for every t ∈ [0, T ]
pε(t) :=
P
ε
(t)− Id
εα−1
⇀ p(t) weakly in L2(Ω;M3×3).
Moreover, for α > 3, for every t ∈ [0, T ] the following convergence properties hold true:
uε(t) :=
1
εα−1
ˆ 1
2
− 1
2
(
(φ
ε
)′(t, zε(t)) − x′
)
dx3 ⇀ u(t) weakly in W
1,2(ω;R2),
vε(t) :=
1
εα−2
ˆ 1
2
− 1
2
φ
ε
3(t, z
ε(t)) dx3 → v(t) strongly in W
1,2(ω),
where t 7→ (u(t), v(t), p(t)) is a reduced quasistatic evolution.
For α = 3, up to extracting a t-dependent subsequence εj → 0, there holds
uεj (t) :=
1
εα−1j
ˆ 1
2
− 1
2
(
(φ
εj
)′(t, zεj (t))− x′
)
dx3 ⇀ u(t) weakly in W
1,2(ω;R2),
vεj (t) :=
1
εα−2j
ˆ 1
2
− 1
2
φ
εj
3 (t, z
εj (t)) dx3 → v(t) strongly in W
1,2(ω),
where t 7→ (u(t), v(t), p(t)) is a reduced quasistatic evolution.
Remark 6.3. The set of admissible data (˚u, v˚, p˚) for Theorem 6.2 is nonempty.
Indeed, for every ε > 0 let (yε0, P
ε
0 ) ∈ Aε(φ
ε(0)) be such that
I(yε0, P
ε
0 )+ε
α−1
ˆ
Ω
D(Id, P ε0 ) dx ≤ inf
(yˆ,Pˆ )∈Aε(φε(0))
{
I(yˆ, Pˆ )+εα−1
ˆ
Ω
D(Id, Pˆ ) dx
}
+δετεε
2α−2.
Since by (2.15)
D(Id, Pˆ ) ≤ D(Id, P ε0 ) +D(P
ε
0 , Pˆ ),
we deduce that (yε0, P
ε
0 ) fulfills (6.4). By the regularity of ∂ω, the set γd coincides H
1 -
a.e. with its closure in the relative topology of ∂ω, which in turn is a closed (nontrivial)
interval in ∂ω. Hence, by [10, Theorem 5.1], choosing pε,0 = p0 = 0 for every ε > 0, and
sε = δετεε
2α−2, we infer the existence of a triple (˚u, v˚, p˚) ∈ A(u0(0), v0(0)) such that (6.3)
is satisfied and (6.5)–(6.8) hold true.
Proof of Theorem 6.2. The proof follows along the general lines of the proof of Theorems
4.9. We sketch the main steps in the case α > 3. The case α = 3 follows by straightforward
adaptations.
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Quasi-stability condition
By (2.15) the piecewise constant interpolants fullfill
Fε(t, z
ε(t), P
ε
(t)) ≤ Fε(t, zˆ, Pˆ ) + ε
α−1
ˆ
Ω
D(P
ε
(t), Pˆ ) dx+ δετεε
2α−2 (6.9)
for every (zˆ, Pˆ ) ∈ Aε. The previous inequality will play the role of the ε-stability condition
(qs1).
Discrete energy inequality
To adapt the proof of Theorem 4.9 we shall need an analogous of condition (qs2). To this
purpose, we notice that, by (6.2) the following discrete energy inequality holds true
Fε(t
i
ε, z
i
ε, P
i
ε) + ε
α−1
ˆ
Ω
D(P i−1ε , P
i
ε) dx ≤ ε
2α−2δε(t
i
ε − t
i−1
ε ) + Fε(t
i
ε, z
i−1
ε , P
i−1
ε )
= ε2α−2δε(t
i
ε − t
i−1
ε ) + Fε(t
i−1
ε , z
i−1
ε , P
i−1
ε ) +
ˆ tiε
t
i−1
ε
∂sFε(s, z
i−1
ε , P
i−1
ε ) ds
= ε2α−2δε(t
i
ε − t
i−1
ε ) + Fε(t
i−1
ε , z
i−1
ε , P
i−1
ε )
+ε2α−2
ˆ tiε
t
i−1
ε
ˆ
Ω
DWel
(
∇φε(s, zi−1ε )∇εz
i−1
ε (P
i−1
ε )
−1
)
: ∇φ˙ε(s, zi−1ε )∇εz
i−1
ε (P
i−1
ε )
−1 dx ds
= ε2α−2δε(t
i
ε − t
i−1
ε ) + Fε(t
i−1
ε , z
i−1
ε , P
i−1
ε )
+εα−1
ˆ tiε
t
i−1
ε
ˆ
Ω
Ei−1ε (s) : ∇φ˙
ε(s, zi−1ε )(∇φ
ε)−1(s, zi−1ε ) dx ds,
where
Ei−1ε (s) :=
1
εα−1
DWel
(
∇φε(s, zi−1ε )∇εz
i−1
ε (P
i−1
ε )
−1
)(
∇φε(s, zi−1ε )∇εz
i−1
ε (P
i−1
ε )
−1
)T
for every s ∈ [ti−1ε , t
i
ε].
By iterating the discrete energy inequality, recalling that P
ε
(t) is locally constant, we
obtain
Fε(t, z
ε(t), P
ε
(t)) + εα−1D(P
ε
; 0, t)
≤ ε2α−2δεT + Fε(0, z
ε
0, P
ε
0 ) + ε
α−1
ˆ t
0
ˆ
Ω
E
ε
(s) : ∇φ˙ε(s, zε(s))(∇φε)−1(s, zε(s)) dx ds,
(6.10)
where zε0 := ϕ
ε(0, yε0) and
E
ε
(s) :=
1
εα−1
DWel
(
∇φε(s, zε(s))∇εz
ε(s)(P
ε
)−1(s)
)(
∇φε(s, zε(s))∇εz
ε(s)(P
ε
)−1(s)
)T
for every s ∈ [0, t].
Proof of the reduced stability condition and energy balance
The reduced stability condition can be deduced as in Step 2 of the proof of Theorem 4.9.
Moreover, arguing as in the proof of Theorem 4.9 one can show that E
ε
(t) converges in the
sense of (5.37) and (5.61) to a limit stress E(t) such that
E(t) = C(G(t) − p(t)).
The crucial step to deduce the reduced energy balance is to show that E(t)e3 = 0 a.e. in Ω,
that is,
E(t) = C2(G
′(t)− p′(t)). (6.11)
The main difference with respect to Theorem 4.9 is that in this case we can not deduce this
condition starting from the three-dimensional Euler-Lagrange equations because (6.10) does
not imply (5.68).
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To cope with this problem, set yε(t) = φ
ε
(t, zε(t)) for every t ∈ [0, T ]. Let η ∈ W 1,∞(R3;R3)∩
C∞(R3;R3) be such that η = 0 H2 - a.e. on Γd. We consider variations of the form
yˆ = yε(t) + τεε
α−1ηε ◦ yε,
where ηε is the test function considered in Step 4 of the proof of Theorem 4.9. By (6.9),
taking Pˆ = P
ε
(t), we deduce
−δε ≤
1
εα−1
ˆ
Ω
Wel
((
Id+ τεε
α−1∇ηε(yε(t))
)
∇εy
ε(t)(P
ε
)−1(t)
)
−Wel(∇εy
ε(t)(P
ε
)−1(t))
τεεα−1
dx
=
1
εα−1
ˆ
Ω
ˆ 1
0
d
ds
Wel
((
Id+ sτεε
α−1∇ηε(yε(t))
)
∇εy
ε(t)(P
ε
)−1(t)
)
τεεα−1
ds dx
=
ˆ
Ω
Φε(t) : ∇ηε(yε(t)) dx,
where
Φε(t) :=
1
εα−1
ˆ 1
0
DWel
((
Id+ sτεε
α−1∇ηε(yε(t))
)
∇εy
ε(t)(P
ε
)−1(t)
)
(∇εy
ε(t)(P
ε
)−1(t))T ds.
Since P
ε
(t) ∈ L2(Ω;SL(3)), det P
ε
(t) = 1 a.e. in Ω. Moreover, by (H1) and (6.9) we
deduce that det ∇εy
ε(t) > 0 a.e. in Ω. On the other hand, since ‖∇ηε‖L∞(Ω;M3×3) ≤ C for
every ε (see Step 4 of the proof of Theorem 4.9 and (4.18)), by (6.1),
det (Id+ sτεε
α−1∇ηε(yε(t))) > 0 for every s ∈ [0, 1],
for ε small enough. Hence, by combining (2.3) and (2.4) we deduce that Φε(t) is well defined
for ε small enough.
Now, there holds
lim inf
ε→0
{ˆ
Ω
Φε(t) : ∇ηε(yε(t)) dx
}
≥ 0. (6.12)
We claim that
lim
ε→0
ˆ
Ω
Φε(t) : ∇ηε(yε(t)) dx =
ˆ
Ω
E(t)e3 : ∂3η dx. (6.13)
We note that, once (6.13) is proved, from (6.12) it follows thatˆ
Ω
E(t)e3 : ∂3η dx ≥ 0
for every η ∈ W 1,∞(R3;R3)∩C∞(R3;R3) such that η = 0 H2 - a.e. on Γd, hence the proof
of (6.11) is complete.
To prove (6.13), it is enough to consider the sets
Oε(t) := {x : ε
α−1−γ |F
ε
(t)| < 1},
where the maps F
ε
(t) are the piecewise constant interpolants of the maps F ε(t) defined in
(5.20). Arguing as in the proof of (5.36) and (5.61), one can show that, denoting by χε(t)
the characteristic function of the set Oε(t), there holds
||(1− χε(t))Φ
ε(t)||L1(Ω;M3×3) ≤ Cε
α−1
and
χε(t)Φ
ε(t) ⇀ E(t) weakly in L2(Ω;M3×3).
Claim (6.13) follows now arguing as in Step 4 of the proof of Theorem 4.9. 
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