Abstract-This paper addresses the estimation of the code-phase (pseudorange) and the carrier-phase of the direct signal received from a direct-sequence spread-spectrum satellite transmitter. The signal is received by an antenna array in a scenario with interference and multipath propagation. These two effects are generally the limiting error sources in most high-precision positioning applications. A new estimator of the code-and carrier-phases is derived by using a simplified signal model and the maximum likelihood (ML) principle. The simplified model consists essentially of gathering all signals, except for the direct one, in a component with unknown spatial correlation. The estimator exploits the knowledge of the direction-of-arrival of the direct signal and is much simpler than other estimators derived under more detailed signal models. Moreover, we present an iterative algorithm, that is adequate for a practical implementation and explores an interesting link between the ML estimator and a hybrid beamformer. The mean squared error and bias of the new estimator are computed for a number of scenarios and compared with those of other methods. The presented estimator and the hybrid beamforming outperform the existing techniques of comparable complexity and attains, in many situations, the Cramér-Rao lower bound of the problem at hand.
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G. Seco-Granados is with the Electrical Engineering Department, European Space Agency (ESA), 2200 AG Noordwijk, The Netherlands (e-mail: gonzalo@ieee.org). new system named GALILEO will be operational in the next few years. All GNSS share the same operating principle: The receiver position is computed based on the distances between the receiving antenna and a set of satellites, and the receiver determines these distances by measuring the propagation time of the signals transmitted by the satellites. This propagation time can be obtained from the delay (referred to as pseudorange or code-phase) of the complex envelope and from the carrier-phase [1] . The surprising evolution of GNSS applications has led to stringent requirements for GNSS receivers, particularly in regard to their accuracy. Augmentations such as differential operation help to reduce or eliminate many sources of errors (e.g. common-mode atmospheric, orbit-, and satellite-induced errors), but multipath remains the dominant error source in most high-precision applications and is the limiting factor in achieving the ultimate GNSS accuracy [2] . Due to the operating principle of the GNSS, only the direct signal [which is also called the line-of-sight signal (LOSS)] bears useful information about the distance between the receiver and the satellite. Significant research and development efforts have been devoted to the mitigation of multipath effects, and a number of techniques have been proposed so far. They may be classified according to a variety of criteria, e.g., real-time versus post-processing techniques and multiple versus single antenna techniques. GNSS are also subject to external interferers, which have to be cancelled in the receiver in order to make GNSS adequate for many safety-critical applications, such as aircraft automatic guidance and landing systems. Several methods can be used to mitigate narrowband interferences in single-antenna receivers, which are usually based on a linear interpolator-subtracter structure [3] . However, in general, single-antenna methods cannot combat wideband interferences.
Errors in the pseudorange and carrier-phase measurements produced by the multipath propagation have been studied in [4] - [7] , among others. Only reflections correlated with the direct signal, which are usually referred to as coherent multipath, cause these errors; this is the type of reflections considered in this paper. Their main characteristic is that their relative delays with respect to the LOSS are on the order of or smaller than the inverse of the signal bandwidth. For instance, in a GPS receiver employing a delay locked loop (DLL), which is the synchronization method used in the vast majority of GNSS receivers, the multipath components may bias the pseudoranges in several tens or even a hundred of meters, and at the same time, they hamper the ambiguity resolution process needed for carrierphase ranging. The bias in the carrier phases may reach some 1053-587X/20.00 © 2005 IEEE centimeters (with the favorable assumption of perfect ambiguity resolution, which is not likely the case in a multipath scenario). The most widespread multipath-mitigation techniques are those based on modifications of the conventional DLL, which are realtime signal processing methods. Some of these techniques are the Narrow Correlator DLL [7] , the Multipath Estimating DLL (MEDLL) [8] , the Pulse Aperture Correlator (PAC) (patented by NovAtel Inc.), and the Edge Correlator and (Enhanced) Strobe Correlator [9] , [10] (patented by Ashtech Inc.). These singlesensor techniques are able to discriminate the LOSS from the reflections only in the temporal domain, and hence, their performance is still limited for many precise applications. A number of post-processing techniques for multipath mitigation have also been proposed [6] . Since most of these techniques require data recording for several minutes or hours, they do not work in real-time and are restricted to a small number of applications.
On the other hand, spatial filtering is probably the most effective approach to combat both interference and multipath. Unlike in communication systems, the potential benefits of antenna arrays in navigation systems have not been investigated thoroughly. The use of antenna arrays in GNSS has been centered on interference mitigation; see, for example, [11] - [15] . In these works, the array processor operates directly with the received signals, and conventional array processing techniques, such as the minimum-variance or the power-inversion beamformers, are applied. Combating the multipath propagation with antenna arrays is a much more powerful but also involved approach, and it has hardly been studied in the context of GNSS. Some works in this direction are [16] - [19] . One of the major difficulties in employing an antenna array in a multipath environment is that conventional array processing techniques completely fail because of the high degree of coherence existing between the LOSS and the reflections. The maximum likelihood (ML) approach has been used for synchronization in communications (see, e.g., [20] for single-antenna and [21] and [22] for multiple-antenna systems) but never exploiting the particularities of GNSS.
The goal of this paper is to present real-time (not post-or data-processing) array processing techniques that can be implemented in a GNSS receiver in order to mitigate the effects of interferences and any kind of multipath. 1 The ML estimator of the pseudorange and the carrier-phase derived from a simplified model of the received signals is proposed and analyzed. The equivalence with a hybrid beamformer is shown, which leads to an iterative algorithm.
II. SIGNAL MODEL
This section presents the formulation of the signals received by the antenna array and justifies the simplified model on which the rest of the paper is based.
A. Description of the Received Signals
Let us consider that an arbitrary -antenna array receives the signal transmitted by a given GNSS satellite. Assume also that, besides the LOSS, reflections of the GNSS signal impinge 1 In the GNSS literature, it is normal to differentiate between specular (a few reflections produced by smooth surfaces) and diffuse (a large number of weaker reflections) multipath. on the array. Then, the complex baseband representation of the signal received at the array is the vector 2 (1) where is the sampling period, and are the spatial signature and the time-delay of the th component, and models the thermal noise and all other interference. The subscript 0 stands for the LOSS. Hence, , when expressed in length units, is the pseudorange, and the phases of the elements of are the carrier-phase observables at each antenna. The underlying analog signal represents the contribution of one the signals transmitted by a GNSS satellite; it is considered to be a DirectSequence Spread-Spectrum (DS-SS) signal since all present and planned navigation systems use this modulation format [1] , [23] . Therefore, the signal can be expressed as (2) where is the spreading waveform or pseudo-noise code possibly after some kind of preprocessing. The sequence of symbols forms the navigation message of the satellite, essentially bearing ephemerides information. The symbol period comprises chips, each of duration , i.e., . Note that is not necessarily equal to the signal transmitted by the satellite since in general, the signals can be preprocessed in the receiver before applying any array processing algorithm. In our case, the need for this preprocessing arises from the fact that the received GNSS signals are well below the noise floor. If the array processor operated directly on the received signals, it would not be possible to infer any spatial information about the reflected replicas. That is to say, the array would be insensitive to the direct and reflected signals, and it would be able to cancel only powerful interferences, as in [12] - [15] , because the contribution to the spatial correlation matrix would be dominated by the noise and interference. Since our overall objective is to use the spatial dimension to cancel both multipath components and interference, some kind of preprocessing that increases the signal-to-noise ratio (SNR) of the LOSS, and its reflections, is mandatory. When dealing with DS-SS signals, the standard approach to attain this purpose is to perform the despreading (i.e., simply to correlate the received signal with a local replica of the pseudo-noise code). In any case, the advantage of the techniques proposed in the following section is that they are independent of the particular way is obtained. An assumption needed by the techniques proposed in this paper is that is known. This assumption does not represent any limitation because of the following.
• The underlaying shaping pulse in (i.e., ) is known at the receiver (it is a design parameter of the system).
• The techniques can be applied to portions of that span one symbol interval, and in this case, the knowledge of the transmitted symbol is not needed.
• Only when the observed portion of spans more than one symbol interval, the symbol transitions need to be known. Even this situation is not a handicap since GNSS transmits training sequences [1] , which can be used, for instance, to adapt the weights of the hybrid beamformer presented in Section V. The key issue in GNSS and in this paper is accurate synchronization and not data detection, which usually is not a problem in GNSS, even in the presence of strong interference and without using training sequences, if appropriate techniques are employed (e.g., [3] , [11] - [15] ). This is also facilitated by the large redundancy present in the system: The same parts of the message are transmitted at different time periods and by different satellites. The standard "narrowband assumption" used in many array signal processing problems has been made in writing (1) . This is well justified because the bandwidth of the GNSS signals is on the order of few megahertz, and the carrier frequency is between 1 and 2 GHz.
B. Simplified Signal Model
A number of techniques that estimate the unknown parameters of the detailed (as opposed to simplified) signal model in (1) have been developed. Many of them assume that the spatial signatures are parameterized by the corresponding directions-of-arrival (DOA), as in [24] and [25] . While these methods may exploit the full space-time structure of the signals, they involve the optimization of multidimensional nonlinear cost functions. Only a few cases that resort to particular array configurations allow a closed-form estimation of the delays and DOAs, e.g., [25] . To obtain simpler criteria, most methods presume that the noise is spatially white, which makes them incapable of mitigating directional interferences. The large computational load of the previous techniques can be alleviated by using an unstructured parameterization of the spatial signatures, which are modeled as arbitrary deterministic vectors, as in [18] and [21] .
The large complexity of all the methods enumerated above, which are based on the model (1), is mainly due to the fact that an important effort is devoted to estimating certain parameters that are not of interest in a GNSS receiver, such as the DOAs and/or the time-delays of the reflections. This justifies the search of a simpler technique allowing us to estimate only the relevant parameters. Such a technique should, however, be capable of using the diversity introduced by the antenna array in order to discriminate the signals in the spatial dimension. The proposed technique will be based on the use of a simplified signal model.
A particularity of the GNSS systems is that the receiver has accurate estimates of its own position as well as that of the satellite. Therefore, assuming that the antenna array is calibrated, it is possible to know the spatial signature of the LOSS up to a scaling factor, since the DOA of the direct signal can be computed beforehand. We will consider that the following relation holds: (3) where is the known steering vector of the LOSS, and is an unknown complex amplitude. This is a rather common assumption in many GPS-related papers [11] - [14] , [19] . The attitude of the antenna array is also needed for the computation of , and this information is available in many applications, as in the static receivers present in the large number of differential reference stations. In a dynamic environment, it usually requires the use of an attitude sensor or data from the navigation unit. Even in this case, in aeronautical applications, the attitude is mostly available. Furthermore, even in very adverse multipath scenarios, the inaccuracies of the satellite and receiver positions, which are at most on the order of a few hundred meters, result in negligible errors in the calculation of the DOA of the LOSS because the distance between the receiver and the satellite is larger than 20 000 km.
Another justification for the simplified signal model comes from the comparison of the two Cramér-Rao bounds (CRBs) for the LOSS time-delay estimate obtained under the detailed signal model (1) when is known and when it is unknown. Fig. 1 contains one particular example of these CRBs (the scenario parameters are described in Section VI-A together with the figure caption), but the conclusions are general. Both CRBs are very close to each other and are indistinguishable in most cases. This implies that the knowledge of does not provide essential information for the detailed signal model and does not allow us to improve significantly the performance of the ML estimator for that model. Moreover, that ML estimator would not result in a computational efficient implementation. Therefore, instead of using the a priori knowledge of together with the detailed signal model, it is preferred to exploit this additional information in order to simplify the signal model itself, that is to say, to use a simple model (and hence simple estimators) that would be unfeasible without the knowledge of .
In the simplified signal model, the actual received signal (1) is expressed as the addition of only two terms (4) together with the assumption in (3) and being known. The first term is the LOSS contribution, and the second one is an equivalent noise that includes the contribution of all the undesired signals, i.e., reflections, interferences, and thermal noise.
This model is appropriate for our goals because only the desired parameters, that is, and , remain explicitly. This fact provides additional support for separating the contribution of the direct signal from that of the rest of the signals.
Vector is modeled as a complex, circularly-symmetric, zero-mean Gaussian process that has an unknown and arbitrary spatial correlation matrix : 3 (5) For simplicity, the process is assumed to be temporally white.
Matrix is intended to model the directional or spatial characteristics of both interference and multipath components. Indeed, it is the fact that the correlation matrix is unknown and has to be estimated that will make the estimator capable of using the diversity introduced by the antenna array to discriminate the signals in the spatial dimension, despite the approximate modeling of . The simplification of the signal model comes clearly at the expense of a certain mismatch between the model and the actual received signals because the previous assumptions about the equivalent noise need not be satisfied in a real scenario. For instance, the zero-mean assumption of (or, equivalently, the assumption that signal and noise terms are uncorrelated) is violated when contains the contribution of (coherent) reflections. However, this mismatch also has some positive effects on the performance of the estimators, as further discussed in Section VI-C. The Gaussian hypothesis for the equivalent noise is of interest because it allows an analytical treatment of the ML estimator and easily captures in the spatial structure of the multipath and interference.
All in all, the use of the simplified signal model is justified by the fact that it allows derivation of simple estimators, whose performance is excellent, as shown in Section VI. Indeed, the same idea has been applied successfully to synchronization in mobile communication systems with multiuser interference (see, e.g., [22] , [26] , and [27] ) and to Doppler and DOA estimation in radar systems (see, e.g., [28] ).
The samples of (4) collected during an observation interval can be arranged into the following matrix: (6) where is formed identically to , and we have defined the signal vector (7) III. ML CODE AND CARRIER-PHASE ESTIMATORS
The problem addressed in this section may be stated as follows: Given the collection of data modeled by (6), the vector , and the signal , estimate the unknown parameters , , and . To this end, the ML principle is going to be applied. The inverse of the likelihood function of the data is 4 Tr (8) 3 The transpose, conjugate, and conjugate transpose operations are designated by (1) , (1) , and (1) , respectively. is equal to 1 if n = l and 0 otherwise. Ef1g is the mathematical expectation. 4 Throughout the paper, all parameter-independent additive or multiplicative constants in likelihood functions are neglected. Trf1g denotes the trace operation. j 1 j denotes the determinant for matrices and the absolute value for scalars. where (9) The ML estimates of the parameters ( , , and ) are those values that minimize (8) . The value of that nulls the gradient of (8) with respect to is given by (10) where we have assumed that in order for to be invertible with probability one.
Let us define the following sample correlations:
Matrix is an unstructured estimate of the noise correlation matrix . It is called unstructured because, unlike , it does not use the knowledge of the spatial signature of the LOSS. Substituting (10) into (8) , which is valid for matrices with the appropriate dimensions. A straightforward minimization of (15) with respect to results in the ML estimate of the LOSS amplitude: (16) Thanks to the invariance principle of the ML estimates, the ML estimate of the carrier phase is directly the phase of . After plain but lengthy calculations, in which (16) is substituted into (15) and is expanded using the matrix inversion lemma, the criterion in (15) can be expressed as a function of only:
Therefore, the ML estimate of the time delay is (19) The computation of the ML estimates involves only the search of the maximum of the one-dimensional function ; therefore, this method is a good candidate for implementation in a real receiver. Moreover, this ML estimator is applicable in the same way in the presence of any type (specular or diffuse) of multipath, which is an important advantage with respect to the methods based on the detailed model in (1) . If the term is temporally correlated, the presented estimator is not the ML one, but it can be applied in the same way without expecting in general significantly worse performance because the estimator maintains the ability to cancel interferences in the spatial domain. Obviously, better performance can achieved if the temporal correlation is exploited, following, for instance, the approaches in [22] or [29] , but this comes at the expense of a much higher computational complexity. No general statements about the potential improvement are possible since it depends on the spectral shape of and . The previous ML estimator will be compared in Section VI with three other methods, which are outlined below. The first one consists in assuming that the steering vector of the LOSS is arbitrary and unknown along with the model in (4), (5) . The minimization of (15) with respect to is trivial, and the ML time-delay estimate obtained using only a temporal reference is (20) The second method relies on the same simplified model as the ML estimator proposed in this paper but with the additional assumption that the noise is spatially white. In this method, vector is again considered to be known. The derivation of the ML estimates when is replaced by is simple and yields
The last approach involves the spatial filtering of the received signals using the classical minimum-variance or Capon beamformer (MVB): (23) At first glance, this may seem to be a logical solution, and it has been proposed for the problem under consideration in some works, such as [12] and [14] . If the ML criterion is applied to the output signal of the beamformer , the resulting estimates are (24) (25) It is very interesting to observe that the ML criterion proposed in (19) can be expressed as a function of the ML criterion using only temporal information and the cost function based on the MVB: (26) In Sections IV-C and VI-C2, we will dwell on the implications of this expression.
IV. PERFORMANCE ANALYSIS
A complete characterization of the performance of the proposed ML estimator can only be obtained by simulation since analytical expressions of the bias and the variance under all possible circumstances (i.e., under the validity of the detailed model (1) and under the validity of the simplified model (4)) do not yet exist. However, it is possible to carry out an analytical study of certain characteristics, and together with the simulation results, the study reveals important features of the ML estimator. First, the asymptotic behavior of the cost function is addressed; second, the CRBs for both models are presented; and last, the effect of errors in the a priori knowledge of is analyzed.
A. Asymptotic Properties of the ML Cost Function
It can be shown that if the model (3)- (5) holds exactly, the previous ML estimators of (19) , (16) , and (10) are consistent. The proof follows closely the proof in [28] . Next, we analyze the asymptotic (hereinafter, in the number of samples ) expression of the cost function (19) when the actual received signal corresponds to the detailed signal model (1) . We use the following notation:
; is a matrix whose , th element is , where is the asymptotic autocorrelation of and is the th element of ; ; denotes the true value of the corresponding parameter; and . The asymptotic expression of cost function , shown in (19) , is (27) with probability one. This cost function is not maximum at , in general; however, further insight can be gained by assuming a high SNR, which is the usual situation after prepro-cessing (see Section II-A). In the first place, the denominator of (27) can be written as (see [30] ) (28) where . The approximation in (28) is based on the assumptions of high SNR and full rank of . Matrix is the Schur complement of in (29) where . Since is strictly greater than zero, is singular if and only if is singular. At this point, we need to consider that fulfils the following mild nonambiguity condition. The matrix is nonsingular (positive definite) for any vector of length whose elements are all distinct. Therefore, (28) is zero when is singular, and this can only happen when coincides with any of the elements of , since the elements of are all distinct.
In the second place, we analyze the numerator of (27) . Applying the matrix inversion lemma to yields
Taking into account that the SNR is high, we perform the following Taylor expansion:
After substituting this expression into (31), the numerator of (27) can be expressed as (33) where is a vector whose first element is 1 and zero elsewhere. The important property is that (33) is different from zero at and zero at for .
To sum up, the limiting expressions of both the numerator and denominator of approximated for high SNR cancel at the true delays of the reflections (i.e., at for ), whereas only the denominator is zero at the true delay of the direct signal (i.e., at ). Therefore, the asymptotic ML cost function tends to have a peak at the true delay of the LOSS (however, this is not a formal proof of consistency), as it will be corroborated by the numerical results. This behavior of the numerator and denominator occurs thanks to the presence of the matrix in , which appears because the correlation of the noise has been assumed to be unknown. When the noise is considered to be spatially white, the resulting cost function is . The asymptotic value of this cost function is independent of the SNR, and it does not present the interesting properties of the numerator and denominator of the .
B. Cramér-Rao Bounds
The CRB for the detailed signal model (1) is the orthogonal projector onto the orthogonal complement of the columns of , and represents the Schur-Hadamard (elementwise) product. Note that if is unknown, the CRB reduces to the first term in (34) with replaced by , which is the space-time dual to the well-known CRB for the DOAs in the deterministic signal model [21] . The derivation of (34) is lengthy, and it can be found in [30] together with the expression of the CRB for the modulus and phase of . As said in the previous section, if the model (3)- (5) holds, the ML estimators of , , and are consistent, and therefore, they are also asymptotically efficient [31, Th. 6.2.3], which implies that the corresponding variances tend to (37)-(39). In the simulation results, we use the "CRB for the simplified model" (CRB-S), which is computed using (37)-(39) under the assumption that the reflections are uncorrelated with the LOSS. The CRB-S is simply computed for comparison purposes, since in the presence of correlated reflections, it is not a valid CRB as such. It is clear that the CRB-D and the CRB-S coincide in the absence of reflections.
C. Robustness to Calibration or Pointing Errors
The effect of calibration or pointing errors is a subject of primary interest in any method that relies on the a priori knowledge of a steering vector, such as the ML estimator in (19) . We present the asymptotic variance of the estimates obtained with and compare it to that of the estimates obtained with . We assume that the received signal satisfies the simplified model in (4) and (5), but now, is the actual spatial signature of the direct signal, whereas denotes the nominal or a priori steering vector assumed by the receiver. Vector is not necessarily proportional to , that is to say, only in the absence of pointing or calibration errors are and parallel. The simulation results will show that the conclusions drawn here are also valid in the presence of reflections. The asymptotic variance for a generic is computed as
where and denote the first and second derivatives. The result for is
where is a measure of the SNR. If is parallel to , then coincides with the CRB. However, (41) shows that errors in strongly affect since is typically 5 denotes the phase of a complex number. much greater than one, which is in line with the known behavior of the minimum-variance beamformer. The computation of the asymptotic variance for is not affordable starting from (19) , but it is possible if the relation in (26) is exploited; however, the proof is lengthy and can be found in [30] . The result is (42) The variance coincides with the CRB when is parallel to , as expected. The interesting result here is that , unlike , is not very sensitive to errors in , even though is the numerator of . The sensitivity of is independent of the SNR and is simply given by the array beam pattern in the norm of .
V. ITERATIVE ALGORITHM HYBRID BEAMFORMING
In this section, the equivalence between the maximum likelihood estimation and a specific type of beamforming is presented. This equivalence is the basis for an iterative realization of the ML estimator. From the beamforming viewpoint, the cost function to be optimized has a clear interpretation and can be written without the need of a probabilistic description of the data. Thus, it is easier to understand how the signals received at different antennas are combined in order to mitigate the effects of undesired components. However, no a priori claims to the optimality of the estimates obtained with the beamforming approach can be laid. On the other hand, the maximum likelihood principle provides a procedure to obtain "optimum" estimates (in the sense that they usually are asymptotically efficient) based on a stochastic model, but sometimes, it fails in giving an understandable interpretation about how the signals are processed. First, we prove the equivalence between the ML and the beamforming approaches, and next, we present the iterative algorithm.
A. Equivalence Between ML Estimator and Hybrid Beamformer
The mean squared error (MSE) between the output of a beamformer with weights and the reference signal is
where denotes the 2-norm of a vector. Although (43) recalls the one that is minimized in the design of a conventional temporal-reference beamformer, there is an important difference: In (43), the reference signal is not completely known, but it is parameterized by the delay of the direct signal , which has to be estimated together with the optimum weight vector. It can be shown that if (43) were minimized with the constraint , the resulting criterion for the delay would be . However, since the steering vector of the LOSS is known, a spatial constraint on can be imposed in order to force the beamformer not to cancel that signal. Thus, the optimum weight vector and the estimates of the amplitude and the delay obtained with the new criterion are the solutions of the following constrained optimization problem:
Note that due to the spatial constraint, the value of the amplitude cannot be fixed. The resulting is a hybrid beamformer because it is derived using both temporal and spatial references. In addition, note that no assumptions about the spatial or statistical properties of the noise have been required to phrase this problem. The amplitude that minimizes the cost function for fixed and is , which substituted into (43) and using (12) (47) and expanding with the matrix inversion lemma, we get the expression of the MSE that has to be minimized in order to obtain :
This expression proves that the ML and the beamforming approaches yield identical time-delay estimates, i.e., . The proof of the equivalence concludes by noting that, after substituting (47) into , the amplitude estimates are also identical, i.e., .
B. Iterative Algorithm Based on the Hybrid Beamformer
In order to derive an iterative version of the ML estimator, the MSE (43) subject to the spatial constraint (45) is minimized with respect to each parameter in a different order to the one followed above. First, the optimum beamformer for given and can be computed using the Lagrange multipliers technique, and it is denoted by :
The minimum-variance (or spatial-reference) beamformer has been defined in (23) , and the temporal-reference beamformer is
The hybrid beamformer is a weighted linear combination of the minimum MSE beamformer calculated with only the temporal reference and the minimum-variance beamformer calculated with only the spatial reference . While the hybrid beamformer tries to attenuate the reflections, the MV beamformer combines destructively the reflections with the direct signal with the aim of minimizing the total power. Conversely, the temporal-reference beamformer tends to combine constructively the reflections with the direct signal in order to increase the total signal-to-noise-plus-interference ratio (SNIR). The behavior of the latter two beamformers is not desired in a GNSS receiver. Note that if coefficient is evaluated at the ML estimate of the amplitude, then it is proportional to the inverse ML function in (17) . Second, the time-delay and amplitude estimates are the values that minimize . Considering that the hybrid beamformer is fixed, these estimates are (52) (53) where is the beamformer output. Estimating and from the signal is actually the process realized by any GNSS receiver since the beamformer output can be considered to be the signal received by a single equivalent antenna. Consequently, the estimators in (52) and (53) could be replaced by any of the single-sensor methods implemented in conventional receivers, such as the DLL and its variants [7] , [9] , [32] or the MEDLL [8] . In particular, the PAC or the Enhanced Strobe Correlator (ESC) [10] can be used at the output of the hybrid beamformer as they are complementary to the spatial filtering performed by the array. Given that the hybrid beamformer attenuates the reflections, the performance of the PAC or the ESC can only improve compared to the situation in which they are employed in a single-antenna receiver. Finally, at this point, the formulation of an iterative algorithm for the computation of the hybrid beamformer and the time-delay and amplitude estimates is immediate, and it is summarized by the following steps.
1)
Choose an initial value of the beamformer . With the available information, the delay-and-sum beamformer is a convenient choice:
. 2) For a) Determine the new estimates and from the output of the beamformer . These estimates can be obtained using (52) and (53) or any other algorithm. b) Update the beamformer using (49), that is, .
The convergence of this algorithm [using (52) and (53) to estimate delay and the amplitude] to the ML solution has only been proved with extensive simulations, but an analytical proof (if possible) is not available. The calculation of the weight vector in (49) could also be done recursively employing the LMS or RLS algorithms. All in all, the iterative algorithm presented here admits of a large number of further practical refinements, and it is suitable for implementation in a real receiver and real-time operation.
Step 2a is already implemented in any GNSS receiver, and the computational load involved by
Step 2b is affordable with nowadays microprocessors. Moreover, it is not necessary to update the beamformer very often-only when the scenario changes; the convergence speed at initialization is not an issue here because the required initial iterations can be performed with a fix batch of data (i.e., the rate at which the iterations are performed can be much higher than the input rate of the signal samples).
VI. SIMULATION RESULTS
The ML estimator and the hybrid beamformer are analyzed and compared with other techniques in two different situations. In one of them, the effect of wideband interference is considered, whereas in the other one, the effect of a reflected ray is addressed. For the sake of completeness, results about the robustness against errors in are also included. The LOSS and temporally and spatially white noise are present in all scenarios.
A. Simulation Parameters
Signal is the concatenation truncated and sampled Nyquist square-root raised cosine pulses 6 [see (2) and (7)]. Each pulse has one-side bandwidth equal to , and it is truncated to the interval . The sampling period is , thus having 13 samples in each pulse. The roll-off factor is 0.2. Each pulse is often called a finger and represents a portion of the result of filtering a DS-SS signal with a code-matched filter whose length is one symbol period . Note that the matched filter does not include the chip-shaping waveform but only the effect of the pseudo-random code (i.e., the sequence of chips). Statistical significance has been obtained through 500 Monte Carlo runs. The default simulation conditions are as follows.
• The observation interval comprises pulses, that is to say, samples.
• Uniform linear array (only for simplicity), with antennas spaced half wavelength apart.
• DOA of the LOSS: relative to the array broadside. Delay of LOSS: .
•
The SNR for the LOSS averaged over all the observation window is 15.87 dB, which is equivalent to 24 dB when it is averaged only over the -length intervals centered on the maximum of each Nyquist pulse. This value of SNR is obtained with usual system parameters, such as a Carrier-to-Noise (C/No) spectral density of 44 dB-Hz, and a chip rate and spreading factor equal 6 All conclusions drawn from the simulation results are also valid for other pulse types.
to those of the GPS system:
Mchips/s, chips/bit.
• The interference, if present, arrives from DOA . The signal-to-interference ratio (SIR) of the LOSS averaged over the whole observation window is 3.13 dB, which means that the interference is 19 dB above the noise level.
• The specular reflection, if present, arrives from DOA , it is attenuated 3 dB with respect to the LOSS, and both signals are in phase at the first antenna. Although the numerical results are presented for this particular value of the relative phase of the reflection, the comparisons and the conclusions derived from them are general.
B. Interference Effects
The scenario considered here coincides with the one just described in Section VI-A, assuming that no reflections are present. In this situation, all methods are unbiased, i.e., their biases are negligible compared with their standard deviations (STDs); hence, the root mean squared error (RMSE) coincides with the STDs for all practical purposes. The RMSEs of different estimators as a function of the number of pulses are plotted in Fig. 2(a) and (b) . In particular, we consider the ML estimator (MLE) in (16) and (19) , the estimator based on the MV beamformer (MVBE) in (24) and (25), and the ML estimator derived under the white-noise hypothesis (ML-WHE) in (21) and (22) . It is observed that only the MLE attains the CRB for the time-delay, and this is achieved for a small (five or more) number of pulses, whereas there is a slight deterioration for shorter signals. The MVBE performs as well as the MLE with regard to the carrier-phase estimation, and both easily attain the CRB. This good performance of the carrier-phase MVBE can be explained as follows. First, it can be shown that (16) and (24) satisfy if they are evaluated at the same value of . Second, and are quite insensitive to variations of trial delay [later on, an example of this behavior will be observed in Fig. 6(b) ]. Therefore, the large errors in (compared to the errors in ) hardly affect . The time-delay RMSE of the MVBE tends to the CRB (see Section IV-C), but it has very unsatisfactory finite-sample behavior and needs too large of a number of samples to reach the CRB. This is in line with the results reported in [33] and corroborated by Fig. 2(c) , which shows that the MVB attenuates the interference much less than the temporal-reference (TRB) and hybrid (HB) beamformers. On the other hand, the MLE does not inherit those adverse finite-sample characteristics of the MVBE, despite being related to each other according to (26) . As expected, the ML-WHE is severely impaired by the interference.
C. Multipath Effects
In the second set of simulations, a specular reflection is received, and hence, all analyzed estimators are in general biased. Note that if the scenario parameters are time invariant, then the bias will be time invariant as well; this is independent of the assumption of being temporally white. 
1) Effect of Varying the Reflection Delay:
In order to assess the multipath mitigation capability of our estimator, the bias produced by a single reflection is analyzed as a function of its relative delay. This procedure is widely used in GPS literature. Fig . 3 shows the biases in the time-delay and carrier-phase estimates. The scenario considered here coincides with the description in Section VI-A, taking into account that no interference is received and that is varied. In Fig. 3(a) , we have also included the bias obtained with the ML estimator when only one antenna is used; a very significant improvement is obtained by using an antenna array. As expected, the ML-WHE provides severely biased estimates because it reduces to a single-sensor ML estimator in which the reflection has been attenuated 4.2 dB using the delay-and-sum beamformer. This fact also explains the fluctuations of the curves for the ML-WHE. The time-delay bias is affected by the shape of the derivative of the autocorrelation of the chip-shaping pulse (which is zero around ) because the ML-WHE time-delay estimate is the value that nulls the derivative of the cross-correlation between the received signal and the reference signal [see (22) ]. On the other hand, the carrier-phase bias is affected by the shape of the autocorrelation of the chip-shaping pulse (which is zero at ) because the ML-WHE carrier-phase estimate is the phase of the aforementioned cross-correlation at its maximum [see (21)]. Since is severely bandlimited (i.e., bandwidth ), the bias obtained with the PAC or the ESC in a single-antenna receiver would be close to the one shown in Fig. 3(a) for the ML estimator with one antenna [2] . Although the errors of the PAC and the ESC reported in [10] are roughly in the range of for reflection delays in the range , there is no contradiction with the results in this paper because the PAC and the ESC provide such a good performance only for signals with large excess bandwidth (i.e., bandwidth ). The range of delays of the reflection that cause a noticeable time-delay bias can be shortened by employing the ML estimator with only temporal reference (ML-TEE) in (20) . However, a drastic reduction of the magnitude of the bias is only achieved with the MLE proposed in this paper. It has also been shown that the bias of the MLE is quite insensitive to the power of the reflection. Its performance regarding the carrier-phase bias is also excellent, even though the LOSS and the reflection arrive from close directions-of-arrival. Thanks to the use of temporal and spatial information, the MLE is able to model part of the contribution of the reflection with the unknown noise correlation matrix. This part of the reflection is considered to be an uncorrelated interference, and therefore, it is attenuated.
Next, the RMSEs as a function of the reflection delay are represented in Fig. 4 . The fluctuations of the curves for the ML-WHE are caused by the same effect as in the case of the biases. Although the estimators are biased, the comparison with the CRB-D is still meaningful because it represents the best performance that can be achieved with more complex estimators based on the detailed model. Note that for delays , it is satisfied that CRB-D CRB-S. This inequality means that it is possible to obtain a slight performance improvement by exploiting the temporal structure of the reflection, given that the LOSS and the reflection arrive from very close DOAs. If the angular separation is larger, e.g., , the two CRBs practically coincide, which means that the temporal structure of the reflection need not be exploited when . The RMSE of the MLE is smaller than that of the other methods and tends to the CRB-S for large delays, which is meaningful since the MLE does not profit from the temporal structure of the reflection. On the other hand, the RMSE of the MLE nearly reaches the CRB-D if with regard to the time-delay, or , with regard to the carrier-phase, which is a surprising result. However, the RMSE does not tend to infinity when the delay spacing tends to zero, as it happens with the CRB-D. This is a remarkable advantage of the MLE proposed herein with respect to more complex unbiased estimators. By allowing a small bias, the RMSE can be smaller than the CRB-D for very closely-spaced reflections, as it is especially visible in Fig. 4(a) . As a result, although the simplified model is only approximate when reflections are received, as stated in Section II-B, it makes possible the derivation of an ML estimator whose performance under certain conditions of practical interest is very close to that of other more complex methods that estimate all parameters of the reflections. Besides, this MLE offers a good tradeoff between bias and RMSE for highly coherent reflections.
The failure of the MVBE in scenarios with multipath can be explained in view of Fig. 5 , which shows the cancellation of the reflection achieved with different beamformers (the hybrid beamformer used in the results in the one obtained after 100 iterations). For small delays, the MVB amplifies the reflection. The MVB offers good attenuation only when the reflection delay is a multiple of , because it is only for these delays that the reflection and the LOSS are uncorrelated. The MVB response is highly dependent on the correlation of the received signals [33] , and this is why its response resembles the autocorrelation of the chip-shaping pulse. The hybrid beamformer presents the highest cancellation, which increases with the separation between the LOSS and the reflection. It is interesting to note that the HB attains an attenuation of 15 dB when the reflection delay is only . On the other hand, the TRB computed with the ML-TEE estimates performs slightly worse than the TRB in the iterative process. The explanation is that the latter can be thought as being computed with the delay estimates provided by the MLE (since the HB estimates converge to the MLE ones as it will be corroborated by the results in Section VI-C2), and these estimates outperform those provided by the ML-TEE, as shown in Figs. 3 and 4. 2) Cost Functions, Effect of the SNR, and Hybrid Beamformer: In order gain further insight into why the MLE (or the HB) is preferred to both the ML-TEE (or the TRB) and the MVBE, the shape of the cost functions , , and is compared in Fig. 6(a) . Fig. 6(b) shows the value of the carrier-phase provided by the estimators in (16) , (21) , and (24) . In order to facilitate the comparison, we assume and so that the effect of noise is perfectly averaged out; the rest of parameters are as in Section VI-A. According to Fig. 6(a) , the ML-TEE is capable of discriminating the LOSS and the reflection, since it presents a peak for each signal. On the other hand, the MVBE is nearly flat in the vicinity of and presents a deep null at . The combination of the MVBE and the ML-TEE as stated in (26) explains the good multipath mitigation capability of the MLE because, according to that equation, the MVBE selects the peak of the ML-TEE associated with the LOSS and places a null at the peak associated with the reflection. Thus, the MLE presents a single peak located near the delay of the direct signal. Note that the position of the maximum of the MLE is mainly given by the position of the corresponding peak of the ML-TEE. Nonetheless, the maximum of the MLE is slightly closer to than that of the ML-TEE. At the same time, the maximum of MVBE is far from , which results in the unsatisfactory performance of the MVBE, as further commented on below. This large error of the MVBE, however, does not affect the MLE, since according to (26) and the discussion in Section IV-A, the role of the is simply to identify which peak of corresponds to the LOSS. The performance of the estimators as a function of the SNR is illustrated in Fig. 7 . Although the figure shows only the results for the time-delay estimates, similar results are obtained for the carrier-phase. The signal parameters coincide with those described in Section VI-A, no interference is present, , and the noise power is varied according to the SNR. When the SNR becomes very small, all the algorithms tend to have the same performance because the reflection turns out to be irrelevant with respect to the contribution of the noise, and hence, the use of the ML-WHE becomes the best solution. This also explains why the RMSE of all the estimators approaches the CRB-S for very low SNR. The bias of the ML-WHE is constant, which results in an irreducible floor level in the RMSE for high SNRs. It is corroborated that the performance of the MVBE is absolutely unsatisfactory in virtually the entire range of the SNR, since the time-delay bias is about for moderate or high SNR. An important characteristic observed in these figures is that the MLE and the ML-TEE are asymptotically in the SNR unbiased, as outlined in Section IV-A. Note that the RMSE of the MLE (also that of the ML-TEE) tends to the CRB-D as the SNR increases. This is a remarkable and quite surprising result, because the MLE is derived starting from the simplified model of the signals, and hence, it does not estimate the parameters of the reflections. The RMSE of the MLE is smaller than that of the ML-TEE for any SNR, mainly thanks to its reduced bias. The bias of the MLE starts decreasing at SNR dB, which contrasts with the 20 dB required by the ML-TEE.
The convergence of the estimates obtained with the iterative hybrid-beamforming algorithm in Section V is investigated in Fig. 8(a) for two different delays of the reflection: and . Although it is not shown in the figures, the carrier phase presents the same trend as the time delay, but it converges three times faster. Moreover, Fig. 8(b) and (c) illustrates the evolution of the reflection cancellation achieved by the HB and its two constituting beamformers, together with the evolu- tion of the linear combination coefficients. Fig. 8(a) shows that the STD and the RMSE of the estimates obtained with the iterative algorithm tend to those of the MLE. As a matter of fact, not only is this property valid for the STD and the RMSE, but in addition, at every realization, the estimates provided by the iterative algorithm tend to the ML estimates. Despite the similar reflection cancellation offered by the HB and the TRB, as shown in Fig. 8(b) , the knowledge of is essential since it makes the iterative computation of the hybrid beamformer converge to the extraction of the parameters of the LOSS (and not those of the reflection, as it could happen if the TRB was used in the iterations).
D. Robustness to Errors in the LOSS Steering Vector
The effect of errors in is analyzed in Fig. 9 . The type of error considered is a pointing error, which is defined as the difference between the nominal DOA and the true DOA of the direct signal, namely, . In Fig. 9(a) , the reception of an interference is considered following the default parameters described in Section VI-A. It can be observed that the simulated RMSEs agree with the theoretical values predicted by (41) and (42), except for the MVBE in absence of pointing errors (this effect was already observed in Section VI-B and in [33] ). The RMSE of the MVBE undergoes a severe degradation even for tiny pointing errors, whereas the MLE tolerates errors even larger than 10 . This value is related to the beamwidth of the array response, which is 19.5 at the first null for the array configuration that has been employed. In Fig. 9(b) , a reflection is received instead of an interference. The reflection DOA and delay are equal to 30 and , respectively, and the rest of parameters coincide with the default ones. The performance of the MLE is also excellent in this case; it is virtually insensitive to pointing errors up to . Note that for pointing errors larger than 15 , the bias of the MLE approaches . This is logical because in this case, the MLE tends to estimate the delay of the reflection as the nominal steering vector is closer to the steering vector of the reflection than to that of the direct signal.
VII. CONCLUSIONS
An estimator of the time-delay (pseudorange) and carrierphase of the line-of-sight signal received from a GNSS satellite has been proposed. The estimator is derived by applying the ML principle to a simplified signal model, in which all components other than the desired one are modeled as a Gaussian term with unknown and arbitrary spatial correlation matrix. The estimator presented here outperforms the estimators obtained with simpler assumptions, such as that the noise is spatially white or that the spatial signature of the direct signal is unknown. Moreover, the performance of the ML estimator is very close in many situations to the best possible performance of more complex methods based on a more detailed description of the multipath channel, and it tends to be unbiased for high SNR. This is a remarkable result, taking into account that the technique has low complexity and that only the parameters of the line-of-sight signal are estimated. It also indicates that the knowledge of the LOSS steering vector makes it possible the use of the simplified model in order to derive an estimator that mitigates interferenceand multipath-induced errors and offers an excellent tradeoff between bias and RMSE for highly coherent reflections. Furthermore, this estimator is applicable in the same way in the presence of any type of multipath, which is another advantage with respect to methods based on a detailed model of the signal scenario, and it is robust against pointing or calibration errors of the antenna array. The equivalence between the ML estimator and a method based on a hybrid beamformer has been proven. This equivalence suggests possible practical implementations of the ML estimator, because it shows that the estimates can be computed by iteratively applying two different yet coupled steps: One step consists of using a spatial filter, whereas the other one is a single-antenna estimation method.
