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くなる . この空間 íJ~ な問題点に対して，木論文では，ダミーリーフを用いずに，よ
りコンパクトなピット列に圧縮する手法を提案する.更に，それぞれの提案手法の
理論的評価，及び実験による具体的評価を与-え，本手法の有効性を硲かめる .
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刈2.1に示すように，キー検索法は，表探索法 (tablesearch)と探索木法(tree search) 
に大別される.
まず，表探索法は，キーを表に蓄えて検索する方法である.この手法には，キーを逐次
探索する線形探索 (linearsearch) ，アルファベット順に並べておいて探索領域を 2分の










































ある.このような探索木法には， 2分探索木法 (binarysearch trec)やB木法 (s-tr何)
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2.2. 探索木・法


















































多分木法としては， Bayerら[10]による B木が有名である.分岐数m のB木の各ノー
ドは，最大m個，最小 rm/2寸 (記号 rx-，は，x以上の最小の整数を表す)個(ノー
ドが根の時は l個)のキーとキー数より lつ多いポインタからなる.挿入と削除に対し，
ノードの同一レベル内での分割 併合操作により 平衡木の性質を維持している.ある
ノー ドに.'3( rm/2-， < s :; m)個のキ-k1l k2l…?んが順に入っているとすると，
んくん<…くんである(図 2.3) .このノードでキ-xを検索する場合，k1から順に
比較し，x = kt (1 :; i :; s)が見つかれば成功し，そうでなければ，xくんとなる最初
のキーの左にあるポインタを辿り， 1段下のノードについて検索を行う.但し，x > ん
のときは右端のポインタを辿る.葉レベルまで降りてもキ-xが見つからなかった場合，
zは未登録となる.















B+木 [29，1]はキーの直接検索だけでなく， )1買検索も行えるように B木を拡張した下






































































H(k)=bm_ 1 … ~ b1 bo 
(但し，bi (0三i:; m -1)は， 0または 1のピットを表す)
また， H(k)に対して末尾の i個のピット列を抽出したピット列を関数を












第2章 各種キー検索技法 2.3. ハッシュ法
表 2.1 ハッシュ関数の例
k w(k) H(k) U-ーm Bucket 1 
JAN 217 011001 
FEB 205 001 101 。
MAR 224 1 0 0 0 0 0 π1 Bucket 1 
APR 227 1 000 1 1 
MAY 231 100 1 1 1 
。
JUN 
(a) 「 m Bucket 2 
237 10110 1 001 




AUG 221 01110 1 
SEP 232 101000 ∞I~~ 0111 下 J f2:1 Bucket 3 
OCT 230 100 1 1 0 01 
NOV 243 1 1 001 1 10 
DEC 204 001100 11 
次に，図 2.6-(a)に対して，キーAPR(100011)，h1 (APR)=lを追加すると，バケット 2
であふれが生じる.そこで， 2ピット分のハッシュ関数h2(k)を採用して，ハッシュ表の
大きさを 2倍に成長させる(図 2.6-(b)) .図 2.6-(b)では，番地01と11は唯一のパケッ
トに対応するが，パケット 1には複数の番地00と10が対応する.これは，パケット lが
将来キーの追加で領域があふれたとき，番地00と01にパケットを分割できることを窓味
する.更に， MAY(100111)とJUN(101101)の追加を考えるとき， MAYはパケット 3に
追加できるが， JUNはパケット 2に追加できない.しかも，パケット 2の局所深さと全
域深さはともに 2で等しいので，バケットの分割ができない.従って， 3ピット分のハッ










図 2.7の例では，全域深さは 5，最小の局所深さはパケット 3の2であり，本来ならば
バケット 3には 25-2=23=8個の番地が対応するはずであるが 図 2.7ではノ ード6だけ
がパケット 3に連結されている.キー OCT(100110)を検索してみると，まずルートノー
ド1よりスタートし，最後尾のピット Oの枝(ノード 1から 2)を辿り，次の 2番目の
















例として，キー集合 K={babyu，bacheloru， badgeu， badgerti， jarti}に対するトライを
図 2.8に示す.
キー集合Kにおいて，記号'<<'は，トライの葉とキーを l対 lに対応させるために，キー
自信には含まれない端記号 (endmarker)とする.また，ノード nからノード mに対して
アークラベル 'a'が定義されていることを関数gを用いて， g(n，a)=mで表す.
トライでの検索例として，図 2.8のトライ上で文字“babyti"を検索する場合を説明す
る.まず，ルートノード lから g(1，b)=2なるラベル 'b'のアークが存在するから第 1文
字'b'がマッチしたことになる.このような 1文字単位の比較をノード 3，4，5へと繰り










































はキーの 2進数表現から成る 2進ディジタル探索木 (BinaryDigital Search Tree : BDS木





ルゴリズムを示す.まず， 3. 2節で BDS木をハッシュ表として用いた拡張ハッシュ法
の解説を行う.次に， 3. 3節では索引部となる BDS木の先行順ピ ット列への圧縮法を
説明する.そして， 3. 4節，及び 3.5節では先行順ピット列で表現された BDS木の
検索，及び更新アルゴリズムを示す.
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第3章 2進ディジタル探索 (BDS)木による検索手法 3.2. BDS木を用いた拡張ハッシュ法








k Internal codes H(k) 
3 / 1 / 20 00011 00001 10100 
5 / 1 / 18 00101 00001 10010 
10 / 15 / 2 01010 01111 00010 
16 / 5 / 14 10000 00101 01110 
19 / 5 / 1 10011 00101 00001 
19 / 21 / 14 10011 10101 01110 
26 / 15 / 15 11010 01111 01111 
c a t
ear 
j 0 b 
pen 
sea 
s u n 
Z 0 0 
H ( k) = bo b1 b2… bm-1 
ここで，bi (0三 i~ m -1)は， 0または 1のビットを表す.ここで，順検索を実現す
るためには，キ一文字列の2進数表現をハッシュ値として用いることとなり，その結果，
ハッシュ表はキーの 2進数表現から成る 2進木構造，即ち， BDS木となる.BOS木は，左




例えば， 3文字の英単語をキーとし，キーを構成する文字の内部コード (Internalcodes) 














To bucket 2 
{job} 
可
To bucket 5 
{zoo} 
可










































































































先行順ピット列は treemap，及びleafmapと呼ばれる 2つのピット列と B_TBLと呼ば









treemap -ー>1o1 0 11 Jl 10 1 0 10 11 11 11 11 1 
4~ ; ~ ~ 
Internal Nodes 
Ncn Dummy Leaves 
leafmap --ー〉
B_TBL --ー> 11bucket address for 1 
21bu制 addressfor 2 
31bu制 a仙 essfor 3 
41bl此 ta仙 essfor 4 





ある.図 3.1のBDS木に対する先行順ピット列を図 3.3に示す.ここで， BD8木との対





キー“pen"を検索する場合，ノード lからスタートして，ノード 2，葉 1，2を通過し，










leαf p08 : lcafmapにおける現在処理中のピット位置;




手順 (S・1) : {各変数の初期化}





trcemap上の treepos位置から， 1のピット数がOのピット数より lつ多くなるまで
trcepo8を進めた後，手順(8-4)に進む;








第3章 2進ディジタル探索 (BD8)木による検索手法 3.4. 先行)1慎ピット列を用いた検索アルゴリズム




をカウントし，その値を indexに代入した後，B_T BL[indcx]を参照し対応するノ J
ケットのアドレスを獲得する;
V 
To bucket J 
{cat， ear} 
5 













To bucket 3 To bucket 4 
{pen} {sea， sun} 
H(pen) 一一> 1 0 0 0 . 
ke)仰














関 3.4 図 3.3の先行順ピット列上でのキー“pen"の検索説明図A
手順(S-l) : keypos=l， treepos=l， leαfposニ1; 
手順 (S-2) : H(pen)=lOOO...の第3ピット値がOなので手順 (8-4)に進む;
手順 (S-4) :ノード番号5に進むため，treepos=7とした後， treemapの第7ピット値
が Oなので，keypos=4とし，手順 (S-2)に戻る;
手順 (S-2) : H(pen)=lOOO...の第4ビット値がOなので手順 (8-4)に進む;
手順 (S-4) :来番号3に進むため，treepos=8とした後， treemapの第8ピット値が 1
なので，手順 (S-5)に進む(図 3.5) ; 
手順(S-2) : H(pen)=1000…の第 lピット値が lなので手順(8-3)に進む;
手順 (8-3) :図 3.1示される BDS木のノード番号2をルートとする部分木をスキップ
し，treepos=4とする;
手順(S-4) :ノード番号3に進むため，treeposニ5とした後， trccmapの第5ピット値
が Oなので，keypos=2とし，手順 (8-2)に戻る(図 3.4) ; 
手liI買 (S-2) : H(pen)=lOOO...の第 2ピット値がOなので手順 (8-4)に進む ;
手順 (S-4) :ノード番号4に進むため，treepos=6とした後， treemapの第 6ピットイl{i
が Oなので，keypos=3とし，手)ln(S-2)に戻る ;
手順 (S-5) : treemapの第 lピットから第8ピットまでに値が 1のピットが3個存在す
るので，leα!pos=3とし， leafmapの第3ビット値がlなので手順 (S-6)に進む;
手順 (S-6) : lcafmapの第 lピットから第 3ピットまでに値が lのピットが3個存在す
るので，index=3とし，s_TBL[3]からパケット 3のアドレスを得る(図 3.6) ; 
手順 (8-7) :パケ ット3にkey=“penη が含まれているので， TRUEを返す;
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To bucket 3 To bucket 4 
{pen} {se~sun} 
o 0 0 .. 
マ-.._、':".. 
keypos 
(1) (2) [1] [2] (3) (4) (5) [3] [4] [d] [51 




To bucket 3 
{pen} 
H(pen) ー->1 
[1J [2] [3] (4] [d] [5] 
I ea fm a p--> 1 1 11 1 1 0 1 I 
↑ 
lロfpos
図 3.5 図 3.3の先行順ピット列上でのキー“pen"の検索説明図 B indexー →①
bucket address for 1 
bucket address for 2 
bucket address for 3 
4 I bucket address for 4 
5 bucket address for 5 
B TBL 
3.5 先行順ビット列を用いた更新アルゴリズム










StoreK ey(f lαg， key) : flαgの値に従って，B_TBLを更新し，バケット内に keyを格
納する関数;





K_SET : B_SIZE+1個のキーから成るキー集合; 手順 (1・1) : {フルパケット内のクリア}
フルパケット内のキーと登録キーを K_SETに代入し，フルバケット内を空にする;
1 julLdepthは手順 (S-4)でカウントすることによって設定する.f ulLdepth :フルパケットを示す葉までの木の深さ;
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第3章 2進ディジタル探索 (BDS)木による検索手法
手順 (1-2) : {単位木の挿入処理}
treemap上の treepos位置のビット値を "011"に，
leafmap上のたαfpos位置のピットを“Oぴ'に変更し，
full_depth ←f ulLdepth+ 1 ; 
手順(1-3) : {再オーバーフローを起こす場合の処理}






























手順(sk-3) : {右の葉に対応したバケットへの keyの格納処理}
leafmap上の leafpos+1番目のピット値を 1に変更し，
B_TBL内の index+1番目以降の要素を lつ後方にずらし，




leαfpos=4. index=4， fulLdepth=4とし，フルパケットはノくケット 4とする.
手順 (1-1) : K _5ET={sea， sun， sit}とし，フルパケット内を空にする;
手順 (1-2) :葉番号 4のノードを単位木に変換するため， treemapの第 9ピット値を
“011"に， leafmapの第4ピット値を“0η に変更し，木の深さを full_depth=5と
する(図 3.7-(a)); 
手順(1-3) : K _5ET内の各キーのハッシュ値は，
H(sca)=l 0 0 1 1 0 . . 
H(sun)=l 0 0 1 1 1 . . 
H(sit) =1 0 0 1 0 .
であり，すべてのキーの第5ビット値が lなので，手順(1-2)で追加された単位木
の右の来に対応するパケットが再オーバーフローする.そこで，単位木の右の葉に





第3章 2進ディジタル探索(BDS)木による検宗手法 3.6. 結 LI 
…足図
(1 )(2)( I l(2)())(4)(5){31(4J[d1l51 
memap:00 1 1000111 1 
o 11 




(1 )(2)( I J[2!(3)(4)(5)(3!(6)(d1l4I1dIl5! 
trccmap : 0 0 1 I 0 0 0 I 0 I J I
01 1 
lcdmap:l 1 1 0101 。
(b) 
(1 )(2)( 1J[2)())(4)(5)()J<6)(dl(7)(4 ((6([d (51 
汀eemap: 0 0 1 1 0 0 0 I 0 1 0 1 1 1 1 
lcafmap : I 1 1 01101 
B TBLーー>11bucketadd陀 sfor I 
(c) 
- 21buckct addrcss for 2 
31bucket address for 3 
lndexー →41bucketaddress for 4 
51bucket address fl.or 6 
61 buckct address for 5 
図 3.7 図 3.3の先行順ピット列へのキー“sitη追加説明図
手順 (1-3) : K _SET内の各キーのハッシュ値の第6ピット値が異なるので，手順 (1-4) 
に進む;
手順(1-4) : key=sea (H(sea)=100110...) とし~ H(sea)の第6ピット値がOなので，
StoreKey(“left" ，“sea")が行われる;
手順 (sk-l) : flαg=“left"なので，手}I頂(sk-2)を行う;
手順 (sι2) : leafmapの第5ピット値を lに変更し (leafmap二 11101001)，B_TBL['l] 
にバケット 4のアドレスを代入した後，バケット 4にキー“sca"を格納する;
手順 (1-5) : K _SET={sun， sit}ヲ止のなので，手)1頂(1-4)に戻る;
手順 (1-4) : key=sun CH(sun)=100111…)とし， H(sun)の第6ピット値が 1なので，
StoreKey(“righ七ぺ“sun")が行われる;
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手順 (sk-l) : Jla_(J=“right"なので，手)1買(sk-3)を行う;
手)1貢(sk-3) : l C'afmap の~"5 6ピット値を lに変更し(lcafmap=11101101)~ B_T BL[5] 
以降のスロットの内存を 1つ後方にスライドした後，B_TBL[5]に新たなパケット
6のアドレスを代入し，そして，パケット 6にキー“sunηを格納する;
手順 (1-5) : K_SET={sit}ヂのなので，手順 (1-4)に戻る;
手順(1-4) : key=sit (H(sit)=100110...) とし~ H(sit)の第6ピット値がOなので，
Sto何 Kcy(“lcftη'“sit")が行われる;































































































木を階層化BDS木 (HierarchicalBinary Digital Search Trcc : HBDS木)と呼ぶ.
このように，一定の深さ(分割深さ)毎に BDS本を階層化すれば，IL.部分木をスキッ
プする際に走査するビット数，挿入・削除の際にシフトすべきピット数を分割深さに対応
した一定の値に抑制できる.また，検索キーのハッシュ値 (H(k))の lピット分が sD
木の lつの深さと対応しているため， BDS木と同様にハッシュイlHも科易に分割・色.IPでき
る.図 4.2に示す例では，図 4.2-(a)の通常の BDS木で忌右端の紫を検索する場合は，す







(a) BDS木の構造例 separated 
lree 2 
(b)階層化BDS木の構造例
図 4.2 階層化構造を用いた BDS木の改善例
H(k)=Hl(k) H2(k)…HJ(k)…Hη(k) 
ここで，H1(k) -Hnー1(k)はLピット長，Hn(k)はLピット長以下となる.
図 4.3は，図 3.1のBDS本の分割深さを 2に設定した階層化 BDS木である.例えば，
図4.3の階肘化BDS木でキ一日sun刊 (H(sun)=1001...)を検索する場合には，キーのピッ











第4章 2進ディジタル探索(BDS)木の改2・ 4.3. 階層化による時間効率の改i!?







































To bucket 2 
{job} 
pointer to the next 
separated tree v 
treemaP2 : |olol111fll 
|tl111111 
i11 101 separated tre 2 
To bucket 5 
{zoo} leafmaPJ 
leafmaP2: 
B_TBL1 : bucket address for 1 
v v 2 bucket address for 2 
To bucket 3 To bucket 4 31 -2 {pen} {sea， sun} 
4~蹴ta蜘ss for 5 
図4.3 図3.1のBDS木を基にした階層化BDS木
B_TBL2: 1 I bucket address for 3 


























手順 (8'-1) : {各変数の初期化}





treemαPi上の treepos位置から， 1のピット数がOのピット数より lつ多くなるま
でかeepo.'3を進めた後，手順(8'-4)に進む;























例として図 4.4の先行順ピット列からキ-upen7Fを検索する手順を図 4.5--図 4.8に
従って，以下に示す.但し，初期状態として iの値は lとする.
手順(8'ー1) : keypos=l， treepos=l， leafpos=l; 
手)1慎(8'・2) : H1(pen)=lOの第1ピット値がlなので手順 (S'・3)に進む;
手順(8'-3) :図 4.2示される階層化BD8木において，分割木 lのノード番号2をルー
トとする部分木をスキップし，treepos=4とする;
手順(8'-4) :ノード番号3に進むため，treepos=5とした後，treemαPlの第5ビット値
がOなので，keypos=2とし，手}I買(8'-2)に戻る(図 4.5) ; 
手)1買 (8'-2) : Hl (pen)=10の第2ピット値がOなので手)1頂(8'-4)に進む;
第 4 ヰ~ 2進ディジタル探索(sD8)木のL次予子 4.3. 階居化による時間効，干の改許可
H， (pen) ~ ~ 
I，t.ypo.， 




















To b.:!:ket 3 
{pcn} 
可













To bucket 4 
{sea， sun} 
図 4.5 図 4.4の先行順ピット列上でのキー“pcn"の検索説明以JA 凶 4.7 図 4.4の先行順ピット列上でのキー“pen"の検索説明図C
H， (pen) : I 9 
tc:ypos 
{4) (5) [3J [4] [d] 














To buclcet 2 
tjob) 
v 
Tob匹k回 5 leafmaOt [z∞I ._..-1" ITII囚
可胃
To bucke! ) To bl耳k回 4





















?????? 2 1 bucket address for 4 
index 
図 4.6 図 4.4の先行順ビット列上でのキー“pen"の検索説明図B
手順 (S'-4) :ノード番号4に進むため，treepos=6とした後，treemαPlの第6ピットイlQ
が lなので，手)1買(8'-5)に進む(図 4.6) ; 
手)1頂(S'-5) : treemαPlの第 lピットから第6ピットまでに値が 1のピットが3伺存在
し，更に，leαfmαPlの第3ピット値が lなので手順 (8'-6)に進む;
手順(S'-6) : leafmaplの第 Iピットから第3ピットまでに値がlのピットが3佃存在
するので，index=3とし，B_TBLr[3]を参照すると αddre88=-2を符るが，その他
44 
判 4.8 図 4.4の先行順ピット列上でのキー“pen"の検索説明図D
が負なので手順 (8'-7)を行う;
手順 (S'-7) : i= 2に変更し，手順 (8'-1)に戻る(図 4.7) ; 
以後，分割j木2に対して分割木lと同様の走査を行う・
手順(S'-I) : keypos=l， treepos二 1，leαfpos=l ; 
手順(S'-2) : H2(pen)=OOの第1ビット値がOなので手}I頂 (8'-4)に進む;
45 
第4章 2進ディジタル探索(BDS)木の改善 4.3. 階層化による時間効率の改善
手順 (S'-4) :ノード番号5に進むため t trcepos=2とした後，trecmαP2の第2ピット伯
が Oなので，keypos=2とし，手順 (8'-2)に戻る;
手順 (S'-2) : H2(pen)=OOの第2ビット値がOなので手順 (8'-4)に進む;
手JI[貢(S'-4) :葉3に進むため，trccpos=3とした後.treemαP2の第3ピット値が 1なの
で，手順 (8'-5)に進む;
手順(S'-5) : treemαP2の第 lピットから第3ピットまでに値が lのピットが l佃あり，
更に，leα1mαP2の第 1ピット値が Iなので手順 (8'-6)に進む;
手順(S'-6) :leα1mαP2の第 lピット値がlなのでindex二 1とし.B_TsL2山からバケツ
ト3のアドレスを得る(図 4.8) ; 
separated tree 1 
V 
To bucket 1 
{cat， ear} 
V 
To bucket 2 
{job} 
pointer to the next 
separ~~~d tree ~ 
To bucket 5 
{zoo} 




pointer to the next 
y separated甘ee
To bucket 3 
{pen} 
4.3.4 階層化BDS木の更新アルゴリズム
階層化BDS木の更新方法は， 3. 2で述べたBDS木の場合と同じく 3種類に分類され
る.ここでは，その中でもキー挿入後パケットがオーバーフローを起こし，パケットを分
割する場合の処理について説明し，その他の場合は，簡単のため説明を省略する.まず，

















To bucket 4 
{sea， sit} 
句








λ-_S ET : B _S I Z E +1 f闘のキーから成るキ-~合;
scpa_dcpth :分前深さ;
fulLdepth :フルバケッ トを示す業までの木の深さ ;
AfOD(η，m) : nをmで割った余りを返す関数 ;
Separαte(η) :n番目の分割木の下に新たな分割木へのポインターを繋ぎ (B:rsL内に
次の分割木番号に負数を付けた値を格納する)，その分割l木の香号を返す関数 ;
SepαStoreI{ ey (n， f lαg， key) : flαgの値に従って，η香口のB_TBLを更新し，バケツ
ト内に keyを格納する関数;









t←Separαte( i)， treepos←1， 
leαfpos←1， index←1 ; 
















































手順 (ss-l) : {flαgの判定処理}
flag="left"ならば手)1頂(88-2)を，flαg=“right"ならば手順(8s-3)を行う;









次に，例として図 4.4の先行順ピット列にキー“sit"(H(8it)= 10 1 0110…)をな録
する場合の各ビット値の変化の過程を図 4.10--図 4.12に示し その処理下}I買を説明する.
尚，キー“sit"を検索した後の各変数値は，図 4，10に示すように treemαP2，lωfmap2に対
して，treepos=4， leαfpos=2， fulLdepth=4， index=2となっている.但し，sepα_depth 
の値は 2とする.
手順(1'-1) : K_SET={sea， 8Ul， sit}とし，フルパケット(パケット 1)内を空にする;
手順(1'-2) : MOD(fulLdepth， sepa_depth)=MOD(4， 2)=0より ，Separαte(2)が行わ
れる;





dummy leaf dummy leaf 
(4) (5) [3J [4J [d] 
00111 
o 1 1 
1 1 0 
OTo 
図 4.10 単位木の追加説明図
(4) (5) [3] <6> [d] 









(6) [dJ [4] 
011 




手順 (sp-2) : mω_num=2とすると，BIBL2のindex番目のスロットを BIBL2[2]=-1
X (2+1) =-3に変更する;
手順 (sp-3) : m，αx_num=3 ; 








とし，手)IIQ(1 '-2) に戻る(閃 ~.11 ) ; 




位置である第2ピット値を "00"に変更し，更に木の深さを full_dcpt h=5+ 1 =Gと
する;
手順 (I'-4) : K _5ET内の各キーのハッシュ値の第6ピット値が異なるので，子)Im(1'-5) 
に進む;
手順(I'・5) : key=sea (H(sea)=100110...)とし， H(sca)の第6ピット他がOなので，
SepαStoreK ey(3，“left" ，“sea")が行われる;
手順(ss-1) : flαg=“left"なので，手順 (ss-2)を行う;
手)1慎(ss-2) :leafmαP3のleαfpos位置で、ある第2ピット値を 1に変更し (leαJmαP3=010) I 
B_TBL3のindex番目のスロット，B_T BL3[1]にパケット 4のアドレスを代入した
後，バケット 4にキーなea"を格納する;
手順(I'-6) : K _5ET={ sun， sit}#のなので，手順(I'-5)に戻る;
手順(I'-5) : key=“sun" (H(sun)=100111…)とし I H(sun)の第6ピット値がlなので，
SepαStoreK ey(3，“rightぺ“sun")が行われる;
手順(ss-l) : flαg=“right"なので，手順 (8s-3)を行う;




手)1慎(I'-5) : key=“sit" (H(sit)=100110…)とし， H(sit)の第6ピットイlrが Oなので，















(1) (2) [1] [2] (3)く4> [5] 。。 。
(4) (5) [3] <6> [d] 。。
(6) (d) (7) [4] [6] 。。
。。
bucket 1 1 bucket 21 bucket 5 
(cat， ear } I {job} I {zoo} 
bucket 3 
{pen} 
bucket 4 1 bucket 6 
{ sea， sit} I {sun} 
図 4.12 図 4.4の先行順ピット列へのキー“sit"追加説明図
手順(ss・1) : Jlag=“lcft"なので，手順 (ss-2)を行う;
















一般的に， BDS木は，そのノードの削除方法により， Full BDS木， Ordinary BDS木，
パトリシア (Patricia)BDS木と呼ばれる 3種類の木構造に分類される [17]ー .
例えば， 3文字の英単語をキーとし，キーを構成する文字の内部コード値 (Intcrnal
codes)を各々 5ピットの2進数表現を木構造に登録するとき(但し， a. b， c，…， zの内
部コード値をそれぞれ0，1， 2，…， 25とする)，次のようなキー集合K'
K'={ air， art， bag， b同 tea，try， zoo} 













k Internal codes H(k) 
alr 0/8/17 00000 01000 10001 
a r t 0/17/19 00000 10001 10011 
bag 1 / 0 / 6 00001 00000 00110 
bus 1 / 20/ 18 00001 10100 10010 
t e a 19 / 4 / 0 10011 00100 00000 
try 19/17/24 10011 10001 11000 























I air I Ibagl I tea I L~J 
I art I Ibus I I trvI I… ~I 
bucketl bucket2 buckel3 bucket4 
(b) Patricia BDS-lree 









I air I Ibagl 
I art I Ibusl 

















the eliminated nodes 
〆/(日山1m吋in刷
3 3 




K'に対して，パケットを採用した OrdinaryBDS木とパトリシア BDS木を図 4.14に示air art bag bus tea廿ytea try 



















十↓~ ~十~ ~ 
treemap: 1o 1 01 Oj_o_l 0 11 1 [1 1 10 r 1Fn
+t t t t t 
Leaves 持しているが，以後，各ノードには削除されたノード数が格納されているものとする.
本手法では，パトリシア BDS木を新しい形式の先行}I頂ピットダIJに圧縮する.新たな先
そして， leafmapの代わりに nodcmapと呼ばれるB_TBL 行順ピット列は， treemap， 
Intemal 
nodes 
まず，七reemap と B_TBL については，従来の r~法と同級に，ビット安iJから構成される.
Non dummy 
leaves +中古+
leafmap: 1 1 1 1 01010111 




address of bucket 1 B TBL: その内部ノードが削除ノード数を保持して先行)1債に走査し，各内部ノードを辿る度に，
address of bucket 2 









図 4.14の OrdinaryBDS木とパトリシア BDS木に対する先行順ピット列を例として，
図 4.16に示す.図 4.15， 
ピット列“011100"が nodemapとし以上の処理過程の結果，の第6ピット値は Oになる.上記の例において，図 4.16の先行順ピット列を生成するためには，図 4.14-(b)の完全
て生成される.尚，パトリシア BDS木に対する nodemapの長さは，対応する Ordinary木となっているパトリシア BOS木を先行順に走査する.
BOS木内に含まれる内部ノード数と同じピット数となる.2，内部ノード2 ，葉(外部ノード)まず， treemapに関しては，内部ノード 1， 
パトリシアBDS木の検索アルゴリズム4.4.3 
4の各ノードが順番に辿られ，その結果， treemapは“0011011"に設定される.
その長さは，図 4.15に示される OrdinaryBDS 
3，葉3，
ここで， treemapの長さに注目すると，
木の treemapの長さより OrdinaryBOS木に含まれるダミーリーフ欽の 2倍だけ短くなっ
新しい先行順ピット列で表現されたパトリシア BDS木を用いた検索処理も Ordinaryよりている.即ち， Ordinary BDS木内に含まれるダミーリーフ数が多ければ多いほど，
ピット列の先頭即ち，BDS木と同様に，木を先行)1原走査することによって実行される.短い treemapがパトリシア BOS木に対して生成されることになる.
ピットから最右端ピットに向かつて lピット毎にピット値を検証する作業を行う.木手法また， nodemapに関しては，パトリシア BDS木の内部ノードのみを対象に先行JI真左在
しかまた，先行順ビット列として leafmapも準備しない.はダミーリーフを使用せず，3を順番に辿る.最初に辿られる内部ノード lは，削除ノード2， し，内部ノード 1， 
1で述べたように，パトリシア BOS木を用いた検索では， Ordinary 4 . 4 . しながら，が含まれないルートノードであるので， nodemapの第 1ピット値には Oがセットされる.
BDS木から削除されたノードに関する情報を補助的に用いるため，本手法においても削除また，そのも{(が3で次に，内部ノード 2は削除ノード数を示すポインターを持っており，
?
されたノードの状態(削除ノード数)が表現された nodemapを検証する必要がある.あるので， nodemapの第2ビットから第4ビットまでの 3ビットの仰は lが設定される.
4で示した検索アルゴリズム，即ち，先行順ピット列で表現されたOrdinary
BDS木の検索アルゴリズムに対して 若干の変更を施す必要がある.
3 . のためその後，実際の内部ノード 2を表すピット値として，第5ピットに Oが1'11，力される.最後
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|o 1 0 1111o 1 1 
4t t 
|o 1 1 1110 10 
4t t Eliminated node 
address of bucket 1 
2 address of bucket 2 
3 address of bucket 3 
4 address of bucket 4 






おいて， treemap上でn番目に出現する Oのピットと nodemap上で n番 に出現する O
のピットは双方ともパトリシア BD8木内の同じ番号nの内部ノードを示している.例え
ば，図 4.16の先行JI慎ピット列において， treemapの第2ピットと nodcmap上の第5ピッ








追加される.パトリシア BDS木に対する新しい先行}I[fピット列では， nodemap内の I倒
のビット値1が削除ノード l伺を表している.それ故，検索処理途中で， nodcmap内の
ピット値1に出会した場合，ピット値がOになるまで， nodemapのピット位置をスキップ
















手順 (S"-l) : {各変数の初期化}
keypos←1， treepos←1， nodepos←1 ; 

































手順(S"-l) : keypos=l， treepos=l， leafpos=l; 
手順(S"-2) : H( air)=OOOOO...の第 1ピット値がOなので手順 (S"-5)に進む;
白血
bucket 1 bucket2 
曲白








(1) (2) [11 [2] (3) [31 [~ 
1 0 1 0 11 11 I 0 I 1m 
、そ A
t.reepos 
(1) (e) (e) (e) (2) (3) 








(1) (2) [1) [2) (3) [3] [41 
treemap: 1 0 1 0 11 1 1 1 01 1 1 1 
↑ 
官eepos
(1) (e) (e) (e) (2) (3) 




が Oなので， nodcpos=2， keypos=2とし，手順 (8"-6)へ進む(図 4.17) ; 





(凶 4.18) ; 
手順(S"-2) : H(air)=OOOOO...の第5ピット値がOなので手順 (S"-5)に進む;
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第4章 2進ディジタル探索 (BDS)木の改善 4.4. パトリシアトライへの拡I炭による空間効宅の改必
buckct 1 bucket2 














まず， ( 1 )は何人キーに対応するパケットが見つかり，そのパケットに登録済みのキー
数がB_SIZE-1以下の場合である.この場合は，単純に挿入キーをそのパケットにそそ
録するだけで実現できる.
また， ( 2 )はtiP入キーに対応するパケットは見つかるのだが，そのパケットには既に

































(1) (c) (巴)(c) (2) (ヌ)





mdcx' 3 1 addreωof buckct 3 




手順(S"-7) : treemapの第 lピットから第3ピットまでに存在する値が 1のピット数
は1個であるので，index=lとし，B_TBL[l]からパケット lのアドレスを得る
(図 4.19) ; 
手順(8"-8) :パケット lにkey=“air"が含まれているので， TRUEを返す;
4.4.4 パトリシアBDS木の更新アルゴリズム
パトリシア BDS木に対するキーの登録に関しても， Ordinary BDS木の場合と同線に
キーを検索した後，未登録と判断されたキーについて登録処理を行う.但し， Ordinary 
BDS木へのキーの挿入操作は， 3. 2で示した 3種知に分績できたが，パトリシア sDS
木にはダミーリーフがなく，また，各内部ノードが削除ノードに関する情報を含んでいる
ため，パトリシア BDS木へのキーの挿入操作は 以下の 3種類に分類される.
( 1) :挿入キーに対応するパケット容量に余裕がある場合;







.)( = Xo Xl X2… Zπ-1 
但し，Xi (0三t三η-1)は， 0または 1のピット値を表す.
また，検索の結果，辿り着いたパケットに既に登録されている任意のキーを m長のピッ
ト列Bとして以下のように定義する;
B = bo b1 b2… bm-t 
但し，bi (0三 i:Sm-1)は， 0または 1のピット値を表す.
次に，ピ ット夢IJXとBとのピット単位の比較演算を行い，双方とも第αピット目まで
がすべて同一値であったと仮定する. ~p ち，以下のようにピット列 X と B とを以下のよ
うに再定義すると，
x = Xo Xl X2…Zαー1Xα…Xn-l 
B二 bob1 b2… bα-1 bα… bm-1 











.d壬 α，かつ，K_NUM < B_SIZEならば， ( 1 )の処理を行う;
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4.4. パトリシアトライへの拡張による空間効率の改善
bucket 1 bucket2 bucket3 bucket4 
図 4.20 図 4.14-(b)にキー“you"追加後のパトリシア BDS木
.d三 α，かつ，K_NUM = B_5IZEならば， ( 2 )の処理を行う;
・d>αならば， ( 3 )の処理を行う ;
次に，各処理内容の詳細を説明する
( 1 )の場合は，単純に挿入キーを対応するバケットに格納した後，K _NUj¥l!の値を 1つ
増すだけでよい.例として，図4.14-(b)のパトリシア BDS木にキ-"you" (H(you)=11000…) 
を挿入した後の構造を図 4.20に示す.尚，先行順ピット列の内容は変化しない.
( 2 )の場合は，
(i) : Ordinary BDS木と同様に，フルバケットに対応した葉を単位木に変換する;









以下に，新しい先行順ピット列により表現されたパトリシア BDS木のパターン ( 2 ) 
に対する更新アルゴリズムを示す.但し， 3 . 5で述べた BDS木の史新アルゴリズムで
用いた変数I<.BETを用いる.
[1 ~トリシア BDS 木の更新アルゴリズム・パターン ( 2 )】
入力:key :検索の後， 登録されるキー;
出力:なし・











例として， 図 4.14-(b)のパトリシア BDS木， および図 4.16の先行}11ftピット列にキー
“tax" (H(tax)ニ100110. )を挿入する場合に行われる手順を図 4.21，図 4.22に従って
説明する.
まず，パケット 3まで検索が行われた際の各変数値を図 4.21に示す. treeposは第6
ピット目を示し， ηodeposは最終ピットである第6ピット目を示している. また 菜番号
3までの木の深さは dは2である.更に， H(tax)， H(tea)， H(try)の各ピット列をピット
単位に比較演算すると， 第5ピット目までのピット値がすべてのキーに対して等しいの
で， αの値は 5となる.その結果，dく αで，かつ，パケットがオーバーフローするので，
ノfターン ( 2 )の更新処理が行われる.以下に手)1買を示す.
手)1慎(1"-2-1) :挿入キーとフルパケ ット内の各キーとを K.BETに代入し，





I air I I bag I 
I art I I bωl 




H(try) : r込 山辺司内 treemap: 101011 11111 
ket3 bucket4 nodemap: I011111110[01 
図 4.21 図 4.14-(b)でキ-"tax"検索後のパトリシア BDS木
由函
ap : I 0 I 0 I 1 I 1 I 0 I宣告
f cf白川emap:1 0 111  01山
由町ω
図 4.22 図 4.14-(b)にキ-"tax"挿入後のパトリシア BDS木
とする;
















B = bo b1…bi…bα …bj…bm-1 
但し， i三 α::;j， i =1jとしする.ここで，bi ~ bjのビット列が削除ノードがぶす
ピットである.







(ii) :挿入ノードが保持する削除ノード数をα-~ 佃，フォルスドロ ップノードが保持
する削除ノード数を J-α個とする;
(iv) : xαの値がOならば，挿入ノードから左の枝と葉を l個ずつ生成し，xαの値が 1な
らば，挿入ノードから右の枝と葉を 1個ずつ生成する;
(v) :九の値がOならば，左の葉が示すパケ ットに，xαの値が 1ならば，右の葉が示す
パケットに挿入キーを格納する;


























手順(1"-3圃 5) : {挿入キーの格納処理}
新たに作成された葉に対応するパケットに挿入キーを格納する;
例として，図 4.14-(b)のパトリシアBDS木，および図 4.16の先行順ビット列へのキー
“car" (H(ear)=OOlOO…)の挿入処理を図 4.23-..図 4.25に従って説明する.
まず，キ-"car"を検索すると，パケット 1に辿り着き，パケット 1内部の検索の結果，
未登録語と判断される.そこで， H(ωr)， H (air) ， H (art)をピット単位で比較演算すると，
第2ピット LIまでのピット値が等しいので， α=2となる.また，パケット lまでの木の深
さdは，内部ノード 2が削除ノードを 3伺含んでいるので，d=5である.よって，d >α 
なので，パターン(3 )の更新処理が行われる.以下に手順を示す.




H(作ear):0 0: 1 0 0 
H(何ai川rけ): 0ρ: 0 0叫i0 
1 H(作art代): 0 ¥りQ:OQ切)0 
予 E日limin訂一1




図 4.23 図 4.14-(b)でキー“ear"再検索後のパトリシア BDS木
歯菌





π旦 i寸仕民map: 1 0 1 0 1 0 11 1 0 1 1 1 L
凶凶 附仏'U1Sertedn哨
加 ket4nodemap: 1 0 1I 0 11 01 0I 
nJpos 
図 4.24 図 4.23から削除ノードを分離したパトリシア BDS木
手}I慎(1"-3-1) : H( ear)に対して，d=3になるまで再度検索する;





手}I買(1"-3-3) : nodemapの第3ピット値を Oに変更する;









|010101111111611 [ 1 
、~斗os
司自 nodemap: Iililol110[ol 
図 4.14-(b)にキー“ear"挿入後のパトリシア BDS木
内部ノード 2(フォルスドロップノード)に l個分類される;






























合となる . この場合，パケットの分割 ・ 併合が行われると仮定すれば，~に対応したピッ
ト位置から以降に存在するすべてのピット列をシフト移動しなければならないため， BDS 
木での計算量は O(2n - n)となり，階層化BDS木では lつの分割木のみで同じ掠作が行
われるため 0(2m-m)となる.一般に，2n， 2mに対して n，mは小さいため，更新・削
除の時間計算量は， BDS木で 0(2η)，階層化BDS木では 0(2m)となる.
次に，空間効率に関しては， BDS木を先行)II.Qピット列を用いて機築すると， trcC'mapは








= ζ 2 k× EP2Tm叫昨(
2mα 一 1 ， _ _ ~ ， 1 _ ， 2mα 一 l
=寸{2仰(ρ2m一1)+ 1り}一一一=(伊2mα叫+札1一2幻)+一一一2m -l' I 2m - 1 
.， 2n - 1 




二三 2mα-1 = 2m xτ.. 2m(k-l) = 2m 
K12m-1 
2mα-1 ，__~ 2mα -1 
=(2m-1+1)一一一=(2mα-1)+--2m -l' I 2m - 1 
2n - 1 
= 2n+一一一一一 1
2m -1 
上記の結果より， BDS木を階層化することによって， treemapおよび leafmapともに





Iくcyscts J apancsc nouns English words 
Kinds of七rees
Number of 



















































































更に，キー 1個当たりに必要な記憶容量は， BDS木の場合では 2.50ピット，階層化BDS
木の場合では 3.24ピットとなり，本手法は B木や B+木に比べて非常にコンパクトな記
憶検索法といえる.
























はOく D く 1とする.
まず最初に，各データ構造の空間効率を考察するため，各木構造に対する先行}I頂ピッ
ト列， treemap， leafmap，および nodemapに必要なピット数を求める.但し， Ordinary 






















=乞2k- (2D2n) = 2n+1 -1 -D2η+1 = (1-D)2昨 1_ 1 



























合は，完全木全体が走査される.この場合の計算量は， 4. 5. 1で述べたように O(2n)
となる.また， Ordinary BDS木の更新 ・削除に関しては，最も左に依置する葉に対して
処理が行われ，先行順ピット列上では葉に対応するピット以降のピット列をすべてシフ




よりも Dx 100%短くなる.そのため パトリシア BDS木の先行)lnビット列に対する各
80 
4.5. 各種改善手法に対する評価












で，次に未登録キーに対する検索処理の効率について考察を行う.まず， Ordinary BDS 
木への未登録語の検索に関して，未登録語の検索処理がダミーリーフに辿り着いた場合，
先行順ピット列が主記憶上に格納されていると仮定すれば，検索キーを未登録語と判別す



























- (treemαp。のサイズ -treemα'Ppのサイズ) I treemαp。のサイズ;














表 4.3 パトリシア BDS木の実験結果
Kcy sets 
Kinds of trccs 















Rate of decrease in (%) 
treemap 
bit streams 
J apancse nouns English words 


























































また， 1個のキーを検索するために要する時間は， Ordinary BDS木の場介， 4. 5. 
2で示したように， 日本語名詞に対しては 0.48ミリ秒， ljf単語では 0.56ミリ秒であった.




























































































以下， 5. 2節では片仮名異表記の生成手法として t 2種類の片仮名ルール，および，
それらの変換ルールが適用可能な標準的な表記スタイルを定義し 片仮名異表記を尚迷








































































は， {パ}の原音は【 va ]だから， {ヴァ}を正規文字列とする.また，長音に関して












































































A → x 1 y : A → x， A → y ; 































































本システムの処理部は正規表記生成部 (RegularNotation Derivation module : RND 



































































C~SET 内の各 rule に対して，く位置制御コード〉の真偽を調べる 2;

























































また，rule=[フェイ :ニフェー=フエイ;~]を NEW...sTR の各要素に適用すると，
























評価を行った.尚，今回の実験では， 1 2 0個の片仮名異表記変換ルール(正規化ルール



















(A)未登録語数 1，125 1，097 
(B)ゆれをギ了する表記数 738 766 
(C)生成異表記数 1，994 1，747 
(D)生成失敗数 491 18 





















































































にする文書スタイルは， 1段組み，および， 2段組みとし，図表サイズは，フレーム (カ
ラム)幅に整合する片幅図表，および，ページ幅に整合する両幅図表を対象とする.
本手法は，図表を配置すべきページとその中での上下位置(これらのデータを概略位但
と称す)を決定する概略位置決定部 (GeneralPosition Decision Modulc : GPDM) ，及び
概略位置を基にしてページの上端から図表の上端までの行数(このデータを詳細位置と称













以下， 5. 4. 2では図表をより適切な位置に配置するための基準を定義するが，本論
文では各学会誌論文を対象にこの基準を決定する. 5. 4. 3では図表配置処理の全体の




















(6)優先基準 :幅の広い図表を優先的にページ端に配置し，同じ幅の図表の場合は， l~1 
表番号の小さい図表を優先的に上部に配置する基準;
次に，本手法で用いる各種データの定義を行う.




P .ATTRI(p) :見出し，始章・終章見出し (特殊見出しと呼ぶ)，本文のやIJれかの諭理
構造で示される段落の属性;




P .REF(p)={ (d+ 1，20)， (d+2，20)， (lαsf，5)} 
となる.
















DYOS(d)=(m， BOTTOM， 40) ; 
D_LINE(d + 1)=15 ; 
D_WIDTH(d+ l)=SINGLE; 




F.AV AI L(j) :フレーム内の未使用行数;
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F _MAX(m + 1)=50; 
F _AV AIL(m + 1)=10 ; 
F _P ARA(m + 1)=(d+2，10)， (lαsi，5) 
F _P ARA(m)=(d，5)， (d+1，25)， (lαst，10) 















その後，文書構造抽出部 (DocumentStructure Extraction Module : DSEM)ではj版文












に定義した配置基準を満たすため，後方処理 (backwardprocess) ，前方処理 (forward














































while F_AVAIL(P_FRA(p)) ~ p.line do begin 
pJine←pJine -F _AV AI L(P _F RA(p)); 
F _P ARA(P _FRA(p))の最後に
(lαst， F _AVAIL(P _FRA(p)))を加える;
F _AVAIL(P _FRA(p))←0; 
P _FRA(p)←P _FRA(p) + 1 end 
F _P ARA(P _F RA(p))の最後に (x，p.line)を加える;
F _AV AIL(P _FRA(p))←F _AVAIL(P _FRA(p)) -pJine; 
尚，F YARAに新たな組を追加する際には，次の併合規則に従って行う.
【併合規則}
隣接する 2つの組を (x，xJine)， (y， y_line)とすると，
Z 二 Jαstならば (yヲ xJine+ y_line)に併合できる;





F _P ARA(m)={(d，5)， (last，5)， (d+1，20)} 
となるが，併合規則により，
F _p ARA(m)={(d，5)， (d+1，25)} 
になる.
次の組(d+2，20)に対しては，段落が分割され
F YARA(m)={(d，5)， (d+1，25)， (lαst，10) } 
F YARA(m + 1)={(d+2，10)} 
となり，最後の (lαst，5)で，























手順 (1-3) : {フレーム内の空き行数の変更}









F _AV AIL(j -1)=0であるが，F _A V AI L(j)=40であり，
D~INE(d)=20 より多いので ， D_FRA(d)←fとする;
手}lI買(1・2) : D_F RA(d)とP_FRA(p)とが同じフレーム番号fを示しているので，
DYOS(d)←(j，BOTTOM， *)とする;
手順(1-3) : F _A. V AI L(j)=40 から D~IN E(d)=20を差し引き，
F _AVAIL(j)←20とする;
方，段落pが図 5.9-(b)のように配置され，F _AV AIL(f) = 10となる場合，図表d
は以下のような子順に従って配置される.
手順(1-1) :まず，D_FRA(d)←f-1とした後，
F _AVAIL(j) = 10 < D~INE(d) = 20であり，
F _AVAIL(f + 1)= 40 > D~INE(d) = 20なので，
D_FRA(d)←f+1とする;
手順 (1-2) : D_F RA(d)とP_FRA(p)とのフレーム番号が異なるので，
DYOS(d)← (f + 1，TOP， *)とする;
手順 (1-3) : F _AV AIL(f + 1)=50 から D~INE(d)=20 を差し引き，










































図 5.12 配置パターン Bの説明図
ば再配置処理を行う(図 5.12-(b)) . 
以下に，両幅図表の処理手順を示す.尚，以下のような変数を用いる.
P_PAGE(p) :処理中の段落pを配置するページ番号;






















手順(2-7) : {次のページを D_PAGE(d)とする}
D_PAGE(d)←D_P AGE(d) + 1とし，手順(2-2)に戻る;
手順(2-8) : {D_POS(d)の値を設定}
P _PAGE(p)とD_PAGE(d)が同ページならば，
D_POS(d)←(D_PAGE(d) x 2，BOTTOM， *)とし，
異ページならば















F _AVAIL(j + 1)
F _PARA( 1) = {(d・2.10). (d・1.15). (1asl， 5)} 
F _P ARA(2) = t (d.5)} 
F _A V AIL(2) = 45 
D_POS(d-2) = (1. BOTTOM.本}
D_POS(d-l) = (1. BOTTOM. *l 
(a) 
両幅図表配置例A
←-F _AV AIL(j) + xJine ; 
←-F _AV AIL(j + 1)-x_line ; 
また， DYOS(x)の第l要素を fから j+1に変更し，次式を行えば(2)が実現する.
F _AVAIL(j) 
F _AV AIL(f + 1)
+-
←-
F _AVAIL(j) + D_LINE(x) ; 
F _AV AI L(j + 1)-D_LI NE(x) ; 
F _AVAIL(j) 〉 D_LINE(d)になるまで移動領域を拡張した後，F _AV AIL(j) -




手順 (2-1) :まず， DYAGE(d) +-DY AGE(d -1) = 1と設定する;
手順(2-2) : DY AGE(d) = 1の最終フレーム 2に既配置の文章があるので，パターン
Aの配置処理を行うため，手順 (2-3)に進む;




~ : removcd area 
F_PARA(I)= {(d・2，10)，(d-I， 15)} 





F _PARA(I)= {(d-2， 10)， (d-J， 15)) 
F_PARA(2)= [(d， 10)) 



















F _PARA(I)= {(d・2，10). (Iast. 10)1 





手順 (2-6-1) :まず，図 5.14に示すように，F _PARA(l)の最後の組(last，5)をF_PARA(2) 
に移動する;
手順 (2-6-2) :次に，図 5.15のように， (ι1，15)がF_PARA(l)の新たな最後の組なの
で，図 d-1をフレーム 2に移動する;
手順 (2-6-3) :その後，最後の組(d-1，15)をF_PARA(2)に移動すると，図 5.16のよう
5.4. 文書構造を用いた図表自動配置手法への応用
に，フレーム 1にD_LINE(d)= 20以上の空き領域が確保できる;
手順(2-6-4) :最後に，F _AVAIL(l) = 30から D_L!NE(d) = 20をヲ|いた 10行分の
文章領域をフレーム lに戻す(図 5.17) ; 
(再配置処理終了)
手順 (2-8) : P _p AGE(p)とD_PAGE(d)が同じページ lを示しているので，図 5.17の
ように，D_POS(d)← (2，BOTTOM， *)とする;

































以上の処理を図 5.18 に従って説明する.図 5.18 内の図 d+2~d+5 のように大規模な
図表が集中して参照された場合，後方処理だけでは図 5.18-(a)のように図表が後万に追
ここで前方処理が呼び出され，図d+1の参照箇所 (r_p d+1) 文阜の残Eだと仮定すると，いやられてしまう .特に， 図d十4，d+5等は 2ページも後方に配置され，参照筒所との位








その後，図d+2の参照箇所 (r_p d+2)までの文章領域を配置すると r_p d+2はページ ηトl


























































d D_LINE(d) D_WIDTH(d) D_POS(d) 
dl 5 SINGLE (1， TOP， *) 
d2 10 DOUBLE (1， TOP，本)
d3 5 SINGLE (1， TOP， *) 
d4 10 DOUBLE (2， BOTTOlVJ， *) 
d5 5 DOUBLE (2， BOTTOM， *) 




D_POS(d2) = (2， TOP， 0)
L_Pos← L_Pos十D_LINE(d); 






L_Pos←L_Pos + D_LI N E(d) ; 
また，D_POS(d)の第 l要素がページ内の最終フレーム番号ならば，
D_POS(d)の第3要素に R_Posの示す値を代入し，次式を行う;





D_POS(dl) = (1， TOP， 10) 












D_POS(d4) = (2， BOTTOM， 35) 








D_POS(d2) = (1， TOP， 0); 
L_Pos←0+ D_LINE(d2)より， L_Pos=10; 
R_Pos← 0+ D_L! N E(d2)より， R_Pos=10; 
D_POS(d6) = (2， BOTTOM， 30) 
手)1慎4 : Q_SETから図表香号dl，d3を順番に取り出す;
手}I慎5. 6 : D_POS(d1)， D_POS(d3)の第I要素がフレーム番号1，つまり，先頭フ
レームなので，図 5.20のように，それぞれの図表を L_Pos=10から配置し，L_Pos 
を図 5.20のように移動する;
D_POS(d1)←(1， TOP， L_Pos)より，
D_POS(d1) = (1， TOP， 10) ; 
L_Pos← 10 + D_LINE(d1)より， L_Pos=15; 
図 5.22 詳細位置決定処理の例D





DYOS(d3) = (1， TOP， 15) ; 
LYos← 15 + D_LIN E(d3)より ，L_Pos = 20 ; 
次に，フレーム 1~こ 15 行の文章，フレーム 2 に 20 行の文京を配置すると ， L_Pos=15+15=35， 
RYos=10+20=30となる(図 5.21) . 
更に，DYOSの第2要素つがBOTTOMの下配置図表(d4，d5， d6)に関しては，D_WIDTI-I(d6) = 























順序基準 99.3 2 
安定基準 100 。
後方基準 70.1 81 



































E 377 454 
(Excellent) (67.8 %) (81.7 %) 
G 57 68 
(Good) (10.2 %) (12.2 %) 
F 50 24 
(Fair) (9.0 %) (4.3 %) 
P 72 10 












G (Good) :論文誌で配置された位置と同じフレーム内に配置された図表，但し， Eラ
ンクの図表を除く;
F (Fair) :論文誌で配置された位置と同じページ内に配置された図表，但し， E， Gラ
ンクの図表を除く;
P (Poor) :論文誌で配置された位置と異なるページに配置された図表;
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( 1 0 )エー-エイ;#
( 1 1 )ガ:F=グァ;#
( 1 2 )クエ-クウェ，クェ;#
( 1 3 )クオ-クォ，クウォ;#
( 1 4 )クス.-ツクス;#
( 1 5 )グア-グァ;#
( 1 6)ケ:NFニクェ;#




( 1 9 )シア :E=シャ;#
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( 2 0 )シアル-シャル;#
( 2 1 )シン-シム;#
( 2 2 )ジュール-デュール ;#
( 2 3 )スイ スウィ;#
( 2 4 )スエ .-スウェ;#
( 2 5 )スムーズ-スムース;#
( 2 6 )セサ :Eニセッサ;#
( 2 7 )セサー:E=セッサ;#
( 2 8 )セッサー :E=セッサ;#
( 2 9 )ター:E=タ;#
( 3 0 )チ.-ツィ;#
( 3 1 )チスト :E=テイスト;#
( 3 2 )チズム :E=テイズム;#
( 3 3 )チック:E=ティック;#
( 3 4 )チャ :E=チュア;#
( 3 5 )チャネ :Fニチャンネ;#
( 3 6 )チャー:E=チュア;#
( 3 7 )チュ.-テュ;#
( 3 8 )チン :E=テイン;#
( 3 9 )ティー:E=ティ ;#
( 4 0 )デイジ :F=デイジ;#
( 4 1 )デイー:E=ディ;#
( 4 2 )ト .-トゥ;#
( 4 3 )ノて-ヴァ;#
( 4 4 )パッチ.-バッジ;#
( 4 5 )バレー-ノてレエ;#
( 4 6 )ピ.-ヴィ;#
( 4 7 )ピュ:二ヴュ;#
( 4 8 )ファー-ファウ;#
( 4 9 )フェー ス.-フェイス;#
( 5 0 )べ :ニヴェ;#
( 5 1 )ペチ.-ペティ;#
( 5 2 )ホン :E=フォン;#
( 5 3 )ホーム.-フオ}ム;#
( 5 4 )ボ-ヴォ;#
( 5 5 )ボー-ボウ;#
( 5 6 )マー :E=マ;#
( 5 7 )レクレー-レクリエー;#
( 5 8 )レー.-レイ;#
( 5 9 )ローヤル:ニロイヤル;#
( 6 0 )ワイヤ.-ワイヤー;#
( 6 1 )ューム :E=ウム;#
( 6 2 )ーサー:E=ー サ;#




( 1 )イヤ .-イア;#
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( 2 )イヤー-イアー;#
( 3 )ウム :E=ユーム;#
( 4 )ウィ .-ウイ ;#
( 5 )ウイッチ .-イッチ;#
( 6 )ウェ .-ウエ;#
( 7 )ウェー-ウエー，ウェイ，ウェイ;#
( 8 )ウォ .-ウオ;#
( 9 )エイ-エー;#
( 1 0 )クウェ.-クエ;#
(1 1 )クウォ-クォ-クオ;#
( 1 2 )クェ:NF=ケ;ニクエ;#
( 1 3 )グァ-グア ;F=ガ;#
( 1 4 )ザ:E=ザー;#
( 1 5 )シム.-シン;#
( 1 6 )シャ:E=シア;#
( 1 7 )シャル.-シアル;#
( 1 8 )スウィ-スイ;#
( 1 9 )スウェ:二スエ;#
( 2 0 )スムース.-スムーズ;#
(2 1 )セッサ :E=セッサー ;Eニセサ ;Eニセサー;#
( 2 2 )タ :E=ター;#
( 2 3 )チュア:E=チャー ;Eニチャ;#
( 2 4 )チャンネ :F=チャネ;#
( 2 5 )ツィ-チ;#
( 2 6 )ティ :Eニティー;#
( 2 7 )ティン:E=チン;#
( 2 8 )ティック:E=チック;#
( 2 9 )テイズム :Eニチズム ;#
( 3 0 )テイ スト:E=チスト;#
( 3 1 )テュ :ニチュ ;#
( 3 2 )デイジ :F=テイジ;#
( 3 3 )ディ :E=デイー;#
( 3 4 )デュール :Eニジュール ;#
( 3 5 )トゥ-ト;#
( 3 6 )バレエ.-バレー;#
( 3 7 )バッジ-バッチ;#
( 3 8 )ファウ.-ファー;#
( 3 9 )フェ イス-フェース;#
( 4 0 )フォン :E=ホン;#
( 4 1 )フォ ーム-ホーム;#
( 4 2 )ペティ .-ペチ ;#
( 4 3 )ボウ-ボー;#
( 4 4 )マ:E=マー;#
( 4 5 )レイ-レー;#
( 4 6 )レクリエー.-レクレー;#
( 4 7 )ロイヤル-ローヤル;#
( 4 8 )ワイヤー.-ワイヤ;#
( 4 9 )ーサ:E=ー サー;#
( 5 0 )ックス.-クス;#
( 5 1 )ッサンス-サンス;#
( 5 2 )ヴァ-ノて;#
( 5 3 )ヴィ:ニビ;#
( 5 4 )ヴェ-ベ;#
( 5 5 )ヴォ.-ボ;#
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鼻、論文は，キー検索技法のけ1で特に 2進ディジタルJ束手伝木 (BinaryDigital 





第 l辛では木研究の rj (I~ を述べると共に木研究の工学 1:の窓義付けを行い，第
2辛ではキー検索技法のJjt史的背民を述べ 各椛キー検索技法の特徴および問題
点を解説している。第3市では各砲キー検索技法の件lでも特に高速な検索能力を
持つハッシュ法にポiヰし BDS木をハッシュ表として用いるトライハッシュ法の
構成について説明している。また，登録キー数が多くなった場合にもハッシュ表
を主記憶 I~_に格納するために与-奈された)_[制法 日[JちBDS木を先行}Imビット列と
呼ばれるコンパクトなビット列に!上納する手法を利介している。第42;そでは先行
}I貢ピットヲIjで表現されたBDS木のlIJj:n司 (I~ ・空間|ねな問題点を明確にし，それぞれ
の問題点に対する改苔下法を提条している。まず3 キー集合が大規模になると，
先行)11買ピット列が~~:'市に反くなり，その結呆， ピット列の後方に位習するキーに
対する処JlIlの時間矧~~手が低下する。この問題点に対して BDS*を階層的に分割
管理し，不必要な部分木に刈 すーる処理を削減することにより，大規模なキー集合
に対する時間効EF-の低ドを防いでいる。また， BDS木をパトリシア構造に拡張す
ることにより， 従来の手法でj日いられていたダミーリーフと呼ばれる擬似的な葉
を用いずに，よりコンパクトなピット列に圧縮することに成功している。更に，
それぞれの提案手法のJrp:論的評仰1，及び実験による兵イ本的評価を与え，木手法の
有効性を実証している。史に，第5市では文訂処理分野への応用として，改普手
法が施されたBDS木(改良BDS木)で梢成されたj十仮名古干詐とn-仮名変換ルール
を用いた高速かつ!日程なn・似tl~表記JI:_成手法，および改良BDS木で構成された
文書榊造データベースと|ヌ|点配置基準に従って考案した I~I表配置アルゴリズムを
用いた門動図表配i(I:了二法について述べている。
以上本研究は，先行)IIITピット列で表現された 2進ディジタ lレ保索木の問題点に
対する改持T.法と実際の丈-jIF処斑分野への応用について議論，考察したものであ
り，木論文は博士 (J~学)の学位授与に値するものと判定する。
