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THE FÖLLMER-SCHWEIZER DECOMPOSITION UNDER INCOMPLETE
INFORMATION
CLAUDIA CECI, KATIA COLANERI, AND ALESSANDRA CRETAROLA
Abstract. In this paper we study the Föllmer-Schweizer decomposition of a square integrable random
variable ξ with respect to a given semimartingale S under restricted information. Thanks to the
relationship between this decomposition and that of the projection of ξ with respect to the given
information flow, we characterize the integrand appearing in the Föllmer-Schweizer decomposition under
partial information in the general case where ξ is not necessarily adapted to the available information
level. For partially observable Markovian models where the dynamics of S depends on an unobservable
stochastic factor X, we show how to compute the decomposition by means of filtering problems involving
functions defined on an infinite-dimensional space. Moreover, in the case of a partially observed
jump-diffusion model where X is described by a pure jump process taking values in a finite dimensional
space, we compute explicitly the integrand in the Föllmer-Schweizer decomposition by working with finite
dimensional filters.
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1. Introduction
In this paper we study the Föllmer-Schweizer decomposition of a square integrable random variable under
partial information. More precisely, we characterize the integrand appearing in this decomposition when
the random variable is not necessarily adapted to the available information level. Moreover, we discuss an
application to a partially observable Markovian model where we compute explicitly this decomposition by
means of filtering problems.
It is worth mentioning that the Föllmer-Schweizer decomposition has a relevant application in finance.
More precisely, under suitable assumptions, the integrand βH in the decomposition of the square integrable
random variable representing the discounted payoff of a given European type contingent claim, provides
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the locally risk-minimizing hedging strategy in an incomplete financial market driven by semimartingales,
see e.g. [12, 24] for more details. There are several papers where the full information case is discussed, see
for instance [23, 20, 24, 10]. Results for the partial information setting, can be found in [7, 6].
In our setting the full information flow is described by a filtration F := {Ft, t ∈ [0, T ]}, with T denoting
a fixed and finite time horizon, while the available information level is given by a smaller filtration H :=
{Ht, t ∈ [0, T ]}.
On a given probability space (Ω,F ,P), we consider an (F,P)-semimartingale S satisfying the structure
condition with respect to the full information flow F and a square integrable FT -measurable random
variable ξ. The aim is to derive and characterize the Föllmer-Schweizer decomposition of ξ with respect
to S under the restricted information given by H, that is
ξ = U0 +
∫ T
0
βHt dSt +AT , P-a.s.,
when the following condition on filtrations holds
FSt ⊆ Ht ⊆ Ft
where FSt denotes the σ-algebra generated by St up to time t ∈ [0, T ]. Here U0 is a square integrable
F0-measurable random variable, β
H is an H-predictable S-integrable process and A is a square integrable
(F,P)-martingale orthogonal, in a weak sense, to the martingale part of S, see [7] for more details. It
is worth mentioning that in this decomposition the classical definition of orthogonality between (F,P)-
martingales is replaced by the concept of H-weak orthogonality, see [8, 7].
In [8] the authors studied the case when S is a local martingale under the real-word probability measure
P and derived the so-called the Galtchouk-Kunita-Watanabe decomposition under restricted information
for a square integrable FT -measurable random variable. The semimartingale case has been investigated
in [5] under the benchmark approach, which allows for a reduction to the local martingale case, and
in [7], where the authors provided a version of the Föllmer-Schweizer decomposition working under partial
information thanks to existence and uniqueness results for the solution of backward stochastic differential
equations driven by a càdlàg F-martingale in a partial information framework. However, how to explicitly
characterize the integrand appearing in such a decomposition was still an open question.
The case when a random variable ξ is measurable with respect to the smaller σ-algebra HT is studied
in [6], where the authors characterized the terms in the decomposition under the assumption that S is
a quasi-left continuous process. Here, we extend these results in two directions; precisely, we consider
a random variable which is not necessarily HT -measurable, and we also remove the quasi-left continuity
assumption on S. Our first achievement is given by Theorem 3.7, which shows the relationship between the
Föllmer-Schweizer decomposition of a square integrable FT -measurable random variable ξ under partial
information and that of its projection with respect to HT , i.e. E [ξ|HT ]. Consequently, we can provide an
operative method to compute the integrand βH in the decomposition above, see Proposition 3.10.
Finally, we discuss an application of these representation results in a Markovian framework where we
assume that the underlying semimartingale dynamics is affected by an unobservable stochastic factor X.
Thanks to the Markov properties of the model and when the available information level coincides with the
natural filtration of S, we show how to compute the Föllmer-Schweizer decomposition of a given square
integrable random variable via nonlinear filtering problems, which involve functions defined on an infinite-
dimensional space. Furthermore, in the case of a partially observable jump-diffusion model where X is
FS DECOMPOSITION UNDER INCOMPLETE INFORMATION 3
described by a pure jump process taking values in a finite dimensional space, we can compute explicitly
the integrand in the Föllmer-Schweizer decomposition by working with finite-dimensional filters, as shown
in Theorem 4.10.
Filtering results for jump diffusion processes can be found, e.g. in [13, 3, 15, 4]. In this paper we use the
same technique of [3, 4] to compute the filter dynamics by means of the innovation approach.
The paper is organized as follows. In Section 2 we describe the incomplete information model. In Section 3
we provide a characterization of the integrand in the Föllmer-Schweizer decomposition under partial infor-
mation of an FT -measurable square integrable random variable ξ. In Section 4 we discuss an application
in a Markovian framework and apply filtering arguments to compute explicitly the decomposition.
2. The incomplete information model
We fix a probability space (Ω,F ,P), endowed with a filtration F := {Ft, t ∈ [0, T ]} that satisfies the usual
conditions of right-continuity and completeness, where T > 0 is a fixed and finite time horizon; furthermore,
we assume that F = FT . On this probability space we consider an R-valued square integrable, càdlàg
(F,P)-semimartingale S = {St, t ∈ [0, T ]} that satisfies the structure condition (see e.g. [24] for further
details) given by
St = S0 +Mt +
∫ t
0
αFu d〈M〉u, t ∈ [0, T ], (2.1)
where S0 ∈ L
2(F0,P)
1, M = {Mt, t ∈ [0, T ]} is an R-valued, square integrable, (càdlàg) (F,P)-martingale
starting at null, 〈M〉 = {〈M,M〉t, t ∈ [0, T ]} denotes its F-predictable quadratic variation process and
αF = {αFt , t ∈ [0, T ]} is an R-valued, F-predictable process such that
∫ T
0
(
αFs
)2
d〈M〉s <∞ P-a.s..
In this setting the restricted information framework is described by an additional smaller filtration H :=
{Ht, t ∈ [0, T ]}, i.e.
Ht ⊆ Ft, t ∈ [0, T ].
Denote by FS := {FSt , t ∈ [0, T ]} the natural filtration of the process S, i.e. F
S
t = σ{Su, 0 ≤ u ≤ t ≤ T}.
We remark that all filtrations are supposed to satisfy the usual hypotheses of completeness and right-
continuity. Now, we make the following assumption
FSt ⊆ Ht, t ∈ [0, T ]. (2.2)
This is a sufficient requirement to provide existence of the Föllmer-Schweizer decomposition under partial
information of a given square integrable FT -measurable random variable, see [7, Proposition 3.3].
In virtue of condition (2.2) on filtrations the process S is also an (H,P)-semimartingale and therefore it
admits a semimartingale decomposition with respect to H, i.e.
St = S0 +Nt +Rt, t ∈ [0, T ], (2.3)
where N = {Nt, t ∈ [0, T ]} is an R-valued, square integrable (H,P)-martingale with N0 = 0 and R =
{Rt, t ∈ [0, T ]} is an R-valued, H-predictable process of finite variation with R0 = 0. In particular, since
R is H-predictable, even this decomposition is unique (see e.g. [22, Chapter III, Theorem 34]).
1Given a σ-algebra G and a probability measure Q, the space L2(G,Q) denotes the set of all G-measurable random
variables H such that EQ
[
|H |2
]
=
∫
Ω
|H |2dQ <∞.
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We will use the notation pX to indicate the predictable projection with respect to H under P of a given
process X = {Xt, t ∈ [0, T ]} satisfying E [|Xt|] < ∞ for every t ∈ [0, T ], defined as the unique H-
predictable process such that pXτ = E [Xτ |Hτ− ] P-a.s. on {τ <∞} for every H-predictable stopping time
τ .
In [6] the authors proved the structure condition for the semimartingale S with respect to the filtration
H when S is supposed to be quasi-left-continuous. Here we show that the result holds for any special
semimartingale. To this aim, we introduce the integer-valued random measure associated to the jumps of
S
m(dt,dz) =
∑
s:∆Ss 6=0
δ(s,∆Ss)(dt,dz),
where δa denotes the Dirac measure at point a.
Then, we define the characteristics of S (see e.g. [16, Chapter II, Section 2]) (BF, CF, νF), with respect to
F, and (BH, CH, νH), with respect to H, respectively. Here BF = {
∫ t
0 α
F
r d〈M〉r, t ∈ [0, T ]} and B
H = R
denote the F-predictable and H-predictable finite variation processes in decompositions (2.1) and (2.3),
respectively. Moreover, CF = CH = 〈M c〉 = 〈N c〉 (see e.g. [18] or [19] for more details) and νF(dt,dz) and
νH(dt,dz) are the predictable dual projections of m(dt,dz) under P with respect to F and H respectively.
According to [16, Chapter II, Proposition 2.9], we can find a version of the characteristics satisfying
BFt =
∫ t
0
bFs dU
F
s , C
F =
∫ t
0
cFs dU
F
s , ν
F(dt,dz) = νFt (dz)dU
F
t , t ∈ [0, T ],
BHt =
∫ t
0
bHs dU
H
s , C
H =
∫ t
0
cHs dU
H
s , ν
H(dt,dz) = νHt (dz)dU
H
t t ∈ [0, T ],
where UF and UH are increasing, F-predictable and H-predictable processes respectively. Moreover UF
and UH are continuous if and only if S is quasi-left-continuous.
Finally, bF , cF and bH, cH are F-predictable and H-predictable processes respectively, and νFt (dz) and
νHt (dz) are F-predictable and H-predictable kernels, respectively. Note that the characteristics (B
F, CF, νF)
and (BH, CH, νH) satisfy
νFt ({0}) = 0, ν
H
t ({0}) = 0,
∆BFt =
∫
zνF({t},dz), ∆BHt =
∫
zνH({t},dz),
cF = 0 on {∆UF 6= 0}, cH = 0 on {∆UH 6= 0},
see e.g. [10] for more details.
Lemma 2.1. The martingales M and N have the following representation
Mt = M
c
t +
∫ t
0
∫
R
z(m(ds,dz)− νF(ds,dz)), t ∈ [0, T ], (2.4)
Nt = N
c
t +
∫ t
0
∫
R
z(m(ds,dz)− νH(ds,dz)), t ∈ [0, T ], (2.5)
where M c and N c denote the continuous parts of M and N respectively.
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Proof. By [16, Chapter II, Corollary 2.38] and the fact that S is a special semimartingale we get that S
has the following (F,P)-semimartingale representation
St = S0 + S
c,F
t +
∫ t
0
∫
R
z(m(ds,dz)− νF(ds,dz)) + P Ft , t ∈ [0, T ],
where P F = {P Ft , t ∈ [0, T ]} is an F-predictable process of finite variation and S
c,F is the continuous
F-martingale part of S. By uniqueness of the (F,P)-semimartingale decomposition we get (2.4), and
in particular P Ft =
∫ t
0
αFs d〈M〉s, for each t ∈ [0, T ], in virtue of the structure condition (2.1) for S.
Analogously, we get that the (H,P)-semimartingale decomposition of S is given by
St = S0 + S
c,H
t +
∫ t
0
∫
R
z(m(ds,dz)− νH(ds,dz)) + PHt , t ∈ [0, T ],
for a suitable H-predictable process PH = {PHt , t ∈ [0, T ]} of finite variation, where S
c,H is the continuous
H-martingale part of S. Again, by uniqueness of the (H,P)-semimartingale decomposition we get (2.5). 
Remark 2.2. It is clear from Lemma 2.1 that S,M and N do not have the same jumps. Nevertheless, as
the sets of jumps of M and N are subsets of the jumps of S, they are FS-adapted.
The predictable quadratic variation processes of M and N are respectively given by
〈M〉t = 〈M
c〉t +
∫ t
0
∫
R
z2νF(ds,dz), t ∈ [0, T ],
〈N〉t = 〈M
c〉t +
∫ t
0
∫
R
z2νH(ds,dz), t ∈ [0, T ].
Note that, the predictable quadratic variations ofM and N depend on the filtrations F and H, respectively.
However, if it does not create ambiguity, we will always write 〈M〉 = F〈M〉 and 〈N〉 = H〈N〉 to simplify
the notation.
In the sequel we denote by vp,H the (H,P)-predictable dual projection of an R-valued, càdlàg, F-adapted
process v = {vt, t ∈ [0, T ]} of integrable variation, defined as the unique R-valued, H-predictable process
of integrable variation, such that
E
[∫ T
0
ϕtdv
p,H
t
]
= E
[∫ T
0
ϕtdvt
]
,
for every R-valued, H-predictable (bounded) process ϕ = {ϕt, t ∈ [0, T ]}, see e.g. Section 4.1 of [8] for
further details.
Then, S also satisfies the structure condition with respect to the filtration H. More precisely, we have the
following result.
Proposition 2.3. Assume that
E
[∫ T
0
(
αFs
)2
d〈M〉s
]
<∞. (2.6)
Then, under condition (2.2) the (F,P)-semimartingale S satisfies the structure condition with respect to
H, i.e.
St = S0 +Nt +
∫ t
0
αHs d〈N〉s, t ∈ [0, T ],
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where 〈N〉 coincides with the (H,P)-predictable dual projection of 〈M〉, that is, 〈N〉 = 〈M〉p,H and the
R-valued, H-predictable process αH = {αHt , t ∈ [0, T ]} given by
αHt :=
d
(∫ t
0 α
F
s d〈M〉s
)p,H
d〈M〉p,Hs
, t ∈ [0, T ],
satisfies an integrability condition analogous to (2.6).
Proof. The proof follows by the same arguments of those of [6, Proposition 3.2]. Note that, thanks to
Lemma 2.1, here we do not need to require that S has only (F,P)-totally inaccessible jump times. 
Remark 2.4. The result of Proposition 2.3 implies that for any R-valued, H-predictable process ϕ satisfying
E
[∫ T
0
ϕ2ud〈M〉u
]
<∞,
the following equalities hold
E
[∫ t
0
ϕsα
F
s d〈M〉s
]
= E
[∫ t
0
ϕsα
H
s d〈N〉s
]
= E
[∫ t
0
ϕsα
H
s d〈M〉s
]
, t ∈ [0, T ].
3. The Föllmer-Schweizer decomposition under incomplete information
In this section we study the Föllmer-Schweizer decomposition under partial information of an FT -
measurable square integrable random variable in the sense of Definition 3.4 below. To this aim we introduce
the following classes of admissible integrands.
Definition 3.1. The space Θ(H) (respectively Θ(F)) consists of all R-valued, H-predictable (respectively
F-predictable) processes θ = {θt, t ∈ [0, T ]} satisfying the following integrability condition
E
[∫ T
0
θ2ud〈N〉u +
(∫ T
0
|θu||α
H
u |d〈N〉u
)2]
<∞,(
respectively E
[∫ T
0
θ2ud〈M〉u +
(∫ T
0
|θu||α
F
u |d〈M〉u
)2]
<∞
)
.
Notice that if θ ∈ Θ(H) (respectively θ ∈ Θ(F)), the stochastic integral of θ with respect to S, that
is {
∫ t
0 θrdSr t ∈ [0, T ]}, is well defined and turns out to be a square integrable (H,P)-semimartingale
(respectively (F,P)-semimartingale).
For reader’s convenience, we recall the notion of H-weak orthogonality between square integrable (F,P)-
martingales, introduced in [8].
Definition 3.2. We say that a square integrable (F,P)-martingale O = {Ot, t ∈ [0, T ]} is H-weakly
orthogonal to a square-integrable (F,P)-martingale M = {Mt, t ∈ [0, T ]} if the following condition holds
E
[
OT
∫ T
0
ϕtdMt
]
= 0, (3.1)
for all R-valued, H-predictable processes ϕ = {ϕt, t ∈ [0, T ]} satisfying
E
[∫ T
0
ϕ2ud〈M〉u
]
<∞.
FS DECOMPOSITION UNDER INCOMPLETE INFORMATION 7
Remark 3.3. Since for any H-predictable process ϕ, the process 1(0,t](s)ϕs, with t ≤ T , is H-predictable,
condition (3.1) implies that
E
[
OT
∫ t
0
ϕsdMs
]
= 0, ∀t ∈ [0, T ],
and by conditioning with respect to Ft, we have
E
[
Ot
∫ t
0
ϕsdMs
]
= E
[∫ t
0
ϕsd〈M,O〉s
]
= 0, ∀t ∈ [0, T ].
Hence, if O and M are strongly orthogonal (i.e. 〈M,O〉t = 0 P − a.s. for every t ∈ [0, T ]) then they are
also H-weakly orthogonal. Moreover, in the case of full information, i.e. H = F, or when O and M are
also (H,P)-martingales, the H-weak orthogonality is equivalent to the strong orthogonality condition (see
e.g. Lemma 2 and Theorem 36, Chapter IV, page 180 of [22] for a rigorous proof).
The definition of the Föllmer-Schweizer decomposition under partial information of a given square inte-
grable random variable provided in [7], is given below.
Definition 3.4. Given ξ ∈ L2(FT ,P), we say that ξ admits a Föllmer-Schweizer decomposition under
partial information with respect to H and S, if there exist a random variable U0 ∈ L
2(F0,P), an H-
predictable process βH ∈ Θ(F) and a square integrable (F,P)-martingale A = {At, t ∈ [0, T ]} with A0 = 0,
H-weakly orthogonal to the F-martingale part M of S, such that
ξ = U0 +
∫ T
0
βHt dSt +AT P− a.s.. (3.2)
In the sequel, we make the following assumptions.
Assumption 3.5.
(i) There exists a deterministic function ρ : R+ → R+ with ρ(0
+) = 0 such that, P-a.s.,
〈M〉t − 〈M〉s ≤ ρ(t− s), ∀ 0 ≤ s ≤ t ≤ T. (3.3)
(ii) There exists a constant k ≥ 0 such that
|αFt | ≤ kSt (P⊗ 〈M〉) − a.e. on Ω× [0, T ].
In [7], it is proved that decomposition (3.2) exists and it is unique under either condition (2.2) and
Assumption 3.5 or condition (3.3) and the existence of a constant c ≥ 0 such that
|αFt | ≤ c, (P⊗ 〈M〉)− a.e. on Ω× [0, T ].
Let ξ ∈ L2(FT ,P). Now, the problem is how to compute the integrand in decomposition (3.2). If
the process S has continuous trajectories, the integrand can be calculated by switching to a particular
martingale measure P∗, the so-called minimal martingale measure, and computing the Galtchouk-Kunita-
Watanabe decomposition of ξ with respect to S under P∗. Concerning the more general case, that is,
when S is only càdlàg, there are few results in literature, see e.g. [10] for the complete information case
and [6] for the incomplete information setting when ξ is HT -measurable.
Here, the idea is to work with the projection of ξ with respect to HT , i.e.
oξ := E [ξ|HT ] . (3.4)
8 C. CECI, K. COLANERI, AND A. CRETAROLA
By Jensen’s inequality we get that oξ ∈ L2(HT ,P) and since S is H-adapted in virtue of condition (2.2),
under suitable assumptions (see Remark 3.6 below) oξ admits a (classical) Föllmer-Schweizer decomposition
with respect to S and H, that is, there exist a random variable U˜0 ∈ L
2(H0,P), a process β˜
H ∈ Θ(H) and
a square integrable (H,P)-martingale A˜ = {A˜t, t ∈ [0, T ]} with A˜0 = 0, which is H-strongly orthogonal
to the H-martingale part N of S, such that
oξ = U˜0 +
∫ T
0
β˜Ht dSt + A˜T P− a.s.. (3.5)
Remark 3.6. A sufficient condition for existence and uniqueness of decomposition (3.5) is the uniform
boundedness of the mean-variance tradeoff process K := {
∫ t
0 (α
H
u )
2d〈N〉u, t ∈ [0, T ]} in t and ω (see [20,
Theorem 3.4]) or the fulfillment by 〈N〉 and αH of Assumption 3.5.
In the sequel we prove that the integrands in decompositions (3.2) and (3.5) coincide, that is, βHt = β˜
H
t ,
P-a.s., for each t ∈ [0, T ]. As a consequence, we can compute βH in terms of the Galtchouk-Kunita-
Watanabe decomposition of oξ with respect to S and H under the minimal martingale measure P∗ (if it
exists), see Definition 3.8 and Proposition 3.10 below.
Theorem 3.7. Let ξ ∈ L2(FT ,P). Under condition (2.2) and Assumption 3.5, the random variable ξ
admits the Föllmer-Schweizer decomposition under partial information given in (3.2), and oξ admits a
Föllmer-Schweizer decomposition (3.5) with
U˜0 = E [U0|H0] , β˜
H
t = β
H
t A˜t = E [At|Ht] + E [U0|Ht]− U˜0, t ∈ [0, T ].
Proof. Recall that under condition (2.2) and Assumption 3.5, the random variable ξ admits the Föllmer-
Schweizer decomposition under partial information given in (3.2) thanks to the results of [7]. By (3.4) and
conditioning equation (3.2) with respect to HT , we obtain that
oξ = E [U0|HT ] +
∫ T
0
βHt dSt + E [AT |HT ] P− a.s..
Set
Aˆt := E [At|Ht] + E [U0|Ht]− E [U0|H0] ,
for every t ∈ [0, T ]. Then
oξ = E [U0|H0] +
∫ T
0
βHt dSt + AˆT P− a.s..
It is easy to verify that Aˆ = {Aˆt, t ∈ [0, T ]} is an (H,P)-martingale such that Aˆ0 = 0. If we prove that
that βH ∈ Θ(H) and Aˆ is strong orthogonal to N , we obtain the thesis with the choice U˜0 = E [U0|H0],
β˜H = βH and A˜ = Aˆ.
For the first part, we prove that every H-predictable process in Θ(F) also belongs Θ(H). Let θ be an
H-predictable process in Θ(F). Then, relationship 〈N〉 = 〈M〉p,H implies
E
[∫ T
0
θ2sd〈N〉s
]
= E
[∫ T
0
θ2sd〈M〉s
]
.
On the other hand, we get
E
[∫ T
0
(θsα
H
s )
2d〈N〉s
]
≤ E
[∫ T
0
(θsα
F
s )
2d〈M〉s
]
.
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Then, thanks to Remark 2.4 with the choice ϕs = θ
2
sα
H
s and the Cauchy-Schwarz inequality, we have
E
[∫ T
0
(θsα
H
s )
2d〈N〉s
]
= E
[∫ T
0
θ2sα
H
s α
F
s d〈M〉s
]
≤
(
E
[∫ T
0
(θsα
H
s )
2d〈N〉s
]) 1
2
(
E
[∫ T
0
(θsα
F
s )
2d〈M〉s
]) 1
2
.
Hence, θ ∈ Θ(H). As concerns strong orthogonality, taking Remark 3.3 into account we show that condition
E
[
AˆT
∫ T
0
ϕsdNs
]
= 0 (3.6)
holds for all R-valued, H-predictable processes ϕ satisfying
E
[∫ T
0
ϕ2ud〈M〉u
]
<∞.
First, we get that
E
[
AˆT
∫ T
0
ϕsdNs
]
= E
[
AT
∫ T
0
ϕsdNs
]
+ E
[
η
∫ T
0
ϕsdNs
]
= E
[
AT
∫ T
0
ϕsdNs
]
,
where η := E [U0|HT ]− E [U0|H0] and {
∫ t
0 ϕsdNs, t ∈ [0, T ]} is an (H,P)-martingale null at t = 0.
Finally, since A is H-weakly orthogonal to M , by the properties of the predictable projection we have
E
[
AT
∫ T
0
ϕsdNs
]
= E
[
AT
∫ T
0
ϕsdMs
]
+ E
[
AT
∫ T
0
ϕs(α
F
s d〈M〉s − α
H
s d〈N〉s)
]
= E
[∫ T
0
As−ϕs(α
F
s d〈M〉s − α
H
s d〈N〉s)
]
= 0,
where the last equality follows by Remark 2.4, and this yields (3.6). 
It is helpful to recall the definition of the minimal martingale measure with respect to the filtration F.
Definition 3.8. An equivalent martingale measure P∗ for S with square integrable density
dP∗
dP
is called
minimal martingale measure (for S) if P∗ = P on F0 and if every square integrable (F,P)-martingale,
strongly orthogonal to the F-martingale part M of S, is also an (F,P∗)-martingale.
We assume that
1− αFt ∆Mt > 0 P− a.s. ∀ t ∈ [0, T ], (3.7)
and
E
[
exp
{
1
2
∫ T
0
(
αFt
)2
d〈M c〉t +
∫ T
0
(
αFt
)2
d〈Md〉t
}]
<∞, (3.8)
where Md denotes the discontinuous part of the (F,P)-martingale M , and define the process L = {Lt, t ∈
[0, T ]} by setting
Lt := E
(
−
∫
αFu dMu
)
t
, t ∈ [0, T ],
where the notation E(Y ) refers to the Doléans-Dade exponential of an (F,P)-semimartingale Y . Assuming
L to be square integrable, under conditions (3.7) and (3.8) by the Ansel-Stricker Theorem (see [1]) there
exists the minimal martingale measure P∗ for S, which is defined by
Lt =
dP∗
dP
∣∣∣∣
Ft
t ∈ [0, T ].
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In the rest of the paper we also make the following assumption.
Assumption 3.9. Assume that oξ ∈ L2(HT ,P∗) and St ∈ L2(Ht,P∗), for each t ∈ [0, T ].
Since S is an (H,P∗)-martingale, the random variable oξ admits the Galtchouk-Kunita-Watanabe decom-
position with respect to S and H under P∗, i.e.
oξ = Û0 +
∫ T
0
HHu dSu +GT P
∗ − a.s., (3.9)
where Û0 ∈ L
2(H0,P
∗), HH = {HHt , t ∈ [0, T ]} is an R-valued H-predictable process satisfying
E
P
∗
[∫ T
0 (H
H
u )
2d〈S〉u
]
< ∞, and G = {Gt, t ∈ [0, T ]} is a square-integrable (H,P
∗)-martingale with
G0 = 0, strongly orthogonal to S under P
∗.
Define the process V H = {V Ht , t ∈ [0, T ]} by setting
V Ht := E
P
∗
[oξ|Ht], t ∈ [0, T ]. (3.10)
By decomposition (3.9), we get that
V Ht = Û0 +
∫ t
0
HHu dSu +Gt P
∗ − a.s.; (3.11)
hence, we can compute HH as
HHt =
d∗,H〈V H, S〉t
d∗,H〈S〉t
, t ∈ [0, T ], (3.12)
where ∗,H〈·〉 denotes the sharp bracket computed with respect to H and P∗.
The following result characterizes the process βH.
Proposition 3.10. Let ξ ∈ L2(FT ,P). Under Assumptions 3.5 and 3.9, the integrand βH in the Föllmer-
Schweizer decomposition under partial information (3.2) is given by
βHt = H
H
t + φ
H
t , P− a.s. t ∈ [0,T], (3.13)
where HH is the integrand in the Galtchouk-Kunita-Watanabe decomposition of oξ with respect to S and
H under P∗, see (3.9), given in (3.12) and
φHt =
dH〈[G,S],
∫ ·
0 α
H
r dNr〉t
dH〈S〉t
, P− a.s. t ∈ [0, T ], (3.14)
where the sharp brackets H〈·〉 are computed with respect to H and P2.
Proof. By Theorem 3.7 we get that βHt = β˜
H
t for every t ∈ [0, T ]. Then, by formula (4.6) in [6, Proposition
4.8] we get (3.13), where HH is given by (3.12). Finally, the characterization of φH follows by Theorem
3.2 and Remarks on page 860 in [10]. 
2The F-predictable (respectively H-predictable) quadratic variation of the semimartingale S, denoted by 〈S〉 (respectively
H〈S〉), is the F-predictable (respectively H-predictable) compensator of the quadratic variation process [S].
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Corollary 3.11. Under the hypotheses of Proposition 3.10, assume that S has only (F,P)-totally inac-
cessible jump times, then
βHt = H
H
t + φ
H
t , P− a.s. t ∈ [0, T ]. (3.15)
with HH given by (3.12) and
φHt =
dH〈[G,S],
∫ ·
0 α
H
r dNr〉t
dH〈N〉t
, P− a.s. t ∈ [0, T ], (3.16)
where the sharp brackets are computed under P.
Proof. Note that the H-predictable quadratic variation of S is given by H〈S〉 = H〈N〉 +
∑
s≤t(∆Rs)
2.
Then, the result follows by Proposition 3.10 and the observation that, if S has (F,P)-totally inaccessible
jump times, then the finite variation parts in the semimartingale decompositions of S with respect to both
filtrations F and H are continuous. This implies that H〈N〉 = H〈S〉 and the expression of (3.14) reduces
to (3.16). 
Note that representation (3.15) shows how the knowledge about decomposition (3.11) of V H is an essential
tool to compute βH. In the next section we discuss an application in a Markovian framework.
4. Application to partially observable Markov models
We consider a partially observable Markovian model, where the dynamics of the semimartingale S is
affected by an unobservable external factor, modeled by a Markov process denoted by X and such that
the pair (X,S) turns out to be an (F,P)-Markov process.
Here we assume that the available information coincides with the natural filtration of the semimartingale
S, precisely, H = FS . Then, we consider a random variable ξ ∈ L2(FT ,P) of the form
ξ = H(T,XT , ST ), (4.1)
where H(t, s, x) is a given deterministic function.
The goal of this section is to characterize the integrand in the Föllmer-Schweizer decomposition under
partial information of the random variable ξ given in (4.1). To this aim, all the hypotheses made in the
previous sections are assumed to be fulfilled.
In order to apply Proposition 3.10 to compute βH, it is essential to provide a representation for the
projection of ξ with respect to HT , i.e.
oξ = E[H(T, ST ,XT )|HT ].
Under the hypothesis that Ht = F
S
t , for every t ∈ [0, T ], the projection
oξ can be written in terms of the
filter pi with respect to P, pi(f) = {pit(f), t ∈ [0, T ]}, defined by setting
pit(f) := E[f(t,Xt, St)|F
S
t ] =
∫
R
f(t, x, St)pit(dx), ∀t ∈ [0, T ], (4.2)
for any measurable function f(t, x, s) such that E|f(t,Xt, St)| < ∞, for every t ∈ [0, T ]. The filter is a
probability measure valued process, which provides the conditional law of the stochastic factor X given
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the information flow. In particular we get that
oξ = E[H(T, ST ,XT )|HT ] = piT (H).
We denote by P(R) the space of probability measures on R with the weak topology and denote by p its
elements.
In the sequel we assume the vector (X,S, pi) to be an (F,P∗)-Markov process and we denote by L∗ its
generator.
Remark 4.1. This is a natural assumption satisfied by a large class of models where the change of pro-
bability measure, defining the minimal martingale measure P∗ is Markovian. We provide an example in
Section 4.1.
By [11, Chapter 4, Proposition 1.7] we get that for every function f(t, x, s, p), with (t, x, s, p) ∈ [0, T ] ×
R
2 × P(R), in the domain of the operator L∗, D(L∗), the process mf = {mft , t ∈ [0, T ]} given by
m
f
t = f(t,Xt, St, pit)−
∫ t
0
L∗f(u,Xu, Su, piu)du, t ∈ [0, T ] (4.3)
is an (F,P∗)-martingale. This leads to the following result.
Proposition 4.2. Let the vector (X,S, pi) be an (F,P∗)-Markov process. Then, the process V H given in
(3.10) admits the following representation
V Ht = E
P
∗
[
g(t,Xt, St, pit)
∣∣∣Ht] t ∈ [0, T ], (4.4)
where g(t, x, s, p) is a measurable function on [0, T ]× R2 × P(R) such that
g(t,Xt, St, pit) = E
P
∗
[
piT (H)
∣∣∣Ft] . (4.5)
Proof. Since piT (H) =
∫
R
H(T, x, ST )piT (dx) depends on ω through (ST (ω), piT (ω)), then, by the (F,P
∗)-
Markov property of the triplet (X,S, pi), we get
V Ht = E
P
∗
[oξ|Ht] = E
P
∗
[piT (H)|Ht] = E
P
∗
[EP
∗
[piT (H)|Ft]|Ht] = E
P
∗
[
g(t,Xt, St, pit)
∣∣∣Ht]
where g(t, x, s, p), is a measurable function of its arguments (t, x, s, p) ∈ [0, T ]× R2 × P(R), such that is
fulfilled. 
The next lemma gives a representation of the function g as a solution to a problem with final condition.
Lemma 4.3. Let g˜(t, x, s, p) ∈ D(L∗) such that
L∗g˜(t, x, s, p) = 0, (t, x, s, p) ∈ [0, T )× R2 × P(R)
g˜(T, x, s, p) = p(H) =
∫
R
H(T, y, s)p(dy), (x, s, p) ∈ R2 × P(R).
(4.6)
Then, g˜(t,Xt, St, pit) = g(t,Xt, St, pit) P-a.s., for every t ∈ [0, T ].
Proof. Let g˜(t, x, s, p) ∈ D(L∗) be the solution of (4.6). Then, by (4.3), we get that the process
{g˜(t,Xt, St, pit), t ∈ [0, T ]} is an (F,P
∗)-martingale with final value g˜(T,XT , ST , piT ) = piT (H). As a
consequence g˜(t,Xt, St, pit) = E
P
∗
[piT (H)|Ft], for every t ∈ [0, T ], which implies the thesis. 
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In general, the vector process (X,S, pi) takes values in the infinite dimensional space R2×P(R). However,
if X assumes finitely many values, then the filter pi is also finite, and this reduces an infinite dimensional
state problem to a finite dimensional one.
Precisely, we assume that X takes values in a set D = {x1, . . . , xd}, with xi ∈ R for every i = 1, . . . , d.
Then, for any function f(t, x, s) we can write
pit(f) =
d∑
i=1
E[f(t,Xt, St)1{Xt=i}|Ht] =
d∑
i=1
f(t, xi, St)pit(fi), (4.7)
where fi(x) = 1{x=xi} and pit(fi) = P(Xt = i|Ht). Then, the filter is completely characterized by the
conditional probabilities pit(fi), i = 1, . . . , d for every t ∈ [0, T ]. Denoting the conditional probabilities
vector by pi := {pit, t ∈ [0, T ]} with pit := (pit(f1), . . . , pit(fd)), we get that the process (X,S, pi) takes
values in the finite dimensional space R2 × [0, 1]d.
In this framework, since (X,S, pi) is an (F,P∗)-Markov process with generator L∗, relationship (4.4) in
Proposition 4.2 can be written as
V Ht = E
P
∗
[
g(t,Xt, St, pit)
∣∣∣Ht] t ∈ [0, T ],
where, g(t, x, s, p) now denotes a measurable function on [0, T ]× R2 × [0, 1]d such that
g(t,Xt, St, pit) = E
P
∗
[
piT (H)
∣∣∣Ft] = EP∗
[
d∑
i=1
H(T, xi, ST )piT (fi)
∣∣∣Ft
]
,
for every t ∈ [0, T ]. Similarly to Lemma 4.3, we can characterize the function g(t, x, s, p) as follows.
Lemma 4.4. Let g˜(t, x, s, p) ∈ D(L∗) such that
L∗g˜(t, x, s, p) = 0, (t, x, s, p) ∈ [0, T )× R2 × [0, 1]d
g˜(T, x, s, p) =
d∑
i=1
piH(T, xi, s), (x, s, p) ∈ R
2 × [0, 1]d.
(4.8)
Then, g˜(t,Xt, St, pit) = g(t,Xt, St, pit) P-a.s., for every t ∈ [0, T ].
Proof. The proof follows from the same lines of those of Lemma 4.3 and equation (4.7), which characterizes
the filter for a state process assuming finitely many values. 
4.1. A partially observable jump-diffusion model. In this section we discuss a partially observable
model where S is described by a geometric jump diffusion process, with drift and jump characteristics
depending on an unobservable stochastic factor X, modeled by a pure jump Markov process having
common jump times with S and taking values in the finite space D = {x1, . . . , xd}, with xi ∈ R for every
i = 1, . . . , d. Precisely, we consider the following system of SDEs
dXt =
∫
Z
K0(ζ; t,Xt−)N (dt,dζ), X0 = x0 ∈ D,
dSt = St−
(
µ1(t,Xt, St)dt+ σ1(t, St)dW
1
t +
∫
Z
K1(ζ; t,Xt− , St−)N (dt,dζ)
)
, S0 = s0 > 0,
(4.9)
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where N (dt,dζ) is an (F,P)-Poisson random measure with finite intensity η(dζ)dt on a measurable and
separable space (Z,Z), W 1 := {W 1t , t ∈ [0, T ]} is an (F,P)-Brownian motion independent of N (dt,dζ),
the coefficients µ1(t, x, s), σ1(t, s) > 0, K0(ζ; t, x) and K1(ζ; t, x, s) are R-valued measurable functions of
their arguments such that a unique strong solution for the system (4.9) exists, see for instance [21].
Here, K0(ζ; t, x) takes values in the set K0 := {kij = xi − xj : i 6= j, i, j = 1, ...d}.
Denote by N˜ (dt,dζ) the (F,P)-compensated random measure given by
N˜ (dt,dζ) = N (dt,dζ)− η(dζ)dt.
We recall the definition of the integer-valued random measure associated to the jumps of S given by
m(dt,dz) =
∑
s:∆Ss 6=0
δ(s,∆Ss)(dt,dz).
For every t ∈ [0, T ], set Dt := {ζ ∈ Z : K1(ζ; t,Xt− , St−) 6= 0} and assume E
[∫ T
0 η(Dt)dt
]
< ∞. Then
the (F,P)-predictable dual projection of m(dt,dz) is given by
νF(dt,dz) = νFt (dz)dt,
where νFt (A) = η(D
A
t ), D
A
t := {ζ ∈ Z : K1(ζ; t,Xt− , St−) ∈ A \ {0}}, for any A ∈ B(R) (see e.g. [9, 3] for
more details).
Notice that νFt (dz) depends on ω through (Xt−(ω), St−(ω)), i.e. ν
F
t (dz) = ν
F(t,Xt− , St− ,dz). Furthermore,
νFt (R) = {ν
F
t (R) = η(Dt), t ∈ [0, T ]} provides the (F,P)-intensity of the point process {m((0, t]×R), t ∈
[0, T ]}, where m((0, t] × R) gives the jumps number of S up to time t.
Assume that the intensity is strictly positive, i.e. η(Dt) > 0 P-a.s. for every t ∈ [0, T ]. Moreover, we also
assume that
E
[∫ T
0
[
|µ1(t,Xt, St)|+ σ
2
1(t, St) + η(Dt) +
∫
Z
|K1(ζ; t,Xt, St)|η(dζ)
]
dt
]
<∞, (4.10)
E
[∫ T
0
η(D0t ) +
∫
Z
|K0(ζ; t,Xt)|η(dζ)dt
]
<∞, (4.11)
where D0t :={ζ ∈ Z : K0(ζ; t,Xt−) 6= 0} for every t ∈ [0, T ].
Proposition 4.5. Under (4.10) and (4.11), the pair (X,S) is an (F,P)-Markov process with generator
LX,S defined by
LX,Sf(t, x, s) =
∂f
∂t
+ µ1(t, x, s)s
∂f
∂s
+
1
2
σ21(t, s)s
2∂
2f
∂s2
+
∫
Z
∆f(ζ; t, x, s)η(dζ), (4.12)
where
∆f(ζ; t, x, s) := f
(
t, x+K0(ζ; t, x), s(1 +K1(ζ; t, x, s))
)
− f(t, x, s),
for every function f(t, x, s) bounded and measurable with respect to x and C1,2 with respect to (t, s).
Moreover, the following semimartingale decomposition holds
f(t,Xt, St) = f(0, x0, s0) +
∫ t
0
LX,Sf(u,Xu, Su)du+M
f
t ,
where Mf = {Mft , t ∈ [0, T ]} is the (F,P)-martingale given by
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dMft =
∂f
∂s
Stσ1(t, St)dW
1
t +
∫
Z
∆f(ζ; t,Xt− , St−) (N (dt,dζ)− η(dζ)dt) . (4.13)
The proof is postponed to Appendix A.
For simplicity in the sequel we assume
µ1(t, x, s) < c1, 0 < c2 < σ1(t, s) < c3 and K1(ζ; t, x, s) < c4, (4.14)
for every (t, x, s) ∈ [0, T ]× R× R+, ζ ∈ Z and for some constants c1, c2, c3, c4.
We define the process I = {It, t ∈ [0, T ]} by setting
It := W
1
t +
∫ t
0
µ1(u,Xu, Su)− piu(µ1)
σ1(u, Su)
du, t ∈ [0, T ], (4.15)
where the filter pi is defined in (4.2). The process I is an (H,P)-Brownian motion called the innovation
process (see e.g. [14] and [17] for more details).
Moreover, under the assumption that Ht = F
S
t , for every t ∈ [0, T ], the (H,P)-predictable dual projection
of the integer-valued random measure m(dt,dz) is given by νHt (dz)dt, and the following relationship holds
νHt (dz)dt = pit−(ν
F(dz))dt,
thanks to [2, Proposition 2.2].
Following the same argument of [3, Theorem 3.1] we get that the filtering equation with respect to P in
the jump-diffusion model is given by the following Kushner-Stratonovich equation,
pit(f) = f(0, x0, s0)+
∫ t
0
pis(L
X,Sf)ds+
∫ t
0
hs(f)dIs+
∫ t
0
∫
R
wf (s, z)(m(ds,dz)− νHs (dz)ds), t ∈ [0, T ],
for every function f(t, x, s) bounded and measurable with respect to x and C1,2 with respect to (t, s),
where
ht(f) :=
pit(µ1f)− pit(µ1)pit(f)
σ1(t, St)
+ Stσ1(t, St)pit
(
∂f
∂s
)
,
wf (t, z) :=
dpit−(fν
F)
dνHt
(z)− pit−(f) +
dpit−(Lf)
dνHt
(z), (4.16)
the generator LX,S is given in (4.12) and Lf(t, x, s,A) :=
∫
dA(t,x,s)∆f(ζ; t, x, s)η(dζ), A ∈ B(R) and
dA(t, x, s) := {ζ ∈ Z : K1(ζ; t, x, s) ∈ A \ {0}}.
Since X takes value in the finite set D, by (4.7) we only need to compute the filtering equation for the
indicator functions fi(x) = 1{x=xi}, i = 1, . . . , d. Then, we get
dpit(fi) = bi(t, St, pit)dt+ γi(t, St, pit)dIt +
∫
R
wfi(t, z)(m(dt,dz) − νHt (dz)dt), (4.17)
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for every i = 1, . . . , d. Here bi(t, s, p) and γi(t, s, p) are measurable functions on [0, T ]×R
+ × [0, 1]d given
by
bi(t, St, pit) = pit(L
X,Sfi) =
∫
Z
 d∑
j=1
pit(fj)1{K0(ζ;t,xj)=xi−xj} − pit−(fi)
 η(dζ),
γi(t, St, pit) = ht(fi) =
pit(fi)µ1(t, xi, St)− pit(fi)
∑d
j=1 pit(fj)µ1(t, xj , St)
σ1(t, St)
for every i = 1, ..., d, and t ∈ [0, T ].
Remark 4.6. It is worth stressing that in this framework the filter can be computed recursively and turns
out to be the unique solution of a linear system of d equations and d unknowns, see, e.g. [4].
Now, we compute the integrand in the Föllmer-Schweizer decomposition of the random variable ξ in (4.1)
with respect to S, whose behavior is described in (4.9), and the filtration FS. Note that here the process
S has only totally inaccessible jump times, then we can apply Corollary 3.11. Firstly, this requires to
construct the minimal martingale measure P∗ for this model. In order to use the Ansel-Stricker Theorem
(see [1]), it is necessary that the process S satisfies the structure condition with respect to F. By the
dynamics (4.9), we get that the canonical decomposition of S with respect to F is given by
St = S0 +Mt +B
F
t , t ∈ [0, T ],
where M is the square-integrable (F,P)-martingale satisfying
dMt = Stσ1(t, St)dW
1
t +St−
∫
Z
K1(ζ; t,Xt− , St−)N˜ (dt,dζ) = Stσ1(t, St)dW
1
t +
∫
R
z(m(dt,dz)−νFt (dz)dt)
and BF = {BF , t ∈ [0, T ]} is the R-valued F-predictable process of finite variation given by
dBFt = St−
{
µ1(t,Xt− , St−) +
∫
Z
K1(ζ; t,Xt− , St−)η(dζ)
}
dt =
{
St−µ1(t,Xt− , St−) +
∫
R
zνFt (dz)
}
dt.
Here the F-predictable quadratic variation of M is absolutely continuous with respect to the Lebesgue
measure, that is, d〈M〉t = at dt, where
at = S
2
t−
(
σ21(t, St−) +
∫
Z
K21 (ζ; t,Xt− , St−)η(dζ)
)
= S2t−σ
2
1(t, St−) +
∫
R
z2νFt (dz), t ∈ [0, T ].
Then, the semimartingale S satisfies the structure conditions with respect to F,
St = S0 +Mt +
∫ t
0
αFs d〈M〉s, t ∈ [0, T ]
with
αFt =
µ1(t,Xt− , St−) +
∫
Z
K1(ζ; t,Xt− , St−)η(dζ)
St−
(
σ21(t, St−) +
∫
Z
K21 (ζ; t,Xt− , St−)η(dζ)
) = St−µ1(t,Xt− , St−) + ∫R z νFt (dz)
S2
t−
σ21(t, St−) +
∫
R
z2νFt (dz)
, (4.18)
for every t ∈ [0, T ]. Notice that, under conditions (4.14), αF is well defined and the condition
E
[∫ T
0 (α
F
t )
2d〈M〉t
]
< ∞ is fulfilled. Then, we can apply Proposition 2.3 which provides the structure
condition for S with respect to H, i.e.
St = S0 +Nt +
∫ t
0
αHs d〈N〉s, t ∈ [0, T ],
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where
dNt = Stσ1(t, St)dIt +
∫
R
z(m(dt,dz)− νHt (dz)dt), α
H
t =
St−pit−(µ1) +
∫
R
zνHt (dz)
S2
t−
σ21(t, St−) +
∫
R
z2νHt (dz)
,
for every t ∈ [0, T ].
To introduce the minimal martingale measure P∗, we assume that
αFt ∆Mt < 1, ∀ t ∈ [0, T ],
E
[
exp
{
1
2
∫ T
0
(αFt )
2d〈M c〉t +
∫ T
0
(αFt )
2d〈Md〉t
}]
<∞. (4.19)
A sufficient condition for (4.19) is given by E
[
exp
{
2
∫ T
0
η(Dt)dt
}]
<∞, (see Remark 5.6 in [6]).
Then, we can apply the Ansel-Stricker Theorem and define an equivalent change of probability measure
dP∗
dP
∣∣∣∣
FT
= LT , where the process L, given by Lt = E
(
−
∫
αFr dMr
)
t
for every t ∈ [0, T ], is a strictly
positive (F,P)-martingale thanks to (4.19). Assume that L is also square integrable. Under P∗, the
dynamics of the pair (X,S) can be written as
dXt =
∫
Z
K0(ζ; t,Xt−)N (dt,dζ), X0 = x0 ∈ D,
dSt = St−
{
σ1(t, St)dW
∗
t +
∫
Z
K1(ζ; t,Xt− , St−)N˜
∗(dt,dζ)
}
, S0 = s > 0,
where W ∗ = {W ∗t , t ∈ [0, T ]} is the (F,P
∗)-Brownian motion satisfying
W ∗t = W
1
t +
∫ t
0
Suα
F
u σ1(u, Su)du, t ∈ [0, T ] (4.20)
and N˜ ∗(dt,dζ) is the compensated Poisson measure under P∗ given by
N˜ ∗(dt,dζ) = N (dt,dζ)− η∗t (dζ)dt,
with η∗t (dζ) = (1−α
F
t St−K1(t,Xt− , St−))η(dζ) for every t ∈ [0, T ] and α
F given in (4.18). We will assume
that
E
P
∗
[∫ T
0
(
η∗t (D
0
t ) + η
∗
t (Dt) +
∫
Z
|K0(ζ; t,Xt)|η
∗
t (dζ)
)
dt
]
<∞. (4.21)
Since the change of probability measure is Markovian, that is, αFt = α
F (t,Xt− , St−), the process (X,S) is
still an (F,P∗)-Markov process and the following result provides the structure of its P∗-generator.
Proposition 4.7. Under condition (4.21), the process (X,S) is an (F,P∗)-Markov process with generator
L∗X,Sf(t, x, s) =
∂f
∂t
+
1
2
σ21(t, s) s
2 ∂
2f
∂s2
+
∫
Z
∆f(ζ; t, x, s)η∗t (dζ)−
∂f
∂s
s
∫
Z
K1(ζ; t, x, s)η
∗
t (dζ), (4.22)
and for every function f(t, x, s) bounded and measurable with respect to x and C1,2 with respect to (t, s).
Proof. The result follows by [6, Proposition 5.7]. 
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We denote by νF,∗t (dz)dt the (F,P
∗)-predictable dual projection of the integer-valued random mea-
sure m(dt,dz) and by νH,∗t (dz)dt its (H,P
∗)-predictable dual projection. Then, the relationship be-
tween νF,∗t (dz)dt and ν
H,∗
t (dz)dt can be expressed in terms of the filter with respect to P
∗, pi∗(f) =
{pi∗t (f), t ∈ [0, T ]}, defined by
pi∗t (f) := E
P
∗
[f(t,Xt, St)|F
S
t ] =
∫
R
f(t, x, St)pi
∗
t (dx),
for any measurable function f(t, x, s) such that EP
∗
|f(t,Xt, St)| < ∞, for every t ∈ [0, T ]. As pi, even
pi∗ is a probability measure valued process, which provides the conditional law of the stochastic factor X
given the information flow, under P∗.
Therefore, thanks to [2, Proposition 2.2], the following relationship holds
ν
H,∗
t (dz)dt = pi
∗
t−(ν
F,∗(dz))dt.
Remark 4.8. According to [6, Proposition A.2], the filtering equation under the minimal martingale
measure P∗ is given by the following Kushner-Stratonovich equation,
pi∗t (f) = f(0, x0, s0)+
∫ t
0
pi∗s(L
∗
X,Sf)ds+
∫ t
0
h∗s(f)dI
∗
s+
∫ t
0
∫
R
wf,∗(s, z)(m(ds,dz)−νH,∗s (dz)ds), t ∈ [0, T ],
for every function f(t, x, s) bounded and measurable with respect to x and C1,2 with respect to (t, s), where
h∗t (f) = Stσ1(t, St)pi
∗
t
(
∂f
∂s
)
,
wf,∗(t, z) =
dpi∗
t−
(fνF,∗)
dνH,∗t
(z)− pi∗t−(f) +
dpi∗
t−
(Lf)
dνH,∗t
(z),
and L∗X,S is given in (4.22).
The process I∗ = {I∗t , t ∈ [0, T ]} is the (H,P
∗)-Brownian motion given by
I∗t = W
∗
t +
∫ t
0
{
b(u,Xu, Su)
σ1(u, Su)
− pi∗u
(
b
σ1
)}
du, t ∈ [0, T ], (4.23)
with b(t,Xt, St) =
∫
Z
K1(ζ; t,Xt, St) η
∗
t (dζ), for every t ∈ [0, T ].
Since X assumes finitely many values, we can also characterize the filter in terms of the conditional
probabilities under P∗ with the choice f(x) = fi(x) = 1{x=i}, i = 1, .., d. Denoting by pi
∗ := {pi∗t , t ∈ [0, T ]}
the vector process pi∗t = (pi
∗
t (f1), . . . , pi
∗
t (fd)), we get
pi∗t (fi) = fi(0, x0, s0) +
∫ t
0
b∗i (s, Ss, pi
∗
s)ds+
∫ t
0
∫
R
wfi,∗(s, z)(m(ds,dz) − νH,∗s (dz)ds),
where b∗i (t, s, p) are measurable functions on [0, T ] ×R
+ × [0, 1]d satisfying
b∗i (t, St, pi
∗
t ) =
∫
Z
 d∑
j=1
pi∗t (fi)1{K0(ζ;t,xj)=xi−xj} − pi
∗
t (fi)
 η∗t (dζ) i = 1, ..., d.
The following result shows that the vector (X,S, pi) is an (F,P∗)-Markov process and provides its P∗-
generator.
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Proposition 4.9. Assume that condition (4.21) holds. Then, the vector (X,S, pi) is an (F,P∗)-Markov
process with generator L∗ given by
L∗f(t, x, s, p) =
∂f
∂t
+ l(t, x, s, p)
d∑
i=1
γi(t, s, p)
∂f
∂pi
+
d∑
i=1
bi(t, s, p)
∂f
∂pi
−
d∑
i=1
∫
R
∂f
∂pi
wi(t, x, s, p, z)ν
H(t, x, s, p,dz) +
1
2
σ21(t, s) s
2 ∂
2f
∂s2
+
d∑
i=1
σ1(t, s) sγi(t, s, p)
∂2f
∂s∂pi
+
1
2
d∑
i,j=1
γi(t, s, p)γj(t, s, p)
∂2f
∂pi∂pj
+
∫
Z
∆f(ζ; t, x, s, p)η∗(t, x, s,dζ)−
∂f
∂s
s
∫
Z
K1(ζ; t, x, s)η
∗(t, x, s,dζ), (4.24)
for every function f(t, x, s, p) bounded and measurable with respect to x and C1,2,2 with respect to (t, s, p),
where wi(t, x, s, p, z) is the measurable function such that wi(t,Xt− , St− , pit− , z) = w
fi(t, z) with wfi(t, z)
given in (4.16) with the choice f(t, x, s) = fi(x) = 1{x=xi},
l(t, x, s, p) :=
µ1(t, x, s)−
∑d
i=1 µ1(t, xi, s)pi
σ1(t, s)
− sσ1(t, s)α
F (t, x, s),
η∗(t, x, s,dζ) := [1− αF (t, x, s) s K1(t, x, s)]η(dζ),
νH(t, x, s, p,dz) :=
k∑
i=1
νF(t, xi, s,dz)pi,
∆f(ζ; t, x, s, p) := f
(
t, x+K0(ζ; t, x), s(1 +K1(ζ; t, x, s)), p +∆p(ζ; t, x, s)
)
− f(t, x, s, p),
∆p(ζ; t, x, s) := (∆p1, . . . ,∆pd),
and
∆pi := w
fi(t, s K1(ζ; t, x, s)) 1{K1(ζ;t,x,s)6=0}(ζ), i = 1, ..., d.
The proof is postponed to Appendix A.
Finally, the following theorem provides the explicit expression of the integrand in the Föllmer-Schweizer
decomposition under partial information of ξ, given in (4.1), with respect to S and FS for the Markovian
model described in this section. In the sequel we use the following notation:
git = g(t, xi, St, pit), g
i
t− = g(t, xi, St− , pit−)
∆git(z) = ∆g(z; t, xi, St, pit) = g
(
t, xi, St− + z, (pi
i
t− + w
fi(t, z))i=1,...,d
)
− g(t, xi, St− , pit−)
Theorem 4.10. Let g(t, x, s, p) be a measurable function on [0, T ]× R× R+ × [0, 1]d that solves problem
(4.8). Then the integrand in Föllmer-Schweizer decomposition of ξ, see (4.1), with respect to FS and S is
given by
βHt = H
H
t + φ
H
t , t ∈ [0, T ],
where
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HHt =
∑d
i=1 St−σ1(t, St−)pi
∗
t−
(fi)
(
∂gi
t−
∂s
St−σ1(t, St−) +
∑d
j=1
∂gi
t−
∂pj
γj(t, St− , pit−)
)
S2
t−
σ21(t, St−) +
∫
R
z2ν
H,∗
t (dz)
+
∑d
i=1
∫
R
{
∆git(z)(pi
∗
t−
(fi) + w
fi,∗(t, z)) + gi
t−
wfi,∗(t, z)
}
z ν
H,∗
t (dz)
S2
t−
σ21(t, St−) +
∫
R
z2ν
H,∗
t (dz)
,
(4.25)
φHt =
∫
R
{∑d
i=1
∫
R
{
∆git(z)(pi
∗
t−
(fi) + w
fi,∗(t, z)) + gi
t−
wfi,∗(t, z)
}
z −HHt z
2
}
zαHt ν
H
t (dz)
S2
t−
σ21(t, St−) +
∫
R
z2νHt (dz)
, (4.26)
for every t ∈ [0, T ].
Proof. Notice that the (H,P∗)-semimartingale decomposition of S is given by
dSt = Stσ1(t, St)dI
∗
t +
∫
R
z(m(dt,dz)− νH,∗t (dz)dt).
Now, we recall that
V Ht = E
P
∗
[
g(t,Xt, St, pit)
∣∣∣Ht] = d∑
i=1
gitpi
∗
t (fi) t ∈ [0, T ].
To compute the dynamics of V H we first apply the Itô formula to g(t, xi, St, pit). Taking the dynamics of
pi (see (4.17)) and formulas (4.15), (4.20) and (4.23) into account, we get
dgit = h
i
tdt+
∂git∂s St σ1(t, St) +
d∑
j=1
∂git
∂pj
γj(t, St, pit)
 dI∗t +
∫
R
∆git(z)(m(dt,dz)− ν
H,∗(dz)dt)
for a suitable H-predictable process hi = {hit, t ∈ [0, T ]}.
In particular, since the function g is the solution of problem (4.8), the dynamics of V H is given by
dV Ht =
d∑
i=1
pi∗t (fi)
∂git
∂s
Stσ1(t, St) +
d∑
j=1
∂git
∂pj
γj(t, St, pit)
 dI∗t
+
d∑
i=1
∫
Z
{
∆git(z)
(
pi∗t−(fi) + w
fi,∗(t, z)
)
+ git−w
fi,∗(t, z)
}
(m(dt,dz)− νH,∗t (dz)dt).
Then, the integrand in the Galtchouk-Kunita-Watanabe decomposition of oξ under P∗ is given by
HHt =
d∗,H〈V H, S〉t
d∗,H〈S〉t
, t ∈ [0, T ]
which yields (4.25). In order to compute the integrand βH in the Föllmer-Schweizer decomposition of ξ,
we observe that
dGt = dV
H
t −H
H
t dSt
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and
H
〈
[G,S],
∫ ·
0
αHs dNs
〉
t
= H
〈∑
r≤t
∆Gr∆Sr,
∫ t
0
αHs
∫
R
z(m(dr,dz) − νHr (dz)dr)
〉
.
Finally, by Corollary 3.11 we get that βHt = H
H
t +φ
H
t , where φ
H
t =
dH〈[G,S],
∫
·
0
αHs dNs〉t
dH〈N〉t
is given by (4.26). 
Remark 4.11. Note that, if the process S has continuous trajectories, then by Theorem 4.10 we get
βHt = H
H
t =
d∑
i=1
pi∗t−(fi)
∂gi
t−
∂s
+
∑d
i=1
∑d
j=1 pi
∗
t−
(fi)
∂gi
t−
∂pj
γj(t, St− , pit−)
St−σ1(t, St−)
.
In fact, in this case the Föllmer-Schweizer decomposition under P of a given random variable coincides
with the corresponding Galtchouk-Kunita-Watanabe decomposition under P∗, see [24, Theorem 3.5].
If in addition, the random variable ξ turns out to be HT -measurable, then
βHt = H
H
t =
d∑
i=1
pi∗t−(fi)
∂gi
t−
∂s
= p,∗βFt , (4.27)
where p,∗βF corresponds to the (H,P∗)-predictable projection of the process βF = {βFt , t ∈ [0, T ]}, where
βFt =
∂g(t,X
t−
,S
t−
)
∂s
, and g(t, x, s) is characterized in [6, Lemma 5.1]. The process βF represents the
integrand in the Föllmer-Schweizer decomposition of ξ under complete information, that coincides with
the Galtchouk-Kunita-Watanabe decomposition of ξ with respect to F and S under the minimal martingale
measure P∗. We remark that relation (4.27) also holds thanks to [6, Proposition 4.6].
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Appendix A. Technical results
Proof of Proposition 4.5. By applying Itô’s formula to the function f(t,Xt, St), we get
f(t,Xt, St) = f(0, x0, s0) +
∫ t
0
LX,Sf(r,Xr, Sr)dr +M
f
t ,
where LX,S is the operator in (4.12) and Mf is given in (4.13). Moreover, under conditions (4.10) and
(4.11), the process Mf is an (F,P)-martingale; indeed
E
[∫ T
0
σ21(t, St)S
2
t
(
∂f
∂s
)2
dt
]
< ‖f‖E
[∫ T
0
σ21(t, St)S
2
t dt
]
<∞
and
E
[∫ T
0
∫
Z
|∆f(ζ; t,Xt− , St−)|η(dζ) dt
]
≤ 2‖f‖E
[∫ T
0
{η(D0t ) + η(Dt)}dt
]
<∞,
where ‖f‖ = sup{f(t, x, s) + ∂f
∂s
(t, x, s)|(t, x, s) ∈ R+×R×R+}. Then the pair (X,S) is a solution of the
martingale problem for the operator LX,S which implies that (X,S) is an (F,P)-Markov process. 
Proof of Proposition 4.9. By applying Itô’s formula to the function f(t,Xt, St, pit), then we get that
f(t,Xt, St, pit) = f(0, x0, s0, pi0) +
∫ t
0
L∗f(r,Xr, Sr, pir)dr +M
∗,f
t ,
where L∗ is the operator in (4.24) and M∗,f is given by
dM∗,ft =
∂f
∂s
(t,Xt, St, pit)Stσ1(t, St) +
d∑
j=1
∂f
∂pi
γi(t, St, pit)
 dW ∗t + ∫
Z
∆f(ζ; t,Xt− , St− , pit−)N˜
∗(dt,dζ).
Then, arguing as in the proof of Proposition 4.5, we get the statement. 
