In this paper, we propose a deep shape descriptor by learning the shape distributions at different diffusion time via a progressive deep shape-distribution-encoder. First, we develop a shape distribution representation with the kernel density estimator to characterize the intrinsic geometrical structure of the shape. Then, we propose to learn discriminative shape features through a progressive shapedistribution-encoder. Specially, the progressive shape-distributionencoder aims at modeling the complex non-linear transform of the estimated shape distributions between consecutive diffusion time. Furthermore, in order to characterize the intrinsic structure of the shape more efficiently, we stack multiple proposed progressive shapedistribution-encoders to form a neural network structure. Finally, we concatenated all neurons in the hidden layers of the progressive shape-distribution-encoder network to form a discriminative shape descriptor for retrieval. The proposed method is evaluated on three benchmark 3D shape datasets and the experimental results demonstrate the superiority of our method to the existing approaches.
INTRODUCTION
With the recent developments of 3D acquisition and printing technology, there is an increasing amount of 3D shapes in our daily life. The 3D shape retrieval has been receiving much more attention in a wide range of fields such as computer vision, mechanical ⇤ : Corresponding Author (Email: yfang@nyu.edu) Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from Permissions@acm.org. engineering and molecular biology, etc. A key step in shape retrieval is to effectively develop shape descriptor that can capture the distinctive properties of shape [2, 3, 4, 17] . It is desirable that a shape descriptor is discriminative and insensitive to deformation and noise for retrieval.
Recently, inspired by the great success of the learning based features in image classification and retrieval, the learning based shape descriptors have been proposed. In [1] , the authors proposed to apply the bag-of-features (BOF) paradigm to learn the shape descriptor, where the dictionary is first learned by the K-means clustering method from the training heat kernel signatures (HKSs) [13] and the spatially sensitive bag of features are then extracted as the shape descriptor. Tabia et al. [14] generalized the BOF paradigm to the Riemannian manifold of Symmetric Positive Definite matrices to learn a dictionary of words. By employing sparse coding to learn the dictionary, Litman et al. [7] proposed to use the histogram of encoded representation coefficients over the learned dictionary to represent shape for retrieval. Nonetheless, these sparse coding based shape descriptors are still the shallow feature representations, which cannot characterize the intrinsic structure of the shape well. By projecting the 3D model to 2D images, the stacked local convolutional auto-encoder [5] has been used to learn shape feature for retrieval.
In this paper, we propose a deep shape descriptor for retrieval by learning the discriminative shape distributions during the heat diffusion process. First, based on heat kernel, we develop a shape distribution representation with the kernel density estimation method. The developed shape distribution representation can efficiently characterize the intrinsic geometrical structure of the shape. Furthermore, inspired by the observations that the shape distributions change non-linearly but smoothly in the temporal domain, we model the complex non-linear change of the shape distributions between consecutive diffusion time through a deep network due to the favorable ability to model non-linearity [16] . Particularly, we restore denoising auto-encoder to propose a progressive shape-distributionencoder to achieve this goal. Finally, we concatenate all neurons in the hidden layers of the progressive shape-distribution-encoder network, i.e., the discriminative shape distributions, to form a deep shape descriptor. The proposed deep shape descriptor is verified on the benchmark shape datasets and shows very promising performance.
The rest of the paper is organized as follows. Section 2 presents the shape descriptor with the proposed progressive shape-distributionencoder. Section 3 performs extensive experiments and Section 4 concludes the paper.
THE PROPOSED 3D SHAPE DESCRIP-TOR

Heat Diffusion Based Shape Distribution Estimation
Shape distribution [8] refers to a probabilistic distribution sampled from a shape function describing the 3D model. Given a shape, we can define the probabilistic distribution of HKS at some diffusion time as the shape distribution. The heat kernel [13] controls the geometry dependent propagation of heat flow across the shape, which can be viewed as the quality of heat that passes from one vertex to another vertex within the time interval. Based on the heat kernel, heat kernel signature (HKS) [13] of vertex x at time t, st(x), is defined as the diagonal value of the heat kernel of vertex x at time t. Since HKS is highly dependent of curvature of the meshed surface, heat diffusion based shape distribution can intrinsically characterize the geometric structure of the shape.
Suppose there are N vertices on the meshed surface of the shape. Given HKS at diffusion time t, si,t(1), si,t(2), · · · , si,t(N ), the shape distribution of the i th shape, pi,t(s), can be estimated by the kernel density estimator. For simplicity, here we choose the Gaussian kernel to estimate the shape distribution:
where hi,t denotes the bandwidth of the Gaussian kernel at diffusion time t. Since at different diffusion time the scales of HKSs are different, we employ the adaptive bandwidth selection method [12] :
where i,t is the standard deviation of the HKS samples at diffusion time t. By parameterizing s, we can form a discrete shape distribution to represent the shape. Here we parameterize s by are the minimum and maximum of si,t(1), si,t(2), · · · , si,t(N ), respectively, l is the dimension of the shape distribution and u = 1, 2, · · · , l. Fig. 1 shows the shape distributions of the Centaur and Wolf shapes during the diffusion process. From this figure, one can see that the shapes of different classes have different shape distributions (e.g., the shape distributions of Centaur model a and Wolf model c at t = 3) while the shapes of the same class have similar shape distributions (e.g., the shape distributions of Centaur models a and b at t = 2). Moreover, since the heat diffusion processes of the shapes from different classes are different, the changes of the shape distributions between consecutive diffusion time are different. In the next subsection, we model the change of shape distributions between consecutive diffusion time to learn the discriminative feature to represent the shape.
Progressive Shape-Distribution-Encoder
Assuming the shape distributions at diffusion time t and t 0 are pi,t and p i,t 0 , we can formulate the change of the shape distributions at t and t 0 :
where ⌘ : R l ! R l is a non-linear transform. The denoising autoencoder can model the non-linear transformation ⌘ by the encoder and decoder, where the input is the corrupted version of the original data and the output is the original data, the stochastic corruption can be viewed as a non-linear transform. And the output of the hidden layer is discriminative and usually used as the high-level feature. 
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Encoder f1,1 Figure 2: The framework of the proposed progressive shapedistribution-encoder.
Inspired by the denoising auto-encoder, we propose a progressive neural network to learn a discriminative shape descriptor by modeling the non-linearity between the shape distributions during the diffusion process. In the proposed progressive neural network structure, we specify the shape distributions at consecutive diffusion time as the input and output of the denoising auto-encoder, which is called the progressive shape-distribution-encoder. The progressive shape-distribution-encoder attempts to learn a discriminative shape distribution within a certain amount of diffusion time. In order to model the complex transform between the shape distributions during the diffusion process, the stacked progressive shapedistribution-encoder network with multiple input layers is preferred due to its discrimination ability. Thus, once the progressive shapedistribution-encoders in the current layer are trained, the outputs of the hidden layers can be fed into the progressive shape-distributionencoders in the next layer to learn a deep feature. As shown in Fig. 2 , the shape distributions at diffusion time t = 1, 2, 3 are used as the inputs and outputs of the first and second progressive shape-distribution-encoders in the first layer, respectively. Then the learned hidden layer representations z1,1 and z1,2 are fed into the first progressive shape-distribution-encoder in the second layer to learn a deep representation.
Suppose there are C shapes. Formally, the j th progressive shapedistribution-encoder in the first layer aims at mapping shape distribution pi,j at diffusion time j to shape distribution pi,j+1 at diffusion time j + 1, where j = 1, 2, · · · , T 1. The cost function is formulated as follows:
where W1,j and b1,j are the weight and bias matrices of the j th progressive shape-distribution-encoder in the first layer, f1,j and g1,j are the encoder and decoder. After the progressive shapedistribution-encoder is trained, we can obtain the output z i 1,j of the hidden layer:
Once the outputs of the hidden layers in the T 1 progressive shape-distribution-encoders,
we can feed these outputs to the T 2 progressive shape-distributionencoders in the next layer for a deep shape representation. Thus, in the m th layer, the outputs z i m,1 , z i m,2 , · · · , z i m,T m can be used to represent the shape, where m = 1, 2, · · · , L, L is the number of the layers.
In each progressive shape-distribution-encoder, the encoder fm,j maps the shape distribution pi,j at diffusion time j to the hidden layer and the decoder gm,j maps the output of the hidden layer to the shape distribution pi,j+1 at diffusion time j + 1. The output of the hidden layer, z i m,j , can be viewed as a discriminative shape distribution at diffusion time j 0 (j < j 0 < j + 1). The discriminative shape distribution z i m,j can be used to characterize the heat diffusion process from time j to time j + 1. Thus, the outputs of the hidden layers of T m progressive shape-distribution-encoders, z i m,1 , z i m,2 , · · · , z i m,T m , can describe the whole diffusion process to represent the i th shape.
3D Shape Descriptor
In this subsection, based on the proposed progressive neural network structure, we learn a deep 3D shape descriptor for retrieval. In order to efficiently characterize the complex variations of the shapes, we learn the descriptor from the multiple-layered progressive shape-distribution-encoder. That is, in the first layer, we can train T 1 progressive shape-distribution-encoders to learn W1,j and b1,j, j = 1, 2, · · · , T 1. Thus, the T 1 outputs of the hidden layers are used to train the T 2 progressive shape-distributionencoders in the next layer. The procedure is repeated until the progressive shape-distribution-encoders in the L th layer are trained.
Once the network with the L layers is trained, we can concatenate all activations of the hidden layers to form a deep shape descriptor. The shape descriptor of the i th shape, ↵i, i.e., the activations in the hidden layers of the deep neural network, can be represented:
3. EXPERIMENTAL RESULTS
Experimental Settings
We define a time unit ⌧ = 0.04 and take 26 sampled time values to compute the HKS descriptor. And l = 128 is used to estimate the shape distribution, which results in a 128-dimensional input to the proposed progressive neural network. In the progressive neural network, the number of layers is set to 2, i.e., L = 2. And in each layer, the progressive denoising auto-encoder consists of an encoder with layers of 128-1000-500-250-30 and a decoder with layers of 30-250-500-1000-128. Moreover, in Eq. (4), is set to 0.005.
Evaluation of The Proposed Shape Descriptor
In our proposed shape descriptor, we use the estimated shape distribution as the input to the progressive shape-distribution-encoder. Learning deep feature from the estimated shape distribution with the progressive denoising auto-encoder can be viewed as enhancement of the estimated shape distribution. In order to demonstrate effectiveness of the proposed shape descriptor, we compare the proposed shape descriptor to the estimated shape distribution on the McGill shape dataset [11] .
For shape distribution, we concatenate the 128-dimensional shape distributions at 26 sampled diffusion time values to form a 3328-dimensional vector to describe the shape. For a fair comparison, we use the single layered progressive shape-distribution-encoder network to learn the shape descriptor. Since the dimension of the hidden layer feature in each progressive shape-distribution-encoder is 30 and 25, a 750-dimensional shape descriptor is formed to represent the shape. Fig. 3 shows the precision-recall curves for shape distribution and the proposed shape descriptor. As can be seen in this figure, compared to the shape distribution without the progressive neural network structure, although the dimension of the learned descriptor is lower than that of the shape distribution, the proposed shape descriptor is much more discriminative and can significantly improve the retrieval performance.
Comparison Evaluation
McGill Shape Dataset
In the McGill 3D shape dataset [11] , there are 255 3D meshes with significant part articulations. Each class contains 3D shapes with large pose changes, which makes the McGill 3D shape dataset challenging. We denote our proposed shape-distribution-encoder based shape descriptor by SDESD. In our proposed SDESD method, 10 shapes per class are randomly chosen as the training samples and the remaining samples per class are used to test. And the experiments are repeated over 20 times. Four performance criteria, i.e., Nearest Neighbor (NN), the First Tier (1-Tier), the Second Tier (2-Tier) and the Discounted Cumulative Gain (DCG) are used to evaluate these methods. The retrieval performance of these methods is illustrated in Table 1 . As can be seen in this table, compared to the state-of-the-art methods [9, 15, 14] , the proposed SDESD method can achieve better performance on the four criteria. The large nonrigid deformations of the objects make the McGill shape dataset challenging. Nonetheless, due to the discriminative feature representation in the hidden layer of the proposed shape-distributionencoder, SDESD is still robust to nonrigid deformations. 
SHREC'10 ShapeGoogle Dataset
The SHREC'10 ShapeGoogle dataset [1] contains 1184 synthetic shapes, including 715 shapes from 13 classes generated by the five simulated transformations, i.e., isometry, topology, isometry+topology, partiality and triangulation, and 456 unrelated shapes. For the SHREC '10 ShapeGoogle dataset, we compared the proposed SDESD to the bag of feature descriptor based on standard vector quantization (VQ) [1] and unsupervised dictionary learning (UDL) [7] with sparse coding. It is noted that the supervised dictionary learning method (SDL) [7] with sparse coding is not involved to compare. This is because in the SDL method the positive samples from the same class and negative samples from the different classes are employed to learn the dictionary. Therefore, SDL is a supervised feature learning method while our proposed method is an unsupervised feature learning method. Comparison results with the mean average precision are listed in Table 2 . From this table, one can see that our proposed SDESD is superior to the BOF descriptors based on VQ [1] and UDL [7] with sparse coding in the case of the isometry, isometry+topology and partiality transformations. 
SHREC'14 Human Dataset
The SHREC'14 Human dataset [10] contains two sub-datasets. In the first sub-dataset, there are 15 synthetic human models, each having 20 different poses. The other one consists of 40 scanned human models, where there are 10 different poses for each human model. Following the setting in [7] , all human shapes are re-scaled to 4500 triangles. The SHREC'14 Human dataset is an extremely challenging one because all human shapes have similar geometry information. For the synthetic and scanned human sub-datasets, we compare the proposed SDESD method to the recent shape retrieval methods [6, 18, 10, 1, 7] . For the synthetic sub-dataset, 12 shapes per class are used to train the progressive shape-distributionencoder and the other shapes per class are used for testing. For the scanned sub-dataset, 6 shapes per class are used as the training samples and the rest of shapes are used to test. The mean average precision is reported by repeating the experiments over 20 times. The experimental results are listed in Table 3 . Although the scanned sub-dataset is an extremely challenging one, compared to these methods [6, 18, 10, 1, 7] , our proposed shape descriptor can obtain better performance. Nonetheless, for the synthetic sub-dataset, the mean average precision of our proposed method is lower than that of the ISPM method [6] . Since our proposed shape descriptor is learned in an unsupervised way, in this experiment, we did not compare our proposed descriptor to the supervised dictionary learning method [7] . Method Synthetic model Scanned model ISPM [6] 0.92 0.258 RBiHDM [18] 0.642 0.640 DBN [10] 0.842 0.304 VQ [1] 0.813 0.514 UDL [7] 0.842 0.523 SDESD 0.810 0.651
CONCLUSIONS
For 3D shape retrieval, we proposed a deep shape descriptor by developing a progressive shape-distribution-encoder network. During the diffusion process, the shape distributions at different diffusion time are estimated by the kernel density estimator. The stacked progressive shape-distribution-encoders are then proposed to describe the changes between the estimated shape distributions during the diffusion process. The hidden layer representations in the progressive neural network are extracted as the discriminative shape descriptor for shape retrieval. As evaluated, experimental results demonstrate that the proposed shape descriptor can improve the performance of shape retrieval and it is robust to deformation and noise.
