Abstract. Let A + = {a = (a n ) ∈ p>1 p : a n > 0, ∀n ∈ N} and let {φ j } ∞ j=1 be an enumeration of all normal distributions with mean a rational number and variance 1 n 2 , n = 1, 2 . . . . We prove that there exists an a ∈ A + such that every probability density function, continuous, with compact support in R, can be approximated in L 1 and L ∞ norm simultaneously by the averages
Introduction
The present work is motivated by the paper [6] of V. Nestoridis and V. Stefanopoulos, where, in the framework of universal series, they deal with the question of approximation of any random variable by a linear combination of normal distributions. More precisely, let us set A = p>1 p and for t > 0 consider the normal distribution φ t on R d :
Let us denote by {φ n } n≥1 an enumeration of all φ 1/k (x − ξ ), k ≥ 1, ξ ∈ Q d . It is proved in [6] that there exists a sequence α = (α n ) n≥1 in A such that for every f ∈ C c (R d ), there exists an increasing sequence (λ n ) n≥1 in N such that the partial sums
Furthermore, if U(A) is the class of the sequences α ∈ A that satisfy relation (1), then U(A) is a dense G δ set in A and contains a dense vector subspace of A except the zero sequence. Note that the terms α n of the sequence α ∈ A above cannot be all positive. Therefore, the question which naturally arises is the following. Is there a sequence α ∈ A + = {a = (a n ) ∈ A : a n > 0, ∀n ∈ N} for which the convex partial sums
approximate every probability density function in L 1 and L ∞ norm simultaneously? Note that the convex partial sums are also called mixtures, and from the probabilistic and statistical viewpoint it is more important to have approximations of a probability density function by mixtures of normal distributions than by arbitrary linear combinations.
The first result in this direction is given in [1, 4] , where the approximation is valid in the L 1 norm. In the present paper we strengthen the results of [1, 4] . More precisely, we deal with the approximation of a probability density function f on R by mixtures of normal distributions in L 1 and L ∞ norm simultaneously. Our first result is the following approximation theorem. Theorem 1.1. There exists α = (a n ) ∈ A + such that for every probability density function f ∈ C c (R) there exists a sequence of natural numbers {λ n } n≥1 such that
As we shall see below, Theorem 1.1 automatically implies approximations in several other means; for example in the
We note that the above approximations are valid if we replace the normal distributions by translates of any approximate identity.
Let us denote by U(A + ) the class of all sequences α ∈ A + which satisfies Theorem 1.1. In accordance with the abstract theory of universal series [2, 5] , we now state the following result.
( 
, then τ is the mean of φ and σ 2 its variance. We denote by {φ j } j≥1 an enumeration of normal distributions with mean a rational number and variance 1 n 2 , n = 1, 2 . . . . The basic tool for the proof of Theorem 1.1 is a modified version of the following lemma of V. Nestoridis and V. Stefanopoulos in [6] . 
From the lemma above, Lemma 2.2 follows easily. We shall use Lemma 2.2 in the proof of Theorem 1.1.
Lemma 2.2. For every function f ∈ X and for every
Proof. Let us recall that if {Φ t } t>0 is the above-mentioned family of normal distributions and
can be approximated by a Riemann sum. Therefore, there exists a cover of the support of f by {V 1 , . . . , V M } and points (3) where |V k | is the volume of V k , the approximation (2) holds. It remains to properly choose the points
Applying the mean value theorem for integration for f and the connected V k , we get the desired property easily.
We shall also use the following (see [3] ).
Next we give the proof of a slightly more general version of Theorem 1.1. More precisely, Theorem 2.4. Let μ be an infinite subset of N. Then there exists α ∈ A + such that for every probability density function f ∈ X, there exists a sequence {λ n } n≥1 in μ such that
Proof. Let {f j } j≥1 be an enumeration of the class of functions f in X which are supported in [−n, n]; they are piecewise linear with vertices in (Q, Q). This sequence is dense in X.
We 
Next, by Remark 2.3, for every j = 1, . . . , λ we can find distinct indices j 1 , . . . , j N 1 such that
From (4), (5) it follows that
Let us now choose k 0 and N 1 such that
Since μ is an infinite subset of N, there exists λ 1 ∈ μ such that λ 1 > λ, where λ appears in (6) . We set
where δ > 0 small enough and such that the above inequalities (6), (7) hold for β j , j = 1, . . . , λ 1 . We now continue in the same way and apply Lemma 2.2 for the function f 2 and = 1 2 . We repeat the same process as in the first step. In the case when the set {φ 1 j : j = 1, . . . , λ 1 } has no empty intersection with the set {φ 2 j : j = 1, . . . , ν}, we use Remark 2.3. Thus, we can find a natural number λ 2 ∈ μ and scalars α 1 , . . . , α λ 2 such that
If L is a large enough positive number, then
We proceed with the infinite induction as above, applying Lemma 2.2 to the function f k and = 1 k . In this way we build up a sequence a ∈ A + such that for every probability density function f ∈ X, there exists a sequence {λ n } n≥1 in μ such that
This completes the proof of Theorem 2.4.
The above theorem automatically implies approximations in several other means. Particularly we have the following.
Corollary 2.5. If α = (α n ) n≥1 ∈ A + is the universal sequence given in Theorem 2.4, then
(1) If f is a nonnegative function in L q (R) ∩ C(R) with q ∈ (1, ∞) and f ≤ 1, then there exists a sequence (ν n ) n≥1 in N such that ||f − T ν n (α)|| q → 0, n → ∞. (2) If f is a nonnegative function in L 1 (R) ∩ C(R) and f = 1, then there exists a sequence (ν n ) n≥1 in N such that ||f − T ν n (α)|| 1 → 0, n → ∞. (3) If f is a nonnegative function in L ∞ (R) ∩
C(R), vanishes at infinity and f ≤ 1, then there exists a sequence
(ν n ) n≥1 in N such that ||f − T ν n (α)|| ∞ → 0, n → ∞.
(4) If f is a nonnegative measurable function, then there exists a sequence
(ν n ) n≥1 in N such that T ν n (α) → f almost everywhere as n → ∞.
A topological generic result
Let us denote by U μ the class of all sequences α ∈ A + which satisfy Theorem 2.4. In this section, we shall prove claim (i) of Theorem 1.2, which is a topological generic result for the class U μ . Namely, we prove the following: To begin with, let us note that if we modify a finite number of terms of a sequence α ∈ U μ , then the modified sequence remains in U μ .
Lemma 3.2.
Let α = (α n ) n≥1 ∈ U μ and let us set
Then β ∈ U μ , and if f ∈ X, there exists a sequence {λ n } n≥1 in μ such that
Note that (8) and (9) are valid with the same sequence {λ n } ∞ n=1 in μ.
Proof. We first note that if
The above relationship is not true, since the sequence
is an increasing sequence of positive terms and will converge to a positive number or to ∞.
We now give the steps of the proof. Here the role of the above observation becomes apparent, since it is crucial for the proof of Lemma 3.2.
•
The following lemma deals with the density of the class U μ .
Lemma 3.3. The class U μ is dense in
Proof. We shall prove that for every α ∈ A + and > 0 there exists γ ∈ U μ such that
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Let α ∈ A + and β ∈ U μ and let us choose M ∈ N such that ⎛
for all p j = 1 +
and L = max{n 0 , M}.
From (10) and (11) we get that
It remains to prove that the class U μ is a G δ subset of A + . Let {f j } j≥1 be the sequence we used in the proof of Theorem 2.4, i.e. an enumeration of class of functions f in X which are supported in [−n, n] and are piecewise linear with the vertices in (Q, Q). We set
The following holds.
Lemma 3.4.
Proof. It is obvious that
E(j, s, n).
In order to prove the reverse inclusion we consider a sequence
and f ∈ X. Since {f j } j≥1 is a dense sequence in X, for each s ∈ N 0 there exists a function f j s such that
n∈μ E(j, s, n), there exists a sequence {n s } of nonnegative integers in μ such that for each s ∈ N 0
Then, by (12) and (13) 
there exists m 0 ∈ N 0 such that, for all m ≥ m 0 , we have
Then for every m ≥ m 0 we have
which implies that α m ∈ E(j, s, n), and the proof is complete.
Proof of Proposition 3.1. The proof follows from Lemmas 3.3, 3.4 and 3.5.
Remark 3.6. If φ j are more generally the q-translations (q ∈ Q) of an arbitrary approximate identity, then the analogue of Proposition 3.1 is valid. To obtain this stronger result one can avoid the constructive proof of Theorem 1.1 and directly use Baire's category theorem to obtain topological genericity. However the approach we have followed is more direct.
An algebraic generic result
In this section we prove claim (ii) of Theorem 1.2, which implies algebraic genericity of the class U μ . More precisely we will prove that the class U μ contains a dense positive cone of A + .
Let K = {α m } m≥1 be a subset of A + . We first recall that the positive cone C(K) generated by K is defined as the smallest positive cone that contains K and is equal to the set
We first give the following lemma. Its proof is straightforward and thus omitted. 
