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New Integrals 
for ((s)((s + 1) 
Andreas Guthmann 
One of the most powerful tools for the study of Dirichlet series are suitable integrals 
representing them. In many cases such integrals allow the deduction of analytic (e.g. 
functional equation) or asymptotic properties of the corresponding series. In the case 
of the Riemann zeta function, which naturally has received the most attention, it is the 
celebrated Riemann-Siegel integral formula serving both purposes. Riemann discovered 
this particular formula in the middle of the 19th century, but did not publish it. Afterwards 
it fell into oblivion until it was rediscovered in 1926 by Bessel-Hagen in Riemann's Nachlaß 
and published a few years later by Carl Ludwig Siegel ([3]). The formula reads ( s = a + it 
as usual) 
(0) 
Here 0 ')i 1 (and similarly 0 ./ 1) denotes a straight line from -ooe-7ri/4 to ooe-7ri/4 
cutting the real axis between 0 and 1. From this representation the functional equation of 
the zeta function follows immediately. Moreover, employing the saddle point method, the 
integrals can be evaluated very precisely fort--+ oo, thus giving the asymptotic expansion 
of ((s) (Riemann-Siegel formula). 
In the present paper we shall derive a similar integral representation for the function 
((s)((s + 1) as well as a much more general formula. Apart from showing the possibility 
of extending the Riemann-Siegel integral formula to other Dirichlet series besides ( ( s), 
the results can be used to derive approximate functional equations for ((s)((s + 1) and 
1((1 + it)l 2 as indicated in the last section. 
1. Basic formulas 
If we let R(s) = 7r-!r(~)((s), the function R satisfies R(s) = R(l - s), which is nothing 
but the well known functional equation for ((s). Moreover, R is meromorphic, having only 
1 
simple poles at s = 0, s = 1, with residues being equal to -1 and 1, respectively. We 
further define 
f(s) = ~R(s)R(s + 1). (1) 
From R( s) = R(l - s) we get the functional equation f ( s) = f ( -s). Also, f is holomorphic 
in the complex plane, except for simple poles at s = -1, 1 and a double pole at s = 0. 
Using the definition of Rand the duplication formula for the gamma function, we obtain 
f(s) = (27r)-sr(s)((s)((s + 1). (2) 
Inserting the Dirichlet series 
00 
((s)((s+l) = L:a-1(n)n- 8 , a_1(n) = Ld-1, (3) 
n=l dln 
which converges absolutely for a = Re(s) > 1, and using the gamma integral, yields the 
basic formula 
J(s) = fo 00 'l/J(x)xs- 1dx, O" > 1, (4) 
where 
00 
1/J(x) = L 0"-1(n)e-21fnx, Re(x) > 0. (5) 
n=l 
Obviously, 1/J is holomorphic in the half plane Re(x) > 0. This function is well known, 
since it essentially equals the logarithm of the Dedekind eta function, viz. 
log TJ(ix) = - :~ -1/J(x). 
Some important properties can be deduced by inverting the Mellin transform (4). This 
gives 
1/J(x) = 2
1 
. J f(s)x- 8 ds, c > 1. 
7rZ (c) 
For example, using the functional equation f(s) = f(-s), substituting -s = w in the 
integral, shifting the contour to the right and evaluating the residues, leads to the formula 
(6) 
Here, as usual, Re(x) > 0 and logx takes its principal value, i.e. 1 arg(x)I < ~· 
Besides this well known function 1/J, we need a new one, 1/Ji, which we define through 
00 
1/J1(x) = LCI-1(n)n-1e-21fnx, Re(x) > 0. (7) 
n=l 
2 
Its chief properties are summarized in 
Theorem 1: For complex x with positive real part let 'lj;1 (x) be defined by (7). Then the 
function 'l/J1 is holomorphic in the right half plane Re(x) > 0 and 'lj;~ = -27r'l/J. Moreover, 
'l/J1(x)=27r 100 'lj;(u)du, 
where the path of integration may be any rectifiable curve extending to infinity and lying in 
a sector 1 arg(u)I :::; f - 8 < f (8 > 0 fixed). Finally, 'lj;1 satisfies the functional equation 
1/>1(x) = A logx + B + Cx logx + Dx + Ex2 - 21rx t, "-i(n)E2 (2:n). (8) 
Here A, ... , E are suitable complex numbers not depending on x, and the function E 2 
( generalized exponential integral) is given by 
E2(z) = fi00 e-ztc2dt, Re(z) ~ 0. 
Proof: All statements are easy deductions from the definitions (5) and (7) of 'ljJ and 'lj;i, 
except the last two concerning the functional equation. To show these, one may proceed 
as in the case of 'lj;(x), using the Mellin transform 
'lj;1 (x)x8 - 1dx = (27r)-sr(s)((s + l)((s + 2) = -f(s + 1), 100 27r 0 s 
and its reciprocal 
1 1 J. x-s 
-2 'l/J1(x) = -2 . f(s + 1)-ds, 7r 7r'l. (c) S c > 0. 
Applying the functional equation for f, shifting the contour appropriately, taking into 
account the double poles at s = -1, 0, as well as the simple one at s = 1, leads to 
1 ' 1 s 
'lfJ1(x)=Alogx+B+Cxlogx+Dx+Ex2 -27rx-2 . f(s)~1 ds, c> 1. 7r'l. (c) s+ 
Inserting (2), (3) and noting 
~ { r(s)_.::._ds = E2 (!) , 
2m}(c) s+l z 
proves the assertion. Another, and possibly more direct, way to obtain the modular relation 
(8) consists in using the corresponding equation (6) for 'ljJ and integrating. For, 
'lj;1 (x) = 27r 100 'l/J(u)du = 27r 11 'lj;(u)du+ 'l/J1(1). 
3 
If Re(x) > 0, we get from (6) 
11 1P(u)du = 11 [;2u- 1 - ~u + ~ logu + 1P (~)]du 
-1 
7r 7r 2 1 Jx 2 
= --logx - -(1- x ) + -(-1- xlogx + x) + 1P(u)u- du. 
12 24 2 1 
Write the last integral as 
where f .p m u-2du = ~ u_1 (n)E2 (2:n) . 
This concludes the derivation of (8) and gives the values 
and 
Hence, Theorem 1 is completely proved. 
Note that the infinite series involving E2 is absolutely convergent. This follows from 
E2(z) = O(e-z), z ~ oo, 1 arg(z)I < 7r. 
2. Integrals representing /(s) and ((s)((s + 1) 
On the basis of the preceding investigations, we are now going to derive a new formula for 
f(s), as given by the following result. 
Theorem 2: For s E C, except s = ±1 and s = 0 
s-1 r= s+l r= f(s) = 2-;- Jo 1Pi(x)(x + i) 8 - 2dx - 2-;- Jo 1P1(x)(x - i)-s-2dx + H(s), 
where H is defined by 
7ri .zW. ( 1 1 ) e ~ ( 7ri 1 ) H(s)=--e 2 --+-- +- --- . 
12 s - 1 s + 1 2s 2 s 
4 
Proof: Let w be a complex number having positive real part. If arg(w) = ·cp with lcpl < ~' 
we may turn the line of integration in ( 4) around the origin to get 
provided a > 1, as we shall assume temporarily. Splitting the integral at x = w and 
applying the functional equation (6) to the finite part (i.e. from 0 to w), we thus obtain 
(9) 
with 
H(s, w) = .!!'.._ (ws-1 - ws+l) +Ws (1ogw - ~). 
12 s - 1 s + 1 2s s 
As usual, log w denotes the principal branch of the logarithm, where 1 Im(log w) 1 < ~. 
Integrating by parts in (9) yields by Theorem 1 
1 S - 11ooe;'I' f(s) = 271" 1/J1(w)ws-l + 2-;- w 1/J1(x)x
8
-
2dx+ 
Since 1/J1 ( x) decays exponentially as Re( x) -+ oo, the paths of integration can again be 
rotated, so as to run in a direction parallel to the positive real axis. Thus 
(10) 
Up to this point w was aribitrary, subject only to the condition Re( w) > 0. Now we 
specialize to w = ei'f', where cp = ~ - o and 0 < o < ~- We are going to show that we may 
let o tend to 0, i.e. w -+ i in (10). This is, of course, obvious for H(s, w). To discuss the 
integrals, observe that 
w = ie-io = sinö + icosö = i + o + O(ö2), 
w-1 = -ieio = sinö - icosö = -i + ö + O(ö2 ), 
for o-+ 0. Hence, setting w = i+u and w-1 = -i+u', we find u = ö+O(ö2 ), u' = ö+O(c52 ). 
Moreover, Re(u) > 0, Re(u') > 0 and 1arg(u)I,1 arg(u')I ::; 'i (say), provided o is small 
enough. Applying this to the first integral in (10) yields 
5 
But Theorem 1 shows that 1/;1(x) = O(logx) for x tending to 0 in a sector 1 arg(x)I ~ "i· 
Consequently, the last integral converges as u ---+ 0, i.e. 8 ---+ 0, w ---+ i. The same argument 
applies to 
lt remains to discuss the bracketed term in (10). With the same notation as before, namely 
w = i + u, w-1 = -i + u', we have using Theorem 1 
1/J1(w)w-1 +1/J1(w-1)w = 1/J1(u)w-1+1/J1(u')w 
= [Alogu+B+O(ulogu)]w- 1 + [Alogu' +B+O(u'logu')]w 
= (A log8 + B)(w-1 + w) + 0(81og8) = 0(81og8), 
since w-1 + w = u + u' = 0(8). Thus, as 8---+ 0 (equivalently w ---+ i), the bracketed term 
in (10) vanishes, giving 
S - 1 1i+oo S + 1 1-i+oo f(s) = 2;- i 1/J1 (x)x8 - 2dx - 2;- -i 1/;1 (x)x-s- 2dx + H(s, i). 
The restriction a > 1 made at the beginning of the proof can now be dropped by analytic 
continuation, excluding only the poles of H( s, i). Substitution of the variable of integration 
and defining H(s) = H(s, i) finally concludes the proof of Theorem 2. 
The formula given by this result seems to be new. Its validity depends essentially on 
the properties of 1/;i, which permitted the limiting value w = i in (10). This has some 
interesting consequences, viz. the analogue of the Riemann-Siegel integral formula for 
( ( s )( ( s + 1), as we are now going to show. As a preliminary step, we divde both sides of 
the formula of Theorem 2 by (27r)-sr(s) to get 
Theorem 3: For any s E C except s = 0, 1, 2, ... 
((s)((s + 1) = T(s) + X(s)T(-s) + (27r) 8 r(s)-1 H(s), 
where 
and H ( s) is defined as in Theorem 2. 
Proof: This is obvious from Theorem 2 and formula (2). The points s = 0, 1, 2, ... excluded 
are poles of X(s) and H(s). 
To proceed further, we are going to transform T(s) into a loop integral around the positive 
imaginary axis. We require some preliminary considerations. 
6 
With 1f;1 as in (7) we define a new function F by 
F(z) = 27r 1= e271"Xz'lj;1 (x)dx, Re(z) < 1. (11) 
lt follows from (7) that 1/J1 ( x) = 0( e-27fX) as x -+ oo. Moreover 'lj;1 ( x) O(log x) as 
x tends to 0 by Theorem 1. Consequently, the above integral converges absolutely and 
uniformly provided Re(z) ~ 1- c < 1. .This shows that Fis a holomorphic function in the 
left half plane Re(z) < 1. Furthermore we have 
IF(z)I ~ 27r 1= e27fXRe(z)1/J1(x)dx = 0((1- Re(z))-1) 
if Re(z) < 1 and this implies that F is uniformly bounded in any half plane Re(z) ~ 1 - c 
if c > 0 is fixed. Now assume CJ < 2 and consider 
I(s) = 1= e-27ruF(iu)u1- 8 du, 
which is absolutely and uniformly convergent in any strip CJo ~ CJ ~ CJ1 < 2. Note that 
F(iu) = 0(1) as stated above. Using the definition of F, we get 
I(s) = 27r 1= e-27ruul-s 1= e27rxiu1/J1 (x)dxdu 
= 27r 1= 1/J1 (x) 1= e-u(27r-27ri:z:)ul-sdudx, 
where the interchange of the order of integration is permitted by absolute convergence. 
The inner integral takes the value (27r) 8 - 2(1 - ix)s-2r(2 - s), hence 
N ext we consider 
ezf(s- 2 ) I(s) = (27r)s-1r(2 - s) 1= 'lj;1 (x)(x + i) 8 - 2dx. (12) 
J(s) = ~ f e21riz z1-s F(z)dz, 
2m }A (13) 
where A is a loop around the positive imaginary axis. To be more precise, we cut the 
z-plane from 0 to ioo and define z-s = e-s logz with log z = log lzl + i arg(z) and arg(z) 
taking its principal value. Then A is defined by letting z run from ooe-~ to ce-~ 
( where 0 < c < 1 is fixed), then along the circle z = Eei'P, - 3; ~ <p ~ ~, and finally 
returning form cezf to ooezf. Using the properties of F, we conclude that J is an entire 
function of s. lt is now easy to relate J(s) to T(s). Let us assume that CJ < 2. Then we 
may let tend c to 0 in our parametrization of A and thus we obtain 
J(s) = ~ (e-~<2-s) 1° e-27ruul-s F(iu)du + e~<2-s) 1= e-211"uul-s F(iu)du) 
27rt = 0 
= ~ezf (s-2) I(s)(e-7ris _ e7ris) 
27rt 
= _.!_(27r) 8 - 1 sin7rsr(2 - s) 1= 1f;1(x)(x + i) 8 - 2dx 
7r 0 
7 
by (12). Since r(s - l)f(2 - s) = -7f / sin 7rS, we get 
J(s) = (27r) 8 - 1f(s -1)-1 fo00 1/J1(x)(x + i) 8 - 2dx = T(s). 
The restriction of a to valu'es less than 2 can now be removed by analytic continuation. 
We have thus proved 
Theorem 4: If A denotes a loop around the positive imaginary axis as described above, 
then 
T(s) = ~ r e21riZ z1-s F(z)dz 
27ri} A 
for any complex s. The function F is defined by (11). 
3. Generalizations of the integral formula 
We shall now derive much more general formulas than those given in Theorems 2 to 4. 
The method will be the same, but some further preparations are necessary. If z is complex 
and lzl < 1 let 
00 00 001 
g(z) = - log IT (1 - zm) = L L -zmn . . 
m=l n=lm=l n 
This function is related to 'lf;(x) and to the logarithm of the Dedekind eta function and has 
been studied in a classical work by Rademacher [2]. In our notation g(e-2n) = 1/J(x) if 
Re(x) > 0. Let h, k be integers such that k > 0, (h, k) = 1, and denote by h' any solution 
of the congruence hh' = -1 mod k. Then, as Rademacher has shown ([2], p. 317, (1.45)) 
In this formula S denotes the well-studied Dedekind sum 
S(h',k) = t. ~ (h:- [htl-D, 
with [t] being the greatest integer not exceeding t. To employ our function 1/J, we replace 
x by x in (14) and take complex conjugates on both sides. The result is 
(
X . h) ( 1 h') 7f 1 1/J - + i- = 1/J - + i- - -(x - x- 1 ) + -logx + 7riS(h' k) k k xk k 12k 2 ' · (15) 
The formula corresponding to Theorem 1 is given by 
8 
Theorem 5: Let h, k be integers, k > 0, (h, k) = 1 and let h' be a solution of hh' = 
-1 mod k. Then, if Re(x) > 0 
Here Ak, Bhk, Ck, Dhk, Ek are complex numbers not depending on x. In fact 
and 
Bhk = -- - -- + --S(h' k) + - 'ljJ - + i- u-2du + 'l/J1 - + i- . 7r 7r2 27r2i 27r 100 ( u h') ( 1 h) k 12k2 k ' k 1 k k k k 
Proof: Using the definition of 'ljJ1 we have 
The integral equals 
(
X h) [fc+if ( 1 h) 
'l/J1 k + ik = 27r It;+i1/c 'l/J( u)du + 'l/J1 k + ik 
27r 11 .1. ( u . h) d .1. ( 1 . h) 
= - 'f' - + i- u + 'f'l - + i- . k X k k k k 
As in the proof of Theorem 1 the assertion follows from (15) by integration, q.e.d. 
The analogue of Theorem 2 is provided by 
Theorem 6: Let h, k be integers, k > 0, (h, k) = 1. Then 
-1100 ( h) ( h)s-2 f(s) = 8 27r 0 'l/J1 x + ik x + ik dx-
+ 1 [ 00 ( h) ( h)-s-2 
-
8 
27r lo 'l/J1 x - ik x - ik dx 
+e~ ( 2~k) iD(h,k) +H (s,i~), 
9 
where 
7r2 h k h 
D(h, k) = ßhk log k - hBhk + kBkh, 
and Bhk is defined as in Theorem 5. Moreover, H(s,w) is given by (9). 
Proof: Westart from equation (10) which was proved for any complex w with Re(w) > 0 
and for a > 1. The last condition can be dropped, avoiding only the singularities of 
H(s,w). Let ö be real, 0 < ö:::; ~ and .set w = i~e-i0 . We shall show that ö--+ 0, i.e. 
w--+ i~ is permissible in (10). We write w = ~(i+u), w-1 = f (-i+u'). Hence Re(u) > 0, 
Re(u') > 0 and u = ö + 0(82), u' = ö + 0(82 ) as ö--+ 0. The first integral in (10) is equal 
to (tu+oo ( h) ( h)s-2 JJ>.u 1/J1 x+ik · x+ik dx, 
„ 
which converges absolutely for u--+ 0 since 1f;1 (x + i~) grows only logarithmically at x = 0 
by the previous theorem. The other integral is treated similarly. Thus it remains to show 
that 
exists. From the definition of w, u, u' and Theorem 5 we obtain 
1/J1 ( w )w-1 + 1/J1 ( w )w = 1/J1 ( u~ + i~) w-1 + 1/J1 ( u' ~ + i~) w 
7r2 
= -6 [w- 1k- 2 log(uh) + wh-2 log(u'k)] + 
+ Bhkw- 1 + Bkhw + O(ölogö) 
as ö tends to 0. Further 
2 log(uh) . log(u'k) . w- 1k- 2 Iog(uh)+wh- log(u'k) = (-i+u')+ (i+u) hk hk 
= h~ [ilogu' -ilogu+ilog~ +O(ölogö)]. 
This expression has the limit i(hk)- 1 log* for ö --+ 0. Consequently, we may let tend 
w --+ i~ in (10) to get 
10 
form which the assertion follows immediately. 
The next two results give generalizations of Theorems 3 and 4. As the proofs do not involve 
any new idea, we omit them. 
Theorem 7: Let h, k be positive integers, (h, k) = 1. Then 
((s)((s + 1) = T ( s, ~) + T (-s, ~) X(s)+ 
. _ e~ (h) 8 ( .h) +i(27r) 8 1 r(s) k D(h,k)+(27r) 8 r(s)- 1H s,ik , 
with the function T defined by 
X(s), D(h, k) as in Theorems 3 and 6, respectively, and finally 
Theorem 8: The function T from Theorem 7 admits the integral representation 
T (s !!:.) = -1- { e21fif z z1-s F (z !!:.) dz 
' k 211'i } A · ' k ' 
where 
F (z,~) = 21!' fo00 e2nz1P1 (x+i~) dx. 
Moreover, F is holomorphic and uniformly bounded in every half plane Re(z) < 1 - E 
(where E > 0 is fixed). 
4. Some remarks on the integral formula 
In this concluding section we indicate how to apply the formulas to obtain some kind of 
approximate functional equation for ((s)((s+ 1). We shall return to this matter on a later 
occasion ([1]), so we restrict ourselves to a few short remarks. 
Theorem 3 shows that the study of ((s)((s + 1) is reduced to that of T(s), since 
X(s) and H(s) may be considered as elementary functions. Together with the formula of 
Theorem 6 we have an analogue of the Riemann-Siegel formula (0). Thus one might expect 
11 
to derive also an asymptotic expansion for ((s)((s + 1) if lt! -+ oo, i.e. an approximate 
functional equation or, even better, a complete asymptotic series like the Riemann-Siegel 
formula. 
lt is plain from Theorem 6 that a closer examination of the integral 
T(s) = ~ r e211"iZ z 1-s F(z)dz, 
2m)A (16) 
requires a detailed study of F(z). From its definition (11) we get, after insertion of the 
series (7), by integration 
00 1 
F(z) = L u_1(n)n-1--. 
n-z 
n=l 
This gives the analytic continuation of F over the whole complex plane and shows that 
F is holomorphic there, except for simple poles at z = n with the residue being equal to 
-u1n-
1
. Now assume t ~ 1 and let TJ = 2~ be the saddle point of the function e211"iz-itlogz 
in (16). Deforming the path of integration suitably, we may show 
for some constant c > 0. Here J„/' denotes integration along the line z = TJ + rezf, 
-oo :::; r :::; oo (assuming temporarily that TJ is not an integer). The integral can be 
estimated tobe of order O(t1-q logt), hence 
T(s) = L u1(n)n-s + O(t1-q logt). 
n$71 
(17) 
In conjunction with Theorem 3 we get the approximate functional equation for ( ( s )( ( s + 1). 
The most interesting case of the function ((s)((s + 1) certainly occurs for u = 0. For, 
the functional equation of the zeta function yields 
1((1 + it)l 2 = ((1 + it)((l - it) = 2(27r)it cosh ;tr(it)((it)((l + it). 
We then get from Theorem 3 
1((1 + it)l 2 = 2 cosh ;t [(27r)-itr(it)T(it) + (27r)itr(-it)T(it)] + 2 cosh ;t H(it), 
where 
H(it) = e-3lf ( ~ + 2~2 - 6(t27r: 1)) . 
This formula can be used to give an approximate functional equation for 1((1 + it) 12. In 
this case, however, a more refined asymptotic expansion than (17) is necessary to yield 
nontrivial results. 
12 
More general versions of the above formulas can be derived from Theorem 8. Here 
the saddle point occurs at z = 2~ *. Proceeding as before, we get an unsymmetric form of 
the approximate functional equation in complete analogy with the situation for ((s) itself. 
References 
[1] Guthmann, A, An asymptotic expaU:sion for 1((1 + it) 12 and its applications, in prep. 
[2] Rademacher, H., Zur Theorie der Modulfunktionen, Grelles J. 167, 312-336 (1931). 
[3] Siegel, C.L., Über Riemanns Nachlaß zur analytischen Zahlentheorie, Quellen und 
Studien zur Geschichte der Mathematik, Astronomie und Physik 2, 45-80 (1932). 
Andreas Guthmann 
Fachbereich Mathematik 
Universität Kaiserslautern 
D-67663 Kaiserslautern 
13 
