Abstract-This paper presents a study on the use of fitness inheritance as a surrogate model to assist a genetic algorithm (GA) in solving optimization problems with a limited computational budget. We compared the impact to the evolutionary search introducing three surrogate models: (i) averaged inheritance, (ii) weighted inheritance and (iii) parental inheritance. Numerical experiments are performed in order to assess the applicability and the performance of the proposed approach. The results show that when using a fixed reduced budget of expensive simulations, the surrogate-assisted genetic algorithm allows for improving the final solutions when compared to the standard GA. We find that the averaged and parental inheritance are more effective when compared to weighted inheritance, and they are recommended for expensive of optimization problems using GA-based search.
I. INTRODUCTION
Genetic Algorithms (GAs), inspired in Darwin's theory of evolution by natural selection, are powerful and versatile tools in difficult search and optimization problems. However, GAs may require a large number of fitness evaluations in order to achieve a satisfactory solution. Several problems may have relatively high evaluation costs, which can become a drawback to the application of GAs. Costly evaluations may arise for different reasons: the evaluation may involve a time consuming computer simulation, the evaluation may depend on real-time data, or the cost of a single evaluation may be a rapidlyincreasing function of the number of parameters.
For optimization problems that involve the use GAs as search engine, it is not only important to limit the total number of fitness evaluations, but also the amount of computational effort that is performed during the evaluation of a single candidate solution. The problem of costly function evaluations has been addressed many times independently (see [1] and [2] for reviews).
The simplest approach is to replace an expensive function evaluation (simulation) by a computationally cheaper procedure. In general, this procedure can be a standard approximation technique, or some ad hoc method. Those approximation models, are also known in the literature as surrogate models or metamodels. The central principle of the surrogate modeling approach is that an approximation involves mapping a complex model into one or more simpler models, solving these simpler models, and mapping the solution back into an estimate of the solution of the original model [3] .
Several surrogate models, can be found in the literature: polynomial models [4] , artificial neural networks [5] , kriging or gaussian processes [6] , Bayesian surrogates [7] , radial basis functions [8] , support vector machines [9] , and nearest neighbors approximation and interpolation [10] , [11] . Such techniques can also be combined and used as an ensemble [12] .
Fitness inheritance is an extremely simple concept: the fitness of a child is derived from the fitness of its parents. Smith, Dike and Stegmann [13] define two kinds of inheritance: averaged and weighted. Using averaged inheritance is to simply assign the arithmetical average of the fitness of the two parents to the child's fitness. In weighted inheritance the inherited fitness values are proportional to the similarity between parents and offspring, and a weighted average is calculated from the contribution of genetic material by each parent. A third alternative is the parental inheritance, where the fitness of a new individual is a weighted linear combination of all individuals in the parent population.
In this paper we use fitness inheritance, instead of fitness evaluation, to partially evaluate the population of individuals in genetic algorithms. The fitness inheritance is applied to a portion of the population, while the remaining individuals are evaluated using the fitness function. The inheritance procedure is implemented in a generational real-coded GA and applied to unconstrained optimization problems. Numerical experiments show that the fitness inheritance surrogate model coupled with a strategy to extend the generations allow for improving the final solutions when compared to the standard GA using the same number of expensive simulations.
II. PREVIOUS WORK USING FITNESS INHERITANCE
The fitness inheritance procedure was first proposed by Smith et al [13] . Zheng et al [14] used fitness inheritance for the design of vector quantization codebooks. Sastry et al [15] , investigated the time to convergence, population sizing and the optimal proportion of inheritance for the One Max problem. The analytical model provided in [15] was extended by Chen et al [16] to the multiobjective case. Sastry et al [17] used fitness inheritance for the Onemax problem and an optimum inheritance proportion and optimum population size were calculated for a fixed inheritance proportion. This work shows that for simple functions (such as Onemax) using the fitness of parents to calculate a child's fitness is beneficial and can be used to reduce the number of evaluations. The work also shows the need for a strategy to alter some parameters of the GA during the evolution process.
Salami and Hendtlass [18] proposed an inheritance-based strategy to reduce the number of objective function evaluations. A fitness value is assigned to a new child (rather than evaluating its fitness) according to a reliability value. If this reliability value falls below a given threshold, the child is submitted to a real fitness evaluation. In [19] the performance of average and weighted fitness inheritance is tested on a wellknown suite of multi-objective optimization problems using a binary GA. Ducheyne et al [20] evaluated the usefulness of fitness inheritance for a set of popular separable multiobjective test-functions as well as a non-separable real-world problem.
Pilato et al [21] use fitness inheritance and approximation models to reduce the number of calls to the expensive multiobjective optimization of digital circuits and in [22] two versions of fitness inheritance are used in chemotherapy schedule optimization problem. In [23] fitness inheritance is employed as a efficiency enhancement technique to improve a framework for automatic generation of tests for Java classes. Although originally proposed for GAs, fitness inheritance also has been used with Bayesian Optimization Algorithm [24] , Particle Swarms [25] , and Evolution Strategies [26] .
III. BASELINE GENETIC ALGORITHM
The baseline generational GA adopted here uses two-point crossover, non-uniform mutation, rank-based selection, and elitism, where the two best ranked individuals are copied into the next generation. A pseudo-code is displayed in Fig. 1 
initialize the population P t with λ individuals 4: evaluate each individual in P t
5:
rank the population P t
6:
while t ≤ N G do 7: copy the 2 best individuals from P t to G t 8:
from P t generate λ − 2 individuals in G t
9:
P t+1 ← G t 10:
end while 12: end procedure Fig. 1 : Baseline Genetic Algorithm. P t is the parent population and G t is the offspring population at generation t. The population size is denoted by λ, and N G is the maximum number of generations.
IV. FITNESS INHERITANCE SURROGATE ASSISTED GENETIC ALGORITHM

A. Fitness Inheritance Surrogate Model
The inheritance procedure described below is to be inserted into the baseline GA displayed in Fig 1. Let x h ∈ G t be an individual generated by evolutionary operators (crossover and mutation), from the parents x p1 and x p2 . The surrogate evaluation is given by the one of the following procedures; 1) Averaged Inheritance: The generated individual receives the average of the parents' fitness.
2) Weighted Inheritance: The inherited fitness values are weighted by the similarity between parents and offspring. The assumption is that an offspring is similar to its parents and thus its fitness is assigned as the weighted average of the parents fitness.
are weight coefficients and
h and x pi , and x U and x L are the bounds of the search space.
3) Parental Inheritance: In parental inheritance the fitness of an offspring is directly derived from all parents, according tof
where x i is an individual in the parent population, and the s i are given by Eq. (3).
B. Inheritance Assisted Genetic Algorithm
The main issue in the surrogate modeling is to determine in each generation which individuals will be evaluated using the simulation model (exact evaluation) and which will inherit the fitness value. This procedure is referred to as evolution control or model management [27] . The model management used here is referred to as Random Selection (RS). In RS individuals to be evaluated by the simulation model are chosen at random.
In order to implement the model management described above, each individual in the population has a probability to be evaluated by the simulation model given by p sim . The parameter p sim controls how many individuals will be evaluated by the simulation model in a given generation. In a standard GA, p sim = 1, and all individuals are evaluated by the simulation model. In the strategy implemented here, both the initial and the final population are entirely evaluated by the simulation model. In this way, the total number of evaluations by the simulation model (N f ) is equal to
where λ is the population size and N G is the total number of generations.
We will consider that a fixed budget of expensive simulations N f is prescribed. An interesting strategy is then to introduce the surrogate model in order to perform more generations. We use the strategy to distribute the budget of N f simulations along a number of N G generations. For the baseline generational GA, N f = λN G holds, and the number of generations allowed is given by N G = N f /λ. In the inheritance assisted GA, more generations can be performed by letting the extra simulations to be performed by the surrogate model. Using Eq. (5), the number of generations which keeps the number of simulations constant, according to the probability p sim , is given by
This approach will be referred to as Extended Generations (EG).
As inheritance is introduced into the GA, the number of generations can be increased as given in Eq. (6). In the evolutionary context, a greater number of generations imply longer evolution time, with potentially better final solutions. However, although more generations are available, some evaluations, performed by the surrogate model, are inaccurate, which can lead the algorithm to poor quality solutions. In this case there is a trade-off between the number of generations and the frequency of use of the simulation model. In addition, when the number of generations is strongly increased (which represents low frequency of use of the simulation model), poor results may be expected since few simulations are performed per generation. The GA assisted with the inheritance surrogate model is shown in Fig. 2 initialize the population P t with λ individuals 5: evaluate each individual in P t by simulation 6: rank the population P t
7:
while t < N G do 8: copy the 2 best individuals from P t to G t 9:
10:
select λ * individuals in G t at random 11: evaluate λ * individuals in G t by simulation 12: evaluate λ − λ * individuals in G t by inheritance 13 :
14:
t ← t + 1
15:
end while 16: end procedure As the computational cost of applying the evolutionary operators plus the cost of the inheritance evaluations is expected to be much less than the cost required to evaluate the fitness function, better overall results can be obtained with a little increase in the computational time corresponding to that of the GA performing the expensive simulations. In the next section we verify if the final results produced by the surrogate-assisted GA are improved, by using such extra approximate fitness evaluations, when compared to the same GA using the same number of (expensive) simulations.
V. NUMERICAL EXPERIMENTS
This section presents the results using the surrogate assisted GA equipped with Random Selection (RS) model management coupled with Extended Generations (EG) approach. The combination of the two strategies is called Random Selection with Extended Generations (RSEG). The experiments in this section aim to analyze the behavior of the search performed by the surrogate-assisted GA when the parameter p sim (which controls the frequency of the use of the simulation model) is reduced, and compare the results with the baseline GA.
A. Test Set
In order to assess the performance of the surrogate models and surrogate management, a set of minimization problems from the literature, shown in Table I , will be considered. We set 10 dimensions for all test-problems. These problems vary from convex to nonconvex functions, and from separable to non-separable problems. The application of the proposed techniques will be really more effective for real-world problems with an expensive fitness evaluation, when computational savings will be significant.
B. Parameters
The parameters for the baseline and surrogate assisted GA were: population size of λ = 40, two point crossover and non-uniform mutation applied with probability 85% and 5%, respectively. The computational budget was limited to N f = 6000 exact (expensive) fitness evaluations, resulting in 150 generations in the baseline GA. For the surrogate assisted GA, the parameter p sim was tested for the values p sim = {1.0, 0.6, 0.5, 0.4, 0.3, 0.2, 0.1}, and given a probability of using the simulation model p sim , the number of generations is set according to Eq. (6). When p sim = 1 the baseline GA is recovered, which uses only the exact fitness function. This is useful to assess the effects of increasing the number of generations compared to the baseline GA. We remark that all results were obtained using the same number of expensive simulations (on average).
C. Improvement in the final solutions
The results are presented by showing the boxplot graphs, which display important statistical measures such as minimum, maximum, interquatiles values, and also possible outliers. With these statistical measures, one can verify which algorithms obtained better minimum values, and which ones produced better overall results by examining median values, as well as the dispersion of the results. For each experiment, a total of 25 independent runs were performed 
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, 600] Figure 3 shows the results for functions F 01 − F 06 . Significant improvements were obtained when using the RSEG strategy. Except for F 02 , better results are obtained by extending the number of generations at p sim = 0.1 for the averaged and parental inheritance model. However, the boxplots display for the weighted inheritance surrogate model a threshold for p sim (about 0.3) beyond which the results could not be improved, and the performance of the surrogate assisted GA is considerably affected. When comparing the averaged and parental inheritance for F 01 , we see that parental fitness allows for better results, resulting in objective functions of 10 −6 on average, while the averaged inheritance produced fitness values with median values about 10 −5 . We observe that the weighted and averaged inheritance present a similar behavior for function F 02 : the performance of the surrogate assisted GA becomes worse for small values of p sim . For averaged inheritance surrogate model the best results were found for p sim = 0.3 and p sim = 0.4. On the other hand, the parental inheritance allows for decreasing p sim to the threshold of 0.2, and for p sim = 0.1 the values of the final solutions spread out around the median value.
The performance of the surrogate-assisted GA in function F 05 was not as good as those presented for the other functions (in the same Figure) . Function F 05 is a classic optimization problem and has been repeatedly used in assess the performance of optimization algorithms. The global optimum is inside a long, narrow, parabolic shaped flat valley. To find the valley is trivial, however convergence to the global optimum is difficult. Figure 4 show the results for function F 07 −F 12 . A common behavior observed is as p sim decreases, the quality of solutions also increases for averaged and parental fitness inheritance. Particularly for small values of p sim the parental inheritance performs better than averaged inheritance. For weighted inheritance small values of p sim lead to a decrease in the performance of the surrogate-assisted GA. From boxplots in Fig. 4 we can observe that the RSEG strategy does not improve the final solutions for more complex problems such as F 07 and F 12 . Function F 07 contains random noise and F 12 is multimodal with n! local optima, where n is the problem dimension.
Functions F 09 , F 10 and F 11 , are nonconvex, and the number of local minima increases exponentially as the dimension increases. For those functions, when using averaged and parental inheritance, the boxplots reflect the ability of the surrogateassisted GA to escape from local optima and to find nearglobal optimum. Table II displays the mean of the best fitness (in 25 runs) for the baseline GA, and the GA assisted by averaged, parental and weighted inheritance. This Table compares, for each value of p sim , the performance of the three inheritance surrogate models with the baseline GA.
Two general aspects can be depicted from the results: (1) averaged and parental inheritance outperformed weighted inheritance in all test-problems. In some cases, particularly for small values of p sim , as in F 01 and F 09 , the difference is TABLE II: Summary of the normalized mean fitness (with respect to the baseline GA). In each table the 1st column shows the test function, the 2nd the results obtained with the baseline GA, and the remaining columns display the normalized mean fitness for the surrogate-assisted GA using the format a/b/c, where a is the normalized mean fitness for the GA assisted by the averaged inheritance, b for parental inheritance and c for weighted inheritance. remarkable; (2) Except for F 07 and F 12 , averaged and parental inheritance produced improved solutions with respect to the baseline GA. One can verify that Eq. (6) increases the number of generations, and, as the number of exact (expensive) evaluations is kept constant, if we neglect the cost of the surrogate, the total computational time is not increased. However, those evaluations performed by the surrogate model result in a small increase in the computational time. We argue that this increase in the total computational time is negligible. For example, consider p sim = 0.1 and running the GA using 40 individuals with a budget of 6000 evaluations. We have a total of 1482 generations and 1482 · 40 = 59280 evaluations, which according to Eq. (5), 2·40+(1482·40−2·40)·0.1 = 6000 are performed with the exact (and considered expensive) model and 53280 are surrogate evaluations. Let the relative cost of the surrogate model be 0.001, i. e., the surrogate evaluation is 1000 times cheaper than exact evaluation. Setting these parameters, the increase in the total computational time corresponds to 53280 · 0.001 ≈ 53 exact evaluations, resulting in an increase of 0.89% of the total computational time.
We remark that in the inheritance procedure an entire simulation is replaced by a procedure with negligible computational cost, which may lead to great computational savings depending on the rate of application of the inheritance technique. Here a relative cost of 0.001 was exemplified, but in practice the inheritance procedure may be orders of magnitude less expensive than the exact fitness evaluation.
VI. CONCLUSIONS
In this paper we introduced three inheritance surrogate models in a real-coded genetic algorithm. In each generation, an individual has a probability to be evaluated by the simulation model (exact fitness). The number of generations and the frequency of using the simulation model are set up in order to maintain fixed the number of simulations. We compared the performance of the inheritance-assisted GA against that of the baseline GA, which implements the standard fitness evaluation procedure, using only simulations.
The overall results indicated the capabilities of the surrogate-assited GA to improve the final solutions in different types of problems. The cheaper inheritance surrogate allows for extending the number of generations leading to further exploration of the search space, without significantly increasing the total computational time in a scenario where the number of allowed exact function evaluations is limited.
For most of the test-problems there are no significant differences between the two surrogates, although in some highly nonlinear and noisy problems, such as F 12 and F 07 , both were not able to produce good results. Also, the final results obtained with weighted inheritance are significantly worse than those obtained by the baseline GA.
The results suggest that averaged and parental fitness inheritance with p sim about 0.4 are the safest choice, and except for the noisy function F 07 parental inheritance produced the best results indepently of the p sim value.
