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ON THE LOCAL HO¨LDER BOUNDARY SMOOTHNESS OF AN
ANALYTIC FUNCTION IN THE UNIT BALL COMPARED
WITH THE SMOOTHNESS OF ITS MODULUS.
IOANN VASILYEV
Abstract. Local boundary smoothness of an analytic function f in the unit
ball of Cn is compared to the smoothness of its modulus. We prove that in
dimensions 2 and higher two different (and natural) conditions imposed on the
zeros of f imply two different drops of its smoothness compared to the smooth-
ness of |f |. We also show that some of the drops are the best possible.
1. Introduction
It is fairly well known that if f is an analytic function in the unit disc D con-
tinuous up to the boundary, then the Ho¨lder continuity of f is less in general
than that of φ = |f | ∂D. To discuss this phenomenon in more detail, recall the
classical inner–outer factorization. Every (say, bounded) analytic function F in D
can be represented in the form F = BSG, where B is a Blaschke product, S is a
zero–free bounded analytic function whose boundary values are of modulus 1 a.e.
on T = ∂D, and G is an outer function. This means that G is represented in the
form
(1) G(z) = Oϕ(z) = exp
[
1
2pi
2pi∫
0
eiθ + z
eiθ − z
logϕ(eiθ)dθ
]
,
where φ is a positive function satisfying logφ ∈ Lp(T). Note that |f | = φ a.e. on
T. We refer the reader to the books [12] and [7] for the properties of the outer
functions on the unit disc.
It turns out that the presence of the Blaschke product B hampers drastically
the situation. By way of example we may consider the function zn, which is Ho¨lder
continuous, but its modulus of continuity is far as nice (especially if n is large) as
that of |zn T| ≡ 1. So, we restrict ourselves to the case where B is absent, i.e.,
f has no zeros in D. It should be noted that this case is not so far of that of an
outer f because then f(rz) is outer for every r < 1 (below we shall see how this
observation is used in the case of the complex ball). So, we state a theorem for an
outer f , see [8].
Theorem A. (Carleson–Jacobs–Havin–Shamoyan) Let α ∈ (0, 1). Suppose that
f : D → C is an outer function which has an α-Ho¨lder modulus on the boundary
circle T of the open unit disc D. Then the function f itself is α/2-Ho¨lder on T.
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Several remarks are in order. First, Theorem A holds for all indices α ∈ R+.
Reportedly, this result was first proved by L. Carleson. Nevertheless, the only
published proof of this theorem is published in the book [14]. We refer the reader
to the paper [9] for a more detailed discussion of the history of this theorem.
Second, we would like to draw the reader’s attention to the fact that Theorem A
was used by J. Brennann in his paper [2], where with the help of this result he
characterized planar domains on which any analytic function admits polynomial
approximation in the Lp metric. Another application of the global Carleson–
Jacobs–Havin–Shamoyan theorem was found in the paper [1], where the authors
use it in order to classify cyclic subspaces of the harmonic Dirichlet spaces. We
also mention the paper [10] by Mashreghi and Shabankhah, where the Carleson–
Jacobs–Havin–Shamoyan theorem was used to compare zero sets and uniqueness
sets of functions in Dirichlet spaces. One more remark on Theorem A is that it
was cited in papers [3], [5], [6] and [17].
Surprisingly, since 2012 the interest to this range of problems arose again.
Specifically, the following natural question was raised: suppose that φ = |f | satis-
fies a Ho¨lder condition at one point of T only. What can be said about f at the
same point? The following local version of Theorem A was proved in the paper [9].
Theorem B. (Kislyakov–Vasin–Medvedev) Let α ∈ (0, 2). Suppose that f : D→ C
is an outer function which has an α-Ho¨lder modulus at some point ξ ∈ T. Then
for all arcs I ⊆ T containing ξ the mean oscillation ν(f, I) satisfies
(2) ν(f, I) := inf
a∈C
1
|I|
∫
I
|f(z)− a| dz ≤ C|I|
α
2 ,
where C depends on α, ‖ log |f |‖L1(T) and the Ho¨lder norm of |f | only.
Properties of the mean oscillation ν and its connections with the local and global
Ho¨lder and Lipschitz smoothness classes are discussed in the papers [4] and [9].
If one looks at the proofs of the above results in [8] and [9], it becomes clear that
an obstruction for an uncontrollable smoothness drop of f compared to φ = |f | is
in the integrability of log φ on T, which is true automatically. It has turned out
that a stronger condition on logφ implies a smaller drop.
Theorem C. (Kislyakov–Vasin–Medvedev) Let α ∈ (0, 2). Suppose that f : D→ C
is an analytic function in the Smirnov class without zeros inside D which has an
α-Ho¨lder modulus at a point ξ ∈ T. Suppose that Bp :=
∫
T
| log |f ||p <∞ for some
p > 1. Then for all arcs I ⊆ T containing ξ the mean oscillation ν(f, I) satisfies
ν(f, I) ≤ C|I|
α
2− 1q ,
where q is the Ho¨lder conjugate of p, i.e. 1/p+ 1/q = 1 and C depends on Bp, α
and the Ho¨lder norm of |f | only.
See [16] for the global setting and [9] for the local one.
Note that Theorems B and C provide a significant improvement of Theorem A
and moreover these local estimates imply the global ones with the genuine (and not
the mean integral) Ho¨lder regularity. To illustrate this, we mention the following
fact, whose proof can be found, e.g., in [4]: if there is a uniform bound of the mean
oscillation of a function f on some interval, then f is Ho¨lder on this interval.
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The next step was the passage to higher dimensions. In [15], Shirokov proved
that a zero–free function analytic in the unit ball Bn of Cn and continuous up
to the boundary must be α/2-Ho¨lder if the modulus of its restriction to Bn is
α-Ho¨lder.
The present paper is devoted to a local version of this result. In the course of the
study of this matter, a phenomenon was discovered that was invisible (and cannot
occur) in dimension 1. Specifically, in Theorem C above the 1/2 smoothness drop
occurs without any assumptions on the boundedness of φ far from the point where
it is Ho¨lder continuous: it only suffices that logφ is integrable and is defined by
the formula (1).
Outer functions exist also in the ball; they are defined as follows.
Definition 1. A function f : Bn → C is called outer, if for all z ∈ Bn one has
f(z) = exp
[∫
Sn
(2C(z, ξ)− 1)Re(log f(ξ))dσ(ξ)
]
,
where σ denotes the standard rotation-invariant Borel probability measure on Sn.
Remark 1. We remind to the reader that the Cauchy kernel C(z, ξ) in the unit
ball is defined as C(z, ξ) = (1 − 〈z, ξ〉)−n. The function
∫
Sn
C(z, ξ)f(ξ)dσ(ξ), will
be sometimes referred to as the “convolution” of f with the Cauchy kernel.
In order to state the main results of the article, we recall three more definitions.
Definition 2. The nonisotropic quasimetric on the n-dimensional unit sphere
S
n is defined as follows: for u, v ∈ Sn, d(u, v) := |1− 〈u, v〉|. Nonisotropic ball
is a set of the form Q = {z ∈ Sn : d(z, ξ) ≤ r} with some ξ ∈ Sn and r ≥ 0.
In analogy with (2) we define a multidimensional mean oscillation measuring
smoothness.
Definition 3. For a locally summable function f : Sn → C and a ball Q ⊆ Sn the
mean oscillation measuring smoothness ν(f,Q) is defined as follows
ν(f,Q) := inf
a∈C
1
|Q|
∫
Q
|f(z)− a| dσ(z).
The following definition will be very important for us, especially in the proof of
Theorem 2.
Definition 4. Let f be an analytic in Bn function continuous up to the boundary.
Then it satisfies the following inequality
(3) sup
ξ∈Sn
∫
T
| log |f(ξλ)||dλ =: B0 <∞,
consult [13] or [15] for the proof. In this case we shall say that f satisfies the
“slice” condition.
Remark 2. We fix the following notations once and for all: 1 := (1, 0, . . . , 0); for
a nonisotropic ball Q ⊆ Sn its radius will be denoted by l(Q).
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It turns out that if we impose additionally only a Ho¨lder condition on φ (say)
at the point 1, we do not obtain a 1/2-drop. Moreover, to say at least something,
we should suppose that log φ ∈ Lp(Sn) with some p > 1. The following result is
sharp, as we shall see in the third section of this paper (see Theorem 4).
Theorem 1. Let α ∈ (0, 1). Suppose that f : Bn → C is an outer function such
that for all t ∈ Sn one has |φ(t) − φ(1)| ≤ C0d(t,1)
α, where φ := |f |. Suppose
also that Bp :=
∫
Sn
| logφ|p < ∞ for some p > 1. Then for all nonisotropic balls
Q ⊆ Sn containing the point 1 the mean oscillation ν(f,Q) satisfies
ν(f,Q) ≤ Cl(Q)
α
n+1−nq ,
where q is the Ho¨lder conjugate of p and C depends on Bp, C0, α and n only.
Remark 3. Note that α/(n+ 1− n/q) = αp/(p+ n).
However, if we suppose that f is continuous up to the boundary in Bn and
zero–free (recall that then f(rz) is outer), then we regain the 1/2-drop.
Theorem 2. Let α ∈ (0, 1). Suppose that f : Bn → C is an analytic function
without zeros inside Bn, continuous up to the boundary n-dimensional unit sphere
Sn such that for all t ∈ Sn one has |φ(t) − φ(1)| ≤ C0d(t,1)
α. Then for all
nonisotropic balls Q containing the point 1 the mean oscillation ν(f,Q) satisfies
ν(f,Q) ≤ Cl(Q)
α
2 ,
where C depends only on B0(see (3)), C0, α and n.
Remark 4. If an estimate of the type ν(f,Q) ≤ Cl(Q)β holds for all balls Q
containing some point ξ ∈ Sn with some β > 0 and C independent of Q we shall
sometimes say that f is β-Ho¨lder “in average” at ξ.
While proving Theorems 1 and 2 the author has been inspired by an approach
developed by Kislyakov and coauthors (see [9]). Indeed, the proofs of Theorems 1
and 2 resemble the 1-dimensional pattern of Theorem C, but only up to a certain
point. As it was in dimension 1, an obstruction for an uncontrollable smoothness
drop is the integrability of (some power of) log φ. The difference is that in The-
orem 1 this integrability is against the surface measure on Sn and in Theorem 2
we have the same on every one-dimensional slice. The latter feature leads to new
calculations at the core of the proof of Theorem 2. On top of that, in Theorem 2
we are dealing with zero–free analytic (and not outer) functions, which makes,
as we shall see, the proof of this theorem more complicated than the proofs of
Theorems 1 and C.
As it seems to the author, it is plausible that there are versions of Theorems 1
and 2 that hold true in a more general setting, namely in the context of the
holomorphic functions defined on more general domains in Cn. The author does
not know whether the theorems proved here hold if one considers α strictly bigger
than one in those. Neither does he know if the strong α-Ho¨lder condition can
be substituted with a weaker “average” one. The author plans to prove these
generalizations in the nearest future.
Acknowledgements. The author is kindly grateful to his scientific adviser aca-
demician Sergei V. Kislyakov for having posed the problem, for a number of helpful
suggestions and for help in preparation of this article.
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2. Proof of Theorem 2
We are acting in the following way. We start with a technical result, which
we, nevertheless, call a Theorem by the reason of some nontrivial (at least in our
opinion) estimates included in its proof. With help of this theorem we shall later
obtain the desired bound on the mean oscillation ν(f,Q).
Theorem 3. The following estimates hold under the conditions of Theorem 2.
(1) For all nonisotropic balls Q ⊆ Sn containing the point 1
ν(f,Q) ≤ Cl(Q)α + φ(1).
(2) If φ(1) > 0, then for all nonisotropic balls Q ⊆ Sn containing the point 1
and such that l(Q) ≤ (φ(1)/2C0)
1/α holds
ν(f,Q) ≤ Cl(Q)α + C
l(Q)2
φ(1)
2
α
−1
,
where the constant C depends only on n, C0 and B0.
Remark 5. From now on the sign . indicates that the left-hand part of an in-
equality is less than the right-hand part multiplied by a constant a C depending
only on n, C0 and B0.
Proof: We can suppose (in the both theorems) that φ(1) ≤ 1. We argue by
contradiction. Indeed, assume that φ(1) > 1. Since the function φ is Ho¨lder
at the point 1, we have φ(1) ≤ 2max(φ(ξ), C0d(ξ,1)
α) for all ξ ∈ Sn. As a
consequence, we infer the inequality
0 ≤ logφ(1) ≤ log 2 + | logφ(ξ)|+ | logC0|+ α| log d(ξ,1)|.
Integration of the last line yields the inequality | logφ(1)| . | logC0| + B0 + κ,
with a constant κ depending on α and n only. From here we readily deduce
that φ(1) . exp(| logC0| + B0 + κ). That is why we can consider from the very
beginning the function f˜(z) = f(z)/φ(1) instead of f . Indeed, this makes sense
since the function f˜ (which is obviously continuous up to Sn) is zero-free, satisfies
the “slice” condition (3) and moreover the corresponding value of the supremum
there is controlled by the constants B0 and C0. We shall further write f instead
of f˜ .
With no loss of generality, we suppose that f(0) is a real number (because the
general case follows from the observation that the function g(z) = f(z)·f(0)/|f(0)|
satisfies g(0) ∈ R). Since f is an analytic function without zeros, we are allowed
to write the following representation for the functions fr(ξ) := f(rξ), r < 1:
fr(z) = exp
[∫
Sn
(2C(z, ξ)− 1)Re(log fr(ξ))dσ(ξ)
]
=
exp
[∫
Sn
(2C(z, ξ)− 1) log |fr(ξ)|dσ(ξ)
]
,
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where C is the Cauchy kernel for the unit sphere in the n-dimensional complex
space, contact [13] for the proof. Hence
fr(z) = exp
[∫
Sn
(Re(2C(z, ξ)− 1) + iIm(2C(z, ξ)− 1)) log |fr(ξ)|dσ(ξ)
]
=
φr(z) exp
[
i
∫
Sn
Im (2C(z, ξ)− 1) log |φr(ξ)|dσ(ξ)
]
=: φr(z)e
iG(z),
where we write φr(ξ) := φ(rξ) = |f(rξ)| for sake of brevity. Next, we estimate
ν(f,Q) for some fixed nonisotropic ball Q such that 1 ∈ Q ⊆ Sn. First, we choose
a := φ(1)eic0 for some positive constant c0. Note that since f is continuous at any
point ξ of the boundary sphere, we infer that for any ε > 0 there exists δ > 0 such
that if 1− δ < r < 1, then |φr(ξ)−φ(ξ)| ≤ ε and |fr(ξ)− f(ξ)| ≤ ε. From now on
we consider only these r’s. From here we see that
ν(f,Q) ≤
1
|Q|
∫
Q
|f(z)− φ(1)eic0| ≤
1
|Q|
∫
Q
|f(z)− fr(z)| +
1
|Q|
∫
Q
|φr(z)e
iG(z) − φ(1)eic0| ≤
ε+
1
|Q|
∫
Q
|(φr(z)−φ(1))e
iG(z)|+
1
|Q|
∫
Q
φ(1)|eiG(z)− eic0 | ≤ ε+Cl(Q)α+2φ(1),
so the first claim of Theorem 3 follows.
In order to prove the second part of Theorem 3, we choose
c0 :=
∫
Sn\2Q
Im (2C(1, ξ)− 1) · (log φr(ξ)− logφ(1)) dσ(ξ).
Hence, thanks to the fact that the integral of the function log φ(1) · (2C(1, ξ)− 1)
over the unit sphere equals zero, we infer the inequality
ν(f,Q) ≤
1
|Q|
∫
Q
|φ− φ(1)|+ A+ ε,
where A by definition is equal to the following sum of integrals
C1+D :=
φ(1)
|Q|
[∫
Q
∫
Sn
χ2Q · Im (2C(z, ξ)− 1) · (log φr(ξ)− log φ(1)) dσ(ξ)dσ(z)+
∫
Q
∫
Sn\2Q
(Im (2C(z, ξ)− 1)− Im (2C(1, ξ)− 1))·
(
logφr(ξ)−logφ(1)
)
dσ(ξ)dσ(z)
]
.
We shall first estimate the integral C1. Note that for all ξ ∈ Q and for all ε
small enough,
(4) φr(ξ)− φ(1) ≤ C0|ξ − 1|
α + ε ≤ C0l(Q)
α + ε ≤ φ(1),
where the last inequality here follows from the conditions imposed on Q. Hence
φr(ξ) ≤ 2φ(1). Referring to this and to the trivial inequality | logµ − log η| ≤
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|µ− η|/min(µ, η), which is valid for all µ, η > 0, we infer the estimate
| logφr(ξ)− log φ(1)| ≤
2
φ(1)
|φr(ξ)− φ(1)|.
This fact along with the L2-boundedness of the singular integral represented by
the convolution with the Cauchy kernel yields the usual trivial bound for C1 :
C21 ≤
φ(1)2
|Q|
∫
Q
(∫
Sn
χ2Q ·Im (2C(z, ξ)− 1)·(logφr(ξ)− log φ(1)) dσ(ξ)
)2
dσ(z) .
φ(1)2
|Q|
∫
Q
| logφr(ξ)− logφ(1)|
2dσ(ξ) .
1
|Q|
∫
Q
|φr(ξ)−φ(1)|
2dσ(ξ) . l(Q)2α+ ε,
where the last inequality follows from the fact that the function φ is α-Ho¨lder at
the point 1 and from the conditions imposed on r.
Next, we estimate the term D. We introduce the following decomposition of the
unit n-sphere: Sn =
⋃m
j=1Ωj , where Ωj := {z ∈ S
n : d(z,1) ∈ (2jl(Q), 2j+1l(Q))}
(here m is the smallest natural number, such that 2m+1Q ⊇ S). We further use
this decomposition in the estimate of the term D:
D .
φ(1)
|Q|
∫
Q
m∑
j=1
∫
Ωj
| logφr(ξ)− logφ(1)| · |C˜(z, ξ)− C˜(1, ξ)|dσ(ξ)dσ(z),
where C˜(z, ξ) is the imaginary part of the Cauchy kernel. Next, we decompose
each of the sets Ωj into two as follows: Ej := {ξ ∈ Ωj : φr(ξ) ≥ φ(1)/2} and
Fj := Ωj\Ej. For each j between 1 and m the following estimate holds on Ej :
| logφr(ξ)− log φ(1)| ≤
2
φ(1)
|φr(ξ)− φ(1)| ≤ ε+
C0
φ(1)
(
2jl(Q)
)α
.
On the other hand, since φ(1) ≤ 1 we readily get for all ξ ∈ Fj the following chain
of inequalities
| logφr(ξ)− logφ(1)| = − log φr(ξ) + logφ(1) ≤ log
1
φr(ξ)
.
Note that Fj = ∅ once j ≤ k, where 1 ≤ k ≤ m is the biggest natural number
such that 2kl(Q) ≤ (φ(1)/2C0)
1/α. Indeed, this can be proved in a way similar to
the proof of the inequality (4). From here we deduce that
(5) D .
φ(1)
|Q|
∫
Q
[ m∑
j=1
(2jl(Q))
α
φ(1)
∫
Ej
|C˜(z, ξ)− C˜(1, ξ)|dσ(ξ) + ε+
m∑
j=k+1
∫
Fj
log
1
φr(ξ)
|C˜(z, ξ)− C˜(1, ξ)|dσ(ξ)
]
dσ(z) =: D1 + ε+D2.
We estimate D1 and D2 separately. But before that, we recall one easy lemma
whose proof is left to the reader as an exercise. In this lemma we state a usual
bound for (the imaginary part of) the Cauchy kernel in the unit ball.
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Lemma 1. Let m and Q be as above and let 1 ≤ j ≤ m. Suppose that z ∈ Q and
ξ ∈ Ωj. We have the following inequality
|C˜(z, ξ)− C˜(1, ξ)| .
l(Q)
(2jl(Q))n+1
.
The term D1 is now easy to estimate:
(6) D1 .
φ(1)
|Q|
|Q|
[
l(Q)α
φ(1)
m∑
j=1
2jαl(Q)|Ωj |
(2jl(Q))2n+1
]
. l(Q)α.
We finally proceed to the term D2. First, it follows from the definitions of the
functions fr and from the inequality (3) that for all ξ ∈ S
n, r < 1 and ρ ∈ [0, 2pi)
one has
ρ∫
−ρ
| log |fr(ξ1e
iθ, . . . , ξne
iθ)||dθ ≤ B0.
We define sets Qj as Qj = {z ∈ S
n : d(z,1) ≤ 2jl(Q)} and choose ρ := 2jl(Q) for
some j ∈ N. Integration of the last line with respect to the variable ξ over the set
Qj and further changing variables θ and ξ gives
(7) ρn &
ρ/2∫
−ρ/2
∫
Qj
| log |fr(ξ1e
iθ, . . . , ξne
iθ)||dσ(ξ)dθ.
For each θ ∈ (−ρ/2, ρ/2) and each ξ ∈ Qj we define a vector z as z = (z1, . . . , zn),
where zj := ξje
iθ.We further define a function Fθ by the following formula Fθ(ξ) =
z. We finally perform the following change of variables, z := Fθ(ξ). It follows now
from the inequality (7) that
(8) ρn &
ρ/2∫
−ρ/2
∫
Fθ(Qj)
| log |fr(z)|||e
iθ|ndσ(ξ)dθ =
ρ/2∫
−ρ/2
∫
Fθ(Qj)
| log |fr(z)||dσ(ξ)dθ.
We claim that Qj/2 ⊆ Fθ(Qj). To prove this, we pick a point ξ ∈ Qj/2. In order
to show that ξ ∈ Fθ(Qj) it is sufficient to prove that ξe
−iθ ∈ Qj (for in the last
case we can write ξ = (ξe−iθ)eiθ). We check that |1− ξ1e
−iθ| ≤ ρ with the help of
the triangle inequality:
|1− ξ1e
−iθ| ≤ |1− ξ1|+ |ξ||1− e
−iθ| ≤
ρ
2
+ |θ| ≤ ρ,
and our claim follows. The line (8) now gives
(9)
∫
Qj−1
| log |fr(z)||dσ(z) . ρ
n−1 . (2j−1l(Q))n−1.
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Thanks to the inequality (9), we are now ready to finish off the desired bound of
the term D2:
(10) D2 .
φ(1)
|Q|
∫
Q
m∑
j=k+1
∫
Qj
log
1
φr(ξ)
|C˜(z, ξ)− C˜(1, ξ)|dσ(ξ)dσ(z) .
φ(1)
|Q|
|Q|
m∑
j=k+1
(2jl(Q))n−1
l(Q)
(2jl(Q))n+1
.
l(Q)
φ(1)
2
α
−1
.
Theorem 3 will now follow from the inequalities (9), (6) and (5) simply by letting
ε tend to zero. 
Next, we proceed to the proof of Theorem 2.
Proof: Let Q be a nonisotropic ball such that l(Q)γ ≥ Kφ(1) where K =
(2C0)
−γ/α for some 0 < γ ≤ α to be determined in a moment. Then, from
the first claim of Theorem 3 we infer the inequality ν(f,Q) . l(Q)α + l(Q)γ . On
the other hand, if l(Q)γ ≤ Kφ(1) for the very same γ, then the second claim of
Theorem 3 provides us with the following estimate
ν(f,Q) . l(Q)α + l(Q)1−γ(
2
α
−1).
Comparing these inequalities we obtain the following equation: γ = 1 − γ(2/α−
1), from where we deduce that γ = α/2. In either case, ν(f,Q) . l(Q)α/2 and
Theorem 2 follows. 
3. Proof of Theorem 1
In the view of the proof of Theorem 2, Theorem 1 follows easily and its proof is
left to the reader as an exercise. Without giving any details, we only notice that
the principal difference between the proofs is that the term D2 in this case can be
estimated easier. Indeed, here it suffices to apply the Ho¨lder inequality and utilize
the fact that the function logφ is in Lp(Sn).
4. Proof of Theorem 4
Let us now prove that the exponent p/(p+n) is the best possible in Theorem 1.
Theorem 4. Let p ∈ (n,+∞) . Then for each δ > 0 there exists an outer function
f0 : B
n → C, satisfying
f0 /∈ Lip αp
p+n
+δ (1)
“in average” and such that log |f0| ∈ L
p (Sn) and |f0| ∈ Lipα (1).
Proof: We precede the proof with one technical lemma.
Lemma 2. Let ε > 0, and let ϕ : T → R+ be a function such that logϕ ∈
L(p+ε)/n(T). Define a function f0 : Bn → C by the formula f0(z1, . . . , zn) = g(z1),
where g : D → C is given by
g(z) = exp
[
1
2pi
2pi∫
0
eiθ + z
eiθ − z
logϕ(eiθ)dθ
]
.
Then f0 satisfies log |f0| ∈ L
p(Sn).
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Remark 6. This statement seems to be folklore, but as we couldn’t find a proof in
the literature, we present one here.
Proof: Take a point ζ = (ζ1, . . . , ζn) ∈ Bn, where ζ1 = re
iβ. We write a formula
for the function log |f |, using the definitions of the functions f0 and g:
log |f0(ζ1, . . . , ζn)| = log |g(ζ1)| =
log
(
exp
[ 2pi∫
0
Re
(
eiθ + ζ1
eiθ − ζ1
)
logϕ(eiθ)dθ
])
=
2pi∫
0
1− r2
1 + r2 − 2r cos (β − θ)
logϕ(eiθ)dθ = logϕ ∗ Pr (β) .
Hence, thanks to the formula number 1.4.5 from the book of W. Rudin [13] (we
mean the formula for the integral of a function of fewer variables), we infer the
formula
∫
Sn
| log |f0 (ζ) ||
pdσ (ζ) =
1∫
0
2pi∫
0
r
(
1− r2
)n−2
| logϕ ∗ Pr(β)|
pdβdr =
1∫
0
r(1− r2)n−2 · || logϕ ∗ Pr||
p
Lp(T)dr ≤ . . . .
Next, the Young inequality allows us to continue the estimates:
(11) . . . ≤
1∫
0
(
1− r2
)n−2
· || logϕ||p
L
p
n+ε(T)
· ||Pr||
p
Lq(T)dr,
where q stands for the solution of the following equation:
1 +
1
p
=
1
q
+
1
p
n
+ ε
.
It remains to estimate the norm of the Poisson kernel ‖Pr‖Lq(T) for r ∈ (0, 1)
and q ≥ 1. We first treat the case when r ∈ (0, 1/2) , which turns out to be easy:
‖Pr‖
q
Lq(T) =
2pi∫
0
(1− r2)
q
dθ
(1 + r2 − 2r cos θ)q
≤
2pi∫
0
(1− r)q dθ
(1− r)2q
.
1
(1− r)q
.
1
(1− r)q−1
.
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Henceforth we assume that r ∈ [1/2, 1). We are going to use the fact that if
θ ∈ [0, 2pi), then 1− cos θ ≥ C2θ
2 with some universal constant C2 > 0:
‖Pr‖
q
Lq(T) =
2pi∫
0
(1− r2)
q
dθ
(1 + r2 − 2r cos θ)q
=
2pi∫
0
(1− r2)
q
dθ(
(1− r)2 + 2r (1− cos θ)
)q ≤ 2pi∫
0
(1− r)q dθ(
(1− r)2 + 2rC2θ2
)q =
∫
A
(1− r)q dθ(
(1− r)2 + 2rC2θ2
)q + ∫
B
(1− r)q dθ(
(1− r)2 + 2rC2θ2
)q ,
where A and B stand for the sets
A = {θ ∈ [0, 2pi) : (1− r)2 ≥ 2C2rθ
2}
and
B = {θ ∈ [0, 2pi) : (1− r)2 < 2C2rθ
2}
correspondingly. Note that A ∩ B = ∅ and also that A ∪ B = [0, 2pi). Moreover,
we trivially have |A| . (1− r) . Hence, we deduce that
‖Pr‖
q
Lq(T) .
∫
A
(1− r)q dθ
(1− r)2q
+
∫
B
(1− r)q dθ
θ2q
.
1
(1− r)q−1
.
We use the inequality that we have just derived along with 11 and write∫
Sn
| log |f0 (ζ) ‖
pdσ (ζ) .
1∫
0
(1− r)n−2 ·
(
1
(1− r)q−1
) p
q
dr.
It remains to prove that the number p1 := (n − 2) − p(q − 1)/q is strictly larger
than −1. The definition of the number q yields
p1 = (n− 2)− p
(q − 1)
q
= (n− 2)− p
(
1
p
n
+ ε
−
1
p
)
= (n− 2)−
np− p− nε
p+ nε
=
n2ε− p− nε
p+ nε
=
n2ε
p+ nε
− 1 > −1,
and the lemma follows. 
Denote p2 = p/n+ε. Since the one-dimensional bound p/(p+1) is the best pos-
sible (see [11]), there exists a one-dimensional function ϕ satisfying logϕ ∈ Lp2 (T)
and ϕ ∈ Lipα (1) such that the corresponding outer function Oϕ lies in the “average
space” Lipαp2/(p2+1) (1) but does not belong to the space Lipαp2/(p2+1)+σ (1) for each
σ > 0. We construct according to the method described in Lemma 2 the functions
f0 and g (note that the construction there yields g = Oϕ, recall (1)). Then it is ob-
vious that |f0| ∈ Lipα (1), and we deduce from the lemma that log |f0| ∈ L
p (Sn) .
Hence, according to Theorem 1, f0 ∈ Lipαp/(p+n) (1) “in average”. It follows from
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the choice of the function ϕ that f0 /∈ Lipαp2/(p2+1)+σ (1) “in average” for each
σ > 0. On the other hand,
p2α
p2 + 1
+ σ =
(
p
n
+ ε
)
α(
p
n
+ ε
)
+ 1
+ σ =
pα + εαn
p+ εn+ n
+ σ =
αp
p + n
+ ε˜,
where ε˜ → 0 once ε and σ tend to zero. Taking ε and σ sufficiently small, we
infer that there exists a function f0, satisfying f0 /∈ Lippα/(p+n)+δ (1) “in average”,
where δ is exactly the same as in the formulation, and the theorem follows. 
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