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Abstract.  In this study the authors analyse the International Software 
Benchmarking Standards Group data repository, Release 8.0. The data repository 
comprises project data from several different companies. However, the repository 
exhibits missing data, which must be handled in an appropriate manner, otherwise 
inferences may be made that are biased and misleading. The authors re-examine a 
statistical model that explained about 62% of the variability in actual software 
development effort (Summary Work Effort) which was conditioned on a sample 
from the repository of 339 observations. This model exhibited covariates Adjusted 
Function Points and Maximum Team Size and dependence on Language Type 
(which includes categories 2nd, 3rd, 4th Generation Languages and Application 
Program Generators) and Development Type (enhancement, new development and 
re-development). The authors now use Bayesian inference and the Bayesian 
statistical simulation program, BUGS, to impute missing data avoiding deletion of 
observations with missing Maximum Team size and increasing sample size to 616. 
Providing that by imputing data distributional biases are not introduced, the 
accuracy of inferences made from models that fit the data will increase. As a 
consequence of imputation, models that fit the data and explain about 59% of the 
variability in actual effort are identified. These models enable new inferences to be 
made about Language Type and Development Type. The sensitivity of the 
inferences to alternative distributions for imputing missing data is also considered. 
Furthermore, the authors contemplate the impact of these distributions on the 
explained variability of actual effort and show how valid effort estimates can be 
derived to improve estimate consistency.  
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1. Introduction – missing data  
 
Software development effort estimation has been undertaken using a variety of 
algorithmic methods. These include methods based on Albrecht’s Function Points 
(Albrecht, 1979), (Albrecht and Gaffney, 1983), Mark II Function Points (Symons, 
1991) and COCOMO (Boehm, 1981). Such methods identify attributes and factors 
that help express the nature and individuality of the software and the project and 
were believed to influence development effort. Some of the factors belong to 
nominal scales of measurement, e.g. Program Language Type and Development 
Type. Specifically, Albrecht’s Function Points involves the estimation of five 
different types of function (e.g. external input, external enquiries, etc.) that a 
software system may be required to enable. Each function is then estimated as 
belonging to one of three (so called) complexity classes low, average or high. An 
integer complexity value is then assigned to the function based on an ordinal scale 
complexity classification. All of a system’s identified function complexity values 
are then added together to give an Unadjusted Function Point count. Further, this 
count is often adjusted by up to fourteen technical complexity factors to account 
for a variety of non-functional system requirements (e.g. performance, reliability, 
backup and recovery etc.) to give an Adjusted Function Point count (AFP). The 
latter count is then used to derive an effort estimate in person-days (for example) 
by estimating productivity expressed in Function Points per person-day. 
 
The predictive capabilities of algorithmic methods are generally not considered to 
be particularly good. In fact, estimators using subjective estimation tend to 
outperform all other methods (Hughes, 1996). However, seeking an explanation of 
the variability of actual effort against factors and attributes that might influence 
software system development effort could help us to understand how to improve 
the predictive capability of algorithmic estimation methods by identifying 
appropriate estimate adjustments. In the case of Albrecht one might wish to 
consider how actual effort varies with AFP, software system descriptive factors 
(e.g. Language Type) and project management factors (e.g. team size). In 
estimation data, such as the International Software Benchmarking Standards Group 
data repository (ISBSG) 8.0, allowances may already have been added by 
estimators to produce their effort estimate (ISBSG, 2003). However, a suitable 
statistical analysis can still detect the need for any additional allowances to be 
made. Further, if the allowances were made to the effort estimate rather than the 
AFP then the complete allowance for factors or attributes can be determined. 
 
However, a major problem that is encountered within software engineering data 
sets is missing data (Strike, et al., 2001). For example, there are missing values for 
the Maximum Team Size (MTS) – the maximum number in the development team 
at any one time - and for several other factors for many of the projects in the 
ISBSG repository (ISBSG, 2003).  
 
In a previous study (Moses and Farrow, 2004) the authors derived a model using 
the ISBSG repository, which fitted the data and which showed dependence on 
Language Type (LT), Development Type (DT) and had covariates AFP and MTS. 
To make that study more tractable and develop models that did not incorporate 
conjoint assumptions concerning data missing from several factors and covariates, 
those observations that had missing MTS observations were excluded, whilst 
accounting for missing data for Language Type. 
 
However, if the observations with missing MTS data can be included under 
reasonable assumptions our ability to make more informed inferences concerning 
the true nature of relationships with actual effort will increase.  
 
1.1. Approaches to handling missing data 
 
The simplest approach to deal with data that exhibit missing values is to remove 
the observations with missing data from the data set. This procedure is known as 
case or listwise deletion.  
 
However, in several recent studies on project effort estimation there has been an  
increased awareness of the importance of treating missing data in appropriate  
ways during analyses to improve effort estimation consistency, e.g.  
(Myrtveit, et al., 2001),  (Strike, et al., 2001) and (Cartwright,  et al.,  
2003). Several methods for dealing with the problem of missing data have been  
investigated in these studies. However, the inferential paradigm has been  
frequentist rather than Bayesian. Within the frequentist approach, many  
methods for dealing with the missing data problem can be classified as  
follows. 
 
1. Case or variable deletion 
2. Single imputation methods 
3. Multiple imputation methods 
4. Methods that allow estimation from incomplete data 
 
Deletion of cases may introduce bias because of association between  
missingness and values of variables and, in any case, involves a loss of  
information. Variable deletion clearly sacrifices completeness of the model.  
Imputation methods involve the insertion of artificial data to fill the gaps.  
In single imputation, a single artificial value is used for each missing  
observation. Standard analyses applied to the resulting "complete" data are  
misleading in terms of the precision of estimates, since we do not really have  
complete data, and can also be misleading in other ways (some of which will be 
describe during this study). Multiple imputation methods go some  
way towards dealing with this problem by generating several "complete" data  
sets, using values drawn from distributions for the missing data, and then  
combining the results of the analyses of these data sets. Methods for imputing 
values include mean imputation, the use of the mean of the observed values of the  
variable, "hot deck" imputation, in which a value is drawn from a distribution  
based on the observed values of the variable, possibly even the observed  
values themselves with equal probabilities, substitution of values from cases  
with similar covariate values ("nearest neighbour" methods) and regression  
methods to predict the missing values from covariates.  
 
Provided that a sufficiently detailed model is specified, maximum likelihood  
estimation (MLE) is often possible without the need to impute missing data. It is  
often convenient to use an expectation-maximization (EM) algorithm for MLE 
(Little and Rubin, 2002). However, using this approach assessment of estimate 
precision and construction of tests may be difficult. 
 
In contrast to the frequentist approaches mentioned above, in the Bayesian  
paradigm, missing data are treated in exactly the same way as unknown  
parameters. They are all unknowns and the inference takes the form of a  
posterior probability distribution over all unknowns, including missing data  
and, possibly, future values of a dependent variable. To draw conclusions  
specifically about an unknown parameter, or group of parameters, we simply  
marginalize over, or "integrate out", the other unknowns, including missing  
values. Thus inferences properly reflect the uncertainty associated with  
missing data. The Bayesian approach has several advantages over the  
frequentist approach some of these are identified in this study and have  
been discussed in more detail in (Moses, 2001) and (Moses and Farrow, 2003).  
For a more complete list of advantages of Bayesian inference see (Lindley  
2000). 
 
Computations for Bayesian inference in problems with missing data are  
conveniently carried out using Markov chain Monte Carlo (MCMC) methods. In  
particular BUGS software (Spiegelhalter et al., 1996) is convenient for this  
purpose. Random samples are drawn from the joint posterior distribution of all  
unknowns and collected until a sufficiently close approximation to the  
posterior distribution is obtained. In the case of missing observations on  
explanatory variables, it is, of course, necessary to extend our model to  
include suitable distributions for these. Such distributions may be related by  
regression to other covariates, a procedure known as regression imputation (Little 
and Rubin, 2002, Congdon, 2001). In this study this is the approach that we use.  
 
In this study the authors also show how BUGS can be used to account for missing  
data under reasonable assumptions about the missing data mechanism and the  
missing data distributions. Alternative probability distributions for the missing data 
are examined. These distributions involve imputation regression on covariates and 
are used in the MCMC sampling simultaneously with linear regression models that 
predict project effort. The models are compared in terms of their explanation  
of variability, model fit and predictive capability for actual effort  
(Summary Work Effort). Then, considering the most likely missing data  
mechanism, a suitable missing data regression and the most appropriate  
predictive regression model for the observations are identified. 
 
1.2. The explanation of variability in actual effort 
 
The authors have speculated (Moses and Farrow, 2004) that, compared to the 
effects of requirements changes and non-optimization of project management 
decision making (e.g. project schedules and related factors, such as team size) that 
estimator subjectivity (as exemplified by choice of additional allowances, 
Technical Complexity Factor estimation and function type complexity estimation) 
as an explanation of variability in development effort may be relatively 
unimportant. If so the use of multi-company data sets, such ISBSG, by individual 
companies to assist in effort prediction would be appropriate. 
 
There is some support for these speculations. Notably, MTS (a function of project 
management decision making) has been identified as one of several explanatory 
variables for effort when estimating using Function Points (Angelis, et al., 2001). 
Further, 89.9% (the R-Square value) of the variability in effort was explained by 
the Function Point count for the 24 observations in Albrecht and Gaffney’s data 
(Matson et al., 1994). In addition, in (Moses and Farrow, 2004) using linear 
regression the authors showed that only 41% of the variability in the logarithm of 
effort can be explained by log AFP, whilst 60% of the variability for 339 
observations can be explained by two covariates: log MTS and log AFP. A further 
2% only of variability is explained by the factors Development and Language 
Type. This leaves at most 38% variability to account for, not all of which could be 
attributed to subjectivity alone, since no account of requirements change has been 
made. Further, for the data source used (the ISBSG repository) project scope varies 
between projects and in some cases is unknown. Thus, if missing data can be 
imputed using reasonable assumptions about data missingness, then the accuracy 
of the models derived in the authors’ earlier study would be improved and could 
support the speculations. 
 
2. Bayesian inference 
 
Bayesian inference provides posterior distributions for model parameters of 
interest. Each posterior distribution is proportional to a sampling distribution 
multiplied by its prior distribution. The sampling distribution represents the 
distribution of the data given the parameters used to model the data. The prior 
distribution represents our knowledge about the data prior to data collection 
(Gelman, et al., 1998). 
 
Bayesian posterior distributions allow us to embody coherently our uncertainty due 
to incomplete knowledge of model parameters and to the inherent variability in the 
data (Lindley, 2000). It is also not necessary to worry about effect size and 
hypothesis testing (Gelman et al., 1998). An explanation of why this is so is given 
elsewhere (Moses and Farrow, 2003). In order to derive the posterior probability 
distributions for our Bayesian statistical models' parameters (constructed from the 
sample and prior distributions for the parameters) mathematical integration can be 
used. Some of the integrals that arise during Bayesian inference are analytically 
intractable (Gilks et al. 1996). However, MCMC simulation programs can now be 
used to solve these integrals. The BUGS simulation program is used to solve for 
the Bayesian probability integrals (Spiegelhalter, et al., 1996).  
 
3. The data  
 
The International Software Benchmarking Standards Group (ISBSG) data 
repository Release 8.0 is used in this study, which includes descriptions of each 
data field held (ISBSG, 2003). However, there are many missing values from the 
fields for the 2027 projects held in Release 8. Initially, our interest focused on: 
Language Type, Development Type, Development Platform, Application Type and 
Maximum Team Sizes. All except Development Type had missing data. Further, 
only projects that use International Function Point User Group counting methods 
are considered. Other methods such as Mk II Function Points (Symons, 1991) and 
COSMIC-FFP (Abran, et al., 2003) are not considered. 
 
3.1. Handling missing data  
 
Missing data are assumed to be missing due to some mechanism (Gelman et al., 
1998). One mechanism is known as missing at random (MAR). MAR means that 
the distribution of the missing data mechanism does not depend on the missing 
values. The distribution of the missing data may however depend on other 
observed values including fully observed covariates or factors or parameters in the 
statistical model derived from the observed data. In addition, if the data are 
observed at random (OAR) as well as MAR then the data are missing completely at 
random (MCAR). That is, if the missing data mechanism is independent of the 
complete observed data and the missing data themselves. However, if the 
probability that the data are missing is dependent on covariates and factors in the 
model which include the missing data variates then the mechanism is described as 
nonignorable (Gelman et al., 1998).  
 
The authors expected that MTS could have been determined by using the Function 
Point count, although in other cases it seems reasonable to surmise that it was 
chosen as a ‘fait accompli’ due to the number of developers available to work on 
the project. However, our analysis tells us that the correlation between logarithmic 
transformations of AFP and MTS is not large (about 0.488, explaining about 0.23 
of the variability) for the case deleted data set of 339 observations. Hence, there is 
little evidence of dependence and no prior information of the form of any joint 
distribution for AFP and MTS.  
 
It does seem possible that MTS missingness may be MCAR, i.e. the information 
was left out simply because it hadn’t been recorded originally by the company. 
However, there may be diverse reasons for leaving MTS out. MTS could be 
missing because a company did not want to divulge the number of staff employed 
on a project for commercial reasons. For example, missingness may be due to not 
wishing to divulge the number of staff (regardless of the MTS value) used for a 
given AFP size, so that competitors could not work out how to undercut the 
company on future projects.  Conceivably, then it could be MAR and the missing 
mechanism would be the Function Point count value, a covariate in our regression 
model. Alternatively, team size allocation could be based on using just those 
available staff or using additional staff who would otherwise be idle (i.e. using 
more or less staff for a given AFP size and Application Type etc.). MTS may then 
have been left out because the company does not wish to reveal project staff 
numbers to potential competitors. This would then be a decision for which data is 
not recorded in the repository and the missing mechanism would be nonignorable, 
since MTS would not be recorded if it was greater or less than the expected 
number of staff for a project of that Function Point size. If MTS were missing 
dependent on Application Type alone then MTS would be MAR, if Application 
type was a factor in the regression model for effort. On the other hand, if 
Application Type was not part of the model then MTS could be considered as if it 
were MCAR. (Note no evidence of missingness being dependent on Application 
Type was identified.)  
 
There is no prior information concerning nonignorable missingness for MTS. It 
should also be noted that it is not possible to test for MAR against missing 
ignorable using the observed data alone (Little and Rubin, 2002). However, in 
cases where non-ignorable missingness is suspected and good covariate 
information is available then the MAR assumption is considered a reasonable 
approximation (Little and Rubin 1999). However, there is some evidence of 
missing MTS values being associated with enhancement development. The 
empirical relative risk of missing MTS for new development against enhancement 
is about 45%, i.e. the risk of missing MTS in new development projects is 45% of 
that in enhancement projects (Altman, 1993). This may be evidence that MTS are 
MAR dependent on Development Type for at least some of the companies, and 
since there are no missing Development Type values the mechanism is also 
ignorable. It was felt that the missing mechanism is most likely to be MCAR or 
MAR ignorable dependent on Development Type. Under these assumptions, the 
modeling strategy requires no further knowledge about the observed data.   
 
Whichever one of these two missing data mechanisms may be at work, regression 
imputation for the missing MTS data can be used. Several plausible distributions 
for MCAR and MAR ignorable missing MTS data were tried, these included 
categorical, normal (for log of MTS), and gamma distributions. We also used 
bivariate normal distributions (for log MTS and log SWE), which assume that 
there is a bivariate normal relationship between log MTS and log SWE and that 
they jointly depend on log AFP (for which no data were missing). That is, the 
bivariate distribution is regressed against log AFP to impute a missing MTS value. 
This is a standard approach to regression imputation for MAR data (Congdon, 
2001). 
 
For Language Type and Development Platform it was assumed that the data are 
MCAR. The missing data can be imputed assuming that these factors have a 
categorical distribution. That is, for each category of Language Type, e.g. 3rd or 4th 
Generation Language etc., that there is a probability that a project will use a 
particular language type as the main language. This assumption also seems 
reasonable for the models examined, because we found no evidence of dependence 
on Application Type or any of the covariates or factors in the predictive regression 
models. BUGS can be use to simulate the missing Language Type observation’s 
category, given the distribution form and appropriate prior information. In these 
cases, prior information is non-informative, since we do not know the probability 
with which the categories occur. The BUGS program works out the posterior 
probabilities for the categories using the data and the non-informative prior 
distribution. The Dirichlet distribution is an appropriate prior distribution, (Gelman 
et al., 1987).  
 
In this study two approaches to handling missing data were adopted: case deletion 
and imputation. Case deletion was used to achieve a set of IFPUG data rated at 
quality A or B (because the remaining data are considered to be of insufficient 
quality by ISBSG); estimates had been added to Summary Work Effort for 
different Project Scopes, and records were case deleted that included an added 
estimated. However, the complete set of projects with added estimates could not be 
determined and so some variability in project scope remains in the data. Finally, 
missing data were imputed for MTS, Language Type, etc. using BUGS. 
 
3.2. Data frequency  
 
Prior to our study in (Moses and Farrow, 2004) the authors expected either 
Business Type or Development Platform, and Application Type and MTS to 
account for some of the variability in Summary work Effort, see (Angelis et al., 
2001). Business Type identifies the type of business area being addressed by the 
project (e.g. Manufacturing, Personnel, and Finance). This data was very sparse in 
the repository and also gave a very general classification. The factors (and the 
frequencies of their values) used in the original study are given below. 
 
For Development Platform each project is classified as either, a PC, Mid Range or 
Main Frame, comprising: missing 150; class 1 – Main Frame 133; class 2 – Mid 
Range 23; and, class 3 – PC 33. Application Type identifies the type of application 
being addressed by the project (e.g. information system, transaction/production 
system, process control). For Application Type there were 9 classes after reducing 
the number of projects they were: Transaction Processing Systems 64; Information 
Systems 61; Billing, Ordering Sales and Marketing 8; Electronic Data Interchange 
3; Process Control 4; Financial Transaction Processing 1; Network Management 1; 
Decision Support Systems 6; and E-commerce 191. In the authors’ earlier study no 
dependence on these two factors was inferred. Examination of these factors, in this 
study, using imputation for MTS data, also leads to the inference that there is no 
strong evidence of dependence. 
 
Also considered was Language Type because it had been identified (Kitcheham, 
1992) as having an affect on project productivity. For Language Type the classes 
were: missing 98; class 1 – 2GL 8; class 2 – 3GL 138; class 3 - 4GL 86; and class 
4 – Application Program Generator (APG) 9. In this study 5 GLs also occur due to 
inclusion of observations with imputed MTS values. Development Type was also 
considered, which describes “…whether the development was a new development, 
enhancement or re-development”. The work in (Angelis, et al., 2001) had shown 
no dependence on Development Type. However, there may be a more accurate 
assessment of requirements on which to base a Function Point count for re-
development and enhancement than for new development. For Development Type 
(DT) there were 3 classes: class 1 - 155 enhancement, class 2 - 177 new 
development and class 3 - 7 re-development. Further, the MTS maximum was 80, 
its minimum 1 and the average was 7.3. From the original 2027 projects 339 
projects remained for analysis that contained a complete set of values for Summary 
Work Effort, Adjusted Function Points, Development Type, Application Type and 
MTS.  
 
In this study the better model from (Moses and Farrow, 2004) is re-examined. 
There are 616 observations to consider in this study. The data frequencies are as 
follows. Summary Work Effort (SWE) which has mean 5330, median 1957, range 
91 - 78472 and standard deviation 9476. Adjusted Function Points, which has 
mean 541.9, median 224, range 9 – 17518 and standard deviation 1257.3. 
Language Type comprises: 8 class 1 - 2GL, 299 class 2 - 3GL, 142 class 3 - 4GL, 9 
class 4 -  Application Program Generators, 1 class 5 - 5GL and 157 missing values; 
and, Development Type comprises: class 1 - 368 enhancement, class 2 - 239 new 
development and class 3 - 9 re-development, with no missing values. There has 
been an increase in proportion of enhancement to new development projects as we 
moved from 339 observations to 616, i.e. 155/177 = (0.88) to 368/239 (1.54); and 
the empirical probability of MTS being missing for enhancement projects is 0.58 
and for new development projects it is 0.26, giving some evidence for MAR 
dependent on Development Type. 
 
4. Analysis and Modeling Procedure 
 
To assist our model selection and comparison process two Bayesian p-values are 
used to assess model fit. They enable an assessment of a distribution’s skewness 
and kurtosis against that of a normal distribution (Spiegelhalter et al., 1996). 
Kurtosis represents the proportion of the distribution lying close to and far away 
from the mean of the distribution. (This tells us whether the distribution is flatter or 
more peaked than might be expected for a sample from a normal distribution.) 
Skewness represents the degree of symmetry about the mean. Since the random 
component for actual effort (after transformation) is assumed to be normal, it is 
necessary to show that the residuals are normally distributed and that the value for 
skewness is 0 (since a normal population distribution is symmetric and exhibits no 
skewness). Further, the expected value for kurtosis for a normal distribution is 3 
(Spiegelhalter, et al., 1996). The Bayesian 'tests' are then used to see what the 
probability is that the observed standardised residual values differ from replicated 
or expected values for the model we have developed (Spiegelhalter, et al., 1996). 
This procedure helps us assess a model's fit to the data. Given the Bayesian p-
values the authors assessed whether what might pictorially appear to be a lack of 
normality could be a representative sample from a normal distribution for the 
sample size. The model's fit to the data was also checked by graphical inspection 
using normal plots of the residuals, residuals versus fitted values and the histogram 
of residuals. 
 
To determine the explanation of variability in the log of software effort by the 
independent variables, the posterior distributions of the residuals, RSQ and RSQ 
adjusted are evaluated within the simulation. For a description of RSQ adjusted, 
see (Walpole and Myers, 1993). Following the model fit procedure the Deviance 
statistic is also used to choose between competing models that fit the data 
(Spiegelhalter, et al., 1996). To assess and choose between competing models’ 
predictive capabilities the predictive Negative Cross-Validatory Log Likelihood 
statistic, a leave-one-out (l-o-o) statistic, is used. This statistic can be easily 
calculated after a BUGS simulation run (Spiegelhalter, et al., 1996). However, it 
should be noted that: “The mean magnitude of relative error, MMRE, is the de 
facto standard evaluation criterion to assess the accuracy of software project 
prediction models. The fundamental metric of MMRE is MRE, a “relative residual 
error” ” (Stensrud et al., 2003). However, MMRE is not used in this study. This is 
because the MRE statistic has not been demonstrated to be an unbiased estimator 
of residual error, and may therefore give misleading results, see (Stensrud et al., 
2003). 
 
The non-Bayesian concept of significance testing has no role to play in the 
Bayesian inference procedure, and so critical effect sizes are not required. Hence, 
significance tests for regression parameters are not made in the usual frequentist 
manner using a t-test, and the null hypothesis that the parameter is equal to zero is 
not used. Instead, the probability that a parameter value is likely to be greater than 
or less than zero or the probability that the difference between two parameters is 
positive or negative is evaluated and assessed (Gelman et al., 1998, page 109). This 
is achieved from within the simulation by counting the number of simulated values 
of the parameter that fall within the range of interest (e.g. the number of values that 
are greater than zero).  
 
4.1. Initial model for analysis 
 
In this study our starting point is unusual in that it is a model that has already been 
derived in (Moses and Farrow, 2004). The important details of this model are given 
in the subsection 4.2 below. Logarithmic transformations were used for the 
dependent variable (SWE) and the covariates AFP and MTS. The probability 
distributions of log AFP and log SWE show approximate normality (graphs are not 
shown for brevity). The graph for log MTS is not quite so convincing, see Figure 1. 
This does not matter for the regression shown in Section 4.2, since it is only 
required that the residuals of the regression for logarithm of SWE should be 
normal for model fitting purposes (Walpole and Myers, 1993). However, in this 
study the distribution of MTS needs to be examined in order to provide an 
appropriate distribution for imputation. 
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Figure 1: Normal probability plot of log MTS 
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Figure 2: Histogram of MTS 
 
The authors wonder if Figure 1 indicates that there are three different distributions 
within the MTS data, since there are three distinct sets of data points that fall above 
the upper confidence limit, within the limits and below the lower confidence limit. 
This possibility is also considered in Section 3.1 and 6.0. However, Figure 2 could 
indicate a Gamma or a Negative Exponential distribution for MTS. (In fact, a 
Gamma distribution can be used to model the missing MTS data for a regression 
model with the covariates log FP and log MTS but without any dependence.) 
 
4.2 Regression model with dependence on Language Type and 
Development Type conditioned on 339 observations 
 
The information in Table 1 shows the original model with dependence on 
Language Type within Development Type, which fits the data and explains 62% of 
the variability in actual effort. Note, that case deletion of observations that had 
missing MTS was used and that the model uses the assumption that MTS are 
MCAR. The beta parameters in Table 1 represent intercept terms for Language 
Types within Development Type, e.g. beta[1,3] is 4GL in enhancement, see 
Section 3.2 for classifications. Table 2 shows that the probability of real 
differences between: 2 and 4GL and 3 and 4GL and between APG and 4GL, within 
Development Type enhancement all exceed 95%. (Where, prdiff[1,4,3], for 
example, gives the probability of positive or negative differences between APG 
prdiff[ ,4, ] and 4 GL prdiff[ , ,3] in enhancement prdiff[1, , ].)  Whilst, the other 
two groups of Development Type re-development and new development do not 
show as much probability of real differences in parameters. However, for new 
development there was an 88.5 % probability of real differences between 3 and 
4GLs. 
 
Table 1: Linear regression for log Summary Work effort given log Function Points and log 
Maximum Team Size and dependence on Language Type within Development Type: 339 
observations 
 
 
 
 
 
 
 
 mean standard 
deviation 
2.50% 97.50% median 
RSQ 0.6362 0.01248 0.6116 0.6602 0.6366 
RSQ 
(adjusted) 
0.6205 0.01302 0.5948 0.6455 0.6209 
Negative 
Log 
likelihood 
406.048     
beta0[1,1] 3.720 0.3844 2.910 4.425 3.735 
beta0[1,2] 3.480 0.2573 2.975 3.980 3.474 
beta0[1,3] 2.966 0.2656 2.441 3.472 2.963 
beta0[1,4] 3.640 0.4449 2.774 4.420 3.644 
beta0[2,1] 3.681 0.3886 3.024 4.640 3.665 
beta0[2,2] 3.656 0.2755 3.089 4.151 3.657 
beta0[2,3] 3.499 0.2980 2.945 4.033 3.491 
beta0[2,4] 3.593 0.2969 3.018 4.139 3.591 
beta0[3,1] 3.642 0.4504 2.855 4.331 3.672 
beta0[3,2] 3.670 0.3665 2.980 4.316 3.685 
beta0[3,3] 3.696 0.3497 3.026 4.363 3.712 
beta0[3,4] 3.619 0.5606 2.877 4.341 3.658 
beta1 (AFP) 0.5374 0.05334 0.4418 0.6525 0.5356 
beta2 (MTS) 0.7290 0.07762 0.5833 0.8691 0.7302 
p.skew 0.6620 0.4730 0.000 1.000 1.000 
p.kurtosis 0.6935 0.4610 0.000 1.000 0.000 
Deviance 776.2 11.79 751.5 799.0 776.4 
 mean standard 
deviation 
prdiff[1,1,3]     0.9875    0.1111    
prdiff[1,2,3]     0.9965   0.05905    
prdiff[1,4,3]     0.9575    0.2017    
 
Table 2: Posterior probability distributions for differences between intercept parameters for 
Language Type within Development Type: 339 observations 
 
4.3 Regression models with imputed MTS data 
 
In order, to develop new regression models alternative distributions for the missing 
MTS data were examined. Firstly, it was assumed that the 339 observed log MTS 
data is normally distributed and that this observed data is a representative random 
sample of MTS, i.e. MTS MCAR. The missing data are then imputed by regressing 
log MTS against a constant and no independent variables. This gives a distribution 
for the constant which is equivalent to the mean of a normal distribution for log 
MTS. BUGS is then used to regress log SWE against log AFP, log MTS (with the 
imputed data) and an intercept term that allows dependence on Language Type and 
Development Type. (The form of the regression for log SWE can be seen in the 
BUGS program in (Moses and Farrow, 2003).)  
 
Table 3 shows the results for the model with dependence on log MTS and log AFP 
and dependence on Development Type and Language Type. Table 4 shows the 
differences between Language Types within Development Type, where beta0[1,3] 
for example is the intercept term for 4GLs within enhancement, and beta0[2,2] is 
3GLs within new development. Tables 5 and 6 show similar information for a 
model with dependence on Language Type only and covariates log AFP and log 
MTS. In this model, for example beta0[2] and beta0[3] are the intercept terms for 3 
and 4GLs, respectively. (See Section 3.2 for class numbers and descriptions.) 
 
From examination of residual plots (not shown) and comparing the p.skew and 
p.kurtosis statistics in Table 3 and 5 both models fit the data. The model showing 
dependence on Development Type and Language Type has a smaller deviance than 
the model showing dependence on Language Type only, i.e. 1439 versus 1455. 
However, the model with dependence on Language Type only has an RSQ 
adjusted value of 0.6018 and a Negative Cross-Validation Log-likelihood of 
795.296 compared to 0.5883 and 798.769 for the model that includes dependence 
on Development Type. Therefore, the authors might be inclined to consider the 
model that only has Language Type dependence as having better predictive 
capability and explaining more of the variability, if the observed MTS data can be 
considered representative of MTS. 
 
However, the model with dependence on Development Type fits the data better 
and Table 4 shows strong evidence for real differences in Development Type 1 
(enhancement) between 2 and 4 GLs, 3 and 4GLs and 5 and 4GLs, since all 
probabilities exceed 98%. Further, in Development Type 2 (new development) real 
differences between 3 and 4GLs (98% probability) can be inferred and an 
indication of differences for 3 GLs and APGs and APGs and 4 GLs (with 
probabilities greater than 89%). Table 6 shows, for the model with dependency on 
Language Type only, real differences between 2 and 4 GLs and 3 and 4GLs, 3GLs 
and APGs, APGs and 4GLs and 5 and 4 GLs, and in addition to the differences 
found for the model with dependence on Development Type, about 81% 
probability of differences between 5 GLs and APGs. Both of these models 
compare favorably with the model developed using case deletion (Table 1) which 
inferred differences between 2 and 4GL, 3 and 4GL and between 4GL and APG, 
within Development Type enhancement shown in Table 2.  
 
 
 
 
 
mean standard 
deviation 
2.50% 97.50% median 
RSQ 0.5997 0.02015 0.5603 0.6393 0.5999 
RSQ 
(adjusted) 
0.5883 0.02073 0.5479 0.6291 0.5885 
Negative 
(C-V)Log 
likelihood 
798.769     
beta0[1,1] 3.409 0.817 2.612 4.057 3.432 
beta0[1,2] 3.380 0.2285 2.956 3.751 3.431 
beta0[1,3] 2.635 0.2376 2.176 3.026 2.676 
beta0[1,4] 2.986 0.5767 1.953 4.098 3.021 
beta0[1,5] 3.249 0.3803 0.2526 3.855 3.338 
beta0[2,1] 3.355 0.4245 2.565 4.349 3.342 
beta0[2,2] 3.292 0.2536 2.812 3.721 3.353 
beta0[2,3] 2.993 0.3125 2.391 3.459 3.061 
beta0[2,4] 3.139 0.3069 2.561 3.635 3.231 
beta0[2,5] 3.202 0.4477 2.271 4.041 3.274 
beta0[3,1] 3.266 0.7848 2.141 4.272 3.289 
beta0[3,2] 3.344 0.3950 2.707 4.196 3.345 
beta0[3,3] 3.332 0.3723 2.678 4.090 3.343 
beta0[3,4] 3.259 0.6182 2.338 4.223 3.303 
beta0[3,5] 3.287 0.8167 2.333 4.254 3.303 
beta1 (AFP) 0.6227 0.04843 0.5496 0.7242 0.6051 
beta2 (MTS) 0.6612 0.05820 0.5474 0.7668 0.6606 
p.skew 0.7225 0.4477    
p.kurtosis 0.9170 0.2758    
Deviance 1439.0 28.84 1382.0 1496.0 1440.0 
 
Table 3: Regression for log Summary Work Effort given log Function Points and log 
Maximum Team Size and dependence on Language Type within Development Type: 
normal imputed data 
 
Differences [i,j,k] 
between Language j and k 
in domain i 
mean standard 
deviation 
[1,1,3] 0.9865 0.1154 
[1,2,3] 1.0 0.0 
[1,5,3] 0.98351 0.1273 
[2,2,3] 0.9845 0.1235 
[2,2,4] 0.9155 0.2781 
[2,4,3] 0.8955 0.3059 
 
Table 4: Posterior probability distributions for differences between intercept parameters for 
Language Type within Development Type:  normal imputed data 
 
 
 
 
Mean standard 
deviation 
2.50% 97.50% median 
RSQ 0.6063    0.01824    0.5692    0.6414    0.6068      
RSQ 
(adjusted) 
0.6018    0.01845    0.5643    0.6372    0.6023      
Negative 
(C-V)Log 
likelihood 
795.296     
beta0[1] 3.446   0.3857    2.700 4.164 3.446 
beta0[2] 3.360    0.1598   3.093 3.702  3.350      
beta0[3] 2.777    0.1694   2.482   3.118   2.771      
beta0[4] 3.120   0.2008    2.785   3.545   3.106     
beta0[5] 3.227 0.2830    2.650   3.755    3.226     
beta1 
(AFP) 
0.6256    0.02953    0.5693    0.6729    0.6292 
Beta2 
(MTS) 
1.509    0.1199    1.279   1.737    1.508     
p.skew 0.6730    0.4691       
p.kurtosis 0.8135    0.3895    
Deviance 1455.0    28.31    1399.0    1509.0    1455.0      
 
Table 5: Regression for log actual effort given log function points and log Maximum Team 
Size and dependence on Language Type: normal imputed data 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Differences[i,j] between 
Language i and ,j 
mean standard 
deviation 
[1,3]             0.9715  0.1663    
[2,3]            1.0       0.0 
[2,4]            0.9875    0.1111    
[4,3]            0.9985 0.03870    
[5,3]            0.9710 0.1678    
[5,4]  0.8195 0.3846 
 
Table 6: Posterior probability distributions for differences between intercept parameters for 
Language Type: normal imputed data 
 
Tables 7 and 8 also give information for the two regression models that use the 
bivariate normal regression imputations for missing MTS. Table 7 is for the model 
with dependence on Language Type and Development Type and Table 8 for 
Language Type only. From Table 7 and 8, the models both fit the data and the 
deviance of the model with dependence on both factors is smaller than the model in 
Table 5. Neither of the models that use bivariate imputation regression have better 
RSQ adjusted and cross-validation statistics. However, the RSQ adjusted values 
are between 58% and 59% and comparable to those of the model in Tables 3.  
 
The identified real differences between Language Types within Development Type 
are similar for the normal (Table 3) and bivariate normal imputation regression 
models, except that there is only a 67% probability of differences of 3GL and 
APGs for the bivariate imputation regression model (compared with 91.55% for 
the normal model). Further, the identified real differences between Language 
Types are similar for the normal (Table 5) and bivariate normal models, except that 
there is an 89% probability of differences of 3GL and APGs for the bivariate 
model (compared with 98.75% for the normal model).  
 
Furthermore, in this study, the normal model and the bivariate normal with 
dependence on Language Type appear to explain slightly more variability than the 
models with dependence on Development Type and Language Type. This is 
different to our original study, in which the better model was the one with 
dependence on both factors. However, the Deviance statistic is smaller for the 
models that include Development Type indicating a better model fit. Further, for 
models that use bivariate regression imputation the model with dependence on 
Development Type also has better predictive capability. In addition, estimators 
note differences between new development and enhancement projects with similar 
Adjusted Function Point sizes (Dekker, 2004). The authors are inclined to consider 
the models that include Development Type as having both a better fit to the data 
and being more representative of observed differences. Furthermore, if the 
observed MTS data are not a representative random sample, i.e. if the data are 
MAR ignorable rather than MCAR then the model with dependence on 
Development Type and that uses bivariate normal imputation regression would be 
the more appropriate model. 
 
 mean standard 
deviation 
2.50% 97.50% median 
RSQ 0.5950    0.01761   0.5594    0.6293    0.5950     
RSQ 
(adjusted) 
0.5835    0.01811   0.5469    0.6187    0.5835 
Negative 
(C-V)Log 
likelihood 
801.150     
p.skew 0.7115    0.4530       
p.kurtosis 0.9005 0.2993       
Deviance 1453.0    25.52    1400.0    1501.0    1454.0     
 
Table 7: Regression for log Summary Work Effort given log Adjusted Function Points and 
log Maximum Team Size and dependence on Language Type within Development Type: 
bivariate normal imputed data 
 
 mean standard 
deviation 
2.50% 97.50% median 
RSQ 0.5994    0.01784   0.5644    0.6349    0.5997     
RSQ 
(adjusted) 
0.5948    0.01804   0.5594    0.6307    0.5951 
Negative 
(C-V)Log 
likelihood 
807.009     
p.skew 0.7325    0.4426    
p.kurtosis 0.6850   0.4645    
Deviance 1477.0    26.63    1422.0    1528.0    1476.0 
 
Table 8: Regression for log Summary Work Effort given log Adjusted Function Points, log 
Maximum Team Size and dependence on Language Type: bivariate normal imputed data 
 
In addition to the four new models described already, models were examined that 
used gamma and categorical distributions for the missing MTS data, for regression 
models with the two covariates AFP and MTS (alone) but these models did not 
improve any of the model fit or predictive capability statistics and are not shown 
for brevity.  
 
5. Application: improving effort estimate consistency 
 
For illustration, Table 9 shows the posterior predictive distributions calculated 
from within a BUGS simulation for log SWE, given values for MTS, AFP, 
Development Type and Language Type. This model assumes that MTS are MAR 
ignorable dependent on Development Type. These distributions are easily derived 
in BUGS from the regression equation. The example in Table 9 uses an AFP value 
of 1000 and a MTS of 5 and effort is evaluated for projects that use 3GLs and 
those that use 4GLs for enhancement and new development using the regression in 
Table 5.  
 
log SWE mean standard 
deviation 
2.5% 97.5% median 
3GL/ 
Enhancement 
8.621 0.1300    8.389    8.864 8.619      
4GL/ 
Enhancement 
7.885     0.1370    7.632 8.131    7.884      
3GL/New 
Development 
8.526 0.09200    8.356    8.703    8.521 
4GL/New 
Development 
8.306 0.1176    8.071    8.517 8.308      
 
Table 9: Posterior predictive distribution of log SWE for 3GL and 4GL projects of 1000 
Function Points with a Maximum Team Size 5 
 
SWE 2.5% 97.5% median 
3GL/ 
Enhancement 
4398 7073 5536 
4GL/ 
Enhancement 
2063 3398 2654 
3GL/New 
Development 
4256 6021 5019 
4GL/New 
Development 
3200 4999 4056 
 
Table 10: Median and credible intervals for SWE for 3GL and 4GL projects of 1000 
Function Points with a Maximum Team Size 5 
 
The mean of log SWE values in Table 9 is not transformed by exponentiating, 
because the mean of log SWE is the expected value (of the distribution) and the 
expected value of log SWE does not equal log of the expected value of SWE, in 
general. To do this would give a biased value for the mean of SWE. However, the 
median and credible intervals can be transformed to give us SWE values in person-
hours. Table 10 shows that the median values for SWE when using 4GLs are much 
smaller than for 3GLs; enhancement SWE for 4GLs would be less than half of that 
for 3GLs; and the credible (confidence) intervals are closer for 4GLs indicating 
less uncertainty in this sample of data concerning predicted effort in hours for 
4GLs. By applying the posterior predictive distribution used in this illustration 
effort estimates can be provided that are consistent with ISBSG projects. However, 
to improve effort estimate consistency in practice, for the predictions to remain 
valid, MTS and AFP must be derived in the same way as they were in the 
repository sample. 
 
 
 
6. Conclusions and Validity Considerations 
 
The authors believe that the models derived from an ISBSG data sample of 616 
observations are likely to be more useful and informative in practice than is the 
case for the model originally produced using a sample of 339 observations. In 
order to derive these new models we imputed missing data. Different probability 
distributions were used to model missing data. A categorical distribution was 
applied to Language Type; and imputation regressions were performed using a 
normal and a bivariate normal distribution for MTS; and a gamma distribution was 
also used to impute missing MTS data. An approach has also been illustrated that 
is easy to use in practice to predict actual effort (i.e. calculate the posterior 
predictive distribution for SWE) using BUGS. 
 
In addition, differences between Language Type within Development Type have 
been inferred from the models. Although, these models gave a marginally reduced 
explanation of variability and slightly worse predictive capability, they gave better 
values for deviance and agreed with estimator observation concerning 
enhancement and new development projects. 
 
The authors were able to infer real differences between 2 and 4GLs, 3 and 4GLs 
and APG and 4GLs, between 5 and 4GLs, 3GLs and APGs, (and an above 80% 
chance of differences between 5GLs and APGs). Further, it has been shown that 
imputing MTS missing data has enabled us to make additional inferences 
concerning differences in the effort required to develop systems using different 
language types for enhancement and new development types. The differences are 
ones that might have been intuitively suspected prior to the study. However, it was 
not possible to infer any real differences between 2GLs and 5GLs, 2GLs and 
APGs, 3GLs and 5GLs and 2GLs and 3GLs. This may be so because there are a 
small number of observations for 2 and 5GLs (originally 8 and 1, respectively, 
prior to imputation).  
 
However, there are possible threats to validity for our new inferences. Our results 
depend on the normality assumption of log MTS. It is moot whether log MTS is 
normally distributed. A gamma distribution can be used to represent MTS. 
Unfortunately starting points could not be found for regression models that 
incorporate dependence on Language Type or Development Type etc. to begin a 
simulation run. In addition, log SWE and SWE do not appear sufficiently close to 
gamma to successfully use a bivariate gamma distribution to compare results with 
the bivariate normal. If the data are missing dependent on their value (non-
ignorable) then our inferences for the 616 observation data set may not be valid. 
They would be biased because the observed data would not be a random sample 
from the complete MTS data set. It is not entirely clear what form the distribution 
of MTS takes. Intuitively, the authors feel that there may be several approaches to 
deriving MTS values. For example, approaches could be based on: a simple 
calculation based on AFP; using the number of staff available to work on the 
project; or, using other additional staff who would otherwise not be working on a 
project. It may be a difficult problem to identify the exact nature of the MTS 
distribution, since it could be that all three approaches are actually being used.  
 
Therefore the authors feel that the normal distribution may be as good an 
approximation as any other. It should be noted that the results for both the normal 
and bivariate normal models for missing data give similar inferences and therefore 
the inferences appear not to be sensitive to these missing data models. Reasonable 
assumptions concerning the missing mechanism for MTS appear to be MAR or 
MCAR. However, there is evidence of MAR dependent on Development Type and 
if this is the case then the models that assume MCAR will be biased, because the 
observed MTS may not be a random sample, and the normal distribution for log 
MTS will be biased. (Hence, the original case deleted model based on 339 
observations would be less informative and also biased.) The authors are inclined 
to believe that MTS are MAR dependent on Development Type and that the better 
model is the one that uses bivariate normal imputation regression and incorporates 
dependence on Development and Language Type. 
 
Interestingly, new inferences concerning Language and Development Type have 
been made but our explanation of variability in log SWE has reduced from 62% to 
about 59% using data imputation. This may be because more uncertainty in MTS 
has been introduced by imputing data and log MTS is a covariate in the models.  
 
For future work the authors wish to investigate in more detail the missing 
mechanism(s) for Maximum Team Size and the nature of the probability 
distributions for team sizes used during software development. 
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