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ABSTRACT  
  
Statistics is taught at every level of education, yet teachers often have to assume their 
students have no knowledge of statistics and start from scratch each time they set out to 
teach statistics. The motivation for this experimental study comes from interest in 
exploring educational applications of augmented reality (AR) delivered via mobile 
technology that could potentially provide rich, contextualized learning for understanding 
concepts related to statistics education. This study examined the effects of AR 
experiences for learning basic statistical concepts. Using a 3 x 2 research design, this 
study compared learning gains of 252 undergraduate and graduate students from a pre- 
and posttest given before and after interacting with one of three types of augmented 
reality experiences, a high AR experience (interacting with three dimensional images 
coupled with movement through a physical space), a low AR experience (interacting with 
three dimensional images without movement), or no AR experience (two dimensional 
images without movement). Two levels of collaboration (pairs and no pairs) were also 
included. Additionally, student perceptions toward collaboration opportunities and 
engagement were compared across the six treatment conditions. Other demographic 
information collected included the students’ previous statistics experience, as well as 
their comfort level in using mobile devices. The moderating variables included prior 
knowledge (high, average, and low) as measured by the student's pretest score. Taking 
into account prior knowledge, students with low prior knowledge assigned to either high 
or low AR experience had statistically significant higher learning gains than those 
assigned to a no AR experience. On the other hand, the results showed no statistical 
significance between students assigned to work individually versus in pairs. Students 
  ii 
assigned to both high and low AR experience perceived a statistically significant higher 
level of engagement than their no AR counterparts. Students with low prior knowledge 
benefited the most from the high AR condition in learning gains. Overall, the AR 
application did well for providing a hands-on experience working with statistical data. 
Further research on AR and its relationship to spatial cognition, situated learning, high 
order skill development, performance support, and other classroom applications for 
learning is still needed. 
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Chapter 1 
Introduction 
The General Problem 
Statistics is an important area of study, which impacts virtually every aspect of 
our daily lives. No matter if it is an elementary student who is just starting out learning 
fractions, or a postdoctorate who uses higher-order statistics to make sense of the world 
around us, the need to understand statistics is omnipresent (Batanero & Diaz, 2011). 
Students enrolled in a wide range of classes such as elementary school math, high school 
algebra, or college statistics are often asked to identify important characteristics of a 
group of items, calculate a proportion, or compare groups of different sizes to each other. 
In other words, basic statistic skills are necessary for students at all levels. For example, 
such skills are required to analyze a sample by estimating the probability of a certain 
characteristic of an item from a sample representative of a population or to examine the 
variability between samples. However, effectively learning statistical reasoning skills like 
these fundamental concepts remains elusive (Garfield & Ben-Zvi, 2007). 
Drawing from the scholarly literature, it seems that across all levels of education, 
teachers frequently must assume that students start without knowledge of statistics; in 
essence, instructors start from scratch each time they set out to teach statistics (Batanero 
& Diaz, 2011; Garfield & Ben-Zvi, 2004; Hirsch & O’Donnell, 2001; Jones, Langrall, & 
Mooney, 2007). One of the primary challenges with teaching these essential statistical 
concepts is to help students understand how different statistical decisions and techniques 
affect the kinds of conclusions that may be drawn from it. Historically, statistical 
concepts have been taught in two parts: (1) students are given the theoretical perspective 
  2 
in the form of a lecture or a reading assignment, and (2) they are given homework to 
practice applying the theory. The issue with this standard, albeit passive, method of 
instruction is that it requires the students to understand the theory separately from the 
context in which they will practice in most cases (Chance, 2002; Garfield, 1995, 2002; 
Lovett, 2001; Sedlmeier, 1999). This is particularly problematic when teachers are 
instructing students about the abstract concepts behind probability and sampling, which is 
often difficult to teach due to students’ basic statistical reasoning skills have lacked 
development over the course of their schooling (Cobb & Moore, 1997; Garfield & Ben-
Zvi, 2007; Snee, 1993). Moreover, teaching basic statistical concepts is difficult due to 
the lack of the hands-on application and practice of the basic mathematical computation 
techniques (Chance, 2002; Garfield, 1995, 2002; Lovett, 2001; Sedlmeier, 1999; 
Shaughnessy, 2007). In most cases, students need to be able to calculate a proportion in 
order to learn these important skills, which are considered fundamental to solving 
probability and sampling-type problems. Another complication with teaching statistics is 
students’ inability to conduct mathematical calculations (Garfield, 2002; Kahneman, 
Slovic, & Tversky, 1982). In most cases, students are required to calculate proportions as 
percentages and decimals, which is a difficult task for novice mathematicians. 
Researchers recognize this problem and suggest simplifying the task by using counts and 
ratios rather than percentages and decimals to help students correctly develop their 
statistical reasoning skills (Garfield & Ben-Zvi, 2007). 
With regard to teaching statistical reasoning, most studies focus on topics related 
to probability (Chance, Ben-Zvi, Garfield, & Medina, 2007; Dubois, 2006; Garfield & 
Ahlgren, 1988; Hirsch & O’Donnell, 2001; Lovett, 2001; Moore, 1997; Shaughnessy, 
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2007); however, there is a growing focus on additional topics such as sampling, 
variability, and the role of technology (Chance, Delmas, & Garfield, 2004; Garfield & 
Ben-Zvi, 2007; Pratt, Davies, & Connor, 2011; Shafto & Goodman, 2008). Although 
some instructional strategies lead to positive results, researchers continue to seek better 
ways to teach statistical reasoning. Fueling this movement, researchers continue to 
emphasize the value of statistics and the importance of improving how it is taught across 
all levels of education (Shaughnessy, 2007). While students can learn how to compute 
formal measures of inferential statistics, they rarely understand what these summary 
statistics represent, either numerically or graphically, and do not understand their 
importance and connection to other statistical concepts. Despite the widespread belief 
that statistical reasoning is a critical skill, current research continues to struggle with 
ways to better help students to reason about probability, sampling, and variability 
(Garfield & Ben-Zvi, 2004). One solution is to consider new methodological frameworks 
to improve upon what statistics education experts and educational technologists currently 
understand about best practices to teach statistical reasoning. In particular, there seems to 
be an opportunity to explore ways where students with basic mathematical skills are able 
to engage in interactive practice opportunities that allow them to explore the fundamental 
theoretical concepts underlying statistical reasoning in the context of concrete, easy-to-
understand examples. 
Framework of the Study 
This study proposes a new instructional framework for teaching statistical 
reasoning skills that leverages advancements in augmented reality (AR) and mobile 
technologies in combination with three main pedagogical approaches: collaborative 
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learning, embodied cognition, and situated learning. The framework is designed to 
encourage students to carry out a contextualized scientific inquiry with interactive 
practice opportunities for statistical theoretical concepts using the emerging technology 
of AR and mobile devices. AR was selected as one of the foundational technologies for 
this study due to its ability to “create an artificial world” by superimposing digital objects 
on the real world (Höllerer & Feiner, 2004, p. 1). Mobile technology was also selected in 
order to allow students to move freely about a digital space collaboratively while 
completing a learning activity, which was designed to resemble authentic statistical 
practice (Roseth, Garfield, & Ben-Zvi, 2008). The research literature in this area suggests 
that mobile-enabled AR experiences can uniquely provide authentic learning 
environments that are potentially more engaging than traditional educational settings 
(Huizenga, Admiraal, Akkerman, & Dam, 2009). Collaborative learning was selected for 
inclusion in the study’s framework given that this approach can facilitate transfer and 
knowledge acquisition without the need for heavy oversight from an instructor 
(Dillenbourg, Järvelä, & Fischer, 2009; Gredler, 2011; Vygotsky, 1978). Based on 
embodied cognition, the framework includes three levels of AR experience: a high AR 
experience (interacting with three-dimensional, or 3-D images coupled with movement 
throughout a physical space), a low AR experience (interacting with 3-D images without 
movement throughout a physical space), and no AR experience (interacting with two-
dimensional, or 2-D, images and text without movement throughout a physical space) 
(Billinghurst & Kato, 2002). Based on the body of literature from the situated learning 
theory domain, the learning activity was situated in a specific context with the desired 
goal of providing a more concrete definition for abstract concepts such as statistical 
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reasoning. Specifically, during the learning activity, the aim was for the student to 
perceive him or herself immersed in a real-world environment. In sum, this framework—
an extension of the existing research literature—was used to validate whether AR and 
mobile technology can be used to cognitively anchor contextualized information through 
movement to enhance students’ engagement levels and learning gains (Price & Rogers, 
2004). 
Challenges for Developing Statistical Reasoning Skills 
As a major subset of statistics education, Gal and Garfield (1997) defined 
statistical reasoning as “the way people reason with statistical ideas and make sense of 
statistical information” (p. 207). In essence, statistical reasoning consists of making 
interpretations and statistical summaries based on sets of data. Statistical reasoning is a 
concept worth distinguishing from its counterpart, statistical processes (i.e., mean, mode, 
standard deviation, etc.). This distinction is consistent with the literature on statistics 
education, which separates statistical reasoning from statistical process, with the latter 
more focused on the computation behind statistical reasoning (Chance, 2002). Moreover, 
statistical reasoning is defined as the formulation of ideas about data, which leads to 
statistical inferences and results (Garfield, 2002). As a result, the focus of most of the 
recent research related to statistical reasoning covers topics such as statistical sampling, 
probability, proportions, and variability (Garfield & Ben-Zvi, 2007). Meletiou-
Mavrotheris and Lee (2002) conducted a study evaluating whether students’ statistical 
reasoning could be improved by requiring them to construct inferences and results from 
given data. During this study, undergraduate students’ statistical reasoning skills were 
observed and analyzed over a portion of a semester in a university-level introductory 
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statistics course. Using a pretest to posttest comparison method, students’ learning gains 
were evaluated on their understanding at the beginning and end of the instruction. The 
researchers found that students demonstrated an increased understanding on tasks that 
required statistical reasoning skills, such as making statistical inferences from a set of 
data drawn at random from a particular population. The researchers attributed the positive 
results to moving the statistical concept of variation from the periphery to a more central 
focus of statistics instruction in the form of real-world interpretive contexts. By pointing 
out sampling variability in a real situation that was considered relevant to the students, 
they were better able to recognize variations and make appropriate inferences about a 
sample—thus, performing better at the end of the introductory course (Meletiou-
Mavrotheris & Lee, 2002). 
Garfield, delMas, and Chance (2007) used a classroom-based research design to 
test and revise a lesson to help students develop reasoning about variability. In the study, 
a group of novice and experienced teachers collectively designed a lesson to help reveal 
and build on students’ informal assumptions about variability. The authors found that the 
sequence of activities helped students develop a deep understanding of the concept of 
variability as well as understanding of measures such as range, mode, and median. 
Instead of assigning homework to be done outside of class after a typical lecture, students 
were first introduced to a statistical concept by reviewing the course material digitally 
using a CD-ROM. The initial review session provided the students with an overview, key 
definitions, and examples of the concept. Then, the valuable class time was spent with the 
instructor answering critical questions and filling in gaps in the students’ understanding. 
During the class time, students were also given the opportunity to work in groups to 
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complete hands-on activities and computer lab exercises. The activities were customized 
using an iterative strategy with the purpose of increasing students’ statistical reasoning 
skills by building on what they already knew about the content. Garfield et al. (2007) 
concluded that statistics education experts should consider new and innovative methods 
of instruction for teaching an introductory college course. Moreover, a more thoughtful 
approach should be considered for students who enter the course with low statistical 
reasoning skills. Garfield et al. (2007) make the case that the new framework to teach 
sampling, probability, and variability should deviate from the traditional linear 
progression most college statistics courses follow. Notwithstanding the efforts of notable 
studies in this realm, there is a lack of innovation in the way statistical education is 
currently taught in practice. “Change is never easy;” however, a considerable change in 
content delivery is needed, or statistics education risks being even further neglected by 
future generations (Snee, 1993, p. 151). Ultimately, lack of statistical knowledge and 
interest could adversely affect the number of students who pursue degrees in science, 
technology, engineering, and mathematics (STEM) fields where statistics education is an 
integral part of the curriculum. There is already evidence that this is happening in the 
STEM fields, (Watkins & Mazur, 2013). Unless this trend is reversed, it is plausible that 
future generations will simply avoid these fields because they are not adequately prepared 
with the proper prior knowledge. 
Collaborative Learning in Statistics Education 
How can students learn to reason statistically? In general, it is thought that 
students learn best when given the opportunity to struggle with their own understanding 
of an unfamiliar concept, which often happens by reducing reliance on lecturing as the 
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primary means of instruction and instead providing more structured collaborative 
learning activities (Garfield & Ben-Zvi, 2007). In support of this notion, Franklin and 
Garfield (2006) advocated to the National Council of Teachers of Mathematics that, “as a 
rule, teachers of statistics should rely much less on lecturing, and much more on the 
alternatives such as projects, lab exercises, and group problem solving and discussion 
activities” (p. 345). 
Correspondingly, statistics education experts have suggested that learning 
outcomes can be directly beneficial when students actively work together with others 
where they can share ideas, resolve conflicting beliefs, and solve problems to construct 
their own understanding of the information (Garfield & Ben-Zvi, 2007; Lin, 2011; 
Moore, 1997). Researchers have explored the impact and value of group work related to 
teaching statistics in an effort to identify effective learning strategies (Garfield & Ben-
Zvi, 2008; Kaufmann & Schmalstieg, 2003; Moore, 1997; Roseth, Garfield, & Ben-Zvi, 
2008; Singleton, 1989). These studies primarily evaluated groups working in class to 
solve a problem, discuss a procedure, or analyze a set of data.  
What does it mean to work cooperatively? The idea is broad, however, one 
pedagogical theorist close to this domain area summed it up within collaborative learning 
theory. Dillenbourg (1999) described collaborative learning theory as “the criteria of the 
situation…, the interactions…, processes…, and…effects” for working toward a common 
goal (p. 13). The goal can vary, but in the context of this study, collaborative learning is 
for the purpose of gaining knowledge. According to Dillenbourg’s definition, there is a 
relationship between the four criteria. The situation dictates the division of 
responsibilities and interactions patterns, and the interactions generate cognitive 
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occurrences, which can lead to learning (Dillenbourg, 1999). In short, it is important to 
note that the goal of collaborative learning theory should be to improve the learning of 
each individual student while working as a team. All tools and resources within the 
learning activity should be designed to produce collaboration that scaffolds and supports 
scientific thinking (Dillenbourg et al., 2009). Therefore, collaborative learning was one of 
the important guiding theories to examine the effects of cooperation on learning 
outcomes in this study. 
Chick and Watson (2001) conducted multiple studies investigating the impact of 
collaborative learning for teaching statistics. In one study, they investigated different 
levels of cooperative learning in teaching statistics to grade school students, and they 
found generally positive results. Specifically, students working in small groups of three 
were observed solving statistical problems. Those who were observed as having positive 
collaboration experiences had positive views towards group work. This is an important 
consideration in the context of this study, because the design of collaborative instruction 
should result in students’ increased learning gains given a cooperative learning 
experience. Similarly, delMas, Garfield, and Chance (1999) examined students’ abilities 
to reason about sampling distributions while working in groups in an introductory 
university-level statistics course. They found that students’ reasoning about sampling 
distributions improved as the activity was changed to embed guiding assessment 
questions within the activity and when the activity had students make statistical 
inferences about different sampling distributions from various populations. This study 
was later replicated in a different type of undergraduate course and similar results were 
found (Lunsford, Holmes-Rowell, & Goodson-Espy, 2006). Lunsford et al. investigated 
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their understanding of sampling and probability with undergraduate math students in two 
introductory level algebra-based statistics courses. The students’ performance was 
assessed after receiving a half of a semester’s instruction comprised of directed 
instruction with hands-on activities and simulations. Comparing the pre- to posttest 
measurements, students scored significantly higher on the second test overall. However, 
the researchers reported that even though the students demonstrated the ability to 
complete the necessary computations, they were not as proficient at answering questions 
that required statistical reasoning skills. Their conclusion was that students needed more 
practical application experience that included “graphical representations” of the sampling 
and probability concepts to develop their statistical thinking ability (Lunsford et al., 2006, 
p. 19). Research has indicated that collaborative learning—with or without technology—
is a tempting phenomenon, but high-level collaboration among students in real-life 
learning settings (i.e., in classrooms) is more difficult to realize than previously thought 
(Häkkinen & Hämäläinen, 2012). 
While there are many aspects to consider when designing an ideal collaborative 
learning experience, (i.e. the situation, number of interactions, roles and responsibilities, 
and types of communication), this study focuses on group size given the critical role it 
plays in the outcome of collaborative learning experiences. What size collaborative team 
produces the optimal effect in statistics education? There are surprisingly few studies that 
directly examine the ideal group size for collaborative learning in statistics education; 
however, there are a substantial number of experts that support integrating collaborative 
learning opportunities into how statistical reasoning is taught (Giraud, 1997; Keeler & 
Steinhorst, 1995; Lovett, 2001; Magel, 1998). These researchers postulated that 
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collaborative learning helps students learn statistics in ways that not only enhance their 
statistical reasoning and communication skills, but also gives them practice working 
collaboratively, which models the collaborative nature of real statistical work. Supported 
in an article by Roseth et al. (2008), cooperative learning in small groups can also 
enhance critical thinking, conceptual understanding, and other higher order skills. 
The definition of small group size ranges from as few as two or as many as five 
students (Dillenbourg, 1999). Across most disciplines, educators realize that as the size of 
the learning group increases, the likelihood of the deep understanding decreases. Also, 
the larger the group size, the more instructional guidance required to help the group 
succeed (Roseth et al., 2008). Larger groups can reduce the opportunity for each student 
to contribute and collaborate, whereas in smaller groups it is difficult for students to hide 
from participating in the activity. It actually forces students to make more of a 
contribution and share their ideas just by the dynamics of working in small groups. From 
an educator’s perspective, the smaller the group, the easier it is to identify difficulties and 
distractions. Therefore, smaller group sizes are preferred to improve the effects of the 
instruction (Kreijns, Kirschner, & Jochems, 2003). The consensus from the studies 
previously reviewed is that working in groups helps students become more involved in 
their own learning. However, group work should not be a part of teaching statistics just 
for the sake of cooperation. Instead, it should be thought of as an integral part of helping 
students learn. Without good instruction that is carefully designed with guidance and 
supervision, collaborative learning will not be effective (Garfield & Ben-Zvi, 2007). 
There are also a few studies that consider group performance and behaviors in the 
classroom while using certain technologies such as mobile devices or games (Morgan & 
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Butler, 2009; Schwabe, Göth, & Frohberg, 2005; Wagner, Pintaric, Ledermann, & 
Schmalstieg, 2005). Wagner et al. (2005) suggested that AR and mobile technologies 
complement each other for presenting natural 3-D information while moving through a 
physical space for collaborative, multi-user experiences. Morgan and Butler (2009) 
posited that mobile devices with large displays were ideal for collaboration, because 
learners could share the devices and handle multiple inputs simultaneously. In contrast, 
Schwabe et al. (2005) cautioned that technology should not be the center of the learning 
activity. Schwabe et al. contended that if the technology itself is at the center of the 
learning experience, then the more likely it is for the technology to become a distraction 
instead of an enhancement. Potential issues to guard against are student misuse of the 
technology, technology failures, or the technology detracting attention from the learning 
activity. Moreover, the current form of mobile devices, on board with AR technology, 
allows users to be aware of their environment and others in it, which could increase the 
opportunity for users to work cooperatively. Although collaborative learning is not new, 
recent technological innovations have further expanded how cooperative work can be 
accomplished in the classroom. The pervasiveness of powerful new mobile devices with 
unlimited wireless connectivity (in different shapes and sizes) can potentially expand 
how collaboration can be accomplished in the classroom. Therefore, learning 
collaboratively in the context of emerging technological landscapes, such as mixed 
realities, needs to be better understood (Dillenbourg et al., 2009). 
Use of Emerging Technology to Support Statistics Education 
Now more than ever, our lives are interconnected with technology. But what role 
does technology have in the teaching and learning of statistics education, particularly for 
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teaching statistical reasoning? The ever-changing nature of technology makes it difficult 
to judge the specific impact of technology on statistics education (Kaput, 1992). 
However, it seems that pedagogic developments have struggled to keep pace with the 
affordances of new technologies (Pratt et al., 2011). The opportunity to use technology in 
the classroom to engage students to its full capacity has not yet been realized. 
Nevertheless, technology has had a great impact on how statistics is learned, 
perhaps more so than many other disciplines (Chance et al., 2007). Through innovations 
such as computers, graphing calculators, software, and the Internet, the way statistics is 
taught has changed dramatically. In today’s classrooms across all grade levels, you will 
most likely find a computer projected onto a screen with students working on powerful 
scientific calculators and perhaps even working at their own computers. Additionally, it is 
commonplace for students to complete statistics assignments on computers in a school 
lab or at home. In turn, some of the instruction is done via the Internet in the form of 
“Web-based courses with videotaped lectures, interactive discussions, collaborative 
projects, and electronic text and assessment materials” (Chance et al., 2007, p. 1). 
Moving forward, it is apparent that technology has the potential to help students 
conceptualize and understand statistics beyond just serving as a shortcut to calculating 
values and outputting results. Computer-mediated instruction can help students learn 
basic statistics concepts by providing different ways to represent the same data set (e.g., 
going from tables of data to histograms) or by allowing students to manipulate different 
aspects of a particular representation in exploring a data set (e.g., changing the shape of a 
histogram to see what happens to the relative values of probability and variability). 
Statistics software packages may also be used to help students better understand abstract 
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ideas. For example, students may develop an understanding of normal distributions by 
constructing various samples and observing the distributions of statistics computed from 
the samples drawn from prescribed populations (Chance et al., 2007). The computer can 
also be used to improve students’ understanding of probability by allowing them to 
construct their own statistical models, change assumptions and parameters for these 
models, and analyze the data generated by applying these models (Garfield & Ben-Zvi, 
2007). Innovative visualization software, such as Fathom, is available to students at all 
levels to analyze data and possibly learn to reason statistically (Key Curriculum, 2013). 
Research on new advances in technology such as games and simulations have 
shown promise as teaching tools. For instance, Klopfer and Squire (2008) investigated 
the merits of four popular AR mobile games that were designed for both education and 
entertainment purposes. The focus of their work was primarily on the user interface, 
interactivity design, and a framework for designing educational games and simulations as 
opposed to conducting an evaluation of these approaches. The researchers documented 
their development sequences during five classroom case studies. Klopfer and Squire 
(2008) concluded that as long as the interaction is well designed and carefully structured, 
games and simulations are appropriate for teaching topics such as social sciences, among 
others. 
Researchers have explored the value of games and simulations for teaching basic 
statistical concepts. Lane and Tang (2000) compared the effectiveness of simulations to 
the effectiveness of a textbook for teaching statistical processes and found positive 
results. This study was conducted with 115 undergraduate students where the dependent 
variable was the students’ ability to answer questions to everyday statistical problems. A 
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multimedia simulation developed by David Lane (1999) called the Rice Virtual Lab 
showed the process of random sampling problems and contained a histogram of the 
population distribution on the screen. Each time a random sample was drawn, the scores 
were displayed next to the population histogram. Students were then shown the mean 
scores. The process was repeated to show how sampling and sample sizes are conducted. 
Students who studied using the simulation performed better than those who studied with 
the textbook. However, the authors found that the simulation limited the students’ ability 
to interact with the tool. Specifically, the simulation was very limited, because the actual 
interactivity (or manipulation of the data) happened outside of the simulation itself. 
Engagement and interactivity are particularly important to today’s students who 
have grown up with high definition and extremely realistic computer games. Their 
constant exposure to these types of games and other digital media found on the Internet 
has inevitably shaped how they receive and process information to learn (Tan, Lewis, 
Avis, & Withers, 2008). Although there is continuous debate on the use of games and 
simulations in education, researchers continue to explore their potential to enhance 
engagement and learning (Gee, 2007; Gee, 2003; Shaffer, Squire, Halverson, & Gee, 
2005; Squire, 2005). There are many attributes of games and simulations that make them 
pedagogically sound and engaging learning environments (Gee, 2003). A summary of 
Gee’s (2003) principles are: the environment is designed to encourage active, not passive, 
learning; students need to be able to take risks in the environment where real-world 
consequences are minimized; intrinsic rewards are customized to each student's level, 
effort, and growing mastery; the environment needs to provide multiple practice 
opportunities in a compelling context that is not boring, which may increase time on task; 
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and knowledge and meaning is constructed through various multimedia such as text, 
images, symbols, and animations. Correspondingly, a number of researchers have used 
games and simulations as enhancements to the traditional learning environment with 
encouraging results (Squire & Jenkins, 2003). However, more empirical evidence for and 
against games and simulations as a tool for learning is needed before completely signing 
off on its value. Gee (2011) went as far to state that the empirical results to date are a 
“mixed bag” (p. 224). While the engagement and interactivity of games and simulations 
are highly positive, a number of questions remain about how they are developed, 
deployed, and accepted by educational decision makers. 
Beyond games and simulations, there are other ways emerging technologies offer 
the potential to expand the tool kit of instructional methods that educators can use to 
support statistics education. Due to the ubiquity of powerful mobile devices and the 
extension of the classroom into the real world, it seems sensible to consider pedagogical 
and technological ways to blend virtual concepts with the physical environments as a 
teaching tool (Dede, 2005). 
Augmented reality. Azuma (1997) defined AR as "an environment that includes 
both virtual reality and real-world elements” (p. 357). Azuma et al. (2001) later 
expounded on the initial definition of AR to include the properties of combining real and 
virtual objects in a real environment and running interactively in real time. Different 
researchers subscribe to variations of this definition (Dede, 2009; Höllerer & Feiner, 
2004; Klopfer & Squire, 2008). Nonetheless, the research community largely agrees on 
the defining elements of AR systems, but there are just small differences in the 
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incorporation of new technology. For the purpose of this study, the definition from 
Azuma et al. (2001) was used. 
The technology, hardware, and software behind AR have matured to the point 
where it can be more readily deployed for educational purposes in varying physical 
environments (Kroeker, 2010). Despite its considerable underlying sophistication, most 
educationally oriented AR strives to be relatively approachable for the average classroom 
teacher. Usability is a key consideration for teachers adopting technology into his or her 
instruction (Christian, 2006). It is important that the technology be easy enough to use so 
teachers are not intimidated or apprehensive about utilizing new technology in their 
classrooms, or they may not adopt it. In reality, we already have the ability to integrate 
AR technology using typical mobile devices, such as smartphones and tablets. To 
generate an AR experience, only three key components are required: a camera with a 
display screen, a computer processor, and the appropriate software. Today, almost 
everyone already has a device with the combination of these technologies in his or her 
possession (Christian, 2006; International Telecommunications Union, 2012). 
Wagner and Schmalstieg (2003) described one of the first stand-alone AR 
systems that was created using just a commercial camera. Using readily available 
consumer devices, the AR application was created with popular marker-based tracking 
software while running on a basic wireless network. This work showcased the minimal 
need for highly specialized or costly technologies to create AR experiences. Katz, Cook, 
and Smart (2011) also noted that the programming skills needed to create AR scenarios 
are as straightforward as those found in most basic Web design tools. Common 
technology and AR development software is now at a point where the process of 
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generating AR scenarios is as intuitive as possible without needing much coding or 
advanced technical expertise. AR applications are increasingly easily created and they are 
also powerful. Not only is it easy to create AR scenarios, but most current versions of 
mobile devices also come equipped with the necessary software for creating and running 
AR scenarios. This accommodation is conducive for leveraging AR for educational 
applications. Now more than ever, students are exposed to and possess these emerging 
technologies, therefore becoming more intuitive for them to use (Höllerer & Feiner, 
2004). 
AR has existed in the mainstream for some time, but has not yet been fully 
embraced in the education sector (Kroeker, 2010). Historically, it was considered too 
complex and expensive, and the supply of educationally relevant content was very 
limited (Höllerer & Feiner, 2004). It consequently has drawn little attention as an 
educational technology until the last decade. Most notably, Klopfer, Squire, and Jenkins 
(2002) established a research program around an AR game designed for learning called 
Environmental Detectives. This game was a multiplayer, handheld AR simulation 
intended to be used in high school and undergraduate settings. The purpose of the game 
was for teaching learners environmental inquiry and reasoning skills. Given a 
contextualized role of being environmental engineers, the learners (while working in 
pairs) had to diagnose the root cause of an environmental problem and resolve a toxic 
spill threat to the local ground water source. The functionality of the game was to 
determine contamination levels by sampling the drinking water and to collaborate with 
virtual experts. The activities of the game were conducted in a defined physical space 
using a global position system (GPS) enabled handheld computer. Klopfer et al. (2002) 
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concluded that the individual learner’s experience was active even though it was mostly 
simulated. Because the learners collected the location-based data in real time, they were 
unable to discern if the information was real or simulated. This is an affordance provided 
by the natural way a mobile device and AR complement one another for educational 
purposes. 
More recently, another team of researchers explored the affordances of AR for 
data collection in a similar context. The Ecosystems Mobile Outdoor Blended Immersive 
Learning Environment (EcoMOBILE) project was designed to augment and supplement 
an elementary school environmental science field trip (Kamarainen et al., 2013). While 
visiting a local pond, a group of sixth graders collected data in order to identify different 
biological qualities found in the ecosystem. The students used smartphones to view 
virtual information from strategically placed AR targets positioned around the field trip 
location. Using the smartphones, the students were able to view information that 
normally would not be available without some form of technology. At the conclusion of 
the field trip, the researchers measured engagement and collaboration. According to these 
measures, they documented positive benefits of using AR and mobile technology. The 
authors felt that their work provided an example of how technology can be harnessed for 
educational purposes to create a learning experience that is student-centered and also 
provided opportunities for collaboration. Additionally, the researchers recommended that 
an AR curriculum should include both real and simulated experiences; the technology 
should be as authentic as possible with instructional cues and navigation guidance. They 
concluded that their ability to design and recreate an authentic, immersive environment 
was promising, yet required further exploration needed. 
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Engagement and learning gains are often reported in mixed reality environment 
studies such as Taiga Park (Barab, Sadler, Heiselt, Hickey & Zuiker, 2010), Quest 
Atlantis (Barab, Thomas, Dodge, Carteaux, & Tuzun, 2005), Whyville (Kafai, Quintero, 
& Feldon, 2010) and Alien Contact (Dede, 2009). For instance, Dede’s (2009) AR 
investigative simulation Alien Contact was used to develop complex problem-solving 
skills in math, language arts, and scientific literacy skills for middle and high school 
students. The AR simulation was designed to increase engagement by including a 
narrative, a setting, role-playing, a master goal divided into subtasks, interactivity, 
choice, and collaboration (Dunleavy, Dede, & Mitchell, 2009). To measure engagement, 
the researchers monitored through observation examples of student engagement such as 
when students appeared to lose track of the real environment and focused completely on 
the AR simulation. A major finding reported in this study was that AR and mobile 
technologies provide unique opportunities to create authentic and novel learning 
environments. The findings indicated that the actionable and symbolic metaphors 
increased engagement regardless of demographic variables such as gender, ethnicity, or 
English language proficiency. The researchers concluded that students were more 
engaged in the immersive experience and showed improved learning gains overall. 
Similarly, creators and researchers of the Taiga Park study, Barab et al. (2010), posited 
that in these emerging learning environments, “the educational promise of virtual reality 
lies not in engagement with the media, but with the narrative; not only through sensory 
immersion, but also through narrative immersion” (p. 403). 
In general, it is worth noting that there previously has been little consensus on the 
definition of engagement in the literature (O’Brien & Toms, 2010). Likewise, there is 
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little agreement on how it should be scientifically measured (Chapman, Selvarajah, & 
Webster, 1999; Coller, Shernoff, & Strati, 2011; Nijholt & Vinciarelli, 2012; Witmer & 
Singer, 1998). However, over the past 15 years there has been a surge of effort devoted to 
defining engagement across multimedia disciplines such as advertising, retail, graphic 
design, entertainment, and other visually rich contexts (O’Brien & Toms, 2010). 
Consequently, a variety of data collection techniques have been established to measure 
engagement. In educational technology, the most commonly used techniques are self-
report measures, including Keller’s (1987) Instructional Materials Motivation Survey 
(IMMS) 20-item survey that focuses on attention, relevance, confidence, and satisfaction 
and Webster and Ho's (1997) seven-item questionnaire with items pertaining to attention, 
challenge, intrinsic interest, and variety. However, these self-report survey instruments 
designed to measure engagement have yet to be applied in domains such as AR or mobile 
technology. While self-report measures are not as objective as recording actual 
performance or measuring engagement with physiological indicators, they do offer a 
convenient and efficient means of assessing the users' perspective of an experience 
(O’Brien & Toms, 2010). 
As a commonly accepted approach, a self-report survey instrument was adapted 
and used for this study to collect participants' perceptions of their level of engagement 
during the learning activity. Specifically, due to its ability to take into consideration the 
multifaceted nature of engagement, a tool created and validated for online shopping 
experiences by O’Brien and Toms (2010) was adapted and used. As suggested by 
O’Brien and Toms, this self-report instrument is an acceptable and robust tool for 
assessing users' responses to an existing technological system. The instrument not only 
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provides a general evaluation of the users’ experiences, but it also captures users' 
perceptions of the attributes such as focused attention, aesthetics, perceived usability, 
endurability, novelty, and involvement. As a result, the O’Brien and Toms engagement 
scale was chosen for this study because it includes more affective attributes that can be 
related to the technological aspects of this study more greatly than instruments used in 
other studies. For instance, if students overwhelmingly rated the aesthetics during the AR 
experience as low, it would be easier to pinpoint any confounding issues with that 
attribute or others. 
Mobile technology. Wireless, portable computing technologies such as laptops, 
tablets, and smartphones have become an integral part of our daily lives (So, Kim, & 
Looi, 2008). Experts have coined this time in our history as the digital age of the 21st 
century, a phrase that reflects the paradigm shift in how we access and consume 
information provided by and accessible on computing devices (Looi et al., 2010; Quinn, 
2011). With currently over 6 billion mobile device users globally (International 
Telecommunications Union, 2012), this revolution will undoubtedly have implications 
for future user behaviors, including what it means to be a student. Consequently, the 
advances in mobile technology have prompted educational technologists to consider new 
ways to transform and extend the learning environments to leverage mobile devices to 
facilitate anytime, anywhere, untethered learning (Naismith, Lonsdale, Vavoula, & 
Sharples, 2004; Quinn, 2011; So et al., 2008). 
The Mobile Augmented Reality System (MARS) project was one of the first of 
it’s kind to attempt to investigate the value of AR technology (Höllerer, Feiner, Terauchi, 
Rashid, & Hallaway, 1999). The researchers behind the project created a mobile AR 
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system that turned the outside world into a classroom by allowing the students to freely 
walk around outdoors while having all necessary equipment mounted onto his or her back 
to view virtual images on real-world objects. MARS consisted of two different 
experiences that permitted students positioned indoors to view digital objects transmitted 
to them from students positioned outdoors. The outdoor group of students walked around 
outside equipped with a head-mounted heads up display (HUD) connected to a hand-held 
mobile computer. The inside group viewed visual data that merged virtual with real-
world information through a desktop while sitting indoors. Through direct 
communication via the mobile device, the students indoors guided and directed the 
students outdoors to change what was displayed. Based on this concept, Sharples (2000) 
also designed and evaluated a portable computing system used to support learning from 
any location. Mediated by life-long learning theory, the system was designed to allow 
elementary students the ability to communicate with each other, as well as with the 
teacher. The system was one of the first to show how to conduct situated learning 
activities with mobile devices. Höllerer et al. (1999) and Sharpless (2000) are the two 
studies that provided the initial framework for the software, hardware, communications, 
and interface design for mobile devices as a learning resource that served as the 
foundation for the novel technology at the center of this study. 
Schwabe and Göth (2005) extended the framework with the design of a mobile 
learning game for undergraduate students that provided a mixed reality that augmented an 
indoor and outdoor physical space. The authors found that students responded positively 
to features such as map-navigation and hunting and hiding. However, the functionality of 
the prototype brought up design issues in the accuracy of GPS due to connectivity 
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limitations. The conclusion was that the system required a stronger Internet connection 
for better real-time response rates for a smooth and seamless experience as the students 
moved throughout the physical space. 
Kurti, Milrad, and Spikol (2007) also developed a handheld mobile system for 
both an outside and classroom learning experience for elementary students. This was one 
of the first studies to suggest the notion of ubiquitous computing to support 
contextualized learning activities. The purpose of this study was to enhance the content of 
the curricula by creating a contextualized, collaborative learning game where fifth grade 
students had to complete missions. The context of the game was that students completed 
a quest as a blacksmith from past centuries solving navigational clues. Although many of 
the missions were historically based, students in some cases had to solve math problems 
to understand clues. The game was played throughout a small town in Scandinavia using 
a smartphone, where onboard mobile device features such as wireless Internet 
connectivity, computer processing, and instant messaging were used to complete the 
tasks. The researchers, however, suggested further effort was required on the interface 
design on the mobile device to better fit the learning activity. In turn, this would increase 
the authenticity of the experience for the students. The overall conclusion was that the 
technology successfully functioned for the purposes of the study and that the students 
responded positively to the experience. 
Costabile et al. (2008) conducted an experimental pilot study of a mobile system 
called Explore! as a learning companion for middle school students on a history field trip. 
The students, working in small groups of three to six people, answered questions and 
navigated an archaeological park using a cell phone to solve a mission. The goal of the 
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study was to make the visit more engaging, and to make the information more 
meaningful and relevant for the students. The researchers also assessed the reliability of 
the mobile system by comparing the students’ experience with and without technological 
support. The researchers examined data such as time on task, behavioral observations, 
and questionnaire information. The researchers found that students with and without 
technical support both had positive responses to the activity. They also concluded that 
students did not have difficulty using the mobile devices even without technical support, 
and that it empirically had pedagogical value for providing guidance during a learning 
activity. 
Fotouhi-Ghazvini, Earnshaw, Robison, and Excell (2009) conducted another 
study designed to examine the educational application of mobile technologies by 
comparing and evaluating four AR games. To answer their research questions, several 
physiological sensors from a popular smartphone were used to collect data from the 
players’ point of view (i.e., GPS, radio-frequency identification, Bluetooth, infrared, and 
camera). The information gathered was aligned to establish a design protocol and 
implementation strategy for using AR games in the classroom setting. Using a widely 
accepted instrument to measure engagement, Keller’s (1987) IMMS, the players’ 
perception of attention, relevance, confidence, and satisfaction for the instruction from 
each game was measured. The researchers concluded that AR added a real sense of 
learning to mobile games by creating concrete connections of abstract concepts for the 
students. The researchers proposed the following set of best practices for effectively 
integrating the emerging technologies of AR with mobile devices: 
• Create virtual experiences that mirror the real world 
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• Constrain extraneous information  
• Provide appropriate feedback, and 
• Provide context throughout the experience 
The form factor and mobility of this AR system facilitated in-class cooperation in 
small groups better than other technologies. Technologies such as desktop or laptop 
computers do not allow for easy sharing of input devices (Billinghurst & Kato, 2002). For 
instance, observing a computer screen or swapping turns sitting at the controls can lead to 
a passive mode of participation for students (Höllerer & Feiner, 2004; Schwabe et al., 
2005). On the other hand, AR on a tablet creates a more natural face-to-face 
collaboration, where students can use speech, gesture, gaze, and even nonverbal cues to 
communicate to solve problems (Billinghurst & Kato, 2002). Lastly, this AR system 
potentially bridges the separation between the real world and the virtual 3-D objects used 
for the learning task (Billinghurst & Kato, 2002). This affordance allows students to 
collaborate on the appearance of objects such as size and color and use metaphors or 
other representations as well as facilitates the ability to establish a point of reference for 
communication. This last benefit is particularly important due to the nature of the planned 
activity to be used in this study. In this study, some students were assigned to work in 
pairs to complete the learning activity while moving around a classroom. 
A natural extension of mobile-enabled AR experiences is providing opportunities 
to embed learning in authentic, collaborative environments, which potentially enhances 
engagement and learning outside traditional formal educational settings (Huizenga et al., 
2009). As such, the ubiquity of mobile technologies has created an opening where new 
possibilities for mobile devices and AR are conceivable. Students are no longer tethered 
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to a classroom or library computer to discover, explore, and learn. By way of mobile 
devices, students are able to obtain information, collaborate, communicate, and complete 
educational activities for the purpose of pursuing knowledge while governing their own 
learning. Previous mobile learning research, however, has typically focused on either 
mobile technology or AR separately, without examining the integrated and synergetic 
effects of linking these two emergent technologies. Furthermore, there has been very little 
experimental research conducted to investigate the potential impacts of these emerging 
technologies on statistics education. 
Embodied Cognition 
There are many different theories that explain how the body is connected to the 
mind. Embodied cognition is the primary learning theory that encompasses most of these 
theories as the body and mind work together for learning purposes (Wilson, 2002). It 
provides one of the original theoretical explanations of how the body subjugates 
particular bodily systems such as perception, action, and emotion for higher cognitive 
processes (Varela, Thompson, & Rosch, 1991). Furthermore, embodied cognition helps 
explain how these processes are important to learning, such as language comprehension, 
reading, mathematics, and scientific thinking (Glenberg, 2008). As such, statistics 
education is ideal for observing the effects of embodiment and investigating these 
theories, and as such, will be included in this study. 
The unification of the mind and body for the purposes of learning begins at birth 
(Glenberg, 2008). As infants develop their motor skills, they create different schemas by 
exploring the world around them through the use of their senses (Piaget, 1953). Within 
the classroom, students similarly develop a spatial context of information anchored to 
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their recollection of certain memories, emotions, or actions that have taken place. 
Embodied cognition, in the context of this study, describes how students will use their 
bodies and movements to complete a learning task, which is possibly closely tied to the 
development of a deeper understanding of statistical reasoning concepts. Many educators 
already use embodied cognition to ingrain their instruction in this area. Through the use 
of images, classroom discussions, and narratives, teachers often try to connect objects or 
metaphors with concepts to help students learn. Although there is a considerable amount 
of research on the topic of embodiment in education, clear educational applications for 
statistics education has yet to be agreed upon. 
Price and Rogers (2004) offered a framework that defines three key elements for 
adequately creating digitally augmented physical spaces: (a) the interaction with physical 
tools, (b) physical movements, and (c) combining objects with each other. The 
interactions with physical tools component includes actions like taking notes with a pen 
and paper, writing on a whiteboard, or solving a problem using a computer. These actions 
are customary ways that help students demonstrate their cognition. 
A consideration of this framework in terms of this study involves how extending 
students’ cognitive actions with physical tools can be further reinforced by being coupled 
with new forms of physical tools such as mobile devices. With the help of tablets and 
smartphones, students can make-believe that they are using a specialized device for the 
purposes of conducting an investigation of an ecosystem (i.e., microscopes, 
thermometers, or calculators). Price and Rogers (2004) contended that through 
“manipulation, scanning, and motion,” students are more likely to activate different 
cognitive resources (p. 141). Thus, providing students with the opportunity to see 
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different perspectives of physical objects can provide the opportunity for deeper 
cognitive connections. Having students get out of their seats to move around the 
classroom could be enough to stimulate other senses more than just passively listening to 
instruction. Remembering the feel of a mobile device in his or her hands could also 
trigger recall of important steps of an activity during a test. Furthermore, students could 
also conceivably see and interact with 3-D objects projected on mobile devices as tools 
such as “hammers, spades, or wands” to simulate certain activities (Price & Rogers, 
2004, p. 141). Price and Rogers’ (2004) key element of physical movement describes 
how mental models are formed in relationship with the positioning and moving the body 
in space. 
Combining objects with each other is probably the most significant principle of 
AR. Integrating two objects beside, inside, or on top of one another is a unique 
affordance of AR, which promotes placing practice closer to the dissemination of 
instructional information—a major premise of this study (Price & Rogers, 2004). For 
example, showing students the combination of artifacts such as virtual images of a fish 
swimming over an image body of water could create a sense of exploration. Given the 
goal of determining how many fish have a particular characteristic in a group offers the 
opportunity to practice a skill like sampling. This method is an alternative either to using 
real fish in a real pond or paper fish on a real pond. While both situations provide 
challenges, finding and working with real fish is impractical from a learning perspective. 
Using paper images of fish are less interactive and could by some degree reduce the 
authenticity of the experience. Price and Rogers’ (2004) research in this area has shown 
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that working with digital information in physical spaces can increase interactivity and 
engagement. 
A modest number of studies have examined embodiment or a related framework 
for making the association between embodiment and learning performance in the 
classroom. The most notable, Cook, Mitchell, and Goldin-Meadow (2008), investigated 
the impact of physical movement in the form of gestures. In this experiment, fourth grade 
students learned to solve new mathematical concepts via one of the following conditions: 
speech, a gesture, or speech with a gesture. Students assigned to the speech condition had 
to solve a problem by verbalizing to the teacher how to solve a basic equation problem. 
Students assigned to the gesture condition had to solve a problem by demonstrating a 
problem-relevant gesture (i.e., sweeping the hand under the left side and then the right 
side to show that one side is equal to the other in an equation). Students assigned to the 
speech with gesture condition had to solve a problem using both techniques at the same 
time. Four weeks later, the students were tested again, and those who had been taught the 
gesture showed significantly more retention from the initial instruction. The authors 
concluded that an embodied representation of new mathematical concepts through 
gestures could have an impact on learning gains. 
In a study by Chan and Black (2006), researchers created a specialized digital 
widget module called direct-manipulation animation (DMA) to help middle school 
students visualize basic physics concepts. Each student was randomly assigned to one of 
the DMA conditions (narrative only, narrative and static visuals, and narrative and 
animation) for a physics lesson. Depending on the assigned condition, students were able 
to examine a computer-based widget with varying levels of navigation control to see 
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causal interactions and functional relationships. Using a pretest and posttest design, the 
researchers measured students’ understanding, retention, and near and far transfer of 
mechanical energy concepts and ideas. Additionally, students’ perceptions from each 
condition were collected using an online survey. Chan and Black found that interacting 
freely with the navigation controls to manipulate the widget in the narrative-and-
animation condition provided learners with a superior learning experience, as compared 
to those who received narrative-only and static visuals about gravity and forces. The 
authors described that as the content became increasingly complicated, DMA proved to 
be an effective support to assist the students in comprehending, reasoning, and solving 
learning tasks. This is relevant for the first factor of the embodiment framework used in 
this study. The interaction with physical tools potentially aided the learning process from 
the immediate cause and effect response from hand gestures. The researchers suggested a 
modification to this study would be to examine how smaller devices could be used to 
deliver the content and how they could impact embodied learning experiences. 
Enyedy, Danish, Delacruz, and Kumar (2012) also attempted to gain further 
insight into an embodied understanding of space in a study of young elementary students 
on a related scientific investigation of Newtonian force and motion. Using a collaborative 
AR system, students’ physical actions were recorded via a Web camera on a computer 
located within the physical classroom. The AR system displayed the concept of force or 
motion and the students responded by duplicating the concept, which was converted by 
specialized software based on the sensing data. They compared pretest and posttest 
results and showed that the elementary students were able to develop a deeper conceptual 
understanding of force, net force, friction, and 2-D motion after a sequence of AR 
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activities. The authors also found that physical movement resulted in more authentic 
symbolic representations of the curriculum in the learning activity. Additionally, in one 
of the case studies presented by Enyedy et al., they suggested that embodied experiences 
provide a safe place to share ideas without negative consequences. Enyedy et al. offered a 
proposed design framework for implementing embodied experiences in the classroom 
similar to the one selected for this study. 
This body of research continues to show how digitally augmented physical spaces 
can be designed to exploit interactional capabilities, which are enabled by wireless 
networks and pervasive technologies, to support learning in quite different ways than 
have traditionally been the case with other fixed location, computer-mediated 
interactions. Still, it is thought that the field of statistics education has not kept pace with 
the credence that the related literature gives to the importance of embodiment on young 
students’ cognitive capabilities that can be used in concert for understanding statistical 
concepts (Núñez, 2012). The inclusion of mobile AR technologies in traditional 
classroom spaces provides untapped opportunities for a new genre of physical–digital 
interactions that can support active learning, and, in particular, situation, exploration, and 
cooperation (Price & Rogers, 2004). 
AR researchers such as Price and Rogers (2004) contended, “one of the key 
aspects of interacting in digitally enhanced physical spaces is to raise the awareness of 
the children as to what they are doing in them” (p. 148). Another core aspect is that AR 
can provide a richer experience (compared with virtual worlds), allowing students to 
make explicit connections between their various perspectives and understandings of the 
physical and digital worlds both at the same time. Other benefits are that engagement 
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could be triggered when pairing the familiar physical actions and unfamiliar effects in 
order to solve scientific problems (Anderson, 2003). The degree of authenticity of the 
learning experience and the amount of collaboration that results—both of which are 
considered in the literature to be important aspects of embodied cognition—can also be 
greater with using AR (Price & Rogers, 2004). 
What further makes the consideration of embodiment appropriate for this study is 
the exploration of AR as interactive in real time that can be measured and correlated to 
specific student positions, movements, and actions, thereby making it entirely consistent 
with the focus on embodied experience. Based on the literature, there is a need to expand 
the impact of interaction and real time in relationship to the technology and students. 
Furthermore, because AR is being evaluated for how it allows students to move around a 
physical space, this scientific approach is true to the mobile nature of the application of 
these technologies in a classroom setting. As such, the focus of this study is to explore 
and define a system that enables students across all levels to interact with the physical 
world while viewing relevant augmented digital information, which can subsequently be 
interacted with and facilitate a more active way of learning. 
Situated Learning 
Anchored in the embodied cognition area of literature is the assertion that 
“cognition is a situated activity” (Wilson, 2002, p. 626). As originally defined by Lave 
and Wenger (1991), situated learning is the pedagogical theory that cognitive activity is 
situated in a specific context and embedded within a particular social and physical 
environment. Additionally, Wilson (2002) stated that “cognitive activity takes place in 
the context of a real-world environment, and it inherently involves perception and action” 
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(p. 626). For instance, Glenberg (2010) reasoned that cognition is the synthesis of 
abstract symbols such as words, numbers, and symbols grounded in an embodied 
experience. Glenberg tested this theory by developing an intervention, called Moved by 
Reading, to help young children develop their reading comprehension skills. There were 
two treatment conditions: physical manipulation and control. In the physical 
manipulation condition, children read a contextualized scenario, such as what a farmer 
does on a farm, while interacting with representative toys (e.g., a toy barn, corral, tractor, 
animals) that corresponded to parts of the text. Children in the control condition read the 
same passages, but were not given the opportunity to manipulate the toys. Glenberg’s 
(2010) findings were that the physical manipulation of the toys improved comprehension. 
He concluded that connecting symbols and their embodied meaning was an effective way 
to help children make connections on their own. 
As characterized previously in this chapter, AR naturally affords situated learning. 
AR provides learners the opportunity to connect symbols and their embodied meanings 
by entrenching cognition in both a symbolic and physical context, distributed between 
learners and the tools used (Kamarainen et al., 2013). Barab and Dede (2007) suggested 
that learning science “should be situated as an inquiry process and that new technologies 
and design methodologies can facilitate this process” (p. 1). However, for exploratory 
and situated learning in physical contexts, the focus should not be limited to the device 
(Schwabe et al., 2005). All tools and resources should be situated to produce a learning 
synergy that scaffolds and supports scientific thinking (Squire, 2008). In the framework 
of this study, mobile devices with an AR application were selected as the technological 
tools to enhance the situated learning experience. 
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Dede (2009) also stated that the context is important not only for creating 
collaborative, embodied learning experiences, but to also help facilitate transfer (which is 
a major void in statistics education). A developing subset of this area of the literature is a 
new theory called immersion. This concept of immersion is “the subjective impression 
that one is participating in a comprehensive, realistic experience” (Dede, 2009, p. 66). 
Immersion in a digital experience involves the willing suspension of disbelief and the 
design of immersive learning experiences, which draws on sensory and symbolic factors. 
Sensory immersion is created by the replication of a digital location inside a 3-D space. 
Through interfaces such as head-mounted displays or immersive virtual rooms, total 
sensory immersion is a deeper form of immersion. Suspension of disbelief of reality is 
created by stereoscopic sound and, through haptic technologies that apply forces, 
vibrations, and motions to the user, the ability to touch virtual objects. As described, 
interactive media now enables various degrees of sensory immersion (Dede, 2009). 
The thought behind situated investigation and sensory immersion in a real-world 
context is that it may facilitate transfer. Specifically, applying a contextualized learning 
experience may enable preparation for future learning in that students learn skills that 
may be applicable to learning more generally (Anderson, Reder, & Simon, 1996). 
Considerable effort can be expended in trying to help students transfer their knowledge 
from the classroom to the real world. Bringing AR technology into the classroom could 
supplement or replace the need for cumbersome or expensive field trips. Although there 
are many benefits of real-world field trips, an augmented, situated learning experience 
can also provide safe places for students to interact with virtual objects without adverse 
consequences. Additionally, the instructional focus on transfer can be more readily 
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controlled and applied to other real world contexts (Kamarainen et al., 2013). As such, 
another focus of this study was on exploring the unique affordances of AR that can 
support this kind of situated learning in statistics education. Notwithstanding, the learning 
environment is interdependent to the learning process, because the context can alter, 
enhance, and support certain types of performances, approaches to problems, or learning 
activities (Kamarainen et al., 2013; Squire & Jan, 2007). 
Overview of Present Study 
Purpose. This study was designed to explore whether AR learning experiences 
can support learning. The study is motivated by an interest in exploring educational 
applications of AR that could potentially provide engaging contextualized learning for 
understanding concepts related to statistics education. The hope is that this research 
contributes to the development of empirical strategies for leveraging AR with learning 
complex skill sets. This study was designed to help researchers and practitioners better 
understand how learners build knowledge and engage in context-based, collaborative 
learning experience using AR combined with mobile technology.  
Importance. Initial evidence points to the potential use of AR technology as a 
distinctive tool for creating engaging, collaborative learning opportunities with spatially 
situated learning experiences. Research suggests how this emerging technology, in 
conjunction with mobile technology, can be used to help students move about a physical 
space where contextually relevant information and resources are provided digitally, and 
in such a way that students can collaboratively explore, capture, and manipulate both 
physical and virtual objects for active understanding. 
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AR offers a distinct set of affordances for statistics education. As noted, AR 
coupled with mobile technology, unlike other technologies, permits students to interact 
with 3-D objects while moving around a physical space (Starner et al., 1997). It also 
provides them with an overlay, onto everyday objects, of helpful information not 
normally seen by the naked eye. Due to the form factor of mobile devices such as 
smartphones and tablets, the technology can be easily shared in such a way that provides 
opportunities for collaboration worth considering for classroom activities. 
Given the advances in mobile (and wireless) technologies, it is now feasible to 
extend the standard classroom to create embodied learning experiences. With the addition 
of AR as a natural complement to mobile computing, students can interact with virtual 
objects or data in the real world in ways previously not considered. The compelling part 
of these technologies is that together they can deliver a unique and engaging learning 
experience that inherently creates unique collaboration opportunities. Additionally, the 
mobility will allow the students to move around, helping them anchor their understanding 
in the mind and body. As Enyedy et al. (2012) suggested, “it may be that the embodiment 
gives a physical sense of the extreme nature of this change that is not conveyed in 
symbolic representations” (p. 369). However, because of the novelty of AR technology, 
there is no off-the-shelf methodology for statistic education experts or educational 
technologists to follow. 
The key issues raised in this study are how we can effectively leverage the new 
technologies pedagogically and what the impacts are. Even though AR is beginning to 
permeate our lives through smartphone apps and viral videos from technology firms like 
Apple and Google, existing uses are still mostly novel. Admittedly, we have further to go 
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before mobile AR technology has a real effect on everyday learning. In order to exploit 
the positive characteristics of AR technology for learning, the research in this area 
suggests that existing frameworks need to be extended and new frameworks must be 
defined, hence the motivation behind this experimental study. 
Learning activity. The over-arching learning activity in this study was to 
calculate the proportion of fish in a body of water that had been affected by an oil spill. 
According to the assigned AR treatment group (high AR, low AR, or control), which will 
be defined later, participants viewed and interacted with strategically placed 2-D quick 
reference (QR) codes located in a classroom, which were readable through the live-
camera view on a mobile device. Given the contextualized learning activity, the QR 
codes were used to project the renderings of fish in a pond. To complete the activity, the 
participants identified and approached the QR codes in sequence using the mobile device 
wirelessly connected to the Internet. Using the onboard technology, students received 
interactive guiding prompts to answer questions related to the contextualized problem. 
One of the first questions for the participants was to estimate the percentage of 
fish infected by the oil spill out of a random sample of fish. To identify which fish were 
affected, students had to look for an oil smudge on the scales of the fish. The number of 
fish infected in each sample varied between three different samples taken by the 
participants. Using simple math, participants then used the calculated sampling of fish to 
estimate a sample proportion of how many fish were infected. Next, the participants were 
asked to compare their results with different samples taken by other participants. 
Participants also were prompted to analyze sample proportions of fish infected by 
pollution in the different areas of the body of water. During the last stage of the scenario, 
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participants compared their results to the actual solutions to make statistical inferences 
about variance between samples. 
Consequently, Apple iPad mobile devices preloaded with an AR application 
designed by the researcher were used for this study. The underlying learning activity was 
designed to help learners better understand proportions, sampling distributions, and 
sampling variability, given a particular premise. The context for this study was that the 
participants would calculate the proportion of fish that were infected by pollution in a 
collection of ponds. By analyzing fish of varying species via 3-D virtual images or 2-D 
paper-based images, participants estimated sample size, statistical proportions, and 
identified factors affecting sampling variability. By following the instructions and 
prompts embedded within the AR experience, participants were guided through the 
collection of fish affected by pollution while given the opportunity to reflect on the 
calculations to make sense of the data. This was followed by feedback that clarified or 
reinforced the concepts. 
Conditions. Using a 3 x 2 factorial research design, this study compared and 
analyzed the performance of students given two factors: AR experience and 
collaboration. The levels of AR experience were a high AR (3-D images with movement 
throughout a physical space) experience, a low AR (3-D images without movement 
throughout a physical space) experience, and a no AR (traditional 2-D images and text) 
experience to serve as the control; the levels of collaboration were either completing the 
learning activity in pairs or individually. As suggested by the literature, the AR 
application was designed to provide hands-on experience working with statistical data in 
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a way that students could control, modify, and repeat, all while in a natural classroom 
setting (Moore, 1997). 
Despite a lack of consensus regarding ideal group size, participant performance in 
pairs was investigated in this study. The data collected from participants who worked in 
pairs versus those who worked individually helped provide answers involving the 
benefits of collaborative learning. Working in pairs was chosen because assigning more 
than two participants to a group could have possibly confounded the results of the study 
if someone was less active than desired. As group size becomes larger, the potential for 
an individual to contribute decreases (Roseth et al., 2008). Also, the smaller the groups, 
the easier it is for a supervisor such as a teacher or researcher to recognize and intervene 
to remedy any difficulties participants may experience during the collaborative learning 
activity. This is especially important with short activities and when participants are not 
familiar with the task (Roseth et al., 2008). 
Research questions. This study investigated the effects of varying levels of a 
mobile AR system for learning complex statistical concepts. Furthermore, the impact of 
varying levels of collaboration was analyzed. Specifically, the research questions were: 
1. Does an AR experience combined with collaboration impact learning gains in 
participants’ understanding of statistical reasoning concepts beyond a no AR 
experience? Specifically: 
a. Does an AR experience (high AR, low AR, or no AR) produce 
differences in learning gains? 
b. Does working individually versus collaboratively produce differences 
in learning gains? 
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c. Do different levels of AR experience and prior knowledge interact to 
produce differences in learning gains? 
2. Does a high or low AR experience facilitate the perception of a more 
collaborative experience than a learning experience without AR? 
3. Does a high or low AR experience facilitate the perception of a more 
engaging experience than a learning experience without AR? 
Hypotheses. Based on the theoretical and empirical justification, the following 
hypotheses were investigated: 
• H1: Participants in the high and low AR experience will have higher learning 
gains than participants in the no AR experience. 
H1 (Learning Gains): AR (High or Low) > Control 
• H2: Participants in the high AR experience will have higher learning gains 
than participants in the low AR experience. 
H2 (Learning Gains): High AR  > Low AR 
• H3: Participants in pairs will have higher learning gains than participants who 
work individually. 
H3 (Learning Gains): Pairs > No Pairs 
• H4: Participants who work in pairs in the high and low AR experience will 
perceive more collaboration than participants in the no AR experience.  
H4 (Perception of Collaboration): AR (High and Low) > Control 
• H5: Participants in the AR experience in the high or low AR experience will 
perceive more engagement than participants in the no AR experience. 
H5 (Perception of Engagement): AR (High and Low) > Control 
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 Variables 
Independent variables 
1. AR Experience 
a. High AR experience allowed the participants to complete the tasks 
with movement around the space. 
b. Low AR experience restricted the participants to complete the tasks 
without moving around the space. 
c. No AR experience was the control group and participants completed 
the same tasks except without the use of AR. 
2. Collaboration 
a. Participants completed the learning activity in pairs. 
b. Participants completed the learning activity individually. 
Moderating variable 
1. Prior knowledge 
a. High prior knowledge was defined as the participant’s familiarity with 
the content prior to participating in the study calculated by 
participant’s pretest score one standard deviation above the overall 
pretest mean scores. 
b. Average prior knowledge was defined as the participant’s familiarity 
with the content prior to participating in the study calculated by 
participant’s pretest score equal to the overall pretest mean scores. 
c. Low prior knowledge was defined as the participant’s familiarity with 
the content prior to participating in the study calculated by 
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participant’s pretest score one standard deviation below the overall 
pretest mean scores. 
Dependent variables 
1. Learning gains measured by participant’s difference scores from pretest to 
posttest 
2. Perceptions of collaboration measured by the participants’ collaboration scale 
responses 
3. Perceptions of engagement measured by the participants’ engagement scale 
responses  




Participants targeted for this study consisted of 252 undergraduate and graduate 
students from two universities in the southwest region of the United States. From varying 
programs at a major university, 115 undergraduate students and 79 graduate students 
were selected to participate in the study. Also, a group of 58 graduate students from a 
second nearby university were selected to participate in the study. In total, the students 
who participated in this study represented over 35 different academic disciplines across 
the varying class levels. A slight majority of female students (51% women, 49% men) 
participated in the study. Participants ranged in age from 18 to 58 years with a median 
age of 26 years. Other descriptive demographic information collected included ethnicity 
and current education level and is summarized in Table 1. Because all of the participants 
were over the age of 18 and no identifying information was collected, an Institutional 
Review Board exemption status was granted for this study. Data from all participants 
with a complete, matched pretest and posttest were included in the analysis. Only one 
participant voluntarily withdrew, and two incomplete responses were removed from 
inclusion in the final results.  
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Table 1 
Sample Demographics by Condition 
 
Pairs No Pairs 
High AR 




(N = 41) 
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(N = 41) 
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(N = 41) 
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Learning Environment 
The materials and equipment required for the design and execution of this study 
included a classroom, programming software, quick reference (QR) codes, mobile 
devices, and a learning activity. 
Classroom. The study took place in a typical university classroom that had the 
capacity to host 20 to 40 participants and allowed enough space for multiple pairs of 
participants to move around without interference. The classroom included student desks 
and chairs as well as wireless connectivity. 
Programming software. Qualcomm’s Vuforia programming software was used 
to design and program the functionality of augmented reality (AR) components for the 
AR version of the learning activity. Vuforia is a software program with an easy-to-use 
application designed to create digital AR content. Using this programming software, AR 
content such as three-dimensional (3-D) images with text was created to deliver the AR 
version of the learning activity within the classroom. Additionally, the Unity 4 software 
package was used to design and develop the AR environment and interactions. Unity 4 is 
a game engine that seamlessly allows the programming of images, animations, and other 
special effects. 
QR codes. To recognize and project virtual 3-D elements on real-world objects 
around the classroom, the AR scenario used personalized QR codes. In comparison to 
other ways of identifying an image or object, QR coding is an inexpensive method; 
therefore, QR codes are ideal for the purposes of this study. Customized QR codes were 
easily created and were a standard feature of the prescribed software application Vuforia. 
Vuforia software was also used to program the recognition of the markers for the AR 
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version of the learning activity. The AR experience leveraged three QR codes for the 
tracking and rendering of the various images of fish, gaining the camera perspective for 
correct augmentation of color and other visual hints. In the context of the fish theme, the 
QR codes were depicted as a body of water, as shown in Figures 1, 2, and 3. The QR 
codes were designed to resemble one of the three areas of a bay to support the water life 
theme of the narrative of the learning task. 
  
Figure 1. QR Code 1 
 
Figure 2. QR Code 2 
 
Figure 3. QR Code 3 
 
Mobile device. Apple iPad tablets running iOS 5 or later with built-in cameras 
(generation 2 or 3) were used for the treatment groups with AR (high AR and low AR). A 
custom software application was installed on each tablet prior to running the study to 
permit the participants to view the content in 3-D. Participants interacted with the 3-D 
images by aiming the tablet at each QR code. The tablets were wirelessly connected to 
the Internet so that corresponding questions could be queried from a remote database. 
Also, a wireless solution permitted multiple participants to launch the mobile AR 
learning activity and move around the classroom at the same time without the need for 
cables. 
Learning activity. Depending on the participants’ assigned treatment group, 
participants viewed and interacted with an arbitrary sample of fish within the designated 
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area by either looking around the room through a mobile device or looking at traditional 
paper-based methods of instruction. Images of the two-dimensional (2-D) paper-based 
images are shown in Figures 4, 5, and 6. 
 
Figure 4. Non-AR Image 1 
 
Figure 5. Non-AR Image 2 
 
Figure 6. Non-AR Image 3 
 
In either case, the content in the learning activity was exactly the same between 
all treatment groups (AR or no AR). The goal for each treatment group was also exactly 
the same; only the delivery method varied as described in the following section. The 
learning activity took on average 30 minutes to complete. It was designed to help learners 
understand proportions and sampling variability given a particular learning narrative. The 
learning activity covered statistical topics such as populations, samples, and what it 
means for a sample to be representative of the population. By analyzing fish of different 
color, participants analyzed varying samples and identified factors affecting sampling 
variability. The overall learning goal of the scenarios was to increase the statistical 
reasoning skills of the participants. Specifically, the learning objectives for the activity 
were: 
• Build and describe sample distributions 
• Calculate a probability statistic of a sample 
• Recognize the variability between samples  
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• Describe the effect of sample size on how well a sample resembles a 
population 
• Describe the differences between sample and population distributions 
Learning narrative. The narrative for the learning activity placed the participants 
on a team of environmental scientists chosen to investigate a recent oil spill that 
happened near a small bayside town. Provided with a briefing on the behavior and 
treatment plan for the different types of oil, the participants were tasked with trying to 
pinpoint the source of the contamination by taking multiple samples of the fish from 
different drinking water sources as shown in Figure 7. As part of the narrative, 
participants were also provided instructions on how to complete the learning activity. 
 
Figure 7. Screenshot of the selection of a fish with question prompt. 
Treatment Conditions 
High AR with collaboration. In this treatment group, participants were randomly 
assigned a partner to work with to complete the learning activity. As such, the pair shared 
a mobile device and navigated through the environment together. Unique to this 
treatment group, participants explored the physical space of the classroom to complete 
the learning activity by viewing and interacting with the QR codes that were located 
  50 
equidistantly around the classroom as shown in Figure 8. These participants were allowed 
to confer to derive an answer for a given question during the learning activity; however, 
each participant was required to submit his or her responses to the pre- and posttest 
individually. For the learning activity, images were in the form of 3-D dynamic images 
and animations made with hand-rendered art and computer-generated objects. The 
learning activity was interactive and included other instructional text and traditional 
Apple iPad gesture inputs. 
 
Figure 8. Participants working in pairs in the high AR condition. 
High AR without collaboration. In this treatment condition, participants worked 
alone and navigated through the environment individually to complete the AR scenario as 
shown in Figure 9. With the use of a mobile device, participants had the ability to 
navigate around the room, but they were not permitted to discuss the scenario or 
exchange answers with other participants in the classroom. For the learning activity, the 
images were in the form of 3-D dynamic images and animations made with hand-
rendered art and computer-generated objects. The learning activity was interactive and 
included other instructional text and gesture inputs. 
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Figure 9. Participants working without collaboration in the high AR condition. 
Low AR with collaboration. In this treatment group, participants were randomly 
assigned a partner to work with to complete the learning activity. However, while sharing 
a mobile device, each pair was positioned at one stationary location to complete the 
learning activity as shown in Figure 10. These participants could confer to derive an 
answer for a given question during the learning activity; however, each participant was 
required to submit his or her pre- and posttest responses individually. For the learning 
activity, the images were in the form of 3-D dynamic images and animations made with 
hand-rendered art and computer-generated objects. The learning activity was interactive 
and included other instructional text and Apple iPad gesture inputs. 
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Figure 10. Participants working in pairs in the low AR condition. 
Low AR without collaboration. In this treatment condition, participants worked 
alone to complete the learning activity while positioned at one stationary location. They 
were not permitted to discuss the scenario with others, nor exchange answers with other 
participants in the classroom. In the low AR scenario, participants had the same 
interactive AR experience with instructional text and Apple iPad gesture inputs. 
Control group with collaboration. Participants were assigned to the control 
group to complete the exact same learning activity in pairs. However, to represent how 
the content is traditionally taught, the learning activity was done with pen and paper. All 
of the information was presented as traditional 2-D, static images, and the participants 
completed the activity at one stationary location. These participants could confer to 
derive an answer for a given question during the learning activity; however, each 
participant was required to submit his or her pre- and posttest responses individually. 
Participants assigned to this group were not permitted to utilize the application on the 
mobile device. All note taking and answers were recorded via pencil and paper, which 
were provided. 
Control group without collaboration. Participants assigned to this control group 
completed the exact same learning activity with pen and paper; however, they worked 
alone to complete the learning activity. All of the information was presented as traditional 
2-D, static images, and the participants completed the activity at one stationary location. 
Participants assigned to this group were not permitted to utilize the application on the 
mobile device. All note taking and answers were recorded via pencil and paper, which 
were provided. 
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Instruments 
Instruments for this study included a presurvey, pretest, posttest, and a perception 
survey that was administered after the learning activity was completed. These instruments 
were delivered using an online survey administration tool, Qualtrics, which is an 
application that allows for the creation of questionnaires and compilation of data. 
Participants completed the surveys individually at a designated workstation in a computer 
laboratory environment. 
Presurvey. Participants completed an online questionnaire (see Appendix A), 
which included the following elements: 
• Demographics: gender, age, ethnicity, grade, and major 
• Familiarity to learning task: how many statistics classes the participant has 
taken since the ninth grade (i.e., freshman statistics I, etc.) 
• Statistics ability: ability to solve statistics problems related to probability and 
variance 
• Attitude towards statistics: self-rating of positive, negative, or neutral 
• Mobile device prior usage: how familiar the participant is with using an Apple 
iPad or other tablets 
• Mobile device ability: self-rating of novice, intermediate, or expert tablet user 
Pretest and posttest. A brief online survey with 15 items was administered 
electronically to assess each participant’s prior knowledge of the content area, statistical 
probability, sampling, and variability. This assessment was adapted from an activity by 
Rossman and Chance (2010) based on the curriculum from Glenberg, Glenberg, and 
Andrzejewski (2007). Directly before and after the learning activity, participants were 
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given the same 15-item test to measure their statistics knowledge beforehand and to 
assess what they learned about statistics from the learning activity. All of the items in the 
posttest were mapped to the learning objectives of the activity. Differences in scores from 
pretest to posttest were analyzed to evaluate if learning occurred. The researcher graded 
the assessment immediately after each session and provided the results to the participants 
via email after the data collection phase of this study, if requested. See Appendix B for 
the pretest and posttest questions and Appendix C for the posttest only questions. 
Perception survey. To evaluate the participants’ perceptions of collaboration and 
engagement, two scales were used for this study. To measure perceptions of collaboration 
during the learning activity, participants who were assigned to a treatment group with 
collaboration answered nine Likert-type questions created by the researcher related to 
communication, sharing, participation, and cooperation. See Appendix D for questions 
included in this survey. To measure perceptions of engagement during the learning 
activity, all participants answered 33 Likert-type questions related to focused attention, 
usability, aesthetics, endurability, novelty, and involvement. This scale was modified 
from one developed by O’Brien and Toms (2010). See Appendix E for questions 
included in this survey. 
Cronbach’s alpha was used to determine the internal consistency estimate for the 
reliability of the measures of collaboration and engagement. For the measure of 
perception of collaboration, the overall reliability of the scale was 0.83, which suggests 
reasonable reliability for the survey. For the measure of perception of engagement, the 
reliability of the scale was 0.91, which indicates good reliability for this survey. 
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Procedure 
Students were invited to participate in this study through an announcement 
delivered via email for online courses or by an in-person announcement for face-to-face 
classes. An electronic announcement was made through a list of email addresses sourced 
from a participant pool managed by the administration in the education department at the 
university, called Sona System. The Sona System is a web-based human subject pool 
management software used for administering and organizing research studies. In-person 
announcements were made to various classes around the universities by obtaining 
instructor permission to recruit students who fit the demographics for participation in the 
study. 
Once registered for the study, students selected a time from a list of available time 
slots based on the researcher’s scheduling. On a rotating basis, treatment groups were 
scheduled by the day. For instance, for a given Monday session of participants, treatment 
Group 1 (high AR with collaboration) was run. On the following day, the next treatment 
group was run. This sequence was used until enough data for each treatment group was 
collected. In rare instances, full, intact classes of participants were run through the study. 
In those cases, the researcher would randomly assign participants to one of the six 
treatment groups by dividing up the number of participants equally. The breakdown of 
sample sizes per treatment group is shown in Table 2. 
Table 2 
Sample Size by Condition 
 AR Experience 
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 High AR Low AR No AR 
Pairs 39 53 41 
No Pairs 41 41 37 
 
Participants were scheduled to attend a 30-minute session according to their 
assigned group to complete all of the activities of the study concurrently with no more 
than 10 participants assigned to the same treatment group. At the beginning of each 
session, participants were randomly assigned to one of the six treatment groups prior to 
implementing the treatments. Then, participants were given instructions for participating 
in the study. Before any data was collected, all participants were required to sign an 
electronic consent form agreeing to participate in the study. After completing the study, 
the researcher compensated each participant with either 10 extra credit points in a class or 
$10.00 in cash. The sequence of events for each session included the following 
procedures and elements: 
1. Presurvey: After signing in and completing the consent form, participants 
completed the presurvey. 
2. Pretest: Participants completed the pretest that: 
a. assessed the participant’s incoming statistical knowledge, and 
b. measured how much learning took place as a result of the learning 
activity when considered in combination with the posttest. 
3. Learning Activity Training: Participants were given the narrative for the 
learning activity and the learning activity instructions. 
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4. Learning Activity: Participants completed the learning activity in accordance 
with his or her assigned treatment group. 
5. Posttest: After completing the learning activity, participants completed a 
posttest that: 
a. assessed the participant’s statistical knowledge, and 
b. measured how much learning took place as a result from the learning 
activity when considered in combination with the pretest. 
6. Postsurvey: Participants completed the online surveys, which measured the 
participants’ perceptions about collaboration and engagement. 
7. Debriefing and Checkout: Participants were debriefed on the study and 
received their compensation. 
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Chapter 3 
Results 
Primary Analysis by Variable 
The results from three dependent variables were analyzed (learning gains, 
perception of collaboration, and perception of engagement). Table 3 presents a summary 
of each research question and analytic approach. For all statistical comparisons, the 
family-wise Type I error rate was set at the 0.05 level. Cohen’s f was used as an effect 
size index, where 0.10, 0.25 and 0.40 correspond to small, medium, and large effect sizes, 
respectively (Cohen, 1988). Based on performance on the pretest, participants were 
categorized into three equally sized groups based on ability: high, average, or low prior 
knowledge. Each group was defined by their pretest scores. The high prior knowledge 
group was defined included those with pretest scores one standard deviation above the 
overall mean; the average prior knowledge group included those with pretest scores 
between one standard deviation above and one standard deviation below the overall 
mean; the low prior knowledge group included those with pretest scores one standard 
deviation below the overall mean. The group score ranges were 13 to 15 (high), 11 to 12 
(average), and 1 to 10 (low). 
Table 3 
Research Questions and Analytic Approaches 
Research Question Data Source Analyses 
1. Does an AR experience combined 
with collaboration impact 
learning gains in participants’ 
understanding of statistical 
reasoning concepts beyond a no 
Pretest Scores 
Posttest Scores 
Analysis of Variance 
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AR experience? Specifically: 
a. Does an AR experience (high 
AR, low AR, or no AR) 
produce differences in learning 
gains? 
b. Does working individually 
versus collaboratively produce 
differences in learning gains? 
c. Do different levels of AR 
experience and prior 
knowledge interact to produce 
differences in learning gains? 
2. Does a high or low AR 
experience facilitate the 
perception of a more collaborative 
experience than a learning 
experience without AR? 
Collaboration Scale Analysis of Variance 
3. Does a high or low AR 
experience facilitate the 
perception of a more engaging 
experience than a learning 
experience without AR? 
Engagement Scale Analysis of Variance 
Note. AR = augmented reality. 
Prior Knowledge 
A two-way analysis of variance (ANOVA) was conducted to evaluate whether 
participants’ prior knowledge differed across the six treatment groups before participating 
in the study. The levels for the first factor, augmented reality (AR experience), were high 
AR, low AR, and no AR, while the levels of the second factor, collaboration, were pairs 
and no pairs. The dependent variable was pretest scores, and the means and standard 
deviations for the scores are presented in Table 4. The results indicated no significant 
main effects for AR experience F(2,246) = 0.59, p = 0.55, or collaboration F(1,246) = 
0.02, p = 0.88, and there was no significant interaction, F(2,246) = 0.42, p = 0.66. 
Overall, the two-way ANOVA did not indicate statistical significance between the pretest 
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score means for each condition. Thus, the participants’ prior knowledge did not differ 
across the six treatment groups prior to participating in the study. 
Table 4 
Mean Scores and Standard Deviation of Pretest Score 































A 3 x 2 ANOVA test was conducted to evaluate the effects of varying levels of 
AR experience and collaboration on learning gains of participants. The levels for the first 
factor, AR experience, were high AR, low AR, and no AR, while the levels of the second 
factor, collaboration, were pairs and no pairs. The dependent variable was learning gains, 
as measured by the difference in pretest and posttest scores. The means and standard 
deviations for the scores are presented in Table 5. The results for the 3 x 2 ANOVA 
indicated no significant main effects on learning gains from AR experience F(2,246) = 
2.22, p = 0.11, f = 0.02 , or collaboration F(1,246) = 0.23, p = 0.63, f = 0.01. 
Additionally, there was no significant interaction between AR experience and 
collaboration, F(2, 246) = 0.53, p = 0.59, f = 0.01. Overall, the 3 x 2 ANOVA did not 
indicate statistical significance between the difference score means of each condition. 
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Table 5 
Collaboration and AR Experience Learning Gains Mean Scores and Standard Deviation 








               1.44 
               0.98 
               0.58 
          1.90 
          1.79 








               0.98 
               1.07 
               0.61 
           2.41 
           1.78 
           1.85 
Note. N = number of participants; SD = standard deviation. 
 
A two-way ANOVA test was conducted to evaluate the effects of varying levels 
of AR experience with regard to the moderating variable—prior knowledge—on learning 
gains of participants. The levels for the first factor, AR experience, were high AR, low 
AR, and no AR, while the levels of the second factor, prior knowledge, were high, 
average, and low. The dependent variable was learning gains, as measured by the 
difference in pretest and posttest scores. The means and standard deviations for the scores 
are presented in Table 6. The results for the two-way ANOVA indicated significant main 
effects on learning gains from AR experience F(2,243) = 3.27, p = 0.04, f = 0.03 and 
prior knowledge F(2,243) = 34.37, p < 0.001, f = 0.22. Additionally, there was a 
significant interaction between AR experience and prior knowledge, F(4, 243) = 2.84, p = 
0.025, f = 0.05. 
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Table 6 
AR Experience and Prior Knowledge Mean Scores and Standard Deviation of Learning 
Gains 








              -0.12 
               0.93 
               2.92 
        1.40 
        2.00 








  0.03 
               0.97 
               2.44 
        1.28 
        1.56 








               0.10 
               0.67 
               1.08 
         0.94 
         1.40 
         2.38 
Note. N = number of participants; SD = standard deviation. 
Because the interaction between AR experience and prior knowledge was 
significant, the main effects were ignored; instead, the simple main effects were 
examined. Thus, the differences between prior knowledge across the three types of AR 
experience (high AR, low AR, and no AR) were examined separately. To control for a 
Type I error for each of the three pairwise comparisons, the modified Shaffer (1986) 
method was used with the alpha level set at 0.0167 (0.05/3) a priori. The first comparison 
tested the hypothesis that the difference in mean learning gains in the high AR condition 
was the same across the three levels of prior knowledge. The comparison was significant, 
F(2, 243) = 21.34, p < 0.001, f = 0.15. The second comparison tested the hypothesis that 
the difference in mean learning gains in the low AR condition was the same across the 
three levels of prior knowledge. The comparison was significant, F(2, 243) = 16.55, p < 
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0.001, f = 0.12. The third comparison tested the hypothesis that the difference in mean 
learning gains in the high AR condition was the same across the three levels of prior 
knowledge. The comparison was not significant, F(2, 243) = 2.36, p = 0.10, f = 0.02. The 
results of these comparisons suggests that participants with low prior knowledge had 
higher learning gains in the high AR and low AR conditions than do participants with 
high or average prior knowledge. 
Participant Perceptions 
Collaboration. A one-way ANOVA test was conducted to evaluate the effects of 
varying levels of AR on participants’ perception of collaboration. The levels for the 
factor were high AR, low AR, and no AR, and the dependent variable was collaboration 
score. The means and standard deviations for the perception of collaboration scores are 
presented in Table 7. The results for the one-way ANOVA did not indicate a significant 
main effect from AR experience F(2,124) = 0.76, p = 0.47, f = 0.01 on perception of 
collaboration scores. 
Table 7 
Perception of Collaboration Mean Scores and Standard Deviation of Scores 







     7.69 
     7.96 
     7.53 
     1.39 
     1.60 
     1.92 
Notes. N = number; SD =standard deviation; *Participant self-reported mean scores 
reported on a scale of (1 = Poor, 10 = Excellent). 
 
Engagement. A one-way ANOVA test was conducted to evaluate the effects of 
varying levels of AR on participants’ perception of engagement. The levels for the factor 
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were high AR, low AR, and no AR, and the dependent variable was engagement score. 
The means and standard deviations for the perception of engagement scores are presented 
in Table 8. The results for the one-way ANOVA indicated significant main effects from 
AR experience F(2,246) = 10.84, p = 0.001, f = 0.08 on perception of engagement scores.  
Follow-up tests were conducted to evaluate pairwise differences between the 
means across the levels of AR experience. To control for Type I error for each of the 
three simple main effects, the modified Shaffer (1986) method was used with the alpha 
level set at 0.0167 (0.05/3) a priori. There was a significant difference in means between 
the high and no AR experience conditions, and low and no AR experience conditions, but 
no significant differences between the high and low AR experience conditions. 
Participants assigned to either high or low AR experience conditions reported higher 
perception of engagement scores than those who were assigned to the no AR experience 
conditions. 
Table 8 
Perception of Engagement Mean Scores and Standard Deviation of Scores 







     7.49 
     7.58 
     6.67 
     1.39 
     1.22 
     1.55 
Notes. N = number; SD =standard deviation; *Participant self-reported mean scores 
reported on a scale of (1 = Poor, 10 = Excellent) 
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Chapter 4 
Discussion and Conclusion 
One of the main goals of this study was to investigate the impact of different 
levels of augmented reality (AR) experience and collaboration on students’ learning and 
their perception of engagement and collaboration in statistics education. The following 
section reviews the findings relative to the study’s research questions. 
Findings by Research Question 
Research Question 1. Does an AR experience combined with collaboration 
impact learning gains in participants’ understanding of statistical reasoning concepts 
above a no AR experience? 
The impact of AR experience was examined, namely a high AR experience 
(interacting with three-dimensional, or 3-D, images coupled with movement through a 
physical space), a low AR experience (interacting with 3-D images without movement), 
and no AR experience (two-dimensional, or 2-D, images and text without movement), as 
well as two levels of collaboration (pairs and no pairs). The purpose of this analysis was 
to investigate whether or not an AR experience, combined with collaboration, would 
provide a more meaningful context to increase learning gains. The differences in the 
mean scores from the pretest to the posttest were used to assess participants’ learning 
gains to evaluate the effects of the AR experience. The anticipated outcome was that 
participants who completed the learning activity in the high AR experience with 
collaboration would have higher learning gains than participants in the other conditions. 
This suggested that a participant’s learning gains in the high AR experience with 
collaboration did not differ from the other conditions. In fact, there were no significant 
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differences between any of the AR experience conditions taking into account 
collaboration. Previous research on AR and collaboration has already showed signs of 
promise when combined to support learning (Kaufmann & Schmalstieg, 2003; Yuen, 
Yaoyuneyong, & Johnson, 2011). However, the related analysis in this study did not 
support this notion and did not return significant results. Despite having data from as 
many as 252 participants to attempt to effectively analyze the effects of AR experience 
and collaboration together in this study as initially intended, the six experimental 
conditions perhaps reduced the opportunity to find statistical significance in the study. 
Based on the small reported effect sizes, dividing the number of participants per 
condition potentially precluded the analysis from finding significance given the number 
of comparisons. The effect size associated with this analysis was minimal for AR 
experience (f = 0.02) and collaboration (f = 0.01), which indicates that participant 
learning gains were equivalent to one another across the six conditions. However, effect 
sizes other than small, by Cohen’s (1988) classification, are difficult to achieve during 
educational interventions according to authors Lipsey and Wilson (1993). This is 
especially the case for evaluating the impacts on learning gains (Lipsey & Wilson, 1993). 
The combination of AR experience and collaborative learning through the use of AR to 
increase learning gains in education may be still worthwhile. However, the results from 
this study were inconclusive. The recommendation would be to pursue alternative ways 
to investigate AR experience with collaboration in a future study. 
Research Question 1a. Does an AR experience (high AR, low AR, or no AR) 
produce differences in learning gains?  
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The impact of the levels of AR experience was examined, namely a high AR 
experience, as well as three levels of prior knowledge (high, average, and low). The 
purpose of this analysis was to investigate whether or not an AR experience would 
provide a more meaningful context to increase learning gains. Two outcomes were 
anticipated: participants who completed the learning activity in either the high or low AR 
experience would have higher learning gains than participants who completed the 
learning activity without an AR experience, and participants who completed the learning 
activity in the high AR experience would have higher learning gains than participants in 
the low AR experience. 
Neither outcome was supported by the results. The 3 x 2 analysis of variance 
(ANOVA) indicated that there was not a significant difference in learning gains across 
the three types of AR experiences. This could be attributed to the strong role the 
moderating variable, prior knowledge, had on AR experience. Design research in the 
related area of simulations and games suggests that learning gains vary according to prior 
knowledge (Bower, Kelsey, & Moretti, 2011; Mayer, 1997; Park, Lee, & Kim, 2009; 
Plass, et al., 2011). Studies focused on AR have also shown evidence that augmented 
learning experiences are potentially dependent on level of prior knowledge (Elinich, 
2011; Klopfer & Squire, 2008; Shelton, 2003). This could help explain the moderating 
effect of prior knowledge on AR experience in this study, which is supported later in this 
section. The interaction effect between AR experience and prior knowledge in comparing 
learning gains is consistent with the interpretation that prior knowledge could serve a 
more important role in determining learning gains from AR experiences. 
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Research Question 1b. Does working individually versus collaboratively 
produce differences in learning gains? 
The impact of the two levels of collaboration (pairs and no pairs) was examined. 
The purpose of this analysis was to investigate whether or not participants working in 
pairs would increase learning gains. It was the expectation that because of the form factor 
of the mobile device and the interactivity of the AR experience (high and low), 
participants would feel that they had more opportunity to collaborate, specifically for 
sharing the device, communicating, participating, and cooperating during the learning 
activity. 
The results from this examination suggested that participants’ learning gains were 
not different depending on which condition they were in: pairs and no pairs. Though 
working in pairs did not have a significant impact on learning gains, the value of 
collaboration should not be dismissed. The difference between the mean scores of those 
who completed the learning activity in pairs as compared to those who worked alone 
improved marginally; regardless, it was statistically insignificant. The effect size 
associated with this analysis was minimal (f = 0.01), which indicates that participant 
learning gains were equivalent to one another. The vast body of literature suggests that 
collaboration positively impacts learning more so than working individually. However, 
very few studies have been able to empirically show significant differences on learning 
gains (Chen & Zhang, 2013). Within the scope of this study, collaboration did not 
directly impact learning gains; however, the effects may have been dependent upon the 
extent to which pairs actually engaged in productive interactions during the learning 
activity (Dillenbourg, Järvelä, & Fischer, 2009). Therefore, further examination with 
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collaboration as the primary variable is suggested to be able to substantiate the impact on 
participants’ learning gains. 
Research Question 1c. Do different levels of AR experience and prior 
knowledge interact to produce differences in learning gains? 
The impact of AR experience across the three levels of prior knowledge (high, 
average, and low) was examined, as well as the impact of prior knowledge across the 
three types of AR experience (high AR, low AR, and no AR). The purpose of this 
analysis was to investigate whether or not learning gains in each type of AR experience 
was dependent on prior knowledge. The anticipated outcome was that participants with 
low prior knowledge would show higher learning gains than participants with high or 
average prior knowledge. 
The results indicated that an interaction did exist between AR experience and 
prior knowledge. This suggests that the impact of AR experience did depend on the level 
of prior knowledge. Further investigation into this interaction indicated that participants 
with low prior knowledge had different learning outcomes depending on which condition 
they were in: high AR, low AR, and no AR. Participants categorized as having low prior 
knowledge benefited the most from a high AR experience. The same benefit was not 
apparent between those categorized as high and average prior knowledge. A possible 
explanation for this occurrence is that participants with low prior knowledge had the most 
room to grow in this content area, thus having the highest learning gains overall. Because 
prior knowledge is considered one of most important predictors of future learning (Beier 
& Ackerman, 2005; Dochy, Segers, & Buehl, 1999), it is understandable that this 
moderating variable was responsible for the interaction between learning gains and AR 
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experience. Similarly, Schwartz, Sears, and Chang (2007) made the case to consider 
students’ prior knowledge when conceiving ways to help motivate and engage students to 
develop statistical reasoning skills. The previous research results from the statistics 
education domain have produced mixed results about the sensitivity novice and advanced 
learners have to new pedagogical and technological interventions. 
However, that does not fully explain why increased learning gains for those with 
low prior knowledge occurred between the high AR and no AR conditions, and low AR 
and no AR conditions. One potential explanation for this finding is, based on the theory 
of embodiment, that participants in the high and low AR experience conditions used more 
of their physiological senses to form deeper cognitive connections with the information 
for later recall. Embodiment as a learning theory explains how our understanding of the 
world around us is formed through our bodies, not just our sight and hearing (Lakoff & 
Johnson, 1980). Because participants’ learning gains with low prior knowledge in the 
high AR experience were not significantly different from those in the low AR experience, 
it could also have been the case that the movement around a physical space alone was not 
enough to produce significant learning gains between the high and low AR experiences. 
Perhaps just the overlap of virtual objects on the real-world transformed what are 
considered abstract ideas into concrete metaphors for the participants to help facilitate 
new knowledge acquisition, or schemas. AR experiences as a whole, with or without 
movement, could potentially help develop new schemas to encode the structure and 
relationships experience during the learning activity (Xu et al., 2011). In context, these 
schemas could then be adapted and applied to future experiences through the use of the 
metaphor (Lakoff & Johnson, 1980). Recent developments in the research related to 
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embodiment also suggest that, unlike other technologies, AR can potentially increase 
learning gains through the extra inclusion of multiple senses to anchor new information 
cognitively (Bujak et al., 2013; Cuendet, Bonnard, Do-Lenh, & Dillenbourg, 2013; Holz 
et al., 2011; Jetter, Geyer, Schwarz, & Reiterer, 2012). Situated in a particular 
environment (i.e., a classroom), AR experiences show potential to provide embodied 
learning experiences that are natural and intuitive where the body and senses are used to 
interacting with objects within the learning environment (Holz et al., 2011; Xu et al., 
2011). 
Another reasonable explanation for the interaction could be that the inclusion of 
movement around a physical space was important for the cognitive process for those with 
low prior knowledge more so than for others with high or average prior knowledge. 
Supported by the embodied cognition literature, movement should be incorporated into 
the AR experience if it is for students with low prior knowledge in the content area 
(Johnson-Glenberg, Birchfield, Tolentino, & Koziupa, 2013). In terms of the pedagogy, 
an embodied experience can be provided by the use of situated context. A significant 
finding from this study was that participants who were categorized as having low prior 
knowledge showed the largest learning gains across the three types of AR experiences. 
This benefit was particularly pronounced between the high AR treatment condition and 
the no AR treatment condition where the results indicated a statistically significant 
difference. In terms of technology, an embodied experience can be provided by the use of 
mobile devices with gesture computing and wireless connectivity (Jetter et al., 2012). 
Under these circumstances, a high or low AR experience like those used in this study 
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could be a beneficial tool for teaching basic statistical concepts in a university level 
introductory statistics course. 
Research Question 2. Does a high or low AR experience facilitate the perception 
of a more collaborative experience than a learning experience without AR?  
To evaluate the impact of the perception of collaboration using tablets, a 
subsample of participants (127 out of 252) was randomly selected to participate in the 
study as pairs. Collaboration perceptions data was collected from these individuals in the 
subsample using the customized collaboration scale, but such data was not collected from 
the other participants. The expectation was that due to the form factor of the mobile 
device plus the movement about the space, participants would feel that they had more 
opportunities to collaborate. 
The results were inconclusive. The scores from the collaboration scale did not 
indicate a difference between participants’ perceptions in the high or low AR experience 
as compared to those with no AR. There was no difference in participants’ perceptions of 
collaboration between the conditions of this study. Similar to the conclusions of the 
previous analysis, this is not to say that collaboration should not be considered when 
designing learning activities for statistics education. Instead, the suggestion for future 
researchers is to consider the many other aspects of collaborative learning theory, such as 
the number of group members, roles and responsibilities, and the types of communication 
when building a learning activity for statistics education. 
Research Question 3. Does a high or low AR experience facilitate the perception 
of a more engaging experience than a learning experience without AR?  
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The study examined the impact of an AR experience on perceptions of 
engagement. The purpose of this analysis was to investigate whether or not the 
contextualized activity and the interaction with the technology of the AR experience 
(high and low) would result in the participants perceiving higher engagement, as 
measured by the adapted engagement scale (O’Brien & Toms, 2010). It was predicted 
that participants who completed the learning activity in an AR experience (high or low) 
would report a higher perception of engagement than participants who complete the 
learning activity without any AR. 
The results from this analysis supported the hypothesis. Participants that 
completed the learning activity in an AR experience reported a higher perception of 
engagement as measured by the engagement scale. The connection between AR and 
engagement could have been the result of the newness of the experience. Overall, the 
majority of participants had little or no experience working with tablets. This could have 
resulted in participants being more engaged due to the novelty of the technology. On the 
other hand, this result could stem from the interactivity and visual richness generated by a 
high or low AR experience. Interactivity and visual elements are some of the benefits 
innate to AR that could help explain the increased perception of engagement reported in 
this study. Engagement is considered important due to its instrumental role in improving 
learning gains (Dunleavy, Dede, & Mitchell, 2009). 
Limitations 
There were a few limitations within the study worth noting. The learning activity 
that served as the foundation of this study revolved around understanding basic statistical 
concepts including probability, sampling, and variability. Although the content is heavily 
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connected to the literature, it could be the case that the learning objectives for the level of 
students in this study missed the mark. Having not prescreened the participants prior to 
participating in the study, it is difficult to determine if they were over- or underprepared 
for the content. Moreover, the learning activity itself turned out to take only 
approximately 20 minutes to complete instead of the initial 30 minutes allotted. 
Therefore, it is difficult to state with confidence that the learning activity was sufficient 
to produce meaningful learning gains. 
Another potential limitation of the study was the design of the materials 
accompanying the learning activity. As described in the Method section, to assess 
statistical reasoning ability, the participants were charged with investigating a fictitious 
oil spill by sampling different areas of a bay. To be consistent, the instructions were 
completely text-based. At each area, participants were supposed to read the text-based 
placards placed next to the targets that gave them clues to help them answer questions 
presented later on the posttest. On more than a few occasions, participants showed signs 
of not seeing or paying attention to the placards. This was especially true of the 
participants assigned to the AR treatment groups. In general, once the participants picked 
up the tablet, their attention was focused mostly on the AR application. Also, those 
assigned to the no AR treatment group had the tendency to simply focus on the images of 
the fish, not the placards. A better design and placement of the instructional materials 
would have been to put the placards closer to the activities in a way that increased the 
chances of the participants seeing them. In hindsight, different images of the areas of the 
bay may have made a difference. There is a possibility that some of the participants had a 
conflicting interpretation of what the image represented and where they were sampling. 
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For instance, when the participants were sampling the middle part of the bay, the image 
could have been visually construed as a small lake. This issue potentially affected the 
ability to assess the participants’ ability to statistically reason when the participants were 
asked questions related to the overall task of investigating the oil spill. 
As previously described, half of the participants were assigned to complete the 
learning task in pairs. These assignments were completely randomized to alleviate the 
possibility of two friends working together, a pairing which would have potentially 
skewed the perception of collaboration data. However, this possibly affected the outcome 
of the study since, in some cases, one member of the pair finished the presurvey faster 
than the other. As a result, one participant had to wait sometimes as long as five to seven 
minutes before starting the learning task. It is possible that this led to some of the 
participants forgetting the instructional material. Participants were assigned to pairs 
before the pretest to avoid the possibility of partnering two participants together who 
completed the pretest quickly. It could be that those who finished first were more familiar 
and comfortable with the content, which could also bias the results of the study. 
Also, the data collected through the self-report questionnaires could be viewed as 
a limitation of the study. Due to the number of participants included in the study, it was 
difficult to consider researcher observations or other scientific methods of collecting data 
related to engagement and collaboration. Instead, participants provided information based 
on their own perceptions. While there is no evidence that participants attempted to 
provide misleading information, it is difficult to discern if the information provided by 
participants was factual or free from honest mistakes. In future studies, it would be 
worthwhile to consider how alternative or mixed-methods approaches might support data 
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validity. For instance, qualitative and biometric data could provide supporting 
information beyond the self-report measures used in this study. 
General Discussion 
This study uncovered a strong relationship between AR experience and prior 
knowledge for teaching basic statistical concepts. The strong relationship suggests that it 
is important to consider how visualizations are used in the process of learning and how 
different visual representations are utilized for students who have varying levels of prior 
knowledge and possess different learning attributes (Shelton, 2003). Furthermore, prior 
knowledge should continually be a consideration for any learning experience where 
students are tasked with constructing new knowledge or understanding tied to what they 
already know (Elinich, 2011). In this study, students constructed their own knowledge by 
testing existing ideas and approaches based on their prior knowledge and experiences, 
and actively applied these to a new situation. They also constructively integrated the new 
knowledge gained with preexisting intellectual constructs (Ryu & Parsons, 2009). The 
active participation of the learning activity facilitated the inclusion of the prior 
knowledge, attitudes, habits, and interests that the students brought to the experience. 
Students who participate in augmented learning experiences can draw on the framework 
of the activity and their own knowledge and imagination as they experience it. They have 
the ability to act and respond as though the learning activity is real, even if there is very 
little explicit visual support for the metaphor of it (Colella, 2009). 
Lastly, the aim of the AR experience designed for this study was to help students 
better understand basic statistical concepts in the form of a metaphor by superimposing 3-
D images onto real-world objects in a meaningful way. This study helps extend the 
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potential of this technology to statistics education. As posited in the review of the 
literature, AR as a whole and the supporting technology (i.e., tablets, wireless 
connectivity, etc.) demonstrated enough stability to be implemented for projects of this 
scale. Moreover, this study promisingly indicated that if given the technology and a 
specific context, a positive impact could be made on learners’ learning gains and level of 
engagement. 
The results of this study also documented a relationship between learning gains 
and prior knowledge, but found no such relationship between learning gains and 
collaboration. The AR learning activity positively impacted learning gains for 
participants with lower prior knowledge, and AR also positively impacted participants’ 
perceptions of engagement. Thus, it would be strategic to continue to focus on the 
relationship between learning gains and engagement for research ideas involving the 
design and implementation of new AR systems. Additionally, further investigation is 
necessary to adequately address the relationship between learning gains, embodiment, 
and collaboration. 
Based on these results, a new approach to statistics education at the college level 
is seemingly needed. An approach that is specifically suited for students with low prior 
knowledge will help them develop a deeper understanding of statistical reasoning. 
“Rather than present material in a linear fashion, as most textbooks and current courses 
do,” a new framework is needed to help create fresh and innovative approaches to 
teaching sampling, probability, and variability (Garfield delMas, & Chance, 2007, p. 
121). 
Future Research Directions 
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As the demand increases for new and innovative ways to teach complex, higher 
order cognitive skills, it seems appropriate to conduct research for designing and 
implementing AR technology in educational settings. In addition to the amalgamation of 
already established research, the work presented in this study shows an opening into the 
education arena of developing possibilities for AR. However, AR is a bourgeoning area 
of research for the educational field, and there are still more questions to be answered. Is 
the educational application of the AR experience designed and implemented for this 
study more effective than traditional instructional methods to the degree that it is ready to 
be implemented in the classroom? There are encouraging signs, yet much more empirical 
evidence is required before that question can be definitively answered. In the context of 
this study, educational applications of AR should focus on how AR could be used for 
learning, how students learn from it, and what they actually learn. 
Impact of AR on spatial cognition. Other possibilities for studies that would 
extend the body of research on AR in education include identifying new ways to create 
embodied learning experiences while leveraging the natural affordances of AR and 
mobile technology. As described, one of the limitations of this study was the inability to 
genuinely identify the impact of having users move about a physical space while 
interacting with virtual objects, which allows users to take advantage of the fusion of 
human senses that could be incorporated for spatial cognition.  
A number of difficulties arose concerning statistical and methodological issues 
that hindered reaching any strong conclusion in regards to spatial cognition. It might be 
worthwhile to consider another study that takes into account the criticism raised in this 
study. An added suggestion would be to enunciate the users’ space both physically and 
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virtually so the user has the association of a virtual location based on their physical 
location. From what is already known from the embodied cognition literature, the 
benefit(s) of effectively doing so could potentially have ramifications on learning gains 
for learners. 
Collaborative AR learning experiences. Research studies that use AR in 
collaborative settings are evolving as more interesting mobile devices are available. New 
applications are being created to provide more engaging field trips or museum 
experiences. AR technology can be useful for this purpose by helping in the development 
of a learning environment that exhibits a meaningful context through the use of 
visualizations. However, most of the current research is aimed at the development of the 
systems themselves, rather than empirical work on how the systems have been used for 
educational purposes.  
Situated AR learning experiences. In a few initiatives, researchers have reported 
results from studies that directly correlate with situated learning activities. Some 
feedback from those studies indicate the perception that AR experiences provide a cool 
factor in the way a learner can investigate real-world problems in a mixed-reality world. 
It would also be interesting to continue to explore the impact of the cool factor on 
engagement and learning. An example of a study would be assigning some participants to 
act in the role of agents or scientists and leave others without a role to see how these roles 
impact the results. 
Educational application of AR in other content areas. Although research on 
augmented learning experiences constitutes an expanding research domain, claims that 
AR truly enhances student understanding of statistical concepts still lacks solid empirical 
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evidence. Despite the various studies conducted to date, there is clearly a need for more 
thorough evaluation of the motivational and learning effects of augmented learning 
experiences on developing higher order cognitive skills like statistical reasoning. 
Experimental studies in which AR is compared to traditional instructional methods for 
teaching statistical concepts are needed. 
In terms of content areas, there is no current evidence to specify that the same or 
similar AR systems could not be used for other educational disciplines. The combination 
of real and virtual objects from AR could be used to recreate an archeological dig to 
uncover bones, just as a paleontologist would. It could also be used in the field of 
medicine to train future doctors by creating practice opportunities with interactive 
biological systems, which are difficult and expensive to see otherwise. Another idea for a 
follow-up study is to use AR for teaching concepts that involve dynamic, changing 
relationships, such as learning about covalent bonds in chemistry or supply and demand 
models in economics class. Instead of traditional passive lecturing methods, learners 
could actively be involved while exploring different cause-and-effect concepts. If the 
building of knowledge through real events in the world must be carried out through 
interaction with objects in that world, then learners must experiment with what is in their 
current environment. It is a necessary part of internalizing what is external in the world, 
and takes on meaning in the form of objectification, experience, and action (Price & 
Rogers, 2004). 
Before any AR-based learning activity is rolled out at any level, the technology 
needs to be tested in teachers’ hands. If teachers are not comfortable with the technology, 
there is a lower chance that the students will be successful using it. In future research, it 
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is interesting to consider an AR system that could be adapted by the instructor through a 
website that would allow them to customize and generate new learning experiences that 
are easily integrated into the instruction. The system could be designed to allow the 
teacher to change the questions asked and provide possible answer choices. It could also 
serve as a dashboard for the teacher to help assess the students’ performance and 
understanding of intended concepts. 
Reliability of instruments. To better measure student perceptions, the 
development and implementation of new and existing instruments should be tested. This 
study used self-reported data to evaluate participants’ perceptions from AR experience 
and collaboration. Other empirical methods include observations and interviews; 
however, more work needs to be done to establish reliable instruments of measurement 
specifically for AR. So far, different instruments have been used that were originally 
designed for other technologies. It would be helpful to have instruments that are designed 
and applied across educational applications for AR. 
AR as a performance support tool. Creating self-guiding performance support 
systems is another popular application of AR that is currently gaining attention. 
Performance support systems are designed to allow users the ability to access the 
information needed to complete his or her job at a moment’s notice (Gal & Nachmias, 
2011). Due to the embedded affordances of the technology, it is foreseeable that AR 
could potentially be a great performance support tool to provide interactive guidance that 
directs a student through a learning task. Instead of referring to static text and images, 
students could view and interact with worked examples to solve math or science 
problems. Also, a mobile AR system could be designed for the purposes of providing 
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real-time instructions while performing either a motor-skill activity like students 
navigating between classes around a campus or for an engineering student following an 
assembly schematic. 
The medical profession has already pursued AR as a performance support tool. 
There is an AR system called Augmented Intervention Assistant (AIA) that allows 
physicians to practice diagnosing patients using a head-mounted AR display (Kreiser, 
2012). The heads up display (HUD) is used in conjunction with a generic AR system that 
basically consists of a mobile device with a camera that fits on the user’s head. The 
camera recognizes the symptoms and then displays related feedback on the user’s display 
screen. If the user moves the camera on the HUD over a patient and his or her symptoms, 
the 3-D image on the screen will provide suggested actions to treat possible ailments. 
Besides providing digital feedback in real-time, a future study might investigate how the 
AIA, or a similar AR system, could potentially improve a physician’s ability to diagnose 
and treat patients. The addition of technological advances such as eyewear from Epson, 
Vuzix, ReconJet, or GlassUp could help carry AR into the mainstream as a popular 
computing accessory. 
This concept of AR as a performance support tool could be extended to other 
professions as well. An AR application could also enhance the guidance process to 
employees in the workforce who regularly complete complex tasks such as engineers and 
scientists. Receiving just-in-time feedback could be a more flexible performance support 
solution than other training solutions (Gal & Nachmias, 2011). A study designed to 
investigate how AR can offer real-time learning and performance support in the 
workplace is worth considering. Research concerning how AR could be used as a 
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performance support tool to provide just-in-time help beyond just the classroom could 
help inform what we currently know. 
Field testing AR in the classroom. Finally, and maybe most importantly, to be 
able to truly know the impact of any AR system built for educational or performance 
support purposes, it is recommended that studies be performed in authentic situations. For 
instance, trialing any of the notable AR systems from the literature in an actual classroom 
context over time would be important. Perhaps a longitudinal study would be ideal for 
looking at the many aspects that could help determine the true viability of the system in 
an actual classroom with actual students and teachers over a semester or academic year. 
Currently, most studies describe education applications of AR systems for succinct or 
one-time learning activities. These are important first steps of any exploration, but the 
examination of long-term effects are subsequently needed. 
Conclusion 
This study leveraged a constellation of pedagogical approaches including 
collaborative learning, embodied cognition, and situated learning to propose and examine 
a new framework for using AR to teach statistical reasoning with mobile devices. The 
research involved college students completing a learning activity that required the 
application of statistical reasoning skills to solve a contextualized problem. Through the 
exploration of new and innovative ways while allowing students to move about a 
physical space and interact with virtual and real objects, the study found encouraging 
results. Prior knowledge played more of an important part of this study than anticipated 
in determining the effects of an AR experience, whereas collaboration did not. After 
categorizing participants by prior knowledge, the results were clear. Participants with low 
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prior knowledge showed significant learning gains after participation in a high or low AR 
experience. Conversely, the results showed no statistical difference between students 
assigned to work in pairs versus those who worked individually. As an integral 
component of learning, students’ perception of engagement was also positively impacted 
from either a high or low AR experience as measured by the O’Brien and Toms (2010) 
engagement scale. However, the differences between students’ perception of 
collaboration in each condition was not statistically significant. 
Embodied cognition, collaboration, and perceptions of collaboration and 
engagement were all comprehensively analyzed together to evaluate the impact of an 
augmented learning experience—an analysis unique to this study. It is also one of the 
first studies to look at both undergraduate and graduate students’ statistical reasoning 
skills. This current study is one of the first to show empirical evidence that AR can be 
designed to support learning in the domain of statistics education. Students with low prior 
knowledge especially benefited from a high AR learning experience. The research for 
this study was clear in that low-knowledge learners were aided the most from a high AR 
experience with movement within the physical space. 
The results from the study present new knowledge about AR and its use in an 
educational setting. Overall, the study suggests that AR directly and positively impacts 
learning gains while providing interactive, hands-on practice opportunities working with 
statistical data in a meaningful way for students with low prior knowledge. Further 
evaluation of the implications that AR experiences have on spatial cognition, situated 
learning, high order skill development, performance support, and classroom applications 
are needed and could build from this study. 
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Pre-survey: Your responses for this 5 minute survey are anonymous. Please answer the questions as 
truthfully as you can. 
 
1. Enter your Study ID number. 
2. What is your gender? (Male or Female) 
3. How old are you? 
4. What year are you in school? (Freshman, Sophomore, Junior, or Senior) 
5. Have you ever taken a statistics course in high school or college? (Yes or No) 
6. How many statistics course have your taken since high school? (0, 1-2, 3-4, or 5 or more) 
7. How would you rate your ability in statistics? (Excellent, Good, Fair, or Poor) 
8. How would you rate your attitude towards statistics? (Excellent, Good, Fair, or Poor) 
9. How would you rate your ability in calculating proportions? (Excellent, Good, Fair, or Poor) 
10. How would you rate your ability in calculating sampling variability? (Excellent, Good, Fair, or 
Poor 
11. How would you rate your ability to use mobile devices (i.e. smartphone, tablets, laptops)? 
(Excellent, Good, Fair, or Poor) 
12. How would you rate your ability to use iPads? (Excellent, Good, Fair, or Poor) 
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Pre- and Post-test: Welcome to the MARVEL research project! This is a survey about statistics and the environment. 
Your answers will help us with the design of a new way to learn about statistics and the environment. This survey is not 
part of your grade, and your answers will be used confidentially. You will be asked these same questions again at the 
end of the MARVEL project. The comparison between the pre- and post-surveys will help us understand whether 
MARVEL worked well for you or not. Thank you for your time and your help on this very important project! -- The 
MARVEL Research Team 
 
Your responses for this 10 minute survey are anonymous. Please answer the questions as best you can. 
 
Obj 1: Build and describe sample distributions 
1. A _____________ is a set of numerical data. It usually includes results from a survey or experiment.  
a. Sample 




2. _____________ is defined by assigning equal probabilities to each possible sample. 
a. Sample 




3. What is a sampling distribution? 
a. Formally, a sampling distribution of a statistic is the probability distribution of the statistic computed 
from all possible random samples of the same size from the same population. 
b. A sampling distribution is a probability distribution that infers the likihood of some measure. They show 
the probability of a statistic. 
c. It is a distribution of statistics obtained by selecting all the possible samples of a specific size from a 
population. 
d. All of the above. 
 
Obj 2: Calculate a probability statistic of a sample 
4. _____________ is a number expressing the likelihood that a specific event will occur, expressed as the ratio of the 
number of actual occurrences to the number of possible occurrences. 
a. Sample 
b. Random Sampling 
c. Probability 
d. Population 
5. A standard deck of playing cards has 52 cards divided equally into four suits. Two suits are red (hearts and 
diamonds), and two are black (clubs and spades). Within each suite are cards labeled 1 (ace) to 10, jack, queen, 
and king. Given random sampling of a single card from a deck, what is the approximate chance of drawing the ace 





6. If you draw a single card once from a standard deck of 52 playing cards, what is the probability that it will be the 






7. At the beginning of the baseball season in a particular year, the New York Yankees have a 33% chance to win the 
American League pennant. What is the probability that the Yankees will win the pennant? (Answer: 33% or 
.3333) 
 
Obj 3: Recognize the variability between samples 
8. _____________ is the extent to which the measurements in a sampling distribution differ from one another. 
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Obj 4: Describe the effect of sample size on how well a sample resembles a population 
9. A ____________ is the set of all the individuals of interest in a particular study. 
a. Sample 




10. What happens to a PROPORTION of sample if they the number of fish in each sample (sample size) increases? 
a. The proportion of the sample gets closer to the proportion of the population 
b. The proportion of the sample gets further from the proportion of the population 
 
11. If you take 10 separate samples of fish of the same size from a pond, is the PROBABILITY getting closer or 
further from the PROBABILITY found in the population? 
a. Closer 
b. Further 
c. Not sure 
 
12. True or False: The larger the sample size, the better the sample resembles a population. 
 
Obj 5: Describe the differences between sample and population distributions 
13. Which of the following statements is an example of sample.  
a. Number smartphone users in the entire world. 
b. The number of days spent in intensive care for all people who have undergone heart transplant surgery. 
c. The number of words recalled from a list of 50 words by 25 first-year college students who 
volunteer to take part in an experiment. 
 
14. Which of the following statements is an example of a population.  
a. The number of words recalled from a list of 50 words by 25 first-year college students who volunteer to 
take part in an experiment. 
b. The number of days spent in intensive care for all people who have undergone heart transplant 
surgery. 
c. The number of errors made by rats learning a maze. 
 
15. Given a sample of 100 fish from Pond A, if the probability of Pond A is .368, what percentage of all the fish do 






16. As you increase your sample size, how will the proportion of your sample that is affected by the pollution relate to 
the proportion of the whole population that is affected? 
a. I expect the sample proportion to be the LESS like the POPULATION proportion. 
b. I expect the sample proportion to be the MORE like the POPULATION proportion. 
I expect the sample proportion to be UNRELATED to the POPULATION proportion  
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Post-test Only: For the following questions, read the question carefully and answer to the best of your 
ability. 
 
1. Based on the results you found during the experimental session, what type of oil do you suspect is 
polluting the water? 
a. Class A Oils: 
- In water, class A oils disperse readily but affect aquatic life in the upper water column. 
- Class A oils include high-quality refined fuels such as gasoline, kerosene, and jet fuel. 
- Are light and fluid, spread quickly when spilled and have a strong odor. 
- Are the most toxic but least persistent of all oils. 
b. Class B Oils: 
- Class B oils include most types of crude oils. Such oils are prone to forming lumps of oil or 
sludge. 
- Class B oils do not easily dilute and disperse, making it especially detrimental to wildlife. 
- Class B oils are sticky and adhere strongly to objects it comes into contact with. 
- Are heavy and have the tendency to sink in water over time. 
c. Non-Petroleum Oils: 
- Are synthetic oils, derived from plant or animal fats, for purposes such as cooking or 
lubricants. 
- Non-petroleum oils are slow to break down, causing long-lasting damage to an affected area. 
- Non-petroleum oils coat wildlife and can cause death due to suffocation or dehydration. 
- Examples of non-petroleum oil products include cooking fats and vegetable oils. 
 
2. What do you think the source of the pollutant is? 
a. A fuel spillage from a nearby oil refinery located by the shore. 
b. An oil tanker leak out in the open water that hasn't been contained yet. 
c. The public landfill run off into a neighboring tributary that connects with this bay. 
 
3. Given the suspected source and type of oil spilled, which of the following cleanup methods would 
you recommend? 
a. Flushing: can be effective in areas where the water is shallow and near shore. 
b. Dredging: cleaning deep below the surface of the impacted water. 
c. Bioremediation: using microorganisms or biological agents to break down and disolve oils. 
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Collaboration: Please answer the following questions on a scale of 1-10, (1 = strongly disagree, 10 = 
strongly agree). 
Communication 
My partner and I participated equally to complete the learning task. 
It was easy to work together during the learning task. 
I communicated with my partner a lot during the learning task. 
 
Sharing of the Device 
My partner and I took turns using the iPad to complete the learning. 
I used the iPad about the same amount as my partner did. 
 
Participation My partner and I participated equally to complete the learning task. 
Cooperation 
My partner and I had the same level of knowledge. 
My partner helped me during the learning activity. 
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I forgot about my immediate surroundings while using the app. 
I was so involved in the learning task that I ignored everything around me. 
I lost myself in this learning experience. 
I was so involved in my learning task that I lost track of time. 
I blocked out things around me when I was using the app. 
When I was using the app, I lost track of this world around me. 
The time I spent using the app just slipped away. 
I was absorbed in the learning task. 
During this learning experience I let myself go. 
 
Perceived Usability 
I felt frustrated while using this app. 
I found this app confusing to use. 
I felt annoyed while using this app. 
I felt discouraged while using this app. 
Using this app was mentally taxing. 
This learning experience was demanding. 
I felt in control of my learning experience. 
I could not do some of the things I needed to do on this app. 
 
Aesthetics 
This app is attractive. 
This app was aesthetically appealing. 
I liked the graphics and images used on this app. 
This app appealed to my visual senses. 
The screen layout of this app was visually pleasing. 
 
Endurability 
Learning on this app was worthwhile. 
I consider my learning experience a success. 
This learning experience did not work out the way I had planned. 
My learning experience was rewarding. 
I would recommend using this app to my friends and family. 
 
Novelty 
I continued to use this app out of curiosity. 
The content of the app incited my curiosity. 
I felt interested in my learning task. 
 
Involvement 
I was really drawn into my learning task. 
I felt involved in this learning task. 
This learning experience was fun. 
 
