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Abst ract - -The  action of external signals (constant, serrated, and its derivative, sinusoidal) on 
the RNN permit us to detect new specific features in the neural network dynamics, uch as inertia, 
swapping, and depression. Besides phenomena such as flocking of active neurons, external stimulus 
amplification and keeping the external stimulus trace have been observed. 
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1. INTRODUCTION 
A model of a neural network was developed and proposed by Kropotov and Pakhomov [1-3] on the 
basis of the investigations carried out at the Human Brain Institute (St. Petersburg). This model 
(named as the Realistic Neural Network (RNN)) is reminiscent of some human brain activities. 
It was noted that a computer simulation of RNN dynamics for different initial conditions and 
external signals is an actual and very interesting problem from mathematical nd practical points 
of view. 
In [4], the influence of the symmetry of the RNN model on its dynamics was studied, and 
the phase diagram for symmetrical structure of RNN and external signal of special form was 
structured. For symmetrical RNN with periodic external signals, the equations for oscillations 
were obtained, and the analytical solutions for special regions of parameters and constant external 
signal were found. Let us note that the behaviour of the RNN strongly depends on the external 
signal. At the same time, peculiar attention is given to the investigations of the effects of the 
human brain on periodic signals, which can be produced by nontraditional low-frequency magnetic 
fields [5]. This stimulated us to investigate the RNN dynamics under the influence of such type 
time-dependent periodic nonsinusoidal signals, which were not considered for this model earlier. 
In this present work within the numerical investigation of the RNN, a computer program was 
developed for IBM PC, running under MS Windows, and simulating the dynamic system. A large 
number of numerical experiments were performed and the main results obtained by Kropotov's 
group were reproduced. Particularly, different functioning modes of neural network were detected: 
the dissipation, the activation and the cyclic modes. The action on the RNN with the help of 
external signals of specific form (constant, serrated, and its derivative, sinusoidal) permit us 
to detect new specific features in the neural network dynamics, such as inertia, swapping, and 
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depression. Such phenomena s flocking of active neurons, external stimulus amplification and 
keeping the external stimulus trace have been observed, as well. 
2. INFLUENCE OF EXTERNAL SIGNAL 
ON THE RNN DYNAMICS 
The equations describing the dynamics of the RNN model are as follows: 
N 
Pi(k + 1) - Pi(k) = -aPi(k) + E W~j(k)Nj(k) - ~Nj(k) + Si(k), 
j= l  
= (xJ(k) + zy(k)) w °, 
X~(k + 1) - X~(k) = -AIXI(k) + B1Nj(k) + D,, 
X~(k + 1) - X~.(k) = -AgX}(k) - B2gj(k) + 02, 
f 1, Pj(k) >>_ O, g (k) 
"t 0, Pj(k) < 0. 
In these equations, the following notations are introduced: P~(k), membrane potential of the i th 
neuron at the discrete time k; N, output binary signal characterizing neuron state; 8, neuron 
activation threshold; S~, external signal for the ith neuron; Wij, neuron connection weight; W °,  
weight coefficient; XJ, activation function; X~, depression function. The constants have the 
following typical values: 
A1,A2 ~ 0.1, B1, B2 ~ 0.3-0.6, D1,D2"~O.1, a , l~ l .  
We used the RNN network with I00 neurons. The geometry of the network is a ring, that 
is, the weights decrease exponentially, when the distance between neurons grows. For all the 
examples given, the threshold 0 was equal to 0.5. 
2.1. Constant External Signal 
At the beginning, the dependence of the network dynamics was investigated with a constant 
external signal on the signal height. Figure I shows the behaviour of the network with activation 
(BI = 0.3) and depression (B2 = 0.6) parameters. When the signal height is less than some 
boundary value (Signal Height ~ 0.25) the average potential has the constant value being twice 
higher than the Signal Height. When (Signal Height > 0.25) the cyclic behaviour of the network 
is observed. The amplitude of the potential decreases and the frequency increases with the growth 
of the external signal intensity. 
Figure 2 shows the behaviour of the network with the activation (BI --- 0.3) and depression 
(B2 = 0.5) parameters. In this case, we can observe the cyclic behaviour of the network when the 
signal height belongs to the interval (-1.0 < Signal Height < 1.2). At other values of the signal 
height the potential reaches its maximal value at first, then decreases and becomes constant. 
Figure 3 shows the behaviour of the network with activation (BI = 0.3) and depression 
(B2 = 2.0) parameters. The network behaviour is similar to the above-mentioned case (/32 = 0.6) 
but both the amplitude and the frequency of the potential increase when the external signal in- 
tensity grows. 
2.2. Serrated External Signal 
The second external signal has a form shown in Figure 4. For most of the examples tinterval = 5, 
to = 2, where tinterval is time between peaks; to is time when the signal S = 0. Then S grows 
from 0 to Signal Height. 
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Figure 1. Example 2, S(t) = constant.  
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Figure 2. Example 4, S(t) = constant.  
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F igure  3. Example  5, S(t) = constant .  
F igure  4. Ser ra ted  signal.  
Table I. Cyclic behaviour of the network. 
Example  Signal  He ight  Act iv i ty  Max  Potent ia l  
1 1.333 act ivat ion  by 1 /2  of peaks  30 
2 0.6 ac t ivat ion  by 1/3 of peaks  55 
3 0.333 depress ion 0.4 
Table 2. Activation and depression. 
Example Signal Height 
2 0.6 
4 0.6 
5 0.6 
B1 
0.3 
0.3 
0.3 
B2 Activity 
0.6 cyclicity 
0.5 mostly activation 
2.0 mostly depression 
Table 3. Functioning modes. 
Example  B1 B2 
2 0.3 0.6 
6 0.3 0.3 
7 0.3 0.6 
Signal Height Activity 
0.6 cyclicity 
0.6 activation 
0 .03  depression 
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Figure 6. 
Table 1 shows the changes in the cyclic behaviour of the network with alteration of the input 
signal intensity. The network has some degree of inertia. That is, the network remains activated 
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(N i  = 1) some time after the peak, but it can skip (N{  = 0) the next peak. However, the network 
never skips more than two peaks in succession. 
The external signal is "summed" by the network, and the value of potential is much higher 
than the external signal. The network dynamics for Examples 1 and 3 is shown in Figure 5. In 
Example 3, when the external signal is low, the peaks are not skipped. 
Table 2 shows the dependence of the neural network dynamics on the activation (B1) and 
depression (B2) parameters. The values Bt and B2 are not symmetrical, because the equations 
for X 1 and X 2 are not symmetrical due to the equal signs of D1 and D2. The behaviour of the 
network in Examples 2, 4 and 5 is shown in Figure 6. It should be noted that in Example 4 the 
height of the potential peaks reaches its maximal value at first, then decreases, and stabilizes. 
Table 3 demonstrates cyclicity, activation and depression. The behaviour depends on the 
relation of the activation and depression parameters and the intensity of the external signal. 
Figure 7 shows the behaviour of the network from Example 4 with t ln terva l  = 20 and t in terva l  = 
100, Signal Height -- 0.9. Peaks are not skipped in this case. 
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Figure 7. Example 4. 
The network responds to the disturbance of the period of the external signal. Figure 8 shows 
the behaviour of the network for Examples 1, 2 and 4 with the external signal skipping one peak 
at t = 200. 
Table 4 shows the behaviour of the network when the external signal is the derivative of the ser- 
rated signal (see Figure 12). The network stabilizes in depression mode when the external signal 
is low enough. The behaviour of the network in Examples 2-5 is represented in Figures 9 and 10a. 
It should be noted that in Examples 2, 4 and 5, the average potentials P(t)  = (l/n)~'~n 1 Pi 
are absolutely identical. In Example 4, the network does not stabilize immediately. It can be 
explained by the influence of depression parameter B2. In case of a lower external signal in 
Example 3, the average potential has a smaller amplitude of oscillations. When the intensity of 
external stimulus is high enough, the amplitude of potential in the network with the derivative 
of the serrated signal is higher than in the case of the serrated signal itself (see Figure 10b). 
a 1 
o 
o 
Dynamics of Realistic Neural Network 
! iI, t,AAAA,AAAA,AA ./AAA.AAA/ 
0 , J I i 
160 ! 80 200 220 240 
Time 
40 
20 
0-  
o 
m 
0 
0 50 1 oo 150 200 2,50, 300 350 400 
Time 
(a) Example 1. 
-6 75 
c 50 
4# 
(~ 25 
~, 0 
e 0 50 1 O0 t 50 200 250 300 350 400 
Time 
(b) Example 2. 
o 12 
o 
o_ 4 
0 
>~ 0 50 1 O0 150 200 250 ,300 350 400 
<C Time 
(c) Example 4. 
Figure 8. 
Table 4. Derivative of serrated signal. 
Example Signal Height + Signal Height- 
1 0.666 -1.333 
3 0.166 -0.333 
2 0.3 -0.6 
4 0.3 -0.6 
5 0.3 -0.6 
BI B2 Activity 
0.3 0.6 activation 
0.3 0.6 depression 
0.3 0.6 depression 
0.3 0.5 depression 
0.3 2.0 depression 
673 
2.3. Sinusoidal  Externa l  Signal 
Figure 11 shows the behaviour of the network from Example 2 when the external signal is 
sin(t). It should be noted that the negative part of the sinnsoide is filtered out. The height of 
the potential peaks grows and then stabilizes. 
3. CONCLUSION 
The action on the RNN with the help of external signals of specific form (constant, serrated, and 
its derivative, sinusoidal) permit us to detect new specific features in the neural network dynamics, 
such a~ inertia, swapping and depression. Such phenomena as flocking of active neurons, external 
stimulus amplification and keeping the external stimulus trace have also been observed. The 
detailed investigation of these peculiarities represents an actual mathematical problem. 
From a practical point of view, we connect the perspective of further investigations of the RNN 
dynamics with a possibility of detection of the brain reaction on such magnetic fields and signals 
applying precise modern technologies based on superconducting SQUIDs [5]. 
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Figure 12. Derivative of serrated signal. 
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