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| Адаптивный фильтр на основе метода степенных векторов1
Рассмотрен адаптивный трансверсальный фильтр, обеспечивающий максимальное выходное от ­
ношение мощности полезного сигнала к суммарной мощности собственных шумов и внешних помех, ад­
дитивно поступающих на его вход. Предложен алгоритм адаптивной обработки входного процесса в 
базисе степенных векторов; получены регуляризованные оценки весовых векторов по ограниченному 
числу выборок входного процесса, которое может быть как больше, так и меньше числа отводов филь­
тра (случай короткой выборки). Приведены результаты моделирования адаптивной обработки, показы­
вающие высокую эффективность предложенного алгоритма.
ортогонализации, потери отношения мощностиАдаптивный фильтр, степенной базис, процедура 
сигнала к суммарной мощности шумов и помех
Основные идеи оптимальной фильтрации были 
сформулированы в результате оптимизации функ­
ционирования радиолокационных систем им­
пульсного типа [1]. Оптимальная фильтрация 
подразумевает вычисление в реальном масштабе 
времени корреляционного интеграла (операции 
свертки). Известно, что операцию свертки выпол­
няет такое физически реализуемое устройство, как 
трансверсальный фильтр с конечной импульсной 
характеристикой (КИХ-фильтр) [1]. Если на входе 
оптимального фильтра действуют помехи и по­
лезный сигнал, то на выходе будет получено мак­
симальное отношение мощности сигнала к сум­
марной мощности шумов и помех (ОСШП). Это 
свойство оптимального фильтра широко приме­
няется для обнаружения сигналов на фоне помех 
не только в радиолокации, но и, например, в си­
стемах связи, использующих в качестве полезных 
сигналов шумоподобные широкополосные сигналы.
При приеме широкополосных сигналов воз­
никает проблема, связанная с тем, что в частот­
ную полосу приемника кроме полезного сигнала, 
занимающего обычно большую часть этой поло­
сы, попадают аддитивные помехи различного 
происхождения, например, создаваемые другими 
системами передачи информации. Интенсивность
аддитивных помех, частично перекрывающих ча­
стотный диапазон полезного сигнала, может быть 
намного выше интенсивности последнего. При 
этом помеховая обстановка может изменяться во 
времени из-за появления или исчезновения тех 
или иных источников помех. В связи с этим воз­
никает необходимость адаптивной обработки 
входного процесса, заключающейся в нахожде­
нии вектора весовых коэффициентов трансвер- 
сального фильтра, обеспечивающего максималь­
ное отношение мощности полезного сигнала к 
суммарной мощности собственных шумов и 
внешних помех (ОСШ П) на выходе.
Для формирования весового вектора адаптив­
ной антенной решетки (ААР) применительно к 
узкополосным сигналам и помехам предложен и 
исследован метод степенных векторов [2]-[3]. 
Подавление аддитивных помех возможно благо­
даря информации о взаимных корреляциях ком­
плексных огибающих входных процессов в раз­
личных приемных каналах ААР, содержащейся в 
корреляционной матрице (КМ) помех. При воз­
действии на ААР точечного источника помехи, 
расположенного под неким углом к ее нормали, 
различие комплексных огибающих в приемных 
каналах будет заключаться в фазовом множителе,
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обусловленном различным пространственным 
расположением приемных антенн, и, следователь­
но, различным временем распространения сигна­
ла от источника до каждой приемной антенны.
Можно провести аналогию между ААР и рас­
сматриваемым адаптивным трансверсальным фильт­
ром (АТФ): роль приемных элементов в фильтре 
играют отводы используемой линии задержки 
(ЛЗ), а сдвиг по фазе комплексной огибающей 
сигналов в этих отводах обусловлен наличием ЛЗ 
в структуре фильтра. При этом аналогом точечно­
го источника помехи, воздействующего на ААР, 
будет являться однотональная помеха на входе 
АТФ, а аналогом распределенного в пространстве 
источника помехи, занимающего некую область 
углов, - широкополосная помеха на входе АТФ. 
Следовательно, используя информацию о взаим­
ных корреляциях комплексных огибающих про­
цессов в отводах АТФ и предложенные в работах
[4]—[6] методы обработки этой информации, 
можно найти искомый весовой вектор АТФ в виде 
разложения в базисе степенных векторов.
Весовой вектор W  АТФ будем искать из урав­
нения [7]
M W  = S, (1)
где M  — КМ комплексных огибающих входного 
процесса во всех отводах АТФ; S — вектор коэффи­
циентов импульсной характеристики неадаптивного 
согласованного с полезным сигналом фильтра.
Помеха на выходе АТФ получается в резуль­
тате весового суммирования задержанной вход­
ной помехи в N  отводах АТФ:
У = W  т X ,
где X  = [ ,  X2 , ..., x n ]т - вектор комплексных 
амплитуд помехи; W  = [ ,  W2, ..., w n ]т - век­
тор весовых коэффициентов; т - символ транс­
понирования.
При адаптивной обработке вместо точного 
вектора W  используется вектор W , полученный 
на основе максимально правдоподобной оценки 
M  КМ M  по L временным выборкам случайных 
комплексных амплитуд входного процесса
X (l ) = [х1 (l ) , х2 (l ) , ..., хп (l ) , ..., xn  (l )]т , 
где хп ( l ) = хп-1 (l +1) , l = 1, L [7]:
M  = (1/L )X  ( l) Х н ( l), (2)
причем — символ эрмитова сопряжения.
Затем в соответствии с (1) находится весовой
вектор W = M  1S. Однако такую оценку весового 
вектора нельзя рекомендовать для практического 
использования по следующим причинам. Во-пер­
вых, КМ (2) при числе выборок L «  N  является 
плохообусловленной, а в важном случае короткой 
выборки входного процесса, когда число выборок 
меньше числа отводов фильтра (L < N ), матрица
M  становится вырожденной. Вторая проблема 
связана с тем, что вычислительная сложность 
процедуры обращения КМ пропорциональна кубу
от ее размера (~ N 3 ) и, следовательно, резко воз­
растает с ростом числа N  отводов фильтра.
Задачи, связанные с обращением плохообу- 
словленных матриц, относятся к классу некор­
ректных задач [8] и для их решения следует ис­
пользовать методы регуляризации [9]. Подобные 
проблемы характерны для ААР. Для таких систем 
предложен ряд методов регуляризации весового 
вектора. В частности, представляют интерес ре- 
гуляризованные методы обработки сигналов, о с ­
нованные на представлении весового вектора в 
виде конечного разложения по степенным векторам
[5], [6]. Учитывая схожесть принципов простран­
ственной обработки сигналов в ААР и временной 
обработки в АТФ, представляет интерес исследо­
вание эффективности обработки, основанной на 
представлении весового вектора АТФ в виде ко­
нечного разложения по степенным векторам. Та­
кому исследованию посвящена настоящая статья.
Разложение весового вектора АТФ по сте­
пенным векторам. Рассмотрим АТФ, состоящий 
из ЛЗ с N  отводами (рис. 1, а), на каждом из кото­
рых имеется регулируемый комплексный весовой
коэффициент wn , п = 1, N .
Найдем решение (1) с помощью метода сте­
пенных векторов. Вектор-фазор j -й однотональ­
ной помехи с частотой f j  запишем в виде
ф j  = exp [  ( ( D + Фу ) ] ,
где D = т[0, 1, ..., N  - 1]т — вектор задержек в
отводах фильтра; ф j  — случайная начальная фаза.
Учитывая статистическую независимость от­
дельных источников помех, для КМ M  получим
M  = ( X X ^  = ст2I  + X  Ст|ф jф н , (3)
Рис. 1
где сто - мощность собственного шума в отводах
фильтра; I  - единичная матрица; ст2 - мощность
j -й помехи; J  - число источников помех; (•) -
символ статистического усреднения; н - символ 
эрмитова сопряжения.
Оптимальный весовой вектор принадлежит под­
пространству размерности J  +1, образованному
векторами S и Ф j , j  = 1, J  [4]. В этом подпро­
странстве можно ввести другую базисную систему 
векторов, например систему степенных векторов
2 K
S, MS, M  S, ..., M  S с числом линейно неза­
висимых векторов, меньшим либо равным числу 
действующих однотональных помех K  < J  без 
учета вектора-фазора полезного сигнала [10].
Степенные векторы образуют неортогональ­
ный базис, что усложняет дальнейшие преобразо­
вания. Поэтому перейдем к ортонормированной 
системе векторов F0 , F1 , F2 , ..., F k . Ортогона- 
лизация и нормировка степенных векторов начи­
наются с вектора S и выполняются с помощью 
известной процедуры [10]:
G  0 = S;
G 1 = MF0 - a 0F0;
G 2 = M F 1 - a 1F1 - p0F0; (4)
G  K = MFK-1 - a  K  -1FK-1 - Pk-2FK ^
где
a k-1 = {Fk-1MFk-1), k = K;
Pk-2 = (k-\MFk- 2 ), k = 2, K; Fk = G k G k|
1-0.5
Представим весовой вектор в виде разложения по 
ортонормированным векторам F0 , F1, F2, . , FK :
W  = F0 + q F1 + C2F2 +... + cK FK = F0 + (5) 
где F  = [F1 , F2 , • ^ , Fk ] - матрица, составленная из 
ортонормированных векторов; C = [c1 , С2 , ..., Ск] - 
вектор коэффициентов разложения. Вектор F0 
формирует основной канал фильтра, согласован- 
н^1й с полезным сигналом, а векторы F[, F2 , . ,  
FK - дополнительные каналы, необходимые для 
подавления помех. Структурная схема АТФ, осно­
ванная на разложении (5), представлена на рис. 1, б.
Чтобы найти вектор С, подставим (5) в (1) и
умножим слева на матрицу F н. Учтем, что вслед­
ствие ортогональности векторов F  KS = 0. В резуль­
тате получим систему из K  уравнений для вектора C:
F  нM FC  = - F нMF0.
Процедура ортогонализации степенных век­
торов [4] обладает важными свойствами: каждый 
ортогональный вектор, начиная c F2 , формирует­
ся с использованием только двух предыдущих 
векторов, а коэффициенты разложения a k , Pk - 
действительные числа. Благодаря этому матрица
F нM F  является действительной, симметричной 
и трехдиагональной. Элементы главной диагона­
ли равны ak (k = 0, K  -1), а элементы двух по­
бочных диагоналей одинаковы и равны Pk
(k = 0, K  - 2). Кроме того, вектор F нMFo имеет 
только первый ненулевой элемент, равный дей­
ствительному числу P0  = ( ( ? MF[). Такие свой­
ства матрицы F нM F  и вектора F нMFo позволи­
ли получить точное аналитическое решение для 
коэффициентов разложения q ,  С2 , . ,  Ск . [4].
Эффективность работы АТФ определяется 
значением ОСШ П. Оценку ОСШ П на выходе 
АТФ при известной КМ помех можно найти с по­
мощью формулы [7]
|2
■q(W ) =
|W4S| 
w нм w ’
(6)
Выражение (6) для метода степенных векто­
ров с учетом (5) и того, что F ^  = 0, преобразуем 
к виду [4]
, ( w ) =- '* ° S ' ^  ^
FtfS + С н F  нS|
Пст'
(F° + F C )  M  (F° + FC)
I |2 I |2
F°fS + С н F ^ l  F^S
F°IMF° + F°M FC
(7)
где
§ — a °  — P2
a1 p2
a  K-2
pK-2
a  K-1
Тогда потери B в ОСШ П  на выходе АТФ со ­
ставят:
B = 1°lg
n(W ppt) 
. (W ) :Пс
где W 0pt — весовой вектор, являющийся решени­
ем системы уравнений (1) при точно известной 
КМ помех (3); W  — весовой вектор, полученный 
методом разложения по степенным векторам (5) 
при выборочной КМ помех (2).
Регуляризация весового вектора. Формаль­
ное применение процесса ортогонализации [1°] 
при использовании выборочной КМ (2) приводит 
к образованию ортонормированной системы век­
торов с максимальным размером N , равным числу 
отводов рассматриваемого фильтра. Это снижает 
эффективность подавления помехи и увеличивает 
вычислительную сложность.
Из (7) видно, что с увеличением числа базис­
ных векторов оценка ОСШ П  может неограничен­
но возрастать, поскольку знаменатель уменьша­
ется, а числитель имеет фиксированное значение. 
Очевидно, что такая оценка ОСШ П не соответ­
ствует физическим условиям задачи. Для устра­
нения указанного эффекта необходимо выполнять
регуляризацию решения, ограничивая число ба­
зисных векторов. Для регуляризации решения ма­
тематической задачи обычно рекомендуется исполь­
зовать имеющуюся априорную информацию, исходя 
из физического содержания задачи [9]. В рассмат­
риваемом случае учтем априорную информацию
о том, что в каждом отводе фильтра имеется соб­
ственный шум мощностью ст^  .
Из структурной схемы рассматриваемого 
фильтра (см. рис. 1, б) следует, что каждый к-й 
дополнительный канал не только обеспечивает 
уменьшение мощности внешних помех P  (к) на 
величину ДР (к) = P (к -1) - P  (к ), но и увеличи­
вает мощность выходных собственных шумов на
величину стП |^ кFk |2 =стПc^. С ростом числа ка­
налов вначале преобладает эффект подавления 
внешних помех, а затем — эффект добавления 
собственного шума. Поэтому процесс ортогона- 
лизации следует останавливать при таком значе­
нии к, с которого начинает выполняться условие
ДР(к ) < ст°c l, причем базисный вектор Fk не 
следует включать в разложение (4).
Таким образом, регуляризованную оценку ОСШП 
на выходе фильтра можно представить в виде
|2
Чг =•
F° SI
§ + ст2
(  K X
1+ X с2 
к=1
(8)
Результаты моделирования. При моделиро­
вании в качестве полезного сигнала была исполь­
зована М-последовательность длиной 127 с гене­
рирующим полиномом g6 + g 5 + g2 +1. Нормиро­
ванная автокорреляционная функция R (m ) дан­
ной последовательности представлена на рис. 2 
(m — временная задержка, выраженная в отсчетах).
Так как адаптивный фильтр должен быть согла­
сован с полезным сигналом при отсутствии помех,
R
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Рис. 3
число отводов моделируемого фильтра должно быть 
равно длине М-последовательности, т. е. N  = 127.
Рассмотрим сначала случай узкополосных 
входных помех, которые при моделировании 
представляли собой гармонические колебания со 
случайными начальными фазами и частотами, 
равномерно распределенными в диапазонах 
[0, 2я] и [0, 1] /н соответственно ( / н - частота, 
нормированная на частоту дискретизации M -по­
следовательности). Мощности помех принима­
лись случайными из диапазона [10, 100] - 1nl J .
На рис. 3, а  показан амплитудный спектр одной 
реализации входного процесса при пяти помехах с
2
стп = 1, на рис. 3, б - АЧХ фильтра, весовой вектор
которого найден описанным алгоритмом разложе­
ния в базисе степенных векторов при длине обу­
чающей выборки L = N  = 127. Из рис. 3, б видно, 
что в АЧХ фильтра формируются глубокие про­
валы на тех частотах, на которых располагаются 
входные помехи.
Рассмотрим теперь случай широкополосных 
помех. Каждая широкополосная помеха имитиро­
валась как набор из 100 гармоник, расположен­
ных эквидистантно (П-образная помеха). Цен­
тральная частота /■ каждой из J  помех имела 
равномерное случайное распределение во всей 
полосе частот, ширина каждой помехи составляла
0.05 от полосы приемника.
Особый интерес представляет АЧХ адаптивного 
фильтра. На рис. 4, а  представлен амплитудный 
спектр одной случайной реализации J  = 5 широ­
кополосных помех, а на рис. 4, б - модуль АЧХ адап­
тивного фильтра, коэффициенты которого полу­
чены также регуляризованным методом разложе­
ния весового вектора в степенном базисе (длина 
выборки L = N  = 127) . Мощность помех прини­
малась случайной из диапазона [10, 100] ст2 / J .
Пусть в начальный момент времени весовой
вектор фильтра W т = S • |S| 0 5 , что соответству­
ет весовому вектору неадаптивного согласованно­
го фильтра. Абсолютное нормированное значение 
выходного сигнала в таком состоянии фильтра 
показано на рис. 5 в области 1. Весовой вектор со­
храняет свое начальное значение в течение всей 
процедуры адаптации, а по истечении L = 127 вы­
борок обновляется в соответствии с (5). Выход­
ной сигнал фильтра после процедуры адаптации 
показан на рис. 5 в области 2, в которой присут­
ствует сжатый полезный сигнал. Из рис. 5 можно 
видеть, что применение адаптивного фильтра поз­
воляет выделить полезный широкополосный сигнал 
из смеси произвольных широкополосных помех.
Качество и эффективность предложенного 
метода оценивались по зависимости потерь в 
ОСШ П от отношения L /N . Потери в ОСШ П вы­
числялись как отношение оптимального ОСШ П
а
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к регуляризованному ОСШ П  (8). Оптимальный 
весовой вектор определялся как W 0pt = M  1S1 ,
где S1 - использованная M -последовательность в
обратном порядке, т. е. сигнал, согласованный с 
M -последовательностью. При имитационном мо­
делировании также исследована зависимость по­
терь в ОСШ П предложенного метода от числа об­
разованных степенных векторов. Результаты мо­
делирования усреднялись по 1°°° реализациям. 
Число широкополосных помех J  = 5 .
На рис. 6 кривая 1 представляет потери в 
ОСШ П для предложенного метода степенных 
векторов, кривая 2 — при прямом обращении мат­
рицы. При одинаковом числе обучающих выборок 
L предложенный метод имеет меньшие потери в
Рис. 7
ОСШ П по сравнению с методом непосредствен­
ного обращения КМ помех.
Потери в ОСШ П  в зависимости от числа K 
использованных степенных векторов (длина вы­
борки входного процесса L = N  = 127) при пяти 
широкополосных помехах на входе фильтра при­
ведены на рис. 7. Маркером отмечена точка ми­
нимальных потерь, достигаемая при K  = 17.
°
В настоящей статье получено точное анали­
тическое решение для весового вектора адаптив­
ного фильтра в базисе степенных векторов. Дан­
ный фильтр позволяет максимизировать выход­
ное ОСШ П  при воздействии на его вход широко­
полосного полезного сигнала и нескольких широ­
кополосных помех, занимающих часть полосы 
приема. Предложенный алгоритм эффективно ра­
ботает при ограниченном объеме информации о 
помехе, в частности при числе выборок, совпа­
дающем или меньшем числа отводов фильтра 
(случай короткой выборки).
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Adaptive Matched Filter Based on Power Vector Method
Abstract. An adaptive transversal filter capable of suppressing broadband jams and receiving broadband signal simultane­
ously is considered. Signal processing algorithm using power vector basis is proposed. Regularized estimation weight vectors for a 
limited number of samples of the input process that can be both larger and smaller than the number of filter taps are obtained 
(case of short sampling). Simulation results showing high efficiency of signal processing algorithm are given.
Key w ords: Adaptive Filter, Power Base, Orthogonalization Procedure, Loss In SNR.
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Алгоритм распознавания типа источника радиоизлучения 
с использованием радиальных базисных функций
Предложен алгоритм распознавания типа источника радиоизлучения (ИРИ) с усложненной частот­
но-временной структурой. Алгоритм основан на разбиении классов обучающих данных радиотехниче­
ского контроля на подклассы и использовании их для принятия решения о типе ИРИ. Представлен ре­
зультат тестирования на модельных данных.
Нейронная сеть, радиально-симметричная базисная функция, распознавание типа источника 
радиоизлучения
При анализе и обработке данных радиотехни­
ческого контроля (РТК) методы распознавания 
типа источника радиоизлучения (ИРИ) занимают 
одно из центральных мест [1]—[3]. Алгоритмы 
распознавания [1], [2], реализованные в суще­
ствующих средствах РТК, требуют от оператора 
задания ряда параметров, определяющих количе­
ство типов (классов) ИРИ и форму и размер обла­
стей в пространстве признаков, соответствующих 
отдельным классам.
12
На практике операторы, как правило, не имеют 
априорной информации, необходимой для выбора 
этих параметров. Кроме того, простые математи­
ческие модели, лежащие в основе применяемых 
алгоритмов, не позволяют выделять классы с услож­
ненной частотно-временной структурой (ЧВС), 
наиболее адекватно отражающие реальные данные. 
Указанные недостатки часто приводят к неудо­
влетворительным результатам распознавания.
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