Abstract. We propose a hybrid forecast based on extended discrete grey Markov and variable dimension Kalman model and show that our hybrid model can improve much more the performance of forecast than traditional grey Markov and Kalman models. Our simulation results are given to demonstrate that our hybrid forecast method combined with degree of grey incidence are better than grey Markov and ARFIMA model or Kalman methods.
Introduction
Forecast of exchange rates has been regarded as one of the most challenging applications of modern time series forecasting. Thus, numerous models have been depicted to provide the investors with more precise predictions.
Hybrid forecast is a well-established and well-tested approach for improving the forecasting accuracy. Therefore, the importance of hybrid forecast methods has steadily increased and it acts still on time series forecasting.
ARFIMA Model
ARFIMA models are used to model long range dependent time series. ARFIMA models were introduced by [10] Researches about the parameter estimation of ARFIMA models still continue. The maximum likelihood (ML) methods for ARFIMA are proposed in many literature(fore example [18] ; exact ML method (EML) by [22] ). 
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Where (1) ( ) x k is given such as:
Then, we define non-homogenous discrete grey model ( DGM) such as
where (1) x (k) is fitting value of original sequence and [ , , , ] β = β β β β are given by
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The algorithm of non-homogenous discrete grey model ( DGM) is given such as;
Step 1; Find the parameters of system 1 2 3 4 [ , , , ] β = β β β β .
Step 2; Put ξ = ) 1 ( x ) 1 ( and find the simulation values n , ,
is the function of ξ .
Step 3; Calculate
Q is the function of ξ .
Step 4; Put 0 d dQ = ξ and calculate the value ξ which Q have to take minimum.
Step 5; Calculate the value ) k ( x ) 1 ( corresponding to ξ obtained from step 4.
Step 6; calculate the forecast value n , , 3 , A one-step transition probability P is associated with each possible transition from stat i e to stat j e , and P can be estimated using 
Fuzzy weight Markov model
Owing to the fuzzy transition probability from the state i S to the state j S is denoted by
, the time series time series which we are going to establish is given such as;
X is the predicted value obtained by using non homogenous discrete grey model. The forecasting model obtained by above methods is called the non homogenous discrete grey -fuzzy weight Markov model. We denote this model by DGM-FMarkov.
Fractal Kalman Model
The sequence )} N N {lg(
is called the observation series and it denote
Here i N is actual exchange rate value theoretically.
By statistical noise, the exchange rate value obtained practically is i N .
The sequence )} r r {lg(
is called the time series and it denote
is called the fractal degree series and it denote
From here, we obtain such as; 
It is statistical error of trade member in the exchange rate transaction. It can be seen as zero-mean white noise. Now, we put such as;
Therefore, we can obtain matrix form equation such as; 
The initial conditions of Kalman filter are given by such as;
[ ]
Here 2 I is two-dimension unit matrix.
From filter recurrence algorithm, we can obtain one-step predicted value ) n / 1 n ( X + .
The component of it is given such as;
Here n is the given sample number. Therefore, the forecast value of exchange rate in time We introduce the notation such as
The hybrid forecasting model
The weight based on least square method has been obtained such as 
The determination of combinational weight based on the effective degree method
To explain a discussion briefly, let us ) 
Then, the effective degree of the comprehensive forecast method has been defined such as ) 1
It show that the greater S is, the more higher the accuracy of the forecast model, the more stable and the more and more effective the model Therefore, we have to find out the weights 1 k and 2 k by optimizing of S . That is ) 1 ( E S min σ − =
The determination of combinational weight based on optimal grey relation degree method
We put 
The combinational weight based on the optimal grey relation degree is determined such as; Third, we have combined ARFIMA,DGM-FMarkov and F-Kalman by weight based on the optimal grey relation degree, which is called by method 3.
Forecast simulation experiments
To compare the forecast performances of the models the monthly seasonally adjusted US 
The smaller the values of RMSFE and MAPFE, the better the forecasting performance of the model. The lager the value of DA, the better the forecasting performance of model. The results of prediction are shown in the following table . In our simulation experiment, 12 = h Here Method of [10] is ARFIMA model, which has been researched in paper [10] .
From this table, we see that the methods 3 are better than other methods in criterion RMSE.
The method 3 is best from the view point of DA, and the method 3 is best from the view point of MAPFE, MAFE and RMSFE. In particular, the method 3, which is by weight based on the optimal grey relation degree, has the best performance. This shows that hybrid forecast is better than single one.
Conclusion

