Introduction

This paper
2 is an attempt to present an introduction to the Stein-Sahi complementary series available for non-experts and beginners.
1.1. History of the subject. Theory of infinite dimensional representations of semi-simple groups was initiated in pioneer works of I. M. Gelfand and M. A. Naimark (1946) (1947) (1948) (1949) (1950) , V. Bargmann [2] (1947), and K. O. Friedrichs [12] (1951-1953). The book [14] by I. M. Gelfand and M. A. Naimark (1950) contains a well-developed theory for complex classical groups GL(n, C), SO(n, C), Sp(2n, C) (the parabolic induction, complementary series, spherical functions, characters, Plancherel theorems). However, this classical book 3 contained various statements and asseverations that were not actually proved. In the modern terminology, some of chapters were 'mathematical physics'. The most of these statements were really proved by [1958] [1959] [1960] [1961] [1962] in works of different authors (Harish-Chandra, F. A. Berezin, etc.) .
In particular, I. M. Gelfand and M. A. Naimark (1950) claimed that they classified all unitary representations of GL(n, C), SO(n, C), Sp(2n, C). E. Stein [46] compared Gelfand-Naimark constructions for groups SL(4, C) ≃ SO(6, C) and observed that they are not equivalent. In 1967 E. Stein constructed 'new' unitary representations of SL(2n, C).
D. Vogan [48] in 1986 obtained the classification of unitary representations of groups GL(2n) over real numbers R and quaternions H. In particular, this work contains extension of Stein's construction to these groups. In 1990s, the Steintype representations were a topic of interest of S. Sahi see [40] , [41] , [42] , S. Sahi-E. Stein [44] , A. Dvorsky-S. Sahi [8] - [9] . In particular, Sahi extended the construction to other series of classical groups, precisely to the groups SO(2n, 2n), U(n, n), Sp(n, n), Sp(2n, R), SO * (4n), Sp(4n, C), and SO(2n, C).
Stein-Sahi representations for U(n, n).
Denote by U(n) the group of unitary n × n-matrices. Consider the pseudo-unitary group U(n, n). We realize it as the group of (n + n) × (n + n)-matrices g = a b c d satisfying the 1 Supported by the grant FWF, project P19064, Russian Federal Agency for Nuclear Energy, Dutch grant NWO.047.017.015, and grant JSPS-RFBR-07.01.91209
2 It is a strongly revised version of two sections of my preprint [30] . 3 Unfortunately the book exists only in Russian and German. determines an action of the group U(n, n) on the space U(n).
The unitary group is equipped by the Haar measure dµ(z), hence we can determine the Jacobian of a transformation (1.1) by
.
Lemma 1.2 The Jacobian of the transformation z → z [g] on U(n) is given by
J(g, z) = | det(a + zc)| −2n .
Fix σ, τ ∈ C. For g ∈ U(n, n) we define the following linear operator in the space C ∞ (U(n)):
The formula includes powers of complex numbers, precise definition is given below. In fact, g → ρ σ|τ (g) is a well-defined operator-valued function on the universal covering group U(n, n) ∼ of U(n, n). The chain rule for Jacobians, J(g 1 g 2 , z) = J(g 1 , z)J(g 2 , z
[g1] ), (1.3) implies ρ σ|τ (g 1 )ρ σ|τ (g 2 ) = ρ σ|τ (g 1 g 2 ).
In other words, ρ σ|τ is a linear representation of the group U(n, n) ∼ .
Observation 1.3 If
Re σ + Re τ = −n, Im σ = Im τ then a representation ρ σ|τ is unitary in L 2 (U(n)).
This easily follows from the formula for the Jacobian.
Next, let σ, τ be real. We define the Hermitian form on C ∞ (U(n)) by the formula In fact, the domain of positivity is the square −1 < τ < 0, −n < σ < −n + 1 and its shifts by vectors (−j, j), j ∈ Z , see Figure 5 .
In particular, under this condition, a representation ρ σ|τ is unitary.
For some values of (σ, τ ) the form ·, · σ|τ is positive semi-definite. There are two the most important cases.
1. For τ = 0, we get highest weight representations (or holomorphic representations). Thus, the Stein-Sahi representations are nearest relatives of holomorphic representations.
2. For τ = 0, σ = 0, −1, −2, . . . , −n we obtain some exotic 'small' representations of U(n, n).
1.3. The structure of the paper. We discuss only groups 4 U(n, n). In Section 2 we consider the case n = 1 and present the Pukanszky classification [37] of unitary representations of the universal covering group of SL(2, R) ≃ SU (1, 1) .
In Section 3 we discuss Stein-Sahi representations of arbitrary U(n, n). In Section 4 we explain relations of Stein-Sahi representations and holomorphic representations. In Section 5 we give explicit constructions of the Sahi 'unipotent' representations.
In Section 6 we discuss some open problems of harmonic analysis. If u − v ∈ Z, then this expression is well defined for all a = 0. However, the expression is well defined in many other situations, for instance if |1 − a| < 1 and u, v are arbitrary (and even for |1 − a| = 1, a = 1) The norm z of an n × n-matrix z is the usual norm of a linear operator in the standard Euclidean space C n . 4 A comment for experts. Stein-Sahi representations of a semisimple Lie group G are complementary series induced from a maximal parabolic subgroup with Abelian nilpotent radical.
The cases G = U(n, n), Sp(2n, R), G = SO * (4n) (related to tube type Hermitian symmetric spaces) are parallel. The only difficulty is Theorem 3.11 (the expansion of the integral kernel in characters, we choose G = U(n, n), because this can be done by elementary tools). In the general Hermitian case, one can refer to the version of the Kadell integral [20] from [29] (the integrand is a product of a Jack polynomial and a Selberg-type factor.
For other series of groups, Stein-Sahi representations depend on one parameter, and picture is more pure (in particular, inner products for degenerate ('unipotent') representations can be written immediately). A BC-analog of Kadell integral is unknown (certainly, it must exist, and some special cases were evaluated in the literature, see e.g., [30] ). On the other hand, Stein-Sahi representations have multiplicity free K-spectra. In such situation, there is lot of ways for examination of positivity of inner products, see e.g. [41] , [42] , [5] .
New elements of this paper are 'blow-up construction' for unipotent representations and (apparently) tame models for representations of universal coverings. The representations themselves were constructed in works of Sahi. We denote the Haar measure on the unitary group U(n) by µ; assume that the complete measure of the group is 1.
The Pochhammer symbol is given by
( d) The one-dimensional representation. Models of these representations are given below.
The general Stein-Sahi representations are a strange 'higher copy' of the SU(1, 1)-picture.
References. The classification of unitary representations of SL(2, R) ≃ SU(1, 1) was obtained by V. Bargmann [2] ; it was extended to the SU (1, 1) ∼ by L. Pukanszky [37] , see also P. Sally [45] .
A. Preliminaries 2.1. Fourier series and distributions. By S 1 we denote the unit circle |z| = 1 in the complex plane C. We parameterize S 1 by z = e iϕ . By C ∞ (S 1 ) we denote the space of smooth functions on S 1 . Recall, that
Recall that a distribution h(ϕ) on the circle admits an expansion into a Fourier series,
For s ∈ R we define the Sobolev space W s (S 1 ) as the space of distributions
2.2. The group SU(1, 1). The group SU(1, 1) ≃ SL(2, R) consists of all complex 2 × 2-matrices having the form
This group acts on the disc |z| < 1 and on the circle |z| = 1 by the Möbius transformations z → (a + bz) −1 (b + az).
2.3.
A model of the universal covering group SU(1, 1) ∼ . Recall that the fundamental group of SU(1, 1) is Z. A loop generating the fundamental group is
Some example of multi-valued continuous function on SU(1, 1) are
We can realize SU(1, 1) ∼ as a subset in SU(1, 1) × C consisting of pairs a b b a , σ , where e σ = a.
Thus, for a given matrix a b b a the parameter σ ranges if the countable set
,
Here a 3 is the matrix element of g 3 = g 1 g 2 .
Theorem 2.1 a)
a3 a1a2 − 1 < 1, and therefore the logarithm is well defined. b) The operation • determines the structure of a group on SU(1, 1) × C.
c) SU(1, 1)
∼ is a subgroup in the latter group.
The proof is a simple and nice exercise. Now we can define the single-valued function ln a on SU(1, 1) by setting ln a := σ.
B. Non-unitary and unitary principal series 2.4. Principal series of representations of SU(1, 1). Fix p, q ∈ C. For g ∈ SU(1, 1) define the operator T p|q (g) in the space C ∞ (S 1 ) by the formula
here we use the notation (1.5) for complex powers.
Proof. a) First,
Since |z| = 1 and |a| > |b|, the last two factors are well defined. Next,
and ln a is a well-defined function on SU(1, 1) ∼ . Proof of b). One can verify this identity for g 1 , g 2 near the unit and refer to the analytic continuation.
The representations T p|q (g) are called representations of the principal (nonunitary) series.
Remark. a) A representation T p|q is a single-valued representation of SU(1, 1) iff p − q is integer.
2.5. The action of the Lie algebra. The Lie algebra su(1, 1) of SU(1, 1) consists of matrices
It is convenient to take the following basis in the complexification su(1, 1) C = sl(2, C):
These generators act in C ∞ (S 1 ) by the following operators
Equivalently,
(2.5) 2.6. Subrepresentations.
Proof of a). Clearly, our subspace is L 0 -invariant and L + -invariant. On the other hand, L − z q = 0, and we can not leave our subspace.
All possible positions of subrepresentations of T p|q are listed on Figure 1 .
2.7. Shifts of parameters.
A verification is trivial.
2.8. Duality. Consider the bilinear map
Observation 2.6 Representations T p|q and T 1−p|1−q are dual with respect to
Proof. After simple cancelations we get the following expression in the left hand side of (2.7)
Keeping in mind z = z −1 , we transform Now the integral comes to the desired form:
We also define a sesquilinear map 
given by 9) where the function (1 − zu) {p−1|q−1} is defined by
The integral converges if Re(p + q) > −1. 
Proof. Let Re p, Re q be sufficiently large. Then we write
and open brackets in (2.13). For instance, the coefficient at (z/u) 0 is
where 2 F 1 is the Gauss hypergeometric function. We evaluate the sum with the Gauss summation formula for 2 F 1 (1), see [18] , (2.1.14). Proof of Theorem 2.8. Denote by
the Fourier coefficients in (2.12). Evidently, c n admits holomorphic continuation to the whole plane 5 C 2 . By [18] , (1.18.4),
Keeping in mind (2.11), we get c n ∼ const · |n|
(2.14)
Then I p|q : z n → c −n z n and I p|q : a n z n → a n c −n z n .
Obviously, this map sends smooth functions to smooth functions. Proof of Corollary 2.10. In this case, all c n = 0. Proof of Theorem 2.9. The calculation is straightforward,
Next, we observe
The unitary principal series in coordinates
The shift h → h + 1 does not change a representation. Also the symmetry s → −s sends a representation to an equivalent one. Therefore representations of the principal series are enumerated by the a semi-strip 0 h < 1, s 0. It is more reasonable to think that representations of the unitary principal series are enumerated by points of a semi-cylinder (s, h), where s 0 and h is defined modulo equivalence h ∼ h + k, where h ∈ Z.
and come to
Now we change a variable again
and come to the desired expression
2.11. The unitary principal series.
Proof is straightforward, also this follows from Observation 2.7.
C. The complementary series
2.12. The complementary series. Now let
Consider the Hermitian form on C ∞ (S 1 ) given by
(2.17) By (2.12),
Proof. Indeed, in this case all coefficients
Theorem 2.14 Let 0 < p < 1, 0 < q < 1. Then the representation T p|q is unitary with respect to the inner product ·, · p|q , i.e.,
Proof. This follows from Theorem 2.9 and Observation 2.7. Indeed,
Keeping in mind our future purposes, we propose another (homotopic) proof. Substitute (2.17) . Applying the identity
Sobolev spaces.
Denote by H p|q the completion of C ∞ (S 1 ) with respect to the inner product of the complementary series. 
In this case the inner product
. Next consider arbitrary (p, q), where 0 < p < 1, 0 < q < 1. By (2.14), the space H p|q consists of Fourier series a n z n such that
Thus, H p,q is the Sobolev space
D. Holomorphic and anti-holomorphic representations
Denote by D the disk |z| < 1 in C.
2.14. Holomorphic (highest weight) representations. Set q = 0,
Since |a| > |b|, the factor (a + bz) −p is holomorphic in the disk D. Therefore the space of holomorphic functions in D is SU (1, 1) ∼ -invariant. Denote the representation of SU (1, 1) ∼ in the space of holomorphic functions by T + p .
Theorem 2.15 a) For p > 0 the representation T + p is unitary, the invariant inner product in the space of holomorphic functions is
b) For p > 1 the invariant inner product admits the following integral representation:
where dλ(z) is the Lebesgue measure in the disk. c) For p = 1 the invariant inner product is
We denote this Hilbert space of holomorphic functions by H + p . Proof. The invariance of inner products in b), c) can be easily verified by straightforward calculations.
To prove a), we note that weight vectors z n must be pairwise orthogonal. Next, operators of the Lie algebra su(1, 1) must be skew-self-adjoint. The generators of the Lie algebra must satisfy
Therefore,
This implies a). If p = 1, then z n , z n = 1 for n 0, i.e., we get the L 2 -inner product.
The theorem does not provide us an explicit integral formula for inner product in H + p if 0 < p < 1. There is another way of description of inner products in spaces of holomorphic functions. Proof. Indeed,
In fact, the identity (2.21) is an all-sufficient definition of the inner product. We will not discuss this (see [10] , [31] ), and prefer another way.
Realizations of holomorphic representations in quotient spaces.
Consider the representation T −1|−1−p of the principal series,
The corresponding invariant Hermitian form in C ∞ (S 1 ), is
(we write another pre-integral factor in comparison with (2.17)). The integral diverges for p > 1. However, we can define the inner product by
the latter definition is valid for all p > 0. We denote by L ⊂ C ∞ (S 1 ) the subspace consisting of series n<0 a n z n . This subspace is SU(1, 1)-invariant and our form is nondegenerate and positive definite on the quotient space
Next, we consider the intertwining operator
as above (but we change a normalization of the integral),
The kernel of the operator is L and the image consists of holomorphic functions. We omit further discussion because these representations are twins of highest weight representations.
Observation 2.17 a) The operator I −1|−1−p is a unitary operator
C ∞ (S 1 )/L → H + p . b) The representation T −1|−1−p in C ∞ (S 1 )/L is
E. The blow-up trick
Here we discuss a trick that produces 'unipotent' representations of U(n, n) for n 2, see Subsection 5.2.
2.18. The exotic case p = 1, q = 0. In this case, Let us discuss the behavior of the inner product of the complementary series near the point (p|q) = (1|0),
Consider the limit of this expression as p → 1, q → 0. The Fourier coefficients of the kernel are the following meromorphic functions
Note that 1. c n (p, q) has a pole at the line p + q = 1; 2. for n 0, the function c n (p, q) has a zero on the line q = 0; 3. for n < 0, the function c n (p, q) has a zero at the line p = 0. Thus our point (p, q) = (1, 0) lies on the intersection of a pole and of a zero of the function c n (p, q). Let us substitute p = 1 + εs q = εt, where s + t = 0 to c n (p, q) and pass to the limit as ε → 0. Recall that In particular, for s = 0 we get T + 1 -inner product, and for t = 0 we get T − 1 -inner product. Generally,
Therefore we get a one-parametric family of invariant inner products for T 1|0 . However, all of them are linear combinations of two basis inner products mentioned above (t = 0 and s = 0).
Stein-Sahi representations
Here we extend constructions of the previous section to the groups G := U(n, n). The analogy of the circle S 1 is the space U(n) of unitary matrices.
A. Construction of representations 3.1. Distributions ℓ σ|τ . Let z be an n × n matrix with norm < 1. For σ ∈ C, we define the function det(1 − z) σ by
Extend this function to matrices
We define the function ℓ σ|τ (g) on the unitary group U(n) by
Obviously,
. . , e iψn , where 0 ψ k < 2π, be the eigenvalues of z ∈ U(n). Then
Proof. It suffices to verify the statement for diagonal matrices; equivalently we must check the identity
We have
Further, both the sides of the equality
are real-analytic on (0, 2π) and the substitution ψ = π gives 1 in both the sides.
3.2. Positivity. Let Re(σ + τ ) < 1. Consider the sesquilinear form on C ∞ (U(n)) given by
For σ, τ ∈ R this form is Hermitian, i.e.,
, this expression admits a meromorphic continuation in σ, τ to the whole C 2 .
This follows from general facts about distributions; however, this fact is a corollary of the expansion of the distributions ℓ σ|τ in characters, see Theorem 3.11. This expansion implies also the following theorem: The domain of positivity is the union of the dotted squares on Figure 5 . For σ, τ satisfying this theorem, denote by H σ|τ the completion of C ∞ (U(n)) with respect to our inner product.
3.3. The group U(n, n). Consider the linear space C n ⊕ C n equipped with the indefinite Hermitian form 3. In points of the thick segments, we have some exotic unitary sub-quotients. 4. The shift (σ, τ ) → (σ + 1, τ − 1) send a representation ρ σ|τ of SU(n, n) ∼ to an equivalent representation. 5. The permutation of the axes (τ, σ) → (σ, τ ) gives a complex conjugate representation. 6. The symmetry with respect to the point (−n/2, −n/2) (black circle) gives a dual representation (for odd n this point is a center of a dotted square; for even n this point is a common vertex of two dotted squares). 7. For σ + τ = n (the diagonal line) our Hermitian form is the standard L 2 -product. 8. Linear (non-projective) representations of U(n, n) correspond to the family of parallel lines σ − τ ∈ Z. where ·, · is the standard inner product in C n . Denote by U(n, n) the group of linear operators in C n ⊕ C n preserving the form {·, ·}. We write elements of this group as block (n + n) × (n + n) matrices g := a b c d . By definition, such matrices satisfy the condition
The following formula
determines an action of the group U(n, n) on the space U(n).
Proof is given in Subsection 3.20.
3.4.
Representations ρ σ|τ of U(n, n). Denote by U(n, n) ∼ the universal covering of the group U(n, n), see for details Subsection 3.18. Fix σ, τ ∈ C. We define an action of U(n, n) ∼ in the space C ∞ (U(n)) by the linear operators
We must explain the meaning of the complex power in this formula. First,
The defining equation (3.6) implies ca Proof is given in Subsection 3.23. Proposition 3.8
Shifts of parameters.
Proposition 3.9 For integer k,
The intertwining operator is the multiplication by the determinant
This operator also defines an isometry of the corresponding Hermitian forms.
B. Expansions of distributions ℓ σ|τ in characters. Positivity 3.8. Characters of U(n). See Weyl's book [49] . The set of finite dimensional representations of U(n) is parameterized by collections of integers (signatures) m :
The character χ m of the representation 6 π m (a Schur function) corresponding to a signature m is given by
where e iψ k are the eigenvalues of z. Recall that the denominator admits the decomposition det
Central functions. A function F (z) on U(n) is called central if
In particular characters and ℓ σ|τ are central functions. For central functions F on U(n), the following Weyl integration formula holds
where diag(·) is a diagonal matrix with given entries. Any central function F ∈ L 2 (U(n)) admits an expansion in characters,
where the summation is given over all signatures m and the coefficients c m are L 2 -inner products
Note that χ m = χ m * , where
Applying formula (3.12), explicit expression (3.9) for characters, and formula (3.10) for the denominator, we obtain
Let F (z) be multiplicative with respect to eigenvalues,
(for, instance F = ℓ σ|τ , see (3.3)). Then we can apply the following simple lemma (see e.g. [28] ).
Lemma 3.10 Let X be a set,
Lobachevsky beta-integrals.
We wish to apply Lemma 3.10 to functions ℓ σ|τ . For this purpose, we need for the following integral, see [15] , 3.631,1, 3.631,8,
It is equivalent to the identity (2.12). In a certain sense, the integral (3.21) is a multivariate analog of the Lobachevsky integral. On the other hand, (3.21) is a special case of the modified Kadell integral [29] .
3.11. Expansion of the function ℓ σ|τ in characters.
Proof is contained in Subsection 3.13. For the calculation we need for Lemma 3.13 proved in the next subsection.
3.12. A determinant identity. Recall that the Cauchy determinant (see e.g. [22] ) is given by
The following version of the Cauchy determinant is also well known.
. . .
Proof. Let ∆ be the Cauchy determinant (3.18). Then
. . . . . .
We take lim y1→∞ y 1 ∆ and substitute y α+1 = b α .
The following determinant is a rephrasing of [22] , Lemma 3.
Proof. Decomposing a matrix element into a sum of partial fractions, we obtain
Therefore the (α + 1)-th row is a linear combination of the following rows:
. . . 
Thus our determinant equals
and we refer to Lemma 3.12.
3.13. Proof of Theorem 3.11. We must evaluate the inner product
Applying (3.13), we get
By Lemma 3.10, we reduce this integral to
We apply the Lobachevsky integral (3.15) and get
Applying standard formulas for Γ-function, we come to
The factors outside the box do not depend on on k. Thus, we must evaluate the determinant
Up to a permutation of rows, it is a determinant of the form described in Lemma 3.13 with
After a rearrangement of the factors, we obtain the required result.
3.14. Characters of compact groups. Preliminaries. First, recall some standard facts on characters of compact groups, for details, see e.g. [21] , 9.2, 11.1.
Let K be a compact Lie group equipped with the Haar measure µ, let µ(K) = 1. Let π 1 , π 2 , . . . be the complete collection of pairwise distinct irreducible representations of K. Let χ 1 , χ 2 , . . . be their characters. Recall the orthogonality relations,
and
where * denotes the convolution on the group,
Consider the action of the group K × K in L 2 (K) by the left and right shifts
The projector to a subspace V k is the convolution with the corresponding character,
(in particular, f k is smooth). For f ∈ C ∞ we have ∆ p f ∈ C ∞ ; this implies the first statement. Since q(m) has a finite number of zeros (one), the second statement follows from a) and the duality.
Observation 3.14 Let f be a function on
3.15. Hermitian forms defined by kernels. Let Ξ be a central distribution on K satisfying Ξ(g −1 ) = Ξ(g). Consider the following Hermitian form on C ∞ (K)
Consider the expansion of Ξ in characters
Lemma 3.15
Proof. The Hermitian form (3.26) is K × K-invariant. Therefore the subspaces V k ≃ π k ⊗ π * k must be pairwise orthogonal. Since π k ⊗ π * k is an irreducible representation of K × K, it admits a unique up to a factor K × Kinvariant Hermitian form. Therefore it is sufficient to find these factors.
Set 22) and (3.23) .
3.16. Positivity. Let Re(σ + τ ) < 1. Consider the sesquilinear form on C ∞ (U(n)) given by 28) where the distribution ℓ σ|τ is the same as above.
Observation 3.16
For fixed f 1 , f 2 ∈ C ∞ (U(n)), the expression f 1 , f 2 σ|τ admits a meromorphic continuation in σ, τ to the whole C 2 .
Proof. Expanding f 1 , f 2 in elementary harmonics
we get (see Lemma 3.15)
where the meromorphic expressions for c m were obtained in Theorem 3.11. The coefficients c m have polynomial growth in m. On the other hand, f m j rapidly decrease, see Observation 3.14. Therefore, the series converges.
Proof of positivity. Corollary 3.6 We look at the expression (3.16). It suffices to examine the factor
because signs of all the remaining factors are independent on m j . Let n ∈ Z and α ∈ (0, 1). Then
Therefore (3.29) is positive whenever integer parts of τ and −σ − n equal.
3.17. The L 2 -limit. Proof of Proposition 3.8. Thus, let σ + τ = −n. Then
Indeed, in this case Γ-factors in (3.16) cancel, and we use (3.11). Keeping in mind (3.27), we get Proposition 3.8.
C. Other proofs
Here we prove that the operators ρ σ|τ preserve the inner product determined by the distribution ℓ σ|τ .
3.18. The universal covering of the group U(n, n). The fundamental group of U(n, n) is The universal covering U(n, n) ∼ of U(n, n) can be identified with the the set U of triples
The multiplication of triples is given by the formula
where the Berezin cocycle c ± is given by
2 );
here g 3 = g 1 g 2 , and
2 − 1 < 1, therefore the logarithm is well defined. On the other hand,
This shows that the U is closed with respect to multiplication. For details, see [31] . In particular, det(a) is a well-defined single-valued function on U(n, n) ∼ . In our notation, it is given by (g, s, t) → s.
3.19.
Another model of U(n, n). We can realize U(n, n) as the group of (n + n) × (n + n)-matrices g = α β γ δ satisfying the condition
3.20. Action of U(n, n) on the space U(n). Proof of Lemma 3.4 . We must show that for
For z ∈ U(n), consider its graph graph(z) ⊂ C n ⊕ C n . It is an n-dimensional linear subspace, consisting of all vectors v ⊕ vz, where a vector-row v ranges in C n . Since z ∈ U(n), the subspace graph(z) is isotropic 8 with respect to the Hermitian form 1 0 0 −1 . Conversely, any n-dimensional isotropic subspace in C n ⊕ C n is a graph of a unitary operator z ∈ U(n). Thus we get a one-to-one correspondence between the group U(n) and the Grassmannian of n-dimensional isotropic subspaces in C n ⊕ C n . The group U(n, n) acts on the Grassmannian and therefore U(n, n) acts on the space U(n). Then (3.31) is the explicit expression for the latter action. Indeed
We denote ξ := v(a + zc) and get
and this completes the proof of Lemma 3.4. Thus, U(n) is a U(n, n)-homogeneous space. We describe without proof (it is a simple exercise) the stabilizer of a point z = 1. It is a maximal parabolic subgroup.
In the model (3.30) it can be realized as the subgroup of matrices having the structure α 0
It is a semidirect product of GL(n, C) and the Abelian group R n 2 . In our basic model the stabilizer of z = 1 is the semi-direct product of two subgroups 1 2 
Proof. A verification of this formula is straightforward, we only outline the main steps. First, J(g, z) := | det −2n (a+zc)| satisfies the chain rule (1.3). Next, the formula (3.34) is valid for g ∈ U(n, n) having the form a 0 0 d , where u, v ∈ U(n). Indeed, the corresponding transformation of u → u [h] is u → a −1 ud, its Jacobian is 1.
Therefore we can set z = 1, z [g] = 1. Now we must evaluate the determinants of the differentials of maps z → z
[g] at z = 1 for g given by (3.32) and (3.33). In the second case the differential is the identity map, in the first case the differential is dz → α * (dz)α. We represent α as p∆q, where ∆ is diagonal with real eigenvalues and p, q are unitary. Now the statement becomes obvious.
3.22. The degenerate principal series. Proof of Proposition 3.7. Thus, let Re(σ + τ ) = −n, Im(σ) = Im(τ ) = s. Then
where Arg(·) is the argument of a complex number. Therefore
and we change the variable z = u [g] keeping in mind Lemma 3.17.
3.23. The invariance of the kernel. Proof of Proposition 3.5.
Lemma 3.18
The distribution ℓ σ|τ satisfies the identity
Proof. This follows from the identity
which can be easily verified by a straightforward calculation (see e.g. [31] ).
Proof of Proposition 3.5. First, let Re(σ+τ ) < 1. Substitute
2 to the integral
By the lemma, we obtain
Thus, our operators preserve the form ·, · σ|τ . For general σ, τ ∈ C, we consider the analytic continuation. 
CH(t) SH(t) SH(t) CH(t)
for some (uniquely determined) t and some
Now we must show that the operator f (z) → det(z)f (z) intertwines ρ σ|τ and ρ σ+1|τ −1 A straightforward calculation reduces this to the identity det(a + zc)
, which becomes obvious after the substitution (3.36). Also, ℓ σ+1|τ −1 (z) = −ℓ σ|τ (z) det z and this easily implies the second statement of Proposition 3.9.
Hilbert spaces of holomorphic functions
Theorem 3.3 exhaust the cases when the form ·, · σ|τ is positive definite on C ∞ (U(n)). However there are cases of positive semi-definiteness. They are discussed in the next two sections.
Set τ = 0. In this case, our construction produces holomorphic representations 9 of U(n, n). Holomorphic representations were discovered by HarishChandra (holomorphic discrete series, [17] ) and Berezin (analytic continuations of holomorphic discrete series, [3] ). They are discussed in numerous texts (for partial expositions and further references, see e.g. [10] , [31] ), our aim is to show a link with our considerations.
4.1. The case τ = 0. Substituting τ = 0, we get the action
The Hermitian form is This means that all coefficients c m in the formula (3.27) are non-negative, but some coefficients vanish. In fact the proof (see below) is the examination of these coefficients.
Under the conditions of the theorem we get a structure of a pre-Hilbert space in C ∞ (U(n)). Denote by H σ the corresponding Hilbert space. Next, consider the action of the subgroup U(n) × U(n) in H σ . We must get an orthogonal direct sum
Some of summands of (3.24) disappear, when we pass to the quotient space; actually the summation is taken over a proper subset Ω σ of the set of all representations. The next theorem is the description of of the set Ω σ .
Theorem 4.2 a) If σ < −(n − 1), then
Proofs. 10 Substitute τ = 0 to (3.17), In this case we get an uncertainty in the expression (4.1):
The order of the pole of the numerator is n − α. However order of a pole in the denominator ranges between n − α and n according to m. If the last order > n − α, then the ratio is zero. The only possibility to get order of a pole = n − α is to set
Thus the coefficients c m are nonzero only for signatures satisfying (4.5); they are positive.
We omit a discussion of positive integer σ (the invariant inner product is not positive).
Intertwining operators.
Denote by B n the space of complex n × nmatrices with norm < 1.
Consider the integral operator
It intertwines ρ σ|0 with the representation ρ −n|−n−σ , denote the last represen-
The I σ -image H • σ of the space H σ consists of functions holomorphic in B n . The structure of a Hilbert space in the space of holomorphic functions is determined by the reproducing kernel
Concluding remarks (without proofs).
a) For σ < −(2n − 1), the inner product in H
• σ can be written as an integral 
Unipotent representations.
Here we propose models for 'unipotent representations' of Sahi [43] and DvorskySahi, [8] - [9] . Denote by V m the U(n) × U(n)-subrepresentation in C ∞ (U(n)) corresponding a signature m, see Subsection 3.14.
Theorem 5.1 The subspace
The representation of U(n, n) in each W j is unitary.
We formulate the result for α = 0 separately. In this case W tail = 0. In particular, we get a canonical decomposition of L 2 (U(n)) into a direct sum of (n + 1) subspaces.
Proof is given in the next subsection.
The blow-up construction.
11 The distribution ℓ σ|τ depends meromorphically in two complex variables σ, τ . Its poles and zeros are located at σ ∈ Z and in τ ∈ Z. For this reason, values of ℓ σ|τ at points (σ, τ ) ∈ Z 2 generally are not uniquely defined. Passing to such points from different directions, we get different limits 12 . Thus, set
Substituting this to (3.17), we get
Theorem 5.3 a) Let s = −t. Then there exist a limit in the sense of distributions:
4)
In other words, the function (σ|τ ) → ℓ σ|τ has a removable singularity at ε = 0 on the line σ = −n + α + εs, τ = εt, where ε ∈ C. 
where L j is of the form 
Next, examine factors of the denominator, The minimal possible order of a pole of the denominator is n − α. In this case, c m has a finite nonzero limit, of the form
If an order of pole in the denominator is > n − α, then c m (s : t) = 0. This corresponds to the tail.
We omit to watch the positivity of c m (s : t). Formally, it is necessary to watch the growth of c m (s : t) as m → ∞ and the growth of ∂ ∂ε c m (−n + α + εs, εt)
to be sure that (5.4) is a limit in the sense of distributions. This is a more-or-less trivial exercise on the Gamma-function. There are many ways to express L j in the terms of ℓ s:t . One of variants is given in the following obvious proposition. L j (zu * )f 1 (z)f 2 (u) dµ(z) dµ(u) (5.9)
They are related as
A form L j is zero on
and determines an inner product on W j ≃ C ∞ (U(n))/Y j .
6 Some problems of harmonic analysis 6.1. Tensor products ρ σ|τ ⊗ ρ σ ′ |τ ′ . Nowadays the problem of decomposition of a tensor product of two arbitrary unitary representations does not seem interesting. We propose several informal arguments for reasonableness of the problem in our case. a) For n = 1 it is precisely the well-known problem of decomposition of tensor products of unitary representations of SL(2, R) ∼ ≃ SU(1, 1) ∼ , see [36] , [23] , [39] , [16] , [32] . b) Decomposition of tensor products ρ σ,0 ⊗ ρ σ ′ ,0 of holomorphic representations is a well-known combinatorial problem, see [19] . c) Tensor products ρ σ,0 ⊗ ρ 0|τ ′ are Berezin representations, see [4] , [47] , [27] . d) All problems a)-c) have interesting links with theory of special functions. e) There is a canonical isomorphism 13 )
ρ −n/2|−n/2 ⊗ ρ −n/2|−n/2 ≃ L 2 U(n, n)/GL(n, C) .
Thus, we again come to a classical problem, i.e., the problem of decomposition of L 2 on a pseudo-Riemannian symmetric space G/H, see [11] , [35] .
14 General tensor products ρ σ|τ ⊗ ρ σ ′ |τ ′ can be regarded as deformations of the space L 2 U(n, n)/GL(n, C) .
Restriction problems.
1.Consider the group G * := U(n, n) and its subgroup G := O(n, n). The group G has an open dense orbit on the space U(n), namely G/H := O(n, n)/O(n, C).
The restriction of the representation ρ −n/2|−n/2 to G is equivalent to the representation of G in L 2 (G/H). Restrictions of other ρ σ|τ can be regarded as deformations of L 2 (G/H).
The same argument produces deformations of L 2 on some other pseudoRiemannian symmetric spaces. Precisely, we have the following variants.
2. G * = U(2n, 2n), G/H = Sp(n, n)/Sp(2n, C).
3. G * = U(n, n), G/H = SO * (2n)/O(n, C).
4. G * = U(2n, 2n), G/H = Sp(4n, R)/Sp(2n, C).
5. G * = U(p + q, p + q), G/H = U(p, q) × U(p, q)/U(p, q). In this case, G/H ≃ U(p, q).
6. G * = U(n, n), G = GL(n, C). In this case, we have (n + 1) open orbits G/H p = GL(n, C)/U(p, n − p).
7. G * = U(n, n) × U(n, n), G = U(n, n). This is the problem about tensor products discussed above.
6.3. The Gelfand-Gindikin programm. Recall the statement of the problem, see [13] , [34] . Let G/H be a pseudo-Riemannian symmetric space. The natural representation of G in L 2 (G/H) has several pieces of spectrum. Therefore, L 2 (G/H) admits a natural orthogonal decomposition into direct summands having uniform spectra. The problem is: to describe explicitly the corresponding subspaces or corresponding projectors.
In Subsection 5.1 we have obtained a natural decomposition of L 2 (U(n)) into (n + 1) direct summands. Therefore in the cases listed in Subsection 6.2 we have a natural orthogonal decompositions of L 2 (G/H). In any case, for the one-sheet hyperboloid U(1, 1)/C * we get the desired construction (see Molchanov [24] , [25] ).
Matrix Sobolev spaces?
Our inner product ·, · σ|τ seems to be similar to Sobolev-type inner products discussed in Subsection2.13. However it is not a Sobolev inner product, because the kernel det(1 − zu * ) {σ|τ } has a non-diagonal singularity.
Denote s = −σ − τ + n.
Let F be a distribution on U(n), let F = F m be its expansion in a series of elementary harmonics. We have
where
Our Hermitian form defines a norm only in the case |s| < 1, but (6.2) makes sense for arbitrary real s. Thus we can define a Sobolev space H s on U(n) of arbitrary order. Author does not know applications of this remark, but it seems that it can be useful in the following situation.
First, a reasonable harmonic analysis related to semisimple Lie groups is the analysis of unitary representations. But near 1980 Molchanov observed that many identities with special function admit interpretations on "physical level of rigor" as formulas of non-unitary harmonic analysis. Up to now, there are no reasonable interpretations of this phenomenon (but formulas exist, see, e.g. [7] , see also [27] , Section 1.32 and formula (2.6)-(2.15) ). In particular, we do not know reasonable functional spaces that can be scene of action of such analysis. It seems that our spaces H s can be possible candidates.
