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Abstract
Core collapse supernovae occupy a special place in the cosmic hierarchy for their role in disseminating and producing
most elements in the Universe heavier than hydrogen and helium, without which life as we know it would not be possible.
These catastrophic events mark the end of a massive star’s life and the birth of a neutron star or a black hole, and are the
most energetic explosions in the Cosmos. Core collapse supernovae result when the iron core of a massive star becomes
unstable at the end of the star’s evolution, collapses on itself, rebounds at ultra-high densities, and produces a shock
wave that will ultimately be responsible for disrupting the star. As infalling core material passes through the shock, it
is compressed and heated, and the core nuclei are dissociated (broken up) at the expense of thermal, pressure-producing
energy behind the shock, thereby weakening it. In addition to this energy loss, energy is carried away from the shocked
region by massless particles know as \neutrinos". The shock stalls, and is later thought to be revived by a \neutrino
heating" mechanism. At the time the shock stalls, the core consists of an inner \neutrinosphere" radiating neutrinos and
\antineutrinos" of three \avors": \electron", \muon", and \tau" neutrinos and their antineutrinos. This inner core will
ultimately radiate away its thermal energy, cool, and go on to form a neutron star or a black hole. Revival of the stalled
shock above the neutrinosphere is mediated by the absorption of electron neutrinos and antineutrinos emerging from
the radiating proto-neutron star. This heating depends sensitively on the neutrino luminosities, spectra, and distribution
of neutrino direction cosines in the region behind the shock. In turn, this depends on the neutrino transport through
three regions: the \neutrino-thick", diusion region deep within the core below the neutrinosphere, the \semitransparent"
region encompassing the neutrinosphere, and the \neutrino-thin", streaming region at larger radii. Sucient accuracy for
a denitive simulation of the supernova outcome can be obtained only via a solution of the neutrino Boltzmann transport
equations and their coupling to the hydrodynamics equations governing the evolution of the core material.
In this article we present a numerical method to solve the neutrino Boltzmann equations coupled to the core hydro-
dynamics. Spherical symmetry is assumed, but our methods extend to multidimensional Boltzmann transport simulations.
(With the assumption of spherical symmetry, radius is the only spatial variable, rendering the simulation, at least as far as
the spatial dimensions are concerned, one-dimensional. However, as we will discuss, the Boltzmann equation is a \phase
space" equation in radius and neutrino direction cosine and energy, and therefore, inherently multidimensional even when
spherical symmetry is assumed.) We also present the results of comparisons of \multigroup ux-limited diusion" (ap-
proximate) neutrino transport and Boltzmann (exact) neutrino transport in post-core bounce supernova environments, with
an eye toward the quantities central to the neutrino-heating, shock-revival mechanism. Multigroup ux-limited diusion is
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the most sophisticated transport approximation implemented thus far in core collapse supernova simulations, and will be
described in some detail in this article. Our results demonstrate that dierences signicant to shock revival are obtained
with the two transport schemes, supporting the claim that accurate neutrino transport is paramount in simulations of
these important cosmic events. We discuss the ramications our results have for our ongoing simulations of core collapse
supernovae with exact Boltzmann neutrino transport. c© 1999 Elsevier Science B.V. All rights reserved.
Keywords: Radiation transport; Neutrinos, Supernovae; Boltzmann equation; Implicit methods
1. Prelude
Core collapse supernovae are spectacular stellar explosions that mark the end of a star’s life after
millions to billions of years of stellar evolution, disrupting it amost entirely. They occupy a special
place in the astrophysics and cosmic hierarchy for many reasons. Among them: They are the most
energetic explosions in the cosmos, releasing of order 1053 erg of energy in of order 10 s, at a
staggering rate of 1045−46 W! The energy release occurs as the hot stellar remnant cools via the
emission of an intense \neutrino" ux, releasing gravitational binding energy and leaving behind
a nascent neutron star. (Neutrinos, like photons, are massless particles. There are three neutrino
\avors" | \electron", \muon", and \tau" | along with their \antineutrino" partners.)
Core collapse supernovae are responsible for disseminating and producing most of the nuclei in
the Universe. Elements heavier than helium, through the iron group, are synthesized in stars during
the course of stellar evolution, and when a star ends its nuclear burning life and is disrupted in a
few hours in a supernova explosion, these elements are disseminated into the interstellar medium to
be postprocessed later on in other stars, solar systems, or other astrophysical systems. In addition
to disseminating nuclei formed during stellar evolution, supernovae play a key role in synthesizing
additional heavy elements. For example, heavy elements up to iron are synthesized \explosively" in
the shock-compressed, shock-heated material, as the shock propagates outward through the star. And
in the neutron-rich \wind" that emanates from the hot remnant proto-neutron star left behind after
the star explodes, transiron elements are synthesized by a rapid \neutron capture" process.
While they signal stellar death, supernovae also signal the birth of neutron stars and black holes.
These important and enigmatic astrophysical objects form from the cooling supernova remnant and
are the basic building blocks of other astrophysical objects and systems. Pulsars, which are rotating
neutron stars, and X-ray binary systems, which are composed of accreting black holes and their
stellar companions, are among many important examples.
Because of their astrophysical and cosmological importance, and because modeling core collapse
supernovae and supernova nucleosynthesis will require the Herculean task of accurately simulat-
ing multidimensional radiation hydrodynamics (coupled radiation transport and hydrodynamics), the
quest for a solution to the supernova problem has been dubbed the quest for the astrophysics Holy
Grail, which has eluded research eorts for more than three decades. Now, with the myriad of new
observations from the IMB and Kamiokande neutrino detectors, the Hubble Space Telescope, the
Compton Gamma Ray Observatory, the International Ultraviolet Explorer, and other ground-based
and space-based facilities, with the promise of hundreds to thousands of neutrino detections of all
three avors from the next-generation detectors SNO and Super-Kamiokande, with an ever increas-
ing understanding of the ingredients that play a key role in the supernova mechanism, and with
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the computing power aorded by massively parallel architectures, we are presented with a unique
opportunity to nally solve one of Nature’s most important problems, and in so doing, take a big
step toward understanding how life as we know it became possible.
2. Introduction
Stars more massive than about ten times the mass of our Sun evolve to an onion-like conguration,
with an iron core surrounded by successive layers of silicon, oxygen, carbon, helium, and nally
hydrogen. In addition to iron nuclei, the core is composed of electrons, positrons (these particles
have the same mass as an electron, but opposite charge), photons, and a small fraction of protons
and neutrons. The pressure in the core, which supports it against the inward pull of gravity, is
dominated at this stage by the electrons, and the balance between the electron pressure and gravity
is only marginally stable. As a result of \electron capture", whereby an electron and proton in the
core combine to form a neutron and an electron neutrino, and as a result of dissociation, whereby
nuclei in the core naturally break up under the extreme densities and temperatures, electron pressure
support is reduced, and the core becomes unstable and collapses on itself.
Beginning with central densities of about 109−10 g=cm3, the collapse proceeds through \nuclear
matter densities", i.e., the density of protons and neutrons in the nucleus. At this point, the core
undergoes a \phase transition" to \nuclear matter", composed of protons and neutrons. As a result,
the pressure at the center of the core increases dramatically, initiating a core rebound. This dramatic
increase in pressure stems from two things: (1) There is a \hard core" or barrier preventing nucleons
from coming arbitrarily close together. (2) Nucleons, and for that matter neutrinos, are \Fermions",
and no two Fermions can coexist in exactly the same state, which prevents them from being squeezed
into an ever decreasing spatial volume.
One other critical characteristic of the collapsing core sets the stage for everything that follows: The
velocity of infalling matter in the core increases as we move out from the core center. Eventually, the
infall velocity exceeds the local sound speed, i.e., the infall becomes supersonic. Any information
about the rebounding innermost part of the core is signaled via pressure waves that propagate
out from the center at the speed of sound to other parts of the core. When these waves reach
the point at which the infall is supersonic, i.e., the \sonic point", they are swept in as fast as
they attempt to propagate outward. The net result: No information about the rebounding inner core
reaches the infalling outer core, which in turn sets up a density, pressure, and velocity discontinuity
in the ow, i.e., a shock wave. This shock wave will ultimately be responsible for propagating
outward through the star, and disrupting the star in a spectacular explosion known as a \core collapse
supernova".
If the shock were to propagate outward without stalling, we would have what has become known
as a \prompt-shock mechanism". Unfortunately this does not occur. Because the shock loses energy
in dissociating (breaking up) the iron nuclei that pass through it as it propagates outward and as the
material in the core infalls through it, and because the shock loses additional energy in the form of
electron neutrinos that escape the core after they are formed when the electrons and newly liberated
protons (via dissociation) combine through electron capture, the shock stalls in the iron core, and it
is thought to be revived by what has become known as the \delayed-shock mechanism", originally
proposed by Wilson [47] and Bethe and Wilson [7].
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At the time the shock stalls, the core conguration is composed of a central radiating object, called
the proto-neutron star; this object is formed from the central unshocked part of the core below the
sonic point, i.e., where the shock forms, plus shocked material that is not expelled and that settles
onto it. This object is called a proto-neutron star because it will go on to form a neutron star after it
settles and cools, one of the key by-products of core collapse supernovae. The proto-neutron star has
a relatively \cold" inner part, composed of unshocked nuclear matter, together with a hot \mantle",
which is composed of shocked neutrons and protons, among other components.
As time elapses, the hot, shocked mantle of the proto-neutron star cools, radiating neutrinos of
all three avors, along with their antineutrinos, i.e., electron, muon, and tau neutrinos and antineu-
trinos. These neutrinos are radiated from what is known as the \neutrinosphere", comparable to the
photosphere in the Sun, from which most of the Sun’s photons (light) are radiated. The neutrinos
are radiated from the cooling proto-neutron star at a staggering rate of 1045−46 W. To put it in
simple terms, one can think of this central object as a luminous neutrino \lightbulb", which will
ultimately be responsible for heating the material behind the shock, imparting energy to it, and
in turn \reviving" the shock, which will cause it to propagate outward again and ultimately disrupt
the star. The neutrino heating is mediated primarily by electron neutrino and antineutrino absorp-
tion on neutrons and protons, respectively. Of the  1053 erg of energy released from the cooling
proto-neutron star in the form of neutrinos, only  1% of this energy need be absorbed behind
the shock to generate the  1051 erg of energy associated with the explosion, which includes the
ejecta kinetic energies and the photon emission in all wavebands (e.g., optical, X-ray, -ray, etc.).
Also potentially important are modes of convection that may occur in the proto-neutron star and
convection that occurs behind the stalled shock that may serve to boost the neutrino heating, heating
eciency, or provide more favorable conditions for shock revival. (For more background on core
collapse supernovae, the reader is referred to [9,44,6,14,5,39]. For a detailed discussion of the state
of the art in multidimensional supernova models that include convection, the reader is referred to
[24,17,26,31].)
Neutrinos propagate through the proto-neutron star and interact with the protons, neutrons, and
electrons in this central object via absorption and scattering. The average distance travelled by
a neutrino between interactions is known as its \mean free path". Because the \cross sections"
(probabilities) for neutrino interactions are neutrino-energy dependent, with reduced cross sections
for reduced energies, neutrinos of lower energies have longer mean free paths. The neutrinosphere
is located at a point in the core at which the neutrino mean free paths become comparable to the
size of the proto-neutron star. For mean free paths that are much less, which occurs deep within
the core below the neutrinosphere, the neutrinos interact with the core many times before escaping;
consequently, these neutrinos \diuse" out of the core, and their transport is well described by
diusion theory. On the other hand, for mean free paths that are much larger than the size of the
proto-neutron star, which occurs well outside it, the neutrinos do not interact with the core material,
and they \stream" out of the core unimpeded; their transport at this point is well described by \radial
free streaming". At the neutrinospheres, the neutrinos are not transported by diusion, nor are they
radially free streaming; their transport is signicantly more complicated and is well described only
by solutions of the full Boltzmann neutrino transport equations.
A solution to the Boltzmann equation describes the time evolution of the neutrino \distribution
function", which gives the number of neutrinos at a given spatial location with a given direction
cosine and energy. Thus, the Boltzmann equation is a phase space equation, i.e., an equation in the
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multidimensional space of all possible spatial locations, direction cosines, and energies. Therefore,
even a \one-dimensional" supernova simulation, in which spherical symmetry is assumed, is in reality
a multidimensional simulation.
The Boltzmann equation for neutrinos in core collapse supernovae for spherically symmetric ows
will be given in the next section. For our purposes here, it is sucient to write it in operator form
as
@f=@t = O[f] (1)
where f is the distribution function, which is a function of space and neutrino direction cosine
and energy, and where O is an operator that is the sum of \transport" and \collision" operators.
A solution of the Boltzmann equation in supplying the neutrino distribution function supplies an
innite hierarchy of \moments" of the distribution function, dened by
 0 =
Z
d 0f;  1 =
Z
d 1f;  2 =
Z
d 2f; : : : ;  n =
Z
d nf (2)
where we have assumed, as an example, spherical symmetry, in which the neutrino distribution
function at any point in space is a function of a single direction cosine, , and energy, E.
A solution of the Boltzmann equation (1) is equivalent to solving an innite hierarchy of equations
for the \moments" of the distribution function, which can be written asZ
d 0
@f
@t
=
Z
d 0O[f] ;
Z
d 1
@f
@t
=
Z
d 1O[f] ;
Z
d 2
@f
@t
=
Z
d 2O[f] ; : : : ;
Z
d n
@f
@t
=
Z
d nO[f]:
(3)
It is instructive to note that for each component of the stellar core, i.e., the photons, electrons,
positrons, protons, neutrons, and nuclei, one can write down a kinetic equation for the component
distribution function. Each kinetic equation, in turn, induces an innite series of moment equations,
as in Eq. (3). Under certain conditions and assumptions, these series close and give rise to the
familiar hydrodynamics equations for the component uids. (For more on this, see [3].)
Because solving the Boltzmann equation is computationally intensive, even in one-dimensional
simulations that assume spherical symmetry, historically a number of approximations have been
implemented, ranging from very simple to rather sophisticated. A brief history will be given in the
next section. For our purposes later on, we note that in Eq. (3),  0 is the neutrino \energy density"
for the neutrino energy E, and  1 is the neutrino \ux".
3. A brief history of neutrino transport
A solution to the supernova problem has eluded research eorts for more than three decades,
beginning with the earliest simulations of Colgate and White [20]. In this time, dictated mainly by
available technology, the transport of neutrinos was simulated with a variety of increasingly sophis-
ticated approximations, from simple \leakage" schemes (e.g., see [46,4]), to \two-uid" approaches
(e.g., see [25,21]), and ultimately \multigroup ux-limited diusion" (e.g., see [1,8,10,40]). We will
discuss the last scheme in some detail.
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Multigroup ux-limited diusion (MGFLD) \closes" the neutrino radiation hydrodynamics
hierarchy of Eqs. (3) at the level of the rst moment (the neutrino ux) by imposing a rela-
tionship between the ux and the gradient of the neutrino energy density (the zeroth moment). For
example,
 1 =−c
3
@ 0
@r
+    ; (4)
=
1
1=+ j@ 0=@rj=3 0 ; (5)
where  is the neutrino mean free path [10]. (Other forms for the ux-limiter  can be found
in [8,29,40].) The term \multigroup" means that the transport is carried out for each neutrino en-
ergy separately. Because of the energy dependence of the neutrino interactions, and consequently
mean free paths, neutrinos of dierent energies may behave very dierently. The term \ux lim-
ited" means that the ux is kept from exceeding the maximum ux, which would obtain if the
neutrinos were streaming out radially at the speed of light. If diusion theory were used to de-
scribe the transport in this instance, the neutrino ux would be superluminal, i.e., exceed the value
allowable by the nite speed of light. This happens because diusion theory assumes that the neu-
trinos always propagate a distance given by their mean free path, even if this distance exceeds
the distance that could be traversed by the neutrinos in a time t, moving at the speed of
light [38].
Whereas the limits  ! 0 and  ! 1 produce the correct diusion and free streaming uxes,
it is in the critical intermediate regime where the MGFLD approximation is of unknown accuracy.
Unfortunately, the quantities central to the postshock neutrino heating, i.e., the neutrino luminosities,
spectra, and distributions in direction cosine, are determined in this regime, and given the sensitivity
of the neutrino heating to these quantities (e.g., see [16,26,31]), it becomes necessary to consider
more accurate transport schemes. Moreover, in detailed one-dimensional simulations that have im-
plemented elaborate MGFLD neutrino transport (e.g., see [1,48,45]), explosions were not obtained
unless the neutrino heating was boosted by additional phenomena, such as convection. This leaves
us with at least two possibilities to consider: (1) Failures to produce explosions in the absence
of additional phenomena, such as convection, have resulted from neutrino transport approximation.
(2) Additional phenomena may be essential in obtaining explosions.
As one might imagine, the neutrino transport approximations that have been implemented in
multidimensional simulations have, by necessity, been less sophisticated than those implemented in
detailed one-dimensional simulations (e.g., see [24,17,26,31]). Thus, the general issues discussed here
and in the Introduction apply even moreso to the former. Moreover, whether or not multidimensional
eects such as convection play an important role in the explosion mechanism will not displace
accurate neutrino transport as playing the central role. Neutrinos power core collapse supernovae;
convection may only aid in this process.
With the advent of present day supercomputers, it has become possible to consider exact Boltzmann
neutrino transport solutions in core collapse supernovae. This article outlines the partial dierential
equations that are solved, the nite dierencing and numerical algorithm that are used to obtain such
solutions numerically, and reports on our most recent application of Boltzmann neutrino transport in
supernova modeling. Whereas our approach is based on the discrete ordinates method for solving the
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transport equations (e.g., see [23,30]), other methods are possible [e.g., accelerated lambda iteration
(ALI)]. The reader is referred to the article by Werner in this volume for a detailed description
of this method. It has been applied recently to neutrino transport in core collapse supernovae by
Burrows [15]. We also point out that recently another Boltzmann code based on our method has
been constructed by Yamada et al. [51]. They compared the results of neutrino transport in post core
bounce supernova environments using both discrete ordinates and Monte Carlo schemes and found
excellent agreement between the two.
In what follows, we will restrict ourselves to spherical symmetry, i.e., to one-dimensional core
collapse supernova simulations. However, the numerical method we present extends to any number
of spatial dimensions. It is now well established that convection will develop in core collapse super-
novae deep within the stellar core shortly after core bounce, although it is not yet well established
what role this convection plays in initiating explosions (e.g., see [24,17,26,31]). Therefore, realistic
simulations of core collapse supernovae and the successful prediction of all observables associated
with them, such as bullet-like ejecta, neutron star kicks, and nucleosynthesis, will ultimately require
three dimensions. Moreover, as we pointed out, accurate three-dimensional multigroup neutrino trans-
port will also be required. Unfortunately, at least for the time being, realistic three-dimensional
Boltzmann transport with sucient phase space resolution is well beyond present computer
technology.
The numerical method we outline is also applicable, at least in principle, to photon transport | for
example, in stellar or supernova \atmospheres". The fundamental diculty in applying the method to
photon transport is a practical one: Sucient resolution of millions of atomic line transitions would
require tens of thousands of energy groups, unlike the tens of energy groups that suciently resolve
the continuum neutrino opacities encountered in core collapse supernova simulations. For tens of
thousands of groups, it would be impractical to consider solving for each time step the equations
we consider here.
4. Partial dierential equations
4.1. Hydrodynamics
4.1.1. Preliminaries
Whereas the focus of this paper is on neutrino transport in core collapse supernovae, a discussion
of the hydrodynamics to which it is coupled is included for completeness. There are two funda-
mental approaches in simulating the stellar core hydrodynamics. One approach is a \Lagrangian"
approach, and the other an \Eulerian" approach. In a Lagrangian approach, all of the uid quantities
are functions of Lagrangian spatial coordinates (i.e., spatial coordinates that move with the uid el-
ements, and for a given element, remain constant), and time, in some frame of reference. (Note that
this frame of reference can be dierent from the \Lagrangian frame of reference" instantaneously
comoving with the uid element and in which the space and time coordinates are those given by
the comoving observer’s meter sticks and clocks.) In whatever frame of reference is chosen, the
Lagrangian spatial coordinates associated with a particular uid element do not change in the course
of the simulation, which is simplifying and one motivation for considering this coordinatization. In
an Eulerian approach, the uid quantities are functions of xed spatial coordinates, and time, in
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some frame of reference; the Eulerian spatial coordinates associated with a particular uid element
do change with time as the element moves.
In our simulations, we adopt a Lagrangian approach, and we choose to measure all things | space,
time, neutrino direction cosines and energies | in local inertial frames of reference instantaneously
comoving with the core uid, i.e., in Lagrangian frames. Because of conservation of mass, the mass
enclosed at a radius, r, at some time, t, in the frame of reference at rest with respect to the center
of the star, does not change as the core material moves inward or outward in radius. This singles it
out as a natural Lagrangian spatial coordinate. The time coordinate is the local time measured by a
comoving observer.
When a stellar core collapses and rebounds to produce a supernova, and as the neutron star
remnant forms, the densities in the central regions are extreme. Under these extreme conditions,
Newtonian gravity begins to break down, and must be replaced by the more complete Einsteinian
gravity. If Einstein’s theory of gravity is used, the coupled equations of neutrino transport and
stellar core hydrodynamics are augmented by the Einstein equations, and consequently, the problem
becomes one of greater complexity. For various reasons, it is natural to begin with a completely
Newtonian description. It is simpler and, more important, natural in the following sense: Because of
the increased gravitational pull, and because of gravitational eects such as \redshift" (which is a
decrease in the neutrino energy as it propagates outward in a strong gravitational eld), it will most
likely be more dicult to obtain supernova explosions numerically than in the Newtonian limit. (For
more on this point, the reader is referred to [13,22].) Therefore, the Newtonian limit represents an
optimistic case. If explosions are not obtained in this limit, it is unlikely that they will be obtained in
the Einsteinian limit unless additional physics is included that would change the numerical supernova
model in a fundamental and qualitative way.
In addition to considering the Newtonian limit in treating the gravitational eld, we will also
consider the \order v=c" [O(v=c)] limit of the special relativistic eects associated with the uid
ow. For core collapse and rebound, material velocities are at most of order one tenth of the speed
of light; therefore, this is a reasonable approximation, and simplies the radiation hydrodynamics
equations further.
During stellar core collapse and rebound, electron neutrinos are produced copiously in the core
by mechanisms that will be delineated later. It is not until after core bounce and the formation
of the hot, shocked mantle that the other neutrino avors and antineutrinos of all three avors
are produced. As mentioned in the Introduction, neutrinos of all avors play an important role in
the core collapse supernova mechanism. However, to illustrate the nature of the coupled nonlinear
partial dierential equations that are to be solved, and the numerical methods used to solve them, it
is sucient to consider the equations governing electron neutrino transport and core hydrodynamics
during stellar core collapse. The inclusion of all avors to simulate the post-core bounce evolution
is a straightforward extension of the equations and methods presented herein.
4.1.2. Equations
The Newtonian-gravity, O(v=c), Lagrangian hydrodynamics equations are (in what follows, r is
the Eulerian radial coordinate, and m is the Lagrangian mass coordinate):
@r=@m= 1=4r20; (6)
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In Eqs. (7) and (8),
@
@t
=

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
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; (9)
@
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=

@
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
t
: (10)
The quantities 0, , v, and P are the uid rest-mass density, specic internal energy (internal energy
per gram; the \internal energy" is the energy of the uid minus the kinetic energy associated with
its bulk ow), velocity, and pressure, respectively.
Eqs. (6) and (7) are the equations governing the evolution of the density and specic internal
energy, respectively. The rst term in the energy equation is the \P-dV " work done on the uid
as it is compressed. In the velocity equation (8), the rst term is the gravitational acceleration and
the second term is the uid acceleration resulting from the uid pressure gradient. The terms in
Eqs. (7) and (8) containing the quantity Q are the \articial viscosity" terms. These terms are
included to handle shocks (discontinuities) in the ow. In Nature, shocks are dissipated by micro-
physical viscosity on scales much smaller than the grid resolution in a numerical simulation. The
articial viscosity is added to mimic this microphysical viscous dissipation in the ow. Its result is
to spread the shock over several numerical grid zones.
To parameterize the neutrino momentum, we use spherical momentum coordinates: p= E0=c, 0,
and 0. p is the magnitude of the neutrino momentum, and E0 is the neutrino energy. In Eqs. (7)
and (8), 0  cos 0, which is the neutrino direction cosine relative to the outward-pointing radial
vector. All of these quantities are measured by our inertial comoving observers. The advantage of
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this parameterization is that in spherical symmetry the neutrino distribution function, f, is only a
function of E0 and 0, not 0. Moreover, because the comoving frame direction cosines and energies
are used, the neutrino{matter interaction terms simplify greatly. In Eqs. (7) and (8), C0 = 1:602 
10−6 erg MeV−1. (Our neutrino energies are given in MeV, and the product hc, where h is \Planck’s
constant" and c is the speed of light, is expressed in MeV cm.)
The third term in the energy equation is the energy exchange between the neutrinos and the uid
via emission and absorption of neutrinos by nucleons and nuclei. Specically, we have electron cap-
ture on protons, producing electron neutrinos and neutrons, along with the inverse process, electron
neutrino absorption on neutrons:
e− + p
 e + n: (11)
We also have electron capture on nuclei and the inverse process, electron neutrino absorption on
nuclei:
e− +M (Z; N )
 e +M (Z − 1; N + 1) (12)
where Z and N are the proton and neutron number for the nucleus M . The integrand contains the
neutrino \emissivity", j(E0), the neutrino \opacity", (E0), and the \specic" neutrino distribution
function, F  f=0. The neutrino opacity, ~, is dened by
j − ~f  j − (j + )f = (1− f)j − f: (13)
The term 1 − f is known as the \blocking factor". It is present in the expression (13) because
neutrinos are Fermions. As we discussed earlier, no two Fermions can coexist in the same state,
and the blocking factors ensure that emission into an occupied state is prohibited. Moreover, for
Fermions, the largest value for the distribution function is unity, which is obtained when they are
\degenerate", i.e., when they occupy all states up to some energy, known as the Fermi energy,
and when this energy is much greater than the average thermal energy per particle at the local
temperature.
The next two terms in the energy equation give the energy exchange between the neutrinos and
the uid as a result of neutrino{electron scattering:
e + e− ! e + e−: (14)
The scattering kernels, ~R
in=out
NES (0; 
0
0; E0; E
0
0)  0Rin=outNES (0; 00; E0; E00), are the in- and outscattering
kernels, respectively, describing the scattering of an electron neutrino into or out of (0; E0). The
pair, 0 and E0, are the incoming direction cosine and energy, and 00 and E
0
0 are the outgoing
direction cosine and energy.
The last ve terms in the velocity equation (8) are the neutrino \stress" terms. In this equation,
RIS(0; 00; E0) is the kernel for \isoenergetic" scattering of electron neutrinos on neutrons, protons,
and nuclei:
e + n! e + n; (15)
e + p! e + p; (16)
e +M (Z; N )! e +M (Z; N ): (17)
Note that RIS is a function only of 0, 00, and E0, not E
0
0. This is because the energy of the scattered
neutrino is not changed in scattering on nucleons and nuclei; hence the term \isoenergetic". The
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last two terms in the velocity equation give the neutrino stress exerted on the uid as a result of
non-isoenergetic neutrino{electron scattering.
4.2. Neutrino transport
The electron{neutrino distribution function is evolved using the O(v=c) Boltzmann equation [18,10].
If we include emission, absorption, isoenergetic scattering of neutrinos by nucleons and nuclei, and
neutrino{electron scattering, the Boltzmann equation is
1
c
@F
@t
+ 40
@(r20F)
@m
+
1
r
@[(1− 20)F]
@0
+
1
c

@ ln 0
@t
+
3v
r

@[0(1− 20)F]
@0
+
1
c

20

@ ln 0
@t
+
3v
r

− v
r

1
E20
@(E30F)
@E0
=
j
0
− ~F + 1
c
1
h3c3
E20
Z
d00 RISF −
1
c
1
h3c3
E20F
Z
d00 RIS
+
1
h3c4

1
0
− F
Z
dE00 E
02
0 d
0
0
~R
in
NESF −
1
h3c4
F
Z
dE00 E
02
0 d 
0
0
~R
out
NES

1
0
− F

: (18)
The mass derivative term on the left-hand side of the Boltzmann equation describes the propagation
of neutrinos with respect to the Lagrangian mass coordinate, m. Outwardly propagating neutrinos have
0> 0, whereas inwardly propagating neutrinos have 0< 0. The rst -derivative term describes
the rate of change of the neutrino propagation direction with respect to the outward radial direction
as the neutrino propagates inward or outward in mass. The second -derivative term describes the
\aberration" in the neutrino propagation direction measured by an observer who is instantaneously
comoving with the uid. Because the uid is accelerating, two consecutive comoving observers will
measure dierent direction cosines. The energy-derivative term describes the shift in the neutrino
energy measured by this same observer. Intuitively, this is a continual Doppler shift resulting from
the continual change in the velocity of an accelerated uid; two consecutive comoving observers
will measure dierent frequencies (the frequency and neutrino energy are related by E0 = h0, where
h is Planck’s constant and 0 is the frequency measured by the comoving observer).
On the right-hand side of Eq. (18), the rst two terms describe the change in the neutrino distri-
bution function resulting from the absorption and emission of neutrinos by nucleons and nuclei. The
next two terms describe the isoenergetic inscattering and outscattering, respectively, of neutrinos by
nucleons and nuclei, and the last two terms describe non-isoenergetic neutrino{electron scattering.
4.3. Lepton conservation
The motion of the uid, the neutrino transport through it, and the coupling between the two will
of course conserve mass and energy. In fact, the hydrodynamics equations governing the evolution
of the uid’s density and internal energy are expressions of conservation laws for the uid mass and
energy, and the neutrino transport equation and its coupling to the hydrodynamics is an expression
of the conservation of energy in the neutrino radiation eld. In addition to these two globally
conserved quantities, there is another important quantity that is conserved: \lepton number". Like
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mass and energy, certain particles, such as electrons and electron neutrinos, carry lepton number,
which is conserved. Lepton number can be exchanged between particles, but it cannot be created or
destroyed. (Strictly speaking, lepton number is not always conserved, but this is a topic beyond the
scope of this article. Non-conservation of lepton number requires the introduction of new physics, in
particular, \neutrino avor mixing", which is not included here. For more details on avor mixing,
the reader is referred to [2].) Therefore, in addition to the hydrodynamics equations and the neutrino
transport equations, we also have to solve, in a coupled fashion, the uid \electron fraction" equation:
@Ye
@t
=−2mBc
h3c3
Z
dE0 E20 d0

j
0
− ~F

(19)
The electron fraction is the number of electrons per \baryon" (the \baryon number" is the sum of
the proton and neutron number). To see that this equation describes lepton number conservation, it
is sucient to point out that lepton number is exchanged between electrons and electron neutrinos
via electron capture [Eqs. (11) and (12)] and its inverse process. The right-hand side of Eq. (19)
gives the change in the electron fraction resulting from these processes.
Expressions for the neutrino emissivity, j, the neutrino opacity, , the isoenergetic scattering kernel,
RIS, and the neutrino{electron scattering kernels, R
in=out
NES , can be found in [32,33].
5. Finite dierence equations
5.1. Grid
We dene a grid in (m; 0; E0)-space as follows. The stellar core is divided into imax − 1 mass
shells, whose outer edges are located at the discrete mass points, mi+1 : i = 1; 2; : : : ; imax − 1. The
mass point m1  0 corresponds to the origin, r=0. Each mass shell contains a mass, mi+1=2, dened
by
mi+1=2  mi+1 − mi (20)
for i = 1; 2; : : : ; imax − 1. The half integer index, i + 1=2, denotes the shell (zone) center. The zone
centers are dened to enclose half the mass in a zone:
mi+1=2  mi + 12mi+1=2 = 12(mi + mi+1) (21)
for i = 1; 2; imax − 1. The zone centers also dene a sequence of concentric shells each containing
a mass, mi, given by
mi = mi+1=2 − mi−1=2 (22)
for i = 2; 3; : : : ; imax. If we substitute Eq. (21) in Eq. (22), we obtain
mi = 12(mi−1=2 + mi+1=2) (23)
for i = 2; 3; : : : ; imax. We dene mimax+1=2  mimax−1=2. The 0-grid is made up of N discrete
direction cosines, j+1=2: j = 1; 2; : : : ; N , corresponding to an N -point Gaussian quadrature set with
weights, wj+1=2: j = 1; 2; : : : ; N . The Gaussian quadrature points are symmetric about 0 = 0:
NX
j=1
j+1=2wj+1=2 = 0: (24)
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The weights, wj+1=2, are normalized to
NX
j=1
wj+1=2 = 2: (25)
Gaussian quadrature is chosen because quadratures in an N -point scheme are exact for polynomials
in 0 up to order 2N − 1. Thus, in an N -point scheme the neutrino distribution function is accurate
to order 2N − 1 in 0. The exact (continuum) distribution is, of course, accurate to all orders in 0.
The E0-grid is made up of kmax discrete energies, Ek : k = 1; 2; : : : ; kmax. In order to span the
complete range of electron-neutrino energies relevant for the collapse problem, the discrete energies,
Ek , are geometrically spaced:
Ek+1 =
p
2Ek (26)
The energies Ek and Ek+1 dene kmax − 1 energy zones, whose centers correspond to the energies
Ek+1=2, given by
Ek+1=2 = 12(Ek + Ek+1) (27)
for k = 1; 2; : : : ; kmax − 1. We also have the energy zone widths:
Ek+1=2 = Ek+1 − Ek (28)
for k = 1; 2; : : : ; kmax − 1.
5.2. Variables and their derivatives
Because of the short time scales associated with neutrino{matter coupling and the short Courant
time given by the radial zone widths and the speed of light propagation of the neutrinos, and because
the neutrinos and matter are in thermal and chemical (\beta") equilibrium deep in the stellar core
where the neutrino emission and absorption rates are large and cancelling, the Boltzmann equation
and the coupling of this equation to the matter internal energy and electron fraction equations
are nite dierenced with respect to time in a fully \implicit" manner (a.k.a. \backward Euler"
dierencing). This ensures two things: (1) Unconditional stability for time steps that are large relative
to neutrino transport and interaction time scales, (2) beta equilibrium in regions where it occurs.
As we will see, the implicit solution of (a) the Boltzmann equation, (b) the neutrino{matter
coupling in the specic internal energy equation, and (c) the electron fraction equation, requires
the values of derivatives of a number of variables with respect to temperature and electron fraction
(e.g., the internal energy and the neutrino absorption, emission, and scattering rates). Moreover, under
the extreme conditions present in stellar cores, matter is in \nuclear statistical equilibrium" (see the
article by Hix and Thielemann in this volume for a detailed denition) and its thermodynamic state
(e.g., its pressure, entropy, etc.) is completely determined by its density, temperature, and electron
fraction.
Let v  v(0; T; Ye; E0; 0) be a variable whose derivative with respect to temperature or electron
fraction is required. [In what follows, to avoid too many subscripts, we will ignore the indices tying
v to a particular point on the (m; 0; E0)-grid.] We construct a \local" cube about the point (0; T; Ye),
with corners at the points (l; Tm; Yn) : l; m; n= 1; 2, where
log10[2=1] = 1=N; (29)
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log10[T2=T1] = 1=NT ; (30)
Y2 − Y1 = 1=NY : (31)
The numbers N, NT , and NY dene the resolution of our cube: N and NT are the number of
points per decade in density and temperature, and NY is the number of points per 1=2 in Ye. In our
applications, we use N = 10, NT = 40, and NY = 50. These values were determined by comparing
directly computed and interpolated values of various thermodynamic quantities, such as the pressure,
and ensuring that the two methods yielded results that were in good agreement. Having dened our
cube, we obtain a value for the variable v at each of the eight cube corners. At the given point
(; T; Ye) in the cube, we compute the value of v by linearly interpolating in 0, T , and Ye, where
O  log10(O). Thus,
v=C3[(1− C1)(1− C2) v(1; T1; Y2) + C1(1− C2) v(2; T1; Y2) + C2(1− C1) v(1; T2; Y2)
+C1C2 v(2; T2; Y2)] + (1− C3)[(1− C1)(1− C2) v(1; T1; Y1) + C1(1− C2) v(2; T1; Y1)
+C2(1− C1) v(1; T2; Y1) + C1C2 v(2; T2; Y1)] (32)
where
C1 = log10(0=1)=log10(2=1); (33)
C2 = log10(T=T1)=log10(T2=T1); (34)
C3 = (Ye − Y1)=(Y2 − Y1): (35)
The derivative of v with respect to 0, T , or Ye can be obtained simply by dierentiating Eq. (32)
with respect to each variable. For example,
@v
@T

0 ; Ye
=
v
T

@ v
@ T

0 ; Ye
=
v
T
dC2
d T

@ v
@C2

C1 ;C3
=−v=(T log10[T2=T1])fC3[(1− C1) v(1; T1; Y2) + C1 v(2; T1; Y2)
−(1− C1) v(1; T2; Y2)− C1 v(2; T2; Y2)] + (1− C3)[(1− C1) v(1; T1; Y1)
+C1 v(2; T1; Y1)− (1− C1) v(1; T2; Y1)− C1 v(2; T2; Y1)]g: (36)
This scheme has several advantages. First, the relation between values of the variable and its deriva-
tives inside the cube is exact, both being derived from the same interpolation formula. This helps
convergence in what we will see is the multidimensional Newton{Raphson iteration we must solve.
Second, the subroutine generating the variable v need not be used at each time step, but only if
the point (; T; Ye) moves outside the cube, in which case a new cube is generated, centered about
the point (0; T; Ye). (This is checked at the end of each time step after all evolved variables are
completely updated.) Consequently, we are not restricted to simple numerical recipes for generating
v. Third, we avoid discontinuous changes in v, or any of its derivatives, which can be traumatic for
a multidimensional (or one-dimensional) Newton{Raphson iteration. [If the \thermodynamic trajec-
tory" in (0; T; Ye) space moves out of a local (0; T; Ye) cube, extrapolation rather than interpolation
is used, which preserves the continuity of the derivatives across cube boundaries. If we were to use
one of the adjacent cubes to compute interpolated quantities and their derivatives, the derivatives
would be discontinuous in our scheme because we use linear interpolation.]
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5.3. Hydrodynamics
The velocity equation (8) is dierenced as
vn+1=2i = v
n−1=2
i − tv
Gmi
(rni )2
− tv 4 (rni )2
Pni+1=2 − Pni−1=2
mi
−tv 4
(rni+1=2)
2Qn−1=2i+1=2 − (rni−1=2)2Qn−1=2i−1=2
mi
− tv

@v
@t


n
i
(37)
where
tv  12 (tn−1=2 + tn+1=2) (38)
and
tn+1=2  tn+1 − tn: (39)
With the exception of the articial viscosity term, which is time-lagged for stability [41,38], this
nite dierence representation of the velocity equation has second-order truncation error in m and
t for uniform zoning in space and time because it is spatially (m) and temporally (t) centered.
The last term in Eq. (37) is the neutrino stress, which is given by
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@t


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=
1
2
(
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
n
i+1=2
+

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

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)
(40)
with 
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

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2C0
h3c3
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Ek+1=2 E3k+1=2
jmaxX
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wj+1=2
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−2C0
h6c7
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j+1=2 (RIS)ni+1=2; j+1=2; l+1=2; k+1=2 Fni+1=2; l+1=2; k+1=2
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2C0
h6c7
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(1=ni+1=2 − Fni+1=2; j+1=2; k+1=2)Fni+1=2; l+1=2;m+1=2: (41)
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At the origin,
vn1  0 (42)
for all n. To determine vnimax, in Eq. (37) we use
Pnimax+1=2  Pnimax−1=2 + mimax
Pnimax−1=2 − Pnimax−3=2
mimax−1
; (43)
Qnimax+1=2  0 (44)
for all n, and the neutrino stress is set to zero. For the viscous pressure, Q, we adopt the denition
proposed by Schulz [43]:
Q  −c200

@v
@k

−
 @@k

@v
@k

−
 (45)
where 
@v
@k

−
 min

0;
@v
@k

: (46)
In Eqs. (45) and (46), k is an integer Lagrangian coordinate. This denition of Q is adopted
so that the viscous pressure vanishes for homologous collapse: @v=@r< 0, @2v=@r2 = 0. (During
stellar core collapse, the inner core, below which the shock forms, collapses homologously.) Strictly
speaking, this will occur only for uniform zoning in r, i.e., for @r=@k =constant, because then,
@(@v=@k)=@k=(@r=@k)@[(@r=@k)(@v=@r)]=@r=(@r=@k)2@2v=@r2=0. Nonetheless, for homologous collapse
Eq. (45) should be an improvement over the Richtmeyer{Von Neumann denition:
Q 

c200(@v=@k)
2 @v=@k < 0;
0 otherwise:
(47)
In nite dierence form, viscous pressure (45) is written as (with c20  2, which causes the shock
to be spread over 3 to 4 zones)
Qn+1=2i+1=2 =−(ni+1=2 + n+1i+1=2)minf0; vn+1=2i+1 − vn+1=2i g 12 [j(2v)n+1=2i j+ j(2v)n+1=2i+1 j] (48)
with
(2v)n+1=2i = v
n+1=2
i+1 − 2vn+1=2i − vn+1=2i−1 : (49)
To evaluate Qn+1=23=2 , the value of the second derivative of the velocity at the origin, r1, is set to zero,
corresponding to homologous collapse. To evaluate Qn+1=2imax−1=2, the value of the second derivative
of the velocity at the outer edge of the collapsing core, rimax, is set using 0 = 3  1031r−3 and
v= 1013r−1=2 [50], which gives
(2v)n+1=2imax =

1
24
2
10−62 vn+1=2imax m
2
imax: (50)
The discrete radial coordinate, rni , is dened by
rni = r(mi; t
n): (51)
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By denition, the time evolution of the radial coordinate, r, is determined by the velocity:
@r
@t

m
= v(m; t): (52)
In nite dierence form, we write this as
rn+1i = r
n
i + t
n+1=2 vn+1=2i (53)
with
rn1  0 (54)
for all n. Eq. (53) has second-order truncation error in t because of the time centering. It is also
accurate to all orders in m because the left- and right-hand sides are evaluated at the same mass.
Because the zone center is dened to contain half the mass in a zone, the discrete radial coordinate,
rni+1=2, is (if we assume that the density is constant across a zone)
rni+1=2 =
"
(rni )
3 + (rni+1)
3
2
#1=3
: (55)
If we dierentiate Eq. (55) with respect to t, we obtain an expression for the velocity, vn+1=2i+1=2 , in
terms of vn+1=2i and v
n+1=2
i+1 [38]:
vn+1=2i+1=2 =
(rn+1=2i )2 v
n+1=2
i + (r
n+1=2
i+1 )
2vn+1=2i+1
(rn+1=2i+1=2 )2
: (56)
In Eq. (56),
rn+1=2i =
1
2(r
n
i + r
n+1
i ); (57)
rn+1=2i+1=2 =
1
2(r
n
i+1=2 + r
n+1
i+1=2): (58)
A quantity that appears in the Boltzmann equation that we will need to compute is
v
r
n+1=2
i+1=2
=
(rn+1=2i )2v
n+1=2
i + (r
n+1=2
i+1 )
2vn+1=2i+1
(rn+1=2i+1=2 )3
: (59)
Eq. (59) is obtained by dividing both sides of Eq. (56) by rn+1=2i+1=2 .
Once the Eulerian coordinates, rni , are updated, the new density is computed from
n+1i+1=2 =
mi+1=2
4[(rn+1i+1 )3 − (rn+1i )3]=3
: (60)
This nite dierence representation of the density equation is spatially centered, and hence has
second-order truncation error in m. It is also accurate to all orders in t because the left- and
right-hand sides are evaluated at the same time slice.
Once an updated density is obtained, the new uid temperature arising from the uid’s compression
or expansion can be obtained from [12]
(T )i+1=2 = [T (@P=@T )0 ; Ye 0=
2
0(@=@T )0 ; Ye]

i+1=2: (61)
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The asterisk in Eq. (61) indiactes that the quantities and derivatives are evaluated at the new density
but the current T and Ye. The update in Eq. (61) is dierent than the method outlined in [34],
and removes from the temperature update problems associated with the dominant, zero temperature,
\degenerate" component of the core’s thermodynamic state. If the zero temperature component is
included, there are large terms of opposite sign in the expression for T , which can lead to numerical
error. The derivatives in (61) are evaluated using Eq. (36). The new temperature is then obtained
using
T i+1=2 = T
n
i+1=2 + Ti+1=2: (62)
Note that this method for computing the temperature diers from the method outlined in [34] also
in that there is no iteration involved.
Once a partially updated temperature, T i+1=2, is computed, a new uid pressure, P

i+1=2, is computed
by interpolation using Eq. (32). Then a partially updated specic internal energy is obtained using
the nite dierence equation
i+1=2 = 
n
i+1=2 −
1
2
(Pi+1=2 + P
n
i+1=2)
 
1
n+1i+1=2
− 1
ni+1=2
!
− 4t(rn+1=2i+1=2 )2Qn+1=2i+1=2
vn+1=2i+1 − vn+1=2i
mi+1=2
: (63)
This equation has second-order truncation error in m and t because it is spatially and temporally
centered.
5.4. Boltzmann equation
Here we discuss the nite dierencing for the Boltzmann equation and its coupling to lepton
conservation and the hydrodynamics. From Eq. (7), (18), and (19), the system of equations we
need to solve is
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0
0
~R
out
NES

1
0
− F

−2C0
h6c6
Z
dE0 E30 d0

1
0
− F
Z
dE00 E
02
0 d
0
0
~R
in
NESF; (65)
1
c
@Ye
@t
=−2mB
h3c3
Z
dE0 E20 d0

j
0
− ~F

: (66)
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The aberration and frequency shift terms in the Boltzmann equation have been split o and will be
solved separately. We will discuss the nite dierencing for these terms later.
The Boltzmann equation (64) is nite dierenced as
(Fi+1=2; j+1=2; k+1=2 − Fni+1=2; j+1=2; k+1=2)=c t
+
4jj+1=2j
mi+1=2
[(rn+1i+1 )
2 n+1i+1 F

i+1; j+1=2; k+1=2 − (rn+1i )2 n+1i Fi; j+1=2; k+1=2]
+
3[(rn+1i+1 )
2 − (rn+1i )2]
(rn+1i+1 )3 − (rn+1i )3
1
wj+1=2
(j+1 Fi+1=2; j+1; k+1=2 − j Fi+1=2; j; k+1=2)
−j
n+1
i+1=2; k+1=2
n+1i+1=2
+ ~n+1i+1=2; k+1=2 F

i+1=2; j+1=2; k+1=2
− 1
ch3c3
E2k+1=2
jmaxX
l=1
wl+1=2 (RIS)n+1i+1=2; j+1=2; l+1=2; k+1=2 F

i+1=2; l+1=2; k+1=2
+
1
ch3c3
E2k+1=2 F

i+1=2; j+1=2; k+1=2
jmaxX
l=1
wl+1=2 (RIS)n+1i+1=2; j+1=2; l+1=2; k+1=2
− 1
ch3c3
(1=n+1i+1=2 − Fi+1=2; j+1=2; k+1=2)
kmaxX
m=1
Em+1=2 E2m+1=2
jmaxX
l=1
wl+1=2
( ~RinNES)n+1i+1=2; j+1=2; l+1=2; k+1=2;m+1=2Fi+1=2; l+1=2;m+1=2
+
1
ch3c3
Fi+1=2; j+1=2; k+1=2
kmaxX
m=1
Em+1=2 E2m+1=2
jmaxX
l=1
wl+1=2
( ~RoutNES)n+1i+1=2; j+1=2; l+1=2; k+1=2;m+1=2 (1=n+1i+1=2 − Fi+1=2; l+1=2;m+1=2)
=0 (67)
where =+1 for j+1=2> 0, and =−1 for j+1=2< 0. The distribution function, Fi+1=2; j+1=2; k+1=2, is
partially updated. A fully updated value is obtained after the change in the distribution function from
angular aberration and frequency shift is computed. The neutrino emissivity, opacity, and scattering
kernels appear in Eq. (67) with an n+1 superscript because they are functions of 0, , and Ye, the
rst of which has been fully updated and the latter two of which will be fully updated when the
system of Eqs. (64){(66) is solved.
This nite dierence representation of the Boltzmann equation is fully implicit, and hence has
rst-order truncation error in t. It is centered in m; 0, and E0, and hence has second-order trun-
cation error in each of these phase-space coordinates. This representation also conserves neutrino
number and energy. For the mass derivative term, \upwind dierencing" is used (e.g., see [42]).
Upwind dierencing is constructed so that the radial and angular advection on a discrete grid is
faithful to the continuum advection with regard to the direction of neutrino propagation. For the
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-derivative term, the standard dierencing for discrete ordinates codes with Gaussian quadratures
is used [30]. The discrete representation of the coecient, 1=r, in the -derivative term is chosen so
that, in an innite homogeneous medium with 0F in equilibrium with the medium, 0F= constant
is a solution of the nite dierence equation. (This is true in our application, where deep within the
stellar core, 0F = 1 everywhere, for all neutrino direction cosines and energies. In this region the
neutrinos are degenerate.) Setting i+1=2Fi+1=2; j+1=2; k+1=2 = j n+1i+1=2; k+1=2= ~
n+1
i+1=2; k+1=2= constant in Eq. (67)
with
j+1 − j =−j+1=2wj+1=2 (68)
we obtain
4jj+1=2j
mi+1=2
[(rn+1i+1 )
2 − (rn+1i )2] +
3[(rn+1i+1 )
2 − (rn+1i )2]
(rn+1i+1 )3 − (rn+1i )3
1
n+1i+1=2
1
wj+1=2
(j+1 − j) = 0: (69)
Eq. (68) is the standard denition for the angular dierence coecients, j. The nite dierence
equation for the Boltzmann equation is solved with the boundary condition:
Fnimax+1=2; j+1=2; k+1=2  0 (70)
for j+1=2< 0 and k =1; 2; : : : ; kmax. (There are no incoming neutrinos at the outer boundary of our
collapsing core.)
Because the opacity, ~, and the scattering kernels, RIS and ~R
in;out
NES , depend on 0; , and Ye, the
~F; RISF , and ~R
in;out
NES F terms in the Boltzmann equation are implicitly nonlinear. Because of the
blocking factors, (1=0 − F), the equation is explicitly nonlinear in F . Therefore, we linearize in F ,
  log10(), and Ye (the reason for linearizing in  rather than  will be discussed later):
Fi+1=2; j+1=2; k+1=2 = F
0
i+1=2; j+1=2; k+1=2 + Fi+1=2; j+1=2; k+1=2 (71)
and
jn+1i+1=2; k+1=2 = j
0
i+1=2; k+1=2 +
"
@j
@ 

0 ; Ye
#0
i+1=2; k+1=2
 i+1=2 +
"
@j
@Ye

0 ; 
#0
i+1=2; k+1=2
(Ye)i+1=2 (72)
n+1i+1=2; k+1=2 = 
0
i+1=2; k+1=2 +
"
@
@ 

0 ; Ye
#0
i+1=2; k+1=2
 i+1=2 +
"
@
@Ye

0 ; 
#0
i+1=2; k+1=2
(Ye)i+1=2 (73)
(RIS)n+1i+1=2; j+1=2; l+1=2; k+1=2 = (RIS)
0
i+1=2; j+1=2; l+1=2; k+1=2 +
"
@RIS
@ 

0 ; Ye
#0
i+1=2; j+1=2; l+1=2; k+1=2
 i+1=2
+
"
@RIS
@Ye

0 ; 
#0
i+1=2; j+1=2; l+1=2; k+1=2
(Ye)i+1=2 (74)
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( ~R
in=out
NES )
n+1
i+1=2; j+1=2; l+1=2; k+1=2;m+1=2 = ( ~R
in=out
NES )
0
i+1=2; j+1=2; l+1=2; k+1=2;m+1=2
+
2
4
0
@@ ~Rin=outNES
@ 
1
A
0 ; Ye
3
5
0
i+1=2; j+1=2; l+1=2; k+1=2;m+1=2
 i+1=2
+
2
4
0
@@ ~Rin=outNES
@Ye
1
A
0 ; 
3
5
0
i+1=2; j+1=2; l+1=2; k+1=2;m+1=2
(Ye)i+1=2: (75)
The \0" superscript in Eq. (71) indicates a current guess for F about which the solution to the
nonlinear equation (64) is being linearized. Initially F0i+1=2; j+1=2; k+1=2 = F
n
i+1=2; j+1=2; k+1=2. In Eqs. (72){
(75), the zero superscripts indicate values of the emissivity, opacity, and scattering kernels and their
derivatives at the point (n+1i+1=2; 
0
i+1=2; (Ye)
0
i+1=2), where 
0
i+1=2 and (Ye)
0
i+1=2 are current guesses for 
and Ye, about which the solutions to the nonlinear equations (65) and (66) are being linearized. The
derivatives in Eqs. (72){(75) are computed numerically according to Eq. (36).
The nite dierenced Boltzmann equation (67) is supplemented by equations relating the distri-
bution function at the zone edges in m and 0 to its values at the zone centers in those variables:
ni F
n
i; j+1=2; k+1=2 = 
>
i; j+1=2; k+1=2 
n
i−1=2 F
n
i−1=2; j+1=2; k+1=2 + (1− >i; j+1=2; k+1=2)ni+1=2 Fni+1=2; j+1=2; k+1=2; (76)
for j+1=2> 0,
ni F
n
i; j+1=2; k+1=2 = 
<
i; j+1=2; k+1=2 
n
i+1=2 F
n
i+1=2; j+1=2; k+1=2 + (1− <i; j+1=2; k+1=2)ni−1=2 Fni−1=2; j+1=2; k+1=2 (77)
for j+1=2< 0, and
Fni+1=2; j; k+1=2 = i+1=2; j; k+1=2 F
n
i+1=2; j−1=2; k+1=2 + (1− i+1=2; j; k+1=2)Fni+1=2; j+1=2; k+1=2 (78)
for all j+1=2. In Eqs. (76){(78), >i; j+1=2; k+1=2; 
<
i; j+1=2; k+1=2, and i+1=2; j; k+1=2 are parameters. They carry
a mass shell index and an energy index so that they can be set locally. For >i; j+1=2; k+1=2=
<
i; j+1=2; k+1=2=1
and i+1=2; j; k+1=2 = 1, we obtain the \step" relations (e.g., see [23,30]):
ni F
n
i; j+1=2; k+1=2 = 
n
i−1=2 F
n
i−1=2; j+1=2; k+1=2; (79)
for j+1=2> 0,
ni F
n
i; j+1=2; k+1=2 = 
n
i+1=2 F
n
i+1=2; j+1=2; k+1=2; (80)
for j+1=2< 0, and
Fni+1=2; j; k+1=2 = F
n
i+1=2; j−1=2; k+1=2 (81)
for all j+1=2. For <i; j+1=2; k+1=2 = 
>
i; j+1=2; k+1=2 = 1=2 and i+1=2; j; k+1=2 = 1=2, we obtain the relations
ni F
n
i; j+1=2; k+1=2 =
1
2(
n
i−1=2 F
n
i−1=2; j+1=2; k+1=2 + 
n
i+1=2 F
n
i+1=2; j+1=2; k+1=2); (82)
Fni+1=2; j; k+1=2 =
1
2(F
n
i+1=2; j−1=2; k+1=2 + F
n
i+1=2; j+1=2; k+1=2): (83)
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Note that the relations (82) and (83) dier from the standard \diamond" relations (e.g., see [23,30]):
fni+1=2; j+1=2; k+1=2 =
1
2(f
n
i; j+1=2; k+1=2 + f
n
i+1; j+1=2; k+1=2); (84)
fni+1=2; j+1=2; k+1=2 =
1
2(f
n
i+1=2; j; k+1=2 + f
n
i+1=2; j+1; k+1=2); (85)
in that the diamond relations express the zone center distribution function in terms of the distribution
function at the zone edges.
In Eqs. (76) and (77), >i; j+1=2; k+1=2 and 
<
i; j+1=2; k+1=2 are dened as follows:
><i; j+1=2; k+1=2  1−
1
2
Rne; k+1=2=
n
i; j+1=2; k+1=2
1 + Rne; k+1=2=
n
i; j+1=2; k+1=2
(86)
where Rne; k+1=2 is the electron neutrinosphere at time slice n for neutrinos of energy Ek+1=2. The
neutrinosphere is a characteristic physical length scale in the problem that can be used to determine
whether the neutrinos are diusing or free streaming. It is a measure of the neutrino transport that is
independent of the grid spacing, and in this regard represents an improvement over what was used
in [32{34]. It is dened using the \electron-neutrino depth":
e 
Z r
1
dr0= (87)
where  is the neutrino-energy-dependent mean free path [see denition (89) below]. The neutrino-
sphere for a given neutrino energy is located where e = 2=3.
In Eq. (86), the zone-edge neutrino mean free path is dened by
ni; j+1=2; k+1=2 =
1
2(
n
i−1=2; j+1=2; k+1=2 + 
n
i+1=2; j+1=2; k+1=2) (88)
where
ni+1=2; j+1=2; k+1=2  1=(t)ni+1=2; j+1=2; k+1=2: (89)
In Eq. (89), t is the transport opacity, dened by
t = ~ +
E20
2c(hc)3
Z
d0 d00(1− 3000)RIS
+
2
c(hc)3
Z
d020
Z
dE00 E
02
0 d
0
0[R
in
NESf + R
out
NES(1− f)]: (90)
For i; j+1=2; k+1=2  Rne; k+1=2, i.e., for neutrino thin regions, >i; j+1=2; k+1=2=1 and <i; j+1=2; k+1=2=1, and we
recover the step relations (79) and (80). For i; j+1=2; k+1=2Rne; k+1=2, i.e., for neutrino thick regions,
>i; j+1=2; k+1=2 = 1=2 and 
<
i; j+1=2; k+1=2 = 1=2, and we recover relations (82).
The parameters <; >, and  play an important role in obtaining the correct solution to the
nite dierence Boltzmann equation. For example, one of the fundamental diculties associated
with solving the Boltzmann equation on a discrete grid is obtaining the correct solution in the
diusion limit while using discrete zones that are \optically thick", i.e., that have zone widths
much greater than the particle mean free paths. Because in most applications it is prohibitive to
have numerous optically thin zones, this is a paramount issue. It has been rigorously demonstrated
for time-independent transport with isotropic scattering in one-dimensional slab geometry that the
diamond relations give the correct diusion limit, whereas the step relations do not [27]. Similarly
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we have found that we obtain the correct diusion limit when we use the relations (82) and not
when we use the step relations. However, the relations (82) do not guarantee that the distribution
function is everywhere positive. This is also characteristic of the diamond relations (84) [29,30]. In
our case, the tendency for the distribution function to become negative occurs in regions where the
emission, absorption, and scattering terms in the Boltzmann equation are small relative to the terms
describing radial and angular advection. Negative distributions ultimately result from oscillations
in monotonically decreasing distributions (with r). In stationary state (steady state), in a region in
which the neutrinos are radially free streaming, all terms in the Boltzmann equation (67) other than
the radial transport term are negligible, leaving
(rn+1i+1 )
2fi+1; j+1=2; k+1=2 − (rn+1i )2fi; j+1=2; k+1=2 = 0: (91)
If we use the relations (82), Eq. (91) can be rewritten as
(rn+1i+1 )
2(fi+1=2; j+1=2; k+1=2 + f

i+3=2; j+1=2; k+1=2)− (rn+1i )2(fi−1=2; j+1=2; k+1=2 + fi+1=2; j+1=2; k+1=2)
 (rn+1i )2(fi+3=2; j+1=2; k+1=2 − fi+1=2; j+1=2; k+1=2)
=0 (92)
where we have used the fact that ri+1=2  ri+1 − riri for large ri. Eq. (92) illustrates that, in the
limit we are considering, the distribution function in every other zone is nearly identical, leading to
an oscillatory behavior in f superimposed on its monotonic radial fall o. [In neutrino transparent
regions well out beyond the neutrinosphere, the neutrino luminosity is constant with radius. This is
just a statement of conservation of energy: The energy per unit time (luminosity) that comes into a
region must leave the region unless there are local sources or sinks of energy. Because the neutrino
luminosity at radius r is equal to the neutrino ux times the area of the sphere at that radius (4r2),
the ux must fall o as 1=r2, and consequently, so must the neutrino distribution from which the
ux is computed, according to Eq. (2).]
Thus, as a result of these oscillations in the neutrino distributions, we nd it necessary to interpolate
between the relations (79){(80) and the relations (82), which amounts to an interpolation between
a rst- and second-order nite dierence representation of the neutrino radial advection. [Strictly
speaking, the relations (82) are second order on a uniform m-mesh, whereas the diamond relations
(84) are second order regardless of whether or not the m-mesh is uniform.]
In Eq. (78), we set i+1=2; j; k+1=2  1, to obtain the step relations (81). In neutrino-thick regions,
the radiation eld is isotropic, and the step relations (81) and the relations (83) dene the same
zone-edge value of the distribution function. In neutrino-thin regions, the relations (83) do not
guarantee that the distribution function will be positive. As a result, the relations (81) are used
everywhere.
We will write the operator-split equation (65) as an equation in . This introduces a natural scaling
in the system of Eqs. (64){(66). With @ =@t = (log10 e) @ log()=@t, Eq. (65) can be rewritten as

c log10 e
@ 
@t
=− 2C0
h3c30
Z
dE0 E30 d0(j − ~f)
+
2C0
h6c6
Z
dE0 E30 d0 F
Z
dE00 E
02
0 d
0
0
~R
out
NES

1
0
− F

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−2C0
h6c6
Z
dE0 E30 d0

1
0
− F
Z
dE00 E
02
0 d
0
0
~R
in
NESF: (93)
In nite dierence form,
hi+1=2i( n+1i+1=2 − i+1=2)=c t log10 e
=− 2C0
h3c3
kmaxX
k=1
jmaxX
j=1
Ek+1=2 E3k+1=2 wj+1=2

 
j n+1i+1=2; k+1=2
n+1i+1=2
− ~n−1i+1=2; k+1=2 Fi+1=2; j+1=2; k+1=2
!
+
2C0
h6c7
kmaxX
k=1
kmaxX
m=1
Ek+1=2 E3k+1=2 Em+1=2 E
2
m+1=2
jmaxX
j=1
jmaxX
l=1
wj+1=2 wl+1=2
( ~RinNES)n+1i+1=2; j+1=2; l+1=2; k+1=2;m+1=2Fi+1=2; j+1=2; k+1=2(1=n+1i+1=2 − Fi+1=2; l+1=2;m+1=2)
−2C0
h6c7
kmaxX
k=1
kmaxX
m=1
Ek+1=2 E3k+1=2 Em+1=2 E
2
m+1=2
jmaxX
j=1
jmaxX
l=1
wj+1=2 wl+1=2
( ~RoutNES)n+1i+1=2; j+1=2; l+1=2; k+1=2;m+1=2(1=n+1i+1=2 − Fi+1=2; j+1=2; k+1=2)Fi+1=2; l+1=2;m+1=2 (94)
where i+1=2 is the logarithm of the partially updated specic internal energy. To solve Eq. (94), we
linearize in F; , and Ye, using Eqs. (71){(75) and
n+1i+1=2 = 
0
i+1=2 +  i+1=2: (95)
In Eq. (94),
hi+1=2i= 12(0i+1=2 + i+1=2) (96)
where initially 0i+1=2 = 

i+1=2. The Ye Eq. (66) is dierenced in the same way:
[(Ye)n+1i+1=2 − (Ye)ni+1=2]=c t
=− 2mB
h3c3
kmaxX
k=1
jmaxX
j=1
Ek+1=2 E2k+1=2 wj+1=2
 
jn+1i+1=2; k+1=2
n+1i+1=2
− ~n+1i+1=2; k+1=2 Fi+1=2; j+1=2; k+1=2
!
(97)
with
(Ye)n+1i+1=2 = (Ye)
0
i+1=2 + (Ye)i+1=2 (98)
Initially (Ye)0i+1=2 = (Ye)
n
i+1=2. If we substitute the supplementary relations (76){(78) in the nite
dierence Boltzmann equation and then linearize the system of nite dierence equations [Eqs. (67),
(94), and (97)] using (a) Eqs. (71){(75), (b) Eq. (95), and (c) Eq. (98), the linearized system of
nite dierence equations takes on the form
− CiVi−1 + AiVi − BiVi+1 =Ui (99)
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where Vi is the solution vector for a given mass shell, mi+1=2,
Vi =
0
BBBBBBBBBBBBBBBBBBBB@
fi+1=2;1+1=2;1+1=2
fi+1=2;2+1=2;1+1=2
:
:
:
fi+1=2;1+1=2;2+1=2
fi+1=2;2+1=2;2+1=2
:
:
:
 i+1=2
(Ye)i+1=2
1
CCCCCCCCCCCCCCCCCCCCA
: (100)
In the solution vector, the quantity that appears is the distribution function, f, not the specic
distribution, F . The factor, 1=0, is included in the matrices, Ai, Bi, and Ci, multiplying the solution
vector. By doing this, the linear system (99) is naturally scaled in that the components of the solution
vector are dimensionless quantities. The elements of the matrices multiplying the solution vector are
then also scaled, which improves the accuracy of the solution when Gaussian elimination is used
to obtain the matrix inverses in the Feautrier elimination scheme. This scheme is used to solve the
linear system, and is described below.
The matrices Bi and Ci are diagonal. The matrix Ai has the following structure:
Ai =

A1 A2
A3 A4

: (101)
It is doubly bordered; i.e., Ai is an M M matrix, where M = jmax  kmax + 2; the submatrices
A2 and A3 are 2 (M − 2) and (M − 2) 2 matrices, respectively; and the submatrix A4 is a 2 2
matrix. The submatrix A1 is dense | for a given mass shell, mi+1=2, isoenergetic neutrino-nucleon
and neutrino{nucleus scattering and nonisoenergetic neutrino{electron scattering couple all neutrino
direction cosines and energy.
The system of equations (99) is block tridiagonal. To solve this system, we use a Feautrier
elimination scheme [37]. Dene the matrix Di and the vector Wi such that
Vi =DiVi−1 +Wi : (102)
If we use Eq. (102) to eliminate Vi+1 in Eq. (99), we obtain
Vi = (Ai − BiDi+1)−1CiVi−1 + (Ai − BiDi+1)−1(Ui + BiWi+1): (103)
Comparing Eqs. (102) and (103), we make the identication
Di = (Ai − BiDi+1)−1Ci ; (104)
Wi = (Ai − BiDi+1)−1(Ui + BiWi+1): (105)
With the boundary condition (70), and the step relations in m, Eq. (79),
Bimax−1  0 (106)
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and we obtain
Dimax−1 = A−1imax−1Cimax−1; (107)
Wimax−1 = A−1imax−1Uimax−1: (108)
Beginning with Eqs. (107) and (108), Eqs. (104) and (105) are used to determine Di and Wi for
all i by sweeping inward in mass. For i = 1,
C1  0 (109)
because r1  0, and therefore
D1  0: (110)
Then Eq. (102) is used to determine the solution, Vi, by sweeping outward in mass. Once the
solution vector (100) is obtained, the quantities F , , and Ye are updated using Eqs. (71), (95), and
(98). Then the new solutions are used as guesses for the next iteration, and we proceed until the
fractional change in F , , and Ye, for all mass shells and discrete neutrino direction cosines and
energies, are below certain tolerances. In our applications, we set all tolerances to 1 10−6, which
gives us at least four signicant gures of accuracy.
With each Newton{Raphson iteration, an updated temperature is computed, given the changes
in the specic internal energy and electron fraction, using the following formula (i.e., direct
computation):
(T )i+1=2 = f[(2 − 1)− (@=@Ye)0 ; T (Ye;2 − Ye;1)]=(@=@T )0 ; Yegi+1=2: (111)
Once again, this is dierent from the iterative update for the temperature used in [34] given
the dierences in the successive iterates for the specic internal energy and electron fraction. In
Eq. (111), 2;1 and (Ye)2;1 are the values of the specic internal energy and electron fraction after
and before a single Newton{Raphson iteration, respectively. The asterisk indicates that the derivatives
are evaluated at the new density and the current iterates for the temperature and electron fraction.
Given a T , the temperature is then updated using Eq. (62). As the Newton{Raphson iteration con-
verges, T ! 0, and the temperature becomes fully updated for the current cycle. The derivatives
in Eq. (111) are evaluated using Eq. (36).
The system of Eq. (99) can also be written in sparse matrix format as0
BBBBBBBBB@
A2 −B1 0 0 0 : : :
−C2 A2 −B2 0 0 : : :
0 −C3 A3 −B3 0 : : :
: 0
: :
: :
: :
1
CCCCCCCCCA
0
BBBBBBBBB@
V1
V2
V3
V4
:
:
:
1
CCCCCCCCCA
=
0
BBBBBBBBB@
U1
U2
U3
U4
:
:
:
1
CCCCCCCCCA
(112)
where now, we solve for the change in the distribution function for all spatial zones at once. This
version of the algorithm is particularly suited for computation on parallel architectures; sequential
unparallelizable schemes such as the Feautrier elimination scheme are not.
Each solution of the linearized system of equations gives a new iterate in a multidimensional
Newton{Raphson solution of the nonlinear algebraic nite dierence equations. Typically, the
Newton{Raphson method converges to a solution in 3{4 iterations. However, if the number of
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iterations exceeds a maximum value, in our case 10, we halve the time step, reset all variables to
their values at the start of the Newton{Raphson iteration, and begin the iteration again. This is a
new feature not included in the method outlined in [34].
5.5. Angular aberration
The aberration term
1
c
@F
@t
=−1
c

@ ln 0
@t
+
3v
r

@[0(1− 20)F]
@0
(113)
is nite dierenced as
(Fi+1=2; j+1=2; k+1=2 − Fi+1=2; j+1=2; k+1=2)=c t
=− 1
c
"
2(n+1i+1=2 − ni+1=2)
t (n+1i+1=2 + 
n
i+1=2)
+ 3

v
r
n+1=2
i+1=2
#
 2
wj+1=2
[j+1j+1Fi+1=2; j+1=2; k+1=2 − jjFi+1=2; j−1=2; k+1=2] (114)
for _j+1=2> 0, and
(Fi+1=2; j+1=2; k+1=2 − Fi+1=2; j+1=2; k+1=2)=c t
=− 1
c
"
2(n+1i+1=2 − ni+1=2)
t (n+1i+1=2 + 
n
i+1=2)
+ 3

v
r
n+1=2
i+1=2
#
 2
wj+1=2
[j+1j+1 Fi+1=2; j+3=2; k+1=2 − jj Fi+1=2; j+1=2; k+1=2] (115)
for _j+1=2< 0. The time derivative, _j+1=2, is dened by
_j+1=2 = (1− 2j+1=2)j+1=2
"
2(n+1i+1=2 − ni+1=2)
t (n+1i+1=2 + 
n
i+1=2)
+ 3

v
r
n+1=2
i+1=2
#
: (116)
Note that, in Eqs. (114) and (115), we are using the step relations in angle, Eq. (81), and in both
equations the zone-edge values for the direction cosines, j, are dened by [38]
j+1  j + wj+1=2 (117)
for all j, with 1  −1:0. Eqs. (114) and (115) can be solved by sweeping through the 0-mesh
for each value of i and k. For _j+1=2> 0 and j+1=2< 0, we begin with j = 3=2 and sweep to
j = jmax=2 + 12 , whereas for _j+1=2> 0 and j+1=2> 0, we begin with j = jmax=2 +
3
2 and sweep
to j = jmax + 12 . For _j+1=2< 0 and j+1=2< 0, we begin with j = jmax=2 +
1
2 and sweep to j =
3
2 ,
whereas for _j+1=2< 0 and j+1=2> 0, we begin with j = jmax +
1
2 and sweep to j = jmax=2 +
3
2 .
The aberration term has an eect on the distribution function that is symmetric about 0 = 0. Given
the sign of the spatial part of _j+1=2 in Eq. (116), _j+1=2 changes sign at 0 = 0.
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5.6. Frequency shift
The frequency shift term
1
c
@F
@t
=−1
c

20

@ ln 0
@t
+
3v
r

− v
r

1
E20
@[E30F]
@E0
(118)
is treated by generalizing the scheme developed by Bruenn [10], which was developed for multigroup
ux-limited diusion. This scheme is conservative for both neutrino number and neutrino energy and
respects Fermi statistics (i.e., the fact that no two Fermions can coexist in the same state). We begin
by dening
H  E30 F: (119)
With the denition for the uid velocity [Eq. (52)] and Eq. (119), Eq. (118) can be rewritten as
@H
@t
+
@ ln(
2
0
0 r
320−1)
@t
E0
@H
@E0
= 0: (120)
The solution of this equation is [10]
H (m; tf ; 0; E0) = H
2
4m; ti; 0; (
2
0
0 r
320−1)i
(
20
0 r
320−1)f
E0
3
5 (121)
where ti and tf correspond to initial and nal times, respectively. If we dene
R  (
20
0 r
320−1)i
(
20
0 r
320−1)f
(122)
we can rewrite Eq. (121) in terms of F(m; t; 0; E0):
F(m; tf ; 0; E0) = R3 F(m; ti; 0; RE0): (123)
The specic radiation energy in the angular range [0; 0 + d0] and energy range [E0; E0 + dE0] is
dR(m; t; 0; E0) =
2C0
h3c3
d0 dE0 E30 F(m; t; 0; E0): (124)
If the distribution function transforms as Eq. (123), the specic radiation energy transforms as
dR(m; tf ; 0; E0=R) = R−1 dR(m; ti; 0; E0): (125)
We will make use of this in our nite dierence scheme for the frequency shift. For R−1i+1=2; j+1=2> 1,
number conservation is expressed as
2
h3c3
mi+1=2 [(Fni+1=2; j+1=2; k+1=2 − (−)Fi+1=2; j+1=2; k+1=2)wj+1=2 E2k+1=2 Ek+1=2
+(+)Fi+1=2; j+1=2; k+3=2 wj+1=2 E2k+3=2 Ek+3=2]
=
2
h3c3
mi+1=2 Fni+1=2; j+1=2; k+1=2 wj+1=2 E
2
k+1=2 Ek+1=2 (126)
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where (−)Fi+1=2; j+1=2; k+1=2 is the decrease and (+)Fi+1=2; j+1=2; k+3=2 is the increase in the distribution
function in zones k + 1=2 and k + 3=2, respectively, from frequency shift. Eq. (126) implies that
(+)Fi+1=2; j+1=2; k+3=2 =
E2k+1=2 Ek+1=2
E2k+3=2 Ek+3=2
(−)Fi+1=2; j+1=2; k+1=2: (127)
For R−1i+1=2; j+1=2> 1, energy conservation is expressed as
(2C0=h3c3)mi+1=2 [(Fni+1=2; j+1=2; k+1=2 − (−)Fi+1=2; j+1=2; k+1=2)wj+1=2 E3k+1=2 Ek+1=2
+(+)Fi+1=2; j+1=2; k+3=2 wj+1=2 E3k+3=2 Ek+3=2]
=R−1i+1=2; j+1=2
2C0
h3c3
mi+1=2 Fni+1=2; j+1=2; k+1=2 wj+1=2 E
3
k+1=2 Ek+1=2
−2C0
h3c3
mi+1=2 wj+1=2 E2k+1=2 Ek+1=2 (Ek+1=2 − Ek−1=2)(+)Fi+1=2; j+1=2; k+1=2 (128)
with
2
h3c3
mi+1=2 (+)Fi+1=2; j+1=2; k+1=2 wj+1=2 E2k+1=2 Ek+1=2
=
2
h3c3
mi+1=2 (−)Fi+1=2; j+1=2; k−1=2 wj+1=2 E2k−1=2 Ek−1=2 (129)
and
(−)Fi+1=2; j+1=2; k−1=2 = maxf0; Fn+1i+1=2; j+1=2; k−1=2 − 1=n+1i+1=2g: (130)
If the value of the distribution function is greater than unity, we set
Fn+1i+1=2; j+1=2; k−1=2  1=n+1i+1=2: (131)
Our scheme for computing the change in the distribution function from frequency shift for R−1i+1=2; j+1=2
> 1 begins with the lowest energy zone, E3=2, and sweeps through the E0-mesh to the highest energy
zone, Ekmax+1=2. The quantity (−)Fi+1=2; j+1=2; k+1=2 on the right-hand side of Eq. (129) is the amount
by which the distribution function in the energy zone Ek−1=2 is found to exceed unity, as given by
Eq. (130). If the distribution function for that energy zone exceeds unity, it is set to unity according
to Eq. (131), and the dierence is added to the energy zone Ek+1=2, according to Eqs. (128) and
(129). The second term on the right-hand side of the energy balance Eq. (128) corrects for the
additional energy obtained when the excess neutrinos are added to the energy zone Ek+1=2 rather
than Ek−1=2.
If we use Eqs. (127) and (129) to substitute for (+)Fi+1=2; j+1=2; k+3=2 and (+)Fi+1=2; j+1=2; k+1=2 in
Eq. (128), we can solve for (−)Fi+1=2; j+1=2; k+1=2:
(−)Fi+1=2; j+1=2; k+1=2 =
R−1i+1=2; j+1=2 − 1
Ek+3=2=Ek+1=2 − 1 F
n
i+1=2; j+1=2; k+1=2
−(−)Fi+1=2; j+1=2; k−1=2
E2k−1=2 Ek−1=2
E2k+1=2 Ek+1=2
(Ek+1=2 − Ek−1=2)
(Ek+3=2 − Ek+1=2) : (132)
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Once (−)Fi+1=2; j+1=2; k+1=2 is known, the distribution function may be updated according to
Fn+1i+1=2; j+1=2; k+1=2 =F

i+1=2; j+1=2; k+1=2 + 
(+)Fi+1=2; j+1=2; k+1=2 − (−)Fi+1=2; j+1=2; k+1=2
+(+)Fi+1=2; j+1=2; k+1=2: (133)
For R−1i+1=2; j+1=2< 1, number conservation is expressed as
2
h3c3
mi+1=2 [(Fni+1=2; j+1=2; k+1=2 − (−)Fi+1=2; j+1=2; k+1=2)wj+1=2 E2k+1=2 Ek+1=2
+(+)Fi+1=2; j+1=2; k−1=2 wj+1=2 E2k−1=2 Ek−1=2]
=
2
h3c3
mi+1=2 Fni+1=2; j+1=2; k+1=2 wj+1=2 E
2
k+1=2 Ek+1=2: (134)
Eq. (134) implies that
(+)Fi+1=2; j+1=2; k−1=2 =
E2k+1=2 Ek+1=2
E2k−1=2 Ek−1=2
(−)Fi+1=2; j+1=2; k+1=2: (135)
For R−1i+1=2; j+1=2< 1, energy conservation is expressed as
(2C0=h3c3)mi+1=2 [(Fni+1=2; j+1=2; k+1=2 − (−)Fi+1=2; j+1=2; k+1=2)wj+1=2 E3k+1=2 Ek+1=2
+(+)Fi+1=2; j+1=2; k−1=2 wj+1=2 E3k−1=2 Ek−1=2]
=R−1i+1=2; j+1=2
2C0
h3c3
mi+1=2 Fni+1=2; j+1=2; k+1=2 wj+1=2 E
3
k+1=2 Ek+1=2
−2C0
h3c3
mi+1=2 wj+1=2 E2k−1=2 Ek−1=2 (Ek−1=2 − Ek−3=2)(+)Fi+1=2; j+1=2; k−1=2 (136)
with
2
h3c3
mi+1=2 (+)Fi+1=2; j+1=2; k−1=2 wj+1=2 E2k−1=2 Ek−1=2
=
2
h3c3
mi+1=2 (−)Fi+1=2; j+1=2; k−3=2 wj+1=2 E2k−3=2 Ek−3=2 (137)
and
(−)Fi+1=2; j+1=2; k−3=2 = maxf0; Fn+1i+1=2; j+1=2; k−3=2 − 1=n+1i+1=2g: (138)
If the value of the distribution function is greater than unity, we set
Fn+1i+1=2; j+1=2; k−3=2  1=n+1i+1=2: (139)
If we use Eqs. (135) and (137) to substitute for (+)Fi+1=2; j+1=2; k−1=2 and (+)Fi+1=2; j+1=2; k−1=2 in
Eq. (136), we can solve for (−)Fi+1=2; j+1=2; k+1=2:
(−)Fi+1=2; j+1=2; k+1=2 =
R−1i+1=2; j+1=2 − 1
Ek−1=2=Ek+1=2 − 1 F
n
i+1=2; j+1=2; k+1=2
−(−)Fi+1=2; j+1=2; k−3=2
E2k−3=2 Ek−3=2
E2k+1=2 Ek+1=2
(Ek−1=2 − Ek−3=2)
(Ek−1=2 − Ek+1=2) (140)
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and once again, Eq. (133) is used to update the distribution function. Note that Eqs. (136){(140)
replace Eqs. (136){(140) in [34], which are in error. It should also be noted that, under compression,
zones kmax and kmax − 1 are updated jointly and, under expansion, zones k = 1 and k = 2 are
updated jointly. This is the only way to satisfy conservation of number and energy for these zones.
To obtain the nite dierence equations for the distribution function updates, simply proceed as
before, writing the joint equations for the rst two zones and the joint equations for the last two
zones and proceeding with the algebra. This is an improvement over the nite dierencing presented
in [34] in which these zones were not grouped in their updates.
5.7. Time step
Because our nite dierence scheme for neutrino transport and its coupling to the core hydro-
dynamics and lepton conservation is a mix of time explicit and time implicit methods, the time
step in our simulations is set by two criteria: (1) stability and (2) accuracy. The hydrodynamics is
dierenced in an explicit manner; consequently, for stability, the time step must be restricted by the
Courant condition. (This states that the numerical \past cone" at a grid point in a simulation must be
larger than the \causal cone" at that grid point.) If this is satised, the explicit dierencing is stable,
i.e., it is conditionally stable. On the other hand, the neutrino Boltzmann equation and its coupling
to the core hydrodynamics and lepton conservation is dierenced in a fully implicit manner, which
is unconditionally stable. However, the time step for this portion of the solution must be restricted
by accuracy criteria, namely, that the change in a particular variable in a time step not exceed a
certain prescribed tolerance. This is also true of the hydrodynamics, even though this portion of the
solution is also restricted by the Courant condition.
The Courant time step is given by
tn+1=2 =
nCourant rni+1=2
(cs)ni+1=2
(141)
where nCourant is the Courant number, which we choose to be 0:8 (this number is chosen such that
we are not computing with a time step at the limit of stability); (cs)ni+1=2 is the local sound speed;
and the radial zone width, rni+1=2, is dened by
rni+1=2 = r
n
i+1 − rni (142)
In a Lagrangian simulation, such as ours, it is the local sound speed that enters the Courant time
step. For an Eulerian simulation, the maximum of the local sound speed and uid velocity would
be used. The sound speed is computed from
cs =

 1P
0
1=2
(143)
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The derivatives in Eqs. (144) and (145) are computed numerically according to Eq. (36). The
quantities  1 and  3 are known as the \adiabatic exponents", and give a measure of the change in
the uid pressure as the density and temperature vary [19].
As mentioned earlier, we further restrict the time step so that the change in density, temperature,
specic internal energy, and electron fraction is less than 1% per time step; and so that the change
in any of the neutrino distributions is less than 10% per time step, for all mass shells and neutrino
direction cosines and energies.
6. Boltzmann transport in post-core bounce environments
As discussed in the Introduction, the shock reheating phase is essential to the supernova’s success,
but it is precisely this phase that is dicult to simulate realistically. Core electron neutrinos and
antineutrinos are radiated from their respective neutrinospheres, and a small fraction of this radiated
energy is absorbed in the exterior shocked mantle. The shock reheating depends sensitively on the
electron neutrino and antineutrino luminosities, spectra (best characterized by the RMS energies), and
angular distributions in the region behind the shock (e.g., see [16,26,31]). These, in turn, depend on
the neutrino transport in the semitransparent region encompassing the neutrinospheres, necessitating
a neutrino transport treatment that is able to transit accurately and seamlessly between neutrino-thick
and neutrino-thin regions.
Also discussed in the Introduction is the fact that various neutrino transport approximations have
been implemented in simulating core collapse supernovae. The most sophisticated approximation,
which naturally has been used in detailed one-dimensional simulations, is multigroup ux-limited
diusion (MGFLD; e.g., see [8,10,40]). Unfortunately, this approximation is of unknown accuracy
in the critical semitransparent region encompassing the neutrinospheres, in which the postshock
neutrino luminosities, spectra, and angular distributions are determined.
Motivated by these concerns, we carried out detailed comparisons of exact multigroup Boltzmann
neutrino transport (MGBT) and multigroup ux-limited diusion in post-core bounce environments,
with a focus on the three above-mentioned quantities underpinning the shock reheating.
6.1. Initial models, codes, and methodology
We begin with 15 solar mass (M) and 25 M precollapse models S15s7b and S25s7b pro-
vided by Woosley [49]. The initial models were evolved through core collapse and bounce using
one-dimensional Lagrangian hydrodynamics and MGFLD neutrino transport coupled to the Lattimer{
Swesty \equation of state" [28]. [The \equation of state" in hydrodynamics relates the uid pressure
to its density and temperature, and in our case, electron fraction. It \closes" the hydrodynamics
equations, which involve P, but solve for 0;  (or equivalently, T ), and v. The Lattimer{Swesty
equation of state is a realistic equation of state for the stellar core that uses a detailed microphysical
description of the core material in computing the uid pressure and other thermodynamic quantities.]
The data at 106 ms and 233 ms after bounce for S15s7b and 156 ms after bounce for S25s7b were
thermally and hydrodynamically frozen, i.e., the velocity of the core material was set to zero, and
the core internal energy and temperature were not allowed to evolve. \Stationary-state" (steady state;
@f=@t = 0) neutrino distributions were computed for these proles using both MGBT and MGFLD.
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In a fully dynamic supernova simulation, the time scale for change in the core hydrodynamics is
long relative to the time scale for the neutrino radiation eld to achieve a stationary state. Thus, the
values of neutrino quantities derived from stationary state distributions in post-core bounce \time
slices" will reect the values that would be obtained if the core were allowed to evolve along with
the neutrino distribution. The stationary state computations that we report on here are the nal step
toward fully dynamic simulations, which are currently underway.
The MGBT simulations were performed using BOLTZTRAN: a Newtonian gravity, O(v=c), three-
avor, Boltzmann neutrino transport code developed for the supernova problem and used thus
far for studies of stellar core collapse [32,34,33]. The MGFLD simulations were performed us-
ing MGFLD-TRANS: a Newtonian gravity, O(v=c), three-avor, MGFLD neutrino transport code,
which has been used for both core collapse and postbounce evolution (e.g., see [10,11]).
The MGBT simulations used 110 nonuniform radial spatial zones and 12 neutrino energy zones
spanning a range between 5 and 225 MeV. The MGFLD used the same spatial and energy grids.
Simulations with 20 energy zones spanning the same energy range were performed with BOLTZ-
TRAN; no changes in the results presented here were seen.
For the MGBT simulations there is an added dimension: neutrino direction cosine. Because MGBT
computes the neutrino distributions as a function of direction cosine and energy for each spatial zone,
the isotropy of the neutrino radiation eld as a function of radius and neutrino energy is computed
from rst principles, whereas the isotropy measure,  1= 0, is an interpolated quantity for MGFLD.
This is one of the key features distinguishing MGBT and MGFLD. Because the isotropy of the
neutrino radiation eld is critical to the shock reheating=revival, four Gaussian quadrature sets (2-,
4-, 6-, and 8-point) were implemented in the MGBT simulations to ensure numerical convergence
of the results.
6.2. Results
For electron neutrino and antineutrino absorption on neutrons and protons, the neutrino heating
rate (in MeV=nucleon) in the region between the neutrinospheres and the shock can be written as
_=
Xn
a0
Le
4r2 hE
2
ei

1
F

+
Xp

a
0
L e
4r2 hE
2
ei

1
F

(146)
where Xn and Xp are the neutron and proton fractions, i.e., the number of neutrons and protons per
baryon (recall that the baryon number is the sum of the neutron and proton number);
a0 = 
a
0 = G
2
F(g
2
V + 3g
2
A)=(hc)4mB (147)
GF=(~c)3 = 1:166  10−5 GeV−2 is the \Fermi coupling constant" for the neutrino interactions; 
is the matter density; gV = 1:0; gA = 1:23; mB is the \baryon mass"; and Le; e ; hE2e; ei, and F; F are
the electron neutrino and antineutrino luminosities, RMS energies, and \mean inverse ux factors",
dened by
Le = 4r2
2c
(hc)3
Z
dEe de E
3
eef; (148)
hE2ei=
R
dEe de E
5
efR
dEe de E3ef
; (149)
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Fig. 1. RMS energies, luminosities, and mean inverse ux factors for model S15s7b at 233 ms after core bounce.

1
F

=
R
dEe de E
3
efR
dEe de E3eef
=
cUe
Fe
: (150)
The mean inverse ux factor also is a measure of how isotropic the local neutrino distribution is
in direction cosine. The more isotropic the distribution, the larger the ux factor, and consequently
the neutrino heating. Of course, the neutrino heating also increases with luminosity, and with larger
RMS energies, i.e., \harder" spectra (more high-energy neutrinos).
In Eqs. (148){(150), f is the electron neutrino distribution function, which, as we mentioned
earlier, is a function of the electron neutrino direction cosine, e , and energy, Ee . In Eq. (150), Ue
and Fe are the electron neutrino energy density and ux. Corresponding quantities can be dened
for the electron antineutrinos. The same discrete Gaussian quadratures and energies are used for the
electron antineutrino direction cosines and energies. Success or failure to generate explosions via
neutrino reheating must ultimately rest on the three quantities dened in Eqs. (148){(150).
In Fig. 1, at 233 ms after bounce for model S15s7b, we plot the electron neutrino and antineutrino
RMS energies, luminosities, and mean inverse ux factors as a function of radius for our (8-point
Gaussian quadrature) MGBT and MGFLD runs. The energy-averaged neutrinospheres (at 57 and
48 km, for electron neutrinos and antineutrinos, respectively), and the location of the shock (at 191
km), are indicated by arrows. The \gain radius", located at 98 km, is also marked by an arrow. (In
between the neutrinosphere and the shock, matter cools by neutrino emission and heats by neutrino
absorption. The point at which the two balance is called the \gain radius". Below this radius, matter
net cools; above it, matter net heats.) For the electron neutrinos, the dierences in RMS energies
between MGBT and MGFLD are at most 2% throughout most of the region plotted, although MGBT
consistently gives higher energies. The dierences between MGBT and MGFLD antineutrino RMS
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energies are smaller, and neither transport scheme yields consistently higher values. It should be
noted that we expect larger dierences when a fully hydrodynamic simulation is carried out, with
MGBT giving harder spectra [32,33,15]. In a static matter conguration, dierences that result from
dierent treatments by MGBT (exact) and MGFLD (approximate) of the continual neutrino energy
shift measured by successive observers comoving with an accelerated uid do not occur because the
uid remains at rest.
Signicant dierences between MGBT and MGFLD are evident when comparing the neutrino
and antineutrino luminosities and mean inverse ux factors. Both transport methods compute similar
electron neutrino luminosities until the neutrinospheres are approached from below. The antineutrino
luminosities for each transport method also coincide up to this point. Just below the neutrinospheres,
the MGBT luminosities diverge upward from the MGFLD luminosities, as MGFLD underestimates
the neutrino ux, diering by 7% (4% for antineutrinos) at the neutrinospheres. After a decline from
this maximum dierence, the fractional dierence grows from approximately 3% at the base of the
gain region to a constant dierence of 6% beyond about 170 km. Similar behavior is exhibited by
the antineutrino luminosities, with the same fractional dierences, 3% and 6%, obtained at the base
of the gain region and near the shock, respectively.
For the electron neutrinos, the fractional dierence between h1=FiMGFLD and h1=FiMGBT is 2%,
8%, and 12% at the neutrinosphere, gain radius, and shock, respectively. Just above the shock,
the dierence converges to 10%, and is maintained to the edge of the stellar core. Focusing on
the semitransparent region, h1=FiMGFLD is greater below the gain radius until the gain radius is
approached; i.e., the MGFLD neutrino radiation eld is more isotropic than the MGBT radiation
eld in this region. At 80 km, as the gain radius is approached, MGFLD computes an articial
sharp decrease in h1=Fi. The dip at 106 km and the sharp spike at 163 in h1=FiMGFLD are caused by
local density perturbations, and are also articial.
For the electron antineutrinos, the same features are seen in h1=FiMGFLD. The fractional dierence
is 0%, 11%, and 11% at the neutrinosphere, gain radius, and shock, respectively. The initial sharp
decrease in h1=FiMGFLD occurs at a smaller radius. These results are typical of all three time slices
considered.
Because each of the quantities plotted in Fig. 1 is consistently greater for MGBT (while this is
not strictly true for the antineutrino RMS energies in our stationary state comparisons, in a fully
dynamic simulation these energies will be consistently higher for MGBT [32,33,15], and because the
neutrino heating rate is proportional to each of them, MGBT yields a signicantly higher heating
rate. As an example, just above the gain radius for model S15s7b, at tpb=233 ms and the net-heating
peak, MGBT yields a heating rate from neutrino absorption that is (102%)2  110% 112% of the
MGFLD rate.
In Fig. 2, for MGBT and MGFLD, we plot the net neutrino heating rates as a function of radius
for model S15s7b at tpb = 233 ms. (As discussed earlier, the results from four Gaussian quadrature
sets are plotted to demonstrate numerical convergence.) These rates include the contributions from
both the electron neutrinos and antineutrinos, and were computed using the following formulae:
(@=@t)i = c
Z
E3 dE[ 
0
i =
(a)
i − ji(1−  0i )]=(hc)3 (151)
where  is the internal energy per gram; E;  0i ; 
(a)
i , and ji are the electron neutrino or antineutrino
energy, zeroth angular moment [cf. Eq. (2)], absorption mean free path (i.e., 1=), and emissivity,
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Fig. 2. Net heating rates for model S15s7b at 233 ms after core bounce.
Table 1
Maximum net heating=cooling rates
Progenitor mass tpb Maximum net heating ratio Maximum net cooling ratio
(M) (ms)
15 106 2.0 0.8
233 1.3 0.8
25 156 2.0 0.8
respectively; i=1 corresponds to electron neutrinos, and i=2 corresponds to electron antineutrinos.
In Eq. (151), the rst term in the integrand corresponds to neutrino=antineutrino heating; the second
to neutrino=antineutrino cooling. The MGBT simulation yields a net heating rate just above the gain
radius that is  1:3 times the MGFLD rate, and a net cooling rate just below the gain radius that
is consistently  0:8 times the MGFLD rate. The dierences in net heating rate are even greater for
the tpb = 106 ms time slice in our 15 M model and for the tpb = 156 ms time slice in our 25 M
model (cf. Table 1). Dierences of this magnitude are signifcant in the evolution and ultimate fate
of the supernova shock (e.g., see [16,26,31]). For more details on our stationary state comparisons,
we refer the reader to [35,36].
7. Conclusion
We have developed a numerical method for solving the Boltzmann equation coupled to hydrody-
namic ows, a realistic equation of state, and lepton conservation for Fermion transport. Our method
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has been successfully applied to neutrino transport in collapsing stellar cores and to investigations
of the post-core bounce, shock reheating epoch in core collapse supernovae [32{36].
We have overcome diculties encountered in past attempts to solve the neutrino Boltzmann
equation in stellar cores [52,53]. In particular we have succeeded in obtaining the correct diusion
limit for neutrino thick zones without the introduction of ad hoc factors in the radial transport term.
We have also succeeded in avoiding oscillations in the neutrino distribution function in neutrino
thin zones. We have accomplished both through a judicious choice of the auxiliary relations that
accompany the Boltzmann equation, which relate the zone-center and zone-edge distributions in space
and angle. We have also developed and successfully implemented new numerical techniques for the
angular aberration and frequency shift terms. Numerical methods for nite dierencing and solving
the Boltzmann equation for radiation transport have previously been limited to transport in hydrostatic
media, where these terms do not contribute to the evolution of the distribution function. In particular
we have developed a nite dierence representation for the angular aberration term that can be
used with Gaussian quadratures, a preferred choice for accurate transport computations, and we have
successfully generalized Bruenn’s method for the frequency shift term. The latter method conserves
particle number and energy. Because lepton number is conserved during stellar core collapse, it is
necessary to conserve neutrino number when \advecting" neutrinos from one energy zone to another;
it is not sucient to conserve energy only. For photon transport the situation is simpler because
photon number is not conserved; in this case, it is sucient to conserve energy only.
The Boltzmann equation and its coupling to the uid specic internal energy and electron-fraction
equations constitute a nonlinear system of equations. We solve this system by linearizing in the spe-
cic distribution function, F , the logarithm of the specic internal energy, , and the electron fraction,
Ye, iterating to convergence in a multidimensional Newton{Raphson iteration in (f; ; Ye)-space. With
the scattering terms in the Boltzmann equation written explicitly in terms of the distribution func-
tion, the linearized system of equations takes on a block tridiagonal form, and we use the Feautrier
elimination scheme to solve it, with the boundary conditions on the distribution function explicitly
taken into consideration. We have also formulated and solved the linear systems of equations (one
for each mass shell) as a single sparse system. This formulation is particularly advantageous on
parallel architectures. We have found our solution methods to be ecient, typically requiring few
iterations to converge.
Our method is a stable, accurate, and ecient numerical method for radiation transport in hy-
drodynamic media that will be equally applicable to photon transport and useful in a variety of
applications in computational astrophysics, and outside astrophysics as well.
Comparing three-avor multigroup Boltzmann transport (MGBT) and multigroup ux-limited dif-
fusion (MGFLD) in post-core bounce supernova environments, we nd that MGBT leads to a signi-
cant increase=decrease in the net heating=cooling rate, particularly in the region directly above=below
the gain radius. The MGBT net heating rate can be as much as  2 times the MGFLD rate, with
net cooling rates that are typically 20% less. These dierences stem primarily from dierences in the
neutrino luminosities and mean inverse ux factors; the heating rate is linearly proportional to both
these quantities, and dierences in both add to produce a signicant dierence in the net heating
rate.
We also observe that dierences in the net heating rate are greatest at earlier postbounce times for
a given \progenitor mass" (i.e., the initial total mass of the star that will ultimately give rise to the
supernova), and greater at a given postbounce time for greater progenitor mass. This is illustrated
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in Table 1. The enhancement in heating with increased progenitor mass is advantageous because of
the slower fall-o in the preshock ram pressure (i.e., the pressure of the material infalling through
the shock, which the shock has to do work against) and suggests that the net heating enhancement
from MGBT is potentially robust and self-regulated.
With the dramatic increase in net heating above the gain radius, which is seen in all of our
postbounce slices, it may be possible to obtain explosions in one dimension without multidimensional
eects such as convection; this will be aided by the decrease in net cooling. It should be noted that
our postbounce slices come from full radiation hydrodynamics simulations implementing MGFLD
that marginally failed to produce explosions [26]. The marginality of Bruenn’s simulations is an
important motivating factor in comparing our MGBT results with his MGFLD results. All else
being equal, increases in net heating of the magnitude documented here would most likely lead to
explosion. However, simulations coupling MGBT and the core hydrodynamics must be carried out in
order to compute any feedbacks. It remains to be seen whether the MGBT heating rate will remain
suciently high to generate an explosion. These simulations are currently underway.
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