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Abstract The present paper studies the so called deep im-
age prior (DIP) technique in the context of inverse prob-
lems. DIP networks have been introduced recently for ap-
plications in image processing, [50], also first experimen-
tal results for applying DIP to inverse problems have been
reported [51]. This paper aims at discussing different inter-
pretations of DIP and to obtain analytic results for specific
network designs and linear operators. The main contribution
is to introduce the idea of viewing these approaches as the
optimization of Tiknonov functionals rather than optimizing
networks. Besides theoretical results, we present numerical
verifications for an academic example (integration operator)
as well as for the inverse problem of magnetic particle imag-
ing (MPI). The reconstructions obtained by deep prior net-
works are compared with state of the art methods.
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1 Introduction
Deep image priors (DIP) have been recently introduced as a
machine learning approach for some tasks in image process-
ing [50]. Usually, such machine learning approaches utilize
large sets of training data, hence, it was somewhat surprising
that deep image priors are based on a single data point yδ .
The task of DIP is to train a network ϕW (z) with parameters
W by minimizing the simple loss function
‖AϕW (z)− yδ‖2. (1.1)
The minimization is with respect to W, the input z is kept
fixed. After training, the solution of the problem is approx-
imated by xˆ = ϕW (z). In image processing typical choices
for A are the identity operator (denoising) or a projection
operator to a subset of the image domain (inpainting). For
these applications it has been observed, that minimizing the
functional iteratively by gradient descent methods in com-
bination with a suitable stopping criterion leads to amazing
results [50].
This approach is remarkable for several reasons. First of
all, the parametrization of a neural network is typically de-
termined during a training phase, afterwards it is fixed and
only the input varies in applications. This is based on the
assumption, that the set of suitable solutions x to any of the
problems mentioned above obeys some probability distri-
bution and that the neural network approach is capable of
reproducing this probability distribution by varying the in-
puts z of a trained network [6]. The DIP approach, however,
uses a fixed input and aims at scanning suitable solutions x
by varying the parametrization W while z is kept fixed. Sec-
ondly, as said above DIP approaches do not use large sets of
supervised training data, but rely on a single unsupervised
data point. Thirdly, one might assume, that this is only pos-
sible, if the network architecture is fine tuned to the specific
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task. This is partially true, nevertheless the presented numer-
ical results perform well with somewhat generic network ar-
chitectures such as autoencoder networks or even general
convolutional feedforward networks.
In this paper we are interested in the analysis of DIP
approaches and in particular in proving some convergence
properties for iteratively minimizing (1.1). We will do so
in the context of inverse problems, which are modeled by
a non-linear or linear operator A : X → Y between Hilbert
spaces X and Y . Contrary to the applications in image pro-
cessing mentioned above, we assume, that the range of A
is not closed, which implies, that the inversion or any gen-
eralized type of inversion is ill-posed [10, 37, 44]. Typical
examples are compact linear operators or parameter-to-state
mappings for partial differential equations.
Naive applications of neural networks fail for even the
most simple inverse problems, see [38], but there is a grow-
ing number of very convincing numerical experiments using
suitable network designs for some of the toughest inverse
problems such as photo-acoustic tomography [19] or X-ray
tomography with very few measurements [2, 20]. Concern-
ing networks based on deep prior approaches for inverse
problems, first experimental investigation have been repor-
ted, see [50,51]. Similar as for the above mentioned tasks in
image processing, DIP for inverse problems is based on two
ingredients:
1. A suitable network design, which leads to our phrase
“regularization by architecture”.
2. Training algorithms for iteratively minimizing Expres-
sion (1.1) with respect to W in combination with a suit-
able stopping criterion.
In this paper we present different mathematical interpreta-
tions of DIP approaches (Section 2) and we analyze three
network designs in the context of inverse problems in more
detail.
Our paper is organized as follows. In the next section
we discuss some interpretations of DIP approaches and we
add a first mathematical result for a trivial network design,
which yields a connection to Landweber iterations, which is
known to converge for general inverse problems with arbi-
trary z. Readers solely interested in the mathematical part of
the paper may jump directly to Section 3, where we consider
a fully connected feed forward network with L identical lay-
ers. This leads to the notion of analytic deep prior networks,
where one can strictly analyze the convergence properties.
The key to the theoretical findings is a change of view, which
allows to interpret DIP approaches as optimizing families
of Tikhonov functionals. We will exemplify our theoretical
finding with numerical examples for the standard linear in-
tegration operator (fully connected feed forward network) as
well as for the challenging inverse problem posed by mag-
netic particle imaging (U-Net with skip connections, Sec-
tion 4).
2 Deep inverse priors and their interpretations
We start with a description of the state of the art of deep im-
age priors before addressing their generalization to inverse
problems. In general, a feed forward neural network is an al-
gorithm that starts with an input x0 = z, computes iteratively
xk+1 = φ
(
Wkxk +bk
)
for k = 0, ..,L−1 and outputs
ϕW (z) = xL .
The parameters of this system are denoted by
W = {W0, ..,WL−1,b0, ..,bL−1}
and φ denotes a non-linear activation function.
In order to highlight one of the special features of deep
image priors, let us first refer to classical generative net-
works, which e.g. are trained on large sets of “naturally-
looking” images. There, W is fixed after training and one
expects, that changing the input z will generate different nat-
urally looking images as well [6]. Hence, after training the
distribution of naturally looking images is parametrized by
z. In contrast to that, deep image priors keep z fixed and aim
at parameterizing the distribution of images with W .
In general, this is based on the underlying assumption,
that complex distributions, e.g. the distribution of natural
images, can be obtained by transforming a simpler distri-
bution. This may be the distribution of the coefficients of a
deep network [50] or the coefficients of a wavelet represen-
tations, see e.g. [5, 52], moreover it has been argued, that
“naturally-looking” images allow a sparse representation in
such a basis. In a recent paper that makes use of DIP for
compressed sensing [51], the parameter distribution of the
network is additionally modeled by some Gaussians that are
optimized to fit the distribution of some previously obtained
image parametrizations.
To some extend, the success of deep image priors are
based on a careful designed network architecture. E.g. [50]
used a U-Net-like hourglass architecture with skip connec-
tions. In their results they show, that such an architecture
can capture the statistics of natural images. However this is
still not enough to explain the amazing results they show.
In general the DIP learning process may converge towards
noisy images or bad reconstructions. The whole success re-
lies on a combination of the network architecture with a suit-
able stopping rule for the optimization method. The authors
of [50] claim that the architecture has an impact on how
the solution space is searched during the iterative optimiza-
tion of the parameters W ∗ that minimizes (1.1). In their ex-
periments [50] observed that the training process descends
quickly to “naturaly-looking” images while requiring much
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more steps to produce noisy images. Note that this can be
somewhat supported by the theoretical findings of [46].
This is also in line with the observations of [55], which
shows that deep networks are able to fit noise very well, but
need more training time to do so. They consider the CIFAR-
10 [34] classification task with different noise models and
different common architectures like [48], [35] and a vanilla
multilayer perceptron. Another paper that hints in this direc-
tion is [3], which analyzes whether neural networks could
have a bias towards approximating low frequencies.
2.1 A trivial remark
We now switch to deep priors for solving ill-posed inverse
problems. For a given operator A, the general task in inverse
problems is to recover an approximation for x† form mea-
sured noisy data
yδ = Ax†+ τ,
where τ , with ‖τ‖ ≤ δ , describes the noise in the measure-
ment.
The deep image prior approach to inverse problems asks
to train a network ϕW (z) with parameters W and fixed input
z by minimizing ‖AϕW (z)− yδ‖2. After training a final run
of the network computes xˆ = ϕW (z) as an approximation to
x†.
We start with an observation for the training process of
a trivial network, which simply outputs W, i.e. ϕW (z) =W.
Hence, the approximate solution to the inverse problem is
given by ϕW (z) = xˆ = W . Thus W can be identified with
an element in X and training this network by gradient de-
scent of ‖AϕW (z)− yδ‖2 = ‖AW − yδ‖2 with respect to W
is equivalent to the classical Landweber iteration, which is a
gradient descent method for ‖Ax− yδ‖2 with respect to x.
Despite the obvious trivialization of the neural network
approach, this shows that there is potential for training net-
works with a single data point. Moreover, Landweber iter-
ations converge from rather arbitrary starting points, which
indicates that the choice of z in the general case is indeed of
minor importance.
2.2 Two Perspectives Based on Regression
In this subsection we present two different perspectives on
solving inverse problems with the DIP via the minimization
of a functional as discussed in the subsection above. The
first perspective is based on a reinterpretation of the mini-
mization of the functional
‖AϕW (z)− yδ‖2 (2.1)
in the finite, real setting, i.e. A ∈ Rm×n. This setting lets us
write
min
W
‖AϕW (z)− yδ‖2 = min
x∈R(ϕ·(z))
‖Ax− yδ‖2 (2.2)
= min
x∈R(ϕ·(z))
m
∑
i=1
(x∗ai− yδi )2 (2.3)
where R(ϕ·(z)) denotes the range of the network with re-
gard to W for a fixed z and ai the rows of the matrix A as
well as yδi the entries of the vector y
δ .
This allows for the interpretation that we are solving a
linear regression, parameterized by x, which is constrained
by a deep learning hypothesis space and given by data pairs
of the form (ai,yδi ).
The second perspective is based on a rewriting of the op-
timization problem via the method of Lagrange multipliers.
We start by considering the constrained optimization prob-
lem
min
x∈X ,W
‖Ax− yδ‖2 s.t. ‖x−ϕW (z)‖2 = 0. (2.4)
If we now assume that ϕ has continuous first partial deriva-
tives with regard to W , the Lagrange functional
L (W,x,λ ) = ‖Ax− yδ‖2+λ‖x−ϕW (z)‖2, (2.5)
with the correct Lagrange multiplier λ = λ0, has a stationary
point at each minimum of the original constraint optimiza-
tion problem. This gives us a direct connection to uncon-
strained variational approaches like Tikhonov functionals.
2.3 The Bayesian point of view
The Bayesian approach to inverse problems focuses on com-
puting MAP (maximum a posteriori probability) estimators,
i.e. one aims for
xˆ = argmax
x∈X
p(x|yδ ), (2.6)
where p : X ×Y → R is a conditional PDF. From standard
Bayesian theory we obtain
xˆ = argmin
x∈X
{
− log[p(yδ |x)]− log[p(x)]
}
. (2.7)
The setting for inverse problems, i.e. Ax+ τ = yδ with τ ∼
N (0,σ21Y ), yields (λ = 2σ2)
xˆ =: argmin
x∈X
‖Ax− yδ‖2−λ log[p(x)] .
We now decompose x into x⊥ := PN (A)⊥(x), and xN :=
PN (A)(x), where PN (A)(x), resp. PN (A)⊥(x), denotes the or-
thogonal projection onto N (A), resp. N (A)⊥. Setting xˆ =
4 Dittmer et al.
(xN ,x⊥) yields
xˆ = argmin
x∈X
‖Ax⊥− yδ‖2−λ log p(xN ,x⊥)
= argmin
x∈X
‖Ax⊥− yδ‖2−λ log p(x⊥)−λ log p(xN |x⊥).
= argmin
x∈X
(I)︷ ︸︸ ︷
‖Ax⊥− yδ‖2−λ log p(x⊥)−λ log p(xN |x⊥)︸ ︷︷ ︸
(II)
.
The data yδ only contains information about x⊥, which in
classical regularization is exploited by restricting any recon-
struction toN (A)⊥.
However, if available, p(xN |x⊥) is a measure on how to
extend x⊥ with an x⊥ ∈N (A)⊥ to a suitable x = (xN ,x⊥).
The classical regularization of inverse problems simply uses
an extension by zero, i.e. x = (0,x⊥), which not necessarily
is optimal. If we accept the interpretation that a network can
be a meaningful parametrization of the set of suitable solu-
tions x, then p(x)≡ 0 for all x not in the range of the network
and optimizing the network will indeed yield a non-trivial
completion x = (xN ,x⊥). More precisely (I) can be inter-
preted to be a deep prior on the measurement and (II) to be
a deep prior on the nullspace part of the problem.
3 Deep inverse priors and Tikhonov functionals
3.1 A general setting for deep priors for inverse problems
In this section we consider linear operators A and aim at
rephrasing DIP, i.e. the minimization of (1.1) with respect
to W , as an approach for learning optimized Tikhonov func-
tionals. This change of view, i.e. regarding deep inverse pri-
ors as an optimization of functionals rather then networks,
opens the way for analytic investigations.
We now follow the well known approach of LISTA [15]
(learned iterated soft thresholding algorithm) or learned PG
(proximal gradient) methods as stated in Appendix I. Note,
that our loss function is identical with the loss functions used
in LISTA or learned PG methods, but using only a single
data point. More precisely, we use the particular architecture
of a fully connected feedforward network with L layers of
identical size defined by
ϕW (z) = xL, (3.1)
where
xk+1 = φ
(
Wxk +b
)
(3.2)
for k = 0, ..,L−1 and x0 = z.
I.e. the affine linear map given by (W,b) is the same for
all layers. Moreover the activation function of the network is
chosen as the proximal mapping of a regularizing functional
λαR, we restrict the matrix W by enforcing I−W = λB∗B
(I denotes the identity operator) for some B and the bias is
determined via b = λB∗yδ .
Remark 3.1 This kind of generalized ISTA or PG schemes
converge for rather arbitrary starting points, i.e. the particu-
lar choice of z in the deep prior context indeed is of minor
importance.
Remark 3.2 Restricting activation functions to be proximal
mappings is not as severe as it might look at first glance. E.g.
ReLU is the proximal mapping for the indicator function
of positive real numbers and soft shrinkage is the proximal
mapping for the modulus function.
In this setting, the output ϕW (z) of the network is identi-
cal to the L-th iterate of a proximal gradient descent method
for minimizing
JB(x) =
1
2
‖Bx− yδ‖2+αR(x), (3.3)
see Appendix I. Hence, updating B or W changes the dis-
crepancy term in this Tikhonov functional.
In this section we neglect the difference between ϕW (z)
and x(B) = argmin JB(x) and assume that the PG scheme
has fully converged, i.e.
ϕW (z) = argminJB(x). (3.4)
This leads to the definition of analytic deep priors.
Definition 3.1 Consider a fully connected neural network
ϕW with L layers, whose activation function is a proximal
mapping ProxαλR with respect to a convex functional R :
X → IR, i.e.
ϕW (z) = xL, (3.5)
where
xk+1 = Prox
αλR
(Wxk +b) (3.6)
and x0 = z. Further assume that W can be decomposed as
W = I−B∗B with a bounded operator B : X→W and that the
bias satisfies b= λB∗yδ . We define the associated Tikhonov
functional JB(x) = 12‖Bx− yδ‖2 +αR(x) and assume that a
unique minimizer x(B) = argminJB(x) exists. We call this
setting an analytic deep prior if W , resp. B, is trained from a
single data point yδ by gradient descent applied to
min
B
‖Ax(B)− yδ‖2. (3.7)
We now examine the training process for computing W,
resp. B, in the setting of such analytic deep prior models.
This can be either regarded as training a neural network or
as determining an optimized Tikhonov functional. In the fol-
lowing we focus on the minimization with respect to B and
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then set W = I−λB∗B, which yields a more convenient no-
tation. Hence, the training of the network for given data yδ
is achieved by a gradient descent method with respect to B
for the loss function
F(B) =
1
2
‖Ax(B)− yδ‖2 s.t. x(B) = argmin
x
JB(x). (3.8)
The stationary points are characterized by ∂F(B) = 0 and
gradient descent iterations with stepsize η are given by
B`+1 = B`−η∂F(B`). (3.9)
Hence we need to compute the derivative of F with respect
to B.
Lemma 3.1 Consider an analytic deep prior network. We
define
x(B) = argmin JB(x), (3.10)
ψ(x,B) = Prox
λαR
(
x−λB∗(Bx− yδ )
)
− x. (3.11)
Then
∂F(B) = ∂x(B)∗A∗(Ax(B)− yδ ) (3.12)
with
∂x(B) =−ψx(x(B),B)−1ψB(x(B),B), (3.13)
which leads to the gradient descent
B`+1 = B`−η∂F(B`). (3.14)
Proof F is a functional which maps operators B to real num-
bers, hence, its derivative is given by
∂F(B) = ∂x(B)∗A∗(Ax(B)− yδ ),
which follows from classical variational calculus, see e.g.
[10].
The derivative of x(B) = argmin JB(x) with respect to
B can be computed using the fix point condition for a mini-
mizer of JB:
Prox
λαR
(
x(B)−λB∗(Bx− yδ )
)
− x(B) = 0,
which is equivalent to
ψ(x(B),B) = 0.
We apply implicit function theorem applied and obtain the
derivative ∂x(B)
∂x(B) =−ψx(x(B),B)−1ψB(x(B),B).
Combining ∂F(B) with ∂x(B) yields the required result.
This lemma allows to obtain an explicit description of
the gradient descent for W or B, which in turn leads to an
iteration of functionals JB and minimizers x(B). We will
now exemplify this derivation for a rather academic exam-
ple, which however highlights in particular the differences
between a classical Tikhonov minimizer, i.e.
xT = argminJA(x) = argmin
1
2
‖Ax− yδ‖2+αR(x),
and the solution of the DIP approach.
3.1.1 Example
In this example we examine analytic deep priors for linear
inverse problems A : X → Y , i.e. A,B ∈L (X ,Y ), and
R(x) =
1
2
‖x‖2. (3.15)
The rather abstract characterization of the previous section
can be made explicit for this setting. We consider the classi-
cal Tikhonov regularization, i.e.
xT = (A∗A+αI)−1A∗yδ . (3.16)
This is equivalent to the solution obtained by the analytic
deep prior approach with B = A without any iteration. We
then take B0 = A as a starting point. First of all we compute
one step of gradient descent for minimizing (1.1) with re-
spect to B and see, how the the resulting x(B) differs from
xT .
The proximal mapping corresponding to the functional
R above is given by
Prox
λαR
(z) =
1
1+λα
z. (3.17)
We use the explicit description of the iteration
B`+1 = B`−η∂F(B`) (3.18)
with
∂F(B) = ∂x(B)∗A∗(Ax(B)− yδ ) (3.19)
In this case x(B), which is a mapping x :L (X ,Y )→ X , can
be compute explicitly as
x(B) = argminJB(x) = (B∗B+αI)−1 B∗yδ . (3.20)
The derivative of x(B) with respect to B is a linear map
∂x(B) :L (X ,Y )→ X . For δB ∈L (X ,Y ) we obtain
∂x(B)(δB) =− (B∗B+αI)−2 (δB∗B+B∗δB)B∗yδ
+(B∗B+αI)−1 δB∗yδ .
(3.21)
The adjoint operator is a mapping from X toL (X ,Y ), which
can be derived from the defining relation
〈∂x(B)(δB),z〉X = 〈δB, [∂x(B)]∗ z〉L (X ,Y ) . (3.22)
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Hence,
[∂x(B)]∗ z =−BB∗yδ z∗(B∗B+αI)−2
−B(B∗B+αI)−2z(yδ )∗B
+ yδ z∗(B∗B+αI)−1.
(3.23)
Here, yδ z∗ ∈L (X ,Y ) denotes a linear map, which maps an
x ∈ X to 〈z,x〉X yδ .
First of all, we now aim at determining explicitly
∂F(B) = ∂x(B)∗A∗(Ax(B)− yδ ) (3.24)
at the starting point of our iteration, i.e. with B0 = A. I.e.
we initialize the iteration with x(A), where x(A) = (A∗A+
αI)−1A∗yδ is the classical Tikhonov regularization. Insert-
ing this yields
A∗(Ax(A)− yδ ) =−α(A∗A+αI)−1A∗yδ . (3.25)
From this follows a rather lengthy expression for
∂F(A) = ∂x(A)∗A∗(Ax(A)− yδ ) (3.26)
= αAA∗yδ (yδ )∗A(A∗A+αI)−3
+αA(A∗A+αI)−3A∗yδ (yδ )∗A
−αyδ (yδ )∗A(A∗A+αI)−2.
(3.27)
and we can compute the update
B1 = A−η∂F(A) (3.28)
as well as the output of the analytic deep prior approach after
one iteration of updating B (assuming a suitably chosen η)
x(B1) = (B∗1B1+αI)
−1B∗1y
δ . (3.29)
This expression nicely collapses if yδ (yδ )∗ commutes with
AA∗. For illustration we assume the rather unrealistic case
that x+ = u, where u is a singular function for A with sin-
gular value σ . The dual singular function is denoted by v,
i.e. Au = σv and A∗v = σu and we further assume, that the
measurement noise in yδ is in the direction of this singular
function, i.e. yδ = (σ +δ )v. In this case, the problem is in-
deed one-dimensional and we obtain an iteration restricted
to the span of u, resp. the span of v.
A lengthy computation exploiting B0 = A and β0 = σ
shows that the singular value β` of u in the spectral decom-
position of B` obeys the iteration
β`+1 = β`−ησ(σ +δ )2(α+β 2` −σβ`)
β 2` −α
(β 2` +α)3
,
i.e.
B`+1 = B`− c`vu∗ (3.30)
with
c`= c(α,δ ,σ ,η)=ησ(σ+δ )2(α+β 2` −σβ`)
β 2` −α
(β 2` +α)3
.
This iteration has a contracting fix point at β =
√
α , which
yields
x(B) =
1
2
√
α
(σ +δ )u
as opposed to the Tikhonov minimizer xT = σσ2+α (σ +δ )u.
For fixed α , our value β = 12√α is the maximum of
σ
σ2+α
for varying σ . Our artificial setting is one-dimensional and
hence well-posed, i.e we do not want to regularize or dimin-
ish the reconstruction. In this sense, DIP iterations converge
to the optimal value for Tikhonov type regularizers for this
one-dimensional case.
3.2 Some numerical experiments
We now use the analytic deep inverse prior approach for
solving an inverse problem with the following integration
operator A : L2 ([0,1]) → L2 ([0,1])
(Ax)(t) =
∫ t
0
x(s)ds. (3.31)
A is linear and compact, hence the inverse problem is ill-
posed. We let the matrix An ∈ Rn×n be a discretization of A
and choose x† ∈ Rn to be one of its singular vectors u. Then
we set the noisy data yδ = Anx†+ τ with τ ∼N (0,σ21n)
and σ equals 10% of the largest coefficient of y†, see Fig-
ure 3.1.
We aim to recover x† from yδ considering the setting
established in Def. 3.1 for R(·) = 12‖ · ‖2 and a fixed value of
α . That means the solution x is parametrized by the weight
matrix B of the network, i.e. x(B)=ϕW (z)with W = I−BT B
and z ∈ Rn some arbitrary fixed input. Solving the inverse
problem is now equivalent to training the network ϕW (z),
i.e. finding optimal B, to minimize the loss function (1.1) for
the single data point (z,yδ ). Afterwards, the reconstruction
is obtained by computing x(B) = argminJB.
In order to properly update B by back-propagation, the
network was implemented taking special care ensuring that
(3.4) holds. For more details please refer to Appendix II.
In Figure 3.2 some reconstruction results are shown. The
first plot contains the true solution x†, the standard Tikhonov
solution xT , and the reconstruction obtained with the ana-
lytic deep inverse approach x(Bopt) after B seemed to have
converged, in this case that means Bopt is the resulting ma-
trix after 4000 training iterations. Figure 3.2 provides some
additional reconstructions and plots depicting:
– The true error of the network’s output x(B) after each
update of B in a logarithmic scale.
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Fig. 3.1 Example of yδ for x† = u5 and 10% of noise.
– The Frobenius norm of A−B after each update of B.
– The matrix Bopt .
For all choices of α the training of B converges to a ma-
trix Bopt , such that x(Bopt) has a smaller true error than xT .
As it can be observed in the last plot, Bopt contains some
patterns that reflect what was previously obtained in Equa-
tion 3.30. The analytic deep inverse prior approach seems in
principle to behave differently than the Tikhonov approach
and shows some promising results.
So far, we considered the regularization parameter α to
be fixed. In a real application one needs to chose it by a
technique such as the L-curve [18] or the discrepancy prin-
ciple. However, they usually involve finding reconstructions
for many different values of α . In our case, that would mean
to retrain the network each time, which would amount to
high computational costs. This motivates an adaptive choice
of α during the optimization, which could be achieved by
letting α to be also a trainable weight of the network. The
results for the same example and different starting values α0
are shown in Figure 3.3.
Since we are minimizing (1.1), it becomes now impor-
tant to choose when to stop the training, otherwise α will
probably converge to 0 and B will converge to A, which
would result in bad reconstructions. We did that by monitor-
ing the trajectory/change of α over the course of the training.
We stopped at an iteration k∗, chosen to be close to the cor-
ner of the trajectory depicted in Figure 3.3, i.e. when α starts
decreasing very slow. We discuss this further in Appendix II.
4 Deep priors for magnetic particle imaging
In the remainder of this paper we apply a deep inverse prior
network for solving the reconstruction problem in magnetic
particle imaging (MPI). MPI is an imaging modality based
on injecting ferromagnetic nanoparticles, which are conse-
quently transported by the blood flow. Reconstructing the
resulting spatial distribution c(x) of those nanoparticles is
based on exploiting the nonlinear magnetization behavior of
ferromagnetic nanoparticles [14].
More precisely, one applies a magnetic field, which is
a superposition of a static gradient field, which generates a
field-free-point (FFP), and a highly dynamic spatially ho-
mogeneous field, which moves the FFP in space. The mean
magnetic moment of the nanoparticles in the neighborhood
of the FFP will generate an electro-magnetic field, whose
voltages can be measured by so-called receive coils. The
time-dependent measurements v`(t) in the receive coils con-
stitute the data for the inversion process, i.e. for reconstruct-
ing c(x).
MPI benefits from a high temporal resolution and a po-
tentially high spatial resolution which makes it suitable for
several in-vivo applications, such as imaging blood flow [21,
53], instrument tracking [16] and guidance [45], flow esti-
mation [13], cancer detection [54] and treatment by hyper-
thermia [41].
Due to the nonmagnetic coating of the nanoparticles,
which largely suppresses particle-particle interactions, MPI
is usually modeled by a linear Fredholm integral equation
of the first kind describing the relationship between particle
concentration and the measured voltage. After removing the
voltage induced by the applied magnetic field one obtains a
measured signal from the `-th receive coil as
v`(t)δ = v`(t)+ τ
where
v`(t) = S`c(t) :=
∫
Ω
c(x) s`(x, t) dt,
τ , with ‖τ‖ ≤ δ , some noise and s` the kernel of the linear
operator. Combining the measurements of all receive coils
yields – after discretization and appying the Fourier trans-
form – a linear system of equations Sc = vδ . Typically, the
rows of S are normalized resulting in the final form of the
linearized inverse problem denoted by
Ac = yδ . (4.1)
This is a coarse simplification of the physical setup, which
neglects non-linear magnetization effects of the nanoparti-
cles as well as the non-homogeneity of the spatial sensitiv-
ity of the receive coils and also the small, but non-negligible
particle-particle interactions. Hence, this is a perfect setup
for exploiting the potential of neural networks for matching
complex and high-dimensional non-linear models.
For a more detailed introduction to MPI, details on data
preprocessing as well as on the implementation using Ten-
sorflow [1], see Appendix III. In this section we just report
some numerical results.
We test the capability of the Deep Imaging Prior ap-
proach to improve image reconstruction obtained by stan-
dard Tikhonov regularization. For the experiments we use
the datasets (D1) and in the Appendix III also (D2) gener-
ated by the Bruker preclinical MPI system at the University
Medical Center Hamburg-Eppendorf, see Appendix III. We
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Fig. 3.2 Reconstructions for different fixed values of α . The broken line in the second plot indicates the true error of the standard Tikhonov
solution xT . In the third plot one can check that B indeed converges to some matrix Bopt , which is shown in the last plot. The networks were trained
with the standard gradient descent method and a learning rate of 0.05. In all cases 4000 training iterations are shown.
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Fig. 3.3 Reconstructions with an adaptive α for different starting values α0. The dot indicates the selected iteration k∗. The broken line in the
second plot indicates the true error of the standard Tikhonov solution xT,αk∗ for α = αk∗ . The networks were trained with gradient descent using
0.1 as learning rate and in all the cases 3000 iterations are shown.
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use the deep image prior network introduced by [50], specif-
ically their U-net architecture. For further details on this ar-
chitecture we refer to Appendix III and [50].
The measured voltages are given as a sequence of com-
plex numbers, hence we split up our loss function into the
form
‖AφW (z)− yδ‖2 = ‖Re(A)φW (z)−Re(yδ )‖2 (4.2)
+‖ Im(A)φW (z)− Im(yδ )‖2, (4.3)
where Re and Im denote the real and imaginary parts respec-
tively.
For comparison to our deep inverse prior MPI recon-
structions, we also compute sparse and classical Tikhonov
reconstructions. We produce the Tikhonov reconstruction,
usually associated with the minimization of the functional
‖Ac− yδ‖2+λ‖c‖2, (4.4)
via the algebraic reconstruction technique (Kaczmarz) as
generalized to allow for the constraint c≥ 0 by [9]. We pro-
duce the sparsity reconstruction, usually associated with the
minimization of the functional
‖Ac− yδ‖2+λ‖c‖1, (4.5)
via simply implementing this functional in Tensorflow and
minimizing it via gradient descent. In the end we project
each entry into R≥0.
We start by presenting direct comparisons of the Kacz-
marz, sparsity and DIP reconstructions in Table 4.1. Beneath
each image we state the parameters we used for the recon-
struction λ˜ = ‖A‖2Fλ , where ‖ · ‖F denotes the Frobenius
norm and λ is the regularization parameter as used in Equa-
tions 4.4 or 4.5 and η the learning rate used for Adam. For
DIP we always used early stopping after 1000 optimization
steps. The images started to deteriorate slowly for more it-
erations.
As one can see, the results presented in Table 4.1 are
roughly on par with, if not even better than, the classical
regularization methods. In particular we want to point out
the reconstruction of the “2mm” phantom for which only
the DIP approach achieves a separation of the two different
lines.
We now want to compare the DIP based reconstruction
process with a Landweber reconstruction with early stop-
ping in more detail. Here we use a phantom in the shape of
a “one” provided in DS1. Specifically we compare a DIP
reconstruction obtained with Adam [22] with a DIP recon-
struction obtained with gradient descent and with the previ-
ously mentioned Landweber reconstruction, see Table 4.2.
To compare them we present the following quantities:
1. Error: The quantity we are minimizing over the itera-
tions of the optimization. I.e. ‖Act−yδ‖2 (y-axis) over t
(x-axis), where t is the iteration index and ct the recon-
struction at iteration t.
2. L-curve: The path of the points (‖Act − yδ‖2,‖ct‖2) o-
ver t, where ‖Act−yδ‖2 is on the x-axis and ‖ct‖2 on the
y-axis. Note that these paths tend to start in the bottom
right corner and moves gradually towards the upper left
corner.
3. Change: The change in ct that happens over the course
of the optimization, separately displayed for the spaces
N (A) and N (A)⊥. I.e. we plot ‖PN (A) (ct − xt−1)‖2
(y-axis) and ‖PN (A)⊥ (ct − ct−1)‖2 (y-axis) over t (x-
axis). Here PX denotes the orthogonal projection onto
the space X .
4. Errors per Singular Value: For each t we plot the nor-
malized errors associated with each of the one-dimen-
sional linear subspaces spanned by the singular vectors,
ordered by the size of their associated singular values,
starting with the biggest singular value at 0. I.e. for the
singular value decomposition A =UΣV ∗ of A, where Σ
a ordered diagonal matrix and U and V orthogonal, we
plot the quantity (V ∗ct−U∗yδ )2i over the index t and the
index i.
5. Final Reconstruction: The reconstruction at the end of
the optimization, i.e. cT , where T the total number of
iterations.
First of all we would like to point out that for the plain
Landweber reconstruction and the Adam DIP reconstruc-
tion we used 500 optimization steps each, but for the gra-
dient descent DIP reconstruction we needed 200 times that
many steps, i.e. 100,000 steps, to get a reconstruction that
did not seem to improve anymore. Also the best Adam re-
construction, based on our visual judgment, was not the fi-
nal one. The best one was reached after approximately 100
iterations. For both DIP reconstructions we used a learning
rate of 5e−5 and for Landweber we chose 1e−2, since the
result did not seem to change much based on the learning
rate. If we look at the best reconstructions, we can see that
both DIP reconstructions look quite good, although the gra-
dient descent one displays the gap between the two dashes
of the “one”. The reason we did not use gradient descent
instead of Adam for all our reconstructions is first, that one
needs to use small learning rates with gradient descent to get
good reconstructions and therefore, as already mentioned,
one needs considerably more steps to reach good results.
Second, the optimization process does not only take much
longer than the one with Adam, but also seems to gets stuck
in bad local minima most of the time.
As one can see the error curves of the three different
methods displayed in Table 4.2 look quite similar, although
the error curve of Adam has, as one would expect from
Adam, minor disruptions. Interestingly these disruptions are
lining up very well with the disruptions of the change curve
of Adam. We found that a DIP reconstruction tends to pro-
duce good results, when the choice of the optimizer and
its learning rate leads the changes in the null space to be
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Table 4.1 Different Reconstructions. Photos for phantoms “4mm” and “2mm” taken at University Medical Center Hamburg-Eppendorf by T.
Kluth. For more see Appendix III.
Phantom Kaczmarz with `2 `1 DIP Photo
“4mm” (DS1)
λ˜ = 5e−4 λ˜ = 5e−3 η = 5e−5
“2mm” (DS1)
λ˜ = 5e−4 λ˜ = 5e−3 η = 5e−5
roughly on the same order of magnitude as the changes in
the orthogonal of the null space. This is the case for our
two DIP examples in the table. For the normal Landweber
method we used the L-curve to decide when to stop the op-
timization. We also present the L-curves for the DIP recon-
structions. In the DIP with gradient descent reconstruction
starts to stagnate in the upper left corner and we could not
observe any “exploding” behavior. For DIP with Adam one
can see that the L-curve starts the form a “blob”. In our ex-
periments we saw this blob slightly further extending up-
ward if one used further iterations. The visually best re-
sults where usually reached shortly after the “blob”-forma-
tion started (in this case for example at ca. 100 iterations).
The Table 4.2 also presents the “errors per singular value”.
We show them since one often uses so called filter func-
tions [10], defined on the singular values, to describe the
properties of regularization methods for linear inverse prob-
lems. These filter functions specify how the regularization
methods deal differently with the minimization of the errors
associated with different singular values – more precisely
with the different one dimensional subspaces spanned by the
singular vectors. We would like to point out that one can see
that the DIP reconstructions, allow for much bigger errors in
subspaces associated with large singular values. This hints
at the DIP being influential in these subspaces, since for the
plain Landweber approach one can clearly see a flat region
of small errors for the big singular values at later stages of
the optimization.
5 Summary and conclusion
In this paper we investigated the concept of deep inverse pri-
ors / regularization by architecture. To our knowledge this
is the only deep learning method to solve inverse problems
that does not require massive amounts of data, which one
usually can only acquire after the inverse problem is solved
already. In fact, the method requires one measurement only.
We started out by giving different qualitative interpretations
of what a regularization is and specifically how regulariza-
tion by architecture fits into this context.
We followed up with the introduction of the analytic
deep inverse prior by specifically showing how proximate
gradient descent based architectures, not unlike LISTA, al-
low for a somewhat transparent regularization by architec-
ture. Specifically we showed that their results can be inter-
preted as solutions of optimized Tikhonov functionals. This
was further investigated with an academic example, were
we implemented the analytic deep inverse prior and tested
its numerical applicability. The results confirmed our math-
ematical findings and showed some promising results.
To conclude we applied a deep image prior to the real
world problem of computing reconstructions in magnetic
particle imaging. We found that this type of regularization
compares very well to established and widely used regular-
ization methods, in some cases even surpasses them.
There is obviously, like in deep learning in general, still
much work to be done in order to have a good understand-
ing of deep inverse priors, but we see much potential in the
idea to use deep architectures to regularize inverse problems;
especially since an enormous part of the deep learning re-
search is concerned with the understanding of deep archi-
tectures already.
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Appendix I: A reminder on minimization of Tikhonov
functionals and the LISTA approach
In this section we consider only linear operators A and we re-
view the well known theory for the Iterative Soft Shrinkage
Algorithm (ISTA) as well as the slightly more general Prox-
imal Gradient (PG) [8,42] method for minimizing Tikhonov
functionals of the type
J(x) =
1
2
‖Ax− yδ‖2+αR(x). (5.1)
We recapitulate the main steps in deriving ISTA and PG,
as far as we need it for our motivation. The necessary first
order condition for a minimizer is given by
0 ∈ A∗(Ax− yδ )+α∂R(x). (5.2)
Multiplying with an arbitrary real positive number λ and
adding x plus rearranging yields
x−λA∗(Ax− yδ ) ∈ x+λα∂R(x). (5.3)
For convex R, the term of the right hand side is inverted by
the (single valued) proximal mapping of λαR, which yields
Prox
λαR
(
x−λA∗(Ax− yδ )
)
= x. (5.4)
Hence this is a fixed point condition, which is a nec-
essary condition for all minimizers of J. Turning the fixed
point condition into an iteration scheme yields the PG meth-
od
xk+1 = Prox
λαR
(
xk−λA∗(Axk− yδ )
)
(5.5)
= Prox
λαR
(
(I−λA∗A)xk +λA∗yδ
)
. (5.6)
This structure is also the motivation for LISTA [15] ap-
proaches where fully connected networks with L internal
layers of identical size are used. Moreover, in some versions
of LISTA, the affine maps between the layers are assumed
to be identical. The values at the k-th layer are denoted by
xk, hence,
xk+1 = φ
(
Wxk +b
)
. (5.7)
LISTA then trains (W,b) on some given training data. More
precisely, it trains two matrices W = I−λA∗A and S = λA∗
such that
xk+1 = φ
(
Wxk +Syδ
)
. (5.8)
This derivation can be rephrased as follows.
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Lemma 5.1 Let ϕW denote a fully connected network with
input x0 and L-internal layers. Further assume, that the ac-
tivation function is identical to a proximal mapping for a
convex functional λαR : X → IR. Assume W is restricted,
such that I−W is positive definite, i.e. there exists a matrix
B such that
I−W = λB∗B. (5.9)
Furthermore, we assume that the bias term is fixed as b =
λB∗yδ . Then ϕW (z) is the L-th iterate of an ISTA scheme
with starting value x0 = z for minimizing
JB(x) =
1
2
‖Bx− yδ‖2+αR(x). (5.10)
Proof Follows directly from equation (5.5).
Following these arguments one can rephrase LISTA as
a concept for learning the discrepancy term in a classical
Tikhonov functional. This point of view opens further con-
nections to variational approaches in deep learning, see e.g.
[17, 40]
Appendix II: Numerical experiments
In this section we provide details about the implementation
of the analytic deep inverse prior and the academic example.
Discretizing the integration operator yields the matrix
An ∈ Rn×n, which has h2 on the main diagonal, h everywhere
under the main diagonal and 0 above (here h = 1n ). In our
experiments we use n = 200.
The analytic deep inverse prior network is implemented
using Python and Tensorflow [1]. Initially, the weight ma-
trix B ∈ Rn×n is created and then L fully connected layers
are added to the network, all having the same weight ma-
trix W = I−λBT B, bias b = λBT yδ and activation function
given by (3.17). That means the network contains in total
4×104 parameters (the number of components in B), inde-
pendently from the number L of layers. For the experiments
shown in the paper the input z is randomly initialized with
small norm and λ is 1µ , where µ is the biggest eigenvalue of
AT A.
In order to guarantee that assumption (3.4) holds, the
network should in principle have thousands of layers, be-
cause of the slow convergence of the PG method. However,
this is prohibitive from the implementation point of view.
During the training iterations, in which we update B, we
therefore consider only a reduced network with a small num-
ber, L = 10, of layers but we set the input to be the net-
work’s output after the previous iteration. This is equiva-
lent to adding L new identical layers, with Wk = I−λBTk Bk
and bk = λBTk y
δ , at the end of an implicit network which is
growing by L layers at a time. Here Bk refers to the k-th up-
date of B when applying gradient descent to minimize (1.1).
...z xkφ
L
W0
φ
L
W1
φ
L
W2
φ
L
Wk
k + 1
Fig. 5.1 The implicit network with (k + 1)L layers. Here ϕLWk
refers to a block of L identical fully connected layers with weights
Wk = I−λBTk Bk and bk = λBTk yδ .
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Fig. 5.2 Difference between xk and x(Bk) after each training iteration
k corresponding to the experiments from Figure 3.2.
After the k-th iteration, we have implicitly created a network
that has (k+ 1)L layers. However, in the next iteration B is
updated considering only back-propagation over the last L
layers.
Let xk be the output of this implicit network after itera-
tion k, see Figure 5.1. In order to properly update B by the
back-propagation, we need xk to be a good approximation
of x(Bk) . We checked empirically that xk → x(Bk) when
k→∞ by evaluating x(Bk) = (BTk Bk +αI)−1BTk yδ and com-
puting ‖xk−x(Bk)‖2 at each iteration. The results are shown
in Figure 5.2. As it can be observed, after k > 100 the error
is considerably low.
For the adaptive choice of α , we set it as a variable in
Tensorflow, i.e. at each training iteration α and B are up-
dated by the gradient descent. It is expected from the setup
in Def. 3.1 that α → 0 and this was indeed observed in the
experiments, see Figure 3.3. What is interesting is that it first
decays fast and then continues to decrease slowly. Moreover,
the turning point corresponds to an iteration that is quite
close to the optimal one when looking at the true error plot
in Figure 3.3. Based on that, we used it as stopping criterion
for selecting k∗.
Appendix III: Magnetic particle imaging (MPI)
In this appendix we summarize the state of the art concern-
ing analytic models for MPI and we give a detailed descrip-
tion on the MPI experiments using deep inverse prior net-
works.
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Precisely modeling MPI, resp. formulating a physically
accurate integral kernel for image reconstruction, is still an
unsolved problem. Various modeling aspects, e.g. the mag-
netization dynamics and particle-particle interactions make
it a challenging task such that the integral kernel is com-
monly determined in a time-consuming calibration proce-
dure. For further information on the modeling aspects the
interested reader is referred to the survey paper [24] as well
as to the review article [29] for further details on the MPI
methodology.
A first step towards a theoretical understanding of this
problem, while excluding the temporal dependence, can be
found in [39]. A one-dimensional problem setup consider-
ing the time-dependency of the measurements was analyzed
in [11] for one particular trigonometric excitation. Further-
more, the multi-dimensional imaging problem for different
dynamic magnetic field patterns was analyzed in the con-
text of inverse problems regarding the best possible degree
of ill-posedness [23]. The theoretical investigations so far
(based on the simplified equilibrium model [24]) conclude
that in the MPI standard setup, which uses a superposition
of trigonometric dynamic field excitations and linear gradi-
ent fields, is severely ill-posed.
The concentration reconstruction problem is typically
solved by applying Tikhonov regularization [31, 36, 43, 53].
For MPI this is preferably solved by using the algebraic re-
construction technique [30, 31] combined with a non-neg-
ativity constraint [53]. More recently, further sophisticated
regularization techniques such as fused lasso regularization,
directional total variation, or other gradient-based methods
have been applied to the full-calibration-based MPI prob-
lem [4, 33, 47]. A total-least-squares approach with respect
to operator uncertainty combined with standard Tikhonov
regularization as well as a sparsity-promoting penalty term
was used to improve reconstruction performance [25].
5.1 How Magnetic Particle Imaging works
For the description of the MPI setup we adapt the general
notations in [23, 24]. MPI is inherently a 3D problem such
that vector-valued functions remain 3D even if the domain
Ω of the spatial variable x is a subset of a d-dimensional
affine subspace Ed ⊂ R3. It is further assumed that the sup-
port of the concentration function is a subset of the domain
Ω . A lower dimensional setup (d < 3) can be constructed by
the assumption that the concentration is a δ -distribution with
respect to the orthogonal complement of Ed . Let Ω ⊂ Ed ,
d = 1,2,3, be a bounded domain with a (strong) Lipschitz
boundary ∂Ω in Ed . Further, let T > 0 denote the maximal
data acquisition time and I := (0,T ) the time interval during
which the measurement process takes place. The temporal
derivative of any function g : I→ Rd is denoted by g˙.
The measured voltage signal v` : I→ R, `= 1, . . . ,L, ob-
tained at L ∈ N receive coils, is given by
v`(t) =
∫
Ω
c(x)
∫
I
−a`(t− t ′)µ0 p`(x)t ˙¯m(x, t)dt ′dx︸ ︷︷ ︸
=s`(x,t)
−
∫
I
∫
R3
a`(t− t ′)µ0 p`(x)tH˙(x, t)dxdt ′︸ ︷︷ ︸
=vE,`(t)
, (5.11)
where the superscript t denotes the transpose of a vector,
c :Ω → R+∪{0} is the concentration of the magnetic nano-
particles and s` : Ω × I→ R, `= 1, . . . ,L, represent the sys-
tem functions characterizing the mean magnetic moment be-
havior m¯ :Ω×I→R3 of nanoparticles. This relation follows
from Faraday’s law and the law of reciprocity [28]. The pos-
itive constant µ0 is magnetic permeability in vacuum. The
scalar functions a` : I¯ := [−T : T ]→ R, `= 1, . . . ,L, are the
analog filters in the signal acquisition chain, and in prac-
tice, they are commonly band stop filters adapted to exci-
tation frequencies of the drive field. Note that the analog
filters a` are included in the system functions in this for-
mulation, which can differ in the literature. The functions
p` : R3→ R3, ` = 1, . . . ,L, denote the sensitivity profiles of
the receive coil units.
In the following it is assumed that the applied magnetic
field H : R3× I → R3 and the filters {a`}L`=1 are chosen in
a way such that all excitation signals vE,` = 0, ` = 1, . . . ,L.
This assumption on the excitation signals {vE,`}L`=1 is com-
monly made but may not be fulfilled in MPI applications
[25,49]. Using the previous assumption the inverse problem
is to find the concentration c : Ω → R+∪{0} from {v`}L`=1:
v`(t) =
∫
Ω
c(x)s`(x, t)dx = S`c(t), (5.12)
where S` : L2(Ω)→ L2(I).
We can now distinguish two cases in MPI regarding a
formal description of the forward operator, the data-based
case where a full calibration of the linear forward operator is
performed and the model-based case where a suitable model
for the mean magnetic moment m¯ is formulated. Due to the
fact that finding a suitable model for the particles’ magneti-
zation is still an unsolved problem and the full system ma-
trix calibration is still state of the art in MPI, we restrict the
application of the Deep Image prior to the data-based case,
which uses a small tracer sample as follows: Let Γ ⊂ R3 be
a reference volume placed at the origin. The data-based ap-
proach uses single measurements of a small sample at prede-
fined positions {x(i)}i=1,...,N ∈ΩN . The concentration phan-
toms are given by c(i) = c0χx(i)+Γ for some reference con-
centration c0 > 0. Typical choices forΓ are small cubes. The
measurements v(i)` =
1
c0
S`c(i), i = 1, . . . ,N, are then used to
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Fig. 5.3 Experimental platform used to obtain dataset DS1 with FFP
Lissajous trajectory in blue. Photo taken at University Medical Center
Hamburg-Eppendorf by T. Kluth.
characterize the discrete data-based forward operator via a
system matrix (L = 3)
S =
 (〈v
(i)
1 ,ψ j〉) j∈J1,i=1,...,N
(〈v(i)2 ,ψ j〉) j∈J2,i=1,...,N
(〈v(i)3 ,ψ j〉) j∈J3,i=1,...,N
 , (5.13)
where {ψ j} j∈Z is the Fourier basis of time-periodic signals
of L2(I), i.e. ψ j(t) = 1/
√
T (−1) jei2pi jt/T , j ∈ Z. J` ⊂ Z,
l = 1,2,3, are restrictions to index sets for the purpose of
a preprocessing prior the reconstruction. For given phantom
measurements v`, `= 1,2,3, we build the measurement vec-
tor analogously, i.e.,
v =
 (〈v1,ψ j〉) j∈J1(〈v2,ψ j〉) j∈J2
(〈v3,ψ j〉) j∈J3
 . (5.14)
5.2 Experimental setup
We test the capability of the deep imaging prior approach
to improve image reconstruction. This is done by using two
datasets generated by using the Bruker preclinical MPI sys-
tem at the University Medical Center Hamburg-Eppendorf.
A 2D excitation in the x/y-direction is used with excitation
frequencies of 2.5/102 MHz (≈ 24.51 kHz) and 2.5/96 MHz
(≈ 26.04 kHz) resulting in a 2D Lissajous trajectory with a
period of approximately 0.6528 ms. The drive field ampli-
tude in x- and y-direction is 12 mT/µ0 respectively. The gra-
dient strength of the selection field is 2 T/m/µ0 in z-direction
and -1 T/m/µ0 in x- and y-direction. The time-dependent
voltage signal is sampled with a rate of 2.5 MHz from L= 3
receive coil units. The discretization in time and the real-
valued signal results in 817 available Fourier coefficients
(for ψ j, j ∈ {0, . . . ,816}) for each receive coil. Thus each
system matrix S has at most 3 · 817 = 2451 rows. The two
datasets are as follows:
DS1 2D phantom dataset: The system matrix is obtained by
using a cubic sample with edge length of 1 mm. The cal-
ibration is done with Resovist R© tracer with a concen-
tration of 0.25 mol/l. The field-of-view has a size of 29
mm × 29 mm × 3 mm and the sample positions have
a distance of 1 mm in each direction resulting in a size
of 29 × 29 × 3 voxels, i.e., 2523 columns in the system
matrix. System matrix entries are averaged over 200 rep-
etitions and empty scanner measurements are performed
every 29 calibration scans. It is ensured that the used
phantoms are positioned within the calibrated FOV by
moving an experimental platform in the desired region,
see Figure 5.3. The phantom measurements are averaged
over 10,000 repetitions of the excitation sequence. We
use the three following phantoms:
– “4mm”: Two cylindrical glass capillary with an in-
ner diameter of 0.7 mm filled with Resovist R© with
a concentration of 0.25 mol/l are placed in the x/y-
plane oriented in y-direction. The heights of the tra-
cer in the capillaries are 10 mm (left capillary) and
21 mm (right capillary). The distance between the
capillaries in x-direction is 4 mm. See also Table 5.1
for an illustration.
– “2mm”: Like the “4mm” phantom with 2 mm dis-
tance in x-direction between the glass capillary. See
also Table 5.1 for an illustration.
– “one”: The same capillaries from the “4mm” phan-
tom are used and arranged as the digit one. See also
Table 4.2 for an illustration.
DS2 Open MPI dataset: The dataset is publicly available at
[27]. From the dataset the 2D calibration system matrix
for the x/y-plane located at z=0 mm is used for the recon-
struction. Here, the system matrix is obtained by using
a cuboid sample with an edge length of 2 mm × 2 mm
× 1 mm. The calibration is done with Perimag R© tracer
with a concentration of 0.1 mol/l. The considered field-
of-view has a size of 38 mm × 38 mm × 1 mm and the
sample positions have a distance of 2 mm in x- and y-
direction resulting in a size of 19 × 19 × 1 voxels, i.e.,
361 columns in the system matrix. System matrix entries
are averaged over 1000 repetitions and empty scanner
measurements are performed every 19 calibration scans.
In contrast to the previous dataset the used phantoms are
not limited to the covered field of view of the system
matrix. The phantom measurements are averaged over
1000 repetitions of the excitation sequence. According
to the description on [27] we have the following three
phantoms:
– “concentration”: This phantom consists of 8 cubes
of 2mm edge length resulting in 8µl volume each.
The distance of the cubes is 12 mm between cen-
ters (10 mm between edges) within the x/y-plane and
6 mm between centers (4 mm between edges) in z-
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direction. The sample chambers are numbered from
1 to 8 starting with the top layer on the top left po-
sition (positive x- and y-direction), counting clock-
wise. Then starting with the lower layer with number
5 on the top left (positive X and Y direction), count-
ing clockwise. The concentrations in the 8 sample
chambers are diluted with a factor of 1.5 in each step
and the values are 100.0, 66.6, 44.4, 29.6, 19.7, 13.1,
8.77, and 5.85 mmol/l. See also Table 5.1 for an il-
lustration.
– “shape”: The phantom is a cone defined by a 1 mm
radius tip, an apex angle of 10 deg, and a height of 22
mm. The total volume is 683.9 µL. Perimag R© tracer
with a concentration of 0.05 mol/L is used. See also
Table 5.1 for an illustration.
– “resolution”: The resolution phantom consists of 5
tubes filled with Perimag R© with a concentration of
0.05 mol/l. The 5 tubes have a common origin on one
side of the phantom. From there they extend in dif-
ferent angles from this origin within the x/y- and the
y/z-plane. In z-direction the angles in the y/z-plane
are chosen smaller (10 deg and 15 deg) than in x/y-
plane (20 deg and 30 deg). See also Table 5.1 for an
illustration.
All data is provided in the Magnetic Particle Imaging Data
Format Files (MDF) encoded according to [26, 32].
5.3 Preprocessing, network and training
In MPI there exist two standard preprocessing approaches
which are commonly combined via the index sets J`, l =
1,2,3: A band pass approach and an SNR-type threshold-
ing. Let IBP = { j ∈ Z| b1 ≤ | j|/T ≤ b2} be the band pass
indices for frequency band limits 0 ≤ b1 < b2 ≤ ∞. For the
SNR-type thresholding one standard quality measure is de-
termined by computing a ratio of mean absolute values from
individual measurements v(i)` (as previously described) and
a set of empty scanner measurements {v(k)`,0}Kk=1 [12]:
d`, j =
1
N ∑
N
i=1 |〈v(i)` −µ(i)` ,ψ j〉|
1
K ∑
K
k=1 |〈v(k)`,0−µ`,ψ j〉|
(5.15)
where µ` = 1K ∑
K
k=1 v
(k)
`,0 and µ
(i)
` = κiv
(ki)
`,0 +(1−κi)v(ki+1)`,0 is
a convex combination of the previous (ki-th) and following
(ki + 1-th) empty scanner measurement with respect to the
i-th calibration scan; the parameters κi ∈ [0,1] are chosen
equidistant for all calibration scans between two subsequent
empty scanner measurements. For a given threshold τ ≥ 0
we thus obtain
J` = { j ∈ IBP|d`, j ≥ τ} (5.16)
for `= 1,2,3.
We will now describe the general setup we use to apply
the deep inversion prior approach to the reconstruction of 2
dimensional magnetic particle imaging data.
We do the preprocessing of the data in the following
manner:
1. We build the system matrix S and the measurement v
(represented as described in (5.13) and (5.14)) which are
associated with the index sets J`, ` = 1,2,3, based on
an SNR-type thresholding with τ = 2 ((d`, j) j,` also pro-
vided by the MDF file) and the bandpass index set with
the passband boundaries b1 = 80 kHz and b2 = 625 kHz.
2. We subtract the signal of an empty scanner measure-
ment analogously represented as in (5.14) by v0 from
the phantom data to correct for the background signal.
3. The resulting linear equation system Sc= v is multiplied
with a diagonal matrix W with the reciprocal of the 2-
norm of the respective row of the system matrix on the
diagonal.
This leaves us with the a processed system matrix, to which
we will from now on refer to as A=WS∈CM×N , and signals
to which we will from now on refer to as yδ =W (v− v0) ∈
CM, M = ∑L`=1 |J`|. For DS1 we end up with M = 211 and
N = 292 · 3 = 2523 and for DS2 with M = 842 and N =
192 = 361.
We will now describe the network we are using to de-
ploy our deep image prior / regularization by architecture
approach to magnetic particle imaging as described above.
Since it is not clear what a good prior for MPI is or how one
would encode one would cast it into a regularizing architec-
ture. Here, we use the deep image prior introduced by [50],
specifically their U-net architecture. Our implementation is
based on Tensorflow [1] and Keras [7] and has the follow-
ing specifications: Between the encoder and decoder part of
the U-net our skip connection have 4 channels. The convo-
lutional encoder goes from the input to 32, 32, 64 and 128
channels each with strides of 2× 2 and filters of size 3× 3.
Then the convolutional decoder has the mirrored architec-
ture (i.e. “up-sampling” strides and 128, 64, 32, 32 chan-
nels) plus first a resize-nearest-neighbor layer to reach the
desired output shape, second an additional ReLU convolu-
tional layer with filters of size 1 and third a scaling factor,
1e−2, to accommodate the scale of the reconstruction. The
number of channels of this last layers is 3 for data set 1
(DS1) (three 2-dimensional scans above one another) of a
2-dimensional phantom centered at the central slice of the
three. The input of the network is given by a fixed Gaussian
random input of size 3×32×32. For further details on this
architecture we refer to [50]
Sometimes our optimization apparently got stuck in an
undesirable local minimum early on. In those cases we sim-
ply restarted the optimization (with a new random initializa-
tion of the network).
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Table 5.1 An extended version of Figure 4.1. Different Reconstructions. Photos for phantoms “4mm” and “2mm” taken at University Medical
Center Hamburg-Eppendorf by T. Kluth. Photos for phantoms “concentration”, “shape”, and “resolution” as provided by [27].
Phantom Kaczmarz with `2 `1 DIP Photo
“4mm” (DS1)
λ˜ = 5e−4 λ˜ = 5e−3 η = 5e−5
“2mm” (DS1)
λ˜ = 5e−4 λ˜ = 5e−3 η = 5e−5
“concentration” (DS2)
λ˜ = 5e−3 λ˜ = 1e−2 η = 5e−5
“shape” (DS2)
λ˜ = 5e−3 λ˜ = 1e−2 η = 5e−5
“resolution” (DS2)
λ˜ = 5e−3 λ˜ = 5e−3 η = 5e−5
