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Abstract 
The problem of allocating resources in spatial locations such as within an urban city or large regions in geographical area has 
attracted much research efforts recently. Some applications are available in GIS based applications but there is ample scope of 
creating various utility systems such as building patrol stations in a city, establishing medical clinics or schools in a town, 
deploying guards for security patrol in a zone, and budgeting on the quantity of street lamps to lit up an urban area. These 
problems are generalized as spatial resource allocation, where they commonly share the characteristics of meeting certain 
demands by a limited amount of resources. The demands are usually distributed, unevenly in a confined spatial area. Cluster 
detection is heavily used as a tool by the GIS scientists specializing in the field of spatial analysis and sometimes the above 
mentioned problems are being solved by employing the traditional clustering algorithms. In this paper a GIS anchored system has 
been proposed, which as input takes a digitized map, generally of a large region, with the population of the customers in different 
wards/areas fed as associated data and finally it suggests the suitable most location for constructing the utility service stations. 
The present technique takes as input, the number of desired utility service stations to be constructed and then forms cluster of the 
adjacent wards/areas using the Hierarchical method of clustering, under the condition that population of each cluster must be 
approximately equal. The proposed location of the utility service station and the areas covered up by any station are displayed 
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graphically onto the map. The motivation behind selecting the location of the utility station is that, the allotment of the customers 
to any service station should be done in a uniform way or in other words none of the customer should travel long to reach his/her 
service station. 
© 2013 The Authors. Published by Elsevier Ltd. 
Selection and peer-review under responsibility of the University of Kalyani, Department of Computer Science & Engineering. 
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1. Introduction 
Data capturing and data collection have been one of the most expensive procedures in GIS (Geographic 
Information Systems). Developments in recent years have made these procedures more accurate, faster, easier and 
cheaper. As a result of this, we now face the challenge to find useful information and knowledge from the huge 
amount of geo-referenced data. 
Clustering is one of the central techniques in spatial analysis and spatial data mining [6] and heavily used in 
GIS. The main objective of clustering is to partition a given dataset into highly dissimilar groups of similar points 
[13]. The definition of clusters depends very much on the domain of the dataset. But for sake of clarity, general 
definitions quoted in the literature are given below: 
A cluster is a set of similar points that are highly dissimilar with other points in the dataset. 
GIS normally organizes data along many different themes or layers. The starting point of exploratory data 
analysis is to spot and locate interesting groups in a particular theme and plays a very crucial role in exploratory 
investigations. Recently, a number of different clustering algorithms have been suggested in data mining, which are 
also being used in the field of GIS [6],[7],[8],[9],[10],[11],[12]. There are a lot of differences among them in terms 
of their applicability, capabilities and also computational requirements. Clearly there exists no particular clustering 
algorithm, which can be considered as superior in all aspects, than all of its competitors. Moreover, the clusters 
identified by some algorithm cannot be detected by some other algorithms. 
GIS is actually a combination of many subjects like geography, computer science, physics etc.; is now-a-days 
being applied in real life, for making the life of the people smoother. The major aim of rural development is to 
improve the quality of life of rural people by utilizing cultural and natural resources available in rural areas, under 
the premises of existing legislature, in a sustainable manner through people participation. All the rural development 
[14], [15] programs and schemes are still based on sector based approach.  
Sectoring or segmenting a geographical region into pieces is a common problem in distributed resource 
allocation. Some typical problems include assigning public health services, waste management, setting up postal 
boxes and bus stops etc. They are usually done according to the patterns of population in community. A limited 
amount of resources are to be assigned to meet the demands which are spatially distributed in a bounded region, 
such as a town, a city or a state. For instance, national water supply planning was done by an Expert Geographic 
Information System [16] that supplies just sufficient amounts of water to all households which are populated in 
different densities hence different demands and they are scattered in different locations of a country. Across various 
application scenarios, the core of this allocation problem is to first quantify a large two-dimensional geographical 
space into smaller clusters that represent certain demands from those areas; and then try to match them with limited 
resources in a fairest possible fashion. Figures 1 and 2 show some sample applications of resource allocation for 
spatial demands, which are a telecommunication network and road-traffic scenarios respectively.  
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Research in this field is often called spatial decision support and resource allocation and it is receiving 
substantial attention recently [17]. Various computing techniques were attempted such as Integer Programming 
coupled with raster-based GIS technology, though manual and ad-hoc statistical analysis of such were not 
uncommon in many government agencies. 
In any developing country like India, the need for constructing new utility service station is above any 
question. Moreover these constructions may be both permanent (such as setting up a new bank) and temporary (such 
as setting up a polling station).  
In all the cases, care should be taken regarding the uniform distribution of the customers served by any station. 
Because if the utility stations locate far away from some of the customers, then they will not be able to get the 
facility of these stations.  
In India, while handling such projects manually, the major problem is to handle the huge number of population 
of the country. If the allocations of customers are to be made manually, keeping in mind the above uniformity of 
distribution, then the work will become very much cumbersome. 
The main target of the present work is to solve the aforesaid problem of finding the suitable location for 
constructing a utility service station. This is a GIS enabled technique, which takes as input any map of a large 
region, which is then digitized [1] and based on the latest census data, population for each small area/ ward in that 
map is fed. Finally, based on these fed input data, it automatically forms cluster of adjacent wards/areas, with the 
proposed utility service station as cluster centre, in such a manner that the customers are assigned to service stations 
in a uniform manner, i.e. the distance between no service station and the corresponding ward is very high and 
moreover the total number of customers assigned to any service station doesn’t cross the prescribed upper limit.  
Section 2 of this paper deals with the proposed technique. The implemented results are given in Section 3. 
Analysis and Comparisons are outlined in Section 4 and Conclusions are drawn in Section 5. 
2. The Technique 
The scheme takes a digitized map [1] as input. The type of maps under consideration for this work, consisting of 
a number of distinguished people domains (wards); can easily be viewed as a connected graph, where each 
ward/area is regarded as a node [2]. One such map consisting of 5 regions and its corresponding connected graph 
representation is shown in fig. 3.  
 
 
 
 
Fig. 1: Example of service clusters over a spatial area, transmitters 
were located apart in different clusters for serving the demands of a 
network of users. (Source: ATC Global. ATM Insight Newsletter 
Issue 23). 
Fig. 2: A city map is partitioned into a set of disjoint convex sub-
regions, with each sub-region containing one depot, and with all 
sub-regions having the same total lengths of roads. This could be 
a typical resource allocation problem for assigning patrol stations 
in an urban city. (Source: Carlsson and Ye, 2009) 
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Fig. 3: A general map and its corresponding graph representation 
 
The information regarding the adjacency of two wards is fed by the user. It is to be noted that two wards will be 
said to be adjacent only when they have some common geographic boundary lines. 
 
Based on the basis of the objective proposed in section 1, the problem can be viewed as formation of clusters of 
wards, meeting the criteria that a cluster should be formed only by adjacent regions and the total population under 
consideration should be divided among the clusters formed, such that all of the clusters formed should be of equal 
(approximately) size (in terms of population). For the purpose of clustering Hierarchical Clustering Method is used. 
With the help of Hungarian Method [18], [19] this clustering technique has been explained here.  
 
Let A be a square matrix of size n ÝGn. The transversal of the matrix A is the selection of n entries, taking one 
from each row and from each column. Let us consider that Sn is the group of all n! permutations on n elements. 
Now the assignment problem looks for a minimal transversal; i.e., a permutation π GSn,  Such that                                     
                            is minimal.                                                                                                                                     
 
If A is viewed as the matrix of weights associated with a complete bipartite graph with n vertices in each of its 
parts, such a permutation represents a minimal-weight perfect matching in the graph. This minimization problem can 
be expressed as a linear programming problem: 
 
 
 
 
 
where the minimization is performed over all the n Ýn double-stochastic matrices X . The fact that the above linear 
programming problem has an integral optimal solution (namely, X is a permutation matrix) follows from a classical 
theorem [20]. The Hungarian method [18], [19] is an algorithm that solves this problem in time O(n3 ). 
 
 The Hierarchical Method of clustering is a  simple algorithm for clustering, that uses the Hungarian method as 
its basic primitive. Let (V, E) be a complete graph of n vertices, and let d : E → R be a distance function. 
Specifically, we let di,j , i z j, denote the distance between the ith and jth vertices; the diagonal distances are set 
to di,i  = ∞, 1 ≤ i ≤ |V |, to indicate the non-existence of loops in the graph (i.e. edges that connect a vertex to itself). A 
typical example is that in which V consists of points in a metric space and d is the metric. 
 
 In this section we propose an algorithm which applies the Hungarian method for solving the minimal- weight 
cycle cover problem for the above graph.  The idea is that, a minimal-weight cycle cover will be composed of 
cycles that connect only close points, namely, that such a cover will identify the underlying clusters of which V is 
composed. If we consider V as the set of six points in the plane as shown in Figure 4a, then in this figure the 
optimal cycle cover will identify two clusters. 
 
 If simply the Hungarian method is applied once on the original set of points V, then it may lead to a too large 
number of clusters. For example, Figure 4c shows the optimal cycle cover for the seven points shown in Figure 4b. 
Here, instead of connecting the four points in the north-eastern corner through a single cycle, they are connected 
via two separate cycles.  Thus here three clusters are being wrongly identified by this cover, as because perceptually 
there are only two clusters. 
1
0 
4
2 
3 
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Figure 4: (a) Applying the Hungarian clustering algorithm to a six-point set reveals the two clusters. (b) A seven-point set consisting of two clusters. 
(c) Clustering results after the first iteration of the Hungarian clustering algorithm. (d) Final clustering results. 
 
In Figure 4c, a very common phenomenon has been demonstrated, and in fact, it is inevitable for clusters 
consisting of an even number of points. Now we can show that if a cluster consists of an even number of points, then 
a closed cycle connecting all those points is never the minimal-weight cycle cover for that cluster. Namely, an 
optimal cycle cover for data-sets having clusters of even size, will always cover such even-size clusters with 
multiple cycles, rather than with a single cycle. Indeed, let us assume a cluster that consists of 2n points and let 1 → 
2 → 3 → · · · → 2n → 1 be an optimal single cycle cover for that cluster (namely, that cycle is a solution of the 
travelling salesman problem). Letting di,j  denote the distance between the ith and jth points (where j = 2n + 1 is 
identified with j = 1), it is easily verified that:  
 
  
 
 
Hence, one of the two pair-wise cycle covers ¢1 ˩G2, 3 ˩G4, ½G½G½G, 2n ˰G1 ˩G2n¤Gor ¢2 ˩ G3, 4 ˩ G5, ½G½G½G, 2n ˩ G
1¤Gis better than the single cycle cover (even though it is not necessarily the minimal-weight cycle cover). 
 
The above discussion leads us to apply the Hungarian method in an iterative manner. Let the original complete 
graph be denoted by G0  = (V0 , E0 ). Now Hungarian method is applied to the graph G0 and then a new complete 
graph G1  = (V1 , E1) is considered, where V1 consists of the cycles in the optimal cover that was found for G0 and 
E1 is the set of all         edges between those cycles. The corresponding distance function, namely the distance 
between the cycles, is then evaluated and once again the Hungarian Method is applied, to the new reduced graph G1 
for this time.  
 
If we proceed in this fashion, then a sequence of complete graphs, Gi  = (Vi , Ei ), could be obtained, where Vi  
stands for the set of cycles in an optimal cycle cover for the graph Gi−1 . Hence, each vertex in Vi  is nothing but a 
cluster of points in the original set of points V . It should be noted that here cycles of size one are prohibited, as 
because the graphs Gi do not include loops. Hence, the optimal cycle cover issued by the Hungarian method will 
connect vertices into cycles of size two at the least. This implies that £Vi £G˺G£Vi−1 £/2. In addition, since each vertex in 
Vi , viewed as a cluster of V -points, is a union of some vertices (clusters) in Vi−1 , the sequence ¢Vi¤Gis a monotone 
sequence of clustering for V , where each clustering in the sequence is coarser than the previous one. Therefore, this 
hierarchical clustering process will eventually reach a stage s where £Vs £G= 1, namely, where all points in V are 
clustered into one cluster. 
 
In each step we have to examine each of the clusters in Vi ,to identify that whether the cluster is perceptually 
complete or not, otherwise a situation will arise where all clusters collapse into a single trivial cluster. Once a 
cluster is declared as complete, it is not being considered in the subsequent steps, i.e. it is not merged wit h any 
one more to form a larger cluster. Therefore, a distinction has to be made between the complete and incomplete 
clusters. The test described below is helpful to identify such complete clusters. As already mentioned, the complete 
clusters are removed from the subsequent steps of the clustering process and will be output as one of the final 
clusters of the original graph V. 
 
The distance between clusters is needed to be computed carefully for proper identification of complete clusters. 
Here we follow usual topological definition of distance between sets, i.e., the minimal distance between points in the 
two sets to define the distance between clusters. The distance between two clusters is defined as infinite, if they 
deemed “too far”, so that they will not be connected through a cycle in subsequent applications of the Hungarian 
method. After completion of computing the full distance matrix between clusters, if it is being identified that some 
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cluster is “too far” from all other clusters, then it is being considered as a complete cluster and is being removed 
from subsequent clustering procedures by forcing the Hungarian method to return an optimal cycle cover with that 
cluster as a singleton cycle in the cover. We have taken this measure against collapsing of the entire graph into one 
cluster by declaring some of the clusters as complete. The iterated Hungarian clustering method is continued until 
all clusters are declared complete, with keeping in mind the above safety measure (i.e., the process is continued until 
we reach a stage s where Vs = Vs−1 ). 
 
Looking back to Figures 4b-4d, where the two iterations in the hierarchical Hungarian clustering are depicted 
for the toy data-set G0  = (V0 , E0), given in figure 4b, where £V0£G= 7. Applying the Hungarian method to G0 
we arrive at the intermediate clustering depicted in Figure 4c, G1  = (V1 , E1),  where £V1 £GG= 3.  If we apply the 
Hungarian method again to G1, then we get a complete cluster of three points in the south-western corner, while 
the two clusters in the north-eastern corner are connected through a cycle.  This helps us to arrive at the final 
clustering depicted in Figure 4d, G2 = (V2 , E2), where £V2£G= 2. 
 
The crucial ingredient of distance computation is done in the following manner. Assume that in given round of 
this algorithm, the clusters are Ci   = ¢ci,1, . . . , ci,ℓi ¤, 1 ˺G i ˺Gk, (namely, the ith  cluster includes ℓi  points 
from V and      V ) .  Then the distance matrix d(Ci , Cj )1≤i,j≤k  is defined as follows: 
ˍComputing d(Ci , Cj ) for 1 ˺Gi z j ˺Gk: Set di,j   = min¢d(ci,r , cj,s ) : 1 ˺r ˺Gℓi, 1 ˺Gs ˺G
ℓj ¤. Let ci,r0    GCi  and cj,s0    GCj  be two points such that di,j   =Gd(ci,r0 , cj,s0 ). Let T be 
some fixed integral parameter. Then if Ci  includes at least TGpoints whose distance to ci,r0   is 
smaller than di,j , or if Cj  includes at least T points whose distance to cj,s0  is smaller than di,j , 
set d(Ci , Cj ) = ˳ ; otherwise, d(Ci , Cj ) =Gdi,j .G
ˍComputing d(Ci , Ci ) for 1 ˺Gi ˺Gk: If Ci  has an infinite distance to all other clusters, set d(Ci , 
Ci ) = ˰ ˳; otherwise, d(Ci , Ci ) = ˳ . 
 
The algorithm we are discussing is quite depended on the manually tuned parameter T. This parameter helps to 
identify those clusters which are too far apart. Two clusters, Ci and Cj , are considered “too far” (whence d(Ci , Cj ) is 
set to ˳) if the minimal distance between points in those two clusters is too large in comparison with the internal 
distances in at least one of these clusters. Regarding the distances along the diagonal, we usually have d(Ci , Ci ) 
= ˳, in order to indicate to the Hungarian method that the graph has no loop in Ci  (i.e., an edge that connects 
the vertex Ci  to itself).  However, at any stage if a cluster Ci  is found which is too far from all other clusters, i.e. 
d(Ci , Cj ) = ˳Gfor all j z i, we set d(Ci , Ci ) = ˰˳Gso that any optimal cycle cover will include the singleton 
cycle ¢Ci ¤.  At any step of the process, if a cluster is declared as complete, then for all the subsequent steps of 
the process, it will be treated as complete. 
 
 Finally, the algorithm used for Hierarchical Clustering Method can be described as follows: 
1. Initially the number of clusters are set to be at k = n and Cj  = ¢j¤, 1 ˺ Gj ˺ Gk. 
2. The distance matrix d(Ci , Cj )  is computed for all 1 ˺ Gi, j ˺ Gk. 
3. The Hungarian method is applied to find the optimal cycle cover in the complete weighted 
graph with vertices ¢C1, . . . , Ck ¤. 
4. The number of clusters, k, is updated to equal the number of cycles in the optimal cycle 
cover that was found above. For all 1 ˺Gi ˺ Gk, the new i th cluster is the union of the old 
clusters that were connected through the i th cycle in the cover. 
5. If the new number of clusters is less than the previous number of clusters, go to Step 2 for 
another iteration. Otherwise (namely, the last cycle cover is composed of singleton cycles), 
stop and output the clustering ¢C1, . . . , Ck ¤. 
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3. Implementation and Results 
The result and corresponding operations are presented and discussed in this section. The implementation has 
been done using Net Beans (Java) [4], [5], which is based on file systems without using databases. The File-Open 
window helps the user to choose any Map from any location/directory, in a most user-friendly way. Figure 5 depicts 
the process of opening an existing profile/ creation of new profile for digitization after selecting the pre-stored map.  
 
 
                             Fig 5(a)                                 Fig 5(b)                                  Fig 5(c)                                 Fig 5(d) 
Fig 5: New profile creation/ existing profile opening, map selection & digitization of Raster map 
 
The Raster map is digitized[1]  by mouse moving through the border line of the Raster map. A blue trailing line 
shows the portion already digitized (figure 5(d)). Upon clicking onto the “Save” button (figure 5(d)) the action is 
saved and a proper indication message is displayed. 
 
After digitization, data are associated [1] with each region. To perform this task, the mouse is clicked inside any 
region (whose associated data has to enter) [3] and “Enter Data” button is clicked; a window for entering 
information will be opened. In this window the information such as the name of the region, its population etc. (as 
obtained from the latest census and other survey reports) is entered (as shown in figure 6) and the “OK” button is 
clicked for saving. To obtain the data associated with a region, mouse pointer is moved inside the region. 
 
 
                                     Fig 6: Data Association               Fig 7: Giving Adjacency           Fig 8: Suitable location for facility area. 
 
To feed information regarding the adjacency of the regions, at first the “Give Adjacency” button and then 
the main region, its adjacent regions, finally the “Over” button are clicked in sequence, as shown in figure 7. A 
proper message box confirms the action. 
Finally, to obtain the suitable locations for the new facility areas, “Hierarchical” Button is clicked and the 
number of facility is fed. The technique will automatically generate the suitable locations for the construction of the 
new facility area which are pointed by red squares as shown in figure 8. 
   
4. Analysis & Comparisons  
In the present technique, the main objective is to select the proposed locations of utility service stations and to 
assign customers in such a manner so that the customers have to travel as minimum as possible, to reach their 
respective service station. 
 
In order to increase the portability of the system, the technique is based only on flat-file system; no concept of 
database is incorporated. Hierarchical method of clustering (single-link method) has been adopted to increase the 
simplicity. In Hierarchical clustering each of the data point is treated as a singleton cluster, and then these small 
clusters are merged successively until a large single cluster is achieved. A hierarchical clustering is often 
represented as a dendrogram [21]. The basic principle of single-link (or single linkage) hierarchical clustering is to 
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merge in each step, two such clusters whose two closest members have the smallest distance (or in other words, two 
such clusters with the smallest minimum pair wise distance). 
 
Single-link clustering can also be explained easily by the terms used in graph theory. If dn is the distance of the 
two clusters merged in step n, and G(n) is the graph that links all data points with a distance of at most dn, then the 
clusters after step n are the connected components of G(n). A single-link clustering also closely corresponds to a 
weighted graph of minimum spanning tree. 
 
The analysis of the basic agglomerative hierarchical clustering algorithm is also straightforward with respect to 
computational complexity [21]. O(m2) time is required to compute the proximity matrix. After that step, there are 
(m–1) iterations involved in merging steps because there are m clusters at the start and two clusters are merged 
during each iteration. If performed as a linear search of the proximity matrix, then for the ith iteration, the merging 
requires O((m − i + 1)2) time, which is proportional to the current number of clusters squared. Matrix updating step 
only requires O(m− i+1) time to update the proximity matrix after the merging of two clusters. (A cluster merger 
affects only O(m − i + 1) proximities for the techniques that we consider.) Without modification, this would yield a 
time complexity of O(m3). If the distances from each cluster to all other clusters are stored as a sorted list (or heap), 
it is possible to reduce the cost of finding the two closest clusters to O(m− i+1). However, because of the additional 
complexity of keeping data in a sorted list or heap, the overall time required for a hierarchical clustering based on 
the procedure mentioned is O(m2 log m). 
 
 To make an analysis on the performance of the algorithm with the increasing number of clusters, fig. 9 (a)-(i) 
would be helpful. 
 
                                 (a): 2 clusters            (b): 3 clusters            (c): 4 clusters            (d): 5 clusters           (e): 6 clusters 
 
                                            (f): 7 clusters             (g): 8 clusters              (h): 9 clusters            (i): 10 clusters 
Fig 9: Different number of clusters formed 
 
Table 1 shows the time required for clustering obtained in fig 9 in a system, with specifications Intel i3 processor 
and 2 GB RAM. The table also shows the time requirement for obtaining the same clustering using k-means method 
[24]. 
Table 1: Comparisons of Number of Clusters vs. Time in proposed technique compared to k-means 
 
 
 
 
 
 
 
 
 
 
Although for lower number of clusters, k-means method gives better result, but as the number of clusters 
increases, the scenario becomes reverse. 
 
Number of 
clusters 
Time required in milliseconds 
Hierarchical K-Means 
2 124 62 
3 117 78 
4 126 79 
5 132 94 
6 128 110 
7 109 110 
8 137 114 
9 129 125 
10 118 128 
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Based on the above table, the following graph can be drawn to show the variation of time required with number 
of clusters. Moreover a comparison of time requirement can be made between the two techniques of clustering. 
 
 
Fig 10: Number of clusters vs. time requirement graph 
 
This graph shows that, in Hierarchical method of clustering, the time requirement is almost independent of the 
number of clusters. For proposed technique it is on an average 124 milliseconds. In contrary, for k-means method of 
clustering, the time requirement increases sharply, with number of clusters. In a practical situation for a map of a 
large region, the number of facility areas needed will be large in general, i.e. the number of clusters to form will be 
generally quite large, so the time requirement for clustering will be less in case of Hierarchical method of clustering, 
or in other words, in terms of time requirement, the Hierarchical method is very much stable one.  
 
The other advantages of this proposed technique may be visualised as follows: 
x During digitization, both the mouse move and click can be adopted simultaneously, without specifying 
the technique beforehand, which   makes the process less time-consuming and user-friendly. 
x Editing is possible to accommodate changing needs, for example, here only area name and its population 
has considered. However, if need arises, more data can easily be associated with each region, for which 
the changes required in the underlying data structures.   
x Another advantage of this technique is that it is based on purely flat file systems, not dependent on any 
particular operating systems and DBMS. Instead, if databases are used then, not only the cost would be 
increased, the portability will also be lost, as most of the databases are proprietary. 
x The graphical representation of the wards/areas allotted under each service station in the map makes the 
process very much understandable for all, no matter if he/she is computer-literate or not. Moreover, from 
the data associated with each ward the information regarding the population, area name etc. could easily 
be retrieved only by mouse-clicking, no need to go through any paper documents for the purpose. 
 
A number of GIS based works have done, using Hierarchical Method of clustering as the backbone. Some of 
them have been mentioned in the following table.  
 
Table 2: Few works in GIS using Hierarchical Method of Clustering 
 
 
Name of the technique 
Proposed 
Technique 
Tony H. 
Grubesic et. al. 
[22] Technique 
Liyang Liu 
[23] Technique 
Karl-Heinrich Anders 
et.al. [25] 
 
Kun Qin et. 
al. [26] 
Vladimir Estivill-
Castro  et. al. [27] 
Main 
objective 
of the 
work 
To locate 
facility 
areas 
has used a 
number of 
available GIS 
tools to detect 
crime hot spots 
to solve 
resource 
allocation 
within an 
urban city 
The automatic analysis 
of spatial data sets 
presumes to have 
techniques for 
interpretation and 
structure recognition 
 
Used for 
weather 
classification 
Used for managing 
large volume of 
spatial data in 
electro-magnetic 
media 
 
However, presently the number of GIS enabled systems for finding the suitable location of utility service stations 
is really very few. One such work done by Mandal et. al. [3], where like the present work clustering has done to 
locate new facility areas, but in that work the population distribution was assumed uniform over the entire area 
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under consideration. However in the present work, for each small area/ward, population is gathered based on the 
latest census data. Comparison between existing and proposed technique is given in table 3. 
 
Table 3: Comparison of various characteristics 
 
Characteristics Mandal et al. Technique [3] Proposed Technique 
Specification of number of Clusters can be 
made by the users Yes Yes 
Distribution of Population Assumed to be uniform over the entire region considered 
For each small areas/wards, 
population data based on the latest 
census report is fed 
Displaying the position of the proposed 
utility centre graphically Yes Yes 
Displaying the areas to be served by the 
proposed utility centre graphically 
A consolidated view is 
generated, not ward wise Ward wise information is displayed 
 
5. Conclusion 
 
In any country, especially for the rapidly developing third world countries like India, a lot of new constructions 
are there. But, a million pound question is that, which is the suitable most location for a new construct? In any 
democratic country like India, election is supposed to be the backbone of this democracy. Considering different 
elections (like General or Loksabha, Assembly or Bidhansabha, Municipality, Panchayat etc.), it can be found that 
election occurs almost once (sometimes even more) a year. Due to its high population, it is very much cumbersome 
and tedious to assign voters ward-wise into different polling station. The work becomes more difficult due to the 
fact that, the voters should be assigned into different polling station in a manner so that they have not to travel much. 
Otherwise, people will not be interested to cast their votes, which in turn will weaken the pillar of democracy. In 
spite of setting up of temporary utility stations like this, there are a lot of situations which demands same while 
constructing permanent utility service centers like setting up of new bank, health centers, electricity office etc. The 
present technique is a solution of this problem, which automatically allocates customers into respective service 
stations in a uniform way, making the job fast and simple. Moreover, a graphical representation increases the 
readability of the output generated. 
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