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Monoids over which products of indecomposable
acts are indecomposable
Mojtaba Sedaghatjoo ∗† and Ahmad Khaksari‡
Abstract
In this paper we prove that for a monoid S, products of indecompos-
able right S-acts are indecomposable if and only if S contains a right
zero. Besides, we prove that subacts of indecomposable right S-acts
are indecomposable if and only if S is left reversible. Ultimately, we
prove that the one element right S-act ΘS is product flat if and only if
S contains a left zero.
Keywords: Indecomposable act, left reversible monoid, Baer criterion, product
flat, super flat.
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1. Introduction
Throughout this paper, S stands for a monoid and 1 denotes its identity element.
A nonempty set A together with a mapping A × S → A, (a, s)  as, is called a
right S-act or simply an act (and is denoted by AS) if a(st) = (as)t and a1 = a
for all a ∈ A, s, t ∈ S. Left S-acts can be defined similarly. We mean by A ⊔ B
the disjoint union of sets A and B. The one element act is called zero act and
is denoted by ΘS. A right S-act AS is called decomposable provided that there
exist subacts BS , CS ⊆ AS such that AS = BS ∪ CS and BS ∩ CS = ∅; in this
case AS = BS ∪ CS is called a decomposition of AS . Otherwise AS is called
indecomposable. For a nonempty set I, SI denotes the set
∏
I
S, endowed with the
natural componentwise right S-action (si)i∈Is = (sis)i∈I . We refer the reader to
[1, 6] for more details on the concepts mentioned in this paper.
Since for a given monoid S any right S-act AS is uniquely the disjoint union of
indecomposable acts called indecomposable components of AS , analogous to the
bricks forming a wall, indecomposable acts deserve to be taken into consideration.
A pioneering work in this account goes back to [7], where the collection of all
indecomposable right S-acts is partitioned into equivalence classes corresponding
to the components of the right S-act R formed by letting S act on its right
congruences by translation.
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2As mentioned, every right S-act AS has a unique decomposition into inde-
composable subacts, indeed, indecomposable components of AS are the equiv-
alence classes of the relation ∼ on AS defined in [8] by a ∼ b if there exist
s1, s2, . . . , sn, t1, t2, . . . , tn ∈ S, a1, a2, . . . , an ∈ AS such that
a = a1s1, a1t1 = a2s2, a2t2 = a3s3, . . . , an−1tn−1 = ansn, antn = b.
We shall call this sequence of equalities a scheme of length n. Therefore, elements
a, b ∈ AS are in the same indecomposable component if and only if there exists a
scheme of length n as above connecting a to b. Note that for a natural number
m > n, the scheme length can be increased to m by adding the equality b.1 = b.1
to the end of scheme iteratively.
The paper comprises three sections as follows. In the first section we present a
short account of the needed notions. The second one concerns with indecomposable
acts over left reversible monoids. We prove that in Baer criterion for acts, the
condition of possessing a zero element can be abandoned in case that S is not
left reversible. In third section we engage in the main results of this paper, that
is, conditions under which properties of indecomposability, product flatness and
super flatness are preserved under products. Furthermore, we prove that for the
one element act ΘS , the tensoring functor ΘS ⊗ − preserves limits if and only
if it preserves products, equivalently, products of indecomposable left S-acts are
indecomposable.
2. Indecomposable acts over left reversible monoids
In this section we investigate indecomposable acts over left reversible monoids
(that are monoids satisfying nonempty intersection for any pair of right ideals) and
give some characterizations for left reversible monoids regarding indecomposability
property. In the next proposition we show that for left reversible monoids the
length of the preceding scheme can be considered to be 2.
2.1. Proposition. For a monoid S the following are equivalent:
i) S is a left reversible monoid,
ii) a right S-act AS is indecomposable if and only if for any a, a
′ ∈ AS there
exist s, s′ ∈ S such that as = a′s′,
iii) any indecomposable right S-act contains at most one zero element.
Proof. i =⇒ ii. Let S be a left reversible monoid and suppose that a, a′ ∈ AS
for an indecomposable right S-act AS . So there exists a scheme connecting a to
a′, of the form
a = a1s1, a1t1 = a2s2, a2t2 = a3s3, . . . , antn = a
′,
for ai ∈ AS , si, ti ∈ S, 1 6 i 6 n. Left reversibility of S provides u1, v1 ∈ S
such that s1u1 = t1v1, and in consequence au1 = a1s1u1 = a1t1v1 = a2s2v1.
Proceeding inductively, we get u, v ∈ S satisfying au = antnv = a′v as desired.
ii =⇒ iii. On the contrary suppose that an indecomposable right S-act contains
two different zero elements namely θ1 and θ2. By assumption there exist s, t ∈ S
for which θ1 = θ1s = θ2t = θ2 a contradiction.
iii =⇒ i. By way of contradiction suppose that I ∩ J = ∅ for two right ideals I
and J of S. Now define a right congruence ρ on S by xρy if x = y or x, y ∈ I or
3x, y ∈ J . Take a ∈ I and b ∈ J . Then S/ρ is a cyclic indecomposable right S-act
with two different zero elements namely [a] and [b], a contradiction.
Recall that Baer criterion for right S-acts asserts that a right S-act is injective
if and only if it possesses a zero element and is injective relative to all inclusions
into cyclic right S-acts. In what follows we prove that if S is not left reversible
then the condition of possessing a zero element in Baer criterion could be omitted.
2.2. Proposition. Let S be a monoid that is not left reversible. A right S-act
QS is injective if and only if it is injective relative to all inclusions into cyclic right
S-acts.
Proof. Necessity is clear. To prove sufficiency, let QS be a right S-act that is
injective relative to all inclusions into cyclic right S-acts. Suppose that I ∩ J = ∅
for two right ideals I and J and ρ is the Rees congruence on SS defined by the right
ideal J . Consider the homomorphism f : IS −→ QS given by f(i) = qi, i ∈ I for
some q ∈ QS . Since I can be identified with a subact of S/ρ, our assumption yields
a homomorphism f¯ : S/ρ −→ QS making the following diagram commutative.
IS S/ρ
QS
⊆
f
f¯
Now S/ρ contains a zero element and so does QS which thanks to Baer criterion
QS is injective.
Here a question can be posed that
whether a monoid S over which injective acts are precisely ones that are
injective relative to all inclusions into cyclic acts, is not left reversible.
In the next proposition we characterize monoids over which subacts of inde-
composable acts are indecomposable.
2.3. Proposition. For a monoid S all subacts of indecomposable right S-acts
are indecomposable if and only if S is left reversible.
Proof. Necessity. Let a, b ∈ S. Since S is indecomposable, our assumption
implies that aS ∪ bS is indecomposable and therefore aS ∩ bS 6= ∅.
Sufficiency. This is a straightforward result of Proposition 2.1, part ii).
Recall that for a nonempty set I, IS is an |I|-cofree right S-act where fs for
f ∈ IS , s ∈ S is defined by (fs)(t) = f(st) for every t ∈ S. It should be mentioned
that the 1-cofree objects or terminal objects in Act-S are precisely one element
acts which are indecomposable. The next proposition characterizes monoids over
which non-zero cofree acts are decomposable.
2.4. Proposition. For a monoid S the following are equivalent:
i) all non-zero cofree S-acts are decomposable,
ii) there exists a non-zero decomposable cofree right S-act,
iii) S is left reversible.
4Proof. i =⇒ ii is clear. ii =⇒ iii. By way of contradiction suppose that
aS ∩ bS = ∅ for some a, b ∈ S. Let XS be a non-zero decomposable |X |-cofree act
and f, g ∈ XS. Let h ∈ XS be given by
h(x) =
{
f(x) if x ∈ aS,
g(x) otherwise.
So we get the scheme f = f.1, fa = ha, hb = gb, g.1 = g, which implies that f and
g are in the same indecomposable component. Therefore XS is indecomposable a
contradiction.
iii =⇒ i. Let S be a left reversible monoid and XS be a non-zero cofree S-act.
Take constant functions f = cx1 and g = cx2 in X
S for different elements x1 and
x2 in X . Then f and g are zero elements of X
S (note that zero elements of XS
are precisely constant functions). In light of Proposition 2.1, since XS contains
two different zero elements, it is not indecomposable.
Regarding the fact that any scheme in an arbitrary act can be translated into
another one in its factor act, generally factor acts of indecomposable acts are
indecomposable. It is clear that coproducts of indecomposable acts are not inde-
composable, though the next proposition states that pushouts of indecomposable
acts are indecomposable.
It is worth pointing out that for a monoid S, since right S-acts are nonempty,
the category of right S-acts is not complete nor cocomplete. Indeed, this category
has products and coequalizers and has neither coproducts and equalizers. Note
that in this category coproduct of nonempty families of objects exists. Hence,
coproducts can not be considered as a sort of pushouts.
2.5. Proposition. For a monoid S consider a pushout situation
Y1
f1
x
XS −−−−→
f2
Y2
in the category Act-S of right S-acts where Y1 and Y2 are indecomposable and
suppose that ((q1, q2), QS) is the pushout of the pair (f1, f2). Then QS is indecom-
posable.
Proof. It is known that QS is isomorphic to (Y1 ⊔ Y2)/ν where ν is the con-
gruence relation on (Y1 ⊔ Y2) generated by all pairs (f1(x), f2(x)), x ∈ X . Let
[y1], [y2] ∈ (Y1 ⊔ Y2)/ν for some y1, y2 ∈ Y1 ⊔ Y2. Since Y1 and Y2 are indecom-
posable, in view of the preceding argument we should just engage in the case
that y1 ∈ Y1, y2 ∈ Y2 or vice versa. Without restriction of generality, we can
consider only the first case. Take an element x0 ∈ X . Therefore there exist two
schemes connecting y1 to f1(x0) and y2 to f2(x0). Thus we get two schemes in
(Y1⊔Y2)/ν connecting [y1] to [f1(x0)] and [y2] to [f2(x0)] which, using the equality
[f1(x0)] = [f2(x0)] provides the desired result.
5As amalgamated coproduct of objects in a category is a sort of pushout, the
next corollary follows.
2.6. Corollary. Amalgamated coproducts of indecomposable acts are indecom-
posable.
3. Products of indecomposable acts
There have been published several works on preservation of acts properties
under products, for instance [2, 3, 4, 5, 9]. In this section we investigate another
version of the problem for indecomposability property. Note that products of
indecomposable acts are not indecomposable in general, for instance if S is a left
zero semigroup with an identity element externally adjoined, then there is no
scheme in S × S connecting (1, a) to (a, 1) for 1 6= a ∈ S. As a product of a
family of right S-acts is a sort of pullback, then indecomposability property is not
preserved under pullback and consequently coamalgamated product. It is easy to
check that for non-empty sets I and J with |J | ≤ |I|, if SI is indecomposable,
then so is SJ . Now suppose that SS×S is indecomposable. Let I be a non-empty
set and (ai)I , (bi)I ∈ SI . Put J = {(ai, bi)| i ∈ I}. We index J by a set K as
J = {(uk, vk)| k ∈ K}. Since SS×S is indecomposable and |K| = |J | ≤ |S×S|, by
the preceding argument, SK is indecomposable and hence there exists a scheme
in SJ connecting (uk)K to (vk)K . The corresponding scheme in S
I is the one
connecting (ai)I to (bi)I as desired. Thereby, the next corollary is obtained.
3.1. Corollary. For a monoid S, SS×S is indecomposable if and only if SI is
indecomposable for each nonempty set I.
A subject of interest in the study of tensor products is preservation of limits
by tensoring functor AS ⊗ − for a right S-act AS which is investigated in [3].
Following terms used in this reference, a right S-act AS is called (finitely) super
flat if the functor AS ⊗ − preserves all (finite) limits, and (finitely) product flat
if it preserves all (finite) products. Now if finite products of indecomposable acts
are indecomposable then S × S is indecomposable. In the next theorem we show
that this is a sufficient condition for finite products of indecomposable acts to
be indecomposable which is equivalent to the condition that the one-element left
S-act SΘ is finitely product flat. Besides in the sequel we show that products of
indecomposable acts are indecomposable if and only if the one element left S-act
SΘ is product flat.
3.2. Theorem. For a monoid S the following are equivalent.
i) finite products of indecomposable acts are indecomposable,
ii) finite products of cyclic acts are indecomposable,
iii) Sn is indecomposable for each n ∈ N,
iv) Sn is indecomposable for some 1 6= n ∈ N,
v) S × S is indecomposable,
vi) the one element left S-act SΘ is finitely product flat.
Proof. It is sufficient to prove the implication v =⇒ i and the term v ⇐⇒ vi is
valid by [3, Corollary 2.5]. Suppose that S×S is indecomposable. We just need to
prove that the product of two indecomposable right S-act is indecomposable and
6then applying induction provides the desired result. Let AS and BS be indecom-
posable right S-acts and let (a, b), (a′, b′) ∈ A×B for some a, a′ ∈ AS , b, b′ ∈ BS .
In view of the last argument of Section 1, there exist two schemes as:
a = a1s1, a1t1 = a2s2, a2t2 = a3s3, . . . , antn = a
′
and
b = b1u1, b1v1 = b2u2, b2v2 = b3u3, . . . , bnvn = b
′
both of length n for some n ∈ N, ai ∈ AS , bi ∈ BS , 1 ≤ i ≤ n. By assumption,
there exists a scheme connecting (s1, u1) to (t1, v1) in S × S of the form
(s1, u1) = (x1, y1)w1, (x1, y1)z1 = (x2, y2)w2,
(x2, y2)z2 = (x3, y3)w3, . . . , (xm, ym)zm = (t1, v1)
which yields the scheme
(a, b) = (a1s1, b1u1) = (a1x1, b1y1)w1, (a1x1, b1y1)z1 = (a1x2, b1y2)w2,
(a1x2, b1y2)z2 = (a1x3, b1y3)w3, . . . , (a1xm, b1ym)zm = (a1t1, b1v1)
and hence we can assert that (a, b) and (a1t1, b1v1) are in the same indecomposable
component. Processing inductively, we conclude that (a, b) and (antn, bnvn) =
(a′, b′) are in the same indecomposable component.
Regarding Theorem 3.2 and Corollary 3.1 the next corollary is obtained.
3.3. Corollary. For a finite monoid S, SS×S is indecomposable if and only if
S × S is indecomposable.
If products of indecomposable acts are indecomposable, then SI is indecompos-
able for each nonempty set I, though, in comparison with Theorem 3.2, this is a
strict implication (see Example 3.11). Hereby, we need an additional condition on
S to fill the gap namely Condition right(left)-FI under which there exists a fixed
natural number n such that any pair of elements in any indecomposable right(left)
S-act can be connected via a scheme of length n (see [3, Corollary 2.11]).
In the next proposition we characterize monoids satisfying Condition right-FI.
3.4. Proposition. Monoids satisfying condition right-FI are precisely left re-
versible monoids.
Proof. Necessity. Suppose, by way of contradiction, that aS ∩ bS = ∅ for some
a, b ∈ S. For each i ∈ N, set Si = {(i, s) | s ∈ S} and endow it with the right
S-action (i, s)t = (i, st) for s, t ∈ S. Let us denote the element (i, s) by s(i) for
i ∈ N, s ∈ S. For n ∈ N we define An =
n⋃
i=1
Si and A¯n = An/ρn where ρn
is the right congruence on An generated by the pairs (a
(i), b(i+1)), 1 ≤ i ≤ n.
Because of aS ∩ bS = ∅, for x, y ∈ An we have xρny only if x, y ∈ Si ∪ Si+1 for
some 1 ≤ i ≤ n − 1. On the other hand, since a and b are not right invertible,
7[1(i)]ρn = {1
(i)} for any 1 ≤ i ≤ n. Now we have the following scheme
[1(1)]ρn = [1
(1)]ρn1, [1
(1)]ρna = [1
(2)]ρnb,
[1(2)]ρna = [1
(3)]ρnb , . . . , [1
(n−1)]ρna = [1
(n)]ρnb
of length n connecting [1(1)]ρn to [1
(n)]ρn . Since {[1
(i)]ρn | 1 ≤ i ≤ n} is a
generating set for A¯n and these generators are all in the same indecomposable
component, A¯n is indecomposable. Let there exist another scheme
[1(1)]ρn = [a1]ρns1, [a1]ρnt1 = [a2]ρns2,
[a2]ρnt2 = [a3]ρns3, . . . , [am]ρntm = [1
(n)]ρn
of length m connecting [1(1)]ρn to [1
(n)]ρn for si, ti ∈ S, ai ∈ An, 1 ≤ i ≤ m.
From 1(1)ρn a1s1 and amtm ρn 1
(n), we get a1s1 = 1
(1) and amtm = 1
(n) which
imply that a1 ∈ S1 and am ∈ Sn. Since a1t1 ρn a2s2, a2 ∈ S1 ∪ S2. Continuing
inductively, am ∈ S1 ∪ S2 . . . ∪ Sm. Now, am ∈ Sn implies that n ≤ m and hence,
the shortest scheme connecting [1(1)]ρn to [1
(n)]ρn is of length n. Considering A¯n,
for each n ∈ N, S doesn’t satisfy condition right-FI, a contradiction.
Sufficiency. If S is left reversible then, by Proposition 2.1, any pair of elements
in any indecomposable right S-act is connected by a scheme of length 2.
In the next proposition we characterize monoids for which products of indecom-
posable acts are indecomposable.
3.5. Proposition. For a monoid S the following are equivalent:
i) products of indecomposable right S-acts are indecomposable,
ii) S is left reversible and SS×S is indecomposable,
iii) S satisfies condition right-FI and SS×S is indecomposable,
iv) non-zero cofree acts are decomposable and SS×S is indecomposable,
v) all subacts of indecomposable right S-acts are indecomposable and SS×S is
indecomposable.
Proof. By virtue of Propositions 2.3, 2.4 and 3.4 it is enough to prove that the
first two statements are equivalent.
i =⇒ ii Suppose, contrary to our claim, that S is not left reversible. For
each n ∈ N, let A¯n be the right S-act constructed in the proof of Proposition
3.4. Set A =
∏
n∈N
A¯n which is indecomposable by assumption. Therefore there
is a scheme of length m, connecting ([1(1)]ρn)n∈N to ([1
(n)]ρn)n∈N. Considering
this scheme componentwise, for each n ∈ N there exists a scheme of length m in
A¯n, connecting [1
(1)]ρn to [1
(n)]ρn . But according to the proof of Proposition 3.4,
m ≥ n for each n ∈ N, a contradiction.
ii) =⇒ i) Let S be a left reversible monoid and let {Ai | i ∈ I} be a family of in-
decomposable right S-acts and (ai)i∈I , (bi)i∈I ∈
∏
i∈I
Ai. In light of Proposition 2.1,
for each i ∈ I, there exist si, ti ∈ S such that aisi = biti. Let us denote a typical
element of SI , with the same element x ∈ S in each component, by (x)i∈I . Since
8SI is indecomposable by Corollary 3.1 and (si)i∈I , (1)i∈I ∈ S
I , another applica-
tion of Proposition 2.1, part ii, provides s, t ∈ S such that (si)i∈Is = (1)i∈It. The
same arguments provides existence of α, β ∈ S such that (tis)i∈Iα = (t)i∈Iβ.
Now for each i ∈ I we have aitα = aisisα = bitisα = bitβ, which yields
(ai)i∈I tα = (bi)i∈Itβ as desired.
For commutative monoids, the left reversibility condition in Proposition 3.5 is
fulfilled and the following corollary is obtained.
3.6. Corollary. For a commutative monoid S products of indecomposable acts
are indecomposable if and only if SS×S is indecomposable.
Recall that a monoid S is called right collapsible if for any s, t ∈ S there exists
u ∈ S such that su = tu.
3.7. Lemma. For a left reversible monoid S, finite products of indecomposable
right S-acts are indecomposable if and only if S is right collapsible.
Proof. Let S be a left reversible monoid, s, t ∈ S, and let finite products of
indecomposable right S-acts be indecomposable. Since S × S is indecomposable,
using Proposition 2.1 there exist u, v ∈ S such that (1, s)u = (1, t)v that is u = v
and su = tu.
Conversely, suppose that S is a right collapsible monoid and (a, b), (c, d) ∈ S×S.
Under our assumption, there exist u1, u2 ∈ S such that au1 = cu1, bu2 = du2.
Also u1u = u2u for some u ∈ S. Then (a, b)u1u = (c, d)u1u as desired.
Considering the strict implication right collapsible =⇒ left reversible for
monoids, Lemma 3.7 and Theorem 3.2 give the following result.
3.8. Corollary. A monoid S is right collapsible if and only if S is left reversible
and S × S is indecomposable.
3.9. Theorem. For a monoid S products of indecomposable right S-acts are
indecomposable if and only if S has a right zero.
Proof. Necessity. Suppose that S is represented by an index set I as S =
{si | i ∈ I}. In view of Proposition 3.5 and Corollary 3.1, S is left reversible and
SI is indecomposable. By Proposition 2.1, (si)i∈Is = (1)i∈It for some s, t ∈ S.
Thus for each x ∈ S, xs = t. Taking x = 1, gives s = t that is xt = t for every
x ∈ S as desired.
Sufficiency. Let z ∈ S be a right zero and let I be a nonempty set. Take
(ai)i∈I , (bi)i∈I ∈ S
I . Thus (ai)i∈Iz = (bi)i∈Iz and then S
I is indecomposable. By
assumption S is left reversible and regarding Proposition 3.5 the result follows.
3.10. Remark. It is worth to mention that the two conditions in the sufficient
part of Corollary 3.8, regarding Example 3.11, are independent. Besides, analo-
gously to the Corollary 3.8 and the strict implication monoid with right zero =⇒
left reversible monoid, Theorems 3.2 and 3.9 state that monoids with right zeros
are precisely left reversible monoids for which SS×S is indecomposable.
9The next example shows that the conditions occurring in part ii) of Proposition
3.5 are independent.
3.11. Example. Let S be a left reversible monoid which doesn’t have a right
zero for instance a nontrivial finite group. Proposition 3.5 and 3.9 imply that SS×S
is not indecomposable. On the other hand, let S = Tn consist of transformations
of the set {1, 2, . . . , n} with mappings written on the left side for some 1 6= n ∈ N.
Set ci =
(
1 2 . . . n
i i . . . i
)
for 1 ≤ i ≤ n. For (α, β) ∈ S × S, we have (α, β)c1 =
(ci1 , ci2) where i1, i2 ∈ {1, 2, . . . , n} which states that (α, β) and (ci1 , ci2) are in
the same indecomposable component. Now the following scheme
(c1, c1) = (1, c1)c1 , (1, c1)ci1 = (ci1 , c1)1
(ci1 , c1)1 = (ci1 , 1)c1 , (ci1 , 1)ci2 = (ci1 , ci2)
in S × S, implies that (c1, c1) and (ci1 , ci2) are in the same indecomposable
component. From this S × S is indecomposable. Using Corollary 3.3 SI is inde-
composable for each nonempty set I and since S contains two left zeros, S is not
left reversible.
In the above example we observed that for the monoid S = Tn, S × S is
indecomposable. So a question can be posed that
whether for the monoid of full transformations of a nonempty set X, SI
is indecomposable for each nonempty set I.
Note that in [3], Proposition 3.8 states that for a proper right ideal K of a
monoid S if the Rees factor act S/K is finitely product flat then S/K is super
flat. So a natural question that comes to the mind is the case that K = S. In the
next proposition we show that in this case product flatness is equivalent to super
flatness. Indeed in [3, Corollary 2.11] it is proved that the one element right S-act
ΘS is product flat if and only if S satisfies condition left-FI and the left S-act SS
I
is indecomposable for each nonempty set I. Hereby we give the next proposition
which is an improvement of this result.
3.12. Proposition. For a monoid S the following are equivalent:
i) the one element right S-act ΘS is super flat,
ii) the one element right S-act ΘS is product flat,
iii) products of indecomposable left S-acts are indecomposable.
iv) S contains a left zero.
Proof. i =⇒ ii is trivial. ii =⇒ iii follows immediately by Proposition 3.5 and
[3, Corollary 2.11]. Theorem 3.9 implies the equivalence of iii and iv and iv =⇒ i
follows by [3, Corollary 3.6].
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