We aim at developing ultralight autonomous microflyers capable of freely flying within houses or small built environments while avoiding collisions. Our latest prototype is a fixed-wing aircraft weighing a mere 10 g, flying around 1.5 m/s and carrying the necessary electronics for airspeed regulation and lateral collision avoidance. This microflyer is equipped with two tiny camera modules, two rate gyroscopes, an anemometer, a small microcontroller, and a Bluetooth radio module. Inflight tests are carried out in a new experimentation room specifically designed for easy changing of surrounding textures.
global positioning systems, radars or other conventional distance sensors, and/or visual horizon detection systems [1] [2] [3] .
In this paper we present the latest prototype resulting from our research in the domain of indoor microflyers since 2001 [4] [5] [6] [7] . This robot, called MC2, has an overall weight of 10 g including visual, inertial, and air flow sensors, which enable a certain degree of autonomy: automatic take-off, speed regulation, and lateral collision avoidance. These capabilities have been demonstrated in a 7x6-m room equipped with randomly textured walls.
To the best of our knowledge, the MC2 (together with its slightly different predecessor, the MC1 [8] )
is the lightest motorized free-flying robot produced to date. Oh and collaborators have been working on automatic landing and collision avoidance with an indoor flying robot weighing about 30 g [9, 10] .
However, these experiments were carried out in relatively large indoor environments such as basketball courts and a single vision sensor could be embedded at a time allowing for either controlling altitude or avoiding obstacles on one side only. More recently, Fearing and collaborators developed a remarkable 2-gram microglider [11] , but no autonomous operation has been demonstrated so far. In our lab, we built a 1.5-gram microglider, which was able to autonomously fly towards a light source [12] . However, no attempt have been made so far to equip such lightweight gliding systems with collision avoidance capabilities. Other projects aiming at even smaller flying robots (helicopters [13] or flapping-wings [14, 15] ) have been attempted, but no self-powered free flights have been carried out as of yet.
In summer 2004, we demonstrated the first visually-guided free-flying indoor aircraft. This was done with an earlier prototype (designated F2) weighing 30 g and flying in a 16x16-m room equipped with evenly-distributed black and white vertical stripes made of suspended fabrics. The experiment consisted of having the 80-cm-wingspanned aircraft autonomously steer like a fly, i.e., following straight trajectories when far from any walls and engaging a rapid turn (saccade) when close to a wall (see [7] for details).
With the 10-gram MC2 described in this paper, we made three significant steps forward since then:
1. The overall weight of the robot has been reduced from 30 g to 10 g while the maneuverability has been further improved in order to enable experiments in a significantly smaller room: from 256 m 2 to 42 m 2 .
2. A new experimentation room equipped with 8 computer-driven projectors has been built, which allows us to demonstrate autonomous flight with more complex visual surroundings than evenly distributed black and white vertical stripes.
3. An ultralight anemometer has been developed in order to automatically regulate the flight velocity.
In the following section, we present the MC2 microflyer, its airframe, electronics, and sensors. We then introduce the proposed control strategy, describe our new experimentation room, and provide some insight on the results obtained so far. to rate gyros, and different types of hairs all around the body enabling airflow sensing [16] [17] [18] [19] . Therefore, we equipped the MC2 with two wide-FOV cameras (though only 1D compared to the 2D image provided by the fly's eyes), two rate gyros for yaw and pitch rotational velocity measurements and an anemometer for airspeed estimation.
As further described in Section 3, vision is a prerequisite for computing image velocity -the so-called optic flow (OF) -and together with the gyroscopic information enables rough estimations of distances from surrounding obstacles. Therefore, we developed miniature camera modules each equipped with a piezo rate gyro. In order to fit the limited amount of available computational resources and be capable of acquiring images at high speed (>20 Hz), we selected 1D black-and-white CMOS cameras ( Fig. 2) instead of more conventional 2D color cameras that require significantly greater amounts of memory and relatively complex interfaces.
One of these camera modules is oriented forward with its rate gyro measuring yaw rotations 1 . The second camera module is oriented downward, looking longitudinally at the ground, while its rate gyro measures rotation about the pitch axis. Each of the cameras have 80 active pixels spanning a total FOV of 120
• . Only the 20 pixels close to either side of the image are used by the control system at this stage (see Section 3 for further details).
The MC2 is also equipped with a custom-developed anemometer ( Fig. 3) consisting of a freerotating propeller driving a small magnet in front of a hall-effect sensor in order to estimate airspeed.
This anemometer is placed in a region that is not blown by the main propeller. The frequency of the pulsed signal output by the hall-effect sensor is computed by the microcontroller and mapped into an 1 Note that in previous experiments with a larger airplane [7] , we used two 1D cameras looking forward, each one oriented at 45 • off the forward direction. The new vision module has a wider FOV so that only one camera is required to span the same regions that were previously covered by these two cameras. This has been made possible by changing the optical diaphragm while using the same low-cost plastic lens [20] .
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Embedded Electronics
The microcontroller board ( It has been selected mainly for its low power consumption, internal oscillator, small outline (8x8-mm 44-lead plastic quad flat package), ability to self-program by means of a bootloader using the built-in serial communication port, and its great ability to accommodate a variety of sensors and actuators. It has several configurable PWM outputs and up to 13 A/D converters that are used, for example, to read gyro outputs and battery level. This microcontroller also supports a low voltage (3 V) power supply, which is compatible with the single-cell Lithium-polymer battery and the Bluetooth module.
The Bluetooth module is a National Semiconductor, Inc. LMX9820A, which by default enables a virtual serial communication port without any specific drivers running on the host microcontroller.
This feature allows us to easily connect to the MC2 from a Bluetooth-enabled laptop to log flight data or reprogram the microcontroller by means of a bootloader (e.g., using Tiny PIC Bootloader). The programming process takes a mere 10 s. Steering control is based on the yaw rate gyro and OFDiv, which is provided by a vision processing routine (see text for more details). Ks allows to adjust the gain of the steering regulator, whereas
Antenna
Kd is intended for tuning the effect of OFDiv on the steering behaviour and thereby regulating how far the MC2 flies from the surrounding obstacles. The parameters (set point and 3 gains) have been experimentally adjusted.
In-flight Experiments

Control Strategy
At this early stage, the goal was to enable the MC2 to fly in a textured room, regulate its own airspeed and avoid crashing into the surrounding walls. This is achieved without relying on off-board resources and in a completely autonomous way except for what concerns the altitude, which at the moment is remote-controlled by a human operator. Note that we are actively investigating vision-based strategies for altitude control using the ventral camera together with the pitch rate gyro and the anemometer [21] .
Although efficient results have been obtained in 3D, physics-based simulation, this has not yet been implemented on the physical MC2.
As shown in Fig. 5 (Airspeed control box), flight speed regulation is achieved by means of a proportional controller taking the anemometer value as input and comparing it against an experimentally determined set point. As a consequence, when the MC2 is at rest on the ground, it will set full power as soon as the controller is started and until a reasonable airspeed (~1.5 m/s) is reached. This will initiate a quick take-off and initial climb until the human pilot slightly pushes on the joystick in order to stop climbing and keep altitude constant. At this point, the MC2 will tend to increase velocity, which will be sensed by the anemometer and result in a decrease of motor power thanks to the airspeed controller feedback.
In order to steer autonomously, the MC2 uses its front camera together with the yaw rate gyro. It is well known that the divergence of optic flow provides a good estimate of the time to contact [22, 23] .
This optic flow divergence (OFDiv) can thus be used as a primary cue to sense the closeness of textured walls and thus avoid collisions. OFDiv has indeed been shown to play an important role in the fly's turning reaction [24] .
As in [7] , OF is estimated on the left and right sides of the frontal camera at 45
• off the longitudinal axis of the airplane (see Fig. 1 , top-view outline) because these are the viewing directions where OF is usually the greatest. The resulting values, obtained by means of an image interpolation algorithm [7, 25] , are labelled OFR and OFL for the right and the left part of the FOV, respectively (see Fig. 5 , Vision processing box). Since the rotational component of OF induced by rotation of the plane around the yaw axis is not related to distances from surrounding obstacles [26] , OFR and OFL are further processed to remove this spurious rotational component using gyroscopic information [7] . The remaining OF values due only to translation (TOFR and TOFL) are then subtracted to provide OFDiv, which is finally used to regulate the turning rate of the MC2 by offsetting the yaw gyro input to a proportional controller connected to the rudder of the plane (see Fig. 5 , Steering control box).
Experimentation Room
In order to test our indoor microflyers in a large range of controlled environmental conditions, we built a virtual reality arena of 7x6 m in area and 3 m high. The 4 walls are homogeneously painted in white and 8 projectors are hung from the ceiling in order to project any visual texture onto the walls (Fig.   6 ). Each projector is linked to one of 8 computers, which in turn are inter-connected into a cluster via a 100MB Ethernet network. A custom-made software running on the cluster head drives the nodes to project an image that is adjusted to the exact size of each half wall. The same software can then take a large image as input, cut it into 8 corresponding slices, and send them to each node of the cluster. 
In-flight Experiments and Results
We present two experiments where the MC2 fitted with the control strategy previously described is started from the ground of our experimentation room and must steer autonomously while regulating its airspeed. The only difference between the two experiments is the type of projected texture. In the first experiment, randomly distributed black and white stripes are used, whereas in the second one a random black and white checkerboard pattern is projected (Fig. 7) . This latter texture is more difficult from the perspective of OF estimation because rolling and pitching movements of the plane can dramatically change the visual content from one image acquisition to the next. However, at this preliminary stage, the goal of these two experiments is not to systematically investigate effects of different visual textures or control parameters, but rather to demonstrate partially autonomous operation of the MC2 as a proofof-concept. A video clip corresponding to these experiments is available for download from the project website (http://lis.epfl.ch/microflyers).
These experiments were carried out several times with the same control strategy and the MC2 demonstrated good robustness with both kinds of visual textures meaning that it could fly for up to 10 minutes without crashing. Fig. 7 shows a subset of flight data recorded during the first 25 s of the flight when the robot takes off, climbs, and levels off. During those 25 s, the MC2 travels approximately 4 times around the room.
The bottom graphs of each experiment (Fig. 7) show the motor power settings and anemometer readings over time. At the beginning, one can easily distinguish when autonomous control is initiated since it corresponds to the moment when the motor power rises from 0% to 100%. The anemometer then reacts to the plane's acceleration. After one or two seconds the plane reaches its cruising altitude and the human pilot levels it off with a slight push on the joystick. The motor power is then automatically adapted according to the anemometer readings. By looking at the raw images taken by the front camera (Fig. 7) , one can see that image quality is not always perfect. For instance, blackouts occur quite often on the left side while the plane is banking leftward. This is because the opposite wall is far away and some pixels aim at the ground. Whiteouts also occur occasionally when the camera happens to be directed at one of the eight projectors. In those particular cases where image contrast is very low, OF is set to zero and no compensation for rotational OF is done. In the right FOV however, images are generally of good quality since the wall is closer. In spite of the relatively poor image quality resulting in a noisy OFDiv signal, the overall behaviour of the plane is robust and almost independent of the kind of visual texture (vertical stripes or checkerboard).
Conclusion and Outlook
This paper describes a proof-of-concept 10-gram microflyer navigating partially autonomously in a textured indoor environment. This has been achieved using fly-inspired sensors and control strategy.
These results go well beyond previous experiments [7] in that the microflyer is 3 times lighter (even though it has increased field of view and additional sensors), flies in an experimentation room 6 times smaller with more complex visual textures (checkerboard patterns vs vertical stripes), and is capable of regulating its own airspeed by means of a small anemometer.
In the future, we will add visual textures on the floor of the experiment room and implement altitude control using the ventral camera as already demonstrated in simulation [21] . We also plan to investigate more systematically the impact of changing control parameters and visual textures. In order to be able to precisely characterise the obtained behaviours, we are currently developing a stereo-vision 3D tracking system. Finally, we will replace the onboard cameras with new custom-developed aVLSI vision chip [27] in order to adapt to a wider range of visual contrast and background light intensity. All these developments are intended to pave the way toward fully autonomous flight in natural indoor environments.
