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In a variety of scientific applications we require methods to construct three
dimensional maps of properties of the interior of solid media, and in the
geosciences the medium is usually the Earth’s subsurface. For each such map
we need the corresponding map of uncertainties in those properties in order to
assess their reliability.
Seismic tomography is such a method which has been used widely to study
properties of the subsurface of the Earth, for example, using surface wave
dispersion data. Surface wave tomography is usually conducted using a two-step
method by first estimating two-dimensional (2D) surface wave phase or group
velocity maps at a series of frequencies and then inverting those for the 3D spatial
velocity structure through a set of 1D inversions for structure with depth beneath
each geographical location. Since surface wave tomography is a highly non-
linear problem, it is usually solved using Monte Carlo (MC) sampling methods.
However, since the 1D inversions in the second step are usually performed
independently, lateral spatial correlations of the Earth can be lost. We therefore
introduce a one-step MC method which inverts for a 3D velocity structure directly
from frequency-dependent surface wave travel time measurements by using a
fully 3D parametrization. The method was first applied to a synthetic test and
compared with two-step linearised and two-step MC methods. The results show
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that by including lateral spatial correlations in the inversion the new method
estimates velocity models and associated uncertainty significantly better in the
sense that it produces more intuitively reasonable and interpretable results, and
the computation cost is also comparable to the two-step MC method.
We apply the 3D MC surface wave tomography method to a real dataset recorded
using a dense passive seismic array installed on the North Sea seabed. The
ambient noise data of each receiver pair are cross correlated to extract Scholte
waves, in which two Scholte wave modes are observed. We separated the two
modes using a dispersion compensation method. For each separated mode phase
velocity maps are determined using Eikonal tomography. Those phase velocity
maps are then used to estimate 3D shear velocities of the subsurface. To further
understand the limitation of the approach, we conducted three different inversions:
the usual 1D depth inversions, a 2D inversion along a 2D cross section and a fully
3D inversion. With each inversion the shear velocity structure is extracted along
the same cross section and compared. The results confirm that 1D inversions
can produce errors due to independence of those inversions, whereas 2D and
3D methods improve the results by including lateral spatial correlations in the
inversion. The 3D results better match an existing shear velocity model obtained
from active source seismic reflection tomography. This is probably because the 3D
method uses frequency-dependent measurements directly, which naturally avoids
errors introduced in the first 2D Eikonal tomography step. The results show a
clear low velocity river channel, and exhibit another low velocity anomaly both in
the phase velocity maps at short periods (< 1.6 s) of the fundamental mode and
in the shear-velocity model in the near surface (< 250 m). The latter anomaly is
correlated with the distribution of seabed pockmarks, indicating that the anomaly
might be related to the circulation of near surface fluids.
Apart from surface waves, seismological body wave travel times have also been
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used to study the Earth’s interior and to characterize earthquakes. Body waves are
generally sensitive to structure around the sub-volume in which earthquakes occur
and produce limited sensitivity in the near surface, whereas surface waves are more
sensitive to the shallower structure. Thus body waves and surface waves can be
used jointly to better constrain the subsurface structure. Since the tomographic
problem is usually highly non-linear, we apply MC sampling methods to invert
for source parameters and velocity models simultaneously using earthquake body
wave travel times and ambient noise surface wave dispersion data. The method is
applied to a mining site in the U.K. where induced seismicity is recorded using a
small local network and ambient noise data are available from the same stations.
The results show that by using both types of data, earthquake source parameters
and velocity models can be better constrained than in independent inversions.
Synthetic tests show that the independent inversion using only body wave travel
times can cause biases in the results due to trade-offs between source parameters
and velocity models, while this issue can be largely resolved using joint inversion,
indicating that the ambient noise data can provide additional information.
Although MC sampling methods have been used widely to solve seismic tomo-
graphic problems, they are computationally expensive and remain intractable for
large dataset problems. We therefore introduce variational inference methods to
solve seismic tomographic problems. Variational inference solves the Bayesian
inference problem using optimization, yet still provide probabilistic results. In
this thesis we introduce two variational methods: automatic differential vari-
ational inference (ADVI) and Stein variational gradient descent (SVGD), and
apply them to 2D seismic tomographic problems using both synthetic and real
data. We compare the results with those obtained using two different MC sam-
pling methods, and demonstrate that variational inference methods can provide
accurate approximations to the results of MC sampling methods at significantly
vii
lower computational cost, provided that the gradient of model parameters with
respect to data can be computed efficiently.
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Lay Summary
Geoscientists often need to build models of the Earth’s subsurface in order
to understand the properties and processes in the Earth’s interior. Seismic
tomography is a method which builds subsurface seismic velocity maps using
observed seismic data (e.g. travel times of seismic waves). Three-dimensional
(3D) velocity maps (called models) built from seismic data are often non-unique
since many models fit the measured data. Uncertainties of these models therefore
need to be quantified.
It is common to use surface waves to infer velocity models. Surface waves
are waves that propagate along the surface of the Earth while oscillating over
depth ranges that depend on the period of oscillation. This makes surface wave
dispersive: waves of different period travel at different speeds. The dispersion
property can therefore be measured and interpreted to study the structure of
subsurface. This is usually achieved by using Markov chain Monte Carlo (McMC)
inference methods. These generate an ensemble of models that are consistent
with the data, which in turn can be used to quantify uncertainties. However, in
conventional McMC surface wave tomography, velocity at each location is assumed
to be independent of its laterally-neighbouring velocity, which is in general not
true in the real Earth. This in turn can produce errors in the results, which are
usually smoothed out of final subsurface images in an ad hoc manner.
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I introduce a fully 3D McMC inference method which includes lateral spatial
correlations in the results by using a 3D model parametrization. The method is
first applied to a synthetic example and compared with conventional methods.
The results show that the new method can produce more accurate velocities and
more intuitively reasonable uncertainty estimates. I then apply the method to a
real dataset recorded on a dense passive seismic array installed on the North Sea
seabed and compared the results with those obtained using conventional methods.
The results confirm that the new 3D method can produce more accurate estimates
of velocity and uncertainty.
Apart from surface waves, seismological body wave travel times can also be used
to study the subsurface of the Earth and to characterize earthquakes. Body waves
generated by earthquakes travel through the Earth’s interior. Measurements of
arriving body waves therefore provides information about the sub-volume in which
earthquakes occur and through which those waves propagate. In comparison to
body waves, surface waves are more sensitive to shallow structure. Thus body
waves and surface waves can be used jointly to produce a more accurate velocity
model.
This joint inversion problem is traditionally solved using linearised methods,
which can cause biases in the results and cannot provide accurate uncertainty
estimate. I therefore propose a novel inference method which uses 3D McMC
methods to solve the tomographic problem using body wave arrival times and
surface wave dispersion data jointly. I apply the method to data from a mining site
in the U.K., and demonstrate that by using both types of data, both earthquake
sources and velocity models can be better constrained than when estimated using
independent body and surface wave inversions.
Although McMC methods have been used widely to solve seismic tomographic
problems they remain computationally intractable for problems with large
x
datasets and high dimensionality. To extend uncertainty analysis to larger sys-
tems, I introduced two variational inference methods to solve seismic tomographic
problems: automatic differential variational inference (ADVI) and Stein varia-
tional gradient descent (SVGD). I apply the methods to solve two tomographic
problems, one with synthetic and one with real data, and compared the results
with those obtained using McMC methods. The results show that variational in-
ference methods can produce accurate approximations to solutions obtained using
McMC methods, but at significantly reduced cost. I expect that the methods can
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To understand the process and properties of a physical system scientists often
define a simplified model to represent the system and a physical relation which
predicts measurements or observations from the model. This process is often
called the simulation problem or the forward problem. In practice we often try to
characterize models using measurements or observations which is referred as an
inverse or inference problem. Models are generally parameterized in some way,
therefore the inverse problem is also a parameter estimation problem (Tarantola,
2005; Aster et al., 2018).
While the forward problem generally has a unique solution, the inverse problem
is often under-determined. Therefore some prior information (information that
is known independent of data) is often applied to the parameters of the model,
and uncertainties of the estimated parameters need to be quantified (Tarantola,
2005).
1
2 1.1 Bayesian inference
The inverse problem can be solved in an optimization by seeking an optimal
solution that minimizes the misfits between model predicted data and observed
data. Since the problem is usually under-determined, some properties are enforced
on the model (e.g. smoothness) which is often called regularization. This
procedure is well established for linear problems and can also be applied to
non-linear problems by iteratively approximating the non-linear physics using
a linearised relation around the current model and solving the linear problem to
update that parameter estimate (Tarantola & Valette, 1982). While the method
can produce reasonable uncertainty estimate for linear problems, it is difficult
to quantify uncertainties for non-linear problems. Though the regularization can
be chosen using some standard methods (e.g., L-curve – Hansen, 1992), valuable
information can be concealed by the regularization (Zhdanov, 2002).
Bayesian inference provides a different way to solve the inverse problem by
representing the prior information using a probability density function (pdf) and
updating the prior probability distribution with new information contained in the
data to obtain a probability distribution of parameters post inversion, called a
posterior probability density function (Box & Tiao, 2011). According to Bayes’





where θ is the parameter vector and p(θ) is the prior probability distribution
of the parameters; p(dobs|θ) is called the likelihood which is the probability of
observing the measured data given a certain parameter vector, and p(dobs) is a
normalization factor called the evidence.
While the linearised inversion produces one optimal solution, Bayesian inference
produces a probability distribution over the parameters. The linearised inversion
can be treated as maximizing the likelihood since likelihood is often defined
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with misfits, and the regularization can be treated as prior information. The
linearised inversion can also be implemented to maximize the posterior pdf which
is often referred as a maximum a posterior (MAP) solution. In this way one can
include broader prior information in the inversion. More connections between
linearised inversion and Bayesian inference can be found in Tarantola (2005) and
Theodoridis (2015).
The Bayesian inference problem can be solved in at least two different ways:
Markov chain Monte Carlo (McMC) and variational inference. A Markov chain
is a sequence of random variables, x0,x1,x2... whose conditional distributions
obey the rule
p(xn|xn−1, {xt : t ∈ I}) = p(xn|xn−1) (1.2)
where I = {0, 1, ..., n − 2}. A Markov chain is called an ergodic Markov
chain if it is possible to go from every state to every other state with positive
probability (Brooks et al., 2011). In McMC, we construct an ergodic Markov
chain whose equilibrium distribution is the target probability distribution (in this
case the posterior pdf) and collect samples from this chain. Since the samples
are distributed according to the target probability distribution, they can be used
to calculate any statistics, e.g., mean and standard deviation (Gilks et al., 1995;
Brooks et al., 2011).
The common way to construct an ergodic Markov chain with desired probability
distribution is to construct Markov chains that satisfy a detailed balance condi-
tion, which ensures that the stationary distribution is the desired distribution.
The Metropolis-Hastings algorithm (Metropolis & Ulam, 1949; Hastings, 1970) is
one of such methods which has been used widely across various scientific fields
(Robert & Casella, 2013). The method has been extended to trans-dimensional
inversion, called reversible jump Markov chain Monte Carlo (rj-McMC) which
means that the number of parameters (the dimensionality of parameter space)
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can vary in the inversion and consequently the parameterization itself can be
adapted to the data and to any prior information (Green, 1995; Green & Hastie,
2009). In this thesis we will focus mainly on using this method to perform seismic
inversions (see details in Chapter 2, 3 and 4).
While McMC methods have been used widely to solve inverse problems, the
method cannot be easily applied to problems that have large data set or
high-dimensional parameter spaces since the problems become computationally
intractable. The methods also appear to be inefficient for complex multimodal
probability distributions. In these cases variational inference provides an efficient
alternative to McMC methods.
Variational inference solves the Bayesian inference problem using optimization
techniques by seeking an optimal approximating probability distribution to the
target distribution within a predefined family of probability distributions (Bishop,
2006; Blei et al., 2017). This is achieved by minimizing the Kullback-Leibler (KL)
divergence (Kullback & Leibler, 1951), which defines the difference between the
approximating distribution and the target distribution. The complexity of the
approximating family defines the complexity of the optimisation problem and also
the ability to approximate arbitrary target probability distributions. Generally
the approximating family should be rich enough to approximate many probability
distributions and meanwhile the optimizing problem should still be reasonably
easy to solve.
Traditionally variational inference is conducted using simple mean-field families
which mean the parameters are assumed to be mutually independent (Bishop,
2006; Blei et al., 2017) or simply structured families in which dependencies
between variables are added (Saul & Jordan, 1996; Hoffman & Blei, 2015).
The optimization problem with these families can be solved using a coordinate
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ascent algorithm (Biondi, 1992; Blei et al., 2017) or the Expectation-maximization
algorithm (Nawaz & Curtis, 2018, 2019).
However, these algorithms require tedious derivation and bespoke implementation
for each type of problem, and require the analytic solution for the expectation
with respect to approximating probability distributions (Bishop, 2006; Blei et al.,
2017). This restricts the methods to a relatively narrow range of inverse
problems for which those derivations can be performed. To make variational
inference easier to use and applicable to a wider class of problems, "black box"
variational inference methods have been proposed recently (Kingma & Welling,
2013; Ranganath et al., 2014; Rezende & Mohamed, 2015; Tran et al., 2015;
Liu & Wang, 2016; Marzouk et al., 2016; Ranganath et al., 2016; Kucukelbir
et al., 2017). In this thesis we will apply two of these methods – automatic
differential variational inference (Kucukelbir et al., 2017) and Stein variational
gradient descent (Liu & Wang, 2016) – to seismic tomographic problems (see
details in Chapter 5).
1.2 Bayesian inference in seismic tomography
Seismic tomography is one type of inverse problem which uses seismic data (e.g.,
travel times) to study the subsurface of the Earth (Aki & Lee, 1976). The
properties (e.g., velocity, density etc.) of the subsurface are first parameterized
in some way, and those parameters are then estimated from the observed data.
In order to better understand and interpret the results, the uncertainties of these
parameters are often required.
Seismic tomographic problems are traditionally solved using linearised methods
which has been used widely to study the subsurface structure of the Earth using
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body wave travel time data (Aki & Lee, 1976; Romanowicz, 1979; Thurber, 1983;
Dziewonski & Woodhouse, 1987; Iyer & Hirahara, 1993; Van der Hilst et al.,
1997; Curtis & Snieder, 2002; Zhang & Thurber, 2003; Tarantola, 2005) and
surface wave dispersion data (Woodhouse & Dahlen, 1978; Nakanishi & Anderson,
1983; Trampert & Woodhouse, 1995; Curtis et al., 1998; Ritzwoller et al., 2002;
Simons et al., 2002; Ekström, 2011) that were generated by earthquakes. Since
earthquakes are generally distributed inhomogeneously, the resolvability of models
in regions of sparse coverage is inevitably limited. The introduction of ambient
noise interferometry has greatly increased the size and coverage of surface wave
dataset by turning receivers into virtual sources. It has been shown that Green’s
functions between different receiver pairs can be approximately estimated from
cross correlations of ambient noise data recorded at the receivers (Campillo &
Paul, 2003; Wapenaar, 2004; van Manen et al., 2005, 2006; Wapenaar & Fokkema,
2006; Curtis et al., 2006). The technique has been used to perform seismic
tomography using surface wave dispersion data extracted from cross correlations,
which is often referred as ambient noise tomography (Shapiro & Campillo, 2004;
Shapiro et al., 2005; Yao et al., 2006; Lin et al., 2007; Yang et al., 2007; Lin et al.,
2009; Bensen et al., 2009; Behr et al., 2010; de Ridder & Dellinger, 2011; Nicolson
et al., 2012, 2014; de Ridder & Biondi, 2013; Mordret et al., 2013a,b; de Ridder
et al., 2014; Allmark et al., 2018).
The above studies are generally conducted using linearised methods, which can
bias the results and cannot produce accurate uncertainty estimates. Therefore,
Monte Carlo methods have been introduced to geophysics to solve geophysical
inverse problems (Mosegaard & Tarantola, 1995; Sambridge et al., 1995; Malin-
verno et al., 2000; Malinverno & Briggs, 2004), and have been extended to trans-
dimensional inversions using the rj-McMC method (Malinverno, 2002; Bodin &
Sambridge, 2009; Bodin et al., 2012; Galetti et al., 2015, 2017; Galetti & Curtis,
2018). Although many applications have been conducted using McMC methods
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(Shen et al., 2012, 2013; Young et al., 2013; Zulfakriza et al., 2014; Zheng et al.,
2017; Crowder et al., 2019), they mainly address 1D or 2D tomography prob-
lems due to the high computational cost of Monte Carlo methods. Some studies
used McMC methods to solve 3D tomographic problems using body wave travel
time data (Hawkins & Sambridge, 2015; Piana Agostinetti et al., 2015; Burdick
& Lekić, 2017).
However, the fully 3D scheme has not been used in any surface wave tomographic
problems and its properties have not been studied. In this thesis, we will apply the
fully 3D Monte Carlo scheme to surface wave tomographic problems (see details
in Chapter 2 and 3) and extend the method to a joint inversion using both body
wave travel time data and surface wave dispersion data (see details in Chapter
4).
Monte Carlo methods are generally computational expensive and cannot be easily
applied to large datasets. Therefore, we introduced two variational inference
methods: automatic differential variational inference (ADVI – Kucukelbir et al.,
2017) and Stein variational gradient descent (SVGD – Liu & Wang, 2016), to
solve seismic tomographic problems (see details in Chapter 5). We apply the
two methods to solve 2D synthetic and real-data seismic tomographic problems
and compare the results to those obtained by Monte Carlo sampling methods to
demonstrate that variational inference methods can provide efficient alternatives
to Monte Carlo sampling methods.
1.3 Structure of the thesis
Chapter 2 introduces a fully 3D Monte Carlo surface wave tomography method
which uses rj-McMC algorithm with a fully 3D model parametrization. In the
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chapter I first describe the implementation of the method and then compare the
method with the standard linearised method and the conventional 2-step McMC
method using a synthetic test. The results show that the 3D method estimates the
velocity model and uncertainty significantly better than the other two methods,
and also does so at comparative cost to the 2-step McMC method.
Chapter 3 describes an application of the 3D method introduced in Chapter 2 to
an ambient noise dataset recorded on a dense passive seismic array installed on the
North Sea seabed. The chapter first describes cross correlations of the ambient
noise data and estimates phase velocity maps using those cross correlations. I
then apply the 2-step McMC method and the new 3D method to the dataset to
estimate 3D shear velocity models of the subsurface. A 2D McMC method is
also applied to a 2D cross section to better understand the limitation of the 1D
method. The comparison of the results obtained using the three methods confirms
that the 3D method produces the most accurate results and achieves this with a
cost that is comparable to the standard 2-step McMC method.
Chapter 4 extends the 3D Monte Carlo method to a joint inversion using
earthquake body wave travel times and ambient noise surface wave dispersion
data. The method is applied to a mining site in the U.K. where induced seismicity
is recorded on a temporary seismic network, and where ambient noise recordings
are also available on the same station. The results show that by using both types
of data source parameters and velocity models can be better constrained than
in independent inversions. Trade-offs between source parameters and velocity
models can also be significantly reduced using the joint inversion method.
Chapter 5 introduces two variational inference methods: automatic differential
variational inference (ADVI) and Stein variational gradient descent (SVGD), to
solve seismic tomographic problems. The two methods are first applied to a 2D
synthetic test and compared with two Monte Carlo methods: Metropolis-Hastings
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McMC and rj-McMC methods. The results show that variational inference
methods can provide accurate approximations to those obtained using Monte
Carlo methods at significantly lower computational cost. Finally the two methods
are applied to real data described in Chapter 2 to estimate a phase velocity map
at 0.9 s.
Chapter 6 first summarizes the work accomplished in this thesis and its
contributions to the field. The chapter then discusses limitations of the methods
used in this thesis, namely restrictions of the Voronoi parametrization, efficiency
problem of the rj-McMC method and limitations of variational inference methods.
It also proposes future work to mitigate these issues.
Appendix A describes the derivation of the gradients used in variational
inference methods in Chapter 5. The first two parts calculate the gradients in
ADVI and the last part calculates the gradients in SVGD. Both sets of gradients
are used to minimize the KL-divergence to obtain an optimal approximation to
the true posterior probability distribution.
1.4 Publications
The following papers were published in the pursuit of this research, each of which
is closely related to a chapter in this thesis.
Chapter 2 published as: Zhang, X., Curtis, A., Galetti, E., & de Ridder,
S., 2018. 3-D Monte Carlo surface wave tomography, Geophysical Journal
International, 215(3), 1644–1658.
Chapter 3 published as: Zhang, X., Hansteen, F., Curtis, A., & de Ridder,
S., 2019. 1D, 2D and 3D Monte Carlo ambient noise tomography using a
10 1.4 Publications
dense passive seismic array installed on the North Sea seabed, Journal of
Geophysical Research: Solid Earth, accepted.
Chapter 4 published as: Zhang, X., Roy, C., Curtis, A., Nowacki, A., & Baptie,
B., 2019. 3D Tomographic Monte Carlo joint inversion of earthquake body
wave travel times and ambient noise surface wave dispersion data, submitted.
Chapter 5 published as: Zhang, X. & Curtis, A., 2019. Seismic tomography
using variational inference methods, submitted to Journal of Geophysical
Research: Solid Earth, Under Review, Minor Revisions.
And the following co-authored papers were also published:
Roy, C., Zhang, X., Curtis, A., Nowacki, A., & Baptie, B., 2019.Probabilistic
local earthquake magnitudes and their uncertainties – implications for traffic
light systems for induced seismicity. submitted.
Earp, S., Curtis, A., Zhang, X., & Hansteen, F., 2019. Probabilistic Neural
Network Tomography across Grane field (North Sea) from Surface Wave
Dispersion Data. submitted to Geophysical Journal International, Under
Review.
The following extended abstracts were also published in the course of this research:
Zhang, X., Hansteen, F., & Curtis, A., 2019. Fully 3D Monte Carlo Ambient
Noise Tomography over Grane Field. In 81st EAGE Conference and
Exhibition 2019.
Curtis, A., Cao, R., Earp, S., Zhang, X., De Ridder, S., & Galetti, E.,
2019. Near-Real Time 3D Seismic Velocity and Uncertainty Models from
CHAPTER 1. Introduction 11
Ambient Noise, Gradiometry and Neural Network Inversion. In 81st EAGE
Conference and Exhibition 2019 Workshop Programme.
12 1.4 Publications
Chapter 2
3D Monte Carlo seismic surface
wave tomography
2.1 Summary
Seismic surface wave tomography is a tried and tested method to reveal the
subsurface structure of the Earth. However, the conventional 2-step scheme
of inverting first for two-dimensional (2D) maps of surface wave phase or
group velocity and then inverting for the 3D spatial velocity structure preserves
little information about lateral spatial correlations, and introduces additional
uncertainties and errors into the 3D result. We introduce a 1-step 3D non-linear
surface wave tomography method that removes these effects by inverting for 3D
spatial structure directly from frequency-dependent travel-time measurements.
We achieve this using the reversible jump Markov chain Monte Carlo (McMC)
algorithm with a fully 3D model parameterization. Synthetic tests show that the
method estimates the velocity model and associated uncertainties significantly
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better than the conventional 2-step McMC method, and that the computational
cost seems to be comparable with 2-step McMC methods. The resulting
uncertainties are more intuitively reasonable than those from the 2-step method,
and provide directly interpretable uncertainty on volumetrics of structures of
interest.
2.2 Introduction
Seismic surface waves travel along the surface of the Earth while oscillating over
depth ranges that depend on the period of oscillation. Measured speeds of travel
are sensitive to Earth properties within those depth ranges. Consequently, surface
waves have been used to study the subsurface structure of the Earth on global
scales (Trampert & Woodhouse, 1995; Shapiro & Ritzwoller, 2002; Meier et al.,
2007b,a), regional scales (Zielhuis & Nolet, 1994; Curtis et al., 1998; Simons et al.,
2002) and reservoir scales (de Ridder & Dellinger, 2011; Mordret et al., 2013a,
2014a; Allmark et al., 2018). In those studies, subsurface information is deduced
from the dispersion properties of surface wave phase or group velocities, with
different frequency components constraining structures over different depth ranges
in the subsurface.
Seismic surface wave tomography is often conducted using a two-step inversion
scheme (Nakanishi & Anderson, 1983; Trampert & Woodhouse, 1995; Ritzwoller
et al., 2002; Snoke & Sambridge, 2002; Bodin & Sambridge, 2009; Bodin et al.,
2012; Galetti et al., 2017). First, a series of 2D phase or group velocity maps
for different periods are estimated tomographically at each geographical point of
interest using the arrival times of each period as data; the 1D dispersion curve
at each geographical location is then inverted to estimate a 1D shear velocity
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structure beneath that location. Those 1D shear velocity structures placed side-
by-side are interpolated to construct a 3D model.
The surface wave inversion problem is usually solved using a linearised procedure
which involves approximating the true, nonlinear relation between data and
parameters by a linearised relation; that approximate relationship is then used
to seek an approximate solution by minimizing the data misfit while applying
some regularization (Trampert & Woodhouse, 1995; Ritzwoller et al., 2002).
However, the regularization is often chosen by ad hoc means (often trial and
error), and valuable information in the data can be concealed by the regularization
(Zhdanov, 2002). In addition, due to the irregular distribution of seismic sources
and receivers, the subsurface is usually unevenly sampled, which limits the
resolution of those region with poor data coverage (Curtis & Snieder, 2002). The
introduction of ambient noise interferometry (Campillo & Paul, 2003; Wapenaar,
2004; van Manen et al., 2005, 2006; Wapenaar & Fokkema, 2006; Curtis et al.,
2006) and ambient noise tomography (Shapiro et al., 2005; Lin et al., 2007; Yang
et al., 2007; Bensen et al., 2009; Behr et al., 2010) has partly resolved this issue
because earthquakes are no longer necessary in the region of interest as stations
play the role of both receivers and (virtual) sources. However, the seismic stations
on the Earth’s surface are themselves far from uniformly distributed in many
areas, and as a result it is difficult to quantify the uncertainties in information
derived from linearised ambient noise tomography (Shapiro & Ritzwoller, 2002;
Bensen et al., 2009; Yao & Van Der Hilst, 2009; Weaver et al., 2011; Nicolson
et al., 2012, 2014). This limits the ability to determine the uncertainty of inferred
subsurface shear-wave velocity structures.
To resolve these issues, Bodin & Sambridge (2009) proposed a method using the
Markov chain Monte Carlo (McMC) algorithm to sample models from a posterior
probability distribution (pdf), based on a Bayesian framework. McMC methods
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were introduced to Geophysics by Mosegaard & Tarantola (1995). Thereafter,
Malinverno et al. (2000) introduced an extension of the standard method called
reversible jump McMC (Green, 1995; Green & Hastie, 2009), which allows the
number of model parameters (the dimensionality of parameter space) to change
during the inversion, and applied it on an inversion of zero-offset vertical seismic
profiles and an electrical resistivity sounding inversion (Malinverno, 2002). Bodin
& Sambridge (2009) further applied this method to a seismic tomography problem,
in which Voronoi tessellations were used to allow spatially irregular model cells
to parametrise seismic wave-speed variations, and trans-dimensional inversion
allowed the dimensionality of parameter space (the number of cells in the model)
to vary. Thus, the model parameterization is dynamically adapted to the irregular
data coverage (Curtis & Snieder, 2002), avoiding arbitrary regularization. The
method was used successfully to estimate the Rayleigh-wave velocity models
across Australia (Bodin & Sambridge, 2009), the upper crustal structure of central
Java in Indonesia (Zulfakriza et al., 2014) and SE Tibet in China (Zheng et al.,
2017). Young et al. (2013) extended this method to include the second depth-
inversion step of surface wave tomography to obtain a 3D shear-wave velocity
structure of the Tasmanian crust and its uncertainty. Galetti et al. (2015, 2017)
further generalized the method by making it fully nonlinear, and observed the
emergence of loop-like topologies of the uncertainty structure around velocity
anomalies which define the spatial resolution of those structures.
However, when the two steps of surface wave tomography are conducted separately
and sequentially, the solution to the 1-D depth inversion cannot interact directly
with the 2D phase and group velocity tomography step. In the second step,
usually only the mean and standard deviations of the phase and group velocity
maps are used as input (Young et al., 2013; Galetti et al., 2017). This may cause
the valuable information contained in the pdf of phase and group velocity maps to
be lost, and bias the estimate of the pdf of the 3D shear wave velocity structures.
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As a result, the lateral neighbours in the final 3D model typically preserve little
of the 2D lateral spatial correlation information in the phase and group velocity
maps.
To overcome both problems, we introduce a fully 3D model parameterization to
implement 3D non-linearised surface wave tomography in one step, directly from
period-dependent phase or group travel-time measurements, using the reversible
jump Markov chain Monte Carlo (rj-McMC) method. This preserves the spatial
correlation information in 3D, and consequently also in 2D dispersion maps. It
also naturally avoids the loss of pdf information from the 2D phase or group
velocity maps in the 3D models. Several previous efforts have been made to
extend the trans-dimensional tomography method to 3D. For example, Hawkins
& Sambridge (2015) used tree structures and wavelets with rj-McMC to implement
3D trans-dimensional tomography and applied it on a synthetic teleseismic body
wave tomography problem. Piana Agostinetti et al. (2015) implemented a
3D trans-dimensional local body wave tomography method using 3D Voronoi
tessellation. However, to-date, the fully 3D trans-dimensional scheme has not
been used in any surface wave tomography problem, and its properties have not
been studied.
In the following we first describe our method, as well as the standard linearised
method and the 2-step nonlinear McMC method for surface wave tomography.
We then compare our new method with the other methods using a synthetic
test. We use the results to conclude that from a seismological point of view there
seems little reason to use the 2-step nonlinear methods in future as they seem to




Following Bodin & Sambridge (2009), we use the reversible jump Markov chain
Monte Carlo (rj-McMC) algorithm (Green, 1995) to generate samples from the
posterior probability density function (pdf) in our seismic velocity model space.
In this section, we first describe and compare three possible methods which can be
used for seismic surface wave tomography and which are compared below. Then
we provide an overview of the rj-McMC algorithm.
2.3.1 2-step Linearised method
Conventionally surface wave tomographic problems are solved using linearised
inversion methods (Iyer & Hirahara, 1993). For example, in a first step, phase or
group velocity maps can be estimated by minimizing an objective function:
φ = ||Gm− d||+ λ||m||+ µ||Lm|| (2.1)
where G = [ ∂di
∂mj
] is the first order derivative matrix which defines the assumed
linearised physics between parameters m which describe the tomographic map of
localized surface wave speeds, and d which is the inter-receiver or source-receiver
measured dispersion data, L is a finite-difference derivative matrix and λ and µ
are parameters that define the strength of damping and smoothing of the map,
respectively. The resulting maps estimated at a number of frequencies can be
used to estimate the shear velocity structure beneath each geographical point in
a second step that uses a similar linearised expression. Since such tomographic
problems are usually under-determined, some forms of regularization is necessary
in order to construct a map. Though the regularization parameters λ and µ can
be estimated by some accepted methods (e.g. the L-curve method - Hansen,
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1992), their values are still ad hoc and valuable information in the data can
be destroyed by any applied regularization. In reality, the subsurface is often
unevenly sampled, which may lead to poor resolution in those areas with poor data
coverage, rendering structure in those areas more susceptible to regularisation
than in better-constrained areas.
2.3.2 2-step McMC method
Sampling based methods like McMC are often used to allow non-linearised 2-step
inversion in surface wave tomography (Bodin & Sambridge, 2009; Bodin et al.,
2012; Khan et al., 2013; Young et al., 2013; Rawlinson et al., 2014; Zulfakriza
et al., 2014; Saygin et al., 2015; Galetti et al., 2015, 2017; Zheng et al., 2017).
In the first step the 2D plane is usually partitioned into convex polygons using
a Voronoi tessellation (Sambridge et al., 1995). Each polygon contains one point
(called a site) and is defined by the region of space consisting of all of the points
nearer to that site than to any other (Figure 2.1b). Similarly, the model in the
second step (depth inversion) can be parameterised using 1D Voronoi tessellation
as in Fig 1a (Young et al., 2013; Galetti et al., 2017). In both steps, the McMC
method simulates many samples of model space that are consistent with both
the data and any available prior information, and varies the tessellation geometry
such that it is consistent with the data in a probabilistic sense.
Generally the 1D depth inversions in the second step are run independently at each
geographical location without interaction, as this allows perfect parallelisation of
what is a computationally demanding task. As a result, the lateral neighbours
in the final 3D velocity model may preserve little of the 2D lateral spatial
correlation information, and uncertainty estimates based on the set of samples
may therefore be incorrect. One option to correct the above errors would be to
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Figure 2.1: Examples of (a) a 1D Voronoi tessellation, (b) a 2D Voronoi tessellation
and (c) a 3D Voronoi tessellation of velocity models. Colours represent seismic
velocities in each cell. Black dots are the sites that generated each cell.
make each step-2 Markov chain interact with the chains of the lateral neighbours
in such a way as to preserve lateral correlations observed in the step-1 inversion.
However, this would remove or diminish the principal advantage of parallelisation
as different chains would need to pass information to each other during the
inversion. Alternatively, we can use a fully 3D Voronoi tessellation to parameterise
our seismic velocity model (Figure 2.1c). 3D Voronoi tessellations have been used
in seismic tomography problems to overcome the uneven distribution of data
(Zhang & Thurber, 2005). They have also been used within rj-McMC schemes
to implement non-linearised 3D body wave tomography (Piana Agostinetti et al.,
2015; Burdick & Lekić, 2017). Here, we introduce the same for 3D single-step,
non-linearised surface wave tomography.
2.3.3 Fully 3D Voronoi tessellation
Our 3D seismic velocity field is discretized by a set of Voronoi polyhedral, each of
which is determined by its 3D site location ci and shear-wave velocity vi ( P-wave
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velocity and density are linked to the shear velocity - see below) since surface wave
phase and group velocities are primarily sensitive to subsurface shear-velocity
variations. Here, we use a constant velocity within each polyhedron but other
interpolations between sites could be used if desired (Sambridge et al., 1995).
In order to perform 3-D inversion we need a forward modelling method to calculate
the surface wave dispersion that would be measured along any source-receiver path
in the case that any particular 3D model were true. Ideally a fully 3D wavefield
simulation method could be used but these are generally computationally too
expensive. We therefore use an approximate 2-step forward modelling method
(Reiter & Rodi, 2008). The first step is to compute phase or group velocity
maps at each measurement period for our 3D earth model (Figure 2.2a and
b); these can be determined by extracting the 1D shear velocity profile beneath
each geographical point, and calculating the phase and group velocities for that
1D structure using a modal approximation (Saito, 1988; Herrmann, 2013). To
calculate source-receiver phase travel times, we then use the fast marching method
(Rawlinson & Sambridge, 2004) to compute travel times through the phase
velocity maps for each period (Ritzwoller & Levshin, 1998; Stevens et al., 2001).
For group travel times we integrate the group velocities along the ray path traced
through the phase velocity map to determine the group travel times (Cerveny,
2005; Reiter & Rodi, 2008).
This forward simulation method is thus based on very similar approximations
and assumptions to those made in 2-step inversion methods - that the dispersion
properties of surface waves at each geographical point depend only on the velocity
structure beneath that point. This has the advantage that it allows the 3D
inversion method proposed herein to be compared fairly with the other methods
(linearised and non-linearised 2-step inversion). Given this forward simulation
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Figure 2.2: A schematic figure of the forward modelling method. (a) A 3D Voronoi
model discretized by Voronoi cells, with a dense, regular grid of points overlain on
the surface. Colours represent different velocities. Points A and B show two example
locations at the surface. (b) The 1D S-wave velocity profiles at points A and B
extracted from the 3D Voronoi model (centre-left) and the simulated phase velocity
dispersion curves using these 1D profiles (centre-right). (c) An example phase velocity
map at 6s constructed by juxtaposing the phase velocity at 6s period calculated for
all geographical points such as A and B. The source-receiver phase travel time can
then be calculated, for example by tracing rays through the model or by using a fast
marching method. The yellow star shows the location of one source and the blue
triangle shows the location of one receiver.
scheme and measured dispersion data, the rj-McMC method can be used to
perform 3D tomography.
2.3.4 Reversible jump Markov chain Monte Carlo
McMC is a class of algorithms to generate a set (or chain) of samples from a target
probability density (Sivia, 1996). The Metropolis-Hastings algorithm (Metropolis
& Ulam, 1949; Hastings, 1970) is one such algorithms which is used in many fields.
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It was introduced to Geophysics over two decades ago (Mosegaard & Tarantola,
1995; Malinverno et al., 2000; Malinverno, 2002; Malinverno & Briggs, 2004)
and was first applied to a seismic tomography problem by (Bodin & Sambridge,
2009). In their method, a generalised version of the Metropolis-Hastings algorithm
called reversible jump Markov chain Monte Carlo (rj-McMC) was used to allow
a trans-dimensional inversion (Green, 1995; Green & Hastie, 2009) which means
that the number of model parameters can change along the chain. This allows
the parameterization of the seismic velocity model itself to be determined by
data and any prior information, avoiding fixing the parameterisation before
inversion (Bodin & Sambridge, 2009). Following their lead, we apply the rj-McMC
algorithm to 3D seismic surface wave tomography.
In our problem, the target probability density is the posterior probability density
function (pdf) of our velocity model m given the observed data dobs, written





where p(dobs|m) is called the likelihood which is the probability of observing the
measured data conditional on a certain model m being true; p(m) describes the
prior information about model m, and p(d) is a normalization factor called the
evidence. We choose a Gaussian noise distribution for our likelihood with the data
variance as an additional parameter that is also estimated during the inversion in
a hierarchical way (for more information see Malinverno & Briggs, 2004; Bodin
et al., 2012; Galetti et al., 2017). For the prior pdf, we use an uninformative prior
- a Uniform distribution with wide bounds on each parameters.
In the rj-McMC algorithm, a new model m′ in the chain is drawn from a proposal
distribution q(m′|m) that depends on the current model m, and is accepted or
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rejected with a probability α(m′ |m) given by (Green, 1995),
α(m













where J is the Jacobian matrix of the transformation from m to m′ and is used
to account for the volume changes of parameter space during jumps between
dimensionalities. In our case, it can be shown that the Jacobian is an identity
matrix (Bodin & Sambridge, 2009). Once a new model is generated via the
proposal distribution, it is accepted or rejected by generating a random number
γ from the uniform distribution on [0, 1] and comparing it with the value of the
acceptance ratio α. If γ < α, the new model is accepted; otherwise, the new
model is rejected and the current model is repeated as a new sample in the chain.
The acceptance ratio α ensures that the density of samples in the Markov chain
converges to the posterior probability distribution as the number of samples tends
to infinity (Green, 1995).
In seismic tomography problems we have five types of perturbations: adding a
cell, removing a cell, moving a cell, changing the velocities and changing the data
noise hyperparameters. Thus, our algorithm can be described as:
1. Draw an initial model randomly from the prior pdf.
2. Generate a new model m′ by randomly choosing one of the five possible
perturbation types listed above, and then perturbing the current model
according to the proposal probability.
3. Calculate the acceptance ratio α and accept or reject the model according
to α.
4. Repeat from (ii).
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For the proposal probability we choose a Gaussian distribution for the fixed-
dimensional perturbation (moving a cell, changing velocities and changing data
noise hyperparameters) as also chosen by Bodin & Sambridge (2009). For trans-
dimensional perturbations (adding or deleting a cell) we choose to use the prior pdf
as the proposal probability since that leads to a higher acceptance ratio compared
to using a Gaussian distribution (Dosso et al., 2014). It is a property of McMC
methods that in principle the choice of proposal distribution does not affect the
fact that the final distribution of samples tends to the posterior pdf as the number
of samples tends to infinity.
Note that successive models in a Markov chain are not independent, which for
any finite set of samples might cause bias in the estimated posterior probability
distribution (Chan & Geyer, 1994). Thus, some thinning of the chain, retaining
only every 100th sample of the chain, is applied to obtain a final ensemble of
samples. Thereafter, statistical properties of the inverse problem solution (e.g.
mean, standard deviation) can be calculated from the remaining ensemble of
samples.
Monitoring of McMC convergence is important to ensure that the estimated
posterior probability density becomes stationary. However, this appears to be
a difficult problem, especially for trans-dimensional chains (Green & Hastie,
2009). In this study, we chose several scalar statistics, such as the misfit and
the number of cells, to diagnose apparent convergence. When the misfit and the
number of cells become stationary, we assume that convergence is attained and
begin retaining every hundredth sample from that point on in the chain, which
seems to be sufficient in our synthetic test. However, we note that in other more
complicated applications, using such scalar statistics may be insufficient such that
a more sophisticated approach may be necessary (Green & Hastie, 2009).
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2.4 Results
To validate our method, we conducted a synthetic test using Rayleigh wave
phase velocity dispersion data. Our true model is composed of 3 layers with
S-wave velocities of 2.5km/s, 4km/s and 5.0km/s respectively and a spherical
low velocity anomaly of radius 1km within the second layer (Figure 2.3a, b),
of which the velocity is 3.0km/s. A sphere was chosen deliberately because it
definitely lies outside of the range of finite-dimensional, straight-sided Voronoi
cell parameterisations that can be explored by the Markov chain. Sources
and receivers occur at idealised locations to simulate a typical ambient noise
experiment where receivers are also used as virtual sources. To calculate the
corresponding Rayleigh wave phase velocity dispersion data we use the two-step
simulation method described above. First, the phase velocity map is calculated
for each period using a 200 × 200 regular grid on the surface (Figure 2.3c). The
P-wave velocity is given by a fixed vp/vs ratio with a typical crustal value of 1.73,
and density is assumed to be dependent on vp through
ρ = 2.35 + 0.036× (vp − 3.0)2 (2.4)
where vp is given in km/s and ρ is given in g/cm3 (Kurita, 1973). Then, the phase
velocity travel times of surface waves are calculated at each period between each
station. We then added 0.01 seconds (∼1%) Gaussian noise to the data. This
gives 28 travel times in total for each period, and we use eleven periods between
0.5s to 10s (red dots in Figure2.3d).
To demonstrate our 1-step 3D method, we compared it with the linearised 2-step
method and the 2-step McMC method using the synthetic dataset. For the fully
3D McMC method, the velocity prior pdf is set to be a Uniform distribution
between 2km/s and 6km/s, which encompasses the true model. The prior pdf





























































Figure 2.3: True model and data used for the synthetic test. Open black triangles
show the locations of sources and receivers, which are colocated to simulate a typical
ambient noise experiment. (a) Horizontal section of the true model at depth of 3km;
(b) vertical section at Y=0km; (c) An example phase velocity map at 3s period; (d)
Examples of modelled inter-receiver phase velocity dispersion curves.
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on the number of Voronoi cells is selected to be a discrete Uniform distribution
between 4 and 200. The prior pdf of the two noise parameters are set to be
a Uniform distribution between 0.00001 and 0.01, and a Uniform distribution
between 0 and 0.03, respectively. As described above, we use the prior distribution
for the trans-dimensional perturbation (cell birth and death) and a Gaussian
perturbation for the fixed-dimensional steps (changing velocity, position and noise
hyperparameters). The width of each Gaussian perturbation is tuned to produce
an acceptance rate between 20% to 50%. In this test, we used 16 independent
Markov chains, each generating 4 million samples. After a burn-in period of 1
million samples, we thinned each chain by retaining only every 100th sample.
For the 2-step McMC method, the first step is to determine the phase velocity
for each period. Here we use the same method as Galetti et al. (2015) which is
a fully nonlinear McMC 2D tomographic method using 2D Voronoi tessellation.
The velocity prior for each period is set to be a Uniform distribution with a 2km/s
width centred at an averaged velocity of all of the ray paths. The prior for the
number of Voronoi cells is selected to be a discrete Uniform distribution between 3
and 100 cells (considering that the true phase velocity maps are relatively simple -
e.g., Figure 2.3c). Similarly to above, the width of each Gaussian perturbation for
fixed-dimensional steps (changing velocity, position and noise hyperparameters)
is tuned to produce an acceptance rate between 20% to 50%. The width of the
Gaussian perturbation for trans-dimensional steps (cell birth or death) is selected
to give the maximum possible acceptance ratio. For each period, we used 16
independent chains to generate samples from the posterior probability density
each with 3 million iterations. After a burn-in of 0.5 million samples, we thinned
these chains by retaining only every 100th model to create the final ensemble.
Then the phase velocity mean and its standard deviation of the ensemble are
calculated at each period on a 100× 100 regular grid, and these are taken as the
data for the second inversion step. In the second step, we use the McMC based
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method from Galetti et al. (2017) to determine a 1D shear-wave velocity model
beneath each geographic point. For each inversion, we use the same shear-wave
velocity prior as in the 3D McMC method – a Uniform distribution between 2km/s
and 6km/s. The prior for the number of layers in each 1D depth profile is set
to be a discrete uniform distribution between 2 to 20. The proposal distribution
for velocity is chosen to be the same Gaussian perturbation as used in the 3D
McMC inversion. Other proposal Gaussian distributions are tuned to provide an
acceptance rate between 20% to 50%. Similarly, the Gaussian perturbation for
the trans-dimensional step (layer birth and death) is selected to give a maximum
acceptance ratio. For each 1D inversion beneath each geographical point, we use
6 independent chains, each generating 3 million samples. After a burn-in period
of 1 million samples, each chain is thinned by retaining only every 100th model.
For the conventional 2-step linearised inversion, first we need to determine
the phase velocity map for each period at which we have data. Here we
use fast-marching surface wave tomography (Rawlinson & Sambridge, 2004) to
determine the phase velocity. For each period, the initial model is chosen to
be a homogeneous model with an average velocity of all of the ray paths. The
regularization damping and smoothing factors are selected using the standard L-
curve method (Hansen, 1992). The model is parameterized using a 20×20 regular
square grid, which was chosen from a series of regular grids (e.g. 5× 5, 10× 10,
20 × 20, 30 × 30) to give the least model parameters that also produced a small
misfit tolerance. For the second step, we use the Occam inversion method (Lai &
Rix, 1998) to determine the shear-wave velocity structure beneath each grid point.
For each 1D inversion beneath each geographical point, the model is parameterized
by an evenly spaced layered model with 1km thickness for each layer. The initial
velocity of each layer is set to be 1.1 times the phase velocity at the most sensitive
period for that particular depth (since for a homogeneous medium the Rayleigh
phase velocity is 0.92 times the shear velocity of the medium). The misfit tolerance
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Table 2.1: Parametrization, priors and proposal distribution for all 3
inversions
Method Parametrization Priors Proposal distributions
3D McMC 3D Voronoi cells
cells number: Uniform 4-200 Fixed-D: Gaussian
velocities: Uniform 2 - 6km/s Trans-D: prior
2-step McMC
2D Voronoi cells cells number: Uniform 3-100 Fixed-D: Gaussian
velocities: 2km/s width Uniform Trans-D: Gaussian
1D Voronoi layers layers number: Uniform 2-20 Fixed-D: Gaussian
velocities: Uniform 2-6km/s Trans-D: Gaussian
Linearised inversion
20× 20 grid homogeneous initial model NA
1km layered model estimated from phase velocities NA
For the linearised inversion, we regard initial models as priors.
for the Occam inversion is tuned to give a balance between model complexity
and data fitting. To conclude, we summarised the parameterization, priors and
proposal distributions used in all three inversions in Table 1.
2.4.1 Model comparison
Figure 2.4 shows the mean, standard deviation and relative error (|mmeani −
mtruei |/σi) determined from the ensemble generated by the fully 3D 1-step McMC
method. The mean velocity model clearly shows a low velocity anomaly at
the center of the second layer. It is not a perfect sphere due to the way we
parameterized our model (Voronoi tessellation) as cells have straight edges. We
also observe three layers in the mean model, though they are not exactly the
same as in the true model. Since surface waves are more sensitive to the shallow
structures, the top layers are better determined than bottom layers and have
smaller uncertainties. From the relative error map, we can see that the error
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is within 1 standard deviation across most of the model, except at the bottom
boundary. This means we have successfully recovered the true model to within
approximately correct uncertainty estimates. The uncertainty map at 3km depth
in the upper-middle panel of Figure 2.4 shows low uncertainties in the middle
area covered by the data, surrounded by high uncertainties due to lack of data
coverage. There is a loop of higher uncertainty around the boundary of the low
velocity sphere and at the boundaries between different layers. These loops (in this
case actually 3D spherical shells as shown in the cross-section in the lower-middle
panel of Figure 2.4) exist due to the multi-modality of the posterior probability
density (essentially that the data can not define whether any point in the loop
is inside or outside of that sphere, and hence whether it is a point of low or
high velocity) and are mainly caused by ray bending - so second or higher order
aspects of wave physics (Galetti et al., 2015, 2017). They define uncertainties
in the boundary and shape of velocity anomalies, which could be used to help
interpret the velocity map. These are the first 3D uncertainty loops that have
been observed, though their existence in 3D was conjectured by Galetti et al.
(2015).
The noise level generally affects the complexity of the models obtained (Bodin
et al., 2012). Here we show some examples of the histograms of two noise
parameters in Figure 2.5. The noise level is derived from these two parameters
through a linear relationship with the ray length (Bodin et al., 2012; Galetti
et al., 2017). However, the results do not converge to the true distribution
(σ0 = 0, σ1 = 0.01). This is probably due to the fact that we used a step
size of 0.001 for the proposal distribution, which makes it difficult for σ0 to
approach zero and consequently leads σ1 to be smaller. In addition, although we
added noise with a standard deviation of 0.01 second to the data, it is also quite
reasonable that the post-inversion noise level is smaller or larger than the initial
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Figure 2.4: The mean velocity model (left), standard deviation (middle) and the
number of standard deviations of the error (right) of the horizontal slice of Z=3km
(top) and at the vertical slice of Y=0km (bottom) using 3D McMC method.
the prior range of models. Note that here we added independent Gaussian noise
for each datum. In reality the data noise might not be independent, especially at
neighbouring frequencies.
To compare our new method with the more standard 2-step McMC method, we
show the latter results in Figure 2.6. The mean velocity model suggests that the
low velocity anomaly is clearly estimated, but similar to the results determined
using the fully 3D McMC method, its shape is not perfect recovered. The top layer
is clearly recovered due to high sensitivities at shallow depth, except that the layer
boundary is deeper at either side which is likely to be a consequence of the prior
information due to the lack of data in those areas. Across the model the magnitude
of uncertainties are far higher from the 2-step McMC than those determined from























































































Figure 2.5: Examples of the histograms of two noise parameters at periods of 0.5s,
2s, 4s, 8s and 10s. The top row shows σ0, the bottom row shows σ1. The noise level
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Figure 2.6: The mean velocity model (left), standard deviation (middle) and the
number of standard deviations of the error (right) of the horizontal slice of Z=3km
(top) and at the vertical slice of Y=0km (bottom) using 2-step McMC method. The
crosses show the point location which are referred to in the text.
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the 1-step 3D McMC method. Even so, the relative error map suggests that much
of the bottom layer still has errors of 2 to 3 standard deviations. Parts of the
uncertainty loops are observed in the centre of the model at the boundary of the
low velocity anomaly. However these do not join up to create an uncertainty shell
in 3D as we could expect intuitively – indeed the uncertainty loop in the horizontal
plane is not recovered at all by this method, even though these are clearly observed
in the first step of the inversion (Galetti et al. 2015; see Figure 2.7 herein). This
shows that the standard 2-step McMC method loses lateral spatial correlations
in the second step of the inversion and hence loses the uncertainty loops around
the lateral extremities of anomalies, while the fully 3D McMC method provides
more intuitively correct results. In other words, the high uncertainty loops at the
boundaries of anomalies observed in the results of 3D McMC method spuriously
disappear in the results of the 2-step McMC method.
Notice that there is a consistency problem in this comparison: by changing
the parametrization of the model, we have also implicitly changed the prior
information that is included in the Bayesian solution. This is almost inevitable
in such nonlinear problem. It does not diminish the usefulness of comparing
solutions, but does mean that we cannot interpret the results as a direct
comparison of solutions to exactly the same problem.
To analyse the possible errors introduced by the 2-step McMC method, in
Figure 2.8 we show the phase velocity posterior pdf as well as their mean and
uncertainties determined in the first step along with the true phase velocities at
four points shown in Figure 2.6 (top-left-panel). Those mean phase velocities
at points which lie outside of the low velocity anomaly are consistent with the
true phase velocities. However, phase velocities within the low velocity anomaly
deviate to several standard deviations away from the true velocities at the same
location, especially at periods which are sensitive to the low velocity anomaly.


































Figure 2.7: An example of the true phase velocity map (left), the mean phase
velocity map estimate (middle) and the standard deviation map (right) at 3s period
estimated using the first step of the 2-step McMC method.
It is likely that this is because in this first step of the 2-step method we assume
that the velocity at each period is completely decoupled from that of every other
period, thus correlations across periods that are imposed by the physics of the
problem are lost in this method. This leads to bias in the phase velocities, and
subsequently to bias in the shear velocities in the second step when we perform
a 1D inversion independently at each geographical point. By using a direct 3D
method we naturally avoid this drawback because velocities at different periods
are naturally coupled and correlated due to the structure of the model with depth:
the shear velocity at each depth in the model contributes to the phase velocity over
a continuous range of periods, thus imposing phase velocity correlations across
periods that are consistent with the assumed physics of the problem. Note that
the mean phase velocities at the boundary are far away from true velocities due
to the multimodality in the posterior (top-right-panel in Figure 2.8). As a result,
when using only the mean and the standard deviation as data in the second step
(as is standard practice), the shear velocity structure is biased.
Figure 2.9 shows results from the standard 2-step linearised inversion. The
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Figure 2.8: The phase velocity posterior probability density distribution (shading
- lighter colours have higher probability) and their mean (yellow plus) and standard
deviation (error bar) estimated using the first step of the 2-step McMC method at
points Y=0, Y=-1, Y=-2 and Y=-3km shown in Figure 2.6 (top-left panel). Red
stars represent the true dispersion curves.
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velocity model clearly shows the low velocity anomaly and the three layers, though
their velocity values are slightly biased which is probably caused by regularization.
There are some artefacts around the low velocity anomaly and in the deeper parts
of the model, which suggests that the data are overfitted. By comparison, in the
McMC based inversions because the parameterization is determined by the data,
overfitting is reduced which produces a better estimate of subsurface structure.
The magnitude of uncertainties estimated by linearised inversion is significantly
larger than those from either of the McMC based methods, which leads to small
relative errors in the right panels of Figure 2.9. However, the linearised estimates
of uncertainty are generally unreliable because they rely entirely on an estimate
of the gradients of data with respect to parameters at only a single point in
parameter space. Without prior knowledge of the structure of the problem and its
gradients throughout this space, it is really just a chance event whether predicted
uncertainties are larger or smaller than they should be in the nonlinear problem.
Besides, regularization is often used in linearised problem, making it difficult to
quantify the correct uncertainties. Thus, the linearised estimates of uncertainty
provide little reliable information to aid interpretation of the velocity model.
2.4.2 Uncertainty analysis
In results from the 1-step 3D and 2-step McMC methods, there are low velocity
uncertainties in the very bottom layer, which is counter intuitive since surface
waves are less sensitive to deep structures. In retrospect we notice that this was
also exhibited in the result from the surface wave dispersion curve inversion of
Bodin et al. (2012). To further understand this phenomenon we performed several
1D tests using both trans-dimensional inversion and fixed-dimensional inversion
with different period ranges of data (Figure 2.10). The true shear velocity model


























































Figure 2.9: The mean velocity model (left), standard deviation (middle) and the
number of standard deviations of the error (right) of the horizontal slice of Z=3km
(top) and at the vertical slice of Y=0km (bottom) using standard linearised inversion.





























































































































Figure 2.10: 1D dispersion curve inversion using (a) trans-dimensional inversion
and (b) fixed-dimensional inversion. The blue line shows the true shear velocity
profile, while the red line shows the posterior mean velocity with its uncertainties
(pink shading). At the bottom-left of each figure we show the longest period used in
the inversion; in each case the lowest period used was 0.5s and then equally spaced
periods (spacing 1s) from 1s up to the maximum were included.
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period ranges used in these inversions are 0.5-10s, 0.5-5s and 0.5-2s for the left,
central and right panels respectively. In the fixed dimensional inversion, the nodes
are set to be a regular grid of size 0.5km above 5km depth and size 1km below
5km depth.
Both of the results from 10s inversion show low uncertainties in the deepest layer.
The mean velocity shows that we have some resolution at deeper depths (below
10km) because it deviates from the prior mean model of 4km/s towards the true
velocity. The relatively more correct mean velocities and smaller uncertainties
show that trans-dimensional inversion has slightly higher resolution at deeper
depths than the fixed-dimensional inversion. The low uncertainty at the deepest
layer is probably due to the accumulated resolutions to deeper depths down to
several tens of kilometres at long periods because within the modal approximation
used in the forward modellers in our method and that of Bodin et al. (2012), the
model is actually assumed to be a half-space below the deepest layers boundary at
30km. When we reduce the longest periods to 5s, there is no low uncertainty at the
deepest layer using fixed-dimensional inversion. However, the low uncertainties
still exists in trans-dimensional inversion, even if we reduce the longest periods to
2s. The mean velocity model and its uncertainty shows that in reality we do not
have any resolution at depths below 15km in this case since the results simply
reflect the prior information. Thus, the low uncertainty in the deepest layer is
not geophysically interpretable and it always exists in trans-dimensional inversion
using Voronoi cells. This is probably due to the fact that natural parsimony
of trans-dimensional inversion prefers only one or a few nodes to represent the
model where we have little or no resolution, so the lower most Voronoi cell always
combines regions where we have no resolution with those in which some resolution
exists.
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2.4.3 Computational cost
It is clear that the linearised inversion method is substantially less computation-
ally demanding than sampling based methods. However, it usually gives incorrect
estimates of uncertainties since it neglects the non-linearity of the system. There-
fore, here we compare the computational cost of the two McMC based meth-
ods. Generally, McMC methods need large computational power, especially in
high dimensional parameter spaces. To overcome this issue, Bodin & Sambridge
(2009) fixed the ray geometry during each McMC chain (thus partly linearising
the problem), and updated the rays only between successive McMC chains. How-
ever, Galetti et al. (2015) showed that this may introduce artefacts and bias in
the solution. Thus, in our study we update the ray geometry in every iteration
both for the 2D map inversion in the 2-step method, and in our 1-step 3D McMC
method. In our method, every new model is a small perturbation of the previous
model, which almost always involves only a small number of cells (Jamin et al.,
2018). Thus, in the first step of our two-step forward modelling scheme, we only
need to update the phase or group velocity dispersion curves affected by these per-
turbations, which offers a very significant saving in computation. For example, in
one million samples in the above examples, the fully 3D McMC method involves
∼3,000 million forward modal simulations of phase or group velocity from 1D
shear velocity profiles, while the standard 2-step McMC method involves 10,000
million forward modal simulations. Given that the ’true’ model that we use for
tests herein is simple, this saving is expected to be substantially greater in a
complicated earth structure which needs more cells to represent the model.
However, due to the higher parameter space dimensionality of a 3D model, our
new method might require more samples to generate a stationary estimate of
posterior probability distributions. For example, in the above synthetic test, the
3D McMC method needs 4 million samples including a 1 million sample burn-in
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period, while the 2D McMC method needs only 3 million samples including a
0.5 million sample burn-in period. Nevertheless, compared to the time saved in
forward modelling described above, this increase in burn-in is not significant in
this case. For example, in the above synthetic test the 2-step McMC method
involved 30,000 million modal simulations and takes ∼4,000 cpu hours for one
chain, while the 3D McMC method involves 12,000 million modal simulations
and takes ∼1,600 cpu hours for one chain. To provide an idea of the overall
computational time, the above 3D synthetic test costs 160 hours with each chain
parallelized with 9 CPU cores.
Note that the computational cost in each case depends strongly on the method
used to assess convergence, which is difficult and depends on some subjective
choices. In turn, this introduces some subjectivity to the comparison of com-
putational cost between these methods. Despite this it is at least true that the
computational cost of the 1-step and 2-step MC method is comparable in our ex-
ample. We note however that some other more efficient Bayesian inference meth-
ods could be used more easily in the 2-step method than in the 1-step method.
For example, Meier et al. (2007a) used a Gaussian mixture model to invert for
1D shear-velocity structure from phase velocities, which is more computationally
efficient.
2.5 Scaling of Voronoi cells
Voronoi cells are usually defined by a L2-norm distance metric which treats
different directions equally, and in particular which has equal lateral and vertical
scales. However, seismic velocities often vary more in the vertical direction than
laterally; that is, a large aspect ratio model with horizontal major axes may be
more likely than an equal aspect ratio model. This will potentially cause models
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Figure 2.11: The map view of the true model plotted with receivers and data
coverage (top panel) and a vertical slice of Y=1km (bottom panel).
to be distorted when using 3D Voronoi cells. In order to address this potential
issue, we tested explicitly weighting the vertical scale compared to lateral scales.
Here we conducted some synthetic tests to show the potential limitation of 3D
Voronoi cells and the effects of different scaling factors added on the vertical scale.
To focus on large aspect ratio models, we created a 10× 2× 1km layered model
with a maximum 10:1 lateral and vertical aspect ratio (Figure 2.11). The model
is composed of 4 layers with shear wave velocity of 1km/s, 1.5km/s, 2km/s and
2.5km/s, respectively. The P wave velocity is derived from shear wave velocity
using a fixed ratio of 1.73. We used 10 receivers, each of which is also used as a
virtual source. We used phase velocity data at 9 periods from 0.5s to 2.1s with
an equal spacing of 0.2s. To focus on the Voronoi parametrization, we fixed the
noise level using a standard deviation of 2 percent of the data.
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In order to test the potential effects of different weights added on the vertical
scale, we explicitly weighted the vertical scale by factors of 1, 4 and 10. Figure
2.12 shows some results from those three inversions. For each inversion, we used 8
independent Markov chains. In the top panel we show the number of cells versus
computational time. After about 300,000 seconds the inversion with scale factor 1
(left panel) has still not converged, while the other two inversions approximately
converge. In terms of the number of cells, the inversion with scaling factor 10
converges fastest (converged after 120,000s). For all three inversions we started
to collect posterior samples after a burn-in period of 150,000 seconds and thinned
each sample chain by a factor of 100. We show the mean velocity models across a
vertical slice (Y=1km) in the middle panel of Figure 2.12 and their uncertainties at
the bottom panel. The mean velocity of the inversion with scaling factor 1 only
contains 2 layers associated with relatively large uncertainties. The boundary
between the layers also varies significantly across the model. The other two
inversions recovered the model significantly better, though the second layer seems
to be smeared out which is probably due to the limited resolution of the data used.
In both case, the uncertainty maps show high uncertainties at the boundary of
layers. For the boundary location of the bottom layer, the inversion with scaling
factor 10 recovers the model slightly better with less variation across the model.
Since qualitatively the same results would be expected to occur in 2D or 3D, we
conclude that using either Voronoi cells without scaling could cause distortion
and bias in inverted results, but that this could be resolved by explicitly adding
a scaling factor on the vertical scale. However, this introduces another parameter
to the inversion (the scaling factor). In our simple example, this choice does not
affect the results significantly since our model is not particularly high in its aspect
ratio, but this issue may need to be considered for more complicated real problem.
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Figure 2.12: The number of cells versus computational time (top panel), the
mean velocity model (middle panel) and standard deviation (bottom panel) across
the vertical slice of Y=1km using 3 different vertical scaling factors 1 (left panel), 4
(middle panel) and 10 (right panel).
2.6 Discussion
We have shown that using 3D Voronoi tessellation in a McMC surface wave tomog-
raphy method preserves spatial correlations and better estimates the uncertainties
of velocity structures. Because of computational restrictions, we used an approx-
imate forward modelling method in our inversion which still uses the 1D modal
approximation to estimate phase velocities at each geographical location across
our model. It is certainly possible that this approximation might cause errors
in our final model. However, this is the same approximation that is used in the
2-step inversion method, which renders our comparison between the 1-step and
2-step methods fair. Also, there is no impediment to using more precise forward
modelling methods if sufficient computational power is available.
In our method, Voronoi cells only need to be updated locally around any change
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in sites in each iteration. For geometry changes (i.e. move, birth and death)
we implement a local change method (Jamin et al., 2018). We keep track of
the underlying grid velocities at every iteration so that any velocity change
can be updated efficiently. This leads to a fast algorithm. However, if global
updating is needed, for example if one were to use a globally updating method
like Hamiltonian Monte Carlo method, then updating the Voronoi structure itself
would probably become inefficient, especially for large numbers of cells.
Though in our simple example the computational cost is comparable with the
standard 2-step McMC method, it still requires large computational resources.
In McMC, a key factor affecting efficiency is the proposal mechanism. However,
it appears to be difficult to construct efficient trans-dimensional proposals, since
the natural ideas of closeness or proximity in fixed-dimensional proposals is no
longer intuitive or necessarily true (Green & Hastie, 2009). In our method, we use
the prior pdf for the trans-dimensional proposals (Dosso et al., 2014). However,
some other efficient design might be used to further reduce the computational cost
(Brooks et al., 2003; Ehlers & Brooks, 2008; Green & Hastie, 2009; Karagiannis
& Andrieu, 2013). Another possibility is to use some parallel interacting Markov
chains technique such as parallel tempering to increase the model mixing (Earl &
Deem, 2005; Dettmer & Dosso, 2012; Dosso et al., 2012; Sambridge, 2013).
2.7 Conclusion
For the first time we implemented 3D fully non-linearised surface wave tomog-
raphy directly from period-dependent travel-time measurements. We used the
rj-McMC method and a parameterization based on 3D Voronoi tessellation. This
method preserves the 3D horizontal and vertical spatial correlations in Earth
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properties and in uncertainties which are not preserved using other existing non-
linearised methods. A synthetic test shows that the method provides better es-
timates of the velocity structure and of uncertainties than previous methods,
and reproduces uncertainty loops around velocity anomalies in 3D as would be
expected intuitively. It also does so at comparable cost to the standard 2-step
Monte Carlo tomography method. This shows that our method is a valuable tool
to investigate the shear-wave velocity structure of Earth. At least from the points
of view of computation and accuracy of final uncertainty estimates, there seems
to be little reason to persist in using 2-step method, although of course there can




1D, 2D and 3D Monte Carlo
ambient noise tomography using a
dense passive seismic array installed
on the North Sea seabed
3.1 Summary
In the previous chapter we introduced a 3D fully nonlinear tomography method
that inverts for shear velocities directly from frequency-dependent travel time
measurements without using intermediate linearisation approximations, and
which improves accuracy of the results and better estimate uncertainties. In this
chapter we apply that method to real data and compare it to several of those pre-
vious methods. We extract Scholte waves from cross-correlations of 6.5 hours of
ambient noise data recorded on a permanent monitoring system containing 3458
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four-component sensors over Grane field, North sea. Dispersion analysis shows
that two main Scholte wave modes are present. We separate the fundamental
mode and the first overtone using a dispersion compensation method. Then for
each mode, phase velocity dispersion curves are picked automatically and used to
determine seabed phase velocity maps using Eikonal tomography. These phase
velocity maps are used to study the shear-wave velocity structures of the sub-
surface. Usually independent one-dimensional depth inversions are performed
beneath each geographical location, but this can introduce bias in the resulting
3D shear-velocity models. To further understand the possible limitation of the
approach and to determine an accurate shear-velocity model, we applied three dif-
ferent methods to the Grane data: the usual 1D depth inversions, a 2D inversion
along a vertical cross-section, and a fully 3D inversion. With each approach we
estimate the shear-velocity structure along the same 2D cross-section and com-
pared results. Thus we confirm that the 1D inversion method causes errors in
the results due to independence of those 1D inversions, whereas the 2D and 3D
inversions improve results by including lateral spatial correlations in the inver-
sion. The 3D inversion bypasses the initial seabed Eikonal tomography step, and
therefore avoids the errors it introduces into subsequent 1D and 2D inversions.
The results image a clear low shear velocity river channel, and exhibit another
low velocity feature both in the phase velocity maps at short periods (< 1.6s) of
the fundamental mode, and in the shear-velocity model in the near surface (<
250m). The latter anomaly is correlated with the distribution of seabed pock-
marks, indicating that it may be caused by the circulation of near surface fluids.
Such near surface low velocities might therefore be useful indicators of fluid leak-
age from subsurface reservoirs – particularly useful if ambient noise tomography
was used to monitor subsurface fluid storage reservoirs, as might be necessary for
CO2 capture and storage scenarios.
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3.2 Introduction
Geoscientists often need to image or monitor the subsurface in order to understand
the properties and processes of the Earth’s interior. Seismic tomography is a
technique which has been used widely to produce three-dimensional maps of the
properties of the Earth. In order to interpret the imaging results appropriately,
and in particular to avoid over-interpretation, it is often desirable to estimate
uncertainties in such maps.
Seismic surface waves propagate along interfaces in the Earth across which seismic
properties change abruptly (Rayleigh and Love surface waves propagate along the
Earth’s surface, i.e. the interface between solid and air, whereas Scholte waves
propagate along the seabed at the interface between liquid and solid), and oscillate
over depth ranges that depend on frequency. This in turn makes surface waves
dispersive – different frequencies travel at different speeds, and these speeds are
sensitive to different parts of the Earth. By measuring the wave speeds this
dispersion property can therefore be used to study the subsurface of the Earth
by tomographic imaging on global (Trampert & Woodhouse, 1995; Shapiro &
Ritzwoller, 2002; Meier et al., 2007a,b; Ferreira et al., 2010; Ekström, 2011) and
regional scales (Zielhuis & Nolet, 1994; Curtis et al., 1998; Simons et al., 2002;
Yang et al., 2007; Lin et al., 2008; Zigone et al., 2015).
In the above studies, surface waves were generated by earthquakes, which
inevitably limits the resolvability of models in regions of sparse coverage due to
the inhomogeneous distribution of seismic sources and stations. The introduction
of ambient noise interferometry has greatly increased the size and coverage of
our surface wave datasets by turning receivers into virtual (imagined) sources.
It has been shown theoretically that Green’s functions between different receiver
pairs can be retrieved by cross correlations of ambient noise data recorded at the
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receivers (Campillo & Paul, 2003; Wapenaar, 2004; van Manen et al., 2005, 2006;
Wapenaar & Fokkema, 2006; Curtis et al., 2006). Surface waves contained in the
Green functions can be extracted and used to study subsurface structure (Shapiro
& Campillo, 2004). This method has been used widely to study the regional scale
structure of crust and uppermost mantle (Shapiro et al., 2005; Yao et al., 2006;
Lin et al., 2007, 2009; Yang et al., 2007; Yao & Van Der Hilst, 2009; Bensen
et al., 2009; Behr et al., 2010; Nicolson et al., 2012, 2014) and the near surface
uppermost crustal structure (de Ridder & Dellinger, 2011; de Ridder & Biondi,
2013; Mordret et al., 2013a,b, 2014a; de Ridder et al., 2014, 2015; Allmark et al.,
2018).
In most of the above studies only the fundamental mode surface wave is used due
to the fact that higher modes are often so low in amplitude as to be invisible in the
data. However, in surface waves generated by earthquakes it has been shown that
in some situations higher modes can be observed (Gabriels et al., 1987; Park et al.,
1999a,b) and can be used to further constrain the subsurface structure (Gabriels
et al., 1987; Jan van Heijst & Woodhouse, 1999; Xia et al., 2000, 2003). Mordret
et al. (2014b) also observed higher modes in the cross correlations of ambient
noise data recorded by ocean bottom cable (OBC) sensors over the Valhall oil
field, but since this energy was much weaker than the fundamental mode, these
higher modes were ignored. However, in other cases the energy of higher modes
can be comparable to the fundamental mode and may cause errors in inferred
fundamental mode phase or group velocities due to the fact that the modes are
mixed together (Xia et al., 2003). Therefore, it is important to correctly identify
and separate the different modes.
If multiple source-receiver distances are available, higher modes can often be
separated from fundamental modes by frequency-wavenumber (F-K) analysis
(Gabriels et al., 1987). However, this process assumes that speeds of each
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frequency are the same for all source-receiver pairs. In order to perform phase
or group velocity tomography, we often need accurate phase/group velocity
measurements from each mode for each source-receiver pair independently. This
means that individual modes need to be separated at each receiver. This can
be done by band-pass filtering if the modes occupy different frequency bands
(Crampin & Båth, 1965), but unfortunately this is not always the case. Other
methods based on adaptive wavelet transformations (Kritski et al., 2006; Kuttig
et al., 2006) or mode-branch stripping (van Heijst & Woodhouse, 1997) have been
proposed to quantify the energy of individual modes and to separate them, but
those methods risk destroying the phase of individual modes, and thus introducing
errors in the phase velocity picks. In this study we therefore used a method based
on dispersion compensation (Wilcox, 2003; Xu et al., 2012) or equivalently on time
reversal (Fink, 1992; Alleyne et al., 1993; Ing & Fink, 1998). In this method, an
individual mode in a dispersive wave is compressed to a short-duration pulse in
the time domain by adjusting the phase to undo the dispersion so that each mode
can be separated easily from the others e.g., by using a time-windowing function.
The method has been used successfully to separate Lamb modes in ultrasonic
waves (Xu et al., 2012), but has not previously been applied to seismic surface
waves.
Seismic surface wave inversion problems are often solved using a 2-step scheme
of first inverting for two-dimensional (2D) geographical maps of surface wave
phase or group velocity and then inverting for the 3D spatial velocity structure
using 1D inversions for structure over depth beneath each geographical location
(Nakanishi & Anderson, 1983; Trampert & Woodhouse, 1995; Ritzwoller et al.,
2002; Snoke & Sambridge, 2002; Bodin & Sambridge, 2009; Bodin et al., 2012;
Galetti et al., 2017). The 2D tomographic problem in the first step is usually
solved by a linearized procedure by minimizing the data misfit while applying
some regularization (Trampert & Woodhouse, 1995; Ritzwoller et al., 2002).
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However, the regularization is often chosen by ad hoc means (often trial and
error), and it can suppress valuable information (Zhdanov, 2002). It has also
been shown to be difficult to quantify meaningful uncertainties from linearized
ambient noise tomography (Shapiro & Ritzwoller, 2002; Bensen et al., 2009; Yao
& Van Der Hilst, 2009; Weaver et al., 2011; Nicolson et al., 2012, 2014). As a
result the 1D depth inversions in the second step can be affected by biased 2D
velocity and uncertainty estimation (Young et al., 2013).
To resolve these issues nonlinear inversion methods based on the Markov chain
Monte Carlo (McMC) sampling algorithm have been introduced to seismic
tomography (Mosegaard & Tarantola, 1995). McMC is a class of methods which
generate samples from a target probability density (Metropolis & Ulam, 1949;
Hastings, 1970; Mosegaard & Tarantola, 1995; Sivia, 1996; Malinverno et al.,
2000; Malinverno, 2002; Malinverno & Briggs, 2004). In seismic tomography, a
generalised McMC method called the reversible jump algorithm (Green, 1995;
Green & Hastie, 2009) is often used; this allows a trans-dimensional inversion
to be carried out, which means that the dimensionality of the parameter space
(the number of model parameters) can vary in the inversion (Bodin & Sambridge,
2009; Hawkins & Sambridge, 2015; Piana Agostinetti et al., 2015; Burdick & Lekić,
2017; Galetti et al., 2017; Galetti & Curtis, 2018). In these methods a class of
model parametrization is dynamically adapted to both the prior information and
the data. The method has been used to estimate phase and group velocity maps
of the crustal structure (Bodin & Sambridge, 2009; Zulfakriza et al., 2014; Galetti
et al., 2015; Zheng et al., 2017) and to carry out the second depth-inversion step
to obtain 3D shear wave velocity structures of the crust and uppermost mantle
(Bodin et al., 2012; Shen et al., 2012, 2013; Young et al., 2013; Galetti et al.,
2017).
However, In Chapter 2 we found that due to the independence of the many
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1D inversions in the second step and possible phase or group velocity errors
introduced in the first step, the 2-step method causes biases in estimated 3D
shear-wave velocity models no matter whether linearized or McMC methods are
used. We proposed an alternative 3D Monte Carlo method that directly inverts
frequency-dependent phase or group traveltime measurements in one step, and
showed via synthetic tests that the method improves accuracy of the velocity
model estimation and produces more intuitively reasonable uncertainty than the
traditional 2-step method. A similar idea has also been used with a linearized
inversion method (Fang et al., 2015). In this study we apply the method to study
the near surface structure of the Grane field and compare the results to those
generated using previous methods.
The Grane oil field is situated in the North sea, about 185 km west of the city of
Haugesund, Norway with a water depth of 127m (Figure 3.1) and contains heavy
crude oil found in turbidite sandstone from the Tertiary period (Pragt et al.,
2012). It was first discovered by Norsk Hydro in 1991 and is currently operated
by Equinor ASA. It started production in 2003, which is estimated to last for
25 years. The field is composed of one main reservoir and a few other segments
at a depth of 1,700 m. A permanent monitoring system has been deployed in
the field, which contains 3458 four-component sensors (Z-vertical, N-north, E-
east component and H-hydrophone). This records seismic data from the field
continuously (Thompson et al., 2015) and thus provides the possibility to use
ambient noise tomography to monitor the reservoir.
In the following we first present the ambient noise data and compute their
cross correlations to obtain Scholte waves in section 2. In section 3 we briefly
describe the dispersion compensation method and use it to separate the different
Scholte wave modes. In section 4 we determine phase velocity maps for both the
fundamental mode and the first overtone using Eikonal tomography. In section 5
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we first review the standard 2-step method and the new 3D method, then apply
them to estimate the shear-wave velocity structure over the Grane field. For the
2-step inversion, the phase velocity maps in section 3 are used as data. To further
understand the limitation of independent 1D inversions, we also performed a 2D
inversion using a 2D parameterization of a 2D cross-section using the same data
as in the 1D depth inversions. We then compare all results across the 2D section.
We conclude that the 3D Monte Carlo inversion method produces more realistic
results, and achieves this with comparable computation cost compared to the
standard 2-step Monte Carlo method.
3.3 Ambient noise interferometry at Grane field
3.3.1 Noise data recorded by the permanent monitoring
system at Grane field
Figure 3.1 shows the locations of all 3458 sensors over the Grane field, each
of which records samples at 500 Hz. The depth of the sea floor is around
127 m, becoming slightly shallower in the northeast (120 m). The sensors are
organized along linear cables and consequently have inline and crossline spacings
of approximately 50 m and 300 m respectively. This permanent and continuously
recording array provides the potential to use passive seismic interferometry for
daily monitoring of the field. In this study, we therefore analysed only 6 hours
and 36 minutes of continuous data extracted from recordings on November 2014.
We analysed spectrograms of one-hour intervals of vertical component data
extracted from those 6.5 hours of data. Figure 3.2a shows an example of one
such dataset from one receiver. Figure 3.2b shows the spectrogram of energy
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Figure 3.1: The distribution of receivers at the Grane field coloured according to
their depths below sea level. The red box shows the location of the platform and
the yellow line shows a receiver line used in the text. The blue plus in the inset map
indicates the location of Grane field.
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Figure 3.2: (a) An example of one-hour of vertical component data recorded by
one of the geophones at Grane field; and (b) the corresponding spectrogram. The
gray dashed lines bound the frequency range used for cross correlations.
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across frequency as a function of time computed using 1 minute windows with
50% overlap between windows. The spectrogram is cut off below 0.3 Hz due to
the roll-off in receiver sensitivity. The typical frequency response of the receivers
is from 3 Hz to 15 KHz. However, it has been shown that lower frequency data
can still be used for ambient noise studies (de Ridder & Dellinger, 2011; Mordret
et al., 2013a, 2014a) Between 0.3 Hz and 1.5 Hz, the data are dominated by
the tail of the secondary microseismic peak (Webb, 1998). This energy can be
used to estimate Scholte waves from noise cross correlations. Above 1.5 Hz, field-
operation noise sources and active seismic sources dominate the data. While
it is also possible to obtain useful information about the subsurface using high
frequency data (Mordret et al., 2013a), in this study we focus on the frequency
band between 0.3 Hz and 1.5 Hz to obtain Scholte waves and use them to study
the near surface structure.
The Scholte waves obtained from noise cross correlations can be biased in the
case of an inhomogeneous distribution of noise sources (Wapenaar, 2004; Curtis
& Halliday, 2010). Therefore we used the beamforming technique (Cole, 1995;
Rost & Thomas, 2002) to characterize the noise distribution of Grane field. The
recordings were first band-filtered into a narrow bands (e.g. 0.4-0.6 Hz) to avoid
possible blurring of the beamforming results caused by velocity dispersion. The
data were then transformed to τ−p domain by slant stacking (Yilmaz, 2001). Here
we carried out beamforming analysis using half-hour segments for all receivers
together. Figure 3.3 shows results for two frequency bands: 0.4-0.6 Hz and 0.6-
0.8 Hz. Both results show two circles with different phase velocities, which are
associated with different Scholte waves modes. The fundamental mode has a phase
velocity of ∼580 m/s at the lower band (0.4-0.6 Hz) and a phase velocity of ∼520
m/s at the higher band (0.6-0.8 Hz) while the corresponding phase velocity of the
first overtone is ∼910 m/s and ∼830 m/s respectively in each band. Note that the
energy of either side of the 0.6-0.8 Hz result is spatial aliasing due to the cross-line
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Figure 3.3: The beamforming results of two narrow frequency bands: 0.4-0.6 Hz
(left) and 0.6-0.8 Hz (right) calculated using half-hour data segments.
sparsity of receivers (Yilmaz, 2001). Although there is residual inhomogeneity,
for example, at the lower frequency band the energy in the west is slightly higher
than in the east, in both cases the noise sources are nearly omnidirectional for
both modes, which implies that we have sufficiently equidistributed noise sources
for noise-based interferometry and tomography.
3.3.2 Cross-correlations of ambient noise
Seismic ambient noise interferometry refers to the construction of Green’s func-
tions from virtual sources by noise cross correlations (Campillo & Paul, 2003;
Wapenaar, 2004; Curtis et al., 2006). The data are first bandpass-filtered to 0.35-
1.50 Hz using a frequency domain taper, and down-sampled to 5 Hz sampling
rate. Spectral-whitening is then applied to create data with a uniform ampli-
tude spectrum. This process is carried out using half-hour recording segments
with a 50% overlap. Finally the data from every station pair are cross correlated
segment by segment and results are stacked over the 6.5 hour interval. We did
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Figure 3.4: Examples of virtual shot gathers constructed using (a) vertical
components and (d) hydrophone components. The receivers used are shown in Figure
3.1. (b) and (e) show the associated phase velocity dispersion analysis using f − c
analysis where c is phase velocity, and (c) and (f) show the associated group velocity
dispersion analysis. The black dashed lines indicate the picked phase velocity for the
fundamental mode and first overtone.
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not remove instrument responses because they are identical for all receivers. In
this study, we only obtained cross correlations using vertical (Z) components and
hydrophone components (H) to construct Rayleigh-type waves, but it would be
possible to construct Love waves using north (N) and east (E) components in
future (Mordret et al., 2013a).
Figure 3.4a and 3.4d show virtual shot gathers along a receiver line indicated in
Figure 3.1 (yellow line) constructed using pairs of vertical components and pairs of
hydrophone components respectively. At long distances the wave packet spreads
out in time due to dispersion. The negative time part has smaller energy than
the positive time part, especially at long distances. This may be caused by some
residual inhomogeneity in the distribution of noise sources (Figure 3.3), or some
deviation of the noise sources from the ideal sources assumed in theory (mutually
uncorrelated point sources).
To analyse the Scholte wave dispersion, we carried out frequency-phase velocity
(f − c) analysis for the virtual shot gathers in Figure 3.4a and Figure 3.4d. The







) dx dt (3.1)
where x is distance along the virtual shot gather, t is time, f is frequency, c is
phase velocity and j =
√
−1. For this research we used the symmetric part of the
correlation results u(x, t) (the mean of the positive and negative time results) after
testing that this at least did not appear to be detrimental to results and appeared
to increase stability of results. The results (Figure 3.4b, e) clearly show the two
modes that we observed using beamforming analysis (Figure 3.3). Phase velocity
varies from 420 m/s to 660 m/s for the fundamental mode and from 660 m/s to
1150 m/s for the first overtone. The fundamental mode dominates the signal in
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the vertical component cross correlations while in the hydrophone components
the first overtone dominates, which has been observed before (Savage et al., 2013;
Tomar et al., 2018) and has been shown to be related to a few hundred meters of
low velocity sediments below the sea flow (Tomar et al., 2018).
We also analyse group velocity dispersion. Group velocities can be obtained by
using the traditional frequency-time analysis (FTAN) method (e.g. Dziewonski
et al., 1969; Levshin et al., 1972, 1992; Herrin & Goforth, 1977; Russell et al.,
1988; Ritzwoller & Levshin, 1998; Levshin & Ritzwoller, 2001; Yanovskaya et al.,
2012). For each seismic trace, a frequency-time domain envelope image can be
obtained by applying a Hilbert transform for a set of narrow frequency bands (e.g.
by narrow-band Gaussian filters). To estimate the group velocities for possible
different modes, we stacked all those envelope images across the receiver line in
Figure 3.1 to improve signal to noise ratio (Figure 3.4c, f). Similarly to the
phase velocity dispersion analysis, the two modes can be observed in the stacked
envelope image. The group velocity of the fundamental mode decreases from 480
m/s to 350 m/s from 0.35 Hz to 0.8 Hz and then shows very little variations after
0.8 Hz. By contrast, the group velocities of the first overtone varies only slightly
from 610 m/s to 590 m/s over the frequency range from 0.35 Hz to 1.3 Hz.
3.4 Mode separation
Although it is often the case that only one mode dominates the signal in a wave
(the energy of the first overtone is usually lower than the fundamental mode in
vertical component recordings - Figure 3.4b, c), energy from other modes will still
cause bias in the phase or group velocity of each seismic trace (e.g., Xia et al.,
2003). For example, at low frequencies (< 0.5 Hz) the group velocities of the
two modes are very close and probably cannot be identified individually easily,
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Figure 3.5: An example of the mode separation procedure. (a) The virtual
shot gather before mode separation (obtained from Figure 3.4a by adding positive
and negative times). (b) Flattened virtual shot gather obtained by dispersion
compensation. (c) Filtered flattened virtual shot gather. (d) Virtual shot gather
after mode separation. (e) Phase velocity dispersion analysis after mode separation.
(f) Phase velocity dispersion analysis after using a similar method to instead isolate
the first overtone. Arrows show the order of processing steps. Black dashed lines
show the associated phase velocity dispersion curves.
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which may cause biases in phase or group velocity picking (see below). This could
produce errors in subsequent tomography results. Therefore, in order to obtain
accurate phase or group velocity picks for each trace and for each mode, we first
need to separate the modes.
3.4.1 Method
We use a dispersion compensation method to separate different modes (Xu et al.,
2012). For seismic surface waves we assume that two modes S and A are excited
by a broadband source excitation F (w), and that the phase velocity of the modes
are constant across the area. In the frequency domain the recorded surface wave
at distance x0 can then be expressed as
GSA(w) = [AmpSHS(w) + AmpAHA(w)]F (w) (3.2)
where HS(w) = exp(−jkS(w)x0) and HA(w) = exp(−jkA(w)x0), kS(w) and
kA(w) are dispersion relations of mode S and mode A respectively, and AmpS
and AmpA are their amplitudes. If kS(w) and kA(w) are known, the process of
dispersion can be reversed by back-propagation or dispersion compensation. For








where G∗SA(w) is the surface wave after dispersion compensation. The first term
AmpSF (w) has no dispersion (propagation) term so will be focused to a short-
duration pulse f(t) in time domain at zero time, which can be extracted using a
window function. The second term is the residual term from mode A which is still
dispersive. After separating mode S from the other waves, it can be propagated
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back to distance x0 by multiplying the extracted signal by HS(w). The result
then can be used to estimate more accurate phase or group velocities for mode
S, and a similar operation can be used to extract mode A.
In practice, the dispersion relations kS(w) or kA(w) are usually not constant across
the area of study. However, they often vary smoothly across space at least locally.
So equation (3.3) can still be used for approximate dispersion compensation.
Alternatively, one can integrate along estimated source to receiver ray path to
estimate the correct dispersion to each receiver if an approximate estimate of the
phase velocity map is known. This dispersion estimate can then be used for kS(w)
or kA(w) as appropriate. In this study, we simply applied equation (3.3) using
estimates of dispersion relations (picked from an initial frequency-wavenumber
analysis such as that shown in Figure 3.4).
3.4.2 Application to Grane field
We used the method above to separate different modes across Grane field. The
data were first back-propagated to time zero in the frequency domain using
equation (3.3) using the dispersion relation of the fundamental mode picked using
f − c analysis (black dashed line in Figure 3.4b), and then transformed back to
the time domain. Figure 3.5b shows the results after dispersion compensation
for the symmetric part of the virtual shot gather in Figure 3.4a. The symmetric
gather is shown in Figure 3.5a. After dispersion compensation, the fundamental
mode focuses to an impulsive signal at zero time so that energy in the shot gather
becomes flat. Those waves that exist at negative time and are not flat are higher
modes since higher modes generally travel faster than the fundamental mode.
They can be muted using a time-domain window function (Figure 3.5c). Figure
3.5d shows the shot gather after windowing out the higher modes and transforming
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back to the original propagation time. Figure 3.5e shows the dispersion image
obtained from f − c analysis using the virtual shot gather after mode separation
(Figure 3.5d). At most frequencies (0.5 - 1.3 Hz) the energy of the first overtone
disappears, indicating that the higher modes have been removed successfully.
However, at low frequencies (0.35-0.5 Hz) some energy from the first overtone
remains. This can be explained by the fact that at these frequencies (0.35 - 0.5
Hz) the group velocities of the two modes are very close (Figure 3.4c) which leads
to the modes overlapping even after back-propagation to time zero.
Similarly to the separation of the fundamental mode, we apply the method to
obtain waves containing higher modes only. Since the first overtone dominates
the signal in cross correlations of hydrophone components (Figure 3.4e, f), we
used those cross correlations to retrieve the first overtone. The phase velocity
dispersion curve picked from the result of f − c analysis (Figure 3.4e) is used to
carry out the phase correction. The fundamental mode is then windowed out using
a window function and consequently waves containing only the first overtone are
obtained (Figure 3.5f). Finally, after mode separation we obtain Scholte waves
that contain only the fundamental mode or the first overtone, which can be used
to pick accurate phase or group velocities for each mode.
3.5 Phase velocity tomography
3.5.1 Method
To perform phase or group velocity tomography, we first need to pick phase or
group velocities for each cross correlation between each station-pair. There are so
many pairs that this process must be automated. Group velocity can be picked
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using the FTANmethod (see description in section 2.2). For phase velocity picking
we used an image transformation technique (Yao et al., 2006). First a time-period
image (t− T ) is constructed by applying a set of narrow-band filters to the data.
This can be transformed to a velocity-period image (c− T ) by transforming time
to phase velocity, for the moment assuming a straight-ray path between each
station pair (Figure 3.6). Finally the phase velocity dispersion curve can easily
be identified and automatically picked on the c − T image. The 2π ambiguity
of phase velocity measurements can be resolved using our initial estimate of the
average phase velocity dispersion curve obtained using f − c analysis (black line
in Figure 3.4b; white line in Figure 3.6).
To improve the quality of dispersion data, we applied a series of data selection
criteria. A minimum signal to noise ratio (SNR) of 5 is used for the fundamental
mode and 2.5 is used for the first overtone. The SNR is calculated using
the spectrum of the signals of interest and the spectrum of an interval of
noise extracted from the end of the virtual source records. Due to the far-
field approximation that is implicit in the ambient noise interferometry method,
those station-pairs whose distances are smaller than twice the wavelength at any
frequency are discarded (Yao et al., 2006; Lin et al., 2009). Considering the
possible biases introduced by mode separation in the frequency range of 0.35 - 0.5
Hz (2 - 2.85 s period) – see Figure 3.5e – in phase velocity tomography we only
used phase velocities at frequencies larger than 0.5 Hz (< 2 s period).
We picked phase velocities and group velocities for each station-pair, which can
then be used to perform phase or group velocity tomography. Group velocity
tomography can be conducted using straight-ray tomography since the data
accuracy usually does not merit a more sophisticated approach and since an
accurate phase velocity map is not available in order to trace rays to allow group
velocity to be calculated along rays (de Ridder & Dellinger, 2011; Mordret et al.,
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Figure 3.6: An example of the c−T image used to pick phase velocities. The dashed
black line shows the maximum period allowed by the far-field approximation (the offset
must be larger than twice the wavelength). The black dots denote the picked phase
velocity for the whole period range and the red stars show phase velocities that are
actually used. The white line shows the phase velocity dispersion curve obtained using
f − c analysis.
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2013a; Allmark et al., 2018). However, since that the phase velocity measurements
are more accurate than group velocities (Yao et al., 2006) and since Eikonal
tomography is more efficient and more accurate than straight-ray tomography
(Lin et al., 2009), we performed phase velocity tomography using the Eikonal
method as we now describe.
In a smoothly heterogeneous medium, the propagation of a single surface wave
mode can be expressed using the Eikonal equation (Aki & Richards, 1980; Biondi,
1992; Wielandt, 1993; Shearer, 1999):
1
ci(w, r)2




where c is the phase velocity, τ is the travel time, A is the spectral amplitude, w
is the angular frequency, r is the location, and subscript i denotes the ith source.
If the second term on the right-hand side can be ignored (see discussion in Lin et
al. 2009), this equation becomes:
1
ci(w, r)
= |∇τi(w, r)| (3.5)
In this case the local phase slowness at location r is simply related to the
magnitude of the gradient of the travel time field. Therefore, the local phase
velocity can be determined using equation (3.5) by calculating the gradient of the
travel time field from each virtual source (Lin et al., 2009).
In order to determine the gradient of the travel time field, we first interpolate the
travel time field to a regular grid (Lin et al., 2009). Here we used the biharmonic
spline interpolation to regularize the field to a 50m × 50m grid (de Ridder &
Dellinger, 2011). To better control the quality of the interpolated field, for
each location we only use interpolated travel times that are surrounded by four
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measurements. Due to small SNR at large offsets we discarded measurements
whose offsets are greater than 6km.
Finally, the average phase slowness s0(x) at location x and its standard deviation













where n is the number of sources and i denotes the ith source. Thereafter the










We applied Eikonal tomography for both the fundamental mode and the first
overtone in the period range 0.7 s to 2 s. The final mean phase velocity map and
its standard deviation are averaged over the 3458 sources for each period. Figure
3.7 shows the results of fundamental mode tomography at periods 0.7 s, 1.0 s, 1.3
s and 1.6 s. At short periods (< 1.6 s), there is a clear low velocity anomaly in the
middle of the field (location delineated by the blue solid line box in the 1s period
map). At the west edge between Y=8 km and Y=10 km, a clear low velocity
anomaly exists at 0.7 s which fades out from 1.0 s to 1.3 s. At 0.7 s a low velocity
channel connects this low velocity anomaly to the middle low velocity anomaly.
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Figure 3.7: (a) Phase velocity maps of the fundamental mode and (b) their
associated standard deviation maps at periods 0.7s, 1.0s, 1.3s and 1.6s. The boxes
show locations of features discussed in the text. Gray lines show the distribution of
receivers.
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However, it disappears at longer periods (> 0.7 s), which indicates that this is
probably a very near surface structure. Instead at periods of 1 s and 1.3 s, there
is a high velocity channel from middle west to north east (location delineated
by white solid line box in the 1s period map) which is interrupted by the low
velocity channel at 0.7 s. Next to this high velocity channel there is a parallel
low velocity channel (location delineated by the black dashed line box) existing
at short periods (< 1.6 s). In the south, a low velocity anomaly also emerges
(location delineated by red solid line box). However, at period 1.6 s though there
seems to be some degree of similarity in structures with the shorter periods (<
1.6 s), the phase velocity map becomes more complicated. This might due to the
poor data quality at longer periods, or may be caused by complex structure at
greater depths.
Overall the uncertainties are low at periods of 1.0 s and 1.3 s (∼ 10m/s) and are
higher at periods of 0.7 s and 1.6 s (∼ 25m/s). The high uncertainties at 0.7 s are
probably caused by the filtering taper at the lower period side (0.67 s - 0.74 s) while
the high uncertainties at 1.6 s probably indicate higher data uncertainties due to
lower SNR since phase velocities at longer periods must usually be measured at
longer offsets which may also partly explain the complex structure in the mean
phase velocity map at 1.6 s. Close to the boundaries all standard deviation maps
show very high uncertainties caused by limited data coverage. At the location
of the middle low velocity anomaly (blue box), the standard deviation map at
0.7 s shows relatively lower uncertainties; this suggests that the middle low phase
velocity anomaly is probably caused by a low velocity structure near to the surface.
To better understand the phase velocity maps, we compared the phase velocity
map at 0.7s and 1.0 s with the distribution of pockmarks at the seabed of Grane
field (Figure 3.8). Pockmarks are craters in the seabed which have been shown
to be related to the seepage of fluids (gas or liquids) (Kvenvolden, 1989). Figure
74 3.5 Phase velocity tomography
Figure 3.8: Phase velocity maps at (a) 0.7 s and (b) 1.0 s plotted with pockmarks
(black dots). (c) The density of pockmark distribution. The magenta rectangle shows
the location of the platform.
3.8 shows that there is a dense distribution of pockmarks at the location of the
middle low velocity anomaly from the platform to Y=11 km, which suggests that
the low velocity anomaly might be caused by near surface fluids. At the west
edge, the two low velocity anomalies between Y=8 km and Y=10 km are also
consistent with a higher density of pockmark distribution.
Figure 3.9a shows the mean phase velocity maps of the first overtone at the same
periods as for the fundamental mode. We again outline some noticeable features
in the phase velocity map at 1 s period. At short periods (< 1.6 s), there is a
low velocity anomaly at the west edge (blue line box), with a different shape to
that observed in the fundamental mode phase velocity maps. This might suggest
that this anomaly is caused by a change in shape with depth since higher mode
phase velocities usually have higher sensitivities at greater depths compared to
fundamental modes. To the north of this low velocity anomaly there is a low
velocity channel at periods of 0.7 s and 1.0 s (red solid line box). At the northern
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edge, a low velocity channel crosses the field from west to east (black line box).
Similarly, this low velocity channel cannot be clearly observed on the fundamental
mode phase velocity maps, which indicates that it might be related to deeper
structure. In the south of the field there is a similar low velocity anomaly as
observed in the fundamental mode phase velocity maps (black dashed line box),
which may indicate a consistent low velocity structure from shallow to deeper
levels. Overall, at longer periods (i.e. 1.3 s and 1.6 s) the phase velocity maps
show very complicated structures as we have seen in the fundamental mode phase
velocity map at period of 1.6 s. This may suggest a complicated deeper structure,
or may simply be due to the low quality of data at longer periods. Note that
the phase velocity maps of the first overtone exhibit much shorter scale structure
compared to the fundamental model because of lower data quality of the first
overtone. When these phase velocities are used to invert for shear velocities,
the shorter scale structure may cause lack of coherence between adjacent 1-D
models over depth. To reduce this issue, instead of using Eikonal tomography a
regularised inversion might be used to estimate spatially smoother phase velocity
maps.
Overall the standard deviation maps of the first overtone show higher uncertainties
compared to the fundamental mode (Figure 3.9b) due to the fact that the SNR
of the first overtone is lower than that of the fundamental mode. Similarly to
the fundamental mode, higher uncertainties are observed at periods of 0.7 s and
1.6 s (∼ 100m/s) than at periods of 1 s (∼ 50m/s) and 1.3 s (∼ 80m/s). The
uncertainties are significantly smaller between Y=8 km and Y=10 km at periods
of 0.7 s and 1.6 s, showing that this area is well determined, so the low velocity
anomaly at this area (blue line box) is well determined. Similarly, there is low
uncertainty at the north edge associated with the low velocity channel (black line
box) and low uncertainty in the south associated with the low velocity anomaly
(black dashed line box). The standard deviation map at 0.7 s shows some higher
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uncertainty areas (∼ 160m/s), e.g., the western edge between Y=10 km and
Y=12 km and between Y=6 km and Y= 8 km, which is probably caused by
low resolution of those areas. Similarly, there is a high uncertainty area between
Y=10 km and Y=12 km at the west edge at period of 1.6 s.
3.6 Shear-wave velocity inversion
Although these phase velocity maps can be interpreted for useful information
about the subsurface, such maps cannot provide good indications of the depths
of observed structures since Scholte wave phase velocities are a consequence of
the velocity structure over a range of depths. In order to better understand
the subsurface structure it is necessary to estimate subsurface shear-velocity
structures with depth in a separate inversion. Traditionally, a two-step inversion
scheme is used to invert for shear-velocity structures where we use the above phase
velocity maps as data and perform 1D depth inversions independently beneath
each geographical location. However, In Chapter 2 we used synthetic data to
show that such a scheme introduces biases in the final 3D shear-velocity structure
because each of the depth inversions is conducted independently, whereas in
reality they are strongly correlated spatially. We therefore proposed a fully 3D
Monte Carlo inversion method using a 3D parameterization which preserves these
correlations.
To further understand the limitations of traditional two-step inversion schemes,
in this section we compare results from the two-step method and the 3D method
on real data. We use Markov chain Monte Carlo (McMC) to perform both the 1D
depth inversions and the 3D inversion. To limit the computational cost, we only
carried out 1D depth inversions along a 2D cross-section (the yellow line in Figure
3.1). In order to study the effects of independent 1D inversions, we also carried
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Figure 3.9: (a) Phase velocity maps of the first overtone and (b) their standard
deviation maps at periods 0.7s, 1.0s, 1.3s and 1.6s. The boxes in the 1 s period map
show locations of features discussed in the text. Gray lines show the distribution of
receivers.
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out a 2D depth inversion along this cross-section using a 2D parameterization and
the phase velocities along the profile on the above maps as data. This inversion
is of interest because it uses the phase velocity maps as data similarly to the 1D
inversion, but preserves spatial correlations similarly to the 3D method. It would
therefore be expected a priori to exhibit intermediate performance compared to
the other two methods. In this section, we first describe the two-step methods and
the 3D method, and then give an overview of the reversible-jump McMC method
and the parallel tempering method (which is used to improve computational
efficiency of McMC method). We then apply those methods to the Grane data
and compare their results.
3.6.1 Methods
Parameterization
As described in Chapter 2, we use Voronoi tessellations to parameterize the
subsurface. A Voronoi cell is defined by a point (called a site) and its volume that
consists of all of the points nearer to this site than to any other. Figure 2.1 shows
examples of Voronoi tessellations in 1D, 2D and 3D. Each cell contains its location
and its properties (e.g., P-wave velocity, shear-wave velocity, density, etc.). Note
that in 1D the parametrization with Voronoi cells is inferior to the parametrization
with a simple partition model since the same velocity model can be obtained using
different configuration of Voronoi cells Green (1995). However, for comparison
purpose in this study we still use a 1D Voronoi parametrization. Since seismic
surface waves are primarily sensitive to subsurface shear-wave velocity variations,
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we only invert for shear-wave velocities. P-wave velocity is linked to the shear-
wave velocity via an empirical relation (Castagna et al., 1985):
Vp = 1.16Vs + 1.36 (3.10)
and density is computed from the P-wave velocity empirically (Brocher, 2005):
ρ = 1.74V 0.25p (3.11)
where Vp and Vs are in km/s, and density rho is in g/cm3. Similar to Zhang et al.
(2018), within each Voronoi cell the velocity is spatially constant.
The specific choice of Voronoi parametrization makes it easy to implement in
1D, 2D and 3D for comparison. At any point in the model, a velocity profile
is a layered model whose phase or group velocity dispersion curve can be
computed using many available codes (e.g. Herrmann, 2013) without resorting
to approximations. However, while the Voronoi parametrization is good at
recovery of discontinuities, it can introduce difficulties to recover a smooth
model (Hawkins et al., 2019). The scale length of Voronoi cells in higher
dimensions can cause models to be distorted and some ad-hoc rescaling is
generally required (Zhang et al., 2018). It has also been found that Voronoi
parametrization can produce multi-modalities in the posterior which makes
interpretation of uncertainties difficult. In these cases one could try some other
parametrizations, such as wavelets (Hawkins & Sambridge, 2015; Dettmer et al.,
2016), Johnson-Mehl tessellation (Belhadj et al., 2018) and Delaunay and Clouth-
Tocher parametrization (Hawkins et al., 2019).
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2-step inversion
The shear-wave velocity structure is estimated using a 2-step scheme as follows. In
the first step a series of 2-D phase or group velocity maps for different frequencies
are estimated tomographically using source-to-receiver or inter-receiver arrival
times as data; then at each geographical point, the local dispersion curve is used
to invert for a 1-D shear velocity profile beneath that point. For the first step,
either linearised (Nakanishi & Anderson, 1983; Trampert & Woodhouse, 1995;
Ritzwoller et al., 2002; Snoke & Sambridge, 2002; Nicolson et al., 2012, 2014)
or non-linearised methods (Bodin & Sambridge, 2009; Bodin et al., 2012; Khan
et al., 2013; Young et al., 2013; Rawlinson et al., 2014; Zulfakriza et al., 2014;
Saygin et al., 2015; Galetti et al., 2015, 2017; Zheng et al., 2017) can be used to
estimate phase or group velocity maps. In this study, since we have a very dense
station network, we used Eikonal tomography to determine phase velocity maps
(see above).
For the second step, we use a non-linear McMC method to invert for the 1-D shear
velocity profile beneath each point (Bodin et al., 2012; Young et al., 2013; Galetti
et al., 2017). Generally those 1D depth inversions are run independently at each
geographical location without interaction, as this allows perfect parallelisation
of what is a computationally demanding task. We also carried out a 2D depth
inversion along the 2D cross-section by using the 2D parameterization described
in Figure 2.1b so as to include lateral spatial correlations in the inversion. The
data used for the 2D inversion is the same as those used in the 1D inversions
(the local phase velocities from Eikonal tomography). For both the 1D and 2D
inversions, we used the same forward modelling method, a modal approximation
method (Herrmann, 2013), to calculate the phase velocity dispersion curves from
the velocity-versus-depth profiles beneath each geographical point.
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Fully 3D inversion
In order to determine a 3D shear-velocity model and to be able to compare the
three different methods (1D, 2D and 3D inversions), we also performed a 3D
inversion using the 3D McMC method described in Chapter 2. The subsurface is
discretized by Voronoi cells (Figure 2.1c), each of which is defined by the location
of its site and its shear-wave velocity. The forward modelling method is an
approximate 2-step method (Ritzwoller & Levshin, 1998; Stevens et al., 2001;
Reiter & Rodi, 2008): first a series of phase or group velocity maps at each
measurement period are computed by extracting the shear velocity profile with
depth beneath each geographical point to what the 1D modal approximation
method of Herrmann (2013) is applied to predict group and phase velocities
at each period; then for each source-to-receiver or inter-receiver pair, the travel
times for each period can be determined by tracing rays through the computed
phase velocity map (for which we use the fast marching method – Rawlinson &
Sambridge 2004).
However, as shown in Galetti et al. (2017), modal approximation methods that are
usually used (Herrmann, 2013; Saito, 1988) produce unrealistic dispersion curves
when applied to relatively unusual velocity-depth models. This is due to the fact
that these methods solve the period equation for the minimum phase velocity
solution; unfortunately when the top layer does not have the lowest shear-wave
velocity, the dispersion curve with minimum phase velocity is likely to be one of
the trapped modes generated by a low velocity layer at depth (Chen, 1993; Wu
& Chen, 2016). These trapped modes generally oscillate within the low velocity
layer, meaning that they cannot actually be observed on Earth’s surface and hence
do not correspond to forward model using the recorded data. Therefore, in order
to make the modal approximation modelling package that we used (Herrmann,
2013) valid for our inversion, we added a prior constraint on our models – that
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Figure 3.10: (a) The marginal prior probability of a 1D example and (b) the mean
model (red line) and standard deviations (blue area) obtained using reversible jump
Markov chain Monte Carlo algorithm. The red line shows the mean model.
the smallest shear-wave velocity must be in the top layer. The prior is achieved
by rejecting any proposals of violating models in the Markov chain using a large
penalty. Note that this choice of prior causes shear velocities at the near surface
to prefer small values (Figure 3.10). Considering that this is generally thought to
be true for most of the real Earth, we feel that this is an acceptable and pragmatic
solution.
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Parallel tempering
To improve efficiency of the 3D Monte Carlo method we apply parallel tempering
to Markov chains. Parallel tempering is a technique that mixes information
between parallel tempered Markov chains to improve efficiency of McMC methods
(Earl & Deem, 2005; Dosso et al., 2012; Sambridge, 2013). First, a set of chains
are scaled using different temperatures, such that their target probability can be
denoted as:
π(m|Ti) = p(m|d)1/Ti , (3.12)
where Ti is the ith temperature, p(m|d) is the posterior probability density and
π(m|Ti) is called the tempered posterior pdf. Those tempered Markov chains
are then run in parallel. Models can be swapped between chains randomly based
on an acceptance ratio called detailed balance (Earl & Deem, 2005; Sambridge,
2013):









where α(i, j) is the acceptance ratio of a swap between model mi and mj at
temperature Ti and Tj, respectively. By doing so, one can sample the combined
posterior distribution π(m|Ti), (i = 1, ..., n). At higher temperatures the posterior
probability density function becomes flatter, which improves the ability of McMC
to escape local minima and to explore parameter space more globally. By
enabling exchange between different temperatures, the method thus improves the
explorative performance of the Markov chain at T = 1, which (still) samples our
target posterior probability.
The choice of temperature ladder of the parallel chains strongly affects the effi-
ciency of parallel tempering. It has been shown that a power-law temperature
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schedule is generally more efficient than a uniformly distributed schedule (Calder-
head & Girolami, 2009; Sengupta et al., 2015), so here we used a power-law sched-






where Ti is the ith temperature and p is the power coefficient which can be
chosen accordingly. To reduce the overhead introduced by synchronization and
communication of parallel chains, we only swap models every 50th iteration.
Usually only samples from those chains with T = 1 are stored for later inference
(Sambridge, 2013; Ray et al., 2017; Galetti & Curtis, 2018). However, for
sophisticated problems, parallel tempering often demands a large number of
tempered chains to improve the efficiency of McMC methods, which leads to
a high computational cost. Those chains with T > 1 can also be used for
Bayesian inference via an importance resampling scheme (Geyer, 1994; Dosso
et al., 2012). Suppose that we have samples from an unnormalized density h and
want to calculate an integration with respect to another unnormalized density hθ.
This is important since most of the statistics that we usually wish to calculate
(the mean model, variance, etc.) are integrals. Such integrals can be computed





where θ denotes that the expectation is calculated with respect to probability





Substituting hθ(x) with π(m|T0), and h(x) with π(m|Ti), the weight wT0(m) can
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Figure 3.11: Local phase velocity dispersion curves at points along a 2D cross-
section (yellow line in Figure 3.1) extracted from phase velocity maps. These were






where mj is the jth sample from the chain with T = Ti, T0 = 1, and π(m|T0) is
the density in which we are interested. Combining equation (3.17) with equation









where π(m) = p(m|d) is the target posterior at T = 1. Using this equation
and equation (3.15), one can calculate any expectations using samples from the
tempered chain with T = Ti with respect to the target density π(m).
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3.6.2 Application to Grane field
We applied the above suite of methods to the Grane field data to estimate shear-
wave velocity structures and compared the results. In this section, we used phase
velocity dispersion data of fundamental mode Rayleigh-type Scholte waves to
invert for the shear-wave velocity structure. For two-step inversions (the 1D and
2D inversions described above) we extracted those local phase velocities that lie
along the top of a 2D cross-section (see Figure 3.1) from the phase velocity maps.
This produces 257 dispersion curves, one for each geographical location (Figure
3.11). Since the computational cost scales with the minimum of the number
of virtual sources and receivers, for the 3D inversion we only used a subset of
36 receivers as virtual sources (Figure 3.12a), each recorded on all 3458 receivers,
and picked phase velocities for each virtual source-to-receiver pair. This generates
41842 dispersion curves which constitutes our 3D inversion dataset. Figure 3.12b
shows a density map of straight ray paths for those picked phase velocities at 1.0
s. Similarly to the above phase velocity tomography, we only used periods from
0.7 s to 2.0 s with a spacing of 0.1 s (Figure 3.12c).
For 1D depth inversions, the prior pdf of the number of layers is chosen to be
a discrete uniform distribution between 2 and 20 layers and the prior of shear
velocity is set to be a uniform distribution between 200 m/s and 1400 m/s. The
noise level of the likelihood is parameterized using a hyperparameter γ which
serves as a scaling factor of a prior Gaussian uncertainty that has standard
deviation which comes from the results of Eikonal tomography above (Galetti
et al., 2017). The prior of this hyperparameter is simply chosen to be a uniform
distribution between 0.001 and 1.0. Since the sea floor depth varies smoothly
across Grane field, we assumed an averaged water depth of 127 m everywhere.
For the proposal distribution we use a Gaussian distribution: the width of the
Gaussian for fixed-dimensional steps (velocity change, moving a cell site and
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Figure 3.12: (a) Receivers used as virtual sources (red dots) for the 3D inversion.
Phase velocity dispersion curves are picked from those virtual sources to all 3458
receivers. (b) Density of ray paths of phase velocity at 1.0 s and (c) phase velocity
(travel time) dispersion curves.
hyperparameter change) is chosen by trial and error to ensure the acceptance ratio
is between 20 and 50 percent (Hawkins & Sambridge, 2015; Zhang et al., 2018);
the width for the trans-dimensional step (birth and death) is selected to produce
the maximum possible acceptance ratio. For each inversion at each geographical
location we used eight chains, and each chain is run for 3,000,000 iterations with
a burn-in period of 1,000,000 during which all samples are ignored for subsequent
inference of the posterior pdf. Each chain is thinned by retaining every 100th
sample after burn-in, and those samples are used to estimate the posterior pdf’s
mean and standard deviation.
For the 2D inversion we used a discrete uniform distribution between 100 and
400 as the prior on the number of cells, and the same prior distribution for
shear velocity as in 1D inversions. For the noise parameterization we used
only one hyperparameter for each period across the section as a scaling factor
for uncertainties from Eikonal tomography. Thus we maintain the relative
uncertainty structures from Eikonal tomography across the 2D section. The prior
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for this hyperparamter is chosen to be a uniform distribution between 0.01 and 1.
Similarly to above, the proposal distribution for fixed-dimensional steps (velocity
change, moving a cell, hyperparameter change) is selected to give an acceptance
ratio between 20 and 50 percent. For the trans-dimensional step (birth and death)
we used the prior pdf as the proposal distribution (Dosso et al., 2014; Zhang et al.,
2018). As shown in Chapter 2, the high lateral-to-vertical spatial aspect ratio of
the cross-section can affect the efficiency of McMC sampling when using Voronoi
cells. Therefore, we applied a scaling factor of 8 for the vertical dimension to
reduce the aspect ratio. We used a total of 16 chains for the 2D inversion and
collected 4,000,000 samples from each chain with a burn-in period of 2,000,000.
Each chain is thinned by a factor of 100.
For the 3D inversion, the prior of the number of cells is set to be a discrete uniform
distribution between 400 and 1500 since the Grane field has a relatively complex
structure as indicated by the complex phase velocity maps. We used the same
prior for the shear velocity as in 1D and 2D inversions. The noise level is derived
from two parameters σ0 and σ1 using equation σ = σ0 ∗ predicted_time + σ1.
The prior density of the two noise hyperparameters are set to be a uniform
distribution between 0.0001 and 0.02 and a uniform distribution between 0.0 and
0.1, respectively. The proposal distribution for fixed-dimensional steps are chosen
in a similar way to those in the 1D and 2D inversions. For trans-dimensional
steps the prior is used as the proposal distribution. As in the 2D inversion, the
vertical aspect ratio is scaled by 8 to compensate for the high lateral-to-vertical
difference in scaling. To improve the efficiency of 3D McMC we applied parallel
tempering. A total of 24 chains are used with 16 chains at temperature 1. The
temperatures of the other chains are chosen using equation (3.14) with p = 3 and
N = 8. For each chain we generated 2,700,000 samples with a burn-in period of
1,000,000 and maintained only every 100th sample after burn-in.
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Figure 3.13: (a) Mean and (b) standard deviation of shear velocity Vs along the
2D cross-section (see Figure 1) from independent 1D Monte Carlo depth inversions.
The white top layer represents the water layer which has zero shear velocity.
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3.6.3 Results of shear velocity tomography
Figure 3.13 shows the shear-velocity mean and standard deviation from 1D
inversions. In the near surface (<250 m), the model has a relatively low velocity
layer (∼ 400 m/s, see Figure 3.16a). Between 250 m and 600 m the velocity
is slightly higher (∼ 650 m/s) and shows complicated structures which are likely
caused by the independence of each 1D inversion. This latter effect is also reflected
by some laterally sharp discontinuities across the section. Below 600 m the model
shows a high velocity layer (∼ 900 m/s) between Y=6 km and Y=9.5 km down to
800 m. At each side (Y<6 km and Y> 9.5 km), parallel, dipping, alternating high
and low velocity anomalies are observed across the section. At the bottom (> 800
m) there exists alternating vertical high and low velocity anomalies. These high
and low velocity anomalies are possibly related to similar structures observed
in the phase velocity maps at longer periods (Figures 3.7 and 3.9). However,
due to high uncertainties (> 200 m/s) at greater depths (>600 m) , those
complicated structures are probably not interpretable. The standard deviation
map (Figure 3.13b) shows that the near surface structure (< 500 m) is apparently
well constrained since surface waves are more sensitive to shallower depths (Figure
3.16a). Note however that there are also lateral discontinuities in the uncertainty
map caused by the independence of each 1D inversion; these generally show that
the corresponding phase velocity discontinuities are not well resolved (they have
very high uncertainty). Note that in this study the phase velocity maps are
obtained using Eikonal tomography in which no explicit regularization is imposed.
As a result the phase velocity maps show some short-scale structures which may
cause some roughness in the shear velocity model estimated by independent 1D
inversions. To reduce this issue the conventional regularized tomography may be
used to produce smoother phase velocity maps, and consequently to produce a
smoother shear velocity model.
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Figure 3.14: (a) Mean and (b) standard deviation of shear velocity along the 2D
cross-section (see Figure 1) from the 2D Monte Carlo inversions. The white top layer
represents the water layer which has zero shear velocity.
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For comparison, Figure 3.14 shows the results from the 2D inversion. Overall the
mean velocity model is smoother because of lateral interactions that are included
in the 2D parameterization. The near surface structure is generally similar to that
from 1D inversions: a low velocity layer at depths < 250 m. However, between
250 m and 600 m, the 2D result shows far smoother structures compared to the
discontinuous structures in the 1D result. Below 600 m the two results show
very different structures. Instead of the clear high velocity anomalies and dipping
structures that appeared between 600 m and 800 m in the 1D result, the 2D
result exhibits smoother structures. Below 800 m the structure becomes more
complicated and at greater depths (> 1000 m) we also observe some vertical high
and low velocity anomalies similar to the 1D results. The standard deviation map
shows that uncertainties are relatively small (< 100 m/s) from the surface down
to 800 m (Figure 3.16b), which is significantly deeper than for the 1D inversions
(500 m). This is probably because by including lateral spatial correlations, and
because the near surface structure is better determined which further improves the
resolution at greater depths. Below 800 m we have very high standard deviations
(∼ 350 m/s) as expected.
We show the results from the 3D inversion in Figure 3.15. In the near surface
(< 250 m) the structure is very similar to the 2D result, showing a clear low
velocity layer (Figure 3.16c). Between 250 m and 800 m the structure is smoother
compared to both the 2D and 1D results, and does not show the high velocity
anomalies and dipping structures that exist in the 1D result. Around 800 m there
is a possible high velocity layer from Y=8 km to Y=12 km and beneath it there
are some isolated low velocity anomalies at around 1000 m depth. At the west
(Y<8 km), the model shows some high and low velocity anomalies between 800
m and 1000 m. Though the structure beneath 1000 m is relatively smooth and
shows high velocities (> 900 m/s), there are still some vertical structures similar
to those in the 2D and 1D results. This suggests that these structures are probably
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Figure 3.15: (a) Mean and (b) standard deviation of shear velocity along the 2D
cross-section (see Figure 1) from the 3D Monte Carlo inversion. The white top layer
represents the water layer which has zero shear velocity.
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Figure 3.16: 1D marginal mean (red line) and standard deviation (blue area) at the
middle (Y=6.7 km) of the 2D cross-section ( see Figure 3.1) obtained using (a) the
1D Monte Carlo inversion, (b) the 2D Monte Carlo inversion and (c) the 3D Monte
Carlo inversion.
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Figure 3.17: Shear-wave velocity Vs model from reflection tomography obtained
using active source seismic data. The white top layer represents the water layer which
has zero shear velocity.
related to the similar structures in the phase velocity maps and might indicate
useful information about the subsurface, or may be caused by poor quality data
at longer periods. Similarly to the 2D results, we have low uncertainties from
the surface down to 800 m (Figure 3.16c). Therefore, by including lateral spatial
correlations in the 2D and 3D inversions, we can have greater confidence at larger
depths than in 1D inversions. Compared to the 2D uncertainty result, the 3D
result shows lower uncertainties between 400 m and 800 m (Figure 3.16b and c),
and they are also spatially smoother. This difference might be caused by errors
introduced in the phase velocity maps in the initial 2D Eikonal tomography step
(see Chapter 2) since this produces the data used in the 2D McMC inversion. Due
to the fact that surface waves are mainly sensitive to the near surface structure,
small errors in the phase velocity maps will affect the deeper structure more than
the shallow structure – it might be that large velocity variations at greater depths
are needed to fit biased data. This may also be the reason why the results of 2D
and 3D inversions show different results at depth: since the 3D inversion uses
the phase velocity travel time picks directly, it naturally avoids any errors in the
phase velocity maps (see Chapter 2). Note that the two sides of the cross-section
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have higher uncertainties which is caused by lower ray path coverage at the two
sides (Figure 3.15b).
To further validate our results and to better understand the three methods, we
compare the results with the shear-wave velocity model in Figure 3.17 which
was derived from PP-PS simultaneous joint tomography using active source
seismic data (Bullock et al., 2015). Overall, the PP-PS tomography model is
smoother compared to those from ambient noise dispersion inversions, which
might be caused by regularization in the PP-PS tomography (which is not added
explicitly in the McMC inversion). In the near surface (< 400 m), the PP-PS
tomography model is very similar to the results from 2D and 3D inversions which
again suggests that including lateral spatial correlations in the inversion solution
improves results. Between 400 and 800 m the PP-PS tomography model shows
a high velocity layer around 500 m, which cannot be observed in any of the
three models from surface wave dispersion inversion. This is probably because
that the frequency content of the two inversion are very different and small scale
anomalies present in the PP-PS tomography are unlikely to be resolvable by
Scholte wave data. Below 800 m, the PP-PS tomography model is much smoother
and does not show the relatively complicated structures of the 2D and 3D results.
However even though we have limited resolution below 800 m, there still seems
to be some similarities in the PP-PS tomography model and the 3D results, e.g.
higher velocities below 1000 m and relatively smoother structure compared to the
1D and 2D results. In conclusion, the 3D inversion seems to produce a shear-
velocity model that is more consistent with PP-PS tomography than do 1D and
2D inversions. Note also that the frequency range used in this study is limited
to 0.7-2.0 Hz, and we only used fundamental mode surface waves. If we use a
larger frequency range and include higher mode data, the results may be improved
further.
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Figure 3.18: Horizontal slices of (a) the mean and (b) standard deviation of the
shear velocity model from 3D Monte Carlo inversion at depths of 156 m, 231 m, 306
m and 426 m from left to right across the figure.
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Figure 3.18 shows horizontal slices of the pointwise mean and standard deviation
of the 3D shear velocity model estimated using the 3D Monte Carlo method at
depths of 156 m, 231 m, 306 m and 426 m. The blue line boxes denote the locations
of features in the fundamental mode phase velocity maps discussed above, and
the black dashed-line boxes show the locations of features discussed about the
phase velocity maps of the first overtone. In the near surface (<250 m) the shear
velocity model has similar structures to those in the fundamental mode phase
velocity maps at short periods, for example the central low velocity anomaly
which might be caused by near surface fluids and the low velocity anomaly in
the south. This suggests that the phase velocities at short periods are mostly
determined by the near surface structure. Due to possible interpolation errors in
the Eikonal tomography step, the edges of phase velocity maps are not as well
determined as in the shear velocity model, which is probably the reason why the
low velocity anomaly and the high velocity anomaly in the northwest are extended
in the shear velocity model compared to the phase velocity maps. In the deeper
part (> 250 m), as in the phase velocity maps at longer periods, the velocity
structures are more complicated than in the shallow part. However, although
the phase velocity maps of the fundamental mode and the first overtone show
completely different structures, the shear-velocity model inverted using only the
fundamental mode indicates some similar features as observed in the first overtone
phase velocity maps (black dashed-line boxes in Figure 3.18). For example, at
the depth of 306 m there is a low velocity anomaly at the western edge between
Y=8 km and Y= 10 km and a low velocity anomaly at the south around Y=2
km which also appear in the first overtone phase velocity maps. The low velocity
channel existing in the first overtone phase velocity maps (red line box in Figure
3.9) can also be clearly observed at a depth of 426 m in the shear-velocity model.
This further suggests that the complicated features in the phase velocity maps at
longer periods could provide useful information about the subsurface.
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Figure 3.19: The Horizontal slice at depth of 306 m with a detailed structure
highlighted in the magnified plot.
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At the depth of 306 m there is a low velocity channel feature between Y=3.5 km
and Y=7.5km (black box in Figure 3.19). This channel-like feature indicates the
presence of a possible palaeoriver channel at the seabed. Note that this feature
cannot be observed in either fundamental mode or first overtone phase velocity
maps. This suggests that the feature might be averaged out in phase velocity maps
since phase velocities are a consequence of structures over a range of depths, a
process that our inversion procedures are designed to undo.
Overall the standard deviation maps suggest relatively low uncertainties (< 50
m/s) at all depths, and uncertainties generally increase with depth due to the
fact that surface waves have lower sensitivities at greater depth. The standard
deviation map at the depth of 231 m shows relatively lower uncertainties at the
locations of the velocity anomalies outlined by blue boxes, suggesting that these
features are well determined. However, due to the insufficient data coverage at
the edges, there is a relatively higher uncertainty area at the western edge around
Y=8 km at the depth of 156 m associated with a low velocity anomaly. Similarly,
at the western edge between Y=8 km and Y= 10 km the standard deviation map
at a depth of 426 m shows high uncertainties.
3.6.4 Analysis of noise level
In this study the data noise level is estimated within the McMC method.
Tomographic results are generally sensitive to the noise level as it directly affects
the complexity of the model that is needed to fit the data adequately (Bodin
et al., 2012). Figure 3.20 shows examples of the data noise level at periods of 0.7
s, 1.0 s, 1.3 s and 1.6 s estimated using the three inversion methods. Figure 3.20a,
b show the noise distribution of all of the local phase velocities estimated using
the mean scaling factor for the 1D and 2D inversion respectively, and Figure 3.20c
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Figure 3.20: Noise distribution of phase velocities from the (a) 1D, (b) 2D and
(c) 3D inversions. For each case the distribution is shown at periods of 0.7 s, 1.0 s,
1.3 s and 1.6 s from left to right.
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shows the noise distribution of all of the used phase velocities in the 3D inversion
estimated using the mean hyperparameters. Note that the noise estimated in
the 3D inversion is different from those in the 1D and 2D inversion – the 3D
inversion estimates the noise level of travel times between each source-receiver
pair; this is transformed to noise on velocities using straight-ray source-to-receiver
distances. Overall the noise level from the three methods are relatively consistent
with each other – all of them are around 2 to 4 m/s. The noise levels from the
3D inversion are slightly higher than those from the 1D and 2D inversion since
they are essentially different quantities. The noise estimated from the 1D and 2D
inversions are highly consistent, except at the shortest period of 0.7 s. However,
from the Eikonal tomography we observed that the phase velocity map at 0.7 s
itself has higher uncertainties than the others. Therefore it is possible that the
1D inversion overestimated the noise level since the method might also account
for consistency with the prior range of models (Zhang et al., 2018).
To better understand the effects of the noise level on results, we performed the 1D
inversions by fixing the noise level at that estimated using Eikonal tomography
(Figure 3.21). Though there are still some discontinuities in the results due to
the independence of each 1D inversion, this cross-section has a smoother structure
than that in Figure3.13 and does not show the complicated and dipping structures
observed previously. However, by doing this we inevitably sacrifice the resolution
at greater depths. For example, below 550 m the velocity model is simply equal to
the prior. Therefore, the hierarchical Bayesian inversion runs the risk of overfitting
data for 1D inversions, while a fixed improper noise estimate might lose resolution
(Bodin et al., 2012). In 1D inversions, the model is generally determined by data
at tens of discrete frequency points, which might lead the inversion problem to be
under-determined when complex models are used. As a result, the McMC result
is very sensitive to the noise level since that determines the complexity of the
model.
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Figure 3.21: (a) Mean and (b) standard deviation of shear velocity Vs from
independent 1D Monte Carlo inversions using only fundamental mode Rayleigh-type
Scholte wave phase velocities with noise levels fixed to be uncertainties estimated
from Eikonal tomography. The white top layer represents the water layer which has
zero shear velocity.
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Figure 3.22: (a) Mean and (b) standard deviation from independent 1D Monte
Carlo inversions using both the fundamental mode and the first overtone Rayleigh-
type Scholte wave phase velocities, with noise levels fixed to be those uncertainties
estimated from Eikonal tomography. The white top layer represents the water layer
which has zero shear velocity.
CHAPTER 3. 1D, 2D and 3D Monte Carlo ambient noise tomography using a
dense passive seismic array installed on the North Sea seabed 105
To better constrain the model, we carried out another inversion including the first
overtone dispersion data (Figure 3.22). The noise level is fixed at the uncertainties
estimated using Eikonal tomography. The mean velocity model (Figure 3.22a) has
fewer discontinuities than the result from inversion using only the fundamental
mode, and the layer boundaries are also better constrained in depth. The standard
deviation model (Figure 3.22b) shows that the near surface layer has smaller
uncertainties compared to the previous result. At deeper levels (500 - 700 m), the
model is also better determined since it has smaller uncertainties (∼ 180 m/s).
However, compared to the results from 2D or 3D inversion, at greater depths (700
- 1000 m) the detailed structure that appeared in the 2D and 3D results cannot
be observed and the uncertainty is also higher (∼ 300 m/s), therefore we still lose
some resolution.
To conclude, for 1D inversions it is possible that hierarchical Bayesian inversion
can overfit the data and produce biased results. However, the noise is generally
not easy to estimate and an improper noise level might also cause model resolution
to be lost. By including more data (e.g. higher modes dispersion data), this issue
can be partly compensated. Alternatively, we have shown that this issue can also
be resolved by including lateral spatial correlations in the inversion using 2D and
3D parameterization.
3.7 Discussion
We observed two modes in the cross correlations of ambient noise data and used
a dispersion compensation method to separate those modes. However we have
shown that even after mode separation there is still some higher mode energy left
in the fundamental mode estimate at low frequencies, which limits the frequency
range used for tomography. Further research needs to be done in order to find
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methods to use the full frequency range of the data and thus to obtain more
information from ambient noise cross correlations. What is more, there is a
concern that the higher mode causes errors in the correlation at the fundamental
mode (and vice versa) due to cross-talk in the correlation performed in our initial
seismic interferometry (Halliday & Curtis, 2008). Unfortunately there is little we
can do about this as mode separation in the original ambient noise remains a
largely unsolved problem.
Our method of dispersion analysis needs an estimate of the phase velocity
dispersion to resolve the 2π ambiguity in signal phase. This estimate can be
obtained using f − c analysis in our case, however it is not always possible to
obtain an estimate of the phase velocity dispersion (e.g. if only a sparse array
is available). In such cases some other mode separation methods based on single
station measurements might be used (e.g. Trampert & Woodhouse, 1995; van
Heijst & Woodhouse, 1997; Kritski et al., 2006).
We used Eikonal tomography to determine phase velocity maps by ignoring the
amplitude term in equation (3.4). This is justified when the phase velocity map
is sufficient smooth so that the spatial variation of amplitude is small (Lin et al.,
2009). However, Mordret et al. (2013b) have shown that this could cause some bias
in phase velocity maps, especially at long periods (roughly > 1.0 s). According
to their study the bias introduced by ignoring the amplitude term is, on average,
about 1 m/s which is far smaller than our uncertainties. Our results therefore
remain valid.
In this study, we only used the fundamental mode data when we compared
the three different methods to estimate a 3D shear-velocity model. However,
we have also shown that by including the first overtone dispersion data in
1D inversions, the subsurface structure can be better constrained, as has been
observed previously (Gabriels et al., 1987; Xia et al., 2000, 2003). Therefore,
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future work will be to include those first overtone dispersion data in the 3D
inversion to better constrain the subsurface structure and to further improve the
resolution of greater depths.
We observed a low velocity anomaly at the center of the field both on the
fundamental mode phase velocity maps at short periods (< 1.6 s) and on the
shear velocity model at shallow depths (< 250 m), which is correlated with a high
density region of pockmark distribution, suggesting that it might be caused by
near surface fluids. Therefore, such near surface low velocity anomalies might be
used as indicators of fluid leakage from the subsurface reservoirs. This suggests
that ambient noise tomography might be used to monitor subsurface fluid storage
reservoirs, for example in CO2 capture and storage scenarios.
Note that in this study we did not take into account any strong anisotropy
which might exist in the shallow subsurface (Barkved et al., 2005; Barkved &
Kristiansen, 2005; Hatchell et al., 2009). This may introduce some bias in our
final results and may explain the complicated phase velocity structures that we
observed at long periods (> 1.3 s) and the complicated shear velocity structures at
depth (> 250 m). However, our results should at least remain qualitatively valid,
and in future it is possible to include anisotropy in 3D Monte Carlo inversions to
further improve the results.
The McMC methods are generally very computationally expensive. We now
compare the computational cost for the three methods used in this study. For one
chain, the 1D depth inversions along the 2D section takes ∼186.1 cpu hours while
the 2D inversion needs ∼206.8 cpu hours; 3D inversion costs ∼4824.3 cpu hours
for one chain (but of course this produces a complete 3D velocity model across the
entire area). Thus the 1D and 2D inversions require almost the same cpu hours
which makes sense since they are essentially the same apart from the different
parameterization. Note that the 1D inversion and the 2D inversion are performed
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only along one vertical section. If we assume that we conduct the 1D inversion
and the 2D inversion along all vertical sections in the 3D grid, (i.e. across all 100
cross-sections included in the grid used in Eikonal tomography), the cpu hours
they consumed would be ∼18,610 cpu hours and 20,680 cpu hours respectively –
significantly more than for the 3D inversion. However, the computational cost in
each case strongly depends on the methods used to assess convergence, which in
turn depend on subjective choices. This therefore introduces some subjectivity
to the comparison. However, in our experience it is at least true that the cost
of the 3D inversion is comparable to that of the 1D or 2D inversions, which has
also been found in Chapter 2. To provide an overall idea of the computational
cost needed for 3D inversion, the 3D inversion herein takes approximately 22 days
with each chain running on 9 cpu cores, so for all 24 chains it requires 216 CPU
cores.
Note that in the 3D inversion we used an approximation forward modelling
method which involves a 1D modal approximation and a 2D fast marching
method. Although the method improves the accuracy of the results, the use
of 1D forward modelling and 3D parametrization could fail to accurately capture
the underlying properties and structures. For example, Yang & Oldenburg (2012)
showed that 1D inversion can cause artefacts in the final results compared to a
3D inversion when using airborne time-domain electromagnetic data. Thus, in
the future we hope to use a more accurate forward modelling method.
3.8 Conclusion
We cross correlated about 6.5 hours of ambient noise data from the Grane field,
North sea and observed two modes in the constructed seabed Scholte waves.
The fundamental mode dominates the signal in the cross correlations of vertical
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component displacement data while the first overtone dominates in the cross
correlations of hydrophone components. We used a dispersion compensation
method to separate the fundamental mode and the first overtone. For each
mode, we determined phase velocity maps at different periods using the Eikonal
tomography method. The fundamental mode phase velocity maps show a low
velocity anomaly at the center of the area at short periods (<1.6 s), which
might be caused by near surface fluids. At longer periods both modes show
complicated phase velocity structures, suggesting that the Grane field might have
a complicated geological subsurface.
We then applied three different methods, 1D, 2D and 3D Monte Carlo inversions,
to obtain shear wave velocity models of the subsurface using dispersion data of
the fundamental mode as data and compared the results. The 1D results show
complicated structures at deeper depths (> 250 m) which are probably caused by
the independence of individual 1D inversions since the discontinuous structures do
not appear in the 2D and 3D results. By including the lateral spatial correlations
in the 2D and 3D inversions, we may estimate a more realistic model. The 2D
inversion and the 3D inversion show lower uncertainties at greater depths (500
- 750 m), which suggests that the 2D and 3D inversion allow greater confidence
at larger depths that the 1D inversion. The 3D inversion results better match
a model obtained from reflection tomography than do the results from 2D or
1D inversions. This is probably due to the fact that the 3D inversion uses the
measured source-to-receiver travel times directly, and therefore naturally avoids
possible errors introduced in the initial (Eikonal) phase velocity tomography step
required by the other methods. Though the 3D velocity model is determined
using only the fundamental mode dispersion data, it shows some similar features
to those which appear in the phase velocity maps of the first overtone. This
provides a validation of our 3D results and may suggest that the complex phase
velocity maps at longer periods could provide some useful information of the
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subsurface structure. Overall, the 3D McMC method provides an accurate way
to study the subsurface structure using surface wave dispersion data and it is
also roughly as computationally efficient as similar 1D and 2D two-step McMC
inversions.
Chapter 4
3D Tomographic Monte Carlo joint
inversion of earthquake body wave
travel times and ambient noise
surface wave dispersion data
4.1 Summary
In Chapter 2 and 3 we used Markov chain Monte Carlo (McMC) methods to solve
seismic surface wave tomographic problems. Apart from surface wave tomography,
seismological body wave travel time tomography have also been used widely to
characterise earthquakes and to study the subsurface structure of the Earth. Since
these types of problem are often significantly non-linear and have non-unique
solutions, McMC methods have been used to find probabilistic solutions. Body
and surface wave data are usually inverted separately to produce independent
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velocity models. However, body wave tomography is generally sensitive to
structure around the sub-volume in which earthquakes occur and produces limited
resolution in the shallower Earth, whereas surface wave tomography is often
sensitive to shallower structure. To better estimate subsurface properties, we
therefore jointly invert for the seismic velocity structure and earthquake locations
using body and surface wave data simultaneously. We apply the new joint
inversion method to a mining site in the U.K. at which induced seismicity occurred
and was recorded on a small local network of stations, and where ambient noise
recordings are available from the same stations. The ambient noise is processed
to obtain inter-receiver surface wave dispersion measurements which are inverted
jointly with body wave arrival times from local earthquakes. The results show that
by using both types of data, the earthquake source parameters and the velocity
structure can be better constrained than in independent inversions. Trade-offs
between source parameters and velocities appear to bias results if only body wave
data are used, but we show that this issue is largely resolved by using the joint
inversion method.
4.2 Introduction
Seismic tomography is a method to estimate the spatial distribution of properties
of the subsurface, and is often used in order to understand heterogeneity and
processes in the Earth’s interior. In seismic tomography one usually parameterizes
subsurface properties in some way to form a subsurface model, then solves the
parameter estimation problem given observed data and a relationship between
the data and the parametrized physical properties.
Seismic tomography problems are traditionally solved using linearised methods to
estimate the model parameter values which minimize the misfit between observed
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and synthetically predicted data. These methods first approximate the non-linear
physical relation by a linear relation, and iteratively update both the model
and the linear approximation to reduce the misfit predicted by that linearised
relation (Aki & Lee, 1976; Dziewonski & Woodhouse, 1987; Iyer & Hirahara,
1993; Tarantola, 2005). Since the problem is often under-determined and ill-
posed, regularization is added to the process to enforce particular properties
on the model (e.g., smoothness or minimal deviation from a reference model).
However, the form of regularization is often arbitrary and the strength of
regularization is chosen by trial and error, usually by invoking ad hoc criteria.
Valuable information can therefore be concealed by regularization (Zhdanov,
2002). Moreover, it is difficult if not impossible to estimate accurate uncertainties
in solutions of non-linear problem when using linearised methods since the family
of model parameter values that fit the data is defined by the true nonlinear physics,
and not by the linearised relations.
Markov chain Monte Carlo (McMC) methods have been introduced to geophysics
to resolve some of these issues (Mosegaard & Tarantola, 1995; Malinverno et al.,
2000; Malinverno, 2002; Malinverno & Briggs, 2004; Bodin & Sambridge, 2009;
Galetti et al., 2015, 2017; Zhang et al., 2018). These methods solve the problem
in a Bayesian sense by generating a set (or chain) of samples whose density
approximates a posterior probability density function (pdf): this describes the
probability of the model given both the observed data and any available prior
information. The method has been extended to trans-dimensional inversions by
using reversible jump McMC (rj-McMC – Green, 1995; Bodin & Sambridge, 2009)
such that the dimensionality of the parameters space (the number of parameters
and indeed their meaning) can vary in the inversion. This has the advantage
that the parameterization can be adapted and simplified so as to best represent
information in the data and prior information without over-parameterizing the
model, which significantly improves performance in otherwise high dimensional
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problems (Malinverno & Briggs, 2004; Bodin & Sambridge, 2009; Bodin et al.,
2012; Galetti et al., 2015; Zhang et al., 2018). The rj-McMCmethod has been used
to estimate 2D phase or group velocity maps of the crust (Bodin & Sambridge,
2009; Zulfakriza et al., 2014; Galetti et al., 2015; Zheng et al., 2017; Crowder
et al., 2019) and to estimate seismic velocity profiles with respect to depth in
the Earth (Bodin et al., 2012; Shen et al., 2012, 2013; Young et al., 2013; Galetti
et al., 2017; Zhang et al., 2019). The method was recently extended to estimate
3D velocity models using body wave travel time data (Piana Agostinetti et al.,
2015; Hawkins & Sambridge, 2015; Burdick & Lekić, 2017). In Chapter 2 and 3
we applied the method to solve surface wave tomographic problems.
In the above studies, body waves and surface waves are used separately to
construct velocity models. Seismic body waves are generally sensitive to deeper
structure where earthquake sources occur, and produce limited resolution closer
to the surface. This is because we usually have a relatively sparse station array
compared to the density of sources, which results in relatively sparse body wave
ray coverage in the shallower Earth. In comparison, fundamental mode surface
waves are generally more sensitive to shallower rather than to deeper structure.
Body and surface wave data can therefore usefully be combined to better constrain
the subsurface velocity structure.
Such joint inversions have already been used widely to study the crust and
upper mantle structure (West et al., 2004; Reiter & Rodi, 2008; Obrebski et al.,
2011, 2012; Rawlinson & Fishwick, 2012; Zhang et al., 2014; Syracuse et al.,
2015; Fang et al., 2016; Liu & Zhao, 2016; Roecker et al., 2017). However,
these studies were performed using linearised inversion methods which renders
associated uncertainty estimates questionable at best. In this study we apply the
rj-McMC algorithm to fully nonlinear joint inversion using both body wave arrival
times and surface wave dispersion data. We show that results are significantly
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improved over independent body or surface wave inversions, both in terms of
velocity structure and earthquake source location uncertainties. In the next
section we summarise the rj-McMC algorithm and describe how it is applied to
the joint inversion problem. In section 3 we apply the new McMC joint inversion
method to data from an ex-mining site located to the north of New Ollerton,
U.K, and compare the results with those from individual inversions in section 4.
Finally we discuss the implication of this work in section 5 before concluding.
4.3 Methodology
4.3.1 Parametrization
As in Chapter 2 and 3, in order to perform trans-dimensional inversion in three
spatial dimensions we use Voronoi cells to parameterize our seismic velocity
models (Figure 2.1). A Voronoi cell is defined by a generating point (called a
site) and its volume which consists all points that are closer to that site than to
any other. Each cell has associated seismic properties, e.g., P-wave velocity and
shear wave velocity. In this study, we use constant velocities within each cell. Our
velocity model can therefore be parameterized as (c,vp,vs), where c is the vector
of positions of Voronoi sites, and vp and vs are vectors of the associated P-wave
velocity and shear wave velocity in each cell. Each earthquake source (number i)
is parameterized as si = (xi, yi, zi, ti), where xi, yi, zi is the source location and ti
is the origin time. Our model m therefore can be represented as (c,vp,vs, s).
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4.3.2 Reversible jump Markov chain Monte Carlo (rj-
McMC)
We use rj-McMC to perform 3D tomographic inversion following the approach
described in Chapter 2. Rj-McMC is a generalized Metropolis-Hastings algorithm
which generates a chain of samples distributed according to a target probability
density. The algorithm allows the number of parameters to change along the chain
(Green, 1995), which makes the parameterization adaptable to the data and avoids
the need to specify it exactly prior to the inversion (Bodin & Sambridge, 2009).
In seismic tomography we are interested in the posterior pdf of model m given





where p(dobs|m) is the likelihood which describes the probability of data given
a specified model m; p(m) is the prior pdf which describes information that is
independent of data and p(dobs) is a normalization factor called the evidence.
We use a Gaussian distribution for the likelihood, for which the data variance
is estimated in a hierarchical way in the inversion (Malinverno & Briggs, 2004;
Bodin et al., 2012; Zhang et al., 2018, 2019). The prior p(m) is chosen to be a
Uniform distribution.
Within each chain a new model m′ is drawn from a so-called proposal distribution
q(m
′|m) that depends on the current model m, and is accepted or rejected with
a probability α(m′ |m) given by (Green, 1995)
α(m













where J is the Jacobian matrix of the transformation from m to m′ and is used to
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account for the volume change of parameter space during jumps between different
dimensionalities, but where in this case the Jacobian is an identity matrix (Bodin
& Sambridge, 2009). The new model m′ is accepted or rejected by generating a
random number γ from a Uniform distribution on (0, 1] and comparing it with
α. If γ < α, the new model m′ is accepted; otherwise the new model is discarded
and the current model is repeated as a new sample in the chain. The acceptance
ratio α guarantees that the density of samples converges to the posterior pdf
asymptotically as the number of samples tends to infinity (Green, 1995).
Monitoring the convergence of Markov chains is an important component of
McMC methods. In this study, we use the absolute misfits and the number of cells
to monitor convergence as used in several previous studies (Bodin & Sambridge,
2009; Bodin et al., 2012; Dosso et al., 2014; Galetti et al., 2015; Hawkins &
Sambridge, 2015; Zhang et al., 2018, 2019). For example, when the misfit value
and the number of cells become approximately stationary, we assume the chain
has reached some sort of dynamic equilibrium. Since consecutive samples are
correlated (McMC is a random walk process and only converges to the posterior
distribution as the number of samples tends to infinity), the estimated probability
pdf from any finite set of samples is often biased (Chan & Geyer, 1994). Therefore,
we retain every 50th sample along the chain once equilibrium has been reached,
and only those retained samples are used to calculate parameter statistics (mean,
standard deviation, etc.).
4.3.3 Joint inversion of body waves and surface waves
In seismic body wave tomography, the earthquake source locations are generally
unknown within some volumetric region of uncertainty as are origin times. We
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therefore include these source parameters in our inversion. This produces a trade-
off between source parameters and the seismic velocity model and to reduce this
effects Piana Agostinetti et al. (2015) updated the source origin times in an
optimization for each velocity model. However that approach may cause errors
in the results since sources may converge to incorrect locations and times, and it
does not allow correct uncertainty analysis for source parameters. In this study
we therefore also include origin times as parameters to be varied in the Markov
chain. We start the chains with initial source parameter values obtained using a
standard linearised optimization, whereafter they can vary freely within the prior
pdf (defined below).
To forward model body wave travel time data we use a 3D fast marching method
(Rawlinson & Sambridge, 2004; Valero-Gomez et al., 2013). Due to source-receiver
reciprocity, fast marching can be conducted either from sources to receivers or vice
versa. Therefore, in practice one chooses the more efficient option based on the
minimum number of sources and receivers, and we model from receivers to sources.
For surface wave dispersion data, we use the two step forward modelling method
described in Chapter 2 and applied in Chapter 3. First, for each geographical point
the local phase velocity at each frequency is computed using the 1D velocity profile
beneath that point using a modal approximation (Herrmann, 2013) to create a 2D
phase velocity map across the surface. Then, since our dispersion measurements
are made between two receivers, for each receiver-to-receiver pair the phase travel
time at a specific frequency can be calculated using a 2D ray tracing method
(Rawlinson & Sambridge, 2004). Group velocity travel times can be calculated
by integrating over the ray path traced through phase velocity maps (Cerveny,
2005; Reiter & Rodi, 2008).
In joint inversion, the relative weights between different data types usually affect
the results significantly (Bodin et al., 2012; Shen et al., 2012). In linearised
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methods, the weight is generally determined by subjective choices which could
cause errors in results. In this study we set the data noise level of both data
types to be free parameters so that the relative importance of different data types
is determined by their own noise level (Bodin et al., 2012; Shen et al., 2012). As
in Chapter 2, we hyper-parameterize the noise level using a linear relation with
respect to travel times σ = σ0 × traveltime + σ1, for each of body and surface
wave travel times independently, where σ0 and σ1 are free hyperparameters.
In our rj-McMC algorithm there are six types of perturbation: adding a Voronoi
cell, removing a cell, moving a cell, changing a cell’s velocities, changing the
source parameters, and changing the data noise hyperparameters. This results in
the following algorithm:
1. Select an initial model from the prior pdf (for seismic velocities) or from a
linearised inversion (for source locations and times)
2. Generate a new model m′ by randomly choosing one of the six possible
perturbation types listed above, and then perturbing the current model
according to the proposal distribution.
3. Calculate the acceptance ratio α in equation (4.2) and accept or reject model
m
′ with probability α.
4. Repeat from (ii).
For the fixed-dimensional step (moving a cell, changing velocities, changing source
parameters and changing the hyperparameters), we use a Gaussian distribution
which is centred at the current model as the proposal distribution. The width of
the Gaussian is a parameter which needs to be tuned for each inversion (Hawkins
& Sambridge, 2015; Zhang et al., 2018). For trans-dimensional steps (adding or
deleting a cell), the prior is used as the proposal distribution which usually gives
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a higher acceptance ratio than using a Gaussian proposal distribution as noted in
Chapter 2.
4.4 Application to the New Ollerton mining site
We applied the method to a mining site located to the north of New Ollerton,
Nottinghamshire, U.K (Figure 4.1) which operated from 1925 to 2015. A network
of seven stations was deployed at the site and recorded 291 microseismic events
in 2014. Figure 4.1 shows the location of the stations, event locations from the
initial linearised inversion, and a histogram of the depth distribution of event
locations. The events mainly occurred around 0.9 km depth with a few occurring
significantly shallower or deeper. We used a total of 1725 P-wave arrival times
and 923 S-wave arrival times obtained from the British Geological Survey (BGS)
(Butcher et al., 2017).
We applied ambient noise interferometry (Campillo & Paul, 2003; Curtis et al.,
2006; Bensen et al., 2007) to obtain surface wave dispersion data for each inter-
receiver pair. The data are first band-filtered between 0.8 s and 3.0 s to filter out
earthquake signals which comprise higher frequencies. Cross-correlations between
each receiver pair are then calculated using 24-hour long time segments, which
are then stacked over the whole year to improve the signal-to-noise ratio (SNR).
The group velocity dispersion of each receiver pair is picked using the frequency-
time analysis (FTAN) method (Dziewonski et al., 1969; Levshin et al., 1972, 1992;
Herrin & Goforth, 1977; Russell et al., 1988; Ritzwoller & Levshin, 1998; Levshin
& Ritzwoller, 2001; Nicolson et al., 2012; Yanovskaya et al., 2012). Figure 4.2
shows an example of the FTAN image used to pick group velocities. We discarded
station-pairs for which the SNR is smaller than 5, and those whose inter-receiver
distances are smaller than twice the wavelength at any frequency due to far-field
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surface wave approximation that is implicit within ambient-noise surface wave
tomography (Yao et al., 2006; Lin et al., 2009). This results in a total of 12
inter-receiver dispersion curves across the New Ollerton area (Figure 4.1). Since
Nicolson et al. (2012) and Galetti et al. (2017) both showed that uncertainties
estimated directly from the FTAN images tend to be poor, uncertainties in
dispersion curves were estimated hierarchically within the Markov chain.
We performed three different inversions: first using only body wave travel times,
second using only surface wave dispersion data, and a third, joint inversion using
both types of data. For each inversion the prior pdf of shear velocity is set to
be a Uniform distribution between 1.0 km/s and 4.0 km/s at all 3D locations.
Similarly, for body wave inversion and joint inversion the prior pdf of P-wave
velocity is set to be a Uniform distribution between 1.6 km/s and 6.0 km/s. In
the inversion with only surface waves, P-wave velocity is linked to shear velocity
using a typical ratio 1.73 and for all three inversions density is computed from the
P-wave velocity using a typical crustal relationship ρ = 2.35 + 0.036× (vp− 3.0)2
where vp is in km and ρ is given in g·cm-3 (Kurita, 1973). Since surface waves
are much more sensitive to shear velocity than P-wave velocity or density, the
approximation should be sufficient in our case. The prior of the number of
Voronoi cells is chosen to be a Uniform distribution between 20 and 300. For
each event location we use a Uniform distribution across a 2 km box centred at
the initial location estimated by BGS using linearised methods (Butcher et al.,
2017) as the prior, and for the origin time we used a Uniform distribution with 1
second width centred at the initial origin time. For body wave travel times the
prior of the hyperparameters σ0 and σ1 are chosen to be Uniform distributions
between 0 and 0.1. Similarly for surface wave group travel times the prior of
the two hyperparameters are set to be Uniform distributions between 0 and 0.2.
Since seismic velocity generally varies more rapidly in the vertical direction than
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horizontally, we scaled the vertical direction by a factor of 5 larger to ensure
vertical and horizontal directions are balanced as suggested by Zhang et al. (2018).
For a fixed-dimensional step (moving a cell, changing velocities, changing source
parameters and hyperparameters) we use a Gaussian perturbation centred at the
current value as the proposal distribution. The width of the Gaussian distribution
is chosen by trial and error to give an acceptance ratio between 20 and 50 percent.
For a trans-dimensional step (adding or deleting a cell) the proposal distribution
is chosen to be the prior pdf (Dosso et al., 2014; Zhang et al., 2018). For each
inversion we used 16 chains; each of which contains 1,600,000 samples including a
burn-in of 800,000 to reach apparent equilibrium. To reduce correlations between
successive samples we only retain every 50th sample in the chain post burn-in.
Those sample are used to calculate parameter means and standard deviations.
4.5 Results
4.5.1 Source parameters
Figure 4.3 shows the mean and standard deviation of event locations obtained
from body wave inversion (Figure 4.3a and b) and from joint inversion (Figure
4.3c and d). Both results show that events occur deeper (majority > 1 km) than
the initial locations from BGS (majority < 1 km). The results show two clusters:
one in the southeast and the other in the north. The southeastern cluster has
slightly higher uncertainties than those in the north, which is probably caused by
the fact that the stations are distributed to one side of the southeastern cluster.
Compared to the standard deviation from body wave inversion (around 0.5 km),
the location results from joint inversion show lower uncertainties (around 0.4 km).
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Figure 4.1: Microseismic events (blue dots) recorded with seven seismic stations
(orange triangles) at New Ollerton mining site. Black lines between stations show
approximate paths along which surface wave dispersion data are available. The pink
boxes show the location of coal seams located between 800 and 900 m. The red
dashed-line box shows the extent of the other maps herein. The red plus in the inset
map denotes the location of the mining site in England. The right panel shows a
histogram of event depths.
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Figure 4.2: An example of a frequency-time analysis (FTAN) envelope image which
is used to pick group velocities. The black dots show the group velocities picked in
this case.
This suggests that by including even only 12 surface wave dispersion curves the
event locations can be better constrained since dispersion data provides additional
information about the velocity model between stations. Figure 4.4a and b show
histograms of the standard deviations of source origin time obtained using body
wave tomography and joint inversion respectively. Most standard deviations from
body wave tomography are higher than 0.05 s, while those from joint inversion
are centred around 0.05 s. Therefore, by including surface wave dispersion data
in the inversion, the source origin time can also be better constrained since this
helps to resolve the trade off between origin time and velocity structure.
4.5.2 Velocity models
Figure 4.5 shows horizontal slices through the 3D mean and standard deviation
maps of shear wave velocity at depths of 0.2 km, 0.5 km and 1.0 km. The
standard deviation map at 0.2 km shows that only a small part of the model is well
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Figure 4.3: Source location results. (a) and (b) are map view and a cross-section
along latitude of source locations obtained using body wave travel time data only.
(c) and (d) are map view and a cross-section of source locations obtained using both
body wave travel time data and surface wave dispersion data. The orange triangles
show the location of stations. The color of each dot reflects the standard deviations
of each source location.
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Figure 4.4: Histograms of the standard deviations of source origin time obtained
using (a) body wave tomography and (b) joint body and surface wave inversion.
constrained, which is associated with lower velocities in the mean velocity map.
Most of the other maps show the same values as the prior, suggesting that body
waves have very limited resolution in the near surface as expected. The mean
velocity map at 0.5 km depth shows that the shear velocities in the southwest
and northeast are lower than elsewhere. The standard deviation map suggests
that most of the structure within the boundary of the array is reasonably well
constrained by the data, other than in the southeast which has higher velocities
and higher uncertainties, probably caused by the limited data coverage at that
area. At 1 km depth the mean velocity map shows that the velocity in the west
is lower than the east, the northern earthquake cluster occurs at the boundary
of velocity anomalies, and the southeastern earthquake cluster is correlated with
a clearly-defined high velocity anomaly. Between the two clusters there are low
velocity anomalies. The standard deviation map shows very low uncertainties
(< 0.2 km/s) in the southwest associated with the low velocity anomaly, which
suggests that the low velocity anomaly is well constrained, whereas slightly higher
uncertainties (about 0.4 km/s) are observed elsewhere. There are loops of higher
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Figure 4.5: Horizontal slices through the 3D shear velocity model at depth of 0.2
km (left), 0.5 km (middle) and 1.0 km (right) obtained using body wave travel time
data only. The upper panels (a) and the bottom panels (b) show the mean velocity
maps and standard deviation maps, respectively. At each slice events within 0.2 km
of the depth are plotted.
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Figure 4.6: Horizontal slices through the 3D shear velocity model obtained using
surface wave dispersion data only. Key as in Figure 4.5.
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Figure 4.7: Horizontal slices through the 3D shear velocity model obtained from
joint body and surface wave inversion. Key as in Figure 4.5.
Figure 4.8: Cross sections of the mean (top) and standard deviation (bottom) at
X=1 km obtained using surface wave tomography (a and b), body wave tomography
(c and d) and joint body and surface wave inversion (e and f). Black dots are events
lying within 0.8 km of the cross-section.
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uncertainty around the southeastern high velocity anomaly and around the low
velocity anomaly between the two clusters. These loops represent uncertainty due
to the trade-off between the velocity and the location of velocity anomalies, and
hence describe uncertainty in the anomalies’ shapes (Galetti et al., 2015; Zhang
et al., 2018).
Figure 4.6 shows horizontal slices through the mean and standard deviation
obtained from surface wave tomography at the same depths as above. Compared
to the results from body wave tomography, the mean shear velocity map at 0.2
km shows lower velocities (about 1.0 km/s) than the results from body wave
tomography (> 2.0 km/s), and the standard deviation is also much lower (about
0.2 km/s) than that from body wave tomography (about 1.0 km/s). This is
due to the fact that surface waves are more sensitive to near surface structure
than body waves. There is a higher velocity anomaly in the northwest which is
probably caused by poor data coverage (Figure 4.1). At 0.5 km depth the mean
velocity map shows similar patterns of structure to those obtained from body
wave tomography: the velocity in the southwest and in the northeast is lower and
the velocity in the southeast is higher. The mean velocity map at 1 km depth
shows very different results compared to those from body wave tomography and
its standard deviation is higher (about 0.6 km/s). This is probably caused by the
fact that the frequency range of the surface waves used in the inversion has very
low sensitivity at this depth.
Figure 4.7 shows horizontal slices through the mean and standard deviation
obtained using joint inversion. Similar to the results of surface wave tomography,
the mean velocity map at 0.2 km shows lower velocity values than those from body
wave tomography with lower standard deviations: near surface structure can be
better constrained by including surface wave dispersion data in the inversion.
There is still a higher velocity anomaly between Y=0 km and Y=2 km which is
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associated with high standard deviations: neither body waves nor surface waves
have much resolution in this area so the velocity tends towards the mean of the
prior pdf (2.5 km/s). The mean velocity maps at 0.5 km and 1.0 km are very
similar to the results from body wave tomography: we have more body wave data
than surface wave data that are sensitive to these depths so the body wave data
dominate the results. Nevertheless, the velocity magnitudes are slightly different
from the results of body wave tomography which is due to the contribution of
surface waves, and the standard deviation map shows lower uncertainties within
the station array which suggests that surface waves improve the resolution across
that entire area. Similarly to the results of body wave tomography, the standard
deviation map also shows a higher uncertainty loop around the southeastern high
velocity anomaly.
In Figure 4.8 we show vertical cross sections through the mean and standard
deviation maps from the three inversions along the X=1 km profile which lies
between the two earthquake clusters. The mean velocity model from surface wave
tomography (Figure 4.8a) shows that there is a low velocity anomaly between the
two clusters. The standard deviation model (Figure 4.8b) shows that the near
surface structure (< 0.8 km) is well constrained while the deeper part has very
limited resolution. Figure 4.8c and d show the mean and standard deviation
cross sections from body wave tomography. The velocity model also shows a
low velocity anomaly between the two clusters, however the low velocity anomaly
extends to deeper levels and the velocity at either side of the low velocity anomaly
is much higher (> 3km/s) than that from surface wave tomography (∼ 2.0 km/s).
The standard deviation model shows a low uncertainty area associated with the
middle low velocity anomaly suggesting that the anomaly is well determined.
There are also higher uncertainty loops around the high velocity anomalies at the
two sides of the low velocity anomaly. Figure 4.8e and f show the results from
joint inversion. The mean model is similar to that from surface wave tomography
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at shallow levels, and to that from body wave tomography at depth. However the
velocity magnitude of the southern high velocity anomaly is lower than that from
body wave tomography, and the velocity of the northern low velocity anomaly
around 1 km depth is much lower than that from body wave tomography, both
due to the contribution of surface waves. Similarly the standard deviation model
shows lower uncertainties at the near surface, and higher uncertainty loops around
high velocity anomalies.
Figure 4.9 shows the horizontal slices of the mean and standard deviation of P-
wave velocity using body waves only. Similar to the results for shear velocity, at
the depth of 0.2 km higher velocities are associated with higher uncertainties since
the near surface structure cannot be well constrained by body waves, and at 0.5
km depth the mean Vp velocity model exhibits very similar patterns to those of
shear velocity. Similarly to the results for shear velocity, the standard deviation
map shows higher uncertainties at the location of the southeastern higher velocity
anomaly due to limited data coverage. At the depth of 1.0 km the mean velocity
map also shows similar structures to those in the shear velocity results, and the
standard deviation map shows higher uncertainty loops around velocity anomalies.
For comparison, we show the results of P-wave velocity from joint inversion
in Figure 4.10. The P-wave velocity model at the depth of 0.2 km is better
constrained by including surface wave dispersion data: most of the model has
lower velocities (< 3 km/s) compared to those from body wave tomography
(∼ 4 km/s) and lower uncertainties (< 0.5 km/s) than those from body wave
tomography (> 1.0 km/s). This is due to the fact that shear velocity is
better estimated by including surface waves, so the P-wave velocity can also be
better constrained since P and S velocities are correlated through the common
earthquake source parameters, and surface waves are also partly sensitive to P-
wave velocity at near surface (Zhou et al., 2004; Fang et al., 2016). At greater
CHAPTER 4. 3D Tomographic Monte Carlo joint inversion of earthquake
body wave travel times and ambient noise surface wave dispersion data 133
Figure 4.9: Horizontal slices through the 3D P-wave velocity model obtained using
body wave travel time only. Key as in Figure 4.5.
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Figure 4.10: Horizontal slices through the 3D P-wave velocity model obtained from
joint body and surface wave inversion. Key as in Figure 4.5.
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Figure 4.11: Cross section of the synthetic model at X=1 km. Black dots show the
event locations which are taken from joint inversion of the real data in Figure 4.3d.
depths (0.5 km and 1.0 km) the mean velocity model is similar to that from
body wave tomography since surface waves have very little sensitivity to P-wave
velocity structure there.
4.6 Discussion
In the above results there is a high velocity anomaly at the location of the southern
earthquake cluster (Figure 4.5, 4.7, 4.8): in the results from joint inversion the
magnitude of the velocity anomaly is slightly lower, but is nevertheless clearly
identifiable. Similar features have been observed previously and are generally
interpreted as earthquake asperities that concentrate stress (Lees, 1990; Eberhart-
Phillips & Michael, 1998; Chiarabba & Amato, 2003; Tajima et al., 2009; Li et al.,
2013; Zhang et al., 2013). However it is also possible that this correlation is caused
by the trade off between source parameters and velocity values.
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Figure 4.12: Cross sections of the mean and standard deviation at X=1 km obtained
by inverting for source parameters and velocity model simultaneously using body wave
data only. Black dots show the mean event locations. The red pluses show point
locations which are referred to in the text.
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Figure 4.13: Average shear velocity at the location of the southern cluster versus
average depth of events of the southern cluster.
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Figure 4.14: Cross sections of the mean and standard deviation at X=1 km obtained
by inverting for velocities, and fixing the source parameters at their true values. Black
dots show the event locations. Red pluses show point locations which are referred to
in the text.
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Figure 4.15: Cross sections of the mean and standard deviation at X=1 km obtained
by inverting for both velocity and event locations using both body wave and surface
wave data. Black dots show the mean event locations. Red pluses show point locations
which are referred to in the text.
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Figure 4.16: Group velocities used in the joint inversion (red dot) plotted with
error bars and the average dispersion curve calculated from the mean velocity model
(blue line). Since the true model is a 1D model, dispersion curves between different
receiver pairs are almost the same except for random noise. Error bars show the
standard deviation of group velocities of different dispersion curves.
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Figure 4.17: The marginal posterior pdfs of shear velocity at three points (pluses
in Figure 4.12, 4.14 and 4.15). (a), (b) and (c) show the marginal posterior pdfs
at three points at depth 0.8 km, 1.0 km and 1.2 km obtained by inverting source
parameters and velocity model simultaneously using body wave data. (d), (e) and
(f) show the marginal posterior pdfs at three points obtained by joint inversion using
both body wave data and surface wave data. (g), (h) and (i) show the marginal
posterior pdfs at three points obtained by fixing the source parameters. The dashed
black line denotes the true shear velocity value.
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To better understand the correlation of the high velocity anomaly and the
earthquake cluster we performed a simple synthetic test in which the "true"
model contains three layers and event locations are taken from the joint inversion
above (Figure 4.11). We computed synthetic versions of the same body wave
travel time data and surface wave dispersion data as used in the above inversion,
and added 1 percent noise to the data. We then conducted three inversions:
simultaneous inversion for source parameters and velocity model using body wave
data, inversion for velocity only using body wave data with sources fixed at their
true locations, and joint inversion for sources and velocities using both types of
data. The initial source parameters (event locations and origin times) are the
same as were used in the real data inversions above. The prior pdfs are chosen
to be the same as in the real data example except that the prior for the number
of cells is chosen to be a Uniform distribution between 5 and 100 since the model
is relatively simple. The proposal pdfs are also tuned in the same way as above.
The burn-in and total samples for each chain and the number of chains are also
set to be the same as in the real data inversions.
Figure 4.12 shows cross sections of the mean and standard deviation at X=1
km obtained using body wave tomography by simultaneously inverting for source
parameters and the velocity model. Though the mean velocity model shows three
layers which are to some extent similar to the true model, the velocity value
around the southern cluster (around 1.75 km/s) is lower than the true value (2.0
km/s). This suggests that body wave tomography may produce biases in the
results around the location of event clusters, caused by the trade off between
event locations and velocity values (see Figure 4.13): shallower event depths are
generally associated with a lower velocity value to fit the data. The standard
deviation model shows low uncertainties from the surface down to around 1.5 km
including in the low velocity areas around the southern cluster. This low velocity
anomaly is due to the fact that the initial source locations are shallower than
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the true locations, so in order to fit the data the model decreases the velocity
value at the location of event clusters (see Figure 4.13); this trade off creates
complex multimodality in the posterior pdf (see Figure 4.17a, b and c below),
and since random walk McMC algorithms are generally inefficient for multimodal
distributions the chains likely get stuck in modes that have lower velocities. By
contrast, in Figure 4.14 we show the results obtained from an inversion with source
parameters fixed at their true values. The mean velocity model shows almost the
same structure as the true model which again suggests that the non-uniquenesses
in the posterior velocity pdfs in the previous results are caused by non-linear trade
off between source parameters and velocity values. The standard deviation shows
very low uncertainties (< 0.2 km/s) across the whole section except in a small
area in the left corner where there are no events. It also shows slightly higher
uncertainties at the boundaries between layers which reflect uncertainty in layer
boundary locations similar to the uncertainty loops observed above (Zhang et al.,
2018). To give an idea of fit to the data, the simultaneous inversion of source
parameters and velocity model produces an average residual of 0.81 s while the
fixed-source inversion produces a residual of 0.80 s. Thus the two inversions
produce almost the same average fit to the data even though they give different
estimates of the velocity model; therefore one cannot discriminate the two models
based on data fit.
Figure 4.15 shows cross sections of the mean and standard deviation obtained
using joint inversion of both data types for both velocities and source parameters.
Though the mean velocity model shows slightly different velocity values in the
second and third layer compared to the previous two models, it is significantly
closer to the true model than that obtained from body wave tomography by
simultaneously inverting for source parameters and the velocity model. The
standard deviation model shows similar structures to those from the fixed-source
inversion, including higher uncertainties at the boundary of layers. Figure 4.16
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shows the true dispersion curve and the average dispersion curve calculated using
the mean velocity model. At longer periods (> 1.2 s) the average group velocities
fit the true values, whereas at shorter periods the average group velocities are
higher than true values which is probably caused by the bias produced by
body wave data (see Figure 4.12), or because the mean model is not a good
representation of the subsurface structure (Zhang & Curtis, 2019).
To better understand the results, in Figure 4.17 we show marginal posterior pdfs
obtained using the three methods at three different points (1, -1, 0.8), (1, -1, 1.0)
and (1, -1, 1.2) which cross the southern earthquake cluster in the above cross
sections. The marginal distributions obtained from body wave tomography show
complex multimodal distributions (Figure 4.17a, b and c) and are distributed away
from the true value (2 km/s). By contrast, most of the marginal distributions
obtained from joint inversion show a unimodal distribution concentrated around
the true value (Figure 4.17 e and f) other than a subtle multimodality in Figure
4.17d. The marginal distributions obtained from fixed-source inversion focus to
a unimodal distribution around the true value (Figure 4.17g, h and i). Thus, the
simultaneous inversion for source parameters and velocity model using only body
wave data can bias the results due to the trade off between source parameters and
velocity values. By including surface wave dispersion data in the inversion, this
problem can be resolved since surface wave data improve the velocity estimate.
Apart from joint inversion using both types of data, the results obtained using
surface wave tomography are also used as prior information for body wave
tomography to produce a more realistic velocity model. For example, velocity
models from surface wave tomography were used as a starting model for body
wave tomography (Rawlinson & Fishwick, 2012; Nunn et al., 2013). However in
those studies since surface wave data cannot constrain velocity models, trade-offs
between source parameters and velocity models could still bias the results and
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the resulting model can be inconsistent with surface wave data. Thus it is better
to jointly invert for a unified model using both types of data.
In the real data results, the high velocity anomaly at the location of the southern
cluster therefore may reflect the true structure of the subsurface, e.g., earthquake
asperities following previous interpretations (Lees, 1990; Eberhart-Phillips &
Michael, 1998; Chiarabba & Amato, 2003; Tajima et al., 2009; Li et al., 2013;
Zhang et al., 2013). However, since we still observe subtle multimodilities in the
joint inversion results, and the real Earth may have a more complex structure,
there is still the possibility that the details of the recovered model are obscured by
the trade off between source parameters and velocity models. The synthetic test
suggests that the trade off mainly affects the velocity structure at the location of
the southern earthquake cluster, so our results at least remain valid for most of
the subsurface.
The rj-McMC algorithm is generally not efficient for exploring complex multi-
modal distributions (Green & Hastie, 2009). In our body wave tomography syn-
thetic test, by simultaneously inverting for source parameters and velocity models
the chains may have got stuck at local modes and failed to find the true solution.
To reduce this issue, one could use a good initial model (as required by linearised
inversion) to ensure that the chains explore around the globally optimal solution.
In the real data inversions we used initial source parameters obtained using a 1D
initial model, so to further improve the results one could use a good 3D model to
estimate better initial locations. If no better model exists (as is often the case)
then that is not an option, so methods that are efficient for multimodal distribu-
tions can be used, for example grid search (Sen & Stoffa, 2013), non-Markovian
importance sampling (Lomax & Curtis, 2001; Lomax et al., 2009) and variational
inference methods (see Chapter 5).
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4.7 Conclusion
We implemented a Monte Carlo method to perform joint inversion using both
body wave arrival time data and surface wave dispersion data, and applied it at
a mining site located to the north of New Ollerton, Nottinghamshire, U.K, at
which induced seismicity occurs. The results show that by including surface wave
dispersion data the shallow structure can be better constrained because surface
waves are generally sensitive to the shallow structure, and this further improves
estimate of source parameters. We also observed a high velocity anomaly which
is correlated with one of the event clusters in the results. To further understand
this correlation, we performed inversions using synthetic data generated using the
same source and receiver distribution as in the real data experiment. The results
show that due to the trade off between source parameters and velocity values,
the inversion using only body wave data can produce biases; by including surface
wave dispersion data in the inversion the problem can be resolved. We conclude






In previous chapters, we used Monte Carlo sampling methods to solve seismic
tomographic problems, but they are generally computationally intractable for
large datasets and high-dimensional parameter spaces. In this chapter to extend
uncertainty analysis to larger systems we use variational inference methods to
conduct seismic tomography. In contrast to Monte Carlo sampling, variational
methods solve the Bayesian inference problem as an optimization problem, yet still
provide probabilistic results. In this study, we applied two variational methods,
automatic differential variational inference (ADVI) and Stein variational gradient
descent (SVGD), to 2D seismic tomography problems using both synthetic and
real data and we compare the results to those from two different Monte Carlo
sampling methods. The results show that variational inference methods can
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produce accurate approximations to the results of Monte Carlo sampling methods
at significantly lower computational cost, provided that gradients of parameters
with respect to data can be calculated efficiently. We expect that the methods
can be applied fruitfully to many other types of geophysical inverse problems.
5.2 Introduction
In a variety of geoscientific applications, scientists need to obtain maps of
subsurface properties in order to understand heterogeneity and processes taking
place within the Earth. Seismic tomography is a method that is widely used to
generate those maps. The maps of interest are usually parameterised in some way,
and data are recorded that can be used to constrain the parameters. Tomography
is therefore a parameter estimation problem, given the data and a physical
relationship between data and parameters; since the physical relationships usually
predict data given parameter values but not the reverse, seismic tomography
involves solving an inverse problem (Curtis & Snieder, 2002).
Tomographic problems can be solved using either the full, known physical rela-
tionships, or by first creating approximate, linearised physics. In the linearised
case, one usually seeks an optimal solution by minimizing the misfits between pre-
dicted data and observed data by iteratively linearising the physics around the
current best model and solving the linear system to update that model estimate.
Since most tomography problems are under-determined, some form of regular-
ization must be introduced to solve the system (Aki & Lee, 1976; Dziewonski &
Woodhouse, 1987; Iyer & Hirahara, 1993; Tarantola, 2005). However, regulariza-
tion is usually chosen using ad hoc criteria which introduces poorly understood
biases in the results; thus, valuable information can be concealed by regularization
(Zhdanov, 2002). Moreover, in nonlinear problems it is almost always impossible
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to estimate accurate uncertainties in results using linearised methods. There-
fore, partially or fully nonlinear tomographic methods have been introduced to
geophysics which require no linearisation and which provide accurate estimates
of uncertainty using a Bayesian probabilistic formulation of the parameter esti-
mation problem. These include Monte Carlo methods (Mosegaard & Tarantola,
1995; Sambridge, 1999; Malinverno et al., 2000; Malinverno, 2002; Malinverno &
Briggs, 2004; Bodin & Sambridge, 2009; Galetti et al., 2015, 2017; Zhang et al.,
2018) and methods based on neural networks (Röth & Tarantola, 1994; Devilee
et al., 1999; Meier et al., 2007a,b; Shahraeeni & Curtis, 2011; Shahraeeni et al.,
2012; Käufl et al., 2013, 2015; Earp & Curtis, 2019).
Bayesian methods use Bayes’ theorem to update a prior probability distribution
function (pdf – either a conditional density function or a discrete set of prob-
abilities) with new information from data. The prior pdf describes information
available about the parameters of interest prior to the inversion. Bayes’ theorem
combines the prior pdf with information derived from the data to produce the
total state of information about the parameters post inversion, described by a
so-called posterior pdf – this process is referred to as Bayesian inference. Thus,
in our case Bayesian inference is used to solve the tomographic inverse problem.
Monte Carlo methods generate a set (or chain) of samples from the posterior
pdf describing the probability distribution of the model given the observed data;
thereafter these samples can be used to estimate useful information about that pdf
(mean, standard deviation, etc.). The methods are quite general from a theoretical
point of view so that in principle they can be applied to any tomographic problems.
They have been extended to trans-dimensional inversion using the reversible
jump Markov chain Monte Carlo (rj-McMC) algorithm (Green, 1995), in which
the number of parameters (hence the dimensionality of parameter space) can
vary in the inversion. Consequently the parameterization itself can be simplified
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by adapting to the data which improves results on otherwise high-dimensional
problems (Malinverno et al., 2000; Bodin & Sambridge, 2009; Bodin et al., 2012;
Ray et al., 2013; Young et al., 2013; Galetti et al., 2015, 2017; Hawkins &
Sambridge, 2015; Piana Agostinetti et al., 2015; Burdick & Lekić, 2017; Galetti
& Curtis, 2018; Zhang et al., 2018, 2019). Although many applications have
been conducted using McMC sampling methods (previous references; Shen et al.,
2012, 2013; Zulfakriza et al., 2014; Zheng et al., 2017; Crowder et al., 2019), they
mainly address 1D or 2D tomography problems due to the high computational
expense of Monte Carlo methods. Some studies used McMC methods for fully
3D tomography using body wave travel time data (Hawkins & Sambridge, 2015;
Piana Agostinetti et al., 2015; Burdick & Lekić, 2017) and surface wave dispersion
(Zhang et al., 2018, 2019), but the methods demand enormous computational
resources. Even in the 1D or 2D case, McMC methods cannot easily be applied
to large datasets which are generally expensive to forward model given a set of
parameter values. Moreover, McMC methods tend to be inefficient at exploring
complex, multi-modal probability distributions (Sivia, 1996; Karlin, 2014), which
appear to be common in seismic tomography problems.
Neural network based methods offer an efficient alternative for certain classes of
tomography problems that will be solved many times with new data of the same
type. An initial set of Monte Carlo samples is taken from the prior probability
distribution over parameter space, and data are computationally forward modelled
for each parameter vector. Neural networks are flexible mappings that can
be regressed (trained) to emulate the mapping from data to parameter space
by fitting the set of examples of that mapping generated using Monte Carlo
(Bishop, 2006). The trained network then interpolates the inverse mapping
between the examples, and can be applied efficiently to any new, measured data
to estimate corresponding parameter values. The first geophysical application of
neural network tomography was Röth & Tarantola (1994), but that application
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did not estimate uncertainties. Forms of networks that estimate tomographic
uncertainties were introduced by Devilee et al. (1999) and Meier et al. (2007a,b)
and have been applied to surface and body wave tomography in 1D and 2D
problems (Meier et al., 2007a,b; Earp & Curtis, 2019). Nevertheless, neural
networks still suffer from the computational cost of generating the initial set
of training examples. That set may have to include many more samples than are
required for standard Bayesian MC, because the training set must span the prior
pdf whereas standard applications of MC tomography sample the posterior pdf
which is usually more tightly constrained. Neural networks have the advantage
that the training samples need only be calculated once for any number of data sets
whereas MC inversion must perform sampling for every new data set. However,
in high dimensional problems the cost of sampling may be prohibitive for both
MC and NN based methods due to the curse of dimensionality (the exponential
increase in the hypervolume of parameter space as the number of parameters
increases – Curtis & Lomax, 2001).
Variational inference provides a different way to solve a Bayesian inference
problem: within a predefined family of probability distributions, one seeks
an optimal approximation to a target distribution which in this case is the
Bayesian posterior pdf. This is achieved by minimizing the Kullback-Leibler
(KL) divergence (Kullback & Leibler, 1951) – a measure of the difference between
the approximate and target pdfs (Bishop, 2006; Blei et al., 2017). Since the
method casts the inference problem into an optimization problem, it can be
computationally more efficient than either MC sampling or neural network
methods, and provides better scaling to higher dimensional problems. Moreover,
it can be used to take advantage of methods such as stochastic optimization
(Robbins & Monro, 1951; Kubrusly & Gravier, 1973) and distributed optimization
by dividing large datasets into random minibatches – methods which are difficult
152 5.2 Introduction
to apply for McMC methods since they may break the reversibility property of
Markov chains which is required by most McMC methods.
In variational inference, the complexity of the approximating family of pdfs de-
termines the complexity of the optimization. A complex variational family is
generally more difficult to optimize than a simple family. Therefore, many ap-
plications are performed using simple mean-field approximation families (Bishop,
2006; Blei et al., 2017) and structured families (Saul & Jordan, 1996; Hoffman &
Blei, 2015). For example, in Geophysics the method has been used to invert for
the spatial distribution of geological facies given seismic data using a mean-field
approximation (Nawaz & Curtis, 2018, 2019).
Even using those simple families, applications of variational inference methods
usually involve tedious derivations and bespoke implementations for each type of
problem which restricts their applicability (Bishop, 2006; Blei et al., 2017; Nawaz
& Curtis, 2018, 2019). The simplicity of those families also affects the quality of
the approximation to complex distributions. To make variational methods easier
to use, "black box" variational inference methods have been proposed (Kingma
& Welling, 2013; Ranganath et al., 2014, 2016). Based on these ideas, Kucukelbir
et al. (2017) proposed an automatic variational inference method which can easily
be applied to many Bayesian inference problems. Another set of methods has been
proposed based on probability transformations (Rezende & Mohamed, 2015; Tran
et al., 2015; Liu & Wang, 2016; Marzouk et al., 2016); these methods optimise a
series of invertible transforms to approximate the target probability and in this
case it is possible to approximate arbitrary probability distributions.
We apply automatic differential variational inference (ADVI – Kucukelbir et al.,
2017) and Stein variational gradient descent (SVGD – Liu & Wang, 2016) to a
2D seismic tomography problem. In the following we first describe the basic idea
of variational inference, and then the ADVI and SVGD methods. In section 3 we
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apply the two methods to a simple 2D synthetic seismic tomography example and
compare their results with both fixed-dimensional McMC and rj-McMC. In section
4 we apply the two methods to real data from Grane field, North Sea, to study
the phase velocity map at 0.9 s and compare the results to those found using
rj-McMC. We thus demonstrate that variation inference methods can provide
efficient alternatives to McMC methods while still producing reasonably accurate
approximations to Bayesian posterior pdfs. Our aim is to introduce variational




Bayesian inference involves calculating or characterising a posterior probability
density function p(m|dobs) of model parameters m given the observed data dobs.





where p(dobs|m) is called the likelihood which is the probability of observing
data dobs if model m was true, p(m) is the prior which describes information
that is independent of the data, and p(dobs) is a normalization factor called the
evidence which is constant for a fixed model parameterization. The likelihood is
usually assumed to follow a Gaussian probability density function around the data
predicted synthetically from model m (using the known physical relationships),
as this is assumed to be a reasonable approximation to the pdf of uncertainties
or errors in the measured data, and because noise reduction is performed by
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stacking, which through the central limiting theorem implies the use of a Gaussian
distribution.
Variational inference approximates the above pdf p(m|dobs) using optimization.
First a family (set) of known distributions Q = {q(m)} is defined. The method
then seeks the best approximation to p(m|dobs) within that family by minimizing
the KL-divergence:
KL[q(m)||p(m|dobs)] = Eq[logq(m)]− Eq[logp(m|dobs)] (5.2)
where the expectation is taken with respect to distribution q(m). It can be
shown that KL[q||p] ≥ 0 and has zero value if and only if q(m) equals p(m|dobs)
(Kullback & Leibler, 1951). Distribution q∗(m) that minimizes the KL-divergence
is therefore the best approximation to p(m|dobs) within the family Q.
Combining equations (5.1) and (5.2), the KL-divergence becomes:
KL[q(m)||p(m|dobs)] = Eq[logq(m)]− Eq[logp(m,dobs)] + logp(dobs) (5.3)
The evidence term logp(dobs) generally cannot be calculated since it involves the
evaluation of a high dimensional integral which takes exponential time. Instead
we calculate the evidence lower bound (ELBO) which is equivalent to the KL-
divergence up to an unknown constant, and is obtained by rearranging equation
(5.3) and using the fact that KL[q||p] ≥ 0:
ELBO[q] = Eq[logp(m,dobs)]− Eq[logq(m)]
= logp(dobs)−KL[q(m)||p(m|dobs)]
(5.4)
Thus minimizing the KL-divergence is equivalent to maximizing the ELBO.
In variational inference, the choice of the variational family is important because
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the flexibility of the variational family determines the power of the approximation.
However, it is usually more difficult to optimize equation (5.4) over a complex
family than a simple family. Therefore, many applications are performed using
the mean-field variational family, which means that the parameters m are treated
as being mutually independent (Bishop, 2006; Blei et al., 2017). However,
even under that simplifying assumption, traditional variational methods require
tedious model-specific derivations and implementations, which restricts their
applicability to those problems for which derivations have been performed (e.g.,
Nawaz & Curtis, 2018, 2019). We therefore introduce two more general variational
methods: the automatic differential variational inference (ADVI) and the Stein
variational gradient descent (SVGD), which can both be applied to general inverse
problems.
5.3.2 Automatic differential variational inference (ADVI)
Kucukelbir et al. (2017) proposed a general variational method called automatic
differential variational inference (ADVI) based on a Gaussian variational family.
In ADVI, a model with constrained parameters is first transformed to a model
with unconstrained real-valued variables. For example, the velocity model m that
usually has hard bound constraints (such as velocity being greater than zero) can
be transformed to an unconstrained model θ = T (m), where T is an invertible
and differentiable function (Figure 5.1a and b). The joint probability p(m,dobs)
then becomes:
p(θ,dobs) = p(m,dobs)|detJT−1(θ)| (5.5)
where JT−1(θ) is the Jacobian matrix of the inverse of T which accounts for the
volume change of the transform. This transform makes the choice of variational
approximations independent of the original model since transformed variables lie
in the common unconstrained space of real numbers.
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Figure 5.1: An illustration of the workflow of ADVI. (a) An example of a posterior
pdf in the original positive half space of parameters m. (b) The posterior pdf in
the transformed real variable space θ (red) and an initial Gaussian approximation
(blue). (c) The posterior pdf (red) and the standard Gaussian distribution (blue) in
standardized variable η; gradients with respect to variational parameters are calculated
in this space. (d) and (e) show the posterior pdf (red) and the approximation obtained
using ADVI (blue) in the unconstrained real variable space and the original space,
respectively.
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In ADVI, we choose a Gaussian variational family (e.g., blue line in Figure 5.1b),
q(θ;φ) = N(θ|µ,Σ) = N(θ|µ,LLT ) (5.6)
where φ represents variational parameters µ and Σ, µ is the mean vector and Σ
is the covariance matrix. As in Kucukelbir et al. (2017) for computational purpose
we use a Cholesky factorization Σ = LLT where L is a lower-triangular matrix,
to re-parameterize the covariance matrix to ensure that it is positive semidefinite.
If Σ is a diagonal matrix, q reduces to a mean-field approximation in which the
variables are mutually independent; in order to include spatial correlations in the
velocity model we use a full-rank covariance matrix, noting that this incurs a
computational cost since it increases the number of variational parameters.
In the transformed space, the variational problem is solved by maximizing the
ELBO, written as L, with respect to variational parameters φ:











This is an optimization problem in an unconstrained space and can be solved using
gradient ascent methods without worrying about any constrains on the original
variables.
However, the gradients of variational parameters are not easy to calculate since the
ELBO involves expectations in a high dimensional space. We therefore transform
the Gaussian distribution q(θ;φ) into a standard Gaussian N(η|0, I) (Figure
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5.1c), by η = Rφ(θ) = L−1(θ − µ), thereafter the variational problem becomes:























where the first expectation is taken with respect to a standard Gaussian distri-
bution N(η|0, I). There is no Jacobian term related to this transform since the
determinant of the Jacobian is equal to one (Kucukelbir et al., 2017). The second
expectation −Eq[logq(θ)] is not transformed since it has a simple analytic form
as does its gradient (Kucukelbir et al., 2017) – see Appendix A.
Since the distribution with respect to which the expectation is taken now does
not depend on variational parameters, the gradient with respect to variational
parameters can be calculated by exchanging the expectation and derivative
according to the dominated convergence theorem (Çınlar, 2011) and by applying















where the expectation is computed with respect to a standard Gaussian distribu-
tion, which can be estimated by Monte Carlo (MC) integration. MC integration
provides a noisy, unbiased estimation of the expectation and its accuracy increases
with the number of samples. Nevertheless, it has been shown that in practice a
low number or even a single sample can be sufficient at each iteration since the
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mean is taken with respect to the standard Gaussian distribution (see discussions
and experiments in Kucukelbir et al., 2017). For distributions p(m,dobs) for which
the gradients have analytic forms, the whole process of computing gradients can
be automated (Kucukelbir et al., 2017), hence the name "automatic differential".
We can then use a gradient ascent method to update the variational parameters
and obtain an approximation to the pdf p(m|dobs) (e.g. Figure 5.1d).
Note that although the method is based on Gaussian variational approximations,
the actual shape of the approximation to the posterior p(m|dobs) over the original
parameters m is determined by the transform T (Figure 5.1e). It is difficult
to determine an optimal transform since that is related to the properties of the
unknown posterior (Kucukelbir et al., 2017). In this study we use a commonly-
used invertible logarithmic transform (Team et al., 2016),
θi = T (mi) = log(mi − ai)− log(bi −mi)
mi = T




where mi represents each original constrained parameter, θi is the transformed
unconstrained variable, ai is the original lower bound and bi the upper bound on
mi. Therefore the quality of the ADVI approximation is limited by the Gaussian
approximation in the unconstrained space and by the specific transform T in
equation (5.11).
To illustrate the effects of the transform in equation (5.11), we show an example in
Figure 5.2. The original variable lies in a constrained space between 0.5 and 3.0 (a
typical phase velocity range of seismic surface waves). The space is transformed
to an unconstrained space using equation (5.11). If, as in ADVI we assume a
standard Gaussian distribution in the transformed space (blue area in Figure 5.2),
the associated probability distribution in the original space is shown in orange
in Figure 5.2. The actual shape of the distribution in the original space is not
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Figure 5.2: An illustration of the transform in equation (5.11). The original variable
is in a constrained space between 0.5 and 3.0. The blue area shows a standard Gaussian
distribution in the transformed unconstrained space and the orange area shows the
associated probability distribution in the original space. The probability distributions
are estimated using Monte Carlo samples.
Gaussian but is determined by the transform T in equation (5.11). However, under
this choice of T it is likely that the probability distribution in the original space is
still unimodal. We thus see that ADVI provides a unimodal approximation of the
target posterior pdf around a local optimal parameter estimate. This suggests that
the method will not be effective for multimodal distributions, and the estimated
probability distribution depends on the initial value of µ and Σ (Kucukelbir et al.,
2017). However, since the maximum a posteriori probability (MAP) estimate has
been shown to be effective for parameter estimation in practice, the ADVI method
could still be used to provide a good approximation of the distribution around a
MAP estimate.
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5.3.3 Stein variational gradient descent (SVGD)
In practice most applications of variational inference use simple families of
posterior approximations such as a Gaussian approximation (Kucukelbir et al.,
2017), mean-field approximations (Blei et al., 2017; Nawaz & Curtis, 2018,
2019) or other simple structured families (Saul & Jordan, 1996; Hoffman &
Blei, 2015). These simple choices significantly restrict the quality of derived
posterior approximations. In order to employ a broader family of variational
approximations, variational methods based on invertible transforms have been
proposed (Rezende & Mohamed, 2015; Tran et al., 2015; Marzouk et al., 2016).
In these methods instead of choosing specific forms for variational approximations,
a series of invertible transforms are applied to an initial distribution, and these
transforms are optimized by minimizing the KL-divergence. This provides a way
to approximate arbitrary posterior distributions since a pdf can be transformed
to any other pdf as long as the probability measures are absolutely continuous.
Stein variational gradient descent (SVGD) is one such algorithm based on an
incremental transform (Liu & Wang, 2016). In SVGD, a smooth transform
T (m) = m + εφ(m) is used, where m = [m1, ...,md] and mi is the ith parameter,
and φ(m) = [φ1, ..., φd] is a smooth vector function that describes the perturbation
direction and where ε is the magnitude of the perturbation. It can be shown that
when ε is sufficiently small, the transform is invertible since the Jacobian of the
transform is close to an identity matrix (Liu & Wang, 2016). Say qT (m) is the
transformed probability distribution of the initial distribution q(m). Then the
gradient of KL-divergence with respect to ε can be computed as (see Appendix
C):
∇εKL[qT ||p] |ε=0 = −Eq [trace (Apφ(m))] (5.12)
where Ap is the Stein operator such that Apφ(m) = ∇mlogp(m)φ(m)T +
∇mφ(m). This suggests that maximizing the right-hand expectation with respect
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to q(m) gives the steepest descent of the KL-divergence, and consequently the
KL-divergence can be minimized iteratively.
It can be shown that the negative gradient of the KL-divergence in equation (5.12)
can be maximized by using the kernelized Stein discrepancy (Liu et al., 2016). For
two continuous probability densities p and q, the Stein discrepancy for a function
φ in a function set F is defined as:
S[q, p] = arg max
φ∈F
{[Eqtrace (Apφ(m))]2} (5.13)
The Stein discrepancy provides another way to quantify the difference between
two distribution densities (Stein et al., 1972; Gorham & Mackey, 2015). However
the Stein discrepancy is not easy to compute for general F. Therefore, Liu et al.
(2016) proposed a kernelized Stein discrepancy by maximizing equation (5.13) in
the unit ball of a reproducing kernel Hilbert space (RKHS) as follows.
A Hilbert space is a space H on which an inner product <,>H is defined. A
function is called a kernel if there exists a real Hilbert space and a function ϕ such
that k(x, y) =< ϕ(x), ϕ(y) >H (Gretton, 2013). A kernel is said to be positive-
definite if the matrix defined by Kij = k(xi, xj) is positive definite. Assuming a
positive definite kernel k(m,m′) on M×M, its reproducing kernel Hilbert space











i). The RKHS has an important reproducing property, that
is, f(x) =< f(x′), k(x′, x) >H, such that the evaluation of a function f at x can be
represented as an inner product in the Hilbert space. In a RKHS, the kernelized
Stein discrepancy can be defined as (Liu et al., 2016)
S[q, p] = arg max
φ∈Hd
{Eq [trace (Apφ(m))]2 , s.t. ||φ||Hd ≤ 1} (5.14)
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where Hd is the RKHS of d-dimensional vector functions. The right side of
equation (5.14) is found to be equal to,




and for which we have S[q, p] = ||φ∗q,p(m)||2Hd . Thus the optimal φ in equation
(5.12) is φ∗ and ∇εKL[qT ||p] |ε=0 = −
√
S[q, p].
Given the above solution, the SVGD works as follows: we start from an initial
distribution q0, then apply the transform T ∗0 (m) = m+εφ
∗
q0,p
(m) where we absorb
the normalization term in equation (5.15) into ε; this updates q0 to q[T0] with a
decrease in the KL-divergence of ε ∗
√
S[q, p]. This process is iterated to obtain
an approximation of the posterior p:
ql+1 = ql[T ∗l ], where T
∗




and for sufficiently small {εl} the process eventually converges to the posterior
pdf p. Note that a large stepsize may lead the Jacobian matrix of transform T to
be singular, which in turn makes the approximation probability fail to converge
to the true posterior (Liu, 2017).
To calculate the expectation in equation (5.16) we start from a set of particles
(models) generated using q0, and at each step the φ∗q,p(m) can be estimated by
computing the mean in equation (5.16) using those particles. Each particle is
then updated using the transform in equation (5.17), and those particles will form
better approximations to the posterior as the iteration proceeds. This suggests
the following algorithm which is schematically represented in Figure 5.3:
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Figure 5.3: An illustration of the SVGD algorithm. The initial pdf is represented
by the density of a set of particles (red histogram) in the top plot. The particles are
then updated using a smooth transform T (x) = x + εφ∗(x), where φ∗ is found in a
reproducing kernel Hilbert space (RKHS). (a) An example of a posterior pdf (blue
line) and an initial distribution (red histogram). (b) The approximating probability
distribution after 5 iterations. (c) The approximating probability distribution after
500 iterations.
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1. Draw a set of particles {m0i }ni=1 from an initial pdf estimate (e.g., the prior).





















and εl is the step size at iteration l.
3. Calculate the density of the final set of particles {m∗i }ni=1 which approxi-
mates the posterior probability density function.
For kernel k(m,m′) we use the radial basis function k(m,m′) = exp(− 1
h
||m −
m′||2, where h is taken to be d̃2/log n where d̃ is the median of pairwise
distances between all particles. This choice of h is based on the intuition that∑
j k(mi,mj) ≈ nexp(−
1
h
d̃2) = 1, so that for particle mi the contribution from
its own gradient and the influence from the other particles in equation (5.19)
are balanced (Liu & Wang, 2016). For the radial basis function kernel the





(m −mj)k(mj,m), which drives
the particle m away from neighbouring particles for which the kernel takes large
values. Therefore the second term in equation (5.19) acts as a repulsive force
preventing particles from collapsing to a single mode, while the first term moves
particles towards local high probability areas using the kernel-weighted gradient.
If in the kernel h → 0, the algorithm falls into independent gradient ascent that
maximizes logp for each particle.
Note that since SVGD uses kernelized Stein discrepancy, the choice of kernels
may affect the efficiency of the algorithm. In this study we used a commonly
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used kernel: a radial basis function. However, in some cases other kernels may
provide a more efficient algorithm, for example, an inverse multiquadric kernel
(Gorham & Mackey, 2017), a Hessian kernel (Detommaso et al., 2018) and kernels
on Riemannian fold (Liu & Zhu, 2018).
In SVGD, the accuracy of the approximation increases with the number of
particles. It has been shown that compared to other particle-based methods, e.g.,
sequential Monte Carlo methods (Smith, 2013), SVGD requires fewer samples to
achieve the same accuracy which makes it a more efficient method (Liu & Wang,
2016). In contrast to sequential Monte Carlo which is a stochastic process, SVGD
acts as a deterministic sampling method. If only one particle is used, the second
term in equation (5.19) becomes zero and the method reduces to a typical gradient
ascent towards the model with the maximum a posterior (MAP) pdf value. This
suggests that even for a small number of particles the method could still produce
a good parameter estimate since MAP estimation can be an effective method in
practice.
In seismic tomography velocities are usually constrained to lie within a given
velocity range. In order to ensure that velocities always lie within the constrains,
we first apply the same transform used in ADVI (equation 5.11) so that the
parameters are in an unconstrained space. We can then simply use equation
(5.18) to update particles without explicitly considering the constrains on seismic
velocities. The final seismic velocities can be obtained by transforming particles
back to the constrained space.
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5.4 Synthetic tests
We first apply the above methods to a simple 2D synthetic example similar to
that in Galetti et al. (2015). The true model is a homogeneous background with
velocity 2 km/s containing a circular low velocity anomaly with a radius of 2
km with velocity 1 km/s. The 16 receivers are evenly distributed around the
anomaly approximating a circular acquisition geometry with radius 4 km (Figure
5.4). Each receiver is also treated as a source to simulate a typical ambient noise
interferometry experiment (Campillo & Paul, 2003; Curtis et al., 2006; Galetti
et al., 2015). This produces a total of 120 inter-receiver travel time data, each of
which is computed using a fast marching method of solving the Eikonal equation
over a 100× 100 gridded discretisation in space (Rawlinson & Sambridge, 2004).
For variational inversions we use a fixed 21× 21 grid of cells to parameterize the
velocity model m. The noise level is fixed to be 0.05 s (< 5 percent of travel
times) for all inversions. The prior pdf of the velocity in each cell is set to be
a Uniform distribution between 0.5 km/s and 3.0 km/s to encompass the true
model. Travel times are calculated using the same fast marching method as above
over a 100 × 100 grid, but using the lower spatial resolution of model properties
parameterized in m. The gradients for velocity models are calculated by tracing
rays backwards from receiver to (virtual) source using the gradient of the travel
time field for each receiver pair (Rawlinson & Sambridge, 2004). For ADVI, the
initial mean of the Gaussian distribution in the transformed space is chosen to be
the value which is the transform of the mean value of the prior in the original space,
and the initial covariance matrix is simply set to be an identity matrix. We then
used 10,000 iterations to update the variational parameters (µ and Σ). In order
to visualize the results, we generated 5,000 models from the final approximate
posterior probability density in the original space and computed their mean and
standard deviation. For SVGD, we used 800 particles generated from the prior pdf
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Figure 5.4: The true velocity model and receivers (white triangle) used in the
synthetic test. Sources are at the same locations as receivers to simulate a typical
ambient noise experiment.
and transformed to an unconstrained space using equation (5.11). Each particle
is then updated using equation (5.17) for 500 iterations, then transformed back
to seismic velocity. The mean and standard deviation are then calculated using
the values of those particles.
To demonstrate the variational methods we compare the results with the fixed-
dimensional Metropolis-Hastings McMC (MH-McMC) method (Metropolis &
Ulam, 1949; Hastings, 1970; Mosegaard & Tarantola, 1995; Malinverno et al.,
2000) and the rj-McMC method (Green, 1995; Bodin & Sambridge, 2009; Galetti
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Figure 5.5: The mean (left) and standard deviation (right) found using ADVI. The
red pluses show locations which are referred to in the main text.
et al., 2015; Zhang et al., 2018). For MH-McMC inversion we used the same
parameterization as for the variational methods (a 21 × 21 grid). A Gaussian
perturbation is used as the proposal distribution used to generate potential McMC
samples, for which the step length is chosen by trial and error to give an acceptance
ratio between 20 and 50 percent. We used a total of 6 chains, each of which used
2,000,000 iterations with a burn-in period of 1,000,000 iterations. To reduce the
correlation between samples we only retain every 50th sample in each chain after
the burn-in period. The mean and standard deviation are then calculated using
those samples. For rj-McMC inversion we use Voronoi cells to parameterize the
model (Bodin & Sambridge, 2009), for which the prior pdf of the number of cells
is set to be a Uniform distribution between 4 and 100. The proposal distribution
for fixed-dimensional steps (changing the velocity of a cell or moving a cell) is
chosen in a similar way as in MH-McMC. For trans-dimensional steps (adding or
deleting a cell) the proposal distribution is chosen as the prior pdf (Zhang et al.,
2018). We used a total of 6 chains, each of which contained 500,000 iterations
with a burn-in period of 300,000. Similarly to the fixed-dimensional inversion the
chain was thinned by a factor of 50 post burn-in.
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Figure 5.6: The mean (left) and standard deviation (right) found using SVGD. The
red pluses show locations which are referred to in the main text.
5.4.1 Results
Figure 5.5 shows the mean and standard deviation calculated using ADVI. The
mean model successfully recovers the low velocity anomaly within the receiver
array except that the velocity value is slightly higher (∼ 1.2 km/s) than the true
value (1.0 km/s). Between the location of the central anomaly and that of the
receiver array there is a slightly lower velocity loop. The standard deviation map
shows standard deviations similar to that of the prior (0.72 km/s) outside of the
array, and clearly higher uncertainties at the location of the central anomaly. The
standard deviations around the central anomaly are slightly higher than those at
the center. Figure 5.6 shows the results from SVGD. Similarly, the velocity of
the low velocity anomaly (∼ 1.2 km/s) is slightly higher than the true value and
a slightly lower velocity loop is also observed between the central anomaly and
the receiver array. There is a clear higher uncertainty loop around the central
anomaly; this has been observed previously and represent uncertainty due to the
trade-off between the velocity of the anomaly and its shape (Galetti et al., 2015;
Zhang et al., 2018). There is also another higher uncertainty loop associated with
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the lower velocity loop between the central anomaly and the receiver array. In
contrast to this result, the loop cannot be observed in the results of ADVI.
To validate and better understand these results, Figure 5.7 shows the results from
MH-McMC. The mean velocity model is very similar to the results from ADVI
and SVGD. For example, the velocity value of the low velocity anomaly is higher
than the true value, which suggests that the mean value of the posterior under
the specified parameterization is genuinely biased towards higher values than the
true value. A lower velocity loop is also observed between the circular anomaly
and the receiver array. The standard deviation map shows similar results to
those from SVGD: there is a higher uncertainty loop around the central anomaly
and another one associated with the lower velocity loop between the circular
anomaly and the receiver array. The latter loop suggests that this area is not
well constrained by the data, and therefore the mean velocity tends towards the
mean value of the prior which is lower than the true value. We do not observe
the clear higher uncertainty loops in the result of ADVI which may be due to
the Gaussian approximation which is used to fit a non-Gaussian posterior. In
Figure 5.8 we show the results from rj-McMC. Compared to the results from the
fixed-parameterization inversions, the mean velocity is a more accurate estimate
of the true model and uncertainty across the model is also lower. For example,
the middle low velocity anomaly has almost the same value as the true model
and has standard deviation of only ∼ 0.3 km/s compared to values significantly
greater than 0.3 km/s for all other methods. Between the middle anomaly and
the receivers, the model is determined better than in the fixed-paramterization
inversions (with a standard deviation smaller than 0.1 km/s). This is because in
rj-McMC the model parameterization adapts to the data which usually results in
a lower-dimensional parameter space due to the natural parsimony of the method.
For example, the average dimensionality of the parameter space in the rj-McMC
inversion is around 10; for comparison the fixed-parameterization inversions all
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have dimensionality fixed to be 441. The standard deviation map from the rj-
McMC also shows a clear higher uncertainty loop within the array around the
low velocity anomaly, and high uncertainties outside of the array where there is
no data coverage.
The results in Figure 5.8 do not show the double-loop uncertainty structure
that is observed in the SVGD and MH-McMC results. The rj-McMC method
contains an implicit natural parsimony – the method tends to use fewer rather
than more cells whenever possible. While this may be useful in order to reduce
the dimensionality of parameter space, it is also possible that it causes some
detailed features of the velocity or uncertainty structure to be omitted, much like
a smoothing regularization condition in other tomographic methods. Since the
double-loop structure appears to be a robust feature of the image uncertainty, we
assume that the parsimony has indeed regularised some of the image structure
out of the rj-McMC results.
Note that the result from rj-McMC is fundamentally different from results
obtained using the fixed-parameterization inversions (ADVI, SVGD and MH-
McMC) because of its entirely different parameterization. While the other
inversion results are parameterized with a regular grid and can themselves
be regarded as pixelated images, rj-McMC produces a set of models that
are vectors containing positions and velocities of Voronoi cells, which can be
translated to an image on a regular grid (Figure 5.9). Note that the Voronoi
parametrization imposes prior restricts on the models, for example, the points
in the image within each Voronoi cell have the same vleocity. As a result rj-
McMC produces very different results as those obtained using the other methods.
In fact the choice of parameterizaiton in rj-McMC imposes restricts on models
and different parameterizations can produce very different standard deviation
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Figure 5.7: The mean (left) and standard deviation (right) found using MH-McMC.
The red pluses show the point location which are referred to in the text.
structures (Hawkins et al., 2019). Thus the results of rj-McMC should be
interpreted along with the specific parameterization.
To further analyse the results, in Figure 5.10 we show marginal probability
distributions from the different inversion methods at three points (plus signs in
Figure 5.5, 5.6, 5.7, and 5.8): point (0, 0) at the middle of the model, point (1.8,
0) at the boundary of the low velocity anomaly which has higher uncertainties,
and point (3, 0) which also has higher uncertainties in the results from SVGD
and MH-McMC. Due to symmetries of the model, marginal distributions at
these three points are sufficient to reflect much of the entire set of single-
parameter marginal probability distributions. At point (0, 0), the three fixed-
parameterization methods produce similar marginal probability distributions.
However, the marginal distribution from rj-McMC is narrower and concentrates
around the true solution (1.0 km/s). This is likely due to the fact that in rj-McMC
we have a much smaller parameter space than in the fixed-parameterization
inversions. To assess the convergence we show the marginal distributions obtained
by doubling the number of iterations in ADVI and SVGD with an red line in
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Figure 5.8: The mean (left) and standard deviation (right) found using trans-
dimensional rj-McMC. The red pluses show the point location which are referred to
in the text.
Figure 5.9: Two examples of the models sampled using rj-McMC algorithm.
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Figure 5.10a and b. The results show that increasing iterations only slightly
improves the marginal distributions, suggesting that they have nearly converged.
The black line in Figure 5.10b shows the marginal distribution obtained using
more particles (1,600) with the same number of iterations (500). The result is
almost the same as the result obtained using the original set of particles which
suggests that 800 particles are sufficient in this case. At point (1.8, 0), the
marginal distributions from the three fixed-parameterization inversions become
broader which explains the higher uncertainty loops observed in the standard
deviation maps. The distribution from ADVI is more centrally focussed than the
other two, which is again suggestive of the limitations of that method caused by
the Gaussian approximation. The distributions from SVGD and MH-McMC are
more similar to each other and are close to the prior – a Uniform distribution –
which suggests that the area is not well constrained by the data. By contrast, the
result from rj-McMC shows a clearly multimodal distribution with one mode
centred around the velocity of the anomaly (1 km/s) and the other around
the background velocity (2 km/s) as discussed in Galetti et al. (2015). This
multimodal distribution reflects the fact that it is not clear whether this point is
inside or outside of the anomaly which produces the higher uncertainty loop in the
standard deviation map. This suggests that there are different causes of the higher
uncertainty loops in the different models. In the fixed-parameterization inversions
(ADVI, SVGD and MH-McMC) the higher uncertainty loops are mainly caused
by the low resolution of the data at the boundary of the low velocity anomaly
which produces broader marginal distributions. In the rj-McMC inversion, the
higher uncertainty loops are mainly caused by multimodality in the posterior pdf.
At point (3.0, 0) similarly to the point (0, 0), the marginal distributions from the
three fixed-parameterization inversions have similar shape and are much broader
than the result from rj-McMC. Compared to the results from SVGD and MH-
McMC, the result from ADVI again shows a more centrally-focussed distribution
reminiscent of the Gaussian limitation implicit in ADVI. In the result of rj-McMC
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the marginal distribution concentrates to a very narrow distribution around the
true value. Overall the marginal distributions from the fixed-parameterization
inversions are broader than the result from rj-McMC due to their far larger
parameter space. Note that although the marginal distributions from SVGD
and MH-McMC have slightly different shape which causes differences in the
magnitudes of their standard deviation maps, the maps are essentially similar from
these quite different methods which suggests that the results are (approximately)
correct.
5.4.2 Computational cost
Table 1 summarises the computational cost of the different methods. ADVI
involves 10,000 forward simulations which takes 0.45 CPU hours. However, note
that in ADVI we used the full-rank covariance matrix which becomes huge in high
dimensional parameter spaces which could makes the method inefficient. SVGD
involves 400,000 forward simulations which takes 8.53 CPU hours. This appears
to make it less efficient than ADVI, however SVGD can produce a more accurate
approximation to the posterior pdf than ADVI which is limited by the Gaussian
approximation. Note that SVGD can easily be parallelized by computing the
gradients in equation (5.19) in parallel, making the method more time-efficient.
For example, the above example takes 0.97 hours when parallelized using 10 cores.
In comparison, MH-McMC requires 2,000,000 simulations for one chain which
takes about 80.05 CPU hours, so for all 6 chains it requires 480.3 CPU hours in
total. The rj-McMC run involved 500,000 simulations for one chain which takes
about 17.1 CPU hours, so 102.6 CPU hours in total for 6 chains. The Monte Carlo
methods use evaluations of the likelihood and prior distribution at each sample
whereas both variational methods also deploy the information in the various
gradients in equations 5.9, 5.10 and 5.19. The number of simulations is therefore
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Figure 5.10: The marginal posterior pdfs of velocity at three points (pluses in Figure
3,4,5,6) derived using different methods. (a), (b), (c) and (d) show the marginal
posterior distributions of velocity at the point (0,0) from ADVI, SVGD, MH-McMC
and rj-McMC respectively. (e), (f), (g) and (h) show the marginal distributions at
the point (1.8,0) from the four methods respectively, and (i), (j), (k) and (l) show
the marginal distributions at the point (3,0) from the four methods respectively. The
red lines in (a) and (b) are marginal distributions obtained by doubling the number
of iterations and the black line in (b) shows the marginal distribution obtained using
1,600 particles.
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not a good metric to compare the four methods, since the gradients in this case
are calculated by ray tracing which require more calculations per simulation in
Table 1 compared to MC. CPU hours is a fairer metric for comparison, but of
course this depends on the mechanism by which gradients are obtained: in other
forward or inverse problems it is even possible that the variational methods take
longer than Monte Carlo if estimating gradients requires extensive computation.
In the comparison in Table 1, rj-McMC is more efficient than MH-McMC due to
the fact that rj-McMC explores a much smaller parameter space than the fixed
parameterization in MH-McMC. However, note that this might not always be true
since trans-dimensional steps in rj-McMC usually have a very low probability of
being accepted (Bodin & Sambridge, 2009; Zhang et al., 2018) and the method
is generally significantly more difficult to tune (Green & Hastie, 2009). Overall,
obtaining solutions from variational methods (ADVI, SVGD) is more efficient
than Monte Carlo methods since they turn the Bayesian inference problem
into an optimization problem. This also makes variational inference methods
applicable to larger-datasets, and offers the advantage that very large datasets can
be divided into random minibatches and inverted using stochastic optimization
(Robbins & Monro, 1951; Kubrusly & Gravier, 1973) together with distributed
computation. Monte Carlo methods are very computationally expensive for large
datasets. Of course, the above comparison depends on the methods used to
assess convergence for each method, which introduces some subjectivity in the
comparison so that the absolute time required by each method may not be
entirely accurate. Nevertheless, from all tests that we have conducted it is clear
that variational methods produce solutions far more efficiently than Monte Carlo
methods.
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Table 5.1: The comparison of computational cost for all 4 methods





5.5 Application to Grane field
The Grane field is situated in the North Sea, and contains a permanent moni-
toring system composed of 3458 four-component sensors measuring 3 orthogonal
components of particle velocity and water pressure variations due to passing seis-
mic waves. This allows us to use ambient seismic noise tomography to study
the subsurface of the field. To reduce the computational cost, in this study we
down-sampled the number of receivers by a factor of 10 which results in 346
receivers, and we only used 35 receivers as virtual sources (Figure 5.11). Cross-
correlations are computed between vertical component recordings at pairs consist-
ing of a virtual source and a receiver using half-hour time segments, and the set of
correlations for each pair were stacked over 6.5 hours. This process produces ap-
proximate virtual-source seismograms of Rayleigh-type Scholte waves (Campillo
& Paul, 2003; Shapiro et al., 2005; Curtis et al., 2006). Phase velocity dispersion
curves for each (virtual) source-receiver pair are then automatically picked using
an image transformation technique: for all processing details see Chapter 3 which
presents a complete ambient noise analysis of the field and presents tomographic
phase velocity maps at various frequencies as well as estimated shear-velocity
structure of the near seabed subsurface. Here we use the recording phase velocity
data at 0.9s period.
We apply the variational inference methods ADVI and SVGD, and rj-McMC to
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the data to obtain phase velocity maps at 0.9 s and compare the results. For
variational methods, the field is parametrized using a regular 26× 71 grid with a
spacing of 0.2 km at both x and y directions giving a velocity model dimensionality
of 1846. Due to its computational cost in high dimensional spaces we do not
apply MH-McMC. The data noise level is set to be 0.05 s, which is an average
value estimated by the hierarchical Bayesian Monte Carlo inversion in Chapter
3. The prior pdf of phase velocity in each model cell is set to be a Uniform
distribution between 0.35 km/s and 0.55 km/s, which is selected to be wider than
the minimum (0.4 km/s) and maximum (0.5 km/s) phase velocity picked from
cross-correlations. We then applied 10,000 iterations for ADVI and for SVGD
we used 1000 particles and 500 iterations. Similarly to the synthetic test above
for rj-McMC we use Voronoi cells to parameterize the model. The prior pdf of
the number of cells is set to be a discrete Uniform distribution between 30 and
200, and the data noise level is estimated hierarchically during the inversion (see
Chapter 2). Proposal distributions are the same as in the synthetic test above.
We used a total of 16 chains, each of which contains 800,000 iterations including
a burn-in period of 400,000. To reduce the correlation between samples we only
retain every 50th sample post burn-in for our final ensemble.
Figure 5.12 shows the mean and standard deviation maps from ADVI. The mean
phase velocity map shows a clear low velocity anomaly around the centre of
the field from Y=6 km to Y=10 km and another at the western edge between
Y=8 km and Y=10 km. These were also observed in Chapter 3 using Eikonal
tomography, where we showed that they are correlated with areas of higher density
of pockmarks on the seabed, suggesting that they are caused by near surface fluid
flow effects. At the western edge between Y=6 km and Y=8 km and at the
northwestern edge there are high velocity anomalies which were also observed
in the results in Chapter 3. In the north between Y=11 km and Y=12 km and
along the eastern edge between Y=7 km and Y=10 km the model shows some low
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Figure 5.11: The distribution of receiver (blue and red triangles) across the Grane
field used in this study. Red triangles show the receivers that were used as virtual
sources. The blue plus in the inset map shows the location of Grane field.
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Figure 5.12: The mean (left) and standard deviation map (right) from ADVI.
velocity anomalies. Moreover, there are some small anomalies distributed across
the field. For example, to the south of the central low velocity anomaly around
Y=6 km there are several other low velocity anomalies. Similarly there is a small
low velocity anomaly and a small high velocity anomaly in the south of the field
around Y=2.5 km, and a small high velocity anomaly in the north around Y=10.5
km.
Overall the standard deviation map shows that uncertainty in the west is lower
than in the east. At the western edge there are some low uncertainty areas which
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Figure 5.13: The mean (left) and standard deviation map (right) from SVGD.
are associated with velocity anomalies. For example, the low uncertainty area
between Y=6 km and Y=8 km is associated with the high velocity anomaly at
the same location. Similarly the high velocity anomaly at the northwestern edge
around Y=12 km shows a lower uncertainty, and the middle low velocity anomaly
also shows slightly lower uncertainties. This might suggest that these velocity
structures are well-constrained by the data. However, in the synthetic tests we
noticed that the ADVI can produce biased standard deviation maps due to the
Gaussian approximation, so these uncertainty properties may not be robust.
184 5.5 Application to Grane field
Figure 5.14: The mean (left) and standard deviation map (right) from rj-McMC.
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We show the mean and standard deviation maps obtained using SVGD in Figure
5.13. The mean velocity map shows very similar structures to the result from
ADVI, except that the velocity magnitudes are slightly different. For example,
we observe the central low velocity anomaly and one at the western edge which
appeared in the mean velocity map from ADVI and are related to the density
distribution of pockmarks. Similarly there are high velocity anomalies at the
western edge and a low velocity anomaly at the eastern edge. Even for more
detailed structure, e.g., the low velocity anomalies at the north (Y > 10 km), the
low velocity anomalies around Y=6 km and the small velocity anomalies around
Y=2.5 km, the two results show highly consistent properties between the two
methods. This suggests that we have obtained accurate mean phase velocity
maps given the fixed, gridded model parameterization and the observed data.
Despite the similarity in the mean results, the standard deviation map from SVGD
is quite different from the results from ADVI, which is consistent with similar
variations that we observed in the synthetic tests. For example, there is no clear
magnitude difference between the west and the east as appeared in the result
from ADVI. There is a clear low uncertainty area associated with the central
low velocity anomaly, which is slightly lower in magnitude than the result from
ADVI. Similarly there is a slightly lower uncertainty area at the western edge
associated with the low velocity anomaly at the same location. The south-central
low velocity anomaly around Y=6 km also exhibits relatively lower uncertainties,
which suggests that those small low velocity anomalies in this area may reflect true
properties of the subsurface. Similarly there are some low uncertainty structures
at the north around Y= 11 km which are associated with low velocity anomalies.
Note that due to the Gaussian approximation in ADVI, the standard deviation
results from SVGD show different magnitudes as we saw in the synthetic tests.
Figure 5.14 shows the mean and standard deviation maps obtained from rj-McMC.
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The mean velocity map shows broadly similar structures to the results from ADVI
and SVGD. For example, we also observed the middle low velocity anomaly, the
low velocity anomalies at the western and eastern edges and the high velocity
anomalies at the western edge. However, compared to the previous results these
structures are smoother which is probably caused by the natural parsimony that is
implicit within the rj-McMC inversion method (Green, 1995; Bodin & Sambridge,
2009) similarly to the synthetic tests above. The small velocity anomalies in the
previous results disappear in the result from rj-McMC; this may also be caused
by the natural parsimony of rj-McMC, or by overfitting of data in the variational
methods due to the fixed parameterization. However, the small high and low
velocity anomalies around Y=2.5 km and around Y=10.5 km still exist, which
suggests that these detailed velocity structures may represent real properties of
the subsurface (or are caused by a consistent bias in the data).
Similarly to the synthetic tests, the standard deviation map from rj-McMC shows
significantly smaller uncertainties (< 0.01 km/s) than the results from ADVI
(∼ 0.04 km/s) and SVGD (∼ 0.055 km/s), which is probably caused by a lower
dimensionality of parameter space used in rj-McMC (around 60 Voronoi cells were
used) than in variational methods (1846), resulting in fewer trade-offs between
parameters. However, there are higher uncertainties at the location of the small
velocity anomalies at Y=2.5 km and at Y=10.5 km, which is probably due to the
fact that not all chains found these small structures.
In the inversion, ADVI involved 10,000 forward simulations which took 5.1 CPU
hours and SVGD involved 500,000 forward simulations which required 141.8 CPU
hours. By contrast the rj-McMC involved 12,800,000 forward simulations to
obtain an acceptable result which required 1,866.1 CPU hours. In real time,
SVGD was in fact parallelised using 12 cores which took 12.1 hours to run,
while rj-McMC was parallelised using 16 cores which therefore took about 5 days.
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We conclude that, although the variational methods produce higher uncertainty
estimates, they can produce similar parameter estimates (mean velocity) at hugely
reduced computational cost, and indeed our synthetic tests suggest that the
variational SVGD image uncertainty results may in fact be more correct.
5.6 Discussion
We have shown that variational methods (ADVI and SVGD) can be applied to
seismic tomography problems and provide efficient alternatives to McMC. ADVI
produces biased posterior pdfs because of its implicit Gaussian approximation.
However, it still generates an accurate estimate of the mean model. Given that it
is very efficient (only requiring 10,000 forward simulations) the method could be
useful in scenarios where efficiency is important and a Gaussian approximation
is sufficient for uncertainty analysis. Alternatively mixture Gaussian approxima-
tions might be used to improve the accuracy of the algorithm (Zobay et al., 2014;
Arenz et al., 2018). In a very high dimensional case, ADVI could become less effi-
cient because of the increased size of the Gaussian covariance matrix. In that case
one could use a mean-field approximation (setting model covariances to zero), or
use a sparse covariance matrix to reduce computational cost since seismic velocity
in any cell is often most strongly correlated with that in neighbouring cells.
SVGD can produce a good approximation to posterior pdfs. However, since it is
based on a number of particles, the method is more computationally costly than
ADVI. In this study we parallelized the computation of gradients to improve
the efficiency, and for large datasets further improvements can be obtained by
using random minibatches to perform the inversion (Liu & Wang, 2016). Such
a strategy can be applied to any variational inference method (e.g. also ADVI)
since variational methods solve an optimization rather than a stochastic sampling
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problem. In comparison, this strategy cannot easily be used in McMC based
methods since it may break the detailed balance requirement of McMC (Blei
et al., 2017). Though it has been shown that SVGD requires fewer particles than
particle-based sampling methods (e.g., sequential Monte Carlo) in the sense that
it reduces to finding the MAP model if only one particle is used, the optimal choice
of the number of particles remains unclear, especially for very high dimensional
spaces. In the case of very high dimensionality another possibility is to use
normalizing flows – a variational method based on a series of specific invertible
transforms (Rezende & Mohamed, 2015).
Monte Carlo and variational inference are different types of methods that solve the
same problem. Monte Carlo simulates a set of Markov chains and uses samples of
those chains to approximate the posterior pdf, while variational inference solves
an optimization problem to find the closest pdf to the posterior within a given
family of probability distributions. Monte Carlo methods provide guarantees
that samples are asymptotically distributed according to the posterior pdf as the
number of samples tends to infinity (Robert & Casella, 2013), while the statistical
properties of variational inference algorithms are still unknown (Blei et al., 2017).
It is possible to combine the two methods to capitalise on the merits of both. For
example, the approximate posterior pdf from an efficient variational method (e.g.
ADVI) can be used as a proposal distribution for Metropolis-Hastings (De Freitas
et al., 2001) to improve the efficiency of McMC, or McMC steps can be integrated
to the variational approximation to improve the accuracy of variational methods
(Salimans et al., 2015).
We used a fixed regular grid of cells to parameterize the tomographic model
in the variational methods, which might introduce overfitting of the data. For
example, the mean velocity models in the synthetic tests show a slightly lower
velocity loop between the low velocity anomaly and the receivers, and the
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uncertainties obtained from fixed-parameterization inversions are significantly
higher than the results from rj-McMC. However, it is not easy to determine an
optimal grid since this introduces a trade off between resolution of the model and
overfitting of the data. Therefore, it might be necessary to use a more flexible
parameterization, e.g., Voronoi cells (Bodin & Sambridge, 2009; Zhang et al.,
2018) or wavelet parameterization (Fang & Zhang, 2014; Hawkins & Sambridge,
2015; Zhang & Zhang, 2015). It may also be possible to apply a series of different
parameterizations and select the best one using model selection theory (Walter
& Pronzato, 1997; Curtis & Snieder, 1997; Arnold & Curtis, 2018).
In our experiments the results from rj-McMC are significantly different from the
results obtained using variational methods or MH-McMC. This is essentially
caused by different parameterizations. In ADVI, SVGD and MH-McMC we
invert for a pixelated image, while in rj-McMC we invert for a distribution
of parameters that represent locations and shapes of cells and their constant
velocities, the pointwise spatial mean of which is visualized as an image. Therefore
even though we visualized them in the same way, the results are essentially not
directly comparable. Nevertheless, the comparison with rj-McMC is interesting
because until now a quite different alternative probabilistic method was never
used to estimate the posterior of images from the same realistic tomography
problem. The results here demonstrate that the rj-McMC method as applied
in most tomography papers gives significantly different solutions than we might
previously have thought; specifically, it does not produce the posterior distribution
of the pixelated image that is usually shown in scientific papers (e.g., Bodin &
Sambridge, 2009; Galetti et al., 2015; Zulfakriza et al., 2014; Crowder et al., 2019).
Rather, it samples a probability distribution in a particular irregular and variably
parametrized model space and results should be interpreted as such.
In this study we used a fixed data noise level in the variational methods. It has
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been shown that an improper noise level can introduce biases in tomographic
results (Bodin & Sambridge, 2009; Zhang et al., 2019), so in our example we used
the noise level estimated by hierarchical McMC. It can also be estimated by a
variety of other methods (Bensen et al., 2009; Yao & Van Der Hilst, 2009; Weaver
et al., 2011; Nicolson et al., 2012, 2014), and in future it might also be possible
to include the noise parameters in variational methods in a hierarchical way.
In this study we applied variational inference methods to simple 2D tomography
problems, but it is straightforward to apply the methods to any geophysical inverse
problems whose gradients with respect to the model can be computed efficiently.
For example, variational methods can be applied to 3D seismic tomography
problems to provide efficient approximation, which generally demands enormous
computational resources using McMC methods (Hawkins & Sambridge, 2015;
Zhang et al., 2018, 2019). The methods also provide possibilities to perform
Bayesian inference for full waveform inversion, which is generally very expensive
for McMC (Ray et al., 2017) and suffers from notorious multimodality in the
likelihoods. SVGD provides a possible way to approximate these complex
distributions given that theoretically it can approximate arbitrary distributions.
5.7 Conclusion
We introduced two variational inference methods to geophysical tomography –
automatic differential variational inference (ADVI) and Stein variational gradient
descent (SVGD), and applied them to 2D seismic tomography problems using both
synthetic and real data. Compared to the Markov chain Monte Carlo (McMC)
method, ADVI provides an efficient but biased approximation to Bayesian
posterior probability density functions. In contrast, SVGD is slightly slower than
ADVI but produces a more accurate approximation. The real data example shows
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that ADVI and SVGD produce very similar mean velocity models, even though
their uncertainty estimates are different because of a Gaussian approximation
made implicitly within ADVI. The mean velocity models are very similar to those
produced by reversible jump McMC (rj-McMC), except that the mean model from
rj-McMC is smoother because of the much lower dimensionality of its parameter
space. Variational methods thus can provide efficient approximate alternatives to
McMC methods, and can be applied to many geophysical inverse problems.
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Chapter 6
Discussion and Future work
In this thesis I applied Monte Carlo sampling methods and variational inference
methods to solve Geophysical Bayesian inference problems, specifically seismic
tomographic problems. Compared to traditional optimization methods, Bayesian
inference methods provide probabilistic solutions to a usually under-determined
and ill-posed problem and can be used to quantify uncertainties of solutions.
In Chapter 2 I introduced a 3D Monte Carlo surface wave tomography method
which inverts for subsurface shear velocity structure directly from frequency-
dependent travel time measurements. Compared to previous methods, the
method preserves lateral and vertical spatial correlations in subsurface properties
and in uncertainties, which is achieved by using reversible jump Markov chain
Monte Carlo (McMC) method and a 3D parametrization based on Voronoi
tessellations. Synthetic tests show that the method estimates velocity and
uncertainty structure significantly better than previous methods and also does
this in a comparable cost to the standard two-step McMC method.
In Chapter 3 I applied the 3D method introduced in Chapter 2 to ambient
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noise data recorded using a dense passive seismic array installed on the North
Sea seabed. The ambient noise data are first cross correlated to obtain Scholte
waves between each receiver pair and two modes are observed in each of those
constructed waves. I therefore used a dispersion compensation method to separate
the two modes. Phase velocity dispersion curves between each receiver pair are
then automatically picked for each separated mode and are used to estimate phase
velocity maps. At shorter periods (< 1.6 s) the fundamental mode phase velocity
maps show a low velocity anomaly at the central area which might be related to
near surface fluids. I then applied 1D, 2D and 3D Monte Carlo methods to obtain
shear velocity models of the subsurface using dispersion data of the fundamental
mode and compared their results along a cross section. The results show that
the 1D inversion can cause errors in the final shear velocity model because of
independence of each 1D depth inversion, whereas the 2D and 3D inversion
significantly improved the results by including lateral spatial correlations. The
3D result better matches a model obtained from reflection tomography using
active source seismic data than do the results from 2D or 1D inversions. This
is probably because the 3D method estimate velocity structure directly from
frequency-dependent travel time measurements which naturally avoids possible
errors introduced in the first Eikonal tomography step. The shear velocity results
show a central low velocity anomaly at the near surface (< 250 m) similar to
that which appeared in fundamental phase velocity maps, and a clear low shear
velocity river channel which is not observed in the phase velocity maps. I therefore
confirm that the 3D Monte Carlo method is the most accurate method to estimate
subsurface shear velocity structure from surface wave dispersion data.
In Chapter 4 I extended the 3D Monte Carlo method to a joint inversion using
earthquake body wave travel times and ambient noise surface wave dispersion
data and applied it to a mining site located to the north of New Ollerton, U.K. at
which induced seismicity occurs. The results show that by including surface wave
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dispersion data in the inversion, both source parameters and velocity models
can be better constrained than independent inversions. The results also show
a high velocity anomaly which is correlated with one of the event clusters. To
better understand the correlation, I conducted three synthetic tests: simultaneous
inversion for source parameters and velocity using body wave data, inversion only
for velocity using body wave data with source parameters fixed to the true values,
and joint inversion for source parameter and velocity using both types of data.
The results show that the independent inversion using only body wave data can
produce biases in the results when inverting for source parameters and velocity
models simultaneously, whereas the problem can be largely resolved by including
surface wave data in the inversion. Thus I conclude that it is better to include
surface wave dispersion data in seismic travel time tomographic inversions.
In Chapter 5 I introduced two variational inference methods: automatic differen-
tial variational inference (ADVI) and Stein variational gradient descent (SVGD)
to solve Geophysical Bayesian inference problems. The two methods are first
applied to a 2D synthetic tomographic problem and compared with Metropolis-
Hastings McMC (MH-McMC) method and reversible jump McMC (rj-McMC)
method. The results show that ADVI produces an efficient but biased approxi-
mation to the posterior probability density function compared with those obtained
using MH-McMC method, whereas SVGD is slightly slower but produces a more
accurate approximation. In contrast, the results obtain using rj-McMC are signif-
icantly different from those obtain using ADVI, SVGD and MH-McMC. This is
essentially caused by different parametrizations: in ADVI, SVGD and MH-McMC
we invert for a pixelated image, while in rj-McMC we invert for a distribution in
a particular irregular and parametrized model space. Thus every model in the
rj-McMC distribution consists of large, constant velocity patches which is not the
case for the other three methods. I then applied the two variational methods
to a real dataset from Grane field to estimate phase velocity distributions at 0.9
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s and compared the results with rj-McMC method. The results from two vari-
ational inference methods show very similar mean velocity models but different
uncertainties because of a Gaussian approximation made implicitly in ADVI. In
contrast the results from rj-McMC show a smoother mean velocity model and
significantly smaller uncertainties because of a much lower dimensionality of pa-
rameter space and a prior information (assumption) that models consist of large,
constant-velocity patches. Overall the variational inference methods can provide
efficient approximate alternatives to Monte Carlo sampling methods and can be
applied to many types of geophysical problems.
In this thesis I mainly used rj-McMC algorithm with Voronoi tessellations to
perform seismic tomography. While Voronoi tessellations are easy to implement
in 1D, 2D and 3D for comparison and are good for estimating the location of
discontinuities, it is difficult to obtain smooth velocity variations (as a smooth
model can only be obtained by averaging many ensemble members, and indeed
that smoothed, averaged result is a statistic of the solution, and not in itself
a model). This often results in multi-modal posterior distributions. To reduce
these issues other parametrizations, such as wavelet parametrization (Hawkins &
Sambridge, 2015), Johnson-Mehl tessellation (Belhadj et al., 2018) and Delaunay
and Clough-Tocher parameterizations (Hawkins et al., 2019) can be used. Note
that these parametrizations can also be used in variational inference methods to
provide more flexibility in models.
The efficiency of Metropolis-Hastings algorithm strongly depends on the choice
of proposal distributions. However, it is difficult to find an optimal proposal
distribution as it depends on the unknown posterior distribution (Neal, 1993;
Green & Hastie, 2009; Green et al., 2015). In practice proposals are generally
designed to be a small perturbation of the current model, which can be inefficient
due to its random-walk behaviour. To resolve this issue some other better choices
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can be used. For example, a Gaussian proposal distribution can be updated along
the chain using the information of previous samples, which is often referred as
adaptive McMC algorithm (Haario et al., 2001; Atchade et al., 2009; Dosso et al.,
2014). The nature of a problem can also be explored to design an efficient proposal
distribution (Mosegaard, 2019). Instead of Metropolis-Hastings algorithms other
Monte Carlo sampling methods may also be used to improve efficiency, such as
Hamiltonian Monte Carlo (Duane et al., 1987; Neal et al., 2011; Sen & Biswas,
2017; Fichtner et al., 2018) and slice sampling (Neal et al., 2003).
The rj-McMC algorithm performs a trans-dimensional inversion so that a class
of model parametrization is dynamically adapted to the data, whereas in fixed-
dimensional McMC and variational inference a specific parametrization is applied
which might produce biases in the results (e.g., overfitting). However, the proposal
distribution for trans-dimensional step in rj-McMC is difficult to tune and usually
produces a very low acceptance ratio (Green & Hastie, 2009) which makes the
algorithm inefficient. Alternatively one can select a best parametrization using
Bayesian model selection theory (Walter & Pronzato, 1997; Curtis & Snieder,
1997; Arnold & Curtis, 2018). For example, algorithms such as nested sampling
(Skilling, 2004; Skilling et al., 2006; Feroz & Hobson, 2008) can be used to
calculate the evidence term in Bayes theorem and perform model selections.
The evidence lower bound (ELBO) calculated implicitly in variational inference
methods may also be used as a model selection criterion (Sato, 2001; Bernardo
et al., 2003; McGrory & Titterington, 2007).
In this study prior probabilities are chosen as a simple Uniform distribution. In
cases that we have more knowledge about the subsurface, a more informative
prior probability can be used to improve the results. In variational inference and
MH-McMC I used a regular grid parameterization and a Uniform distribution,
which produces complex individual models because of high dimensionality. This
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might not be appropriate since the real Earth may have a smoother structure
(de Pasquale & Linde, 2016; Ray & Myer, 2019). In this case, some prior
regularization may be used to produce individual smoother models (MacKay &
Mac Kay, 2003). Gaussian process may also be used to inject prior information
with adaptable complexity into inference scheme (e.g. Ray & Myer, 2019).
In conclusion, in this work I have shown that 3D trans-dimensional McMC out-
performs more standard two-step 2D and 1D trans-dimensional McMC methods,
I have performed the first 3D Monte Carlo tomography that includes both body
and surface waves, I have introduced two new variational tomographic methods to
Geophysics, and I have applied all of these methods to real data. Both the intro-
duction of 3D Monte Carlo and variational methods should significantly extend
theoretical and practical developments in the field of tomography, and particularly
variational methods appear to present real opportunities to enhance tomography
in future due to their apparent excellent performance at reduced computational
cost. Time will tell.
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Appendix A
Gradients calculation in variational
inference methods
A.1 The entropy of a Gaussian distribution
The entropy H [q(θ;φ)] of a Gaussian distribution N(θ|µ,LLT ) is:














where k is the dimension of vector θ. The gradients with respect to µ and L can
be easily calculated (see Appendix A.2).
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A.2 Gradients of the ELBO in ADVI
We first describe the dominated convergence theorem (DCT) (Çınlar, 2011):
Theorem Assume X ∈ X is a random variable and f : R× X→ R is a function
such that f(t,X) is integrable for all t and ∂f(t,X)
∂t
exists for each t. Assume that
there is a random variable Z such that |∂f(t,X)
∂t








The proof of this theorem is given in Çınlar (2011).
We then calculate the gradients in equation (5.9) and (5.10) based on Kucukelbir


















where H [q(θ;φ)] = Eq [logq(θ] is the entropy of distribution q. Assume ∂∂φ logp is
bounded where φ represents variational parameters µ and L, then the gradients
can be computed by exchanging the derivative and the expectation using the
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A.3 Gradients of KL-divergence in SVGD
We calculate the gradient in equation (5.12) following Liu &Wang (2016). Denote
T−1 as the inverse transform of T . Then by changing the variable,
KL[qT ||p] = KL[q||pT−1 ]
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and hence
∇εKL[qT ||p] |ε=0 = ∇εKL[q||pT−1 ] |ε=0
= ∇ε [Eqlogq(m)− EqlogpT−1(m)]
and since q(m) does not depend on ε
∇εKL[qT ||p] |ε=0 = −Eq [∇εlogpT−1(m)]
where pT−1(m) = p(T (m)) · |det (∇mT (m)) |. Therefore
∇εlogpT−1(m) = (∇mlog (p(m)))T∇εT (m) + trace
(
(∇mT (m))−1 · ∇ε∇mT (m)
)
where T (m) = m + εφ(m), ∇εT (m = φ(m) and ∇mT (m)|ε=0 = I, and so
∇εKL[qT ||p] |ε=0 = −Eq
[










= −Eq [trace (Apφ(m))]
where Apφ(m) = ∇mlogp(m)φ(m)T +∇mφ(m) is the Stein operator.
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