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Abstract
Railway switches are a crucial part of the railway infrastructure whose proper func-
tioning is essential for safe and trouble-free rail traffic. The current consumption of
a point motor responsible for a switch movement plays an important role in anomaly
detection and predictive maintenance of a railway switch. The power consumed by
point engines of railway switches depends on different factors, such as air temper-
ature or humidity. This thesis presents various time series models that incorporate
exogenous variables to model the total power consumed by railway switches. Those
models enable the recognition of abnormal behaviour by railway switches to prevent
failures through timely initiation of maintenance actions.
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1 Introduction, motivation and aim
of the thesis
Delays in rail transport cause enormous economic damage of a hardly quantifiable
amount and simultaneously unpunctuality is one of the biggest annoyances for pas-
sengers [1, p. 1]. Reducing maintenance costs and increasing punctuality have
been important to the railway infrastructure managers of the European Union for
many years and continue to be so [1, p. 1]. One of the main causes of infrastruc-
tural disruptions of rail transports are railway switches. Railway switches are central
elements of the railway infrastructure (c.f. Figure 1.1) whose faultless functioning is
essential for smooth and safe rail transport. At the same time, they are susceptible
to faults and defects due to their complex construction with high mechanical loads
and environmental influences (c.f. [12]).
Figure 1.1: An example of a railway switch (left) and in enlarged view (right)
The negative effects of those infrastructural disruptions can be prevented if a mal-
function of the switch can be diagnosed in time and effective as well as efficient
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countermeasures can be planned and executed [1, p. xix]. Predictive maintenance
of the corresponding elements of the switch shall lead to asset life extension, cost
reduction and an increasement of the availability of railway transportation in general
[16, p. 1]. In practice, several systems for switch monitoring including the Sidis W
system from Siemens [2] and the measurement system POSS [28] of the Dutch
construction and rail company Strukton Rail have been in existence for some time.
The goal is reliable automated condition monitoring, anomaly detection ([15, 16])
as well as a (model-based) Fault Cause Diagnosis ([23, 24]). The principle behind
it is to continuously measure (e.g. with 50Hz) the current of an electrical motor that
is responsible for moving the switch blades from one position to the other. This
correlates with the force that is needed to adjust the switch tongues. The resulting
current curves (c.f. Figure 1.2) may vary but can be divided into various sections.
The highest power consumption is usually at the beginning, i.e. when starting the
engine and releasing the switch lock. During the actual movement of the tongues,
the current consumption remains nearly constant at a medium level. At the end
of the switch movement, the current decreases and when the switch tongues get
locked back the motor shuts down and the measured current returns to zero am-
peres.
0 0.4 0.8 1.2 1.6 2
Time in s
0
2
4
6
8
10
12
Cu
rre
nt
 in
 A
Switch blades movement A
Switch blades movement B
Figure 1.2: Two discrete current curves of different switch blade movements
Conspicuous features of the current curve can be that the measured current during
the actual movement of the tongues is higher than expected or the duration of the
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switch movement is longer than usual (c.f. Figure 1.2 Switch blades movement B).
In addition to more complex approaches to anomaly detection (c.f. [23, 24]), in many
cases the integral of the current curve, i.e. the area below the curve (c.f. Figure 1.2)
can be used as an indicator of possible faults [10]. With regard to the prediction of
switch anomalies and failures, it is also appropriate if not even necessary to monitor
the temporal course of the integral values or comparable from derived feature pa-
rameters of the current curve, which is what this work focuses on. This area under
the current curve can be seen as the total power consumed by the electrical motor
of the switch. When only finite measurements of the current of the electric motor
are available, an approximative value of the total power can be used (e.g. the sum
of current values as a discrete approximation) as a derived feature parameter. The
goal of this thesis is to model and analyse the timely progress of total power (or
its discrete version) mathematically over time and then predict future model-based
values. The predicted values can then be used for failure diagnosis, for example
with pre-defined thresholds. Deviations between previously predicted normal be-
haviour and actual values can also be used for fault detection to indicate gradually
developing defects (degradation effects) to prevent a failure of the switch by a timely
performed maintenance action. Well studied and applied models in classical time
series analysis are Autoregressive Moving Average (ARMA) models. For instance,
ARMA models have been used by several researchers for short-term forecasting
of electrical loads (c.f. [17, 20], [22, p. 2]). They have also been used for predict-
ing electricity demand loads [26], predicting household electricity consumption [6]
and in terms of predicting failures of railway switches García et al. used a modified
ARMA model (VARMA) to forecast the duration of a switch movement [14]. The
wide class of ARMA models and some extensions will be defined and discussed in
view of the current consumption of railway switches in this thesis.
3
2 Linear models for describing a
time series
2.1 ARMA models
In this chapter, we want to introduce ARMA processes and some extensions which
are widely used and form a useful class of models to describe the dynamics of an
individual time series. We will always assume that the time parameter T is equal to
N0 or Z.
2.1.1 Stationarity and properties of an ARMA process
Definition 1. Let X = (Xt)t∈T be a time series with EX2t <∞ for all t ∈ T . Then
µX(t) := EXt, t ∈ T
is called the mean function and
γX(r, s) := Cov(Xr, Xs) = E[(Xr − µX(r))(Xs − µX(s))], r, s ∈ T,
the covariance function of X.
Definition 2. A real-valued time series X = (Xt)t∈Z is said to be weakly stationary
if
(i) EX2t <∞ for all t ∈ Z,
(ii) EXt = EXt′ for all t, t′ ∈ Z,
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(iii) γX(t + h, t) = γX(t′ + h, t′) for all t, t′, h ∈ Z, i.e. γX(r, s) only depends on
r − s.
Then µX := E(Xt) is called the mean of X,
γX(h) := γX(h, 0) = Cov(Xt+h, Xt) for all t, h ∈ Z
is called the autocovariance of X at lag h and γX(.) is called the autocovariance
function of X (ACVF). The autocorrelation function ρX(.) of the stationary time se-
ries X (ACF) is defined analogously (if γX(0) 6= 0) as the function whose value at
lag h is
ρX(h) :=
γX(h)
γX(0)
= Cor(Xt+h, Xt) for all t, h ∈ Z.
Remark 1. Stationarity defined as above is frequently referred to as covariance
stationarity, stationarity in the wide case, or second-order stationarity. However,
there are other stronger definitions of stationarity such as strict stationarity. We
sometimes call a weakly stationary time series simply stationary in this thesis.
Example 1 (White Noise). Let EX2t <∞, EXt = 0, Var(Xt) = EX2t := σ2,
σ2 ∈ (0,∞) for all t ∈ T and Cov(Xt, X ′t) = 0 for all t 6= t′, then (Xt)t∈T is called
white noise, written as
(Xt)t∈T ∼ WN(0, σ2).
This time series is weakly stationary with covariance function
γX(h) =
σ2, h = 0,0, h 6= 0.
Definition 3 (ARMA process). Let p, q ∈ N0.
(i) A time series (Xt)t∈Z is called ARMA(p, q) process if (Xt)t∈Z is weakly sta-
tionary and coefficients φ1, . . . , φp ∈ C, θ1, . . . , θq ∈ C as well as a complex-
valued white noise (Zt)t∈Z exist such that
Xt = φ1Xt−1 + . . .+ φpXt−p + Zt + θ1Zt−1 + . . .+ θqZt−q, t ∈ T. (2.1)
(ii) The coefficients φ1, . . . , φp are called autoregressive coefficients and
θ1, . . . , θq moving average coefficients of (2.1).
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It can be advantageous to write an ARMA process in a more compact form.
Definition 4. Let φ and θ be the pth and qth degree polynomials
φ(z) := 1− φ1z − . . .− φpzp, z ∈ C
and
θ(z) := 1 + θ1z + . . .+ θqz
q, z ∈ C.
The equation (2.1) can be written in a more compact form as
φ(B)Xt = θ(B)Zt, t ∈ Z, (2.2)
where B is the backshift operator, defined by
BjXt := Xt−j.
The polynomials φ and θ are called the autoregressive and moving average polyno-
mials respectively of the equation (2.2). Both are called characteristic polynomials.
The equation (2.2) is called ARMA equation.
Theorem 1. Let φ(z) and θ(z) be the autoregressive and moving average poly-
nomials of the ARMA equation (2.2) and let φ(z) 6= 0 for all z ∈ C with |z| = 1.
Furthermore let (Zt)t∈Z ∼ WN(0, σ2). Then a unique stationary solution (Xt)t∈Z
exists for the equation
φ(B)Xt = θ(B)Zt, t ∈ Z.
An ARMA(p, q) process therefore exists with these characteristic polynomials. The
solution is given by
Xt =
∞∑
j=−∞
ψjZt−j, t ∈ Z,
where the coefficients (ψj)j∈Z are the coefficients of the absolutely convergent Lau-
rent series
ψ(z) =
∞∑
j=−∞
ψjz
j =
θ(z)
φ(z)
,
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on a specified annulus {δ < |z| < δ−1}, δ > 0.
Proof. See [4, Theorem 3.1.3].
Remark 2. One can show with spectral analysis (c.f. [4, Problem 4.28.]), that if φ(.)
and θ(.) are polynomials with no common zeros and if φ(z) = 0 for some z ∈ C
such that |z| = 1, the ARMA equation (2.2) has no stationary solution. If (Xt)t∈Z is
an ARMA(p, q) process for which the polynomials φ(.) and θ(.) have common zeros,
then there are two possibilities (c.f. [4, p. 86]):
1. None of the common zeros lie on the unit circle and a unique weakly station-
ary solution of the ARMA equation exists.
2. At least one of the common zeros lies on the unit circle and the ARMA equa-
tion may have more than one weakly stationary solution or none.
Example 2 (MA(q) process). Let X = (Xt)t∈T and φ(z) ≡ 1. Then
Xt = θ(B)Zt
is said to be a moving average process of order q. It holds that EX2t < ∞ and
EXt = 0. Clearly φ(z) 6= 0 for all z ∈ C and thus a moving average process is
weakly stationary according to Theorem 1. The autocovariance function is given by
(defining θ0 := 1 and θj = 0 for j > q):
γX(h) =
σ2
∑q−|h|
j=0 θjθ|h|+j if |h| ≤ q,
0 if |h| > q.
Example 3 (AR(p) process). Let X = (Xt)t∈T and θ(z) ≡ 1. Then
φ(B)Xt = Zt
is said to be an autoregressive process of order p. In this case, the existence and
uniqueness of a stationary solution needs closer investigation. We illustrate it by
examing the case where φ(z) = 1− φ1z (AR(1) process), i.e.
Xt = Zt + φ1Xt−1.
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According to Theorem 1 and Remark 2, a stationary solution exists if |φ1| > 1 or
|φ1| < 1. No stationary solution exists for |φ1| = 1.
2.1.2 The ACF and PACF of an ARMA process
We want to discuss useful tools to determine the parameters of an ARMA process.
Definition 5 (Causal ARMA process). An ARMA(p, q) process (Xt)t∈Z, defined by
φ(B)Xt = θ(B)Zt, t ∈ Z is said to be causal with respect to the white noise (Zt)t∈Z
if a sequence of constants (ψj)j∈N0 exists such that
∑∞
j=0 |ψj| <∞ and
Xt =
∞∑
j=0
ψjZt−j, t ∈ Z. (2.3)
That means in case of causality of an ARMA(p, q) process, (Xt)t∈Z only depends
on the present and past.
Theorem 2. Let X = (Xt)t∈Z be an ARMA(p, q) process for which the polynomials
φ(.) and θ(.) have no common zeros. Then X is causal if and only if φ(z) 6= 0 for all
z ∈ C : |z| ≤ 1. The coefficients of the sequence (ψj)j∈N0 of (2.3) are determined
by the relation
ψ(z) =
∞∑
j=0
ψjz
j =
θ(z)
φ(z)
, |z| ≤ 1.
Proof. See [4, Theorem 3.1.1].
Example 4. The AR(1) process of Example 3 is causal if and only if |φ1| < 1
according to Theorem 2.
In case of causality, the autocovariance function of the real-valued ARMA(p, q) pro-
cess of Definition 5 can be directly calculated and is given by (c.f. [4, p. 91]):
γX(h) = σ
2
∞∑
j=0
ψjψj+|h|.
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Therefore the autocorrelation function is given by:
ρX(h) =
∑∞
j=0 ψjψj+|h|∑∞
j=0 ψ
2
j
.
If it is a pure MA(q) process it holds that ψ0 = 1, ψj = θj for j = 1, . . . , q and ψj = 0
for j > q. Therefore, for a pure MA(q) process the ACF ρX(h) = 0 for |h| > q, so
that we can use the ACF for determining the order of q (c.f. [8, p.18]).
Given an AR(p) process the ACF is not helpful to determine the order of p because
it does not zero-out as in the MA(q) case. A useful measure to determine the order
of an AR(p) process is the partial autocorrelation function (PACF).
Definition 6. The partial autocorrelation function α : N→ R of a real-valued weakly
stationary time series (Xt)t∈T is defined by
α(k) =
ρX(1) = Cor(Xt+1, Xt) for k = 1,Cor(Xt+k − Pk−1Xt+k, Xt − Pk−1Xt) for k ≥ 2,
where Pk−1 denotes the projection onto Psp{1,Xt+1,...,Xt+k−1} which is the closed span
of the set {1, Xt+1, . . . , Xt+k−1}.
The PACF is seen as the correlation between Xt+k and Xt, where the informa-
tion of Xt+2, . . . , Xt+k−1 is considered. For more information and how to find the
projections Pk−1Xt+k and Pk−1Xt, we refer to [8, Example 1.32] and [4, §2.7].
Example 5. Let X = (Xt)t∈T be a zero-mean AR(1) process:
Xt = φXt−1 + Zt.
We have α(1) = φ and
α(2) = Cor(Xt+2 − P1Xt+2, Xt − P1Xt) = Cor(Xt+2 − φXt+1, Xt − P1Xt)
= Cor(Zt+2, Xt − P1Xt) = 0
because Xt−P1Xt is a function of Zt, Zt−1, . . . and they are uncorrelated with Zt+2.
Similar calculations show that α(k) = 0 for k > 1.
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For a general AR(p) process, it can be shown by similar calculations as in Example
5, that α(k) = 0 for k > p. Estimates exist for the ACF and PACF. In practice,
we can plot the sample ACF and sample PACF of our data to see if they might be
samples of an AR(p) or MA(q) process. At the top of Figure 2.1 are 1000 samples of
an AR(1) and MA(1) process visualised as well as their sample ACF and PACF. We
can see that the sample partial autocorrelation function lies in or near the blue 5%
confidence interval for k > 1 whereas the sample autocorrelation function slowly
decays in case of the AR(1) process. The same applies in reverse for the simulated
MA(1) process.
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Figure 2.1: A simulated AR(1) process and the corresponding sample ACF and
PACF (left) and in an analogous way a MA(1) process (right). Both with
coefficient −0.7.
2.2 Extensions and covariates of ARMA models
2.2.1 ARIMA processes
When we introduced ARMA processes, we assumed that they are weakly stationary.
This definition can be generalised to a wider class which incorporates nonstationary
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time series which is provided by integrated ARMA processes, i.e. Autoregressive
Integrated Moving Average processes which can be reduced to ARMA processes
when differenced finitely many times.
Definition 7. Let d ∈ N0. The time series (Xt)t∈T is called an ARIMA(p, d, q)
process if ∇dXt := (1 − B)dXt is a causal ARMA(p, q) process (if d = 0 the
ARIMA(p, 0, q) process is defined as an ARMA(p, q) process).
2.2.2 ARMA models with exogenous variables
Sometimes it can be beneficial to use a model that includes exogenous variables.
Definition 8. The time series (Xt)t∈T is called ARMAX(p, q, b) process if it has the
form of (2.1), i.e. it is weakly stationary and contains the AR(p) and MA(q) terms
and additionally a linear combination of the last b inputs of an external time series
(Ut)t∈T :
Xt =
p∑
i=1
φiXt−i + Zt +
q∑
j=1
θjZt−j +
b∑
k=1
ηkUt−k, t ∈ T, (2.4)
where η1, . . . , ηb ∈ C are the coefficients of the external time series (Ut)t∈T .
2.2.3 Vector-valued models
If we want to forecast a (k × 1) vector-valued time series Xt = (Xt1, · · · , Xtk)′, we
can extend the ARMA model to the multivariate case (c.f. [8, p. 25]).
Definition 9. A (k × 1) vector-valued time series (Xt)t∈T is called a VARMA(p, q)
process if it is stationary and
Xt = ν + A1Xt−1 + . . .+ ApXt−p + Zt +B1Zt−1 + . . .+BqZt−q, t ∈ T, (2.5)
where ν is a k−dimensional constant, A1, . . . , Ap, B1, . . . , Bq are (k × k) matrices,
Ap 6= 0, Bq 6= 0 and (Zt)t∈T is a vector-valued white noise process which is multi-
variate normally distributed with mean-zero and non-singular covariance matrix Σz.
The model is called a VAR(p) process if If q = 0 and a VMA(q) process if p = 0.
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We can also add a combination of matrices and exogenous vectors to the VARMA
model to get a vector-valued model with exogenous inputs.
Definition 10. A (k×1) vector-valued time series (Xt)t∈T is called VARMAX(p, q, b)
process if it has the form of (2.5), i.e. it is weakly stationary and contains the VAR(p)
and VMA(q) terms and additionally a combination of actual and the last b inputs of
an external k−dimensional time series (Ut)t∈T :
Xt = ν +
p∑
i=1
AiXt−i + Zt +
q∑
j=1
BjZt−j +
b∑
k=0
MkUt−k, t ∈ T, (2.6)
where ν is a k-dimensional constant, A1, . . . , Ap, B1, . . . , Bq are (k × k) matrices
and M0, . . . ,Mb are (r × r) matrices with r ≤ k. The matrices Ap, Bq, Ub are
non-zero and (Zt)t∈T is a vector-valued white noise process which is multivariate
normally distributed with mean-zero and non-singular covariance matrix Σz. The
model is called a VARX(p) model if q = 0 and a VMAX(q) model if p = 0.
2.2.4 Seasonal ARIMA models
Some time series are characterised by a serial correlation at a seasonal lag [4, pp.
320-326]. We define it as in [4, p. 323].
Definition 11. Let c and D be non-negative integers, then (Xt)t∈T is said to be a
SARIMA(p, d, q)×(P,D,Q)s process (seasonal ARIMA) with period s if the differ-
enced process Yt := (1−B)d(1−Bs)DXt is a causal ARMA process,
φ(B)Φ(Bs)Yt = θ(B)Θ(B
s)Zt, Zt ∼WN(0, σ2),
where φ(z) = 1− φ1z − . . .− φpzp, Φ(z) = 1− Φ1z − . . .− Φpzp,
θ(z) = 1 + θ1z + . . .+ θzz
q and Θ(z) = 1 + Θ1z + . . .+ ΘQzQ.
2.2.5 Linear regression with ARMA errors
Definition 12. Consider the usual regression model for a univariate time series
(Yt)t∈T , given by
Yt = Xtβ + ξt, t = 1, . . . , n, (2.7)
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where Xt is a (1×k) regression vector of exogenous variables, β a (k×1) vector of
regression coefficients and ξt is an error term. We call this model a linear regression
model with ARMA errors if the error term follows an ARMA model of form (2.1).
2.3 Methods to check an autoregressive model for
stationarity
Many methods to check an autoregressive model for stationarity are derived from
unit root tests such as the Dickey-Fuller test or the Phillips-Perron test. We want to
introduce the Dickey-Fuller test based on [25, 11]. For more information, we refer to
[25, pp. 119-131] and [11, pp. 221-224]. Both tests are based on the regression of
Xt on Xt−1, whereby in some circumstances deterministic variables like a constant
or a linear trend are used additionally. Let us first consider a real-valued AR(1)
process:
Xt = φ1Xt−1 + Zt,
or equivalently the Dickey-Fuller regression:
∆Xt := βXt−1 + Zt,
where β = φ1 − 1. As seen in Example 3 this model is not stationary for φ1 = 1.
For both tests, the null hypothesis consists of the assumption that a unit root exists
and thus the model is not stationary. The alternative hypothesis is that the process
is stationary. The null hypothesis and alternative hypothesis can be written as:
H0 : φ1 = 1 vs. H1 : −1 < φ1 < 1
or in case of the Dickey-Fuller regression:
H0 : β = φ1 − 1 = 0 vs. H1 : −2 < β = φ1 − 1 < 0.
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Dickey and Fuller considered three different regression equations that can be used
to test the time series for the presence of a unit root (c.f. [7]):
∆Xt = φ1Xt−1 + Zt, (2.8)
∆Xt = α + φ1Xt−1 + Zt, (2.9)
∆Xt = α + δt+ φ1Xt−1 + Zt. (2.10)
In the first case (2.8, random walk), where the Dickey-Fuller regression includes
no constant, the rejection of the null hypothesis implies that (Xt)t∈T might be a
stationary process with zero-mean. This specification is only recommended to be
used if it is ensured that the given data has zero-mean. If the given data exhibits
no trend, then the Dickey-Fuller test with a constant ((2.9), random walk with drift)
should be used and the rejection of the null hypothesis implies that the process
might be stationary with mean µ = α
1−φ1 . Does the data show a trend, then (2.10,
random walk with drift and deterministic trend) should be used and if the null hy-
pothesis gets rejected it implies that (Xt)t∈T might be trend-stationary (stationary
after eliminating a trend). The test statistic is n(ρˆ − 1), where n is the sample size
and ρˆ depends on the form of the regression. This test statistic is not asymptotically
normally distributed. However, critical values can be found in tabular form in [13] or
[18]. Additionally, three test statistics to test joint hypotheses on the coefficients are
provided which are not asymptotically F-distributed but can also be found in [18].
Since many time series show a high autocorrelation, it is necessary to extend the
first-order autoregressive process to pth-order autoregressive processes. Delayed
differences ∆Xt−1, . . . ,∆Xt−p+1 need to be added to the Dickey-Fuller regression:
∆Xt = α + δt+ φ1Xt−1 + γ1∆Xt−1 + . . .+ γp−1∆Xt−p+1 + Zt.
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The equations (2.8), (2.9) and (2.10) are replaced by the autoregressive processes:
∆Xt = φ1Xt−1 +
p∑
i=2
γi∆Xt−i+1 + Zt, (2.11)
∆Xt = α + φ1Xt−1 +
p∑
i=2
γi∆Xt−i+1 + Zt, (2.12)
∆Xt = α + δtφ1Xt−1 +
p∑
i=2
γi∆Xt−i+1 + Zt. (2.13)
With this approach we obtain a test often referred to as the augmented Dickey-
Fuller test or ADF test. The limit distributions for the test of the hypothesis do not
change through this autoregressive correction. However, for the coefficients of the
correction terms the standard F-statistics can now be used. This also applies if the
correction terms not only contain autoregressive but also moving average terms.
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3.1 Forecasting methods and principles
3.1.1 Principles of forecasting
This subsection is important for evaluating a forecast of our time series. We follow
the ideas of [18, pp. 72-74], assuming that we are interested in the forecast of
a variable Xt+1, based on a set of variables Yt, which we observed at time t. Let
Xˆt+1|t be the forecast ofXt+1 based on Yt (for example the recent n values ofXt+1).
To evaluate the forecast Xˆt+1|t we need a suitable loss function, to specify how sure
we are with our prediction. An appropriate approach is given by a quadratic loss
function, that means we want to choose the forecast Xˆt+1|t, such that the Mean
Squared Error (MSE) associated with the forecast Xˆt+1|t of Xt+1,
MSE(Xˆt+1|t) := E(Xt+1 − Xˆt+1|t)2
is minimal.
Theorem 3. Let Xˆt+1|t be the forecast of Xt+1 based on a set of variables Yt with
the smallest mean squared error among all forecasts of Xt+1 based on Yt. It holds
that
Xˆt+1|t = E(Xt+1|Yt).
Proof. Let us consider basing Xˆt+1|t on any function g(Yt) other than the conditional
expectation,
Xˆt+1|t = g(Yt).
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The MSE of g(Yt) is given as
E[Xt+1 − g(Yt)]2 = E[Xt+1 − E(Xt+1|Yt) + E(Xt+1|Yt)− g(Yt)]2
= E[Xt+1 − E(Xt+1|Yt)]2 (3.1)
+ 2E{[Xt+1 − E(Xt+1|Yt)][E(Xt+1|Yt)− g(Yt)]}
+ E{[E(Xt+1|Yt)− g(Yt)]2}.
First, we write the second summand of (3.1) as
2E(ηt+1),
where
ηt+1 := {[Xt+1 − E(Xt+1|Yt)][E(Xt+1|Yt)− g(Yt)]}
and consider the expectation of ηt+1 conditional on Yt. The terms E(Xt+1|Yt) and
g(Yt) are known constants conditional on Yt and we can factor them out:
E(ηt+1|Yt) = [E(Xt+1|Yt)− g(Yt)] · E([Xt+1 − E(Xt+1|Yt)]|Yt) = 0.
According to the law of iterated expectation it follows that
E(ηt+1) = EYt(E[ηt+1|Yt]) = 0.
That simplifies equation (3.1) to
E[Xt+1 − g(Yt)]2 = E[Xt+1 − E(Xt+1|Yt)]2 + E([E(Xt+1|Yt)− g(Yt)]2). (3.2)
It follows that the function g(Yt) that minimises the mean squared error (3.2), is the
function that sets the second term in (3.2) to zero. Thus it follows that
E(Xt+1|Yt) = g(Yt).
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3.1.2 Forecasts based on a linear projection
Now we restrict the set of forecasts by assuming that the forecast Xˆt+1|t is a linear
function of the n-dimensional vector Yt:
Xˆt+1|t = α′Yt,
where α ∈ Rn.
Definition 13. The linear function α′Yt is called the linear projection of Xt+1 onto Yt
if the forecast error (Xt+1 − α′Yt) is uncorrelated with Yt, which means that
E[(Xt+1 − α′Yt)Y ′t ] = 0′. (3.3)
Theorem 4. Let α′Yt be the linear projection of Xt+1 onto Yt. Among all linear
forecasts of Xt+1, the linear projection is the one with the minimal MSE.
Proof. With similar ideas as in Theorem 3 let g′Xt be an arbitrary linear forecast,
whose MSE is given by
E(Xt+1 − g′Yt)2 = E(Xt+1 − α′Yt + α′Yt − g′Yt)2
= E(Xt+1 − α′Yt)2 (3.4)
+ 2E{[Xt+1 − α′Yt][α′Yt − g′Yt]}
+ E[α′Yt − g′Yt]2.
As in (3.1) the middle term of (3.4) zeros out if (3.3) holds and we get
E([Xt+1 − α′Yt][α′Yt − g′Yt]) = (E[Xt+1 − α′Yt]Y ′t )[α− g] = 0′[α− g].
Thus the MSE of g′Yt simplifies to
E[Xt+1 − g′Yt]2 = E[Xt+1 − α′Yt]2 + E[α′Yt − g′Yt]2.
It gets minimal if
g′Yt = α′Yt
holds. The optimal linear forecast is therefore α′Yt which fulfills condition (3.3).
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3.2 State space model of a dynamic system
There are many possibilities to define a (linear Gaussian) state space model. First,
we follow [9, p. 43] and use the following form:
yt = Ztαt + t, t ∼ N (0, Ht),
αt+1 = Ttαt +Rtηt, ηt ∼ N (0, Qt), t = 1, ..., n,
(3.5)
where yt is a (p×1) vector, consisting of observations called the observation vector
and αt is an unobservable (m× 1) vector called the state vector. Therefore the first
equation of (3.5) is called the observation equation and the second is called the
state equation. We want to describe the development of the system (3.5) depending
on time t. However, because αt is not directly observable, we need to analyse the
system based on the observations yt. We assume that the matrices Zt, Tt, Rt, Ht
and Qt are known and that the error terms t and ηt are serially independent and
independent of each other for arbitrary time points t. The matrices Zt and Tt−1 can
be dependent on y1, . . . , yt−1. We assume that the initial state vector α1 isN (a1, P1)
distributed and independent of 1, . . . , n and η1, . . . , ηn, where we assume a1 and
P1 as known. A summary of the dimensions of (3.5) can be found in Table 3.1.
Vector Matrix
yt (p× 1) Zt (p×m)
αt (m× 1) Tt (m×m)
t (p× 1) Ht (p× p)
ηt (r × 1) Rt (m× r)
Qt (r × r)
a1 (m× 1) P1 (m×m)
Table 3.1: Dimensions of the vectors and matrices of the state space model
3.2.1 State space model of an ARIMA process
The goal is that we put our defined models for describing our time series in state
space form. It can be found in more detail in [9, pp. 53-55]. First, we want to use
the ARMA(p, q) model of Definition 3, given by
yt = φ1yt−1+. . .+φpyt−p+ζt+θ1ζt−1+. . .+θqζt−q, where ζt ∼ N (0, σ2) (3.6)
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and reshape it into (3.5). We can write (3.6) as
yt =
r∑
j=1
φjyt−j + ζt +
r−1∑
j=1
θjζt−j, t = 1, . . . , n, (3.7)
where r = max{p, q + 1} (some coefficients might be zero).
Remark 3. We can also add a constant term to (3.7) to get an ARMA equation with
a constant and also a constant can be added to an ARIMA equation. We will make
use of this model later when creating a model in our evaluations but for reasons of
simplicity, we will omit this here.
Now we can define
Zt := (1, 0, . . . , 0),
αt :=

yt
φ2yt−1 + . . .+ φrXt−r+2 + θ1ζt + . . .+ θr−1ζt−r+2
φ3Xt−1 + . . .+ φrXt−r+2 + θ2ζt + . . .+ θr−1ζt−r+3
...
φryt−1 + θr−1ζt

(3.8)
and write the state equation for αt+1 with
Tt := T =

φ1 1 0
...
. . .
φr−1 0 1
φr 0 · · · 0
 , Rt := R =

1
θ1
...
θr−1
 , ηt := ζt+1. (3.9)
This gives us together with the observation equation yt = Ztαt, the model we con-
sidered at (3.5) with t = 0, implying that Ht = 0.
Example 6. Let us consider an ARMA(2,1) process. We can write it in state space
form with r = 2 as(
yt+1
φ2yt + θ1ζt+1
)
=
[
φ1 1
φ2 0
](
yt
φ2yt−1 + θ1ζt
)
+
(
1
θ1
)
ζt+1.
20
3 State space models and the Kalman filter
Now we want to consider an ARIMA(p, d, q) model given by y∗t = ∇dyt. Let us first
consider the state space form of an ARIMA model with parameters (2, 1, 1) which
is given by
yt = (1, 1, 0)αt,
αt+1 =
1 1 00 φ1 1
0 φ2 0
αt +
 01
θ1
 ζt+1
with the state vector
αt =
 yt−1y∗t
φ2y
∗
t−1 + θ1ζt

and y∗t = ∇yt = yt − yt−1. This example generalises to models with d = 1 and
other values for p and q. If we choose p = 2, d = 2 and q = 2 the state space form
is given by
yt = (1, 1, 1, 0)αt,
αt+1 =

1 1 1 0
0 1 1 0
0 0 φ1 1
0 0 φ2 0
αt +

0
0
1
θ1
 ζt+1
with the state vector
αt =

yt−1
∇yt−1
y∗t
φ2y
∗
t−1 + θ1ζt
 ,
where y∗t = ∇2yt = ∇(yt − yt−1). The relations follow because of
∇yt = ∇2yt +∇yt−1,
yt = ∇yt + yt−1 = ∇2yt +∇yt−1 + yt−1.
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For a general d > 0, under the consideration of (c.f. [5, pp. 114-115])
∇d−jyt = y∗t +
j∑
i=1
∇d−iyt−1, j = 1, . . . , d,
we can choose the following matrices for a suitable state space model:
αt :=

yt−1
∇yt−1
...
∇d−1yt−1
y∗t
φ2y
∗
t−1 + . . .+ φry
∗
t−r+1 + θ1ζt + . . .+ θr−1ζt−r+2
φ3y
∗
t−1 + . . .+ φry
∗
t−r+2 + θ3ζt + . . .+ θr−1ζt−r+3
...
φry
∗
t−1 + θr−1ζt

,
Zt := (1, 1, . . . , 1, 0, . . . , 0),
Tt :=

1 1 . . . 1 0 . . . . . . 0
0 1 . . . 1 0 . . . . . . 0
. . . . . . . . . . . . . . . . . . . . . . . .
0 . . . 1 1 0 . . . . . . 0
0 . . . 0 φ1 1 0 . . . 0
0 . . . 0 φ2 0 1 . . . 0
...
...
...
...
...
. . .
. . . . . . . . . φr−1 0 . . . 0 1
0 . . . 0 φr 0 . . . 0 0

and
Rt := (0, . . . , 0, 1, θ1, . . . , θr−1)′.
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3.2.2 State space model of a VARMA process
It can be profitable, especially for vector-valued processes to write the state space
model in a slightly different form, such as for example in [21, p. 613]:
yt = Ztαt + Ftxt + ut, t = 1, 2, . . . ,
αt+1 = Ttαt +Gtxt + vt, t = 0, 1, 2, . . . .
(3.10)
Here
yt is a (k × 1) vector, the observation vector,
αt is an (n× 1) vector, the state vector,
xt is a (k × 1) vector of observable inputs,
ut is a (k × 1) vector of observation or measurement errors or noise,
vt is an (n× 1) vector of system or transition equation errors or noise,
Zt is a (k × n) measurement matrix,
Ft is a (k ×m) input matrix of the observation equation,
Tt is an (n× n) transition matrix and
Gt is an (n×m) input matrix of the transition equation.
The matrices Zt, Ft, Tt and Gt are assumed to be known at time t, although at
least some of them will often be time-invariant. In case of a zero-mean VARMA(p, q)
process (c.f. Definition 9) of the form
yt = Atyt−1 + . . .+ Apyt−p + ζt +B1ζt−1 + . . .+Bqζt−q, (3.11)
we can bring it in state space form of (3.10) by defining
αt :=

yt
...
yt−p+1
ζt
...
ζt−q+1

[k(p+q)×1]
, xt := 0, ut := 0, vt :=

ζt+1
0
...
0
ζt+1
0
...
0

,
 (kp× 1) (kq × 1)
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Zt := [Ik, 0k, . . . , 0k]
(k×k(p+q))
, F := 0, T :=
[
A B
C D
]
[k(p+q)×k(p+q)]
and G := 0, where
A :=

A1 . . . Ap−1 Ap
Ik 0 0
. . .
0 . . . Ik 0

(kp×kp)
, B :=

B1 . . . Bq−1 Bq
0 . . . 0 0
...
...
...
0 . . . 0 0

(kp×kq)
, C := 0
(kq×kp)
and
D :=

0 . . . 0 0
Ik 0 0
. . .
...
0 . . . Ik 0

(kq×kq)
.
If a constant ν is added to (3.11) we can modify the above vectors and matrices to
bring it in state space form. One possibility is to set
xt := 1 and choose G :=

ν
0
...
0

[k(p+q)×1]
.
Another way is to modify the state vector αt as
αt =

1
yt
...
yt−p+1
ζt
...
ζt−q+1

(k(p+q)+1×1)
, the transition vector as vt =

0
ζt+1
0
...
0
ζt+1
0
...
0

[k(p+q)+1×1]
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and choose the matrices A and B of the block matrix T as (T now has dimension
[k(p+ q) + 1× k(p+ q) + 1]):
A :=

1 0 . . . 0 0
ν A1 . . . Ap−1 Ap
0 Ik 0 0
...
. . .
0 0 . . . Ik 0

(kp+1×kp+1)
, B :=

0 . . . 0 0
B1 . . . Bq−1 Bq
0 . . . 0 0
...
...
...
0 . . . 0 0

(kp+1×kq+1)
.
3.2.3 State space model of a VARMAX process
We can cast a VARMAX(p, q, b) (c.f. Definition 10) process of the form:
yt =
p∑
i=1
Aiyt−i + ζt +
q∑
j=1
Bjζt−j +
b∑
j=k
Mkut−k, t ∈ T, (3.12)
in state space form of (3.10) by choosing the vectors and matrices as in the VARMA
case and modifying the following vectors and matrices:
αt =

yt
...
yt−p+1
ut
...
ut−b+1
ζt
...
ζt−q+1

(k(p+q+b)×1)
, vt =

ζt+1
0
...
0
ζt+1
0
...
0

,
 (k(p+ r)× 1) (kq × 1)
F =

B0
0k×r
...
0k×r
Ir
0r×r
...
0r×r
0k×r
...
0k×r

(k(p+q+b)×1)
and
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Zt = [Ik, 0k×k, . . . , 0k×k, 0k×r, . . . , 0k×r, 0k×k, . . . , 0k×k]
(k×k(p+b+q))
. Finally the transition equa-
tion T =
 A M B0rb×kp N 0rb×kq
C 0kq×rb D)

[(k(p+q)+rb)×k(r+b+q)]
, where M =

M1 . . . Mb−1 Mb
0 . . . 0 0
...
...
...
0 . . . 0 0,

(rb×rb)
,
N =

0 . . . 0 0
Ir 0 0
. . .
...
0 . . . Ir 0

(rb×rb)
with the other block matrices in T as in the VARMA case.
To add a constant ν to the VARMAX model (3.12) we can use the tools we discussed
in the VARMA state space model.
3.2.4 State space model of regression models
Considering the regression model of Definition 12 of the form
yt = Xtβ + ξ, t = 1, . . . , n,
where ξ follows an ARMA model (2.1). We can easily bring it in state space form of
(3.5) by choosing (c.f. [9, pp. 60-61]) αt as in (3.8) and let
α∗t :=
(
β
αt
)
, T ∗ :=
[
Ik 0
0 T
]
, R∗ :=
[
0
R
]
Z∗t := (Xt, 1, 0, . . . , 0)
′,
where T and R are defined as in (3.9). Then the model
yt = Z
∗
t αt,
α∗t+1 = T
∗α∗t +R
∗ηt
is in state space form.
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3.3 The Kalman filter
The Kalman filter can be used for smoothing, filtering and forecasting a time series.
Once we put our model in state space form we can use the recursive procedure for
computing the optimal estimator of the state vector at time t. Optimal in the sense of
the MSE, i.e. the conditional expectation of αt based on a set of past observations
Yt (c.f. Theorem 3) available at time t. We follow [9, pp. 82-85] and consider the
linear state space model of (3.5). However, all of the following techniques also
exist for the state space model of (3.10) and therefore they can also be applied
to our vector-valued forecasting methods (c.f. [21, pp. 626-631]). Our goal is to
build up the distributions of αt and yt recursively with the initial state α1 which is
N (a1, P1) distributed and a1 and P1 are known. We indicate Yt−1 as the set of
past observations of y1, . . . yt−1, t = 2, 3, . . . while Y0 indicates that there is no prior
observation before t = 1. We need to keep in mind that
p(yt|α1, . . . , αt, Yt) = p(yt|αt) and p(αt|α1, . . . , αt, Yt) = p(αt+1|αt). Let
at|t := E(αt|Yt),
at+1 := E(αt+1|Yt),
Pt|t := Var(αt|Yt) and
Pt+1 := Var(αt+1|Yt).
We call at|t as the filtered estimator of the state αt and at+1 as the 1-step ahead
predictor of αt+1 with associated variances Pt|t and Pt+1. Since all distributions
are normally distributed, it follows that conditional distributions of subsets of vari-
ables given other subsets of variables are also normally distributed. Therefore the
distributions αt given Yt and αt+1 given Yt are given by
p(αt|Yt) = N (at|t, Pt|t) and
p(αt+1|Yt) = N (at+1, Pt+1).
We start with our calculations inductively starting with p(αt|Yt−1) = N (at, Pt). We
want to calculate at|t, at+1, Pt+1 from at and Pt recursively for t = 1, . . . , n. Let
vt = yt − E(yt|Yt−1) = yt − E(Ztαt + t|Yt−1) = yt − Ztat.
27
3 State space models and the Kalman filter
Therefore vt is the 1-step ahead forecast error of yt given Yt−1 and
E(αt|Yt) = E(αt|Yt−1, vt) because when Yt−1 and vt are fixed then Yt is fixed and
vice versa.
It holds that E(vt|Yt−1) = E(yt − Ztat|Yt−1) = E(Ztαt + t − Ztat|Yt−1) = 0. Thus
E(vt) = 0 and Cov(yj, vt) = E[yj E(vt|Yt−1)′] = 0 for j = 1, . . . , t− 1. Now we need
the following Lemma (c.f. [9, pp. 77-78]).
Lemma 1. Suppose that x, y are jointly normally distributed random vectors with
E
(
x
y
)
:=
(
µx
µy
)
, Var
(
x
y
)
:=
[
Σxx Σxy
Σxy Σyy
]
.
Then the conditional distribution of x given y is normal with mean vector
E(x|y) = µx + ΣxyΣ−1yy (y − µy), (3.13)
and variance matrix
Var(x|y) = Σxx − ΣxyΣ−1yy Σ′xy. (3.14)
Proof. Let z = x−ΣxyΣ−1yy (y−µy). The transformation from (x, y) to (y, z) is linear
and (x, y) is normally distributed, the joint distribution of y and z is also normally
distributed. It follows that
E(z) = µx,
Var(z) = E[(z − µx)(z − µx)′]
= Σxx − ΣxyΣ−1yy Σ′xy, (3.15)
Cov(y, z) = E[y(z − µx)′]
= E[y(x− µx)′ − y(y − µy)′Σ−1yy Σ′xy]
= 0.
We conclude that z is distributed independently of y because they are normal and
uncorrelated. Also, the distribution of z does not depend on y, its conditional distri-
bution given y is the same as its unconditional distribution. That means it is normal
with mean vector µx and variance matrix (3.15) which is the same as (3.14). Be-
cause z = x− ΣxyΣ−1yy (y − µy), it follows that the conditional distribution of x given
y is normal with mean vector (3.13) and variance matrix (3.14).
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Applying Lemma 1 to the conditional joint distribution of αt and vt given Yt−1, taking
x and y in Lemma 1 as αt and vt here, it follows
at|t = E(αt|Yt−1) + Cov(αt, vt)[Var(vt)]−1vt,
where Cov and Var refer to covariance and variance in the conditional joint distri-
butions of αt and vt given Yt−1. It holds by definition of Pt that
Cov(αt, vt) = E[αt(Ztαt + t − Ztat)′|Yt−1]
= E[αt(αt − at)′Zt|Yt−1]
= PtZ
′
t.
Let
Ft = Var(vt|Yt−1) = Var(Ztαt + t − Ztat|Yt−1) = ZtPtZ ′t +Ht, (3.16)
then it holds that
at|t = at + PtZ ′tF
−1
t vt. (3.17)
Applying (3.14) of Lemma 1 we have, assuming that Ft is non-singular (this as-
sumption is normally valid in well-formulated models):
Pt|t = Var(αt|Yt) = Var(αt|Yt−1, vt)
= Var(αt|Yt−1)− Cov(αt, vt)[Var(vt)]−1Cov(αt, vt)′
= Pt − PtZ ′tF−1t ZtPt. (3.18)
The relations (3.17) and (3.18) are sometimes called the updating step of the
Kalman filter. Now we want to develop recursions for at+1 and Pt+1.
Because αt+1 = Ttαt +Rt + ηt, we have
αt+1 = E(Ttαt +Rtηt|Yt)
= Tt E(αt|Yt), (3.19)
Pt+1 = Var(Ttαt +Rtηt|Yt)
= TtVar(αt|Yt)T ′t +RtQtR′t for t = 1, . . . , n. (3.20)
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It holds, substituting (3.17) into (3.19)
at+1 = Ttat|t = Ttat +Ktvt, t = 1, . . . n, (3.21)
where
Kt = TtPtZ
′
tF
−1
t . (3.22)
The matrix Kt is often called Kalman gain. With this approach, at+1 has been
obtained as a linear function of the previous value at and the forecast error vt of yt
given Yt−1. If we substitute from (3.18) and (3.22) in (3.20) we get
Pt+1 = TtPt(Tt −KtZt)′ +RtQtR′t, t = 1, . . . , n. (3.23)
The relations (3.21) and (3.23) are often called the prediction step of the Kalman
filter. With the recursions (3.17), (3.21), (3.18) and (3.23) we now constituted the
celebrated Kalman filter for the state space model of (3.5). An advantage is that
they enable us to update our knowledge of the system each time a new observation
comes in and we do not have to invert a (pt× pt) matrix to fit the model each time
the t-th observation comes in for t = 1, . . . , n. We only have to invert the (p × p)
matrix Ft and p is generally much smaller than n. We now collect together the filter
equations:
vt = yt − Ztat, Ft = ZtPtZ ′t +Ht,
at|t = at + PtZ ′tF
−1
t vt, Pt|t = Pt − PtZ ′tF−1t ZtPt, (3.24)
at+1 = Ttat +Ktvt, Pt+1 = TtPt(Tt −KtZt)′ +RtQtR′t
for t = 1, . . . , n, where Kt = TtPtZ ′tF
−1
t with a1 and P1 which are known as well as
the mean vector and variance matrix of the initial state vector α1. The recursion of
(3.24) is called the Kalman filter. Once we computed at|t and Pt|t, it is sufficient to
adopt the relations
at+1 = Ttat|t, Pt+1 = TtPt|tT ′t +RtQtR
′
t,
for predicting the state vector αt+1 and its variance matrix at time t. The dimensions
of the used vectors and matrices can be seen in Table 3.2.
30
3 State space models and the Kalman filter
Vector Matrix
vt (p× 1) Ft (p× p)
Kt (m× p)
at (m× 1) Pt (m×m)
at|t (m× 1) Pt|t (m×m)
Table 3.2: Dimensions of the vectors and matrices of the Kalman filter
3.3.1 Maximum likelihood estimation of parameters
So far we assumed that the parameters of the forecast models are known. We want
to give an overview of how we can calculate the likelihood to estimate the param-
eters of a forecast model that we put in a state space model (3.5) based on [9,
chapter 7]. We shall show that the likelihood can be calculated by a routine appli-
cation of the Kalman filter. The likelihood of the vector consisting of n observations
Yn = (y1, . . . , yn)
′ is
L(Yn) = p(y1, . . . yn) = p(y1)
n∏
t=2
p(yt|Yt−1),
where Yt = (y1, . . . yt)′. We generally work with the log-likelihood
logL(Yn) =
n∑
t=1
= log p(yt|Yt−1), (3.25)
where p(y1|Y0) = p(y1). In the case of the state space model (3.5) it holds that
E(yt|Yt−1) = Ztat. Now we set vt = yt − Ztat, Ft = Var(yt|Yt−1) and substitute
N (Ztat, Ft) for p(yt|Yt−1) in (3.25). We obtain
logL(Yn) = −np
2
log 2pi − 1
2
(log |Ft|+ v′tF−1t vt).
We can easily compute the quantities vt and Ft by the Kalman filter. In a usual
situation at least some elements of the system matrices Zt, Ht, Tt, Rt depend on a
vector ψ of unknown parameters that we want to estimate. In practice, the respec-
tive forecast model is first formulated in a state space model. Then we can calculate
the Log-likelihood logL(Yn|ψ) of the model which depends on the unknown param-
eters ψ. Numerical maximisation algorithms are used to calculate them.
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3.3.2 Information criteria
Information criteria are referenced as a measure to rate a statistical model. We
want to formulate information criteria based on the calculated log-likelihood value.
The goal is to measure the fit of the model given the estimated parameter vector ψˆ.
When dealing with competing models we want to compare the log-likelihood value
of a particular fitted model, denoted by logL(Yn|ψˆ) with the corresponding log-
likelihood values of competing models (c.f. [9, pp. 187-188]). The larger the number
of parameters that a model contains the larger its log-likelihood. The information
criteria typically take the general form
∇n,k = −2 logL(Yn|ψˆ) + Cn,k, (3.26)
where n is the sample size and k is the dimension of ψˆ. The value ofCn,k represents
the penalty for adding parameters to the model. In our future analysis, we will use
the Akaike Information Criterion (AIC) to define the parameters for our forecasting
model. It is given by choosing Cn,k := 2k in (3.26). In general, a model with a
smaller AIC value is preferred.
3.3.3 Forecasts based on a state space model
In this section, we will show how to compute minimum squared error forecasts ob-
tained by treating future values of yt as missing observations (c.f. [9, chapter 4]).
We suppose that we have given a vector of observations y1, . . . , yn which follow the
state space model (3.5) and we wish to forecast yn+j for j = 1, . . . , J . For this
purpose we choose the estimate yn+j of yn+j which has a minimum mean squared
error matrix given Yn = (y1, . . . , yn), that means, F n+j = E[(yn+j − yn+j)′Yn] is
a minimum in the matrix sense for all estimates of yn+j . We discussed in Section
3.1.1 that the mean squared error forecast of yn+j given Yn is the conditional mean
yn+j = E(Yn+j|Yn). For a 1-step forecast we have yn+1 = Zn+1αn+1 + n+1, so
yn+j = Zn+1 E(αn+1|Yn)
= Zn+1αn+1,
where an+1 is the estimate (3.21) produced by the Kalman filter. Also the conditional
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mean squared error matrix
F n+1 = F n+j = E[(yn+j − yn+j)′Yn]
= Zn+1 + Pn+1Z
′
n+1 +Hn+1,
is produced by the Kalman filter relation (3.16). Now let an+j = E(αn+j|Yn) and
P n+j = E[(an+j − αn+j)′Yn]. Because of the observation equation it holds that
yn+j = Zn+jαn+j + n+j and it follows that
yn+j = Zn+j E(αn+j|Yn)
= Zn+jan+j,
with conditional mean squared error matrix
F n+j = E{[Zn+j(an+j − αn+j)− n+j][Zn+j(an+j − αn+j)− n+j]′|Yn}
= Zn+jP n+jZ
′
n+j +Hn+j.
We have αn+j+1 = Tn+jαn+j +Rn+jηn+j because of the state equation,
an+j+1 = Tn+j E(αn+j|Yn)
= Tn+jan+j,
for j = 1, . . . , J − 1 with an+1 = an+1 and
P n+j+1 = E[(an+j+1 − αn+j+1)(an+j+1 − αn+j+1)′|Yn]
= Tn+j E[(an+j − αn+j)(an+j+1 − αn+j+1)′|Yn]T ′n+j
+Rn+j E[ηn + η′n+j]R′n+j
= Tn+jP n+jT
′
n+j +Rn+jQn+jR
′
n+j for j = 1, . . . , J − 1.
The recursions for an+j and P n+j are the same as the recursions for an+j and Pn+j
of the Kalman filter (3.24) provided if we take Zn+j = 0 for j = 1, . . . , J − 1.
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The data of the three switches we want to analyse is from switch engines installed
at operational switches in the Netherlands, recorded with the Dutch construction
and rail company Strukton Rails’ POSS measurement system. Strukton Rail mon-
itors over 2000 switches using the POSS system and approximately 80% of the
monitored switches in the Netherlands have similar engines (NSE type engine) to
the ones we are analysing [10]. The system measures the engine current (propor-
tional to the engine power consumption) during the switch blades movement [16,
p. 2]. During each attempt of an electrical motor to move the switch blades from
one position to the other, the electrical current is measured and captured with a
bipolar AC/DC current clamp to digitise the measurement with 50Hz by the POSS
system in amperes [10]. The current measurements of the first two switches we
want to examine (Switch 1 and Switch 2) have been recorded over several years
as well as other relevant data such as the actual temperature measured outside
of a relay house nearby where the data got sent to when a switch movement has
taken place. In the chapter of Switch 1, we want to explain the discussed forecast-
ing methods in terms of the given data basis of the railway switch and see how the
switch behaves before a failure and how maintenance affects the switch, whereas
in the analysis of the data of Switch 2 we want to compare the different forecasting
methods against each other and see how we can best model the energy consump-
tion of the railway switch. The data of Switch 3 contains measurements only over a
few months but also contains more relevant data such as the temperature directly
below the point machine or the relative humidity inside the point machine. We want
to examine which variables of the data of Switch 3 have the most impact on the
energy consumption and how we might improve the forecasting models. The target
variable we want to forecast is always the (discrete) total power consumed by the
electrical engine of the switch to move the switch blades from one position to the
other. When choosing a model for a time series it is common practice to split the
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data into a training set and a test set. The training set is used to create an appro-
priate model for the considered time series and for estimating any parameters of a
forecasting method. The test set is used to evaluate the forecast. As an appropriate
measure for the forecasts, we will use the sample mean squared error (rounded to
one decimal place)
1
n
n∑
i=1
(xi − xˆi)2,
where x1, . . . , xn are the true values in the test set, xˆ1, . . . , xˆn are the respective
predicted values and n is the number of forecasting steps. To test the model we
will perform 1-step, 10-step and 50-step forecasts. Box and Jenkins recommend at
least 50 but preferably 100 or more observations to create a suitable model [3, p.
15]. According to Hyndman and Athanasopoulos the size of the training set is typi-
cally about 80% of the total sample but strongly dependent on how long the sample
is and how far ahead we want to forecast [19, p. 77]. Also, other characteristics
such as what questions we want to answer and how the data is structured are im-
portant. In the following evaluations, we will always use (unless otherwise stated)
100 observations before a test set as the corresponding training set. We have ob-
tained similar results with forecasts based on models created using the smallest
AIC with training sets consisting of the last 50, 150 and 200 observations before the
respective test set (c.f. Appendix A).
The forecasting methods we have defined in Chapter 2 are based on whole num-
bers and do not take the different time intervals between two switch movements
into account. We are only considering one switch movement after the other without
considering the time index of the respective training and test set when creating a
model or forecasting. We will discuss some problems that arise therefrom later on.
However, for visualisation purposes, the indexes will be kept and forecasts will be
indexed with the same index as the respective test set. The forecasts and tests were
made using the Python Packages Statsmodels [29], scikit-learn [27] and SciPy [30].
4.1 Switch 1
The data of the recorded switch movements of Switch 1 consists of 10 variables
(MeasurementID, MeasurementDirection, MeasurementTemperature, Measure-
35
4 Evaluations
mentDateTime, TotalPower, NumberOfEngines, Engine, DataStart, DataEnd, Data)
and 21585 observations, raised from 01-01-2012 to 07-02-2017. The variables of
interest are "MeasurementDirection" which is either 0 or 1, depending on which di-
rection the engine turns the switch blades, "MeasurementTemperature" which is the
temperature measured at a relay house of the switch nearby, "MeasurementDate-
Time" which is the time when the switch movement has taken place, "Data" which
consists of the measurements of the electrical current of the engine measured with
50Hz in amperes during a switch movement and the target variable "TotalPower"
(Figure 4.1) which models the total power consumption of a switch movement. In
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Figure 4.1: The time series TotalPower over time (top) and in enlarged view (bottom)
our future analysis we will always keep in mind that the target variable of the time
series TotalPower depends on the measurement direction in which the engine turns
the switch blades (Figure 4.2). This is why we might split up the original time series
in two or use vector-valued models such as VARMA. In our analysis, we will divide
the time series of TotalPower into 5 smaller parts. We have 13 failures, 27 repairs
and 45 maintenance listings of the switch, given by the exact times of the reported
failures and repairs as well as the days the maintenance has taken place, illustrated
in Figure 4.3. We need enough data points between those listings for choosing the
sections for the training sets with which we create a suitable model. Therefore we
choose parts of the time series, where no failures, reported maintenance or repairs
occurred. Also, we are not interested in failures that are certainly not predictable
(e.g. the cause of an error on 23-06-2013 was a foreign object which was removed
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Figure 4.2: TotalPower over time, split in two directions
subsequently). We call the sets we want to analyse "data sets". The respective
training and test sets lie in those sets, if not expressly mentioned the last 50 data
points of a data set form the individual test set (our goal is to do a maximum of 50-
step forecasts) and the last 100 data points of a data set before the test set define
the individual training set. A summary of the data sets can be seen in Table 4.1 (we
name them from 1 to 5 as well as their training and test sets, sorted by date). They
are colourised in Figure 4.3. We want to analyse two data sets before a failure
Data set 1 2 3 4 5
Time
frame
from
28-02-2013
08:16:36
to
07-04-2013
00:40:53
from
28-11-2013
14:21:57
to
26-12-2013
06:23:02
from
09-07-2014
05:51:59
to
08-08-2014
23:40:28
from
29-10-2014
10:31:16
to
28-11-2014
05:36:59
from
13-05-2015
00:30:51
to
07-06-2015
07:51:59
Number of
data points
472 389 327 338 257
Table 4.1: The data sets we want to analyse of the first switch
occurred (data set 1 and 2). Therefore the last data point of the data sets 1 and 2
is the last data point before the respective failure happened. The various data sets
contain all values before the last time point back to the closest event before (main-
tenance, repair, or failure). We only need a maximum of 150 data points to train
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Figure 4.3: Failures, the start of the reported maintenance days, reported repairs
(some lines are overlapping) and the sections we want to analyse,
colourised in orange
and predict the model but with more data points not close to a time point where a
failure repair or maintenance occurred we still have the possibility to shift the train-
ing and test horizon a little if the switch was already not functioning as it should. For
example, it could be the case that the switch is not behaving well 150 data points
before a failure and we use those biased values to create a model. That would be
not expedient. The goal is to create a model that describes the total power of a
functioning switch. Based on this model we want to forecast the true values of the
test set. We want to investigate if the total power consumption of the switch before
the failure occurred was not behaving as it should or if the failure happened without
any presage. If we find a suitable model whose forecasts do not behave like the
test set we can conclude that failure might happen soon and maintenance should
be done.
For the other three data sets, we set the last data point 25 data points after the day
maintenance has taken place. It follows that the test set starts 25 data points before
the day of the maintenance and ends 25 data points after maintenance has taken
place. We choose the beginning of the data sets as we did before. The goal is to
see if the created models are capable of detecting maintenance of the switch that
changed how the total power behaves. The maintenance that took place in the 4th
data set was only an inspection unlike the ones of the 3rd and 5th data set. In this
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case, the 50-step prediction of the 4th test set should be way better compared to
the other ones if the model can describe the time series of TotalPower well. The
first test set consists of 472 data points. As already mentioned we use the last 50
data points before the failure was reported as the test set and the training set is
consisting of 100 data points before the test set (c.f. Figure 4.4).
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Figure 4.4: Training set (blue), test set (green) and the other data points which we
do not consider (grey) of the first data set
4.1.1 ARIMA and VARMA models
If we look at the sample ACF and PACF of the training set of the first data set (Figure
4.5), we cannot be sure that we can model it as an AR(p) or MA(q) process as in our
simulated case in Figure 2.1, although we can see the alternating dependence of
TotalPower on the measurement direction in the sample ACF. With the information
that TotalPower is dependent on the measurement direction, it would be reasonable
to choose d = 1 for the ARIMA(p, d, q) model. Nevertheless, we will choose d using
the ADF test and also based on the best AIC (those approaches should also result
in choosing d as 1 but other values of d may be advantageous). First, we want to
test whether the training set is stationary according to the augmented Dickey-Fuller
test to choose the parameter d. We want to reject the null hypothesis to a level of
α = 0.05. As a result of the augmented Dickey-Fuller unit root test1 we get the
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Figure 4.5: Sample ACF and PACF of the training set of the first data set
following test statistic and p-value for the first training set:
ADF = -1.8007798116064873
p-value = 0.380074607575997.
As a result, we cannot reject the null hypothesis and we cannot conclude that the
time series is stationary. However, if we difference the training series, we can elimi-
nate the alternating periodicity of the switch movement. As a result, we can test the
differenced training set again and get the following test result:
ADF = -8.118885817485182
p-value = 1.1705923420122609e-12.
Therefore we can reject the null hypothesis that there is a unit root and conclude
that the differenced training set is stationary. As a consequence, we choose d = 1.
Then we use the AIC value and perform a grid search. We calculate the AIC for all
possible parameters from 0 to 4 for p, d and q and save the ranked parameters and
the corresponding AIC. Afterwards, we look at the sorted list of the AICs and their
corresponding parameters. We now search in the list of the AICs for the computed
tuple with the smallest AIC with the same value for d as we calculated. The following
output shows the 3 best-calculated AIC values and their corresponding parameters:
1Using tsa.stattools.adfuller of Statsmodels
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3 smallest AICs:
AIC Parameter
560.242680 (2, 1, 2)
560.273911 (1, 1, 2)
560.613276 (4, 1, 1).
We see that the parameter d in the list of the smallest AICs coincides with the
method of how we used to calculate d. If this is not the case in further evaluations
we will also perform a forecast based on the model created with the parameters of
the best AIC and add it to the evaluations. Now we fit the model with the ARIMA
parameters (2,1,2). As a result, we end up with the values seen in Table 4.2.
coef std err z P> |z| [0.025 0.975]
const -0.0471 0.154 -0.305 0.761 -0.350 0.255
ar.L1.D.TotalPower -0.5001 0.270 -1.851 0.067 -1.029 0.029
ar.L2.D.TotalPower 0.4964 0.269 1.847 0.068 -0.030 1.023
ma.L1.D.TotalPower -0.1259 0.256 -0.492 0.624 -0.627 0.375
ma.L2.D.TotalPower -0.4756 0.113 -4.220 0.000 -0.697 -0.255
Table 4.2: Part of the summary of the fitted ARIMA(2,1,1) model of the first training
set using Statsmodels
We can see the estimated constant term and the AR and MA coefficients of the
differenced time series ∇Xt of the fitted ARIMA(2,1,2) process in the first column.
The estimated ARIMA(2,1,2) process has the following form:
∇Xt = −0.0471− 0.5001∇Xt−1 + 0.4964∇Xt−2 + Zt − 0.1259Zt−1 − 0.4756Zt−2.
The standard errors of the predicted values can be found in the second column
whereas the column "z" represents the standardised coefficient (coeff/stderr). The
column "P> |z|" represents the p-value of the respective coefficient under the null
hypothesis H0 : coeff = 0. The last two columns of Table 4.2 represent the con-
fidence interval of the estimated coefficient. We can now forecast the time series,
illustrated in Figure 4.6 and calculate the mean squared errors of the forecasts:
Mean squared error of the 1-step forecast: 37.3
Mean squared error of the 10-step forecast: 66.4
Mean squared error of the 50-step forecast: 90.2.
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Figure 4.6: Training set (blue), test set (green) and the 1-step, 10-step and 50-step
forecasts (red) of the first test set
The residuals t = xt − xˆt should be white noise if the model fits the data. After a
look at the 50-step forecast in Figure 4.6 and at the histogram in Figure 4.7 we see
that the forecast is clearly underestimating the true values of the test set.
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Figure 4.7: A plot (left) and histogram (right) of the residuals
We will follow the same procedure for the next data sets. For the second data set
we had to difference the training set 2 times to reject the null hypothesis of the
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augmented Dickey-Fuller test. However, in the sorted list, the model parameters
of the best AIC are (4,1,0) and the model with the smallest AIC where d = 2 is
(3,2,0) in eighth place. We calculate forecasts with both models and look at their
MSEs((3,2,0)/(4,1,0)):
Mean squared error of the 1-step forecast: 1.0/18.1
Mean squared error of the 10-step forecast: 236.6/91.2
Mean squared error of the 50-step forecast: 2862896.2/2907829.
With both parameters, we get a big MSE for the 50-step forecast. The error is
big because we have 2 outliers in the test set (Figure 4.8). Also the alternating
behaviour of the measurement direction changes.
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Figure 4.8: Second data set. Training set (blue) and test set (green). At the top the
data we do not consider (grey). The ARIMA(3,2,1) forecast (red) and
the ARIMA(4,1,0) forecast (orange) at the bottom
We conclude that the failure has happened before it has been reported. We see that
those forecasts are unusable. Therefore we will not calculate any more forecasts
of this test set based on this training set. Instead, we shift the training and test
set 80 data points to the left. This gives us the advantage that the outliers are not
in the shifted test set and the shifted training set ends on the 12-12-2013 where
TotalPower starts to rise and fall (Figure 4.9). We want to answer the question if
this happens due to abnormal behavior or it is still a normal action. The MSEs of
43
4 Evaluations
the estimated ARIMA(3,0,4) forecast can be seen below and the 50-step forecast is
illustrated at the bottom of Figure 4.9:
Mean squared error of the 1-step forecast: 41.2
Mean squared error of the 10-step forecast: 154.5
Mean squared error of the 50-step forecast: 278.8.
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Figure 4.9: Shifted second training set (blue) and the shifted test set (green). At the
top the data we do not consider (grey). The ARIMA(3,0,4) forecast (red)
at the bottom
It can be seen that the ARIMA forecast behaves stiffly and goes straight out for each
direction after a few time points.
Now we analyse the 3 data sets where the maintenance happened. We proceed
as before. However, we now forecast up to 25 steps after the day the maintenance
happened to see if the maintenance has an impact on the 50-step forecast of the
test sets. Using the Dickey-Fuller test we conclude that the 3rd training set is sta-
tionary after being differenced one time. In the sorted list of the AICs, the first tuple
that contains d = 1 is (4,1,2) with the AIC value 675.378678. We also perform a
forecast based on the parameters of the best AIC (668.385923;(1,0,3)). The MSEs
of the forecasts ((4,1,2)/(1,0,3)) are the following:
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Mean squared error of the 1-step forecast: 26.5/11.7
Mean squared error of the 10-step forecast: 28.3/26.8
Mean squared error of the 50-step forecast: 136.1/107.2.
The 2 forecasts and their MSE are close to each other. They, as well as the day
of the maintenance can be seen in Figure 4.10 where the 50-step forecast with the
parameters (4,1,2) is almost overlapping the forecast with the parameters (1,0,3).
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Figure 4.10: Third data set. Training set (blue), test set (green) and the day of the
maintenance (orange vertical line). At the top the data we do not con-
sider (grey). The ARIMA(4,1,2) forecast (red) and the ARIMA(1,0,3)
forecast (orange) at the bottom
We are able to reject the null hypothesis and conclude stationarity for the 4th training
set. Now we have a similar situation as before. The first parameter of the list of the
best AICs and their respective parameter where d = 0 is (2,0,0) with an AIC of
716.302591. The AIC in the first place is (2,1,1) with an AIC of 714.076558. As
before the MSEs ((2,0,0)/(2,1,1)) are shown below and the forecasts can be seen
in Figure 4.11:
Mean squared error of the 1-step forecast: 6.5/0.2
Mean squared error of the 10-step forecast: 35.6/37.1
Mean squared error of the 50-step forecast: 191.9/228.7.
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Figure 4.11: Fourth data set. Training set (blue), test set (green) and the day of the
maintenance (orange vertical line). At the top the data we do not con-
sider (grey). The ARIMA(1,0,3) forecast (red) and the ARIMA(2,1,1)
forecast (orange) at the bottom
It is noticeable again that the 50-step forecasts perform almost identically. Unlike
before the forecasts become closer to each other the more time passes. This should
not happen. For the 5th training set, we concluded that the set is stationary after
being differenced one time. Also, the top AIC is (1,1,4). The 50-step forecast can
be seen in Figure 4.12 and the MSEs are the following:
Mean squared error of the 1-step forecast: 23.5
Mean squared error of the 10-step forecast: 41.0
Mean squared error of the 50-step forecast: 354.9.
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Figure 4.12: Fifth data set. Training set (blue), test set (green) and the day of the
maintenance (orange vertical line). At the top the data we do not con-
sider (grey). The ARIMA(1,1,4) forecast (red) at the bottom.
Now we want to use the VARMA model to fit a model and forecast the test sets. We
split each training set of 100 data points into 50 of each direction. Again we use
Statsmodels and the implemented VARMAX package to fit and forecast a model
and use grid search with values from 0 to 4 to find parameters for p and q based
on the best AIC. We start with the first data set. The output of the 3 best AICs and
their given parameters for the first data set are shown below:
3 smallest AICs:
AIC Parameter
545.421651 (1, 0)
545.428625 (2, 0)
549.292198 (3, 0).
We will now fit the model based on a VAR(1) process and get amongst other things
the following output:
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coef std err z P> |z| [0.025 0.975]
intercept 52.1464 40.479 1.288 0.198 -27.191 131.484
L1.y1 0.6031 0.171 3.519 0.000 0.267 0.939
L1.y2 0.2144 0.259 0.828 0.408 -0.293 0.722
coef std err z P> |z| [0.025 0.975]
intercept 52.2374 26.621 1.962 0.050 0.061 104.414
L1.y1 0.1240 0.125 0.994 0.320 -0.120 0.368
L1.y2 0.6363 0.180 3.541 0.000 0.284 0.989
coef std err z P> |z| [0.025 0.975]
sqrt.var.y1 4.5749 0.586 7.805 0.000 3.426 5.724
sqrt.cov.y1.y2 1.7044 0.441 3.867 0.000 0.841 2.568
sqrt.var.y2 2.4746 0.241 10.249 0.000 2.001 2.948
Table 4.3: Part of the summary of the fitted VAR(1) model of the first training set
using Statsmodels
That means the estimated VAR(1) process has the following form:
Xt =
(
52.1464
52.2374
)
+
(
0.6031 0.2144
0.1240 0.6363
)
Xt−1 + Zt,
where Zt is N (0,Σz) distributed with Σz =
(
4.5749 1.7044
1.7044 2.4746
)
.
When performing vector-valued forecasts or when we split the time series in two
based on the respective measurement direction and perform forecasts for each
direction, we will plot the two different time series separately (for example as at
the top of Figure 4.13). Solid lines always stand for the measurement direction 0
whereas the dashed lines can be assigned to the measurement direction 1. To
compare them with the ARIMA forecasts we zip the 2 directions up and calculate
the MSE (illustrated at the bottom of Figure 4.13). Except for the shifted second
test set the VARMA models performed better in terms of the MSE (Table 4.4, the
top MSEs are in bold).
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Figure 4.13: Training set (blue), test set (green) and the 50-step VAR(1) forecast
(red) of the first test set
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(2,1,2)
90.2
(3,0,4)
278.8
(4,2,1)
136.1
(1,0,3)
107.2
(2,0,0)
191.9
(2,1,1)
228.7
(1,1,4)
354.9
VARMA
(1,0)
32.6
(0,2)
285.4
(1,0)
106.9
(1,0)
34.7
(1,0)
127.9
Table 4.4: MSEs of the ARIMA/VARMA forecasts.
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4.1.2 Forecasts with exogenous variables
As already mentioned and discussed in [1, pp. 89-93], temperature and humidity
might have an impact on the total power of the given railway switch. The relation
between temperature and total power can be seen in Figures 4.14 and 4.15. We can
observe the natural cycle of seasons in Figure 4.14. However, one season contains
many data points and can vary from year to year which is why we refrain from using
a seasonal model such as SARIMA. We want to see if we can improve the model
through the consideration of the temperature at given time points. Logically, the
farther away we consider the temperature (in the sense of time) of a fixed switch
movement, the less influence it has on the target variable TotalPower of this fixed
movement. We want to consider the actual temperature during a switch movement.
With this approach, the VARMAX model of Definition 10 simplifies to
Xt = ν + A1Xt−1 + . . .+ ApXt−p + Zt +B1Zt−1 + . . .+BqZt−q +M0Ut. (4.1)
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16.0 < MeasurementTemperature in °C 36.9
Figure 4.14: Progress of TotalPower, colourised by temperature
In this case, the parameter b of the general VARMAX equation (2.6) is always equal
to 0 and therefore we will write the VARMAX(p, q, 0) model as VARMAX(p, q) model.
In this case the vector ν of constants consists of two values, A1, . . . Ap, B1, . . . Bq
and M0 are 2 × 2 matrices. The external time series (Ut)t∈T is the 2-dimensional
vector that stands for the temperature of each direction. Each row of the matrix M0
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Figure 4.15: Temperature to TotalPower (zoomed in, some outliers cannot be seen)
can be interpreted as the weights we grant custody of the measured temperatures
of the individual measurement directions. We explain the idea and the problems
that arise using the VARMA(X) model in view of the data basis with an illustration of
a VARX(1) model (a similar situation arises with higher orders, only autoregressive
terms and with moving average terms) with Figure 4.16.
0
207A
22.1◦C
1
258A
21.5◦C
0
196A
21.5◦C
1
262A
20.4◦C
0
X0t
19.9◦C
1
X1t
16.6◦C
. . . . . .
Figure 4.16: Illustration of a VARX(1) model
The number inside a circle represents the measurement direction. At the top of
the circles, the values of the total power (here in amperes) and at the bottom the
temperature values of each switch movement can be seen. Both directions are
summarised in a vector (the order depends on which direction we are starting).
Each time step of a VARX(1) model is represented by an arrow to the right. The
missing values of the total power over the right circles (X0t , X
1
t ) of the VARX(1)
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process are computed as follows:(
X0t
X1t
)
=
(
ν1
ν2
)
+
(
a11196 +m12262 +m1119.9 +m1216.6
a21196 + a22262 +m2119.9 +m2216.6
)
+
(
Z0t
Z1t
)
,
where ν1, ν2 are constants, (aij)1≤i,j≤2 are the components of the matrix A1 and
(mij)1≤i,j≤2 are the components of the matrix M0 of (4.1). The entries Z0t and
Z1t belong to the vector-valued white noise of Zt of (4.1). We see that the last
two known values of the total power of each direction are used to compute X0t
and X1t as well as the actual measured temperature of each direction. It can be
advantageous when computing the total power of a measurement direction to also
use the measurement temperature and total power value of the other direction,
however if we want to compute for exampleX0t , and a long time interval lies between
the two measurements 0 and 1, the model might use a temperature or the total
power value of the measurement direction 1 that is not influencing X0t and even
worse it can distort the model. The same applies for X1t , it may be that it uses the
outdated value which got measured for the other direction and is no longer relevant.
We discover the parameters for p and q of the VARMAX model as before in the
VARMA case using the AIC. The output is similar to a VARMA model, in addition,
we get the values of the Matrix M0 as an output, shown in Table 4.5.
coef std err z P> |z| [0.025 0.975]
beta.x1 -1.4444 1.312 -1.101 0.271 -4.017 1.128
beta.x2 0.4156 1.193 0.348 0.727 -1.922 2.753
beta.x1 -0.2613 1.029 -0.254 0.799 -2.278 1.755
beta.x2 -0.2778 1.077 -0.258 0.796 -2.388 1.833
Table 4.5: Part of the summary using Statsmodels. Coefficients of the matrix M0 of
the estimated VARMAX(1,3) model of the first training set
It follows that the estimated matrix has the form M0 =
(
−1.4444 0.4156
−0.2613 −0.2778
)
. We
also want to analyse the total power of a measurement direction independently from
the other direction. We divide the training set into 2 training sets consisting of 50
data points for each direction. In Definition 8 we considered an ARMA model and
additionally the last b inputs of an external series. Now we do not want to consider
the last b inputs of an external series but the actual input of the external series.
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In this case the measured temperature during a switch movement. Modifying the
ARMAX equation for this purpose we end up with the equation
Xt = c+
p∑
i=1
φiXt−i + Zt +
q∑
j=1
θjZt−j + ηUt, (4.2)
where η is the scalar for the univariate external series Ut. The equation (4.2) has
the same form as a linear regression with ARMA errors we considered in Definition
12 with a constant c ∈ R when choosing k = 1, i.e. we use 1 regressor. To see if it
is beneficial to model the error term of a linear regression with an ARMA model2, we
will also forecast the respective test set with a usual linear regression model using
temperature as regressor3. To forecast with a linear regression model, we divide
each training set of 100 data points into 2 training sets of 50 data points for each
direction. Then we estimate the intercept and slope of the respective regression line
(minimisation of the residual sum of squares). Based on the estimated regression
line we forecast the future values of TotalPower (c.f. Figure 4.18). We compute a
maximum of 25-step forecasts based on the temperature of the given time for each
direction. After computing 25 step forecasts for each direction (Figure 4.18) we zip
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Figure 4.17: The 50 data points of the training set (blue), the estimated regression
line and the future 25 values (green) of the first test set
them together to get a 50-step forecast and calculate the respective MSEs.
2Using tsa.arima_ model.ARMA of Statsmodels
3Using linear_ model.LinearRegression of sklearn
53
4 Evaluations
27-03 29-03 31-03 01-04 03-04 05-04 07-04
MeasurementDateTime
220
230
240
250
260
270
To
ta
lP
ow
er
 in
 A
Figure 4.18: Training set (blue), test set (green) and the linear regression forecasts
(red) of the respective measurement direction of the first test set
4.1.3 Forecasts of each data set
We want to apply the discussed forecast methods for each data set. We observe in
Table 4.6 that the linear regression forecast that we already saw in Figure 4.18 was
the best 50-step forecast among all of the forecasting methods. Using the linear
Test set 1 1-step 10-step 50-step
ARIMA(2,1,2) 37.3 66.4 90.2
VARMA(1,0) 6.4 19.5 32.6
VARMAX(1,3) 23.8 27.6 97.3
Linear regression
with ARMA errors
0-(2,2), 1-(1,0)
2.2 27.4 27.7
Linear regression 17.8 24.2 23
Table 4.6: MSEs of the forecasts of the first test set
regression with ARMA errors model we can improve the linear regression forecast
for the 1-step case. The MSEs do not get very big over time and it seems that
the error happened suddenly because the forecasts do not deviate much from the
test set. Reconsidering the shifted training and test set of the second data set, we
see in Table 4.7 that the MSEs of each test set for 50-step forecasts got very big
compared to the 50-step forecasts of the first test set.
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Test set 2 shifted 1-step 10-step 50-step
ARIMA(3,0,4) 41.2 154.5 278.8
VARMA(0,2) 21.6 177.5 285.4
VARMAX(3,0) 41.2 146.3 256.5
Linear regression
with ARMA errors
0-(1,0), 1-(3,0)
8.5 167.4 257.3
Linear regression 3.2 173.2 263.8
Table 4.7: MSEs of the forecasts of the shifted second test set
We can observe in Figure 4.19, that TotalPower does not depend much on the
measured temperature in the test set.
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Figure 4.19: Temperature change of the shifted second training and test set (top)
and the corresponding training set (blue), test set (green) and the 50-
step VARX(3) forecast (red) at the bottom
The ups and downs of TotalPower in the test set were not caused by a large variation
in temperature. Considering the slowly rising temperature of the test set we would
expect that TotalPower of the test set would slowly decay and not spike up and
down. Neither the VARMAX forecast at the bottom of Figure 4.19 nor the other 2
forecasts that contain the temperature as exogenous variable (Figure 4.20) forecast
this spike. We conclude that the ups and downs of TotalPower were not caused by
temperature and the railway switch was not behaving normally.
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Figure 4.20: Training set (blue), test set (green) and the other forecasts that con-
sider the measured temperature (red) of the shifted second test set
Looking at the MSEs and the linear regression forecast of the 3rd test set (Table
4.8 and Figure 4.21), we can observe that the maintenance affected the total power
consumption of the railway switch for the measurement direction 1 (dashed green
line). Before the day the maintenance happened the model was describing the
energy consumption for the measurement direction 1 of the switch very well but not
afterwards. On the contrary, looking at the MSEs of the 50-step forecasts of the
4th test set (Table 4.9), we see that they are much smaller compared to the 50-
step forecast MSEs of the 3rd test set because the maintenance action was only
inspection and the model is describing the data well.
Test set 3 1-step 10-step 50-step
ARIMA(4,2,1)
ARIMA(1,0,3)
26.5
11.7
28.3
26.8
136.1
107.2
VARMA(1,0) 1.2 26.1 106.9
VARMAX(1,0) 1.2 17.8 133.4
Linear regression
with ARMA errors
0-(2,3), 1-(0,0)
5.5 17.9 132.5
Linear regression 16 20.7 131.6
Table 4.8: MSEs of the forecasts of the 3rd test set
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Figure 4.21: Training set (blue), test set (green), the linear regression forecast of
the 3rd test set (red) and the day the maintenance took place (orange
vertical line)
Test set 4 1-step 10-step 50-step
ARIMA(2,0,0)
ARIMA(2,1,1)
6.5
0.2
35.6
37.1
191.9
228.7
VARMA(1,0) 0.1 9.1 24.7
VARMAX(1,0) 17.5 12.8 38.3
Linear regression
with ARMA errors
0-(1,0), 1-(0,3)
0.3 16.6 36.4
Linear regression 19.9 20.9 39.8
Table 4.9: MSEs of the forecasts of the 4th test set
The MSEs of the 50-step forecasts of the 5th test set (c.f. Table 4.10) lie between the
last two. Among the 50-step forecasts, the predictions right before and right after the
maintenance took place were not as good as the other ones that are farther away
from the day of the maintenance (Figure 4.22). It seems that the switch performed
normally as before shortly after the maintenance.
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Test set 5 1-step 10-step 50-step
ARIMA(1,1,4) 23.5 41 354.9
VARMA(1,0) 8.4 9 127.9
VARMAX(1,0) 0 5.4 59.5
Linear regression
with ARMA errors
0-(0,3), 1-(0,2)
2.8 2.1 69.7
Linear regression 3.6 4 71.2
Table 4.10: MSEs of the forecasts of the 5th test set
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Figure 4.22: Training set (blue), test set (green), the VARX(1) forecast of the 5th test
set (red) and the day the maintenance took place (orange vertical line)
4.2 Switch 2
The data of Switch 2 consists of 66797 observations recorded from 01-01-2012
to 20-03-2018 and 9 variables (MeasurementID, MeasurementDirection, Measure-
mentTemperature, MeasurementDateTime, NumberOfEngines, Engine, DataStart,
DataEnd, Data). Unlike in Switch 1, number of engines is equal to 2. Each engine
belongs to a measurement direction. To get an approximation of the total power
as a derived feature parameter, we sum up the values in "Data" (c.f. Figure 4.23)
and generate a new variable "TotalPower". Similar to Switch 1, TotalPower is also
58
4 Evaluations
0 10 20 30 40 50 60 70
Index
0
2
4
6
8
10
12
Cu
rre
nt
 in
 A
Figure 4.23: A plot of the data points of one expression of the variable Data
dependent on the measurement direction (Figure 4.24) and strongly dependent on
the measured temperature (Figure 4.25).
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Figure 4.24: The constructed time series TotalPower (top), split in the two measure-
ment directions (bottom)
Only 1 failure has been recorded at 29-01-2014 and 88 maintenance actions were
listed. We also have 143 time points reported where the switch was heated. In this
chapter, we want to test the different forecasting methods against each other. We
pick 10 sets where no failure, maintenance and heating occurred. We proceed as in
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Figure 4.25: TotalPower, colourised with the associated temperature (top) and Mea-
surementTemperature to TotalPower (bottom)
Switch 1 except we end the test set 100 data points before maintenance has taken
place or heating was performed to get rid of a possible bias that could occur before
maintenance or heating. The data sets end respectively 100 datapoints before an
event (maintenance or heating) and go back until the closest event (maintenance
or heating) before. From these sets we only use the last 150 data points (100 data
points for training the model and maximum 50 for forecasting), they can be seen in
Tables 4.11, 4.12 and are colourised in Figure 4.26.
Data set 1 2 3 4 5
Time
frame
from
10-06-2012
19:17:00
to
01-08-2012
18:10:00
from
07-06-2013
06:29:00
to
24-07-2013
08:29:00
from
15-09-2013
21:24:00
to
15-10-2013
23:02:00
from
24-03-2014
18:26:00
to
15-05-2014
05:42:00
from
13-09-2014
18:51:00
to
13-10-2014
09:17:00
Number of
data points
1335 1113 864 1632 960
Table 4.11: First 5 data sets of Switch 2
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Data set 6 7 8 9 10
Time
frame
from
01-04-2015
11:52:00
to
06-05-2015
22:41:00
from
21-06-2015
06:11:00
to
03-09-2015
01:11:00
from
21-03-2016
13:23:00
to
20-07-2016
12:08:00
from
18-09-2016
11:11:00
to
04-10-2016
00:59:00
from
20-05-2017
20:34:00
to
07-09-2017
00:53:00
Number of
data points
1035 2074 3664 462 3367
Table 4.12: Last 5 data sets of Switch 2
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Figure 4.26: Failure (red vertical line), maintenance (orange vertical lines), heating
of the switch (blue vertical lines) and the 10 data sets we want to anal-
yse, colourised in orange
4.2.1 1-step forecasts
We are starting to compare the 1-step forecasts with the discussed forecasting
methods shown in Tables 4.13 and 4.14. Except for the 2nd and 3rd training set
the method for defining the parameter d for the ARIMA(p, d, q) model coincided
with the parameter d of the best found AIC. For the 2nd training set, we rejected
the null hypothesis and concluded that the training set is stationary. However, in
the list of the smallest AICs the best parameters found were (4,1,3). For the 3rd
training set, we concluded that the training set is stationary after we differenced it
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one time. In this case, the best parameters based on the smallest AIC were (2,0,1).
We included both parameters and their MSEs of the forecasts in those two cases.
For the 1-step forecasts, it was not beneficial to include the external variable of
the measured temperature. The MSEs calculated with the forecasts without the
exogenous variable are even better in most cases. Unlike in Switch 1, the forecasts
of the VARMA model are not better than the forecasts with the ARIMA models
which is probably caused by the gap between the measurement direction (i.e. the
difference between the (discrete) TotalPower of the two measurement directions)
which is not as big as in Switch 1, although the parameters can be reduced. In 18
out of 20 cases, we estimated a VAR(1) or VARX(1) as the best model to use in the
VARMA/VARMAX case.
XXXXXXXXXXXXMethod
Test set
1 2 3 4 5
ARIMA
(4,0,3)
0
(4,0,2)
15.3
(4,1,3)
15.6
(2,1,1)
13.6
(2,0,1)
41.5
(2,1,3)
3.3
(2,1,3)
3.8
VARMA
(1,0)
5.1
(1,0)
5.2
(1,0)
34.9
(1,0)
8.4
(1,0)
4.4
VARMAX
(1,0)
0
(1,0)
14.6
(1,0)
29.6
(1,0)
0.1
(1,0)
10.8
Linear regression
with ARMA erros
0-(4,3)
1-(0,2)
0.1
0-(0,1)
1-(1,0)
184.6
0-(0,3)
1-(1,0)
61.2
0-(4,2)
1-(1,0)
0.7
0-(0,3)
1-(0,0)
6.7
Linear regression 4.1 165.3 60.6 31.3 6.7
Table 4.13: MSEs of the 1-step forecasts of the first 5 test sets
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XXXXXXXXXXXXMethod
Test set
6 7 8 9 10
ARIMA
(3,1,2)
2.1
(2,1,1)
71.5
(1,1,3)
0.5
(4,1,0)
26.9
(1,1,1)
1.2
VARMA
(1,0)
1.4
(1,0)
103.3
(1,0)
1.4
(2,0)
18.6
(1,0)
1
VARMAX
(1,1)
6
(1,0)
138.7
(1,0)
4.3
(1,0)
19.5
(1,0)
0.4
Linear regression
with ARMA erros
0-(0,4)
1-(1,0)
1.5
0-(1,0)
1-(0,3)
107.4
0-(4,1)
1-(0,4)
0.5
0-(1,1)
1-(2,2)
80.6
0-(3,2)
1-(2,3)
2.6
Linear regression 17 175.2 8.2 48.5 19.7
Table 4.14: MSEs of the 1-step forecasts of the last 5 test sets
4.2.2 10-step forecasts
The situation changes observing the tables of the 10-step forecasts (Tables 4.15
and 4.16). The 10-step forecasts based on an ARIMA model do not perform as well
as in the 1-step case.
XXXXXXXXXXXXMethod
Test set
1 2 3 4 5
ARIMA
(4,0,3)
17.3
(4,0,2)
269
(4,1,3)
192.5
(2,1,1)
49.3
(2,0,1)
37.6
(2,1,3)
118.3
(2,1,3)
91.3
VARMA
(1,0)
16.1
(1,0)
293.5
(1,0)
35.1
(1,0)
53.6
(1,0)
16.3
VARMAX
(1,0)
44.2
(1,0)
46.6
(1,0)
44.2
(1,0)
18
(1,0)
48.2
Linear regression
with ARMA erros
0-(4,3)
1-(0,2)
65.2
0-(0,1)
1-(1,0)
80.3
0-(0,3)
1-(1,0)
40.5
0-(4,2)
1-(1,0)
11.5
0-(0,3)
1-(0,0)
49.4
Linear regression 43.2 75.8 53.4 31.3 43.5
Table 4.15: MSEs of the 10-step forecasts of the first 5 test sets
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XXXXXXXXXXXXMethod
Test set
6 7 8 9 10
ARIMA
(3,1,2)
101.4
(2,1,1)
28.3
(1,1,3)
50.7
(4,1,0)
38
(1,1,1)
12.8
VARMA
(1,0)
71.1
(1,0)
55.9
(1,0)
36
(2,0)
103.6
(1,0)
2.9
VARMAX
(1,1)
88.5
(1,0)
20
(1,0)
19.2
(1,0)
34.9
(1,0)
32.8
Linear regression
with ARMA erros
0-(0,4)
1-(1,0)
60
0-(1,0)
1-(0,3)
15.5
0-(4,1)
1-(0,4)
18.6
0-(1,1)
1-(2,2)
49.2
0-(3,2)
1-(2,3)
26.3
Linear regression 93.9 24.5 25 46.3 49.1
Table 4.16: MSEs of the 10-step forecasts of the last 5 test sets
4.2.3 50-step forecasts
In the tables of the 50-step forecasts (Tables 4.17 and 4.18), we see that the ARIMA
and VARMA models perform very poorly compared to the models that contain ex-
ogenous variables.
XXXXXXXXXXXXMethod
Test set
1 2 3 4 5
ARIMA
(4,0,3)
105
(4,0,2)
155.2
(4,1,3)
95.6
(2,1,1)
72.4
(2,0,1)
33.1
(2,1,3)
126.8
(2,1,3)
285.9
VARMA
(1,0)
102.7
(1,0)
161.3
(1,0)
29.6
(1,0)
78.4
(1,0)
46.8
VARMAX
(1,0)
35.5
(1,0)
33.6
(1,0)
28.5
(1,0)
69.4
(1,0)
62.3
Linear regression
with ARMA erros
0-(4,3)
1-(0,2)
46.6
0-(0,1)
1-(1,0)
90.4
0-(0,3)
1-(1,0)
27.7
0-(4,2)
1-(1,0)
32.7
0-(0,3)
1-(0,0)
61.8
Linear regression 39.6 80.3 29.8 43.1 59.7
Table 4.17: MSEs of the 50-step forecasts of the first 5 test sets
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XXXXXXXXXXXXMethod
Test set
6 7 8 9 10
ARIMA
(3,1,2)
362.7
(2,1,1)
77.1
(1,1,3)
140.9
(4,1,0)
90.2
(1,1,1)
269.1
VARMA
(1,0)
64.8
(1,0)
127.6
(1,0)
112.5
(2,0)
121.1
(1,0)
69
VARMAX
(1,1)
98.8
(1,0)
45.8
(1,0)
69.5
(1,0)
31.3
(1,0)
68.2
Linear regression
with ARMA erros
0-(0,4)
1-(1,0)
94.7
0-(1,0)
1-(0,3)
41.4
0-(4,1)
1-(0,4)
55.1
0-(1,1)
1-(2,2)
41.4
0-(3,2)
1-(2,3)
65.9
Linear regression 100.5 41.7 36.9 45.8 113.4
Table 4.18: MSEs of the 50-step forecasts of the last 5 test sets
An ARIMA model should not be used for 50-step forecasts. The model can obvi-
ously not forecast the increase in total power due to a decrease in temperature. In
the worst case, the 50-step forecast based on an ARIMA model gets completely
out of hand and moves in a different direction as the test set, for example, such
as in the last test set (Figure 4.27). The VARMA model prevents this extreme be-
haviour by converging to a constant for each direction (Figure 4.28) but it cannot be
recommended for getting a precise forecast.
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Figure 4.27: Training set (blue), test set (green) and the ARIMA(1,1,1) forecast of
the last test set (red)
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Figure 4.28: Training set (blue), test set (green) and the VAR(1) forecast of the last
test set (red)
The more steps we want to forecast, the more advisable it is to use a method which
includes exogenous variables. In 8 out of 10 cases for the 50-step forecasts, the
models that considered the current measured temperature were superior to the
models that did not. The VARMA forecasts only performed preferably for the 5th
and 6th test set compared to the other models. We now want to investigate why this
is the case. The situation is illustrated for the 5th test set in Figure 4.29. We can
observe that the temperature does not change a lot. The difference between the
lowest and highest measured temperature in this time frame is only 7.6°C, whereas
in comparison the difference between the lowest and highest measured tempera-
ture recorded in the span of the 2nd training and test set (where the VARMAX model
performed way better than the VARMA model) is 16.4°C (c.f. Figure 4.30)
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Figure 4.29: The progress of temperature of the 5th training and test set (top), train-
ing set (blue), test set (green) as well as the VAR(1) and VARX(1)
forecasts (red) at the middle and bottom
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Figure 4.30: A boxplot of the temperature of the 2nd training and test set (left) and
a boxplot of the temperature of the 5th training and test (right)
After creating the same three plots as before for the 2nd data set (Figure 4.31), we
see that the temperature rises by almost 10°C by day compared to the night and the
VARMAX model can model these ups and downs of the temperature very well com-
pared to the VARMA model which only converges to a constant for each direction. In
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Figure 4.31: The progress of temperature of the 2nd training and test set (top), train-
ing set (blue), test set (green) as well as the VAR(1) and VARX(1) fore-
casts (red) at the middle and bottom
the time frame of the 5th training and test set, the measured temperature does not
vary much and therefore also TotaPower does not vary much and a VARMA model
can produce good forecasts. Also, it could be the case, as already discussed, that
the VARMAX model has taken irrelevant data from the other direction into account,
which leads to distortion. In the 6th data set, we can observe a peak in temperature
of the test set at about 20.4°C in the beginning (c.f. Figure 4.32). After the peak
in temperature, the temperature does not vary much and we can conclude with the
same argumentation as before for the 5th data set that TotalPower does not vary
much and therefore the VARMA model can perform a good forecast. This peak is
higher than the highest measured temperature in the training set (black horizontal
line at the top) and it is therefore not surprising but reasonable that the forecast of
TotalPower with the VARMAX model in this area is lower than the minimum value
of TotalPower in the training set for the measurement direction 1 (black horizontal
line at the bottom). It could be the case that the total power does not only depend
on the measurement temperature and there are other variables we did not consider
which also influenced the target variable TotalPower at that time. As mentioned be-
fore, these two forecasts of the 5th and 6th test set are exceptions and we clearly
saw that the temperature influenced TotalPower and therefore a model including
exogenous variables for a long forecasting horizon should be used.
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Figure 4.32: Progress of temperature of the 6th training and test set (top), training
set (blue), test set (green) and the VAR(1) and VARMAX(1,1) forecasts
(red) at the middle and bottom
The plot of the measured temperature to TotalPower in Figure 4.25 does not look
linear. A good example of this non-linear behaviour is the last data set. The test
set does not behave as the estimated linearity of the training set (left part of Figure
4.33). Therefore the exogenous forecasting methods are overestimating the true
values of the test set (right part of Figure 4.33). One could think about a possible
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Figure 4.33: Training set (blue), test set (green), estimated regression lines on the
left and the 25-step linear regression forecasts (red) on the right
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solution taking enough data points before the test set of each measurement direc-
tion until the non-linearity becomes apparent and estimate the coherence between
MeasurementTemperature and TotalPower based on an exponential model, more
specifically, by
yt = c0 + c1 exp(−c2t). (4.3)
We want to analyse this approach with enough data points to estimate the coef-
ficients c0, c1, c2 by non-linear least squares4. Based on the 11887 data points of
the year before the last test set, we estimate for each measurement direction the
coefficients of (4.3) and perform forecasts based on the estimated curves. With this
approach, we can improve the 50-step forecast (25-step forecasts for each direc-
tion) among all forecasting methods for the last test set. We get the following output
of the MSEs:
Mean squared error of the 1-step forecast: 4.6
Mean squared error of the 10-step forecast: 6.3
Mean squared error of the 50-step forecast: 25.0.
The estimated function of each measurement direction and the 50-step forecast can
be seen in Figure 4.34.
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Figure 4.34: Training set (blue dots), test set (green dots) and estimated exponential
curves (black) on the left. On the right the last part of the training set
(blue), the 10th test set (green) and the 25-step forecasts (red)
4Using optimize.curve_ fit of SciPy
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Although this seems beneficial, we cannot improve the best 1-step and 10-step
forecast. A big problem is that we need a lot of data points and it may be that
the test set does not lie on or near the exponential curve and behaves linearly, for
example, if we take the 11217 data points of the year before the 5th test set and go
on as before we get worse MSEs in comparison to the linear and local models:
Mean squared error of the 1-step forecast: 218.8
Mean squared error of the 10-step forecast: 306.7
Mean squared error of the 50-step forecast: 262.5
The estimated curves and the forecast can be seen in Figure 4.35. The global
exponential method using the data points of the last year had the problems of over-
fitting. We conclude that one should rather use local models because the electrical
consumption of the railway switch has a big variance over a year and can change
dramatically (e.g. through maintenance action).
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Figure 4.35: Training set (blue dots), test set (green dots) and estimated exponential
curves (black) on the left. On the right the last part of the training set
(blue), the 5th test set (green) and the 25-step forecasts (red)
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4.3 Switch 3
The data of Switch 3 consists of 4331 observations recorded from 15-07-2019 to
12-09-2019 and 9 variables (MeasurementDateTime, MeasurementTemperature,
MeasurementDirection, Multiplier, offset, MeasurementDataFormat, Measurement-
Data, DataStart, DataEnd). The variables have the same meaning as in the previ-
ous switches. As before we create a new variable "TotalPower" which represents the
approximation of the total power by adding up all values of "MeasuredData". Addi-
tionally, we have data from local temperature and humidity measurements provided
in 15-minute intervals, starting from 15-07-2019 06:15:01 to 06-09-2019 06:00:00
except for two measurements on the 25-08-2019 at time 06:00:00 and 06:00:03.
Also, we have data of local temperature and humidity measurements provided
in 5-minute intervals starting from 06-09-2019 11:05:00 to 12-09-2019 06:00:00.
The data of local temperature and humidity measurements consists of 9 variables
(Timestamp, TZ, T Bottom (degC), T LB HOT (degC), T LB COLD (degC), Temp
outdoor (deg C), Humidity outdoor (%RH), Temp inside (deg C), Humidity inside
(%RH)). The local measurements of interest have the following meanings:
• "Timestamp": Time of the measurement
• "T Bottom (degC)": Temperature directly below the point machine
• "T LB HOT (degC)": Temperature of the rail, near the switch heating (which is
operated during cold weather)
• "T LB COLD (degC)": Temperature of the rail (not near the switch heating)
• "Temp outdoor (deg C)": Temperature near the switch at 1m above the ground
• "Humidity outdoor (%RH)": Humidity near the switch at 1m above the ground
• "Temp inside (deg C)": Temperature inside the point machine
• "Humidity inside (%RH)": Relative humidity inside the point machine
We merge the two data sets together. For each switch movement, we add the
values of the local temperature and humidity measurements by taking the values
which are closest in time and adding them to the 4331 observations of the data set
of the switch movements. This means the local temperature and humidity measure-
ments have a maximum inaccuracy of 7.5 minutes until the 06-09-2019 06:00:00
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and a maximum inaccuracy of 2.5 minutes from the 06-09-2019 11:05:00 to the
12-09-2019 06:00:00 for each switch movement. In the gap on the 06-09 where
we have no data for local temperature and humidity measurements provided, 21
recorded switch movements have taken place. It follows that for those records we
have a maximum inaccuracy of about 2.5h. The last local measurements of local
temperature and humidity were on the 12-09-2019 06:00:00. After this time we have
37 switch movements recorded until 15:00:30 on the same day which still uses the
local temperature and humidity measurement of 06:00:00. There are 21 missing
values of the variable "Humidity outdoor (%RH)" on the 26-08. We delete the cor-
responding values and end up with the final data set of 4310 observations. The
time series of TotalPower can be divided into 4 parts (c.f. Figure 4.36 and Table
4.19). No failures or maintenance actions have been reported for this switch. This
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Figure 4.36: TotalPower plot (different parts of the local measurements colourised)
allows us to perform a rolling forecast. We want to use a usual (multiple) linear re-
gression model5 to find out which variables have a big influence on the total power
consumed by the switch. First, we will use 100 data points as the training set (50 for
each direction) and the following 50 data points as the test set (25-step forecasts
for each direction). Then we will shift the training and test set 50 data points to the
right and start all over again. A first relation between the 8 influencing variables of
TotalPower and the target variable TotalPower can be seen in the sample autocor-
relation matrix (Figure 4.37). In the last row, we can observe a negative correlation
5Using the ARMA model with exogenous inputs of Statsmodels with parameters (0,0)
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Data set
Max. 7.5 min.
inaccuracy
Gap with no local
measurements
Max. 2.5 min.
inaccuracy
End with no local
measurements
Time
frame
from
15-07-2019
13:30:16
to
06-09-2019
05:53:40
from
06-09-2019
06:01:13
to
06-09-2019
11:00:12
from
06-09-2019
11:17:03
to
12-09-2019
05:53:10
from
12-09-2019
06:00:29
to
12-09-2019
15:00:30
Number of
data points
3811 21 441 37
Table 4.19: Different sections of Switch 3
between TotalPower and the temperature variables along with a positive correlation
between TotalPower and the humidity variables. The two sample correlations be-
tween a humidity variable and TotalPower are comparable among each other just
as the sample correlations between a temperature variable and TotalPower.
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MeasurementTemperature
T Bottom (degC)
T LB HOT (degC)
T LB COLD (degC)
Temp outdoor (deg C)
Humidity outdoor (%RH)
Temp  inside  (deg C)
Humidity inside (%RH)
TotalPower
1 0.9 0.9 0.89 0.98 -0.75 0.89 -0.69 -0.76
0.9 1 0.82 0.8 0.88 -0.7 0.79 -0.67 -0.77
0.9 0.82 1 0.99 0.95 -0.87 0.99 -0.85 -0.79
0.89 0.8 0.99 1 0.94 -0.87 0.99 -0.86 -0.79
0.98 0.88 0.95 0.94 1 -0.8 0.93 -0.73 -0.79
-0.75 -0.7 -0.87 -0.87 -0.8 1 -0.87 0.96 0.65
0.89 0.79 0.99 0.99 0.93 -0.87 1 -0.87 -0.78
-0.69 -0.67 -0.85 -0.86 -0.73 0.96 -0.87 1 0.62
-0.76 -0.77 -0.79 -0.79 -0.79 0.65 -0.78 0.62 1
Sample autocorrelation matrix
0.8
0.4
0.0
0.4
0.8
Figure 4.37: Autocorrelation matrix of the influencing variables and TotalPower
4.3.1 Forecasts based on different measured temperatures
Looking at the progression of "MeasurementTemperature" (Figure 4.38), we ob-
serve that outliers are still present. Also at the bottom plot of Figure 4.38, we can
see that many data points at about 10°C are strongly separated from the others.
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Figure 4.38: Progress of the variable MeasurementTemperature (top) and Measure-
mentTemperature to TotalPower (bottom)
We want to choose the forecasting horizon so that there are no outliers of the vari-
able MeasuredTemperature present to compare the forecasting results with the re-
sults we obtain with other local measured temperatures. We pick a smaller time
window to test the forecasts including different temperatures against each other.
We want to begin forecasting on the 21-08-19. That means we choose the 100
data points before as the training set to perform the first 50-step forecast. After
that, we shift the training and test set 50 data points to the right. We do this 5
times which brings us to the 2019-08-24 09:54:55. The time series can be seen at
the top of Figure 4.39. At the bottom of Figure 4.39, the timely progress of the 6
measured temperatures of the training and forecasting time frame can be seen. We
notice that the temperature near the switch at 1m above the ground (Temp outdoor
(degC)) can be compared to the measured temperature at the relay house nearby.
The same applies to the temperature directly below the point machine (T Bottom
(degC)). However, it seems that "T Bottom (degC)" lags a little behind "Measure-
mentTemperature". By comparison, the other measured local temperatures "T LB
HOT (degC)" and "T LB COLD (degC)" which measure the temperature of the rail
and "Temp inside (degC)" which measures the temperature inside the point machine
are mostly lower at night and much higher during the day and also in Figure 4.40 we
notice that the temperatures measured inside the point machine and on the railway
can be much higher compared to the others. It is clear that "T LB HOT (degC)"
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Figure 4.39: At the top the time series we want to analyse (the 5 forecasting win-
dows separated by black vertical lines) and the progress of the different
temperatures at the bottom
and "T LB COLD (degC)" behave almost identically because in summer there was
probably no heating of the railway. After looking at the values of TotalPower in this
time frame and separating it into two measurement directions we can see two peaks
of TotalPower for the measurement direction 1 (top of Figure 4.41) recorded on the
22nd and 23rd August.
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Figure 4.40: Temperature to TotalPower plot of each temperature variable
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Figure 4.41: The time series divided into different directions (top) and with replaced
outliers (bottom)
We identify those peaks as outliers because no extreme temperatures were mea-
sured in those two timestamps. These outliers would have an influence for comput-
ing the MSE for some forecasts and even for the coefficient estimation of the last
models of the rolling forecast. We eliminate this by replacing the two values at the
respective location (lok) by taking the mean of the two values of the measurement
direction nearby, i.e. x1lok =
1
2
(x1lok−1 + x
1
lok+1). The corrected set, which we will
use for training and forecasting can be seen at the bottom of Figure 4.41. How-
ever, we have not seen the progress of humidity at this time yet, which might be
extreme. If this were the case and/or the predictions for the measurement direction
1 would shot up in one of those two timestamps of the removed outliers we need
to rethink the approach as treating the two values as outliers. Unlike the two other
switches, there is no big gap between the two measurement directions detectable.
Looking at Table 4.20 we see that the MSEs of the different linear regression fore-
casts are similar. The MSEs of the whole forecasting window is listed in the column
"forecasts combined". Using the variable "T Bottom (degC)" as exogenous variable
made worse forecasts in most cases. The best rolling forecast in terms of the MSE
produced in this situation the variable "T LB HOT (degC)" illustrated in Figure 4.42.
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XXXXXXXXXXXXVariable
Test set
1 2 3 4 5
forecasts
combined
MeasurementTemperature 60.1 147.9 23.2 52.7 56.7 68.1
T Bottom (degC) 100.9 62.1 89.7 104.3 56.2 82.6
T LB HOT (degC) 53.7 56.6 27.1 55.6 41.6 46.9
T LB COLD (degC) 54.8 71.7 39.1 48.5 50.1 52.9
Temp outdoor (deg C) 35.2 79.3 40.8 71.8 38.8 53.2
Temp inside (deg C) 72.2 74.4 38.9 66.5 52.8 61
Table 4.20: MSEs of the 50-step forecasts including a temperature variable of the 5
forecasting windows and the respective MSE of the rolling forecast
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Figure 4.42: Rolling 5x 50-step linear regression forecast containing the variable
"T LB HOT (degC)" as regressor
Now we want to test if we can optimise the forecasts through the addition of more
regressors. We choose k as the number of regressors and add a constant c ∈ R.
The forecasting model now has the form
Xt = c+ η1U1t + . . .+ ηkUkt + , (4.4)
where η1, . . . , ηk are scalars of the different external time series U1t, . . . , Ukt (in this
case the different temperatures) and  is the error term. In Table 4.21 we can see
the MSEs of some combinations of the temperatures. Combining two variables
that produced good forecasts ("T LB HOT (degC)" and "Temp outdoor (deg C)")
produced similar results as the best combined forecast containing only one single
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variable (T LB HOT (degC)). The MSE of the rolling forecast improves a little if we
use all 6 temperature variables as regressors. Removing the poorest performed
variable (T Bottom (degC)) from the set of all temperature variables did not result
in a better forecasting result than all temperature variables combined. There are∑6
i=1
(
6
i
)
= 63 possible regressor combinations. The combination that gave us
the best rolling forecast is "’T Bottom (degC)’, ’T LB HOT (degC)’" with a MSE of
27.6 (whole forecasting window) among all possible combinations. The worst rolling
forecast for the combinations with the temperature variables was the one with only
the single variable "T LB HOT (degC)".
XXXXXXXXXXXXVariables
Test set
1 2 3 4 5
forecasts
combined
T LB HOT (degC),
Temp outdoor (degC)
42.8 63 27.6 55.4 42.5 46.2
T Bottom (degC),
T LB HOT (degC)
33.7 20.4 38.5 29 16.5 27.6
All measured
temperatures except
T Bottom (degC)
29.8 54.9 20.2 109.1 46.7 52.1
All 6 measured
temperatures
59 25.7 64.2 42.5 19.4 42.2
Table 4.21: MSEs of the 50-step forecasts containing multiple temperature variables
as regressors of the 5 forecasting windows and the respective MSE of
the rolling forecast
4.3.2 Forecasts that include humidity as an exogenous variable
At the top of Figure 4.43 we can see the chronological sequence of the two local
measurements of humidity. In most weekly time frames, we observe a daily sea-
son. In those cases, both variables achieve a maximum of relative humidity in the
morning and a minimum in the afternoon. It is mostly recognisable that the relative
humidity measured outside the point machine reaches higher maxima than the hu-
midity measured inside the point machine whereas the humidity measured inside
the point machine reaches lower minima than the humidity measured outside the
point machine. At the bottom of Figure 4.43, we can see that the variance of To-
talPower rises with the increase in relative humidity measured outside. In the case
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of the humidity measured inside the point machine, it seems that the variance is
also increasing at first but decreases again towards the end and also the values of
TotalPower are decreasing with higher relative humidity at about 80%. No extreme
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Figure 4.43: The progress of relative humidity (top) and plots of the humidity vari-
ables to TotalPower (bottom)
value for relative humidity is recognizable at the bottom of Figure 4.44 at the time
we replaced the outliers of TotalPower (red dots), confirming our suspicion treating
the original values as outliers.
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Figure 4.44: TotalPower with replaced outliers (top) and the progress of relative hu-
midity (bottom)
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Table 4.22 shows the MSEs of the different combinations of humidity as exoge-
nous variables. Taking "Humidity inside (%RH)" as an exogenous variable produced
mostly better forecasts than using the variable that measures the humidity outside
the point machine and an even better forecast than the best rolling forecast that
includes a single temperature variable as a linear regressor. A combination of the
two humidity measurements turns out a similar result.
```````````````Variable(s)
Test set
1 2 3 4 5
forecasts
combined
Humidity outdoor (%RH) 54.1 80.7 32.2 29.6 53.6 50
Humidity inside (%RH) 67.4 44.1 21.4 19.4 36.4 37.7
Humidity outdoor (%RH),
Humidity inside (%RH)
60.8 47.3 30.4 24.4 35.1 39.6
Table 4.22: MSEs of the forecasts containing a single and combined humidity vari-
ables as regressors and the respective MSE of the rolling forecast
Modeling TotalPower with a combination of two variables, one of temperature and
one of humidity that gave us the best forecasts individually (Figure 4.45) did not
result in a better forecast than only using "Humidity outdoor(%RH)" (Table 4.23).
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Figure 4.45: A 3d plot consisting of temperature and humidity to TotalPower
After a grid search of all 255 possible combinations, it turned out that using only "T
Bottom (degC)" still produced the worst rolling forecast. The best combination was
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"’T Bottom (degC)’, ’T LB COLD (degC)’, ’Temp outdoor (deg C)’, ’Humidity outdoor
(%RH)’, ’Humidity inside (%RH)’" with a MSE of 15.1 (Table 4.23). The worst rolling
forecast, containing only "T LB COLD (degC)" can be seen at the top of Figure
4.46. The lagged property of this variable has the same effect on the rolling forecast
and therefore it should not be used in a linear regression forecast which contains
only a single exogenous variable. However, "T LB COLD (degC)" appears in the
combination of the best regressor variables of temperature as well as in the best
combination of all variables and is of value when combined. At the bottom of Figure
4.46, we can see the forecast of the best combination of variables. The lagged
property of "T LB COLD (degC)" no longer negatively affects the forecast.
XXXXXXXXXXXXVariables
Test set
1 2 3 4 5
forecasts
combined
T LB HOT (degC),
Humidity inside (%RH)
93.0 48 21.1 15.6 37.6 43.1
T Bottom (degC),
T LB COLD (degC),
Temp outdoor (deg C),
Humidity outdoor (%RH),
Humidity inside (%RH)
25.6 10.1 10.9 11.7 17.1 15.1
Table 4.23: MSEs of the forecasts containing humidity and temperature variables
and the combination of the best rolling forecast
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Figure 4.46: The worst rolling forecast (top) and the best rolling forecast (bottom)
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In the evaluations of the three switches, it became apparent that the measurement
direction plays an important role when forecasting the time series of the (discrete)
total power. One challenge that occurs with all discussed models is how to handle
gaps between measurements. One of the main problems that arise when forecast-
ing the (discrete) total power with ARMA and extended ARMA models is that they
are defined on whole numbers, but the time interval between two switch movements
is not equidistantly distributed. Nevertheless, ARIMA models gave very good 1-step
predictions and could be used to model the total power at a current time point of
a frequently used railway switch. The ARIMA models were mostly superior to the
other models that included exogenous variables for 1-step forecasts. The ARIMA
model can detect the alternating dependence on the measurement direction, even
when choosing the parameter d = 0. However, the procedure to choose the param-
eter d with the augmented Dickey-Fuller test or based on the smallest AIC value of
the grid search mostly resulted in the parameter d = 1. That is reasonable because
of the dependence of the total power on the measurement direction and therefore to
choose an ARIMA model is advisable compared to choosing only an ARMA model.
In the chapter of Switch 1, the 1-step predictions of the VARMA model were bet-
ter than the 1-step ARIMA forecasts in all five test sets whereas in the evaluation
of Switch 2 this was not the case. That is probably caused because the gap (i.e.
the difference of the (discrete) total power between the two measurement direc-
tions) was bigger in the first switch than in the analysed switch movements of the
second switch. Therefore, this gap between the measurement directions must be
considered when choosing whether to use an ARIMA or VARMA model. These two
models can be used for forecasting a small-time horizon to model the current state
of the switch. If the actual measured value extends beyond a given threshold it can
be concluded that a failure has occurred. This may work with failures that occur
suddenly and which are reflected in an increase in total power. It emerged that
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the (discrete) total power consumed by the switch motor is strongly dependent on
external influences such as temperature. If for example the training set for param-
eter and coefficient determination of an ARIMA model is taken by day and the time
of the next switch movement that one would like to forecast is in the night with a
much lower temperature the ARIMA/VARMA model may not provide a good value.
The problem that arises with models that do not include exogenous inputs is if the
training/test set is chosen at different time points where the temperature and other
factors that influence the total power consumption vary a lot and are not repeated
the same. Especially for vector-valued models, where the prediction of one direc-
tion is also dependent on values of the other direction, the time between the switch
movements is crucial because of the variation of temperature and other exogenous
factors. For multi-step forecasts, it is not advisable to use an ARIMA model. It can
get completely out of hand and produce forecasts that are getting further and fur-
ther away from the true values (c.f. Figure 4.27). The VARMA model prevents this
by converging to a constant for each direction but it is also not able to predict the
changes of total power over time, influenced by external factors. It is recognised that
for a multi-step forecast, the functional relation between the (discrete) total power
and external factors needs to be considered.
An ARIMA/VARMA model can be used to expose a sudden malfunction of a fre-
quently used switch with the characteristics discussed above but they are not ca-
pable of detecting degrading effects. Reconsidering the forecasts including exoge-
neous variables of the second shifted data set of the first switch, all models that
included temperature as exogenous input did not forecast the ups and downs of
TotalPower (such as the linear regression forecast at top of Figure 5.1) and we clas-
sified the behaviour as abnormal. Modeling the time frame with a rolling 1-step
AR(1) process that gets updated after each step models the misfunctioning of the
switch what is not reasonable (c.f. bottom of Figure 5.1). For recognition of degrad-
ing effects, multi-step forecasts are needed. Also, the model needs to be updated
from time to time with local information of the past. In this thesis 100 data points
were enough to model the different characteristics such as temperature that occur
in one day and locally based forecasts were superior to the global one that had the
problem of overfitting. It turned out that in small time frames a linear regression
forecast for each direction is able to describe the total power consumption of the
analysed railway switch. To model the error as an ARMA process was mostly of
advantage for 1-step forecasts. As a regressor temperature but also humidity and
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Figure 5.1: Training set (blue), test set (green) and forecasts (red)
combinations of local measured temperature and humidity regressors can be used.
Daily use could be to train the model for each direction with 50 data points and
forecast 25 data points for each direction. After forecasting, the training and test set
can be shifted 25 data points in each direction to produce a rolling forecast to obtain
an image of the total power consumption as done in chapter 3 (c.f. Figure 4.46). A
method to detect a failure or degrading effects could provide a confidence interval
for each forecast (e.g. for the shifted test set of the first switch, Figure 5.2).
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Figure 5.2: Training set (blue), test set (green) and confidence intervals (black) of
the 25-step linear regression forecasts (red) for each direction
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An alert can be triggered when the true value exceeds the confidence interval (mul-
tiple) times. Because of the high dependence on external factors, there must be
exact measurements of temperature, humidity and so on. They must be measured
precisely during each switch movement to create a suitable model for an accurate
image of the condition of the switch motor on the basis of total power. The exact
relation between temperature, humidity and consumed total power still needs to be
studied and is not yet clear. Also other approaches, for example in Machine Learn-
ing need to be considered, to see if they are even more suitable for describing the
total power consumption of a switch using several variables as inputs. Errors and
unusual behaviour of the switch that can occur need to be classified. It has to be
found out how which error or malfunction is indicated as well as when and how they
become noticeable in the total power consumption of a railway switch.
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The forecasts are based on a training set of 50, 150 and 200 data points before
the respective test set. The parameters of the models of the first two switches were
calculated based on the smallest AIC. The forecasts of Switch 3 were made with the
variables of the chapter as well as the best and worst combinations for temperature
variables and the best and worst combinations of all influencing variables (whole
rolling forecasting window).
A.1 Forecasts with other sample sizes of Switch 1
A.1.1 Forecasts based on a training set of 50 data points
XXXXXXXXXXXXMethod
Test set
1 2 shifted 3 4 5
ARIMA (4,1,4) (4,1,1) (1,1,3) (3,0,1) (2,1,2)
VARMA (0,2) (0,2) (0,4) (2,0) (0,1)
VARMAX (1,0) (1,0) (1,0) (1,1) (1,0)
Liner regression
with ARMA errors
0-(2,0)
1-(2,1)
0-(0,4)
1-(4,2)
0-(0,1)
1-(0,0)
0-(2,0)
1-(0,3)
0-(0,3)
1-(0,3)
Table A.1.1: Parameters of the estimated models based on 50 data points of the
first switch
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XXXXXXXXXXXXMethod
Test set
1 2 shifted 3 4 5
1-step forecasts
ARIMA 32.6 23.4 7.3 0.9 2.9
VARMA 0.1 4.1 13.7 0.2 15.4
VARMAX 0.2 43.4 2.6 1 0.2
Linear regression
with ARMA erros
1.4 9.2 1.1 0 0.1
Linear regression 3.5 2.6 9.6 0.1 8.4
10-step forecasts
ARIMA 58.8 109.1 32.3 13.4 51.5
VARMA 18.3 235.9 27.6 4.8 10.2
VARMAX 16.6 164.5 20.1 14.8 9.8
Linear regression
with ARMA erros
26.4 126.4 20.8 11.4 23.6
Linear regression 25.6 169.6 21.6 7.3 12
50-step forecasts
ARIMA 111.2 198.5 94.5 53.9 436.6
VARMA 33.3 336.2 100 44 172.1
VARMAX 23.9 265.7 123.8 58.4 73.6
Linear regression
with ARMA erros
28.6 219.5 124.7 52.3 105.1
Linear regression 28.8 258 124.8 45.8 103
Table A.1.2: Forecasts based on a training set of 50 data points of the first switch
A.1.2 Forecasts based on a training set of 150 data points
XXXXXXXXXXXXMethod
Test set
1 2 shifted 3 4 5
ARIMA (4,0,1) (3,1,3) (1,1,4) (2,1,1) (2,0,1)
VARMA (2,0) (1,0) (1,0) (1,0) (0,4)
VARMAX (1,3) (1,0) (1,0) (1,0) (1,0)
Liner regression
with ARMA errors
0-(4,2)
1-(3,2)
0-(1,0)
1-(0,2)
0-(4,4)
1-(2,2)
0-(0,2)
1-(4,0)
0-(0,3)
1-(0,2)
Table A.1.3: Parameters of the estimated models based on 150 data points of the
first switch
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XXXXXXXXXXXXMethod
Test set
1 2 shifted 3 4 5
1-step forecasts
ARIMA 7.9 30.4 10.7 3.6 0
VARMA 6.9 23.9 6.3 0.3 10.5
VARMAX 11.2 25.4 10.1 12.5 0
Linear regression
with ARMA erros
3.2 5.8 19.9 0.2 4.9
Linear regression 11.1 0.5 27.4 7.3 2.7
10-step forecasts
ARIMA 17.2 158.7 31 29.2 8
VARMA 21 185.5 27.3 11.8 10.2
VARMAX 20 175.6 20.5 11.5 5.1
Linear regression
with ARMA erros
28.3 189.4 21.4 10 2.3
Linear regression 24.2 201.8 24.3 11.4 4.6
50-step forecasts
ARIMA 31.9 271 88.8 156.2 130.4
VARMA 32.8 302.4 105 42.6 134.4
VARMAX 51.9 283.9 158.1 46.3 60.4
Linear regression
with ARMA erros
29.2 291.6 129.1 52 72.1
Linear regression 25.7 296.3 143.3 47.2 71
Table A.1.4: Forecasts based on a training set of 150 data points of the first switch
A.1.3 Forecasts based on a training set of 200 data points
XXXXXXXXXXXXMethod
Test set
1 2 shifted 3 4 5
ARIMA (3,1,4) (4,1,2) (2,0,1) (4,0,2) (2,0,1)
VARMA (3,0) (2,0) (1,0) (2,0) (2,0)
VARMAX (2,0) (1,0) (1,0) (2,0) (1,0)
Liner regression
with ARMA errors
0-(1,1)
1-(4,0)
0-(1,0)
1-(1,1)
0-(1,0)
1-(1,1)
0-(0,2)
1-(3,2)
0-(0,2)
1-(2,0)
Table A.1.5: Parameters of the estimated models based on 200 data points of the
first switch
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XXXXXXXXXXXXMethod
Test set
1 2 shifted 3 4 5
1-step forecasts
ARIMA 21.4 38.7 9.5 2.9 0
VARMA 6.8 15.9 5.8 0 6.6
VARMAX 2.1 27.7 8.9 3.7 0.1
Linear regression
with ARMA erros
3.6 12.8 6 0 1.2
Linear regression 43.3 4.1 27.7 4.3 0.6
10-step forecasts
ARIMA 66.5 138.8 29.5 36.8 8.2
VARMA 25.1 188.4 29.7 10.4 10
VARMAX 14 195.8 21.7 12.8 3.2
Linear regression
with ARMA erros
41.1 191.8 20.7 24 3.3
Linear regression 28.6 250.6 21.9 12.2 2.7
50-step forecasts
ARIMA 106.5 232.6 100.1 147.8 129.1
VARMA 42.4 340.2 98.6 45.4 132.7
VARMAX 50.6 330.8 137.3 43.7 49.7
Linear regression
with ARMA erros
36.8 339 144.8 56.8 69.5
Linear regression 21.8 339.7 136 47.3 63.9
Table A.1.6: Forecasts based on a training set of 200 data points of the first switch
A.2 Forecasts with other sample sizes of Switch 2
A.2.1 Forecasts based on a training set of 50 data points
XXXXXXXXXXXXMethod
Test set
1 2 3 4 5
ARIMA (1,1,1) (3,0,2) (3,1,2) (1,1,1) (1,1,1)
VARMA (1,0) (0,4) (0,1) (1,0) (0,2)
VARMAX (1,0) (1,0) (1,0) (1,0) (1,0)
Liner regression
with ARMA errors
0-(2,2)
1-(2,3)
0-(0,1)
1-(1,0)
0-(0,0)
0-(0,0)
0-(1,0)
1-(1,0)
0-(3,1)
1-(0,3)
Table A.2.1: Parameters of the estimated models based on 50 data points of the
first 5 data sets of the second switch
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XXXXXXXXXXXXMethod
Test set
1 2 3 4 5
1-step forecasts
ARIMA 2.5 22.1 1 0.2 15.4
VARMA 0.8 18.7 45.4 8.6 10.8
VARMAX 0 15.2 0.2 0.1 86.9
Linear regression
with ARMA errors
0.6 156.3 12.3 2.9 16.2
Linear regression 5.7 126.8 12.3 15.2 7.6
10-step forecasts
ARIMA 47.3 234.4 127.9 58.8 76.1
VARMA 14.3 234.6 46.4 79.7 40.8
VARMAX 51.1 76.7 18.3 27 66.1
Linear regression
with ARMA errors
39 50.5 21.5 10.2 86.8
Linear regression 32 30.2 21.5 26.1 59.3
50-step forecasts
ARIMA 168.4 132.4 442.2 89.8 152
VARMA 74.4 134.6 33.3 77.5 91.4
VARMAX 36.3 60.7 42.5 42.8 75.5
Liner regression
with ARMA errors
43.7 63.8 38.4 29.3 75.7
Linear regression 35.8 38.5 38.4 23 71.9
Table A.2.2: Forecasts based on a training set of 50 data points of the first 5 data
sets of the second switch
XXXXXXXXXXXXMethod
Test set
6 7 8 9 10
ARIMA (1,1,1) (3,2,3) (2,1,0) (3,2,4) (1,1,1)
VARMA (1,0) (1,0) (1,0) (2,0) (1,0)
VARMAX (1,0) (1,0) (1,0) (1,1) (1,0)
Liner regression
with ARMA errors
0-(1,0)
1-(1,0)
0-(1,0)
1-(0,0)
0-(4,0)
0-(1,0)
0-(0,1)
1-(0,1)
0-(1,0)
1-(2,0)
Table A.2.3: Parameters of the estimated models based on 50 data points of the
last 5 data sets of the second switch
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XXXXXXXXXXXXMethod
Test set
6 7 8 9 10
1-step forecasts
ARIMA 1.5 5.6 0.3 26.8 1.2
VARMA 2.4 70.7 0.4 25.7 0
VARMAX 5.6 72.8 0.1 20.1 0
Linear regression
with ARMA errors
0.7 73.2 6.8 57 2.9
Linear regression 3.9 101.8 20 41.1 19.9
10-step forecasts
ARIMA 118.7 80.6 60 32.4 16.9
VARMA 77.8 71.5 91.2 103.5 2.8
VARMAX 78 20.5 36.4 28.3 12.9
Linear regression
with ARMA errors
90.9 19.3 18.5 48.4 9.1
Linear regression 64 21.8 31.7 43.1 43.6
50-step forecasts
ARIMA 721.7 576.4 207.1 540.2 370.3
VARMA 107.6 125.7 103.9 97.7 79.5
VARMAX 81.3 46.7 26 32.4 59.7
Liner regression
with ARMA errors
88.2 43.9 67 45.6 17.3
Linear regression 86.5 44.8 31.5 42.4 75.3
Table A.2.4: Forecasts based on a training set of 50 data points of the last 5 data
sets of the second switch
A.2.2 Forecasts based on a training set of 150 data points
XXXXXXXXXXXXMethod
Test set
1 2 3 4 5
ARIMA (3,0,3) (3,0,1) (3,1,1) (1,1,2) (2,1,3)
VARMA (1,0) (1,0) (1,0) (1,0) (1,0)
VARMAX (3,0) (1,0) (1,0) (1,0) (1,0)
Liner regression
with ARMA errors
0-(4,2)
1-(0,2)
0-(3,0)
1-(1,0)
0-(3,2)
0-(1,0)
0-(2,0)
1-(3,2)
0-(0,2)
1-(3,2)
Table A.2.5: Parameters of the estimated models based on 150 data points of the
first 5 data sets of the second switch
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XXXXXXXXXXXXMethod
Test set
1 2 3 4 5
1-step forecasts
ARIMA 3.5 6.5 3.7 1.1 0.3
VARMA 9.2 3.9 31.3 9.4 3.5
VARMAX 1.9 20 21 0.5 13.2
Linear regression
with ARMA errors
0 150.7 76.4 0.6 0.4
Linear regression 1.1 157.3 89 7.2 9
10-step forecasts
ARIMA 66.5 344.5 72.5 63.3 45.8
VARMA 19.3 349 36.3 57.4 14.1
VARMAX 37.2 28.7 36.6 9.5 48
Linear regression
with ARMA errors
57.7 110.5 77.3 15.9 34.2
Linear regression 46 152.3 110.9 13.2 44.1
50-step forecasts
ARIMA 136.5 192.1 196.7 81 120.9
VARMA 116.1 193.6 55.4 76.5 40.9
VARMAX 31.7 103.3 36.6 67.1 63.7
Liner regression
with ARMA errors
40.9 40.4 47.4 44.8 58.9
Linear regression 36.6 52.3 52.1 56.3 60.3
Table A.2.6: Forecasts based on a training set of 150 data points of the first 5 data
sets of the second switch
XXXXXXXXXXXXMethod
Test set
6 7 8 9 10
ARIMA (3,1,3) (4,1,4) (3,0,3) (1,1,3) (2,1,2)
VARMA (1,0) (1,0) (1,0) (4,0) (1,0)
VARMAX (1,0) (1,3) (1,0) (1,0) (1,0)
Liner regression
with ARMA errors
0-(3,2)
1-(2,2)
0-(1,1)
1-(1,0)
0-(4,2)
0-(1,0)
0-(1,1)
1-(4,4)
0-(2,2)
1-(1,1)
Table A.2.7: Parameters of the estimated models based on 150 data points of the
last 5 data sets of the second switch
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XXXXXXXXXXXXMethod
Test set
6 7 8 9 10
1-step forecasts
ARIMA 6.7 19.6 13.8 6.2 1.7
VARMA 3.9 105.4 1.7 13.9 0.2
VARMAX 2.3 120.3 13.4 16.4 0
Linear regression
with ARMA errors
12.4 85.7 0 82.4 0.4
Linear regression 29.9 210.9 4.3 42.7 13.1
10-step forecasts
ARIMA 70.5 81.6 53.6 43.4 18.2
VARMA 69.5 42.7 30.7 85.1 13.1
VARMAX 146.4 21 20.5 38.2 21.8
Linear regression
with ARMA errors
173.1 13.5 17.3 51.6 20.7
Linear regression 123.3 30.6 22.3 43.4 72.7
50-step forecasts
ARIMA 115.2 170.7 129 76.8 375.1
VARMA 64.3 105.9 119.1 120.3 42.8
VARMAX 169.6 37 85.3 32.6 53
Liner regression
with ARMA errors
150.5 44.4 49.5 41.4 34.4
Linear regression 125 43.9 38.8 41.8 75.7
Table A.2.8: Forecasts based on a training set of 150 data points of the last 5 data
sets of the second switch
A.2.3 Forecasts based on a training set of 200 data points
XXXXXXXXXXXXMethod
Test set
1 2 3 4 5
ARIMA (3,0,3) (2,1,4) (3,1,1) (2,1,3) (4,1,1)
VARMA (1,0) (1,0) (2,0) (1,0) (2,0)
VARMAX (3,0) (1,0) (1,0) (1,0) (1,0)
Liner regression
with ARMA errors
0-(0,2)
1-(0,2)
0-(2,1)
1-(3,2)
0-(3,3)
0-(4,0)
0-(2,0)
1-(1,0)
0-(2,0)
1-(1,1)
Table A.2.9: Parameters of the estimated models based on 200 data points of the
first 5 data sets of the second switch
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XXXXXXXXXXXXMethod
Test set
1 2 3 4 5
1-step forecasts
ARIMA 1.4 18.6 4.2 5.9 3
VARMA 7.4 2.1 1 11 0.4
VARMAX 2 24.8 19.5 1.2 13.7
Linear regression
with ARMA errors
0.6 212.8 8.7 3.7 0.8
Linear regression 3.9 159.3 84.1 3.2 15.1
10-step forecasts
ARIMA 26.5 251.8 73.4 60 49.1
VARMA 15.9 385.6 28.3 65.2 31
VARMAX 29.5 32.8 33.2 9.6 71.2
Linear regression
with ARMA errors
53.5 133.1 72.2 20.9 48.4
Linear regression 36.9 38.6 109.3 12.4 66.1
50-step forecasts
ARIMA 99.4 122.7 205 76.5 108.2
VARMA 90.2 214.1 66.3 75.2 68.2
VARMAX 31 67.7 35 69.4 76.3
Liner regression
with ARMA errors
40 185.1 45.5 46.9 68.3
Linear regression 36.2 44.9 51.2 46.2 73.7
Table A.2.10: Forecasts based on a training set of 200 data points for the first 5 data
sets of the second switch
XXXXXXXXXXXXMethod
Test set
6 7 8 9 10
ARIMA (4,1,1) (3,1,4) (2,1,1) (3,0,3) (3,1,3)
VARMA (1,0) (1,1) (1,0) (4,0) (1,0)
VARMAX (1,0) (1,1) (1,0) (1,0) (1,0)
Liner regression
with ARMA errors
0-(4,2)
1-(2,0)
0-(1,0)
1-(1,0)
0-(3,2)
0-(1,0)
0-(1,0)
1-(4,4)
0-(4,1)
1-(3,2)
Table A.2.11: Parameters of the estimated models based on 200 data points of the
last 5 data sets of the second switch
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XXXXXXXXXXXXMethod
Test set
6 7 8 9 10
1-step forecasts
ARIMA 2.2 65.5 1.7 6.1 0.3
VARMA 4.2 88.1 6.9 26.7 0
VARMAX 0.2 139.5 0.1 15.7 1.3
Linear regression
with ARMA errors
4.6 102 3.3 77.3 1.8
Linear regression 52.9 219.7 8.4 31.3 17.3
10-step forecasts
ARIMA 88.1 52.9 40.5 107.3 4.6
VARMA 79.9 37.3 33.8 143.8 9
VARMAX 183.7 20.1 18.3 29 34.8
Linear regression
with ARMA errors
129.5 15.9 24.3 42.4 32.6
Linear regression 168.2 33.4 25.7 32.8 38.9
50-step forecasts
ARIMA 300 121.1 103.5 162.7 158.6
VARMA 72.4 101.1 119.4 171.5 37.2
VARMAX 180.5 40.7 64.7 16.4 59.9
Liner regression
with ARMA errors
130.4 43.7 65.9 35.8 58.2
Linear regression 137.1 46.4 43.8 30.2 73
Table A.2.12: Forecasts based on a training set of 200 data points of the last 5 data
sets of the second switch
A.3 Forecasts with other sample sizes and
combinations of Switch 3
A.3.1 Forecasts based on a training set of 50 data points
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```````````````Variable(s)
Test set
1 2 3 4 5
forecasts
combined
MeasurementTemperature 82 138.8 21.9 71 49.1 72.6
T Bottom (degC) 137.4 103.2 64.9 213.7 109.7 125.8
T LB HOT (degC) 91.5 87.6 77.8 113.7 72.6 88.6
T LB COLD (degC) 109.7 108-8 135.8 137.9 81.5 114.7
Temp outdoor (deg C) 87.7 88.6 36.4 120.7 53.5 77.4
Temp inside (deg C) 131.7 122 110.4 152 94.8 122.2
T LB HOT (degC),
Temp outdoor (degC)
(best temperature
combination)
116.3 88.4 82.2 168 68.2 104.6
T Bottom (degC),
T LB HOT (degC)
45.1 55.8 54.5 65.7 33.7 51
All measured
temperatures except
T Bottom (degC)
108 106.4 206.2 95.4 44.1 112
All 6 measured
temperatures
106.2 65.7 175 62.3 61.2 94.1
T LB COLD (degC),
Temp outdoor (deg C),
Temp inside (deg C)
(worst temperature
combination)
86.3 123.7 347.6 203.9 82.8 168.9
Humidity outdoor (%RH) 101.4 89.9 31.8 98.8 62.7 76.9
Humidity inside (%RH) 90.6 55 29 57.3 48.1 56
Humidity outdoor (%RH),
Humidity inside (%RH)
121 52.1 21.1 51.6 49 59
T LB HOT (degC),
Humidity inside (%RH)
97.1 85.4 19.6 85.3 50.3 67.5
T Bottom (degC),
T LB COLD (degC),
Temp outdoor (deg C),
Humidity outdoor (%RH),
Humidity inside (%RH)
91.9 20 14.3 63 27 43.2
T LB COLD (degC),
Temp outdoor (deg C),
Humidity outdoor (%RH),
Temp inside (deg C)
(worst combination
among all variables)
91.5 118.8 396.8 190.4 106.3 180.8
T Bottom (degC),
Humidity inside (%RH)
(best combination
among all variables)
46.3 10.7 31.1 32.8 17.8 27.7
Table A.3.1: Forecasts based on a training set of 50 data points of the third switch
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A.3.2 Forecasts based on a training set of 150 data points
```````````````Variable(s)
Test set
1 2 3 4 5
forecasts
combined
MeasurementTemperature 55.3 155.3 30.6 64.3 57.9 72.7
T Bottom (degC)
(worst combination
among all variables)
108.4 67.8 74.4 109.1 56.5 83.2
T LB HOT (degC) 49.6 51.1 24.9 42.9 36.4 41
T LB COLD (degC) 49 63.1 34.4 33.5 42.4 44.5
Temp outdoor (deg C) 31.7 77.8 39.2 80.2 37.9 53.4
Temp inside (deg C) 67.1 69.4 33.2 44.9 46.8 52.3
T LB HOT (degC),
Temp outdoor (degC)
49.6 51.1 24.9 42.9 36.4 41
T Bottom (degC),
T LB HOT (degC)
(best temperature
combination)
37.5 24.2 36.1 28.6 16.2 28.5
All measured
temperatures except
T Bottom (degC)
25.6 63.7 30.7 66.9 37.2 44.8
All 6 measured
temperatures
48.3 32.3 46 38.8 24 37.9
Humidity outdoor (%RH) 52.2 77.8 30.3 30 57 49.4
Humidity inside (%RH) 65.1 43.8 23.7 12.7 34.1 35.9
Humidity outdoor (%RH),
Humidity inside (%RH)
59 64 28.5 11.4 27.6 38.1
T LB HOT (degC),
Humidity inside (%RH)
98 46.5 22 13.5 39 43.8
T Bottom (degC),
T LB COLD (degC),
Temp outdoor (deg C),
Humidity outdoor (%RH),
Humidity inside (%RH)
27.3 32.6 14 12.3 14.1 20.1
MeasurementTemperature,
T Bottom (degC),
T LB COLD (degC),
Temp outdoor (deg C),
Humidity outdoor (%RH),
Humidity inside (%RH)
(best combination
among all variables)
26.5 24.8 13.8 13.3 14.6 18.6
Table A.3.2: Forecasts based on a training set of 150 data points of the third switch
98
A Appendix
A.3.3 Forecasts based on a training set of 200 data points
```````````````Variable(s)
Test set
1 2 3 4 5
forecasts
combined
MeasurementTemperature 63.2 154.3 26.5 75.3 66.5 77.2
T Bottom (degC)
(worst combination
among all variables)
115.1 80.6 51.4 111.7 76.1 87
T LB HOT (degC) 63.6 50.2 23.8 45.6 43 45.2
T LB COLD (degC) 62.3 62.5 32.9 35.1 50.3 48.6
Temp outdoor (deg C) 32.2 78.2 43.9 85.6 41.9 56.4
Temp inside (deg C) 81.8 68.4 29.5 47.8 55.2 56.6
T LB HOT (degC),
Temp outdoor (degC)
33 74.2 32.1 49.5 45.2 46.8
T Bottom (degC),
T LB HOT (degC)
55.4 28.3 33.5 32.4 18.3 33.6
All measured
temperatures except
T Bottom (degC)
27.5 58.1 49.2 61.1 37 46.6
All 6 measured temperatures 73.1 33.6 45.6 39.2 15.7 41.4
T Bottom (degC),
T LB COLD (degC),
Temp outdoor (deg C)
(best temperature
combination)
30.9 36 49.7 28.9 13.9 31.9
Humidity outdoor (%RH) 109.3 78.7 27 26.6 65.1 61.4
Humidity inside (%RH) 145.2 45.8 19.8 11.6 41 52.7
Humidity outdoor (%RH),
Humidity inside (%RH)
115.5 62.4 19.8 10.6 37.2 49.1
T LB HOT (degC),
Humidity inside (%RH)
57.7 45.6 17 14.6 41.3 35.2
T Bottom (degC),
T LB COLD (degC),
Temp outdoor (deg C),
Humidity outdoor (%RH),
Humidity inside (%RH)
28.5 31.6 69.5 13.5 12 31
MeasurementTemperature,
T Bottom (degC),
T LB HOT (degC),
Temp outdoor (deg C),
Humidity inside (%RH)
(best combination
among all variables)
20.8 31 29.6 10.4 12.9 21
Table A.3.3: Forecasts based on a training set of 200 data points of the third switch
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