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Abstract
E-commerce has started a new trend in natural
language processing through sentiment analy-
sis of user-generated reviews. Different con-
sumers have different concerns about various
aspects of a specific product or service. As-
pect category detection (ACD), as a subtask
of aspect-based sentiment analysis, tackles the
problem of categorizing a given review sen-
tence into a set of pre-defined aspect cate-
gories. By nature, in this task, a given re-
view sentence can belong to one or more cat-
egories. In recent years, the attention mech-
anism has brought revolutionary advances in
multiple branches of natural language process-
ing including sentiment analysis by attending
to informative words or phrases in the text.
However, in multi-label classification tasks,
such as ACD, given different labels, we need
to attend on different parts of a given sentence,
which is not addressed by the vanilla attention
methods. In this paper, we propose a deep neu-
ral network method based on attention mecha-
nism to identify different aspect categories of a
given review sentence by attending to various
parts of the review sentence based on different
topics, which are more fine-grained than as-
pects categories. Experimental results on two
datasets in the restaurant domain released by
SemEval workshop demonstrates that our ap-
proach outperforms existing methods on both
datasets. Visualization of the topic attention
weights shows the effectiveness of our model
in identifying words related to different topics.
1 Introduction
User-generated reviews in e-commerce websites
are valuable resources for both the consumers and
the producers of products or services. For a poten-
tial consumer, the experiences of other consumers
help making educated decisions before purchasing
a product or service. On the other hand, such data
∗ Equal Contribution.
can help the producers of these products or ser-
vices in refining the quality of what they offer.
Different customers can have different concerns
about the same product. This issue raises the chal-
lenge of categorizing the reviews into pre-defined
aspects of the product under review. This chal-
lenge is tackled by ACD, a subtask of aspect-based
sentiment analysis. Given a review sentence, ACD
aims to categorize the sentence into a set of pre-
defined categories like ‘FOOD’, ‘PRICE’ etc. in
the restaurant review domain. For example, the
sentence “It is very overpriced and not very tasty.”
belongs to both ‘FOOD’ and ‘PRICE’ aspect cat-
egories.
Due to the multi-label nature of this task, most
of the approaches utilize one-vs-all classification
models. These methods have shown good results
in performing aspect category detection. However,
training several one-vs-all classifiers require a lot
of resource and time, especially when there are nu-
merous categories. Another issue is raised by the
fact that for different aspect categories, different
words may contribute variously. Attention mech-
anism (Bahdanau et al., 2014) has shown promis-
ing performance in aspect-based sentiment analy-
sis (He et al., 2017a) by attending to informative
words or phrases in the text. However, in multi-
label classification tasks, such as ACD, we need to
attend to different parts of a sentence when con-
sidering different aspect categories. Nevertheless,
each aspect category is a combination of multiple
topics; for example, “ambiance” aspect category
in the restaurant domain is a combination of top-
ics such as “temperature”, “ beauty”, etc. There-
fore, we can detect aspects by recognizing their
constituent topics. In this paper, instead of train-
ing several one-vs-all models, we propose a single
model, namely Topic-Attention Network (TAN),
which can detect aspect categories of a given re-
view sentence by attending to different parts of the
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sentence based on different topics.
The common practice in the literature for text
classification tasks is to maximize a scalar value
as the probability of the corresponding class in
the optimization process. Inspired by the (Sabour
et al., 2017), instead of maximizing a scalar value,
we propose to learn a vector for each aspect cat-
egory and maximize the length of these vectors.
Therefore, we borrow the squash activation func-
tion proposed by (Sabour et al., 2017) to get a vec-
tor with a normalized length of at most 1, since
we treat the lengths as probabilities. We hypothe-
sized that breaking a vector to a scalar value will
lose some of the orientational and length related
information contained by the vector. In the exper-
iments, we show that treating the problem in the
aforementioned way will cause an improvement in
the performance of the model.
Inspired by (He et al., 2017a), we utilize a regu-
larization term to preserve the orthogonality of the
weights corresponding to each topic. We believe
this regularization term will help the diversity of
the topics, allowing the model to become more ef-
ficient in its use of the topics.
Using a bi-directional GRU layer, TAN obtains
encoded representations of each word. These rep-
resentations are then fed to the topic attention
layer to acquire attentive representations of the
sentence. Attentive sentence representations each
are fed to a fully connected layer. Following the
same hypothesis mentioned above, we utilize the
squash function for each of the attentive represen-
tation in order to preserve the length related and
orientational information of each topic. Then, the
squashed vectors obtained from the previous layer
are concatenated together to provide a multi-topic
representation of the sentence. For each aspect
category, we feed the sentence representation into
a fully connected layer followed by squash. The
length of each vector is treated as the probability
of its corresponding aspect. If the probability of an
aspect category surpasses a threshold, the aspect
category will be assigned to the review sentence.
We evaluate our proposed method by compar-
ing it with several baselines in two freely available
benchmark datasets of SemEval workshops. The
results confirm the effectiveness of the proposed
method, and visualization of the topic-attention
weights shows that TAN is able to efficiently at-
tend to different parts of a sentence, given different
topics.
Our contributions in this paper are as follows.
• We propose to attend to the review sentences
based on topics, which is more fine-grained
compare to aspects
• In order to preserve the orientational and
length related information, we formulate the
problem as learn a vector for each aspect cat-
egory and maximize the length of the vectors
corresponding to each aspect, instead of max-
imizing scalar values
• We utilize a regularization term inspired by
(He et al., 2017a) to preserve the orthogonal-
ity of the weights corresponding to each topic
in the attention mechanism
2 Related Work
Previous research works in this field can be
divided into five approaches: frequency-based,
syntax-based, supervised machine learning, unsu-
pervised machine learning, and hybrid (Schouten
and Frasincar, 2016). The majority of the pro-
posed approaches are machine learning based in-
cluding classic algorithms such as SVM and Max-
imum Entropy (Xenos et al., 2016), (Hercig et al.,
2016), and deep neural network based approaches
(Toh and Su, 2016), (Xue et al., 2017). Aspect-
based sentiment analysis has gained much atten-
tion in recent years following the pioneering work
of (Hu and Liu, 2004). Based on a hypothesis that
aspects are nouns or noun phrases, they used an
association rule mining to extract frequent nouns
and noun phrases as the candidates for aspects. In
the next step, a set of rules are conducted to prune
non-aspect candidates. (Qiu et al., 2011) proposed
to use a double propagation technique to extract
aspect terms and opinion terms in an iterative man-
ner. They conduct a set of rules based on depen-
dency relations to extract aspect terms from opin-
ion terms like ‘good’ or ‘bad’, and vice versa.
Aspect category detection is a subtask of aspect-
based sentiment analysis, which instead of extract-
ing aspect terms, there are a set of pre-defined as-
pect categories like ‘FOOD’ and ‘PRICE’, and the
goal is assigning a subset of these categories to
a given review sentence. SemEval workshop has
addressed aspect category detection subtask for
three consecutive years, which attracted a lot of
contestants, especially in SemEval 2016 (Pontiki
et al., 2016). (Kiritchenko et al., 2014) proposed
multiple features including n-grams, lexicon fea-
tures, etc. to train a set of one-vs-all SVM clas-
sifiers. This model was the top contestant of Se-
mEval 2014 (Pontiki et al., 2014). In (Xenos et al.,
2016), authors train a set of one-vs-all SVM clas-
sifier with several hand-crafted features. By cal-
culating the Precision, Recall, and F1-Score of the
stemmed and un-stemmed N-grams on the train
data, they create a set of lexicons for providing
features to the classifiers.
In recent years, deep neural network based ap-
proaches have been used to address the aspect cat-
egory detection task, achieving state-of-the-art re-
sults. In (Toh and Su, 2016), authors proposed us-
ing the output of a convolutional neural network
trained on the dataset as features for a set one-
vs-all of linear classifiers along with several other
features such as ngrams and POS tags. This work
was the top contestant in SemEval 2016. In (Zhou
et al., 2015) two other loss functions were added
to the skip-gram model introduced by (Mikolov
et al., 2013) to train a word embedding specifi-
cally for aspect category detection. Using a set
of multi-layer perceptrons, a set of hybrid features
were extracted on the average of word embeddings
to train another set of one-vs-all classifiers to ex-
tract aspect categories. In (Xue et al., 2017) a set
of one-vs-all deep neural networks composed of
a CNN layer on top of an LSTM layer was pro-
posed to be trained on both aspect category and
aspect term labels simultaneously. A deep neural
network approach based on attention mechanism
is proposed in (He et al., 2017b). In this paper, the
authors use a network similar to an autoencoder in
order to perform unsupervised aspect category de-
tection. The proposed network is trained in a way
that attends to the aspect-relevant terms.
The most similar work to ours is the one pro-
posed in (Hu et al., 2018). In this paper, the au-
thors propose a regularization term to encourage
the orthogonality of the weights corresponding to
the attention heads. Compared to our method, the
sentence representation proposed in this paper is
based on aspects, and the probability of the sen-
tence belonging to each aspect is only related to its
corresponding aspect-related representation. Fur-
thermore, the model proposed in this paper per-
forms aspect category detection and aspect jointly
trained on the aspect category and aspect senti-
ment classification jointly, while our focus is on
aspect category detection.
Figure 1: The architecture of TAN.
3 Topic-Attention Network
Figure 1 represents the architecture of Topic-
Attention Network (TAN). Our network consists
of several components including a sentence en-
coder layer, a topic-attention layer, and two non-
linear transformation layers. In the following sub-
sections, we describe the details of different parts
of our model.
3.1 Sentence Encoder Layer
We employed a bi-directional recurrent neural net-
work to extract the sequential information for
each word. We utilized the Gated Recurrent Unit
(GRU) (Cho et al., 2014) for this purpose. In
(Chung et al., 2014) the GRU was found to show
better performance on small datasets. In order to
track the state of sequences, GRU utilizes a gating
mechanism without using separate memory cells.
The GRU is formulated as follows:
rt = σ(Wirxt + bir +Whrh(t−1) + bhr) (1)
zt = σ(Wizxt + biz +Whzh(t−1) + bhz) (2)
nt = tanh(Wizxt+ biz +Whzh(t−1)+ bhz) (3)
ht = (1− zt) nt + zt  h(t−1) (4)
where xt is the input, rt is the reset gate, zt is the
update gate, nt is the candidate state, and is pair-
wise multiplication. The reset gate rt decides how
of the past state h(t−1) is used in the current state
ht and the update gate zt decides how much of the
candidate state nt is used in the current state ht.
The input of the encoder layer is a continuous
representation of the input sentence using word
embeddings.
3.2 Topic-Attention Layer
Not all the words in a sentence contribute equally
to the meaning of the sentence. Furthermore,
when a review sentence is expressing opinions
about different aspects of a product, this varia-
tion in the importance of the words become rel-
evant to the aspects. For example, consider the re-
view sentence “It is very overpriced and not very
tasty.” in the restaurant domain. In this example,
the word ‘overpriced’ is more important than the
other words if the given aspect category is ‘price’.
On the other hand, if the given aspect category is
‘food’, the word ‘tasty’ should be given higher im-
portance compared to the other words.
The attention mechanism proposed in (Bah-
danau et al., 2014) aims to solve this exact prob-
lem. The attention mechanism proposed in (Bah-
danau et al., 2014) helps the model to attend to
different parts of the source sentence based on the
previously detected token of the target sentence.
Inspired by this idea, we propose to attend to a
given review sentence based on different topics.
Because of the multi-label nature of this task, a
single attention may not be able to provide a good
representation of the sentence in cases where the
review sentence contains multiple aspects. Fur-
thermore, an aspect may be too general and rep-
resent multiple characteristics of the product un-
der review. For example, the aspect category
‘FOOD’ references to many products served in a
restaurant, from different meals to salads, desserts,
and even different types of sauce. Inspired by
the target-based attention proposed in (Bahdanau
et al., 2014), we propose to solve this problem by
attending to the review sentence based on several
topics, each refering to one or more aspects.
Given the ith topic and word
representations{ht}Nst=1 obtained from the encoder
layer, the final attentive sentence representation vi
is computed as follows:
eit = htTi (5)
αit =
exp(eit)∑Ns
j=1 exp(eij)
(6)
vi =
Ns∑
j=1
αijhj (7)
where eit determines the importance of the tth
word with respect to ith topic by measuring the
similarity between the word and the topic weight
Ti, which is trained as part of the weights of the
model, and αit is the normalized value of eit, us-
ing the softmax function, where Ns is the length
of the given sentence. Finally, we compute atten-
tive sentence representation vi as a weighted sum
of word representations obtained from the encoder
layer based on their attention weights. Intuitively,
the attention weight Ti plays the role of a filter,
which learns to emphasize the relevant words to
the topic. The number of topics is one of the
hyperparameters of the network and the weights
corresponding to each topic is trained during the
training process.
3.3 Non-Linear Transformation with Squash
We utilize the squash function proposed in
(Sabour et al., 2017) which is a non-linear func-
tion that ensures the length of almost zero for short
vectors and a length of slightly below 1 for long
vectors. Given an input x ∈ Rm where m is the
length of the input vector, the output of the squash
function for x can be formalized as follows:
squash(x) =
||x||2
1 + ||x||2
x
||x|| (8)
In this layer, each output vector obtained from
the topic attention layer is fetched into a one-layer
MLP in order to extract high-level features and
also perform dimensionality reduction simultane-
ously. The non-linear squash function is then ap-
plied to the output vector of the MLP in order to
reduce the length of the vector to be no more than
1 while preserving the direction of the vector.
All k squashed vectors are then concatenated
together to provide features for the next similar
layer.
3.4 Category Detection
The output of the fully connected with squash
layer is a squashed vector with the length between
0 and 1, which its length is considered as a prob-
ability value. Therefore, the last layer of the TAN
consists of c parallel fully connected layers with
squash where c is the number of categories. To
model the probability that a review sentence be-
longs to each of the categories, we calculate the
L2-Norm of the output vector corresponding to
each category. In other words, the longer the
length of an output vector, the higher the proba-
bility of the given sentence belonging to the corre-
sponding category.
3.5 Training Objective
The training parameters of our model (θ) consists
of the weights of the model and the weights of the
topics.
We utilize the Mean Square Error loss formal-
ized as follows:
J (θ) = 1
n
n∑
i=1
(yi − yˆi)2 (9)
where n is the number of elements that the loss
function is applied to, yi is the ground truth value
of the ith element, and yˆi is the predicted value for
the ith element.
Following (He et al., 2017a), we also applied a
regularization term to the model to keep the topic
weights orthogonal and encourage the uniqueness
of the topics. Given T ∈ Rk×d where k is the
number of topics and d is the size of the topic
weights, we define the regularization term U as
follows:
U(θ) = ||Tn · Tnᵀ − I|| (10)
where Tn is the topic weights normalized to have
a length of 1 and I is the identity matrix. This
term encourages all the non-diagonal elements of
Tn · Tnᵀ to have the value of zero. This means
the dot product of the topic weights are encour-
aged towards being zero. Finally, our overall loss
function will be:
L(θ) = J (θ) + U(θ) (11)
4 Experiments
4.1 Datasets
For our experiments, we consider two datasets
from SemEval workshop, SemEval-2014 task 4
Dataset Train Test Total
SemEval-2014 3041 800 3841
SemEval-2016 2000 676 2676
Table 1: The data statistics of the two datasets used
for experiments. The numbers denote the number of
sentences in each dataset.
(Pontiki et al., 2014) and SemEval-2016 task 5
(Pontiki et al., 2016). SemEval 2015 dataset
was not used because according to (Pontiki et al.,
2016), it exists in SemEval 2016 dataset. In both
datasets, we used restaurant domain reviews for
our experiments. Table 1 shows the statistics of
datasets. In SemEval-2016 there are 12 categories
which are a combination of aspect and attribute
pairs, (e.g. ‘Food#Quality’, ‘Service#General’),
while SemEval-2014 has 5 categories which are
aspects only, (e.g. ‘Food’, ‘Price’). Review sen-
tences that don’t contain any sentiments and there-
fore don’t belong to any of the aspect categories
are discarded in the training and validation data.
4.2 Baseline Methods
In order to show the merit of our model, we com-
pare TAN with multiple baselines in each dataset.
The baseline methods are as follows:
• NLANGP. The model introduced in (Toh and
Su, 2016) consists of a CNN model trained
on word embeddings and a set of features in-
cluding POS tags, word clusters, name lists
which are fed to a set of binary classifiers for
each category. This method is the top-ranked
contestant in SemEval 2016 Aspect Category
Detection subtask.
• MTNA. This method which was introduced
in (Xue et al., 2017) utilizes both aspect cat-
egory and aspect term information to train a
set of one-vs-all deep neural network models
consisting of an LSTM layer followed by a
CNN layer.
• NRC-Canada. The model proposed in (Kir-
itchenko et al., 2014) is the top-ranked con-
testant in SemEval 2014 aspect category de-
tection subtask. This model addresses the
aspect category detection task using a set
one-vs-all SVM classifiers (one classifier for
each category) using several features includ-
ing lexicon features, n-grams, word clusters,
etc.
• RepLearn. In (Zhou et al., 2015) a semi-
supervised in-domain approach for training
word embeddings is introduced to capture the
semantic relations between words, aspects,
and sentiment words and aspects. After-
wards, multiple classifiers are trained to cap-
ture hybrid features, which are then used as
features for a set of one-vs-all logistic regres-
sion classifiers to determine the aspect cate-
gories.
• CAN. This is the model proposed in (Hu
et al., 2018). This model utilizes an LSTM
layer to encode the input, and an attention
mechanism for each of the aspects and sen-
timents to perform ACD jointly with aspect
sentiment classification. They also use a reg-
ularization term similar to ours to preserve
the orthogonality of the attention weights
corresponding to each aspect and sentiment.
They only performed ACD experiments Se-
mEval 2014 dataset.
• Vanilla-Attention(VA). In order to demon-
strate the effectiveness of utilizing multiple
attentions in the network, we compare our
method with a model consisting of an en-
coder layer, an attention layer, and a fully
connected hidden layer with the ReLU ac-
tivation function. The output of the hidden
layer is then fed to another fully connected
layer with the Sigmoid activation function to
represent the probability of each aspect.
• Topic-Attention-without-Squash(TAwS).
This baseline was added to demonstrate
the effectiveness of treating the problem
as learning vectors for aspect categories
and maximize the length of them instead
of maximizing a scalar value for each
category. Also, this baseline demonstrates
the effectiveness of using non-linear squash
activation function. In this model, the output
of the topic attention layers in TAN are
fed to a fully connected layer followed
by the ReLU activation function and then
concatenated. Then, the concatenated vector
is fed to another fully connected layer with
the Sigmoid activation function to represent
the probability of each aspect.
4.3 Experiment Settings
In our experiments, we use F1-score, Precision,
and Recall as evaluation measures. Stop-words
and punctuation removal is performed as a prepro-
cessing step using the NLTK package (Bird et al.,
2009). For the input of TAN, TAwS, and VA, we
train the word embeddings on the large unlabeled
Yelp challenge dataset ∗ using the genism pack-
age (Rˇehu˚rˇek and Sojka, 2010) implementation of
the skip-gram model introduced in (Mikolov et al.,
2013). We set the size of the word embeddings to
300 and the rest of the parameters were set to de-
fault.
We also select 10 percent of the training data
as the validation set for each aspect category in a
uniform manner. All the hyperparameters of the
model are tuned on the validation set using grid
search. The optimum hidden size of the GRU is
found to be 128 for which the combination of for-
ward and backward GRU leads to a 256 dimen-
sion vector for each word annotation. The size of
the weights of topics is therefore set to 256, and
the optimum number of the topics was found to be
11 for SemEval-2016 dataset and 6 for SemEval-
2014 dataset. Since SemEval-2014 has a relatively
simpler data compared to SemEval-2016, this dif-
ference in their optimum topic number makes
sense. We set the size of the squashed vectors of
the first fully connected layer with squash to 32
and 64 for the next similar layer for SemEval-2016
dataset, and 16 and 32 for SemEval-2014 dataset.
For training the model, we use a mini-batch size
of 128, and training is performed using the Adam
optimizer (Kingma and Ba, 2014). We use drop
out with the probabiliy of 0.6 in order to prevent
the overfitting of our model. The model is trained
for a maximum of 300 epochs for which early-
stopping is performed with the patience set to 20.
We implemented VA, TAwS, and TAN using
PyTorch (Paszke et al., 2017) version 0.4.1. All
the experiments were done on a GeForce GTX
1080.
4.4 Results and Analysis
The comparison results are shown in table 2. We
extracted the results reported for MTNA, NRC-
Canada, RepLearn, and NLANG from the origi-
nal papers (Xue et al., 2017), (Kiritchenko et al.,
2014), (Zhou et al., 2015), and (Toh and Su, 2016)
respectively.
∗https://www.yelp.com/dataset/challenge
On the SemEval 2016 dataset, which has more
fine-grained aspect categories and at the same
time, is smaller compared to the SemEval 2014
dataset, our model comfortably surpasses the other
baselines in terms of F1 score. Compared to the
MTNA baseline which utilizes aspect term infor-
mation in the training process, our method out-
performs MTNA by 1.96%. Compared to the
other baselines, TAN also performs better, sur-
passing VA, TAwS, and NLANGP in term of F1
measure by 3.1% and 3.54%, and 5.3% respec-
tively. Interestingly, VA baseline which is a vanilla
version of TAN - TAN without multiple atten-
tion as topics - achieves better results compared
to all the other baselines in the SemEval-2014
dataset, and outperforms TAwS and NLANGP in
the SemEval-2016 dataset, which indicates the
strength of the attention mechanism for aspect
category detection. Also, we see that TAwS in
both datasets achieves a worse result compared to
VA, which confirms the effectiveness of utilizing
squash function in our method. On the SemEval
2014 dataset, TAN also performs better than the
other baselines in term of F1 measure. Our method
outperforms VA, RepLearn, TAwS, MTNA, and
NRC-Canada baseline by 0.44%, 0.51%, 0.81%,
1.7%, and 2.03%, respectively. As can be seen in
Table 2, CAN performs worse than even the top
contender in SemEval 2014. We believe this poor
performance can partly be attributed to CAN’s
use of word embeddings trained on out of domain
data. But in any case, the performance of CAN us-
ing in-domain word embeddings probably would
not be very different from the TAwS, given that
similar structure is used in both of the models, and
the same regularization term is utilized. Therefore,
our model probably still would achieve better per-
formance compared to CAN trained on in-domain
word embeddings.
4.5 Visualization of Topic-Attention
In this section, we visualize attention weights of
sentence words for different topics. Note that, for
each word we have a set of attention scores where
each score shows the probability of the word be-
longing to a specific topic. Figure 3 shows the
example of attention scores visualization for two
sentences from both of the datasets. Each Column
denotes a specific topic, so the sum of attention
scores in every column is 1. From Figure 3a we
can see that there are several topics in the sentence.
Dataset Method P (%) R (%) F1 (%)
SemEval 2014
CAN 89.07 86.27 87.65
NRC-Canada 91.04 86.24 88.58
MTNA - - 88.91
TAwS 93.24 86.41 89.70
RepLearn - - 90.10
VA 91.54 88.85 90.17
TAN 91.60 89.63 90.61
SemEval 2016
NLANGP 72.45 73.62 73.03
TAwS 71.11 78.97 74.84
VA 76.06 74.52 75.28
MTNA - - 76.42
TAN 74.78 82.34 78.38
Table 2: The experimental results of our method (TAN)
compared with baselines.
Topic 1 give an attention score of 1.0 to the word
‘service’ and 0 to the other words, which shows
that maybe this topic models the category ‘SER-
VICE#GENERAL’. Similarly, the words ‘decor’,
‘food’, ‘delicious’, ‘large’, and ‘portions’ get high
attention scores each for a specific topic. Intu-
itively, these words represent different categories,
so we expect the model to categorize these words
in different topics. Figure 3b shows an example
of SemEval-2014 dataset. This dataset is rela-
tively simpler than the SemEval-2016 dataset so
here we have 6 topics. According to the atten-
tion scores, we can see that obviously topics 1
and 2 models the drinks and foods respectively,
which corresponds to the ‘FOOD’ category, and
topic 1 models the subjects related to the ‘Anec-
dote/Miscellaneous’ category.
5 Conclusion
In this paper, we propose a deep neural network
based model composed of an encoder layer uti-
lizing GRU recurrent units, a topic-attention layer
producing sentence representations based on the
existing topics in the data, and two fully connected
layers that transfer representations into a vector
space, using the squash activation function. Em-
pirical results prove the effectiveness of our model
compared to several baselines, including a single
attention model and another version of our model
without the squash activation function. This in-
dicates the effectiveness of utlizing a topic atten-
tion mechanism and non-linear transformation in
the vector space via the squash activation function.
(a) An example from SemEval 2016 restaurant dataset.
(b) An example from SemEval 2014 restaurant dataset.
Figure 2: The visualization of the attention values.
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