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1 Chapter 1Introduction
What do ancient burning glasses used several centuries BC and modern mi-
croscope or camera objectives have in common? Certainly not a lot when
comparing their focusing and imaging performance, but surprisingly much
when it comes to the process of designing them. In ancient times, when the
physics of refraction of light was not yet understood, finding the best geometri-
cal shape for such an optical element must have been a tedious process of trial
and error. It was not until 1621 that the law of refraction was discovered by
Willibrord Snellius. Even with this mathematical foundation, designing lenses
largely remained a question of shaping a transparent homogeneous dielectric
material. The geometrical shape needed to obtain a prescribed functionality
was found in a cumbersome optimization process. This still applies today,
even though the possibility to numerically simulate the behavior of the optical
element has sped up the process tremendously. Strictly speaking, however,
this approach of designing optics can still be considered a brute-force method.
Wouldn’t it be more elegant to calculate the structure of the optical element
directly from the desired light path?
A novel design scheme, that is known today as transformation optics (TO),
promised to offer that possibility. In essence, TO relies on the fact that light
propagation is influenced by the geometry of space-time, which was already
discussed in the 1920s [1, 2] after Albert Einstein’s introduction of the theory
of general relativity [3] in 1916. It was discovered in the 1960s and 1970s that
Maxwell’s equations keep their mathematical form under spatial transforma-
tions and that deformed space can alternatively be understood as a spatial
distribution of material parameters [4, 5]—the key idea of TO as we know it
today. Back then, however, the material parameters associated with useful
spatial transformations were considered too exotic to ever be realized. Designs
based on TO commonly required anisotropic magnetodielectric materials
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involving near-zero, negative, or very large relative permissivity and perme-
ability. These extreme properties are not to be found in nature, and it was not
before the turn of the millennium that some of them were demonstrated to be
feasible in carefully designed artificial compounds, so-called metamaterials [6].
The field was pioneered by John Pendry [7–9], who was also among the first
to rediscover the concept of TO and the possibilities it offered in the dawning
age of artificial materials [10]. An equally important contribution was made by
Ulf Leonhardt [11], who proposed the use of conformal transformations in the
TO design process [12]. This enabled the realization of a class of TO designs
via a locally isotropic distribution of refractive index, facilitating experimental
implementation significantly.
The new design freedom offered by the TO method was embraced by
the community, and many designs offering novel optical functionality were
proposed over the following decade, some of which were also realized ex-
perimentally. The range of devices included perfect lenses and collimators
[13–16], lossless waveguide bends [17–20], and invisibility cloaks [21–26].
These devices impressively demonstrate the capabilities of the TO method.
An application of the method outside of an academic context, however, has
been rare.
Particularly, a real-world challenge not yet tackled with a transformation-
optical approach is the improvement of optoelectronic devices such as solar
cells or light-emitting diodes (LEDs). In the ongoing transformation toward
a more ecological society, these devices have shown a large potential. Solar
cells have already found widespread application for eco-friendly generation
of electricity [27]. The growth of photovoltaic energy generation critically
depends on the levelized costs at which the cells can provide electricity. The
costs in turn are directly related to the power-conversion efficiency. Thus,
maximizing efficiency of solar cells has been the aim of intense research over
the past decades with new efficiency records reported every year [28].
Similarly, LED-based light sources have replaced conventional light bulbs
in many applications, because they offer significantly higher efficiencies in
converting electricity to light. Nevertheless, there is still a large potential
to increase their efficiency even further [29, 30]. Also, especially organic
light-emitting diodes (OLEDs) play an increasing role in display applications.
Nevertheless, some challenges still remain, for instance when using them as
large-area sources for lighting [31].
In this work, we explore the possibilities that the TO approach offers to
improve optoelectronic devices, with special attention given to experimental
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feasibility. The following specific questions are investigated:
1. Metallic contact fingers on solar cells are necessary for efficient extraction
of the generated current, but shadow a part of the active area, hence
reducing the efficiency of the cell. An optical structure guiding the
incident light around the contact fingers could eliminate this shadowing
loss.
2. The brightness homogeneity of large-area OLEDs can profit from metallic
contacting grids that—on the other hand—cause visible shadows that
may be unwanted. This issue could be remedied by an optical structure
that conceals the metal grids from being seen.
3. Formation of substrate or waveguide modes in LEDs reduces their
external quantum efficiency because not all the generated light can be
coupled out. By eliminating Fresnel reflections at the interface between
air and the substrate or LED stack, the extraction efficiency could be
increased.
Outline Before discussing the applications sketched above, the mathemat-
ical framework of the TO method is introduced in chapter 2, along with a
brief review of band structure calculations of photonic crystals and a concise
introduction to radiometry and its conservation laws.
Chapter 3 first gives an overview of the fabrication methods used for
making experimental demonstrators, namely direct laser writing (DLW),
soft-imprinting, and electron-beam lithography. Secondly, ray-tracing as
the method of choice for numerical characterization of the investigated optical
designs is introduced.
In chapter 4, the operation of solar cells is reviewed, and the effect of
metallic contact fingers on their performance is outlined. Two TO-inspired
approaches for optical cloaking of the contact fingers are discussed; their
cloaking ability is investigated both experimentally and in detailed ray-tracing
simulations.
Chapter 5 deals with metallic contact grids on OLEDs. After deriving
that—under realistic conditions—this problem is equivalent to the shadowing
of contact fingers on solar cells, a similar cloaking approach is applied and
assessed experimentally. Remaining imperfections are analyzed via ray-tracing
calculations.
3
1 introduction
In chapter 6, an optical structure is designed via TO that can provide efficient
light extraction from LEDs via complete elimination of Fresnel reflections at a
dielectric interface. Several modifications of the device are studied numerically.
The work is concluded by a summary of the most important results in
chapter 7, along with a brief outlook.
4
2 Chapter 2Fundamentals
In this chapter, the physical concepts most relevant for this work are discussed briefly.
After an introduction to transformation optics, the basics of light propagation in
photonic crystals are reviewed. Finally, radiometric quantities and their conservation
laws are introduced.
2.1 Transformation optics
TO [10, 12] is a powerful mathematical tool enabling the design of optical
devices that almost arbitrarily manipulate the propagation of light. To under-
stand the concept, it is instructive to consider propagation of a light wave in a
material with refractive index n over a small distance ∆x [32]. The correspond-
ing phase change is ω/c0n∆x, where ω is the angular frequency and c0 is the
speed of light in vacuum. In an alternate coordinate system that is stretched
by a factor n with respect to the original coordinate system, we expect the light
to accumulate the same phase change as before, because Maxwell’s equations
are scale invariant. In the stretched system, however, the phase change can
be expressed as ω/c0∆x′, where x′ is the propagation distance given in the
stretched coordinates. Scale invariance then dictates that ∆x′ = n∆x, yielding
a relationship between spatial coordinates and a material parameter, in this
simple example the refractive index n of the material.
2.1.1 Mathematical foundation
This example illustrates the basic idea behind the concept of TO. In order to
end up with a cooking recipe for material parameter distributions enabling
prescribed optical functionality, however, a mathematically more rigorous
5
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treatment is necessary. In a sense, the following argumentation can be under-
stood as a generalization of the invariance of Maxwell’s equations under a
global scaling operation: When applying a coordinate transformation, space is
locally (and possibly anisotropically) scaled.
We start our discussion in a space that is filled with a medium described
by complex tensors of relative permittivity and relative permeability, ε and
µ, respectively. At a fixed frequency ω and in absence of free currents and
charges, Maxwell’s equations for the electric field E and the magnetic field H
can be expressed as [33]:
∇× E+ iωµ0µH = 0 , ∇× H − iωε0εE = 0 (2.1)
Here, the two divergence equations are left out because they only ensure
transversality of the electromagnetic waves.
Let us now turn to a second coordinate system that is obtained from the
original one via the spatial mapping x→ x′ (x). The relationship between the
two coordinate systems can be described in terms of the Jacobian matrix J,
given by its elements
Jjk = ∂kx′j ≡
∂x′j
∂xk
. (2.2)
Remarkably, Maxwell’s equations retain their form under the mapping
transformation [5, 11, 33–35], i.e., they read
∇′ × E′ + iωµ0µ′H′ = 0 , ∇′ × H′ − iωε0ε′E′ = 0 (2.3)
in the transformed coordinate system, where the fields and material tensors
are given as
E′ =
(
JT
)−1
E , H′ =
(
JT
)−1
H , (2.4)
µ′ = JµJT/det J , ε′ = JεJT/det J . (2.5)
For a more intuitive view on the meaning of this form invariance, let’s
assume that the original space, which will be called virtual space from now on,
is empty, i.e., ε = µ = 1. Obviously, light propagating in this space will behave
according to Maxwell’s equations in vacuum. Particularly, if virtual space
is flat, light will travel along straight lines, because this behavior minimizes
optical path length. Form invariance implies that in a distorted space (called
physical space) filled with a medium exhibiting the material parameters dictated
6
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by eq. (2.5), light behaves the same way as in virtual space. For instance,
if light happens to propagate along a particular coordinate axis in virtual
space, it will travel along the distorted version of the axis in physical space.
This correspondence of coordinate transformations and material property
distributions can be exploited to design devices with specialized optical
functionality, e.g. for invisibility cloaking.
The extreme freedom of design for optical devices that TO offers, however,
comes at a price. The medium present in physical space has to exhibit
material tensors ε and µ that follow from the chosen coordinate transformation
as per eq. (2.5). As a consequence, spatially inhomogeneous coordinate
mappings result in inhomogeneous spatial distributions of ε and µ, strong
deformations of space automatically lead to extreme values of ε and µ, and an
anisotropic transformation will translate to anisotropic material tensors. From
a theoretical point of view, these aspects might not seem bothersome, but they
can significantly hinder the practical implementation of transformation-optical
designs.
2.1.2 Practical material parameters
In the following section, which loosely follows the argumentation in [36],
we will explore how TO can be exploited to design devices with realizable
material parameters. Implementing TO designs using only naturally occurring
materials is difficult at least, because there is no straight-forward way to realize
arbitrary, possibly anisotropic gradients in optical parameters. Furthermore,
the range of parameter values for materials found in nature is limited to
values of ε and µ above or equal unity, whereas TO designs frequently request
close-to-zero or even negative material parameters. As outlined in chapter 1, at
the time when TO was proposed, the emerging field of optical metamaterials
(MMs) [6] received tremendous attention when demonstrating that extreme
effective material parameters are feasible [37–40]. Moreover, MMs can show
electrical and magnetic response with tailored anisotropy [41–45]. MMs
providing these uncommon properties, however, oftentimes are based on
coupling to geometric resonances [46, 47]. This has two key disadvantages:
Resonances typically go hand in hand with losses due to absorption. Especially
when using metals as constitutive materials, this can be a problem: For metals,
dissipation due to resistive losses usually increases with frequency, so that
this effect can present a major drawback in the optical regime. Another
problem can be the narrow operating bandwidth that follows from the strong
7
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dispersion around the resonance frequency.
These issues can be circumvented by restricting the discussion to coordinate
transformations with special properties, most prominently conformal [12, 48]
and quasi-conformal mappings [23, 36]. These mapping approaches can result
in devices that (approximately) realize the TO design, but only need dielectric
materials with positive permittivity. Hence, non-resonant, dielectric MMs
suffice for realization, enabling low-loss and broadband operation of the TO
device [49, 50]. While devices designed using (quasi-)conformal mappings are
usually based on a two-dimensional geometry, they have been demonstrated
to work for three-dimensional light trajectories and all polarizations under
certain circumstances [15, 25, 49, 51].
Conformal mapping Mappings are called conformal when they locally
preserve angles. This type of mappings is particularly useful for coordinate
transformations between two-dimensional domains. In the following, we
therefore assume all materials and fields to be invariant along the x3-direction.
The conformal map is then characterized by its Jacobian matrix
J =
(
∂1x′1 ∂2x
′
1
∂1x′2 ∂2x′2
)
. (2.6)
When starting the transformation in a virtual space filled with an isotropic
material, ε and µ are scalars, and eq. (2.5) becomes
µ′ = µ
det J
 0J JT 0
0 0 1
 , ε′ = ε
det J
 0J JT 0
0 0 1
 . (2.7)
Moreover, it has been shown that conformal mappings satisfy Laplace’s
equation [52]
(∂11 + ∂22) x′ = 0 , (2.8)
where ∂ij is shorthand notation for the second partial derivative ∂2/
(
∂xi∂xj
)
.
Inserting eq. (2.6) into eq. (2.7) and using eq. (2.8), we find
µ′ = µdiag
(
1, 1, det J−1
)
, ε′ = εdiag
(
1, 1, det J−1
)
. (2.9)
Here, the diag function denotes a diagonal matrix with its entries specified
starting at the top left. Obviously, the in-plane part of the resulting material
tensors are isotropic. For the special case of a light wave that propagates
8
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within the x′1x
′
2-plane and has its electric field oriented along the x3-axis (TE
polarization), only µ′1, µ
′
2, and ε
′
3 are relevant. Hence, the TO device designed
using the conformal mapping approach can be realized by a non-magnetic
material with an isotropic permittivity given by
ε′ = ε/ det J . (2.10)
Complex Helmholtz equation A particularly handy formulation of
eq. (2.10) can be found if light propagation is described in terms of complex
spatial coordinates u = x1 + i x2 and u = x1 − i x2 [12]. Here, we consider
TE-polarized light to propagate within the x1x2-plane through an isotropic,
but inhomogeneous dielectric with refractive index n(u) that is invariant along
the x3-direction. Under these conditions, propagation is governed by a scalar
Helmholtz equation for the out-of-plane component of the electric field,(
4∂uu + n2k20
)
E3 = 0 , (2.11)
where the Laplace operator ∂11 + ∂22 = 4∂uu has been expressed in terms
of partial derivatives with respect to the complex variables u and u using
∂1 = ∂u + ∂u and ∂2 = i ∂u − i ∂u, and k0 denotes the free-space wave number.
Let us now consider a conformal mapping u → w(u) = x′1 + i x′2. Confor-
mity implies that the mapping function w(u) does not explicitly depend on u.
Thus, we can rewrite the partial derivatives in eq. (2.11) as
∂uu =
∣∣∣∣ dwdu
∣∣∣∣2 ∂ww . (2.12)
Inserting this result into eq. (2.11), we find the Helmholtz equation for w-space,(
4∂ww +
∣∣∣∣ dudw
∣∣∣∣2 n2k20
)
E3 = 0 , (2.13)
which takes the same form as in the original space. The effect of the coordinate
transformation only appears in form of a modified refractive index n′ related
to the original one according to
n(u) = n′(w(u))
∣∣∣∣ dwdu
∣∣∣∣ . (2.14)
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Schwarz-Christoffel mapping As discussed above, once the function
w(u) is given, the needed refractive-index distribution can be computed in
a straight-forward way. Depending on the type of TO device to be realized,
obtaining w(u), for example by solving Laplace’s equation, can be challenging
[53]. For many problems, however, the physical and virtual domains can be
approximated as polygons with a finite number of vertices, so that a Schwarz-
Christoffel (SC) mapping [54] between the domains becomes possible.
Let us consider the situation sketched in fig. 2.1, where the complex half-
plane Im(u) ≤ 0 shall be mapped to a polygon. The latter is specified by its
complex vertices wi and interior angles ϕi (i = 1 . . N). Note that the polygon
depicted in fig. 2.1 extends from the green line toward the right, excluding
the gray region. The SC map
w(u) = C1 + C2
∫ u N−1
∏
i=1
(u˜− ui)ϕi/pi−1 du˜ (2.15)
defines a conformal mapping between the two domains. Such a mapping
can be used to derive a refractive-index distribution with a prescribed optical
functionality. For instance, the resulting TO device can guide incident light
around the gray region (see section 4.2). In eq. (2.15), C1 and C2 are complex
constants that need to be determined and w(uN = ∞) = wN. ui are called
prevertices, because they are the points in the half-plane that are mapped to
the vertices of the polygon, i.e., wi = w(ui) for i = 1 . . N. Since the wi lie on
the boundary of the domain after mapping, the ui have to lie on the boundary
of the original domain. As a consequence, the prevertices must be real.
The SC map has three degrees of freedom: one for scaling (corresponding
to the magnitude of C2), one for rotation (corresponding to the phase of C2),
and one for translation (determined by C1 and the lower bound of integration).
One of the degrees of freedom is already fixed by requiring uN = ∞, so two
more can be specified by choosing two more prevertices. The remaining N− 3
prevertices then have to be found by solving a non-linear parameter problem.
In general, this is only possible using a numerical method. For instance, a
specialized Matlab toolbox [55, 56] can be employed for this purpose.
For the special case of N = 3, i.e., the polygon being a generalized triangle,
the need of solving the parameter problem vanishes. Instead, u1 and u2 can be
specified freely (again u3 = ∞), so that C1 and C2 become fixed and eq. (2.15)
10
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Figure 2.1: Schwarz-Christoffel mapping of the half-plane Im(u) ≥ 0 to a semi-infinite
polygon, bounded by the green line. The gray region is excluded from space after
transformation.
turns into the explicit equation
w(u) = C1 + C2
(−1)1−α1 (u− u2)α2 (u1 − u2)α1−2
α2 (1+ α2)
·
[
α2 (u− u2) 2F1
(
1− α1, 1+ α2; 2+ α2; u− u2u1 − u2
)
+ (1+ α2) (u1 − u2) 2F1
(
−α1, α2; 1+ α2; u− u2u1 − u2
)]
(2.16)
with the constants
C1 = w2 ,
C2 =
(−1)1+α1 α2 (1+ α2) (w1 − w2) (u1 − u2)1−α1−α2 Γ(1+ α1 + α2)
(1+ α2) Γ(1+ α1) Γ(1+ α2) + α2Γ(α1) Γ(2+ α2)
. (2.17)
Here, αi is shorthand notation for ϕi/pi, Γ denotes the Euler gamma function,
and 2F1 is the ordinary hypergeometric function.
Now that the mapping function w(u) is fully determined, it can be translated
to the refractive-index distribution that implements the designed optical
functionality. Assuming that virtual space is filled with a homogeneous
isotropic dielectric with refractive index n0, the refractive index n′(w(u)) in
physical space follows from eq. (2.14) as
n′(w(u)) = n(u)
∣∣∣∣ dwdu
∣∣∣∣−1 = n0|C2|
∣∣∣(u− u1)1−ϕ1/pi (u− u2)1−ϕ2/pi∣∣∣ . (2.18)
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While the analytical treatment might seem advantageous at first sight,
taking the numerical route can be more practical: For the realization of a
TO device it is oftentimes sufficient to know the values of the corresponding
refractive-index distribution on a discretized grid, as fabrication accuracy
limits spatial resolution of the resulting structure anyway. Evaluating the
analytic functions occurring in eqs. (2.16) to (2.18) on a dense grid can be
computationally intensive, whereas the numerical SC toolbox is optimized for
quick evaluation of the map with high numerical accuracy. For these reasons,
the SC maps and corresponding refractive-index distributions computed in
this work were obtained using the numerical approach.
2.2 Photonic crystals
Photonic crystals are materials that show a spatially periodic variation in their
optical parameters on a length scale comparable to the wavelength of light.
This periodic modulation has similar effects on photons propagating in the
material as the periodic potential formed by the atomic nuclei in a solid state
crystal has on its electrons. In both cases, only certain modes can propagate in
the crystal, which are described by the dispersion relation ω(k). The modes
can form bands that are separated energy-wise. Electrons / photons with
energies between the band edges are therefore disallowed to propagate. If
a band separation is observed for all possible propagation directions, it is
called a (photonic) band gap, while it is termed a stop band otherwise. Since
the pioneering work of Sajeev John [57] and Eli Yablonovitch [58] in 1987,
the unique properties of photonic crystals have been exploited to enable a
multitude of different applications [59–65].
In this work, three-dimensional photonic crystals were used in the long-
wavelength limit to realize the refractive-index distributions designed by
conformal mapping. For wavelengths much longer than the crystal periodicity,
the light cannot resolve the internal structure of the crystal. Thus, light
propagation can be described by effective material parameters—in our case of
a purely dielectric photonic crystal by an effective refractive index neff. The
latter can be calculated from the group velocity in the medium, vg, via
c0
neff
= vg =
∂ω
∂ |k| , (2.19)
where isotropic dispersion is assumed. Equation (2.19) indicates that once the
dispersion relation is known, the effective refractive index can be calculated.
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The method to obtain the dispersion relation in a photonic crystal is out-
lined in the following section, where the argumentation follows that in [66].1
To simplify the treatment, we assume that the constitutive materials of the
photonic crystal are homogeneous and isotropic, so that their material proper-
ties become scalar functions ε(x) and µ(x) that vary according to the crystal
periodicity. Again, we start with the time-harmonic Maxwell equations for
fixed frequency ω (eq. (2.1)), from which we derive the wave equation
∇×
(
1
ε(x)
∇× H(x)
)
=
(
ω
c0
)2
µ(x)H(x) . (2.20)
At optical frequencies natural materials are non-magnetic, so we can let
µ(x) = 1. Furthermore, we can understand the left-hand side of eq. (2.20) as
an operator Oˆ acting on H(x). Like that, we obtain the eigenvalue equation
OˆH(x) =
(
ω
c0
)2
H(x) . (2.21)
Solutions to this eigenvalue equation are the modes that propagate in the
photonic crystal, specified by their spatial distribution of the magnetic field
H(x) (corresponding to the eigenvectors) and their squared angular frequency
ω (proportional to the eigenvalues). Once H(x) is known, the distribution of
the electric field can be computed from eq. (2.1).
For solid-state crystals, the corresponding eigenvalue equation is the one-
electron Schrödinger equation. This equation can be solved by employing a
Bloch ansatz that exploits the periodicity of the potential. The same treatment
can be applied here to find solutions to eq. (2.21), since the permittivity is
periodic in lattice vectors X, i.e.,
ε(x+ X) = ε(x) , X =∑
i
ciai . (2.22)
Here, ai are the primitive vectors of the Bravais lattice generating the photonic
crystal. In analogy to the electronic case, solutions to the eigenvalue equation
can be written as the product of a complex exponential function and a lattice-
periodic function ukm(x), i.e.,
Hkm(x) = ukm(x) exp(i kx) . (2.23)
1A more detailed discussion can be found in [67].
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As indicated by the band index m, several solutions exist for a given k-point,
corresponding to the different bands. Using the Bloch ansatz, eq. (2.21) can
be solved for its eigenvalues, yielding the dispersion relations ωm(k) of the
individual bands. Plotting the band dispersions in the first Brillouin zone, one
obtains the band structure of the photonic crystal.
While for very simple geometries the band structure can be found analyti-
cally, in most cases a numerical solution of eq. (2.21) is necessary. All band
dispersions computed in this work were obtained using the MIT Photonic
Bands package [68].
2.3 Radiometry
Radiometry summarizes a set of physical quantities that measure electromag-
netic radiation. Radiometric quantities and corresponding conservation laws
are essential to the field of astronomy, for instance. In this work, some radio-
metric concepts will be used to describe brightness transfer when imaging an
emitting surface. The definitions presented in this section are taken from [69].
2.3.1 Radiometric quantities
The most basic quantity in radiometry is the radiant energy that is received,
emitted, reflected, or transmitted per unit time. This quantity is called radiant
flux Φ and is measured in W. For many problems (including the current
density generated by a solar cell), it is not the total flux that is the relevant
quantity, but the radiant flux that is received per unit area, called irradiance or
flux density E. It is measured in W m−2 and is defined as the derivative
E =
dΦ
dA
, (2.24)
where dΦ is the infinitesimal flux element received by the surface element dA.
Instead of relating the radiant flux to the receiving area, it can be normalized
to the solid angle Ω that the flux is emitted to or received from. This form
of description is especially useful to quantify the angular emission profile
of point-like light sources. The corresponding directional quantity, radiant
14
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intensity2 I is defined as [69]
I =
dΦ
dΩ
(2.25)
and measured in W sr−1. Yet another quantity, radiance L, is a measure for
the radiant flux emitted, received, reflected, or transmitted per unit solid
angle per unit projected area of a surface. Radiance can be understood as
the flux received by an optical system with a given entrance pupil that views
an extended light source (e.g. an emitting surface) from a certain direction.
Generally, radiance is defined as
L =
d2Φ
dΩdA cos θ
, (2.26)
and is measured in W sr−1 m−2. In the given example, Ω is the solid angle
subtended by the entrance pupil and θ is the angle between the source surface
normal and the viewing direction. For a general light source, L is a directional
quantity, i.e., it varies with θ and the azimuthal viewing angle. In the special
case that L does not depend on the viewing direction, the reflecting, trans-
mitting, or emitting surface is called Lambertian. As the flux received by an
imaging system (e.g. the human eye) directly determines the perceived bright-
ness of the viewed object, this angle-independence means that a Lambertian
surface looks equally bright from any direction. For a Lambertian emitter, the
radiant intensity profile IL (θ) can be computed by integrating the radiance
over the projected emitting area, yielding
IL (θ) =
dΦ
dΩ
=
∫
A
L cos θ dA = I0 cos θ , (2.27)
where I0 = LA.
2.3.2 Conservation laws
As we will see in the following, (basic) radiance is a conservation quantity
under certain circumstances. This fact can be used to simplify the computation
of radiation transfer through an optical system significantly. To derive the
conservation law, we consider an emitting surface with a given radiance
distribution L0 = L0 (r0, θ0). Let the surface radiate into a medium with
2In radiometric literature and in this thesis, the term intensity is used consistently to
describe flux per solid angle. In other fields of physics, however, "intensity" may denote
several other quantities, including radiance, irradiance, or exitance.
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Figure 2.2: Geometry considered for the derivation of conservation of (basic) radiance.
refractive index n1 toward a second surface, as depicted in the left part of
fig. 2.2. A radiant flux d2Φ is radiated from the surface element dA0 into
the solid angle element dΩ0, corresponding to an area element dA1 on the
second surface. Per definition,
L0 =
d2Φ
dΩ0 dA0 cos θ0
. (2.28)
At the same time, the radiance received at dA1 from solid angle element dΩ1
becomes
L1 =
d2Φ
dΩ1 dA1 cos θ1
. (2.29)
In homogeneous, absorption-free media the optical flux d2Φ is conserved, so
that
d2Φ = L0 dΩ0 dA0 cos θ0
= L1 dΩ1 dA1 cos θ1 = d2Φ . (2.30)
The solid angle elements can be expressed as
dΩ0 =
dA1 cos θ1
R2
, dΩ1 =
dA0 cos θ0
R2
, (2.31)
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where R denotes the distance between the two surface elements. Using these
geometric relations, eq. (2.30) yields L0 = L1, i.e., radiance is conserved along
rays within homogeneous, absorption-free media.
But what happens to radiance once the light ray crosses an interface between
two media with different refractive indices? To answer this question, it is
instructive to consider the situation sketched in the right part of fig. 2.2, where
a ray of light is refracted at the interface between two homogeneous media
with refractive indices n1 and n2 < n1.
In spherical coordinates, the relevant solid angle elements can be expressed
as
dΩi = sin θi dθi dΦi , (2.32)
where i = 1, 2 and Φi is the azimuthal angle element. The refracted ray stays
in the plane of incidence, so that dΦ1 = dΦ2. Thus, the ratio of solid angle
elements simplifies to
dΩ1
dΩ2
=
sin θ1 dθ1
sin θ2 dθ2
. (2.33)
Refraction at the interface obeys Snell’s law
n1 sin θ1 = n2 sin θ2 , (2.34)
which is differentiated to yield
n1 cos θ1 dθ1 = n2 cos θ2 dθ2 . (2.35)
Equations (2.34) and (2.35) are used to express the ratio of sines and the angle
elements dθi in eq. (2.33):
dΩ1
dΩ2
=
n22 cos θ2
n21 cos θ1
. (2.36)
Using eqs. (2.26), (2.29) and (2.36), we find
L2 =
d2Φ
dA1 cos θ2 dΩ2
=
L1 dΩ1 dA1 cos θ1
dΩ2 dA2 cos θ2
= L1
n22
n21
. (2.37)
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Obviously, the quantity Li/n2i , called basic radiance, is conserved upon refrac-
tion at an interface between two media. Note that in the derivation, again
Fresnel reflections at the interface were neglected, so that d2Φ is conserved.
Conservation of basic radiance is closely related to conservation of etendue,
a quantity characterizing the geometric extent of light in an optical system. To
define etendue, the situation sketched in the right part of fig. 2.2 is considered.
Here, the light confined to solid angle dΩ1 in the material with refractive
index n1 passing area element dA1 is assigned the etendue
dG = n21 dΩ1 dA1 cos θ1 . (2.38)
The purely geometric factor dΩ1 dA1 cos θ1 can also be understood as the
volume in phase space (the product of spatial and angular space) occupied
by the light. Comparing the definition of etendue to eq. (2.29), we find a
relationship connecting basic radiance, etendue, and flux as
dΦ = dG
L1
n21
. (2.39)
As has been discussed above, basic radiance L1/n21 and radiant flux dΦ
are conserved along rays propagating through an ideal optical system (in
which absorption, scattering, and Fresnel back-reflections are absent). There-
fore, it follows that the etendue of the light, dG, is a conserved quantity as
well. Note that imperfections in the optical system, such as scatterers, can
increase etendue, because they increase the angular spread of light. Decreas-
ing etendue is fundamentally impossible in a passive optical system, as this
would correspond to decreasing entropy, which is forbidden by the second
law of thermodynamics [70].
Optical systems can be characterized by the largest ray bundle that is
transmitted through them. Hence, a certain volume in phase space can be
attributed to the optical system that follows from its geometry. The system
can be populated with light until all the phase space it offers is occupied.
Light with etendue dG transported through the system can be understood to
occupy a phase space volume given by eq. (2.38) as dG/n21. Thus, more light
can "fit" in higher-index media.
As a simple illustration of this notion, let us consider the interface between
two half-spaces filled with homogeneous dielectrics of refractive indices n1
and n2 < n1. Let the interface be completely absorbing except for a window
region with a size dA. Since the geometry of the two half-spaces is identical,
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they offer the same phase space volumes. As a consequence, if phase space
in the high-index region is completely filled, conservation of etendue of light
across the interface forbids that all the light be transmitted to the low-index
region, because light would need a larger phase space volume there. This
manifests in the well-known phenomenon of total internal reflection, trapping
a part of the light in the high-index half-space.
Reducing dimensionality While the above derivation has been based on
a three-dimensional problem, it can sometimes be useful to limit discussion to
two spatial dimensions. In that case, all solid angle elements dΩi have to be
replaced by angle elements dθi, so that eq. (2.35) can be used directly to find
the two-dimensional (2D) version of eq. (2.36), reading
dθ1
dθ2
=
n2 cos θ2
n1 cos θ1
. (2.40)
Using this result while calculating the ratio of radiances Li, we find
L(2D)2 = L
(2D)
1
n2
n1
, (2.41)
meaning that in two dimensions, the ratio of radiance and the (un-squared)
refractive index, Li/ni, is conserved upon refraction. Accordingly, two-
dimensional etendue is defined as
dG(2D) = ni dAi cos θi dθi (i = 1, 2) . (2.42)
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3 Chapter 3Methods
In the following, an overview of the experimental and numerical methods most
prominently used in this work is given: electron beam lithography, direct laser
writing, and soft-imprinting as the main fabrication methods and ray-tracing in
homogeneous and inhomogeneous media as the method of choice for simulation of the
investigated TO devices.
3.1 Direct laser writing
Direct laser writing, also frequently called two-photon polymerization, is a three-
dimensional (3D) printing technique that allows for structuring polymers in
three spatial dimensions, with feature sizes well below 1 µm. Since its intro-
duction in 2001 [71], the concept has been applied to fabricate a multitude of
different functional devices, including 3D metamaterials [25, 72–78], 3D scaf-
folds for biological applications [79–83], microoptical [84–88], and microfluidic
[89, 90] devices.
Principle The working principle of DLW is based on non-linear absorp-
tion of light in a liquid photoresist. Upon exposure using a tightly focused
femtosecond-pulsed laser, the photoresist solidifies only in the laser focus, en-
abling the realization of spatially distinct features. Photoresists used for DLW
typically consist of a monomer (for example a multi-functional acrylate) and a
photoinitiator. Solidification of the photoresist happens in a two-step process:
After a photosensitive initiator molecule is excited by the impinging light, it
generates a radical molecule that initiates polymerization of the monomer.
The photoinitiator is chosen such that its absorption cross-section is negli-
gible at the operation wavelength of the laser (usually close to 800 nm), and
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Figure 3.1: Calculated laser irradiance and voxel shape in DLW for an objective with
NA = 1.4, immersed in a medium with n = 1.5, and a vacuum wavelength of
λ = 780 nm. z is the optical axis; calculation followed the method proposed in
[91]. (a) Irradiance distribution E(x, z) ∝ |E(x, z)|2 around the focus. (b) Iso-surface
(E2 = 2/3E2max) of the squared irradiance distribution, representing the typical shape
of a voxel.
much larger around half the wavelength. Like this, one-photon absorption
in the photoinitiator is strongly suppressed and two-photon absorption be-
comes the dominant absorption mechanism. Thus, the probability to excite
the initiator in a given duration is proportional to the squared irradiance.
Since irradiance shows a maximum in the center of the laser focus (fig. 3.1(a)),
excitation probability is highest there, too. Additionally, polymerization can
be regarded as a threshold process. Only regions of the photoresist that have
been exposed with a dose higher than a certain threshold form a polymer
cross-linked strongly enough to withstand the subsequent development step.
Together with the non-linear response of the initiator, the thresholded
polymerization leads to a spatial confinement of the solidification to a volume
around the laser focus that is bounded by an iso-surface of the squared
irradiance, as shown in fig. 3.1(b). This voxel, the three-dimensional analog to
a pixel, is the elementary building block of DLW. By moving the voxel during
exposure, almost arbitrary three-dimensional trajectories can be polymerized.
Limitations While it is not the focus of this work to investigate or improve
DLW as a method, its limitations in terms of spatial resolution became appar-
ent in several experimental results. Therefore, a brief overview of the effects
leading to resolution limitations is given in the following.
In principle, the smallest achievable voxel size is not limited by diffraction,
but is solely determined by the choice of exposure dose relative to the poly-
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merization threshold. If the dose is set just below the threshold, the voxel size
can become arbitrarily small. Moreover, there is no fundamental limit as to
how close to each other two distinguishable voxels can be polymerized in two
subsequent exposures.
In practice, however, polymerization thresholds of common photoresists are
not perfectly sharp, but smeared out, leading to a finite minimum voxel size.
And even more importantly, typical photoresists seem to "remember" sub-
threshold doses, so that doses can accumulate across subsequent exposures.
As a consequence, the resolution of DLW becomes effectively limited by
diffraction. To quantify resolution, Sparrow’s criterion [92] can be applied.
Originally formulated for spectroscopy, it states that two adjacent lines can
be resolved as long as the corresponding irradiance distribution features a
local minimum in the center. In lithography, the criterion can be understood
as follows: Two point-like, spatially separated features will appear distinct
after exposure if the response of the photoresist shows a local minimum upon
exposure with the two corresponding point-spread functions. Considering a
resist response based on two-photon absorption, one can find approximations
for the lateral and axial resolution limits [93]
a12 &
λ
2
√
2NA
≈ 200 nm ,
a3 &
λ√
2
(
n−
√
n2 −NA2
) ≈ 600 nm . (3.1)
Here, λ denotes the vacuum wavelength of the laser light used for exposure
and NA = n sin α is the numerical aperture of the objective used for focusing,
where n is the refractive index of the immersion medium and α is the max-
imum collection half-angle of the objective. The numbers stated in eq. (3.1)
were found for typical DLW conditions (λ = 780 nm, NA = 1.4, n = 1.52).
Another effect comes into play when exposing a pair of lines that are
separated by more than the minimum separation discussed above. Despite
the larger distance, an influence of the line written first on the second line
is commonly observed. Typically, the second line becomes wider than the
first line or random tiny connections between the lines form [94, 95]. In
analogy to electron-beam lithography [96], these observations are summarized
as proximity effect. The cause for line broadening specifically has recently
been found to be diffusion of radical molecules or oxygen1 between adjacent,
1The cross-linking chain reaction taking place during solidification of the photoresist
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sequentially exposed features [97].
DLW is a very convenient scheme to fabricate polymeric devices on, e.g.,
glass substrates. However, since DLW is an optical method, the writing
process can be influenced by the optical properties of the substrate. More
specifically, a non-negligible reflectance of the substrate can cause detrimental
effects: Focusing the writing laser close to the resist-substrate interface may
lead to interference of the laser beam with its reflection, producing a standing
wave pattern in the irradiance distribution. Like this, the local exposure dose
oscillates strongly along the axial direction, leading to an oscillation in cross-
linking density. For very strong oscillations (occurring for strongly reflective
substrates and low exposure powers) a structure designed as a bulk block
can turn into individual, disconnected polymer layers that delaminate during
development. If interference is less pronounced, a periodic corrugation at the
surface of the fabricated structures can be observed (see fig. 4.17 for instance).
While delamination is primarily caused by the minima of the standing wave
pattern, constructive interference can also have effects detrimental to structure
quality. At the positions of irradiance maxima, the exposure dose is amplified,
leading to overexposure of the photoresist. As a consequence, the resist can
heat up locally by several hundred Kelvins, causing microexplosions, i.e.,
the monomer locally evaporates and forms gas bubbles in the liquid resist
[98]. Due to strong refraction and reflection at the bubbles, deterministic
focusing of the laser is prevented in their vicinity. To avoid the deteriorations
of structural quality that come along with overexposure, the laser power is
usually reduced when writing features close to a strongly reflective substrate.
For bare substrates (e.g. silicon wafers), the power compensation can be
applied globally. Once DLW shall be used to add polymer structures to a pre-
patterned substrate, however, power compensation has to be adjusted to the
local reflectivity. This can be very challenging for substrates with pronounced
spatial variations in reflectivity (e.g. silicon with metallic contact fingers). For
this reason, a soft-imprinting scheme (section 3.2) was applied to fabricate the
polymeric free-form surfaces on solar cells and OLEDs discussed in section 4.4
and chapter 5.
is terminated by oxygen. Therefore, the presence of oxygen and oxygen diffusion play an
important role in the polymerization process.
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Figure 3.2: Schematic structure of the Photonic Professional GT system used for DLW.
Image courtesy of Nanoscribe GmbH.
Setup In this work, a commercial DLW setup (Photonic Professional GT,
Nanoscribe, Germany) was employed (fig. 3.2). The instrument is based on a
near-infrared femtosecond pulsed laser source with a central emission wave-
length of 780 nm. The beam is fed into a microscope body and then focused
to the substrate using an immersion objective. The objective is immersed in
the photoresist (so-called dip-in configuration) and looks at the substrate from
below, so that fabricated structures are written to the bottom side of the sub-
strate. In order to anchor the structures to the substrate in a controlled fashion,
the instrument features an optical interface finder that is able to precisely
determine the axial position of the interface between substrate and photoresist.
As the interface finding routine is based on reflection at the interface, it only
works reliably if there is a sufficient difference in refractive indices of substrate
and photoresist.
Before entering the microscope body, the laser beam passes an acousto-
optic modulator (AOM) that controls the laser irradiance. A galvanometric
mirror system enables rapid lateral scanning (typically 1 cm s−1 to 10 cm s−1)
of the laser focus within a field of view of a few hundred micrometers in
diameter. As the galvanometric mirrors cannot scan the laser focus along the
axial direction, the substrate is moved by a piezo stage instead to provide
access to the third dimension. The piezo stage moves relatively slow (around
100 µm s−1) compared to the lateral scan speed. Therefore, 3D structures are
25
3 methods
sliced into lateral layers that are exposed consecutively.
Structures larger than the field of view are split into smaller parts that fit
into a single writing field. These parts are written one after another, using a
linear stage to displace the substrate laterally when advancing from one field
to the next. This stitching procedure allows fabricating samples with lateral
dimensions of several mm2 within few hours, depending on the structure
height and desired fabrication accuracy.
Workflow The typical protocol followed in this work for fabricating sam-
ples by DLW is detailed in the following list. All the samples were treated
with 3-methacryloxypropyltrimethoxysilane (MPS) before the polymer writing
[80]. The silanization step is employed to increase adhesion between the
substrate and the fabricated polymer structures: While the silane side of MPS
covalently bonds to OH-groups present at the substrate surface (typically SiO2)
after plasma activation, the methacrylate group is incorporated via radical
polymerization into the acrylate network that forms during DLW. Thus, MPS
establishes a covalent bond between the fabricated polymer structure and the
substrate [99, 100].
1. Cleaning the substrate: The substrate2 was wiped with isopropyl alcohol
(IPA) using a paper towel, then blown dry using a nitrogen gun.
2. Silanization for adhesion promotion: The substrate was activated in air
plasma for 15 min, then immersed in a 1 mm solution of MPS in toluene
for 1 h. Excess silane was washed away in toluene, followed by a rinse
in IPA. Finally, the substrate was blown dry using a nitrogen gun.
3. Writing the polymer structure: Photoresist was drop-cast onto the sub-
strate, which was then inserted into the DLW instrument. Two com-
binations of photoresists and objectives were used in this work: IP-S
was written using a 25×/0.8 NA objective (LCI Plan-Neofluar Imm Corr
DIC, Carl Zeiss Microscopy, Germany), while IP-Dip was used with a
63×/1.4 NA objective (Plan-Apochromat Oil DIC, Carl Zeiss Microscopy,
Germany). Both resists were bought from Nanoscribe and were written
in dip-in configuration. For structure designs featuring large solid vol-
umes the shell-writing technique was applied to reduce fabrication time.
2In this work, two types of substrates were used: either 700 µm thick glass with an
additional layer of indium tin oxide (n ≈ 1.7) to simplify interface finding (Nanoscribe,
Germany), or 525 µm thick n-doped silicon (Siegert Wafer, Germany)
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Only a several µm thick outer shell of the structure was exposed along
with a stabilizing scaffold in the inside, leaving the largest portion of the
interior unexposed.
4. Developing: Excess photoresist was washed away in a bath of mr-Dev
600 (Micro Resist Technology, Germany) for 20 min to 30 min, followed
by a brief rinse in IPA. Drying was carried out using a nitrogen gun.
5. UV-curing: The shell-written structures were exposed to ultraviolet (UV)
light for 5 min at an approximate irradiance of 50 mW cm−2 to solidify
the photoresist that remained unexposed during the DLW step. As
a light source, a WEPUV3-S2 light-emitting diode (Winger Electron-
ics, Germany) with its emission peak at a wavelength of 400 nm was
employed.
3.2 Soft-imprinting
As discussed above, several challenges arise when applying DLW to print
polymeric devices onto pre-structured substrates. To avoid these difficulties,
the refractive free-form surfaces developed in this work to cloak contact fingers
on solar cells and OLEDs were not printed onto the respective substrates via
DLW directly. Instead, the samples were fabricated by a sequence of DLW of
a master structure, a two-step polydimethylsiloxane (PDMS) replication and
soft-imprinting. The process is schematically shown in fig. 3.3 and described
in detail in the following.
1. The inverted structure was printed onto an ITO-covered glass substrate
using the standard DLW procedure described above. The photoresist
IP-S and the 25×/0.8 NA objective were employed here.
2. 20 nm of Al2O3 were conformally deposited onto the resulting poly-
mer master using atomic-layer deposition (ALD) to enable subsequent
silanization. This step was carried out in a Savannah ALD system
(Cambridge Nanotech, USA). The material was grown at 150 ◦C using
trimethylaluminum and water as precursors.
3. The alumina-covered polymer master was activated in air plasma for
1 min and immersed in a 3 mm solution of octadecyltrichlorosilane (OTS)
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Figure 3.3: Soft-imprinting scheme. Adapted with permission from [101], © 2017 WILEY-
VCH Verlag GmbH & Co. KGaA, Weinheim.
in toluene for 5 min. Excess silane was rinsed off in consecutive toluene
and IPA baths. The sample was then dried using a nitrogen gun. Similar
to MPS, the silane used here can covalently bond to the substrate surface.
OTS, however, was used to turn the surface hydrophobic and thus make
it antiadhesive to PDMS.
4. PDMS needed for replication of the master was prepared by mixing
Sylgard 184 Elastomer Base and the corresponding thermal curing agent
(ratio 10:1 by weight; both from Dow Corning, USA). The mixture was
degassed in vacuum for 30 min and poured over the silanized master.
For curing, the PDMS was placed on a hot plate at 60 ◦C for 2 h.
5. The PDMS replica was removed from the master and silanized with
antiadhesive silane before the next replication step. While OTS would
provide the desired antiadhesive effect, it cannot be applied to the
PDMS replica from a toluene solution, as toluene leads to strong, partly
irreversible swelling of PDMS. Therefore, trichloro(1H,1H,2H,2H-per-
fluorooctyl)silane (PFOTS), which can be deposited from the gas phase,
was applied. First, the surface of the replica was activated in air plasma
for 30 s. Then, a solution of 0.3 vol% PFOTS in cyclohexane was prepared.
A 20 µL droplet of the solution was kept in vacuum (650 mbar below
atmosphere) together with the PDMS replica for 2 h.
6.–7. After PFOTS silanization was complete, the PDMS replication step was
repeated using the previously fabricated PDMS replica as a master.
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Through this double-replication process, a PDMS replica of the original
polymer master made by DLW was obtained.
8.–9. In the following soft-imprinting step, 60 µL to 70 µL of the UV-curable
transparent OrmoComp photoresist (micro resist technology, Germany)
were drop-cast onto the substrate. The PDMS stamp was aligned to
the pre-fabricated structures on the substrates and pushed into the
photoresist until the desired spacing between stamp and substrate was
reached. Curing of the resist was carried out using the same UV LED
as for IP-S curing, but split into three consecutive steps with increasing
irradiance to prevent crack formation. The sequence of 2 mW cm−2
for 2 min, 10 mW cm−2 for 1 min, and 50 mW cm−2 for 30 s was applied
here.
The initial motivation to use the double-replication process presented above
was to avoid difficulties with writing directly to the surface of a pre-structured
substrate. Apart from this aspect, there are some beneficial side effects in
applying this scheme.
Most importantly, the imprinting process allows choosing different pho-
toresists for DLW and subsequent soft-imprinting. Like this, the optimum
resists for both steps can be selected. In this work, IP-S was chosen for the
DLW step, because it can be structured at high writing speeds (typically
around 10 cm s−1), is very tolerant to exposure dose variations and exhibits
low shrinkage [102]. These properties make it an ideal resist for writing large
volumes through DLW, such as the master structure used for replication and
imprinting. On the other hand, the resist shows a yellow tint after UV-curing,
indicating that some of its ingredients absorb a part of the visible spectrum. If
the resist was to be used to write structures directly onto solar cells or OLEDs,
absorption would present a major drawback. This potential disadvantage was
overcome by choosing a different resist for the imprinting step, namely the
hybrid polymer OrmoComp. After UV exposure, it is mechanically stable and
shows no absorption through the visible regime down to 400 nm [103], both
advantageous properties when applying the resist to solar cells or OLEDs.
Another benefit lies in the reusability of the master. DLW of the several
mm2 sized master structure typically takes around 24 h. It would therefore
need an impractical amount of time to write structures with that size directly
onto solar cells or OLEDs.
Finally, the double-inversion scheme provides two more advantages. Firstly,
the free-form refractive surfaces are relatively bulky structures in the sense that
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Figure 3.4: Photograph of the setup used for soft-imprinting. After aligning substrate
and master, photoresist was drop-cast to the substrate, the master was lowered to
make contact to the substrate holder, and the resist was cured using an UV LED.
they have a large volume filling. Inverting the structure reduces the volume to
be written, so it is beneficial in terms of fabrication time to make the inverse
structure in the DLW step. Secondly, using the inverse structure on a stamp
sized larger than the final sample has the benefit that around the structured
region a flat polymer layer will be produced during soft-imprinting. When
measuring the cloaking efficiency of the free-form structures as discussed in
section 4.4.4, the region covered with flat polymer can be used as reference.
A photograph of the soft-imprinting setup is depicted in fig. 3.4. The PDMS
master was attached to a 3D linear stage to allow for pushing it against
the substrate holder. The holder served as a spacer, ensuring the correct
distance between master and substrate during curing of the resist. Fixing
the holder on rotational and goniometric stages allowed for rotation and
tilt alignment of the substrate with respect to the master surface. Lateral
alignment was done visually using a stereoscopic microscope providing a 5×
magnification. A camera and removable mirror allowed for monitoring the
process of approaching the master toward the substrate from two directions.
3.3 Electron beam lithography
The samples discussed in section 4.2.3 were fabricated in a two-step litho-
graphic process. In the first step, a metal was structured into strips—mimicking
metallic contact fingers on solar cells—using electron beam lithography on a
silicon substrate, physical vapor deposition of the metal, and a lift-off process.
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Then, polymeric cloaking devices were added in the second step by DLW.
The metal structures on silicon were obtained by the process described in
the following.
1. The diced silicon wafer was cleaned by wiping it with spectroscopy-
grade acetone and subsequent drying using a nitrogen gun.
2. Poly(methyl methacrylate) (PMMA) served as the resist for electron
beam lithography. A solution of PMMA with a molecular weight of
950000 in anisole (4 % by weight; 950 PMMA A 4, MicroChem, USA) was
spun onto the silicon substrate; first, at 300 rpm for 5 s, then at 4000 rpm
for 90 s. The resist was baked at 165 ◦C for 45 min.
3. The desired structure was exposed in a commercial electron beam lithog-
raphy instrument (eLine, Raith, Germany) using an acceleration voltage
of 30 kV, an aperture of 120 µm, and a square writing field with 1 mm
edge length.
4. Developing of the resist was carried out at room temperature by first
holding the sample into a 1:3 mixture of methyl isobutyl ketone (MIBK)
and IPA for 15 s, followed by 30 s in pure IPA. The sample was dried by
nitrogen blow-drying. As PMMA is a positive-tone resist, the unexposed
regions survived the development step.
5. 5 nm of chromium and 60 nm of gold were deposited on the sample
subsequently in a home-built electron-beam physical vapor deposition
instrument. Gold was chosen as the main material for the metal struc-
tures to mimick high reflectivity of contact fingers on solar cells; the
thin chromium layer acted as adhesion promoter between gold and the
silicon substrate.
6. The final lift-off process served for removing the metal layer in the
unexposed regions of the samples, i.e., where the metal was deposited
onto the resist layer. The metal layer was scratched using tweezers in
the outskirts of the sample, which was then immersed face-down in a
remover solution (AR 300-70, Allresist, Germany) for several hours. After
that, the metal layer was removed by thoroughly rinsing with acetone
and subsequent sonication while immersed in the remover solution.
Finally, the sample was quickly immersed in IPA and blown dry using a
nitrogen gun.
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Figure 3.5: Unit cell for ray-tracing.
N0 rays are launched at equidis-
tant positions at the top and are
traced until they either leave the
simulation region (cyan ray) or
reach the region between contact
fingers (green ray). Rays hitting
the contact finger (black) are re-
flected specularly. Right and left
boundaries are periodic, i.e., rays
leaving the simulation region at
the right re-enter at the left and
vice versa (red rays).
3.4 Ray-tracing
Ray-tracing is the simulation method of choice for optically large systems
without features exhibiting dimensions or periodicities comparable to the
wavelength of light. In this case, light waves can locally be described as
plane waves that propagate along the direction perpendicular to the local
wavefront. The propagation direction defines the direction of the light ray. In
homogeneous media, light rays are straight lines. They underlie refraction
and reflection at interfaces between homogeneous media. In inhomogeneous
media, light rays can be curved.
In this work, a dedicated Matlab program was developed to compute
ray trajectories in optical systems comprising several homogeneous media
with free-form interfaces or media with inhomogeneous refractive index.
The program allowed tracing of rays through the unit cell of the periodic
arrangement of contact fingers that can be present on solar cells or OLEDs (see
fig. 3.5). Periodic boundaries were employed, so that rays leaving the unit cell
on one side re-entered on the opposite side, while keeping their direction. The
contact fingers were assumed to be infinitely extended along the z-direction,
so that the geometry was effectively 2D. Light propagation was considered in
three dimensions, however.
For simulations of contact fingers on solar cells as discussed in chapter 4, a
set of N0 = 1000 rays was launched at equidistant starting points at the top
of the simulation region. The rays were traced until they either hit the solar
cell interface, or they left the simulation region through the top boundary
(after being reflected off of the contact finger, for instance). The complete ray
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trajectories were stored for later visualization and analysis.
3.4.1 Homogeneous media
While light travels along straight lines within homogeneous media, rays are
refracted according to Snell’s law at interfaces between different media. Thus,
the main computational task when implementing a ray-tracing algorithm
is to find intersections of rays with interfaces between media. This was
done by solving a linear equation of the type xint = xray + vt, where xint
is the intersection point, bound to lie on the interface, xray is a point on
the ray with velocity v, and t is the time of the intersection. The solution
can be found analytically if the interfaces are simple enough. The free-form
surface designed in this work for contact finger cloaking, however, can only
be described numerically. Therefore, the intersection between rays and that
surface had to be found numerically. This was achieved by first computing the
surface height y(x) on a discretized grid (section 4.2.2). The discrete version
was then interpolated linearly using griddedInterpolant, and the point of
intersection was found using fzero. Both procedures are built-in optimized
Matlab functions, allowing for a quick and reliable evaluation.
For solar cell simulations, each of the rays were assigned a radiant flux δΦ.
At launch, it was set to δΦ = δΦ0 for all rays. Together with the equidistant
spacing of the rays, this situation mimicks a homogeneous incident irradiance,
as expected for sunlight. Upon hitting an interface, rays were split into a
reflected and a transmitted sub-ray. These continued propagation along the
directions given by the law of reflection and Snell’s law in their vectorial
forms,
vˆr = vˆ− 2 (vˆ · nˆ) · nˆ ,
vˆt = −n0/n1 (nˆ× (nˆ× vˆ))− nˆ
√
1− (n0/n1)2 |nˆ× vˆ|2 . (3.2)
Here, both interface normal vector nˆ and the velocity before reflection or
refraction, vˆ, are normalized to unit length. nˆ is oriented to point against the
direction of vˆ. n0 and n1 are the refractive indices of the two media separated
by the interface.
The sub-rays were assigned reduced fluxes, RδΦ and TδΦ, respectively,
with R and T being the polarization-averaged reflectance and transmittance
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according to the Fresnel equations
Rs =
∣∣∣∣n0 cos θ0 − n1 cos θ1n0 cos θ0 + n1 cos θ1
∣∣∣∣2 ,
Rp =
∣∣∣∣n0 cos θ1 − n1 cos θ0n0 cos θ1 + n1 cos θ0
∣∣∣∣2 ,
R =
1
2
(
Rs + Rp
)
,
T = 1− R . (3.3)
Here θ0 and θ1 denote the angle of the ray toward the interface normal
before and after refraction, respectively. Sub-rays were traced recursively until
either their flux δΦ dropped below a threshold of 1× 10−3δΦ0, or a recursion
depth of 100 reflections/transmissions was exceeded. The total radiant flux
transmitted to the solar cell was computed by summing over the fluxes δΦ
assigned to the sub-rays that reached the active area of the cell.
3.4.2 Inhomogeneous media
Ray trajectories in media with inhomogeneous refractive index can be found by
several approaches. In the most straight-forward scheme, space is discretized
into small domains. Their size is reduced so far that the variation of refractive
index within them becomes negligible. Therefore, the domains can be treated
as if they had a homogeneous refractive index, so that rays are straight
within each of the domains. Finding the overall ray trajectory then consists
of repeatedly finding the intersection of the ray with domain interfaces and
applying Snell’s law of refraction. While being simple to implement, this
approach has shown some limitations [104].
Therefore, an alternative method is employed to find the ray trajectory. The
scheme is based on the analogy between ray optics in inhomogeneous media
and Hamiltonian mechanics [35, 105, 106]. More precisely, propagation of light
through a refractive-index distribution can be described as a moving particle
subject to an acceleration. In mechanics, acceleration is the consequence of
a force acting on the particle, as dictated by Newton’s second law. In ray
optics it is the variation of the refractive index that causes the acceleration
and a corresponding bending of the trajectory. The following derivation of
the ray-optical equation corresponding to Newton’s second law is taken from
[104].
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In classical mechanics, Hamilton’s variation principle is the basis for the
derivation of Newton’s second law. It states that for physical trajectories of a
particle the action integral becomes stationary, i.e.,
δ
t1∫
t0
L(x, v, t)dt = 0 , (3.4)
where L(x, v, t) is the Lagrangian function of the system. This can be refor-
mulated as a requirement for the components of generalized coordinate x and
generalized velocity v, known as the Euler-Lagrange equations:
∂L
∂xi
− d
dt
∂L
∂vi
= 0 . (3.5)
The first term can be interpreted as a component of a force F, the second term
as the temporal derivative of the momentum component, leading to Newton’s
second law
dv
dt
=
d2r
dt2
=
F
m
(3.6)
under the assumption that the particle mass m is constant.
For propagation of light in ray optics, Fermat’s principle plays the role that
Hamilton’s principle plays in mechanics. It requires the optical path length to
be stationary for physical ray trajectories, i.e.,
δ
t1∫
t0
n(x) |v| dt = 0 , (3.7)
where n(x) is the spatial distribution of refractive index. This can be translated
to an equation analog to eq. (3.5), which reads
|v| ∇n− d
dt
(
n
v
|v|
)
= 0 . (3.8)
Finally, by inserting the local phase velocity v = c0/n, the Newtonian equation
of motion for ray optics becomes
dv
dt
=
d2x
dt2
=
|v|2∇n− 2 (∇n · v) v
n
. (3.9)
As expected, acceleration vanishes in a homogeneous medium (∇n = 0), so
that light rays are straight lines.
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In this work, Newtonian ray-tracing was implemented as a Matlab program.
It was based on ode15s to numerically solve eq. (3.9). At discontinuities of the
refractive-index distribution, Snell’s law and Fresnel equations were applied
as in the ray-tracer for homogeneous media.
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4 Chapter 4Cloaking contact fingers
on solar cells
In this chapter, the basic principle of operation of solar cells is outlined. After
discussing the key figures to quantify solar cell performance, the concept of contact
finger cloaking is introduced. Two cloak designs based on a transformation-optical
method are presented. Experimental evidence of cloaked contact fingers is shown along
with supplementary numerical results obtained by ray-tracing calculations.
4.1 Operation of solar cells
Generally speaking, the generation of electrical power in a solar cell is a
process comprising four steps [107]:
1. A photon is absorbed by the absorber material, triggering a transition of
an atom or a molecule of the material to an excited state.
2. The excited state is converted into a pair of free positive (holes) and
negative (electrons) charge carriers.1
3. A transport mechanism that distinguishes between electrons and holes
takes care of moving the electrons toward one of the contacts (the cath-
ode) and the holes toward the other contact (the anode).
4. The electron is extracted from the cathode and travels through the
external electrical circuit, where its energy can be converted into electrical
work. Arriving at the anode, it recombines with the hole, closing the
circuit.
1Oftentimes, steps 1 and 2 coincide, because the photon directly creates a free electron-hole
pair upon absorption. This is the case for crystalline silicon solar cells, for instance.
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Figure 4.1: Reference AM1.5 terrestrial solar spectrum (ASTM G173-03), corresponding
to the average solar irradiation over a typical year in the United States of America
[108, 109]. This spectral irradiance distribution represents a standard for performance
evaluation of terrestrial solar cells. Silicon solar cells with a band gap of 1.11 eV can
harvest a large part of the spectrum (shaded region).
The most popular way of realizing such a process is by building a p–n
junction, i.e., by putting together two pieces of semiconducting material, one
being p-doped, the other one being n-doped. The semiconductor is chosen
such that its bandgap allows efficient absorption in the visible regime, for
example silicon. With its bandgap of 1.1 eV—corresponding to a wavelength
of around 1100 nm—it can absorb photons with higher energies or shorter
wavelengths, covering a large portion of the solar spectrum (see fig. 4.1). Upon
absorption, an electron is lifted to the conduction band, leaving behind a hole
in the valence band.
Sticking with the example of silicon as an absorber material, the effect of
doping can easily be understood. In an intrinsic (doping-free) piece of silicon,
all four valence electrons take part in covalent bonds to the neighboring atoms.
At absolute zero temperature, all the electrons occupy states in the valence
band, since the Fermi energy lies in the band gap. At elevated temperatures,
some of the electrons are excited thermally, so they take part in conduction,
leading to a temperature-dependent carrier density. For silicon, around 1010
carriers are available in 1 cm3 of material at room temperature.
By doping, this value can be changed drastically. Extra electrons can be
provided for conduction by replacing some of the silicon atoms with phospho-
rous, an element of group V of the periodic table. It has five valence electrons,
but only four take part in covalent bonds to the surrounding silicon. Therefore,
one excess electron per phosphorous atom can contribute to conduction. At
typical doping densities of 1× 1017 cm−3, electron density is increased by up
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Figure 4.2: Band diagram of a p–n junction (a) during contact, (b) in thermodynamic
equilibrium. ECi and EVi denote the band edges of conduction and valence band,
respectively. EF is the Fermi energy, Evac is the vacuum energy level, and φWi and χi
denote the work function and the electron affinity, respectively.
to seven orders of magnitude as compared to the intrinsic material. This type
of doping is called n-doping, because negatively-charged electrons constitute
the majority of charge carriers in this material. The same game can be played
with atoms from group-III-elements (such as boron) who miss an electron in
comparison with silicon. Here, the missing electron can be interpreted as an
excess hole that can take part in hole conduction in the valence band. Due to
the positive charge of the majority carriers, such a material is called p-type.
In terms of the band diagram, adding dopant atoms introduces localized
states at the position of the atoms. In order to increase carrier density, these
states are ideally located in the band gap and close to the conduction (n-
type) or valence (p-type) band. Like this, electrons can be excited by thermal
excitation either from the dopant state to the conduction band (n-type) or
from the valence band to the dopant state (p-type). As can be seen in the band
diagrams of generic n-type and p-type semiconductors (fig. 4.2(a)), this effect
leads to a shift of the Fermi energy toward conduction band and valence band
for n-type and p-type doping, respectively.
As indicated above, a p–n junction is needed to build a photovoltaic device.
What happens to the band diagram when bringing the p-type and n-type
semiconductors in contact and allowing them to find a thermodynamic equilib-
rium can be observed in fig. 4.2(b). First of all, equilibrium requires the Fermi
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energies of the two materials to align. Secondly, far away from the junction,
the two materials have to exhibit the same properties as before contact, i.e., the
same work functions φWi and electron affinities χi. These two requirements
can only be fulfilled by a bending of the local vacuum level and the band
edges in the region close to the junction. In the n-region, the conduction band
bends away from the Fermi energy whereas the valence band bends toward it.
This indicates a positive space charge that is present in the n-part of the central
region, and vice versa a negative space charge in the p-type part. This effect
can be explained by diffusion of the majority carriers to the opposite material:
Electrons from the n-type semiconductor diffuse to the p-type material and
leave behind the positively charged ions. After arriving on the p-type side,
the electrons recombine with holes, so that negatively charged ions are left on
that side. The static electric field that builds up between the positively and
negatively charged ions hinders presents a barrier to the diffusion, effectively
limiting the width of this so-called space-charge or depletion region.
Now, when an electron-hole pair is generated by absorption of a photon
close to the junction, the hole drifts to the left in the built-in field, while the
electron is pushed to the n-type material, where it can be extracted through
the cathode (not shown in the band diagram). From the band diagram it
is clear that the maximum amount of energy the electron can deliver to an
electric load is limited by the energy it acquires while drifting through the
built-in field.
But what else limits the performance of a solar cell? To discuss this question,
let us first take a look at the general structure of a solar cell from a device
perspective (fig. 4.3). To efficiently extract the generated current, the cathode
is typically made of an array of metallic strips, called contact fingers. They
reflect some of the incoming photons, so that they never reach the absorber
(1). The same is true for photons reflected at the front surface of the solar cell
(2) or at the back-contact (3), which is usually a metal sheet. Photons that
make it into the absorber and are absorbed close to the depletion region (4,5)
undergo the ideal process described above and contribute most to the current.
Those absorbed further away from the junction (6) are somewhat less efficient,
since the minority carrier (in this case the electron) first has to find its way
to the junction to be guided toward the contact fingers by the built-in field.
As the electron is a minority carrier in the p-type material, chances are that it
recombines with a hole before reaching the junction, reducing the efficiency
of this process.
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Figure 4.3: Scheme of solar cell operation. Reproduced with permission from [110],
© 2010 John Wiley & Sons, Ltd.
The maximum attainable efficiency of a solar cell can be estimated from
a thermodynamic consideration [111]. Apart from the forward process of
generating charge carriers from absorbed photons, the reverse process of
generating photons from recombining charge carriers occurs in the cell as
well. Therefore, it can be described as a black body radiator that is in radia-
tive equilibrium with the sun. The maximum efficiency of power conversion
achievable under this assumption is determined mainly by the spectrum of
the incident light and the band gap energy of the absorber material: While
photons with energies below the band gap cannot be absorbed at all, light
with energies much larger than the band gap creates charge carriers far away
from the band edges. Over time, these dissipate their excess energy to the
atomic lattice via phononic interactions to end up in an energetically more
favorable state close to the band edge. This thermalization process is typically
much faster than the time it takes to separate and guide the carriers to the
external contacts. Therefore, a fraction of the energy of the incident photon is
not available for electricity generation, reducing the overall efficiency of power
conversion of the cell. For single-junction silicon solar cells, these consider-
ations yield a maximum efficiency of 32 % for non-concentrated insolation
under an AM1.5 spectrum [112]. Adding other parasitic processes, such as
Auger recombination or free-carrier absorption to the picture, the efficiency
limit reduces to around 29 % [113, 114]. With experimentally demonstrated
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efficiencies near 26 % [115], current cell designs already provide performances
near the theoretical limit. In order to reach the limit eventually, advanced cell
designs have to be considered that overcome the remaining loss mechanisms,
one of which can be shadowing of the active area by the front metallization.
Now that we have established a basic understanding of the internal function
and loss mechanisms in a solar cell, let us try to answer the question how a
solar cell looks from the perspective of an external electric circuit. As the heart
of the cell is the p–n junction, it behaves as a p–n diode as long as it is not
illuminated. Current can only flow strongly along one direction, as dictated
by the built-in field. Under illumination, an additional current is generated
by the process described above. An ideal solar cell will therefore produce a
current that consists of the diode current, ID, and the light-induced current, IL.
As the diode is a passive device that dissipates power, its I–V characteristics
lie in the first and third quadrant, where the product of I and V is positive.
An illuminated solar cell generates power, so its I–V characteristics must be
dragged into the fourth quadrant by the light-induced current. Therefore, the
total current becomes
I = ID − IL , where ID = I0
(
exp
(
qV
kBT
)
− 1
)
, (4.1)
I0 is the dark saturation current, IL is the light-induced current, q is the charge
of the carriers, V is the voltage at the external load, kB is the Boltzmann
constant, and T denotes the temperature. Both contributions ID and IL are
proportional to the cross-sectional area A of the p–n junction, which can be
divided out to yield the total current density
J = J0
(
exp
(
qV
kBT
)
− 1
)
− JL , (4.2)
where J0 and JL are the current densities corresponding to I0 and IL, respec-
tively.
Typical J–V characteristics for an ideal solar cell under different levels of
insolation are depicted in fig. 4.4(a). Three points along each of the character-
istics are commonly used to quantify solar cell performance:
1. Short-circuit current density Jsc, the current density at which the J–V
curve crosses the vertical axis, is the maximum current that the solar cell
delivers. Unless parasitic series resistance (discussed below) is very high,
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Figure 4.4: Computed current-density–voltage characteristics J(V) (lines), Jsc (squares),
Voc (circles), and maximum power points (stars) at T = 300 K (a) for an ideal solar
cell under different levels of irradiance E and (b) for an otherwise ideal solar cell
with series resistance Rs under an irradiance of E = 1000 W m−2. JL was obtained
by integrating eq. (4.3), assuming EQE = 1 for 400 nm ≤ λ ≤ 1000 nm and EQE = 0
otherwise, and illumination with the solar spectrum shown in fig. 4.1. A dark
saturation current density J0 = 1× 10−9 mA cm−2 was assumed [116].
the short-circuit current density is equal to JL. Particularly, Jsc is then
proportional to the irradiance onto the solar cell. The proportionality
factor (which usually depends on wavelength) is given by the external
quantum efficiency (EQE), which is defined as the ratio of collected
electrons and incident photons. This condenses optical properties of the
solar cell (back-reflection at front surface or contact fingers, parasitic
absorption, . . . ) and its carrier collection probability into one wavelength-
dependent quantity EQE(λ). It is related to the spectral light-induced
current density (given in A m−2 nm−1) via
JL,λ = q · EQE(λ) Eλhc0/λ , (4.3)
where Eλ denotes the spectral irradiance in W m−2 nm−1.
2. Open-circuit voltage Voc, the maximum voltage available from the solar
cell, occurs when no net current flows through the cell, i.e., at J = 0.
From eq. (4.2) Voc can be derived as
Voc =
kBT
q
ln
(
JL
J0
+ 1
)
. (4.4)
Voc is most prominently determined by the dark saturation current den-
sity J0 for a given device, since J0 can vary by orders of magnitude,
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whereas JL is relatively constant. J0 depends on the parasitic recombina-
tion in the solar cell, turning Voc into a measure of recombination.
3. Maximum-power point (MPP), the point (VMPP, JMPP) along the J–V
characteristic at which the product of −J and V is maximized. It is used
to define the fill factor FF of the solar cell, which is a measure of the
similarity of the J–V curve to a rectangle:
FF =
JMPPVMPP
JscVoc
. (4.5)
The fill factor is strongly influenced by parasitic series resistance Rs or
parallel resistance Rp that might be present in the solar cell. For an
ideal cell, Rs = 0 and Rp → ∞. In a real device, a high series resistance
can be caused by low carrier mobility, high contact resistance at the
semiconductor-metal interface, or low conductivity of the contact, for
instance. Fabrication defects can lead to internal short-circuits that help
the carriers to avoid the p–n junction, so that a low parallel resistance
occurs. As can be seen in fig. 4.4(b), non-negligible series resistances
primarily reduce the fill factor before reducing Jsc at very high values.
The quantities defined above are straight-forward to extract from a measured
J–V characteristic. With their help, we can calculate the ultimate measure of
solar cell performance, the power conversion efficiency (PCE). It is defined as
the ratio of the maximum generated electrical power and the incident radiant
flux and can be derived from the properties of the J–V characteristic as
η =
max. output power
incident flux
=
VMPP IMPP
Φ
=
Voc IscFF
EA
=
Voc JscFF
E
, (4.6)
where E denotes the irradiance of the incident light and A is the illuminated
area.
Based on this formula, we can gain an understanding of the effect of
metallic contact fingers on the efficiency of a solar cell. On the one hand,
contact fingers reduce the series resistance, as they pick up charge carriers
close to the location where they are generated. As discussed above, a low
series resistance leads to a high fill factor. On the other hand, however, metallic
contact fingers present an optical obstacle. They can reflect, scatter, or absorb
photons that hit the fraction of the total area that is covered by the contact
fingers. We call this relative area contact finger filling fraction f in the following.
The shadowing effect reduces the external quantum efficiency and thereby
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the short-circuit current density of the solar cell. Both FF and Jsc enter into
eq. (4.6) as factors that scale oppositely with f . As a consequence, an optimum
value for f has to be found to yield the highest possible PCE. Optimized filling
fractions of typical non-concentrating silicon solar cells are around 5 % [117];
in concentrator cells, the metal fraction can be even higher [118].
The idea pursued in this work was to decouple the two effects by optically
cloaking the contact fingers. More specifically, the incident light was to be
guided around the contact fingers, so that contact finger shadowing becomes
effectively zero. Like this, Rs can be minimized by choosing a suitable finger
filling fraction without conveying a shadowing-induced loss in Jsc. Conse-
quently, FF and Jsc become maximal independently of each other, maximizing
the overall PCE.
Several approaches to minimize shadowing losses while preserving the
electrical properties of the contacting have been discussed in the literature.
Contact fingers or bus bars with a tailored geometry have been suggested that
redirect a part of the reflected light toward the active area of the cell [119–122].
Like this, they reduce the optical width of the metal structures.
Similarly, different types of optical elements embedded in the cover glass
or the encapsulation were proposed for guiding the light around the contact
fingers or bus bars. When based on diffraction [117, 123], the functionality of
the optical elements is inherently wavelength- and angle-sensitive. Approaches
based on scattering can only provide partial relief of the shadowing problem
[124]. Refractive air voids in the encapsulant have been investigated, but their
performance was found to be limited for oblique incidence [125, 126].
Solar cells with contact fingers of sub-wavelength geometrical dimensions
[127–129] were suggested, as well as cells that have all contacting on their
backside [130, 131]. Both approaches can fully solve the shadowing problem,
but they involve technological challenges. Due to the high complexity and cost
of fabrication, back-contact cells have not yet found wide-spread commercial
application, making up a world market share of few percent only [27].
Finally, prismatic covers based on refraction at a specially shaped interface
promise to solve the shadowing problem for a wide range of incidence angles
[132]. Due to the lack of appropriate fabrication methods, however, only
approximations of the proposed shape have been demonstrated so far [133–
135].
In this work, a novel route for designing optical elements for solar cells was
taken: Transformation-optical concepts were employed to design a structure
that can solve the shadowing problem.
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Figure 4.5: (a) Rendering of a typical silicon solar cell with front electrode comprising
two bus bars and many contact fingers. (b) Schematic cross-section of a solar cell (gray
region) with a grid of contact fingers (width W, period 2R2). Normally incident light
is guided around the forbidden region (black) by a cloaking device. The semi-infinite
2D unit cell of the problem is marked in red.
4.2 Cloak design & experimental implementation2
The front electrode of a typical silicon solar cell is schematically shown in
fig. 4.5(a). It comprises a grid of narrow contact fingers that collect the carriers
from the p–n junction and wider bus bars that conduct the current toward the
external contact. Contact fingers are around 100 µm wide and are arranged
with a period of few millimeters. They meet bus bars every several centimeters,
so the length of the contact finger is at least one order of magnitude larger than
their period. This makes the problem of contact finger cloaking effectively
invariant with respect to translations along the direction of the contact finger.
Also, if contact fingers can be cloaked independent of their filling fraction,
the filling fraction can be increased as far as necessary to remove the need
for bus bars in the first place. Therefore, bus bars are ignored altogether
in the following and the problem is described in terms of the 2D unit cell
that is depicted in fig. 4.5(b). The contact fingers with width W are centered
at x = 2mR2 (m ∈ Z). The cloaking structures presented in the following
optically hide a region of width 2R1 that is a bit wider than the contact finger
to allow for alignment tolerances in fabrication.
2The cloak designs and the corresponding proof-of-principle experiments pre-
sented here and in the next section have been discussed in one of the author ’s journal
publications [136].
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Figure 4.6: Cylindrical TO cloak based on a linear coordinate
transformation, embedded in a homogeneous medium
(blue). It can be employed for hiding a contact finger
placed in the forbidden region (black). Light is guided
around this region by an anisotropic magnetodielectric
transformation medium (white). Adapted with permission
from [136], © 2015 Optical Society of America.
4.2.1 Graded–refractive-index cloak
Design To find a TO design suitable for contact finger cloaking, let us start
by reviewing Pendry’s famous invisibility cloak [10, 22], one of the first cloak
designs proposed to illustrate the power of TO. He considers a coordinate
transformation of a point to a cylinder with radius R1. The transformation is
limited to a radius R2 ≥ R1. In cylindrical coordinates with radial coordinate
r, azimuthal angle θ, and axial coordinate z, the transformation reads
r → r′ = R2 − R1
R2
r + R1 (4.7)
for 0 ≤ r ≤ R2 and r′ = r otherwise. No transformation is applied to
azimuth and axial coordinate, i.e., θ′ = θ and z′ = z. Since a point is invisible
by definition, the cylinder obtained through the coordinate transformation
is invisible, too. The spatial distribution of material parameters, ε and µ,
calculated using eq. (2.5), ensures that light is guided around the cylinder. Its
volume can therefore be used to conceal objects from an observer.
In principle, this concept can be translated directly to the problem of
cloaking contact fingers. Here, the upper half of the cloak suffices to cloak the
finger, as illustrated in fig. 4.6. Implementation of such a TO device poses a
major challenge, since the design requires an anisotropic magnetodielectric
material. As discussed in section 2.1.2, when using conformal maps instead of
arbitrary coordinate transformations, spatial distributions of a locally isotropic
refractive index n(x, y) are enough to realize the desired behavior. Therefore,
this is the route taken in this work.
The concept and initial design of the cloak presented in this section were
developed by Samuel Wiesendanger [137], whereas the implementation in
an experimental demonstrator and the corresponding ray-tracing simulations
were carried out by the author. As the unit cell of the problem is mirror
symmetric, it is sufficient to consider the right half of the unit cell depicted in
fig. 4.5. To find n(x ≥ 0, y), a SC mapping from a half-plane to a semi-infinite
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Figure 4.7: (a) Exemplary refractive-index distribution n(x, y) for contact finger cloaking,
obtained by SC mapping with subsequent spatial cropping. R2 = 81/3R1 corresponds
to the finger half-period chosen in the experimental realization, where W = 5/3R1
and R1 = 24 µm. The color scale is truncated to the experimentally accessible interval
n ∈ [1, 1.5]. (b) Relative frequency of refractive index values occurring in the index
distribution shown in (a); the shaded region is experimentally inaccessible.
polygon as shown in fig. 2.1 was applied. The refractive-index distribution
in the polygon was then calculated according to eq. (2.18). Since conformal
maps transform all space, the resulting n(x, y) prescribes the refractive index
in the complete semi-infinite polygon. To fit the actual geometry of a unit cell
with finite dimensions, n(x, y) was spatially cropped to the region x ∈ [0, R2],
y ∈ [0, 11.5R1].
It has to be noted that spatial cropping has two side-effects. Firstly, cropping
the infinitely extended conformal map to a finite region introduces interfaces
at which Fresnel reflections can occur. That might lead to unwanted effects that
will be discussed later by means of ray-tracing simulations. The second side-
effect relates to the cloaking of the phase of the light wave that traverses the
cloak. For the phase to be cloaked, any two light rays entering the cloak with
the same phase have to leave the cloak without acquiring a phase difference.
In the cropped conformal map discussed here, this is not true, as can be seen
from fig. 4.7. Consider two rays that enter the refractive-index distribution
along transformed coordinate lines at the top, one at x ≈ 0.5R1, the other one
at x ≈ 7R1. Both will travel along the respective coordinate line. Now the
length of the ray paths, as measured in terms of the transformed coordinates,
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corresponds to the respective optical path length. These are different for the
two rays, since the boundaries of the cropped refractive-index distribution do
not coincide with transformed coordinate lines.
Generally, when talking about ideal or perfect invisibility cloaking, it is
demanded that both amplitude and phase be cloaked. If this requirement is
met, the presence of the cloaking device cannot be detected by looking at the
irradiance or phase profile behind the cloaked region. In the case of a solar
cell, however, the requirement for ideal cloaking can be relaxed significantly.
Solar cells are not sensitive to the phase of the light, so this requirement can
be dropped altogether. Furthermore, the incident irradiance pattern does not
have to be resembled exactly after the cloak, because solar cells are usually
tolerant to local variations of irradiance. Therefore, in this work, ideal cloaking
only refers to the fact that all incident light is guided around the contact finger
toward the active area of the solar cell.
In order to define the polygon for the SC mapping, the imaginary parts
of the complex vertex coordinates were set to Im(w1) = R1 and Im(w2) = 0
to open up a forbidden region that can accommodate half a contact finger
(fig. 4.5). The real parts of the polygon vertices were optimized to yield n(x, y)
with a minimal refractive index gradient along the interface between cloak
and solar cell. Furthermore, the refractive index in virtual space was set to
n0 = 1.5 and the prevertices were fixed to ui = Re(wi), because the occurring
values of refractive index were found to be distributed in the most favorable
manner: For these parameters, n(x, y) was distributed symmetrically around
a central value of 1.33. Values below 1 and above 1.5 that are particularly
hard to implement experimentally, were avoided almost entirely (fig. 4.7(b)).
By mirroring the resulting spatial refractive-index distribution n(x, y) to the
left, the index map for the complete unit cell as depicted in fig. 4.7(a) was
obtained.
Implementation For an experimental demonstration of contact finger
cloaking, the translationally invariant refractive-index distribution has to be
realized in a 3D device. It is extremely challenging to experimentally adjust the
refractive index of a bulk material according to a prescribed index distribution
n(x, y). Therefore, an artificial material was used in this work. As discussed
in section 2.2, the propagation of light in photonic crystals can be described by
an effective refractive index for wavelengths that are long enough. This means
that locally changing the geometric parameters of the photonic crystal allows
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Figure 4.8: Structure of an fcc-type woodpile photonic crystal. The elliptical cross-section
of the rods resembles the shape of the DLW voxel. (a) Several cubic unit cells of the
woodpile with rod spacing a and lattice constant c =
√
2a. The structure repeats
every four layers. (b) The local effective refractive index neff is tuned by changing the
number of lines written per rod.
for adjusting the effective refractive index locally. Like this, the prescribed
n(x, y) can be realized in terms of the local effective refractive index of the
photonic crystal.
In this work, dielectric woodpile photonic crystals served as the effective mate-
rial. The geometry of these photonic crystals resembles a stack of wooden log,
hence their name. They comprise layers of periodically arranged dielectric
rods, as depicted in fig. 4.8(a). Adjacent layers are rotated by 90° and every
second layer is shifted by half the rod spacing a. Like this, the pattern repeats
every four layers, corresponding to the lattice constant c. The symmetry of
the crystal is determined by the ratio c/a. In the special case of c/a =
√
2,
the photonic crystal takes on a face-centered cubic (fcc) symmetry, leading
to favorable properties [25]: In the long-wavelength limit, fcc-type woodpiles
exhibit isofrequency surfaces that are nearly spherical in k-space, correspond-
ing to an almost perfectly isotropic effective refractive index neff. Also, neff
can be tuned in the range defined by the refractive indices of the rods and the
surrounding.
Here, the woodpiles were fabricated using DLW, so the rods consisted of
a polymer with a refractive index of 1.5 and were surrounded by air after
development. The local neff was controlled by adjusting the local volume
filling fraction. As illustrated in fig. 4.8(b), this was achieved by making the
rods running along the z-direction consist of N lines in proximity.
Before the refractive-index distribution could be translated to a spatial
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Figure 4.9: DLW-fabricated fcc-type woodpile with rod spacing a = 800 nm and N = 1
lines per rod. (a) Oblique-view (45°) electron micrograph and estimated voxel shape
(inset). (b) Band structure calculated for rods with an elliptical cross-section of
150 nm× 565 nm and corresponding first Brillouin zone (inset, taken from [138]).
distribution of N, the relation between the two quantities had to be found. For
this purpose, the size and shape of the rod cross-section was estimated via
scanning electron microscope (SEM) inspection of woodpiles with rod spacing
a = 800 nm fabricated by DLW on a glass substrate. Here, the 63×/1.4 NA
objective was used with IP-Dip photoresist. Exposure took place just above
the polymerization threshold to minimize voxel size. For these parameters, an
elliptical cross-section of 150 nm× 565 nm was found, as depicted in fig. 4.9(a).
The experimental voxel shape served as an input for the numerical calculation
of the band structure of the woodpile (see fig. 4.9(b) and section 2.2). The
lowest band shows a linear and isotropic dispersion close to the Γ-point, so
that for long wavelengths the material can be described by a single effective
refractive index. According to eq. (2.19), neff was obtained from the slope of
the dispersion curve near the Γ-point.
The minimum wavelength at which the woodpile photonic crystal behaves
as an effective material can also be estimated from the calculated band struc-
ture. The reduced frequency plotted on the vertical axis in fig. 4.9(b) can be
expressed in terms of the vacuum wavelength λ as νa/c0 = a/λ. This means
the vertical axis directly provides the ratio of rod spacing and wavelength.
For the directions investigated in this band structure, a linear dispersion is
observed for reduced frequencies up to a/λ ≈ 0.7. Consequently, a woodpile
with rod spacing a = 800 nm would be expected to act as an effective medium
for wavelengths above λ = 1140 nm. This estimate corresponds well to the
minimum wavelength of 1400 nm that was found in previous experiments
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Figure 4.10: Relationship between number
of lines per rod of the woodpile and
effective refractive index as extracted
from band structure calculations (red
points), linear fit of N = 1 . . 9 (black
curve), discretized relationship used for
woodpile fabrication (blue curve).
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with similar graded–refractive-index (GRIN) cloaks [25].
The band structure calculation was carried out for several volume filling
fractions of the woodpile, corresponding to different numbers of lines per
rod N. Like this, a relationship between neff and N was found. It is shown
in fig. 4.10 for a line spacing of 100 nm. For N = 10 lines per rod the voxels
overlap far enough to form bulk material, so that the refractive index of the
polymer is restored. N = 0 on the other hand corresponds to no polymer at
all, i.e., positions where the required refractive index is mapped to N = 0 will
show up as an air void in the final structure.
All in all, this method of implementation allowed realization of a discretized
version of the index distribution shown in fig. 4.7 that was truncated to the
accessible interval neff ∈ [1, 1.5]. Despite the fact that only a small portion of
the original cloak design exhibits index values outside of this interval (see
fig. 4.7), index truncation was found to affect the cloaking performance. This
effect is discussed numerically in section 4.3.3.
Before fabricating the final structure comprising regions with different
numbers of lines per rod N, writing parameters were optimized: Writing
speeds of 30 mm s−1 were found to provide a good compromise between
structure quality and duration of fabrication. It took near 1 h to fabricate the
structure shown in fig. 4.16 that is 107.25 woodpile unit cells high.
The writing power had to be optimized for each value of N individually due
to the proximity effect discussed in section 3.1. The higher the volume filling
fraction, the higher is the effective dose that a voxel written in proximity sees.
Thus, writing power has to be decreased for higher values of N. Woodpiles
with 1 to 10 lines per rod were fabricated at different exposure powers to
find the polymerization threshold. Close to the threshold, structures tend
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to be mechanically instable and show strong shrinkage. Therefore, the first
power value above the threshold that provided good structure quality (as
judged by SEM inspection) was chosen as the power for fabrication of the
complete cloaking device. The resulting optimum exposure powers for each
N are presented in appendix A.1.1, along with a comprehensive listing of
DLW parameters.
As for isolated woodpiles, post-writing shrinkage was also observed in the
full device, leading to an upward bending of the bottom of the structure and
subsequent partial delamination from the substrate. To counteract this effect,
a 7 µm high solid polymer block was written below the actual graded-index
part of the final structure. This significantly increased mechanical stability of
the device and reduced shrinkage-induced delamination considerably.
Another aspect relevant to the experimental implementation of the GRIN
cloak is the following. The refractive-index distribution obtained from the SC
mapping does not specify n in the cloaked region above the contact finger,
since this region is excluded from physical space by the coordinate transfor-
mation. When fabricating the structures, however, this region (called core in
the following) has to consist of some material. To increase the mechanical
stability of the overall structure, the core was made of bulk polymer in the
experiments discussed below. The opposite extreme of an air-filled core was
discussed numerically by ray-tracing simulations (section 4.3).
4.2.2 Free-form refractive cloak
Design As discussed above, it is not necessary to restore the wavefront of
the light when hiding contact fingers on solar cells. In principle, however,
TO devices designed by conformal mapping do cloak the phase. For the
graded-index cloak, this property was lost only because of post-processing of
the index distribution, namely spatial cropping. But what if we ignore phase
cloaking from the beginning of the cloak design? Can we obtain a structure
that is easier to realize than the GRIN cloak?
To answer this question, let us reconsider the cloak design. For now, let
us assume that light approaches the solar cell sketched in fig. 4.5(b) under
normal incidence. All we want to achieve is that none of the incident light
rays hit the contact finger, but all rays make it to the active area. Additionally,
we demand the irradiance between the contact fingers to be homogeneous.
Put more formally, the cloaking device shall implement a mapping between
the intersection point of an incident ray with the top of the cloak, (x, y), and
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Figure 4.11: The free-form surface de-
scribed by y(x) refracts normally
incident light such that it avoids
the region x′ ∈ ]−R1, R1[ and
is distributed homogeneously be-
tween the contact fingers (black rect-
angle with width W and period
P). Adapted with permission from
[136], © 2015 Optical Society of
America.
..
.
..
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the position where it reaches the solar cell surface, (x′, 0). The relevant part of
the mapping is that of the respective x-coordinates, which can be written as
x′ = R2 − R1
R2
x + R1 (4.8)
for x ≥ 0, in close similarity to eq. (4.7). Mirror symmetry of the problem
allows for computing the cloak for x ≥ 0 only and obtaining the left half by
mirroring. Therefore, we will limit the following discussion to positive values
of x. The formula dictates that light approaching the cloak at x ∈ [0, R2] be
redistributed to the interval x′ ∈ [R1, R2] on the solar cell surface, sparing out
the region x′ ∈ [0, R1[ containing the contact finger. Different from the GRIN
cloak, the upper limit of the transformation, R2, does not necessarily need
to coincide with the half-period of the contact fingers, P/2. Therefore, R2 is
considered as a free parameter here.3
The mapping of the ray positions as given by eq. (4.8) can be understood
as a redistribution of the incident radiant flux to the region between contact
fingers. Neglecting Fresnel reflections, this redistribution can be implemented
by refraction at a surface of a homogeneous isotropic dielectric that is added
to the front side of the solar cell, as shown in fig. 4.11. To find the shape of
the free-form surface (FFS), we consider a ray that travels along the vertical
axis and hits the FFS at position (x, y(x)). Here, y(x) is a function describing
the local height of the dielectric material. The local inclination angle β(x) of
the FFS is then given by
dy
dx
= tan(β(x)) , (4.9)
3Strictly, homogeneous irradiance across the full unit cell (excluding the cloaked region) is
only possible if R2 = P/2. Since finger filling fractions are typically a few percent, irradiance
in the region x′ ∈ [R1, R2] will only deviate from the irradiance in the rest of the unit cell
(x′ ∈ [R2, P/2]) by a similar percentage. This effect is considered negligible.
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which can be reformulated as
y(x) = y(0) +
∫ x
0
tan(β(x˜)) dx˜ . (4.10)
After refraction at the inclined surface, the ray propagates at an angle α(x)
with respect to the y-axis. Since rays are just straight lines within homogeneous
media, α(x) is connected to x and x′ via
tan(α(x)) =
x′ − x
y(x)
=
R1
y(x)
(
1− x
R2
)
. (4.11)
The right equation was obtained by inserting eq. (4.8). Applying Snell’s law at
the free-form surface we find the relationship
β(x) = α(x) + arcsin
(
n0
n1
sin(β(x))
)
(4.12)
between the local inclination angle of the FFS, β(x), and the angle of propa-
gation after refraction, α(x). n0 and n1 denote the refractive inidices of the
surrounding medium and the homogeneous dielectric, respectively. Inserting
eqs. (4.10) and (4.11) yields the defining equation for the surface inclination
angle,
y(0) +
∫ x
0
tan(β(x˜)) dx˜ =
R1
(
1− xR2
)
tan
[
β(x)− arcsin
(
n0
n1
sin(β(x))
)] . (4.13)
This equation has four parameters that influence the shape of the resulting
free-form surface, n0/n1, R1, R2, and y(0). While the ratio of refractive indices
n0/n1 follows from the material chosen for realization of the free-form layer,
the other three have a direct geometric meaning. Limitations to the choice
of these parameters apply if perfect cloaking of the contact finger is desired,
as will be discussed later. Let us assume for the following description of the
solution of eq. (4.13) that all parameter values are fixed.
Numerical solution To find β(x) from eq. (4.13), the interval [0, R2] was
discretized into N equidistant steps of width ∆x = R2/N, so that xk = k∆x
(k = 0 . . N). At the point x = xk, eq. (4.13) can be written as
y(0) + Ik =
R1
(
1− xkR2
)
tan
[
β(xk)− arcsin
(
n0
n1
sin(β(xk))
)] , (4.14)
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where Ik is short-hand notation for
Ik =
∫ xk
0
tan(β(x˜)) dx˜ . (4.15)
For small enough discretization steps ∆x, the integral can be approximated by
its lower sum, so that we obtain the recursion relation
Ik = Ik−1 + ∆x tan(β(xk−1)) . (4.16)
In order to use eq. (4.16), the start value β(x0 = 0) has to be known. It was
obtained from inserting x0 = 0 into eq. (4.14), leading to
y(0) =
R1
tan
[
β(0)− arcsin
(
n0
n1
sin(β(0))
)] . (4.17)
Matlab’s fzero routine was applied to numerically solve this equation for β(0),
which was then inserted into eq. (4.16) to obtain I1. Inserting I1 enabled the
numerical solution of eq. (4.14) for β(x1), again using fzero. This procedure
was repeated until β(xk) had been computed for all k. Note that the numerical
solution for y(x) immediately follows from the computed Ik, since y(xk) =
y(0) + Ik.
Small-angle approximation In the special case that α(x) and β(x) are
much smaller than 90°, the trigonometric functions in eq. (4.13) can be replaced
by their respective arguments. Employing eq. (4.9), the analytically solvable
differential equation
y(x) · dy
dx
=
R1
1− n0n1
(
1− x
R2
)
(4.18)
is found, which is solved by the function
y(x) =
√
y2(0) +
R1
1− n0n1
(
2x− x
2
R2
)
. (4.19)
For realistic parameters, the analytical small-angle approximation resembles
the numerically obtained solution to the full problem very well (fig. 4.12).
Nevertheless, all free-form surfaces presented in this work were obtained
via the numerical method. The analytical approximations of y(x) and β(x)
were, however, used as the starting guesses for Matlab’s fzero routine in the
numerical solution process discussed above.
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Figure 4.12: FFS shape from numerical
solution and analytical small-angle ap-
proximation, both for geometric param-
eters R1 = 0.6W, R2 = 5W, y(0) =
0.6W, and refractive indices n0 = 1 and
n1 = 1.5, corresponding to the situation
in the transmission experiments (see sec-
tion 4.2.3).
Parameter choice As indicated above, the requirement of perfect cloaking
sets limits to the range of values that can be chosen for R1, R2, and y(0).
According to eq. (4.8), R1 determines the width of the cloaked region. Hence,
the half-width of the contact finger, W/2, represents a lower limit for reasonable
values of R1. By definition of the coordinate mapping, R2 ≥ R1, setting an
upper limit for R1 and a lower limit for R2. R2 cannot increase beyond P/2 to
ensure a horizontal tangent of the free-form surface in the middle between
two adjacent contact fingers. The choice of the third parameter, the minimum
distance between the solar cell and the free-form surface, y(0), is limited
by the following consideration. To obtain a sensible surface shape, the local
inclination angle β(x) cannot exceed 90°. As seen from fig. 4.12, β(x) decreases
monotonically, so that the argument just made effectively imposes the limit
β(x = 0) ≤ 90°. This can be translated to a lower limit for y(0) by evaluating
eq. (4.13) at x = 0 and β = 90°. There is no physical reason that would put an
upper limit to y(0), so that we can summarize the parameter requirements as
R1 ∈
[
W
2
, R2
]
, R2 ∈
[
R1,
P
2
]
,
y(0) ≥ R1
[
tan
(
90°− arcsin
(
n0
n1
))]−1
. (4.20)
All parameter sets fulfilling these requirements deliver ideal cloaking per-
formance at normal incidence. However, it is not immediately clear how the
performance changes for more oblique incidence, and how the parameter
choice influences oblique-angle performance. Considering that diffuse light
makes up a substantial part of the radiation that a solar cell receives in a
location with temperate climate such as Karlsruhe, oblique incidence cannot
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be neglected when finding the optimal parameters for the FFS. To include the
effect of non-normal incidence into the discussion, ray-tracing simulations
were run for a range of parameter sets and incidence angles for given finger
filling fraction f = W/P = 0.1, refractive indices n0 = 1, n1 = 1.5, and finger
width W. From the simulation results, the expected relative increase in short-
circuit current caused by the cloak, ζ, was calculated (see section 4.3). ζ was
averaged over a typical calendar year under Karlsruhe conditions, yielding
the annual average current increase, 〈ζ〉, for each of the parameter sets.4 It
was found that 〈ζ〉 was highest when R2 was maximal while R1 and y(0) were
minimal, so that
R1 =
W
2
, R2 =
P
2
=
W
2 f
= 5W ,
y(0) =
W
2
[
tan
(
90°− arcsin
(
n0
n1
))]−1
≈ 0.45W . (4.21)
Note that it is sufficient to specify the design parameters relative to the
contact finger width W (alternatively to their period P), because the FFS is
designed by geometrical optics. Like this, its shape and functionality are
independent of an overall scaling as long as the ray-optical approximation
stays valid.
Choosing exactly the above parameter set for fabrication is not advisable,
because minimizing R1 causes the cloaked region to be just as wide as the
contact finger. Thus, no tolerance for misalignment in the fabrication process is
provided. Moreover, fixing y(0) at the minimum possible value leads to a local
surface inclination angle of 90° at x = 0, corresponding to a very sharp notch
that is challenging to realize when fabricating the FFS by means of DLW. The
two issues were mitigated by choosing modified parameter values, R1 = 0.6W
and y(0) = R1 = 0.6W. It was confirmed by ray-tracing simulations that the
parameter modification did not severely impact the cloaking performance:
With both parameter sets an annual average current increase of 〈ζ〉 = 11 %
was found when neglecting Fresnel reflections. This value indicates perfect
cloaking in both cases, since the maximum achievable current increase is
determined by the finger filling fraction as ζmax = f/1− f ≈ 11 %. When
partial reflections at all interfaces were included in the simulations, 〈ζ〉 for
the modified parameter set was less than 0.5 % below that for the optimal
set. In conclusion, the discussed modification of parameters was therefore
considered to have a negligible influence on cloaking performance.
4Details on this procedure can be found in section 4.3.4.
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Figure 4.13: Optical micrograph of the metal struc-
tures on silicon after electron beam lithography,
metal evaporation, and lift-off. Long metal strips
emulated contact fingers on solar cells and were
accompanied by alignment markers for the fol-
lowing DLW. The array of shorter lines was
used for piezo calibration and the square metal
patches served as knife edges for determination
of the focus shape.
4.2.3 Transmission experiments
The cloaking performance of the two concepts discussed above was compared
experimentally. To emulate the surface of a solar cell with contact fingers,
W = 20 µm wide metal strips were added to a silicon wafer via electron
beam lithography, metal evaporation, and a lift-off process (see section 3.3
and fig. 4.13). FFS and GRIN cloaks were designed to fit the finger width as
described above, and added to the sample using DLW (see appendix A.1.1
for the writing parameters). The minimal rod spacing achieved reproducibly
for the GRIN cloaks was a = 800 nm. To enable the woodpile photonic
crystals to act as an effective medium, the measurement was conducted at a
vacuum wavelength of λ = 1510 nm. Above a wavelength of 1.1 µm, silicon
is transparent, so that transmission through the complete sample could be
measured. The FFS cloak was designed by ray-optical principles and comprises
a homogeneous material. Apart from material dispersion, it therefore not
expected to show any wavelength dependence. Thus, transmission through
the FFS cloaks was measured at the same wavelength of λ = 1510 nm to allow
for direct comparison. Cloaking quality was judged by analyzing the spatial
dependence of the recorded transmittance.
Measurement setup The setup serving for characterization of the contact
finger cloak samples is shown schematically in fig. 4.14. The light from a
fiber-coupled continuous-wave diode laser emitting around 1 mW of optical
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Figure 4.14: Measurement setup for transmission
measurements with beam paths of the infrared
laser (red), illumination (yellow), and imaging
(green). Sample (S) and Detector (D) were
moved relative to the optical axis to obtain
spatial profiles of transmission through the
sample.
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power at a wavelength of 1510 nm was guided through a single-mode fiber5
(not depicted). Its output was collimated and then focused onto the surface
of the sample by two 10×/0.25 NA objectives5 (L1, L2). The sample (S) was
mounted onto a germanium photodiode5 (D) with an active area of 1 cm2,
such that the region of interest on the sample was roughly in the center of
the photodiode. The separation of the front-side of the sample and the active
area of the detector was approximately 1 mm. Like this, all light leaving the
sample at angles up to 75° toward the optical axis was collected by the detector.
Two beam splitters5 (BS) enabled separate beam paths for illumination and
imaging of the sample (lenses5 L3–L5). A light-emitting diode5 with a peak
wavelength of 940 nm served as the light source for sample illumination. The
sample was imaged using an infrared camera5, facilitating orientation on the
sample. The sample-detector assembly was mounted to a piezo positioning
stage5 that allowed moving it within the plane normal to the optical axis.
For sample characterization, spatial profiles of transmission through the
sample were analyzed. These were obtained by moving the sample-detector
assembly such that the laser focus was scanned across the metal fingers in the
sample. Simultaneously, the light-induced current through the photodiode
was recorded.
Setup characterization Before the measurement setup could be used to
characterize the cloaking performance of GRIN and FFS cloaks it had to be
calibrated and characterized itself. Since the aim of the measurements was to
record spatial profiles of transmission, two aspects were essential:
5Fiber: Thorlabs 1060XP, L1: Olympus 604490 ( f = 18 mm), L2: Newport F-L10B ( f =
12 mm), L3: Thorlabs AC508-150-C ( f = 150 mm), L4: Thorlabs AL5040-C ( f = 40 mm),
L5: Thorlabs AC254-035-C ( f = 35 mm), D: Thorlabs FDG1010, BS: Thorlabs BP245B3, LED:
Thorlabs M940D2, camera: Hamamatsu C2741, piezo stage: Piezosystem Jena PX400 and
PZ100
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Firstly, the prescribed displacement of the piezo stage had to match its
physical displacement. The piezo stage model employed in this work was of
the open-loop type, i.e., it had no internal closed control loop that ensured
correspondence between commanded and actual position of the stage. Instead,
the relationship between the piezo voltage V and its displacement x was
determined experimentally. To achieve good reproducibility of positioning,
conservative scanning speeds of few tens of micrometers per second were
chosen along with a fixed scanning direction when recording measurement
data. The silicon wafers with metal fingers that were equipped with the
cloaking structures comprised additional metal structures useful for calibration
and characterization of the measurement setup (fig. 4.13). For instance, the
array of equidistant metal strips was used to obtain the V–x curve for the
piezo stage: The laser focus was scanned across the strip array by sweeping
the piezo voltage V, resulting in a movement of the detector-sample assembly.
Simultaneously, transmission through the sample was recorded. The minima
of transmission were then correlated to the known positions x of the centers
of the metal strips. Like this, a discretized relationship between V and x was
established; in between the measured points, linear interpolation was applied.
The second important fact was that the laser focus was small enough to
make sure that the shadowing by the metal strips left a clear trace in the
transmission profile. The focus was characterized by the knife-edge method
discussed in the following. The idea of this method is to move a sharp
edge of an opaque material into the laser beam while recording the optical
flux that the beam carries behind the obstacle. This sharp edge can be a
razor blade (hence an actual knife-edge), or—as in this experiment—the edge
of the 100 µm× 100 µm large metal patches on the sample (fig. 4.13). The
irradiance profile of the laser beam is then derived from the measured spatial
profile of the transmitted flux. Assuming that the beam propagates along
the y-direction and the knife-edge is moved along the x-direction, while
being infinitely extended along the z-direction, the transmitted flux Φ can be
computed by integrating the irradiance E(x, z) over the region not covered by
the knife-edge:
Φ(x0) =
∞∫
−∞
x0∫
−∞
E(x, z)dx dz . (4.22)
Here, the transmitted flux is a function of the position of the knife-edge, x0.
Without further assumptions, it is not possible to derive E(x, z) from the
recorded flux profile Φ(x0). In the special case that the beam irradiance is
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separable in spatial variables, i.e., E(x, z) = E1(x)E2(z), eq. (4.22) simplifies to
Φ(x0) =
∞∫
−∞
x0∫
−∞
E1(x)E2(z)dx dz =
∞∫
−∞
E2(z)dz ·
x0∫
−∞
E1(x)dx . (4.23)
Importantly, the integral over z is constant with respect to x0. Therefore,
the derivative of the transmitted flux with respect to the knife-edge position
becomes proportional to the beam irradiance profile along x:
dΦ
dx0
= E1(x0) ·
∞∫
−∞
E2(z)dz . (4.24)
Thus, E1(x0) and dΦ/dx0 only differ by a multiplicative constant that is given
by the integral over z.
An example for a separable irradiance profile E(x, z) is that of a Gaussian
beam propagating along the y-axis,
E(x, z) = E0 exp
(
−2x
2
w20
)
exp
(
−2z
2
w20
)
, (4.25)
where w0 is the radial distance at which the irradiance has dropped to E0/e2.
Inserting into eq. (4.24) yields
dΦ
dx0
=
w0E0
√
2pi
2
exp
(
−2x
2
0
w20
)
. (4.26)
Hence, the Gaussian beam radius w0 can be found by measuring Φ(x0) and
fitting a one-dimensional Gaussian function to the derivative of the measured
flux profile. The flux profile was obtained by recording the photocurrent
generated in the photodiode, I, which is proportional to the incident flux. An
exemplary knife-edge measurement result is shown in fig. 4.15.
At the start of each characterization session of the cloaking samples, the
interface of the sample was made sure to be positioned in the focal plane
of the objective L2. For this purpose, after coarsely moving the sample to a
position where the focus appeared smallest in the camera image, a series of
knife-edge measurements at different positions along the optical axis were
taken. For each of them, w0 was determined by a Gaussian fit, and the
position with the smallest w0 was used for the subsequent characterization
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Figure 4.15: Photocurrent (blue curve) and
derivative (red curve) recorded when the laser
focus was scanned across the knife-edge. Fit-
ting the experimental data with a Gaussian
function (black curve) yielded a beam radius
w0 = 4.1 µm.
measurements. Typical beam radii w0 for the measurement results shown
in the following were in the range of 4 µm to 4.5 µm. Similar values were
found when measuring the focal irradiance profile along the z-direction
indicating lateral symmetry of the focus. Considering the mode field diameter
MFD = 9.5 µm of the single-mode fiber and the focal lengths f1 = 18 mm
and f2 = 12 mm of the two objectives L1 and L2, respectively, the ideal
beam waist is wideal0 = f2/f1 ·MFD ≈ 3.2 µm. That leads to a Rayleigh length
yidealR = piw
2
0n/λ ≈ 32 µm in a medium with refractive index n = 1.5. As the
cloaking structures are several tens of micrometers high, some effect of the
divergence of the beam is expected to be present in the measurement results.
The residual discrepancy between theoretical and experimental beam waist
is attributed to minor imperfections and sub-ideal alignment of the optical
components.
Results After adding GRIN and FFS cloaks to some regions along the metal
fingers on the silicon chips via DLW, transmission profiles were recorded to
characterize the cloaking performance. The metal fingers were W = 20 µm
wide and—despite being arranged in an array—were understood representing
individual unit cells of the problem (with width and period P = 200 µm) that
were equipped with cloaks separately. Like this, a solar cell with a contact
finger filling fraction of f = 10 % was emulated in this experiment.
The design parameters of the cloaks were chosen according to the discussion
above, i.e., R1 = 0.6W = 12 µm and R2 = 5W = 100 µm for both types, and
y(0) = 0.6W = 12 µm, relevant to the FFS cloak only. While the transmission
profile recorded was recorded for the range from −R2 to R2, i.e., for the full
unit cell, the cloaking structures were extrapolated a bit beyond that range
(see shaded region in fig. 4.16). This was done to avoid boundary artifacts in
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Figure 4.16: Oblique-view electron micrographs (top) and transmission profiles (bottom)
of a GRIN cloak (left) and a FFS cloak (right) on a silicon wafer with metal strips. The
photocurrent induced in the photodiode behind the sample, I, was normalized to the
current measured when focusing the laser to a region far away from the metal finger,
I0. Scale bars are 20 µm. Adapted with permission from [136], © 2015 Optical Society
of America.
the transmission profiles that arise when scanning the laser focus across the
physical boundary of the structure. These artifacts would not be present in
a real solar cell with a periodic arrangement of contact fingers and periodic
cloaking devices. The GRIN cloak was extrapolated 15 µm beyond the unit
cell limits, whereas 50 µm were added for the FFS cloak. Nearest-neighbor
extrapolation of the relevant properties was applied, i.e., the GRIN cloak
exhibited the same vertical refractive-index distribution as at x = ±R2 in the
additional region, and the FFS was continued by a flat polymer block with
constant height.
Transmission profiles were taken across metal fingers in regions with and
without added cloaking devices (bottom row of fig. 4.16). Without the cloak,
near-zero transmission was observed when the laser focus hit the metal finger.
If the sample were a real solar cell with contact fingers, this observation
would correspond to pronounced contact finger shadowing. With both of the
cloaking devices, shadowing is reduced significantly, manifesting in a less
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Figure 4.17: Oblique-view electron micrograph of
the central notch of the FFS cloak, showing a
rounded shape caused by the finite voxel size
in DLW. The ripple pattern on the surface is
caused by interference of the laser focus with
its reflection off of the silicon substrate, leading
to a spatially oscillating exposure dose during
DLW.
pronounced transmission dip in the region of the metal finger. This shows
that cloaking of the metal finger works in principle.
Cloaking is not perfect, however, since the transmission profiles are not
completely flat, but still show a trace of the presence of the contact finger. This
is especially true for the GRIN cloak. In this case, the prominent transmission
dip above the contact finger is attributed to the fact that realization of the
TO device via an effective material limits the range of accessible refractive
indices to the interval n ∈ [1, 1.5], as discussed above. While only a small
relative area of the ideal cloak design exhibits indices outside of that interval, a
numerical analysis presented in section 4.3 showed that especially the domains
with n < 1 are essential for the cloaking to work properly, predicting zero
transmission for a range of positions. In the experiment, transmission is not
reduced to zero because the measured transmission is spatially averaged due
to the finite focus size and averaged over angles of incidence because of the
finite beam divergence.
For the FFS cloak, a much less pronounced central transmission dip was
observed. Here, the finite resolution of DLW as the fabrication method is
expected to be the cause for the dip. While by design the slit above the contact
finger should be sharp, with zero radius of curvature, the finite voxel size
leads to a rounded-off shape (see fig. 4.17). As a result, the surface inclination
is lower than designed over a few micrometers in the center of the structure.
Thus, light incident there is not refracted strongly enough to avoid the metal
finger, leading to a dip in transmission.
Two more effects are visible in the measured transmission profiles. Firstly,
there is a clear offset in transmission between the measurements of reference
and cloak. For both types of cloaks, transmission is generally higher by several
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percent as compared to the reference case without any cloaking measures.
This is attributed to better impedance matching (hence lower reflectance)
between air (n = 1) and silicon (n = 3.5) when an additional polymer layer
with n = 1.5 is present in between. In a sense, the cloaks act as simple
anti-reflection layers, enhancing transmission through the sample.
The second visible effect are oscillations with an amplitude of a few percent
in the transmission profile that are especially clear in the reference measure-
ments. These oscillations are attributed to interference within the silicon
substrate. Due to its high refractive index of n = 3.5, the two air-silicon inter-
faces exhibit a reflectance of R ≈ 30 %. This enables the silicon substrate to act
as a Fabry-Perot etalon with a maximum reflectivity Rmax = 4R/(1− R)2 ≈ 70 %.
For a fixed wavelength, etalon reflectivity oscillates with the resonator length
between R = 0 and Rmax. It can be expected that the silicon substrate used for
the transmission experiments has a finite thickness variation. For instance, the
normals of the two interfaces of the substrate can be tilted slightly toward each
other. In this case, an oscillation in transmittance is expected when moving
the sample laterally with respect to the incident beam. The amplitude of trans-
mittance oscillations is reduced below the 70 % quoted above due to the finite
size (causing spatial averaging) and divergence (causing angular averaging) of
the incident beam. All in all, this effect can be regarded as being caused by the
particular type of experimental setup chosen for characterization (including
coherent illumination), and is considered irrelevant for real solar cells with
cloaked contact fingers.
In conclusion, both GRIN and FFS contact finger cloaks were demonstrated
to work for normal incidence in this proof-of-principle experiment.
4.3 Numerical analysis
Beyond demonstration of the principle, several questions had to be answered
before implementing the contact finger cloak on a real solar cell: How do
the cloaks behave when light comes from non-normal directions? How does
an encapsulation of the solar cell influence cloaking? Can the concept be
extended to work for a two-dimensional grid of contact fingers and bus bars?
These questions were investigated by numerical analysis.
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4.3.1 Choice of method
When simulating the performance of optical structures, several techniques are
available, most prominently finite-element methods (FEMs) and ray-tracing. In
general, the FEM is a numerical scheme to solve partial differential equations
in discretized space. First, space is split into finite elements, polyhedra in a 3D
problem or polygons in a 2D problem. Then, the partial differential equations
are solved for each of the finite elements individually, taking into account
boundary conditions as given by the surrounding elements.
As all electromagnetic phenomena, the propagation of light is described by
Maxwell’s equations, so these are the partial differential equations relevant for
all optical problems. For accurate results, the finite elements must be small
enough, i.e., their dimensions must be a fraction of the wavelength of light.
The resulting spatial distributions of the electromagnetic fields include all
wave effects of light propagation, such as diffraction or interference. Therefore,
the FEM is especially suited when wave effects play an important role in the
performance of the investigated optical device and its dimensions are not
much larger than the wavelength.
Ray-tracing, on the other hand, ignores wave effects altogether, and is
entirely based on geometrical optics. The method therefore provides a good
approximation to reality whenever the wavelength of light is small compared
to the dimensions of the structures interacting with the light. In realistic
solar cells, the period of contact fingers is in the range of millimeters, with
filling fractions of few percent. That means the unit cell of the problem as
well as the width of the contact fingers are orders of magnitude larger than
the wavelength of visible light. Therefore, diffraction at the grid of contact
fingers can be safely neglected when simulating cloaking performance. Inside
the cloaking structures, diffraction is expected to be largely irrelevant for
the following reasons. For the GRIN cloak, the bulk of the refractive-index
distribution features smooth, moderate variations of n. That means over a
distance comparable to the medium wavelength, λ/n, only very small changes
of n occur. While this is true for the majority of the GRIN distribution,
light could in principle be diffracted at the position where the forbidden
region forms a sharp tip. In case of the GRIN cloak with polymer core, the
refractive index jumps from 1 to 1.5 at that position. Overall, however, the
effect of diffraction at this sharp feature in the GRIN distribution is considered
negligible, because most of the light should avoid this region anyway.
A similar argument can be made for the FFS cloak. Its surface shape
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Figure 4.18: FEM simulations of the FFS cloak with finite notch diameter of 0.5 %P. (a)
Irradiance profiles for several relative wavelengths λ/P in the vicinity of the forbidden
region |x′| < 6 %P. (b) Relative flux to the region of the contact finger |x′| < 5 %P.
The asterisk marks the ray-tracing result for a notch cut off at a width of 0.5 %P.
varies smoothly for the largest part, so that geometrical optics are a valid
approximation there. The only sharp feature is the notch directly above the
contact finger, where the FFS has its minimum height. In the fabricated
structures, this notch had a finite radius of curvature of few micrometers.
Since its dimensions are comparable to the wavelength, light can be diffracted
there. To estimate the effect of diffraction, full-wave FEM simulations were
carried out in the Wave Optics Module of Comsol Multiphysics. Here, a 2D
cross-section of the polymeric FFS cloak was modeled and a TE-polarized
plane wave was sent toward the cloak at normal incidence, along the negative
y-direction. The wave was emitted by a port above the FFS and detected by a
second port at y = 0, i.e., at the position where the solar cell interface would
be in a real device. Both ports were backed by perfectly matched layers to
avoid spurious reflections at the boundaries of the model. A full unit cell of
the FFS cloak was modeled, including periodic boundary conditions. Solution
of Maxwell’s equation was carried out at a fixed frequency, corresponding to
a given vacuum wavelength. The wavelength was varied between 20 % and
0.5 % of the contact finger period P. Smaller wavelengths were not accessible,
because the discretized grid required for accurate results then exceeded the
memory capacity of the simulation computer. The diameter of the rounded
notch of the FFS was set to 0.5 %P, corresponding to the smallest simulated
wavelength. The contact finger was assumed to cover f = 10 % of the period,
and the optimized parameters were used to design the FFS.
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As a benchmark for similarity to geometric optics, irradiance profiles across
the cloaked region were analyzed for the different wavelengths (fig. 4.18(a)).
For large wavelengths, interference lead to a substantial fraction of the incident
light reaching the forbidden region. The shorter the wavelength, however, the
closer the irradiance profile approached the ideal shape—zero irradiance in
the forbidden region, and a sharp rise at the boundary x′ = 6 %P. For the
smallest wavelength, corresponding to the diameter of the notch of the FFS,
the irradiance profile shows an oscillatory modulation. This is attributed to
diffraction at the notch.
From the irradiance profile it was concluded that the influence of diffraction
was small. This qualitative argument was substantiated by a more quantitative
analysis depicted in fig. 4.18(b). Here, the relative radiant flux to the region
of the contact finger was computed for the set of incident wavelengths. It
was found that—as expected from the irradiance profiles—the relative flux to
the region of the finger decreases when reducing the wavelength. Diffraction
effects caused a small increase of the relative flux for the shortest wavelength.
In the ray-tracer, the finite resolution of the FFS notch was modeled by
cutting off the sharp notch, so that it was replaced by a flat region. Like
this, at normal incidence all the rays traveling toward this region hit the FFS
normal to its surface. Thus, the rays were not refracted away from the contact
finger. That means in the ray-optics limit, the fraction of the light transmitted
to the contact finger is given by the relative width of the notch. For a width of
0.5 %P, the relative flux for the ray-optics situation was added to fig. 4.18(b) as
an asterisk. Obviously, diffraction does not lead to an increase in relative flux
to the contact finger region that is strong enough to surpass the estimation
from ray-optics. Thus, cloaking performance will be underestimated slightly
by ray-tracing simulations.
Moreover, diffraction at the notch of the FFS can only occur if light ap-
proaches the cloak at near-normal incidence. At oblique angles, all light is
refracted in the smooth region of the FFS due to its rounded shape.
In conclusion, wave-optical effects were considered negligible for both
GRIN and FFS cloaks, and ray-tracing was used as the method of choice for
all simulations.
4.3.2 Figure of merit
As discussed in section 4.1, the ultimate figure of merit for quantification
of solar cell performance is the PCE, η. Cloaking of the contact fingers is
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expected to increase the total radiant flux to the active area of the solar cell, Φ,
by several percent, thereby increasing its PCE. A reasonable figure of merit to
quantify cloaking quality therefore is the relative increase of PCE caused by
application of the cloak,
ζPCE =
ηcloak
ηref
− 1 . (4.27)
Here, ηref is the PCE found in a reference situation. If the reference was a solar
cell without any additional layer, the relative PCE increase would include
the trivial effect of reduced overall reflectance due to a polymer layer on the
silicon surface. To exclude this effect from the discussion, a solar cell with
contact fingers and a flat layer with a fixed refractive index of n = 1.5 was
chosen as the reference situation for all simulations. The thickness of the
reference layer was chosen to equal the half-period of the contact fingers, R2.
According to eq. (4.6), PCE is given as the product of FF, Voc, and Isc,
normalized by the incident flux Φ0. While Isc is proportional to the radiant
flux to the active area of the cell, Φ, FF and Voc depend only weakly on Φ.
Thus, the relative increase in PCE can be approximated by the relative increase
in Isc or that in Φ:
ζPCE ≈ I
cloak
sc
Irefsc
− 1 = Φcloak
Φref
− 1 ≡ ζ . (4.28)
The fluxes were found by ray-tracing simulations (see section 3.4).
In general, the numerical values obtained from eq. (4.28) provide a measure
of how much the cloak increases (ζ > 0) or decreases (ζ < 0) the amount
of light that hits the active area in comparison to the reference situation.
However, it is not obvious what value of ζ would be expected for an ideal
cloak. Therefore, a special situation was considered for some simulations
to ease assessment of the results: Partial Fresnel reflections were switched
off, corresponding to fictitious ideal anti-reflection coatings at all interfaces.
Nevertheless, total internal reflection and reflection at the contact finger were
taken into account. Without partial reflections, all launched rays keep their
initial flux value, δΦ, throughout the simulation. Thus, the fluxes in eq. (4.28)
can be expressed as Φcloak = NcloakδΦ and Φref = NrefδΦ, where Ncloak and
Nref are the number of rays that hit the active area of the solar cell with cloak
and in the reference situation, respectively. Considering that the rays are
launched with equidistant spacing, we find that Nref is given by the total
number of rays launched, N0, and the contact finger filling fraction, f , as
Nref = N0(1− f ) , (4.29)
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so that eq. (4.28) becomes
ζ =
Ncloak
Nref
− 1 = Ncloak
N0(1− f ) − 1 . (4.30)
If the cloak works perfectly, all launched rays will reach the active area of the
cell. Consequently, Ncloak = N0 and the maximum relative flux increase is
found to be
ζmax =
f
1− f ≈ 11 % . (4.31)
The numeric value was calculated for the filling fraction f = 10 %, as present
in the transmission experiments. The result implies that the PCE of a solar
cell with contact fingers covering 10 % of their front area can be increased by
11 %, given that the contact finger cloak shows ideal performance. This would
raise the PCE of a cell with 20 % efficiency to 22 %, for instance.
4.3.3 Oblique incidence
To obtain an understanding of the cloaking performance under oblique inci-
dence, the relative flux increase was computed for different angles of incidence
via ray-tracing simulations. The direction of incidence was described by a
normalized direction vector, v. It was specified by two angles (ψ1,ψ2) related
to its Cartesian coordinates as
v =
 sinψ1 cosψ2− cosψ1 cosψ2
sinψ2
 . (4.32)
Using this definition, ψ1 is the azimuthal angle around the z-axis and ψ2 is
the polar angle toward the y-axis. ψ1 = ψ2 = 0° characterizes a vector along
the y-axis, i.e., normal incidence with respect to the solar cell surface.
In the simulations discussed in the following, ψ1 was varied while fixing
ψ2 = 0°, so that all rays propagated in the xy-plane. Three different cloak
configurations were compared for an exemplary contact finger filling fraction
of f = 10 %: the FFS, using the same design parameters as for the transmission
experiments, the GRIN cloak with its refractive index truncated to the interval
n ∈ [1, 1.5] with a solid core made of polymer, and with an air-filled core.
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Figure 4.19: Simulated performance at oblique incidence for the FFS cloak and the
GRIN cloak with its refractive index truncated to the interval n ∈ [1, 1.5]. Simulations
neglected partial reflections for clarity. (a) Relative flux increase, showing ideal
cloaking (ζ = ζmax ≈ 11 %) independent of ψ1 for the FFS cloak. The angle-dependent
performance of the GRIN cloaks can be understood from ray trajectories at (b) normal
incidence (ψ1 = ψ2 = 0°) and (c) incidence at ψ1 = 30°, ψ2 = 0° (see text). Adapted
with permission from [136], © 2015 Optical Society of America.
Ignoring partial reflections Figure 4.19(a) shows the relative flux
increase ζ obtained from simulations where partial Fresnel reflections were
switched off. Like this, the simulated ζ can be compared to the maximum
achievable increase, ζmax ≈ 11 %, to judge how perfect cloaking is. All three
designs show good cloaking for angles up to 20°, with the FFS achieving full
recovery of the shadowing effect. The FFS cloak keeps its perfect cloaking
ability for all angles of incidence. For the GRIN cloak with solid polymer
core, the relative flux increase drops strongly when the angle of incidence is
increased beyond 20°. ζ even turns negative there, meaning that the addition
of the cloak decreases the PCE of the solar cell. Interestingly, when replacing
the polymer core by air, the angular dependence of the device becomes much
more favorable, providing near-perfect cloaking for angles of incidence up to
60°.
The origin of this effect and other details of the angle-dependent flux
increase for the two GRIN cloaks can be understood by considering the
ray trajectories within the devices. At normal incidence (fig. 4.19(b)), rays
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should follow the coordinate lines of the transformed space if the index
values corresponded exactly to those resulting from the SC mapping (see
fig. 4.7(a)). In the experimentally realizable device with truncated refractive
index, however, rays follow coordinate lines only approximately. The deviation
is especially pronounced in the central region, where the minimum and the
maxima of the refractive-index distribution are located. Truncation of the
minimum at the top of the forbidden region has the effect that rays are not
redirected strongly enough. Thus, some rays enter the forbidden region and
are back-reflected off of the contact finger, which impairs the cloaking effect.
Truncation of the two maxima right and left of the forbidden region is less
critical. The maxima only serve the purpose to homogenize illumination on
the solar cell by deviating the rays coming from the minimum such that they
travel along the vertical direction again. Truncation hinders this deviation from
being as strong as designed, so that the illumination of the solar cell becomes
inhomogeneous in the central region. In conclusion, it is the truncation of the
minimum of the refractive-index distribution that leads to non-ideal cloaking
at normal incidence.
Moreover, the ray trajectories in fig. 4.19(c) reveal why the GRIN cloak
with air core is much more tolerant to oblique incidence. When filled with
solid polymer, rays can enter the forbidden region and are even focused onto
the contact finger by the refractive-index distribution. This decreases the
cloaking performance drastically. Replacing the solid polymer by air, the core
exhibits a refractive index considerably lower than the surrounding. Thus,
rays approaching the boundary of the forbidden region at grazing angles are
totally internally reflected, hence avoiding the contact finger. The effect breaks
down when rays hit the interface of the forbidden region below the critical
angle of total internal reflection. This happens for very oblique incidence,
resulting in the dip in the relative flux increase at angles of incidence above
60°.
Influence of FFS design parameters6 The angle-independent ability of
the FFS device for cloaking contact fingers without any losses is surprising
at first sight, because when designing the FFS shape, normal incidence was
assumed. As will be discussed in the following, it is the right choice of the
design parameters that enables this angle-tolerant cloaking. As an example,
6While this paragraph focuses on a qualitative understanding of the role of the design
parameters, a more quantitative analysis can be found in section 4.3.4.
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let us consider the influence of y(0), while R1 and R2 are fixed. Like this, the
target region where rays hit the solar cell interface at normal incidence, is set.
y(0) defines the minimum height of the free-form surface, directly above the
contact finger. The ray that intersects the FFS at x = 0 has to be refracted such
that it hits x′ = ±R1 on the cell surface. That requires only a small surface
inclination if y(0) is large, but a steep inclination if y(0) is small. At the same
time, the inclination at x = R2 is bound to be zero. As a result, a FFS designed
with a large y(0) has a flatter shape than one for a small y(0), which shows a
stronger curvature.
But why does a stronger curvature lead to a better angle tolerance? This can
be understood by considering the worst-case scenario in terms of incidence
on the FFS. At any point on the FFS, the most oblique incidence is grazing,
corresponding to a local angle of incidence of 90° against the surface normal.
For simplicity, let us assume for now that incidence is fully within the xy-
plane, so that rays incident tangentially to the FFS can either come from the
right or from the left side. The situation is depicted in the left column of
fig. 4.20, where 1.5 unit cells are shown. Light impinges onto the central
half-unit cell, at grazing incidence from the right (red rays) and from the left
(white rays). While the red rays hit the central part of the FFS tangentially, the
white rays are tangential to the leftmost part of the FFS and hit the central
part non-tangentially. All sensible in-plane angles of incidence lie between
the angles assumed for the red and the white rays. Tracing the red and white
ray from a fixed position on the FFS toward the solar cell, we obtain the hit
positions corresponding to extreme angles of incidence, x′min and x
′
max. While
x′min is the intersection point of the red ray with the solar cell surface, x
′
max
follows from the white ray. Together, the two points define a spatial range
in which rays refracted at position x on the FFS can land on the solar cell.
Plotting the extreme intersection points versus the position of refraction at the
FFS (right column of fig. 4.20), one can immediately see if cloaking is expected
to work for all in-plane incidence angles. As soon as the range defined by x′min
and x′max intersects with the position of a contact finger, cloaking becomes
non-ideal.
For the optimized design parameters, this is not the case (fig. 4.20(a)),
explaining why no angle-dependence was found when calculating the cloaking
performance (see fig. 4.19). In fig. 4.20(b), the minimum height y(0) was tripled
as compared to the optimum value, leading to a flatter shape of the FFS as
discussed above. Analysis of the extreme rays reveals that the smaller slope
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Figure 4.20: Tracing of rays at extreme in-plane angles of incidence through the FFS cloak
(left column) for different sets of design parameters, while fixing f = 10 % = W/P.
For every point on the FFS, minimum (red rays) and maximum (white rays) points of
intersection with the solar cell surface were found, limiting the range of x′ encountered
when illuminating the FFS cloak from arbitrary in-plane angles (blue domains in right
column). The dashed line corresponds to normal incidence. Cloaking is perfect in (a),
where the range of x′ does not extend beyond the position of contact fingers (gray
domains).
leads to a failure of cloaking for the region above the contact finger. Here, the
FFS is not steep enough anymore to refract the red rays sufficiently, and hence
they hit the contact finger.
The influence of a non-ideal choice of R1 is illustrated in fig. 4.20(c). Note
that y(0) had to be increased as well, because otherwise eq. (4.21) would be
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violated. The ratio y(0)/R1 was kept the same as for the optimum parameter
set, though. At normal incidence, when increasing R1, light is distributed
to a smaller interval x′ ∈ [R1, R2] after refraction at the FFS. Therefore, the
behavior of the FFS upon normal incidence is closer to that of a focusing
cylindrical lens as for the optimum parameters. The surface shape required
here has a stronger curvature and causes a lens-like behavior also at extreme
incidence. Furthermore, the overall structure is relatively high, so that the
white rays refracted at x ≈ 0.3P can reach the finger in the next unit cell.
Both the focusing effect and reflection off of the adjacent contact finger can be
detrimental to solar cell operation.
A similar effect is observed when reducing R2, i.e., limiting the other side of
the interval x′ ∈ [R1, R2]. Again this makes the target region smaller, yielding
a strong curvature and a comparable focusing behavior as for large R1. In
contrast, however, the total height of the structure is reduced here and FFS is
horizontal in the domain x ∈ [R2, P− R2]. As a result, cloaking does not break
down for the white rays, but for the red rays refracted at x ≈ 0.2P. There, the
surface is too steep as compared to the optimum case.
Out-of-plane incidence The above considerations limited the variation
of the direction of incidence to the xy-plane for clarity. As will be shown
in the following, it is also possible to draw conclusions about the FFS cloak
performance under out-of-plane incidence from these results.
First, let us consider a point on the FFS at which incident rays with velocity
v0 are refracted. For simplicity, the following description is done in the local
coordinate system shown in fig. 4.21 whose xz-plane is tangential to the
inclined surface. Refraction is governed by Snell’s law, so that the angle after
refraction, α only depends on the angle that the incident ray encloses with
the surface normal, γ. Like this, Snell’s law looks the same for all incident
rays lying on a cone with opening angle γ around the surface normal. Thus,
the refracted rays lie on another cone with opening angle α. Moreover, all
refracted rays stay in the plane of incidence (defined by v0 and n), so that a
given ray lands exactly on the opposite side of the double-cone after refraction,
with direction v1 (see fig. 4.21(a)). Furthermore, the contact finger problem is
assumed to be invariant with respect to the z-direction. Therefore, only the
projection onto the xy-plane is relevant for cloaking. More precisely, it is the
component of α within the xy-plane that determines the distance between the
contact finger and the intersection of the refracted ray with the cell surface.
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(a) (b)
Figure 4.21: Refraction at a dielectric interface. (a) All rays with incident velocities lying
on a cone with opening angle γ around the interface normal n lie on a cone with
opening angle α after refraction. (b) In the limiting case of grazing incidence, the
cone becomes a disk lying in the plane of the interface on the right. Incidence is
characterized by azimuth ϕ. The left half of the disk is tilted upwards by an angle
e, because incident directions with lower e are blocked by the adjacent FFS (see left
column of fig. 4.20).
The in-plane component is calculated from
tan αxy = −v1,xv1,y , (4.33)
so that the refracted rays hit the solar cell the further to the right the larger
their αxy is. All in all, the rays with extreme values of αxy determine the range
of hit positions on the solar cell for a given position on the FFS and for a fixed
angle of incidence against its surface normal. Since the refracted rays lie on
a cone around the surface normal, the rays with extreme αxy are those that
travel in the xy-plane.
This argument still holds when considering rays with grazing incidence as
in the in-plane case. The single red and white ray refracted at a given point
of the FFS, as shown in fig. 4.20, translate to a continuum of rays, coming
from all possible directions that correspond to grazing incidence. Due to the
translational symmetry along the z-axis, it is sensible to separate them into
77
4 cloaking contact fingers on solar cells
rays coming from the right side (corresponding to the red rays), and those
from the left side (white rays). For the rays coming from the right, there is no
obstacle that hinders them from approaching the FFS tangentially, so that they
all lie on a cone with an opening angle of 90°, i.e., a disk. This is different
for the rays coming from the left, because their directions of incidence are
limited by the edge of the adjacent FFS. That makes their direction vectors, v′0,
lie on a tilted disk instead of a cone around the surface normal, as illustrated
in fig. 4.21(b). This disk is rotated around the z-axis by an angle e that follows
from the position and shape of the FFS. In local coordinates,
v′0 =
− cos e sin ϕsin e sin ϕ
− cos ϕ
 , (4.34)
where ϕ is the azimuthal angle around the surface normal with 180° ≤ ϕ ≤
360°, and e > 0 for incidence from the left. Applying Snell’s law (eq. (3.2)),
the direction after refraction becomes
v′1 = −
n0/n1 cos e sin ϕ1
n0/n1 cos ϕ
 , (4.35)
resulting in
αxy = − arctan(n0/n1 cos e sin ϕ) . (4.36)
Obviously, αxy assumes its maximum value if ϕ = 270°, corresponding to
incidence within the xy-plane from the left side. Letting e = 0°, the equation
for αxy holds for the rays incident from the right. As expected, αxy assumes
its minimum value at ϕ = 90° in this case, i.e., at in-plane incidence from the
right.
In conclusion, analyzing the performance of the FFS cloak under variation
of in-plane incidence angles is sufficient to estimate its performance under
arbitrary incidence. As a consequence, any combination of design parameters
that leads to perfect cloaking independent of the in-plane angle of incidence
is expected to yield perfect cloaking when averaging over the calendar year
(see section 4.3.4), and vice versa.
Including partial reflections When including partial Fresnel reflec-
tions at all interfaces in the ray-tracing simulations, there is no qualitative
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Figure 4.22: Simulated performance at oblique incidence for the FFS cloak made of
polymer, a version of the FFS cloak made of titania for use in encapsulated solar cells,
and the GRIN cloak with its refractive index truncated to the interval n ∈ [1, 1.5]. (a)
Relative flux increase including partial reflections, showing angle-tolerant cloaking
for the FFS designs. Global offsets between the curves arise from differences in
reflectivity due to the different (average) refractive indices of the cloaks. (b) Exemplary
ray trajectories for a FFS cloak made of titania (n = 2.7, red), encapsulated in EVA
(n = 1.5, yellow), and corresponding reference situation (bottom). Adapted with
permission from [136], © 2015 Optical Society of America.
change to the behavior of the cloaks for incidence angles below 40° (see
fig. 4.22(a)). The absolute value of ζ, however, now differs significantly be-
tween the FFS and the GRIN cloaks. This can be explained by the different
average refractive indices of the three designs, leading to different reductions
in overall reflectivity.
To understand the phenomenon, let us consider a single dielectric layer
with refractive index n1 that is added to the silicon substrate with nSi = 3.5.
Ignoring interference and multiple reflections, transmission from a surround-
ing medium with refractive index n0 via the additional layer to silicon can be
expressed as
T = T0→1 · T1→Si
=
(
1−
(
n0 − n1
n0 + n1
)2)
·
(
1−
(
n1 − nSi
n1 + nSi
)2)
(4.37)
at normal incidence. It is straight-forward to calculate that transmission is
maximal if n1 =
√
n0nSi. That means for silicon surrounded by air (n0 = 1),
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the refractive index of the additional layer resulting in the highest reduction
of reflectivity is n1 =
√
nSi ≈ 1.9.
While the average refractive index of the GRIN cloak is around 1.3, the
refractive index of the FFS is 1.5. Since the latter lies closer to the optimum
n1, a stronger anti-reflective effect is expected for the FFS cloak. That is what
leads to the higher relative flux increase for the FFS cloak in comparison with
the GRIN cloaks.
The most prominent effect of switching on partial reflections was found
for the polymer FFS cloak. At very oblique angles of incidence (above 60°),
the relative flux increase rises steeply. This effect can be understood by
considering the shape of the FFS. Due to its rounded profile, a large fraction
of the incident light hits the FFS at angles close to the surface normal even at
oblique incidence. Therefore, Fresnel reflection at the air-polymer interface is
reduced, leading to a higher flux to the active area of the cell. This is different
in the reference situation where we consider a flat polymer layer. There,
Fresnel reflections increase rapidly for incidence angles above 60°, reducing
the flux to the active area of the cell. As a consequence, the relative flux
increase caused by the FFS cloak rises for very oblique angles.
Influence of encapsulation Another important aspect is the influence
of an encapsulation on the cloaking performance, because real-world silicon
solar cells are typically encapsulated by an ethylene vinyl acetate (EVA) or
silicone layer to protect them from environmental influences. These materials
usually have refractive indices close to that of the polymer used for the FFS
cloak [139]. Thus, embedding a polymeric FFS into such an encapsulant
would reduce refraction at the encapsulant-polymer interface significantly and
deteriorate cloaking performance.
Cloaking functionality can be restored by replacing the polymer by a ma-
terial with higher refractive index, for instance titania (n1 = 2.7 [140]), as
illustrated in fig. 4.22(b). A FFS with a similar shape as the polymeric version
can cause strong enough refraction to guide all incident light around the con-
tact finger. Here, the design parameters R1 = 0.6W, R2 = 5W, y(0) = 0.6W
were chosen to be the same as for the polymeric FFS. The angle tolerance of
the encapsulated FFS cloak can be seen from fig. 4.22(a) (purple curve). Only
for very oblique incidence angles above 60° the relative flux increase evolves
into the opposite direction as for the polymer version without additional
encapsulation. This effect is attributed to the fact that the encapsulated FFS
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constitutes a second interface at which back-reflections can occur that increase
with the angle of incidence. In the reference situation of a flat encapsulation,
this additional interface is absent, leading to lower back-reflections. Hence,
the relative flux increase drops for high incidence angles in this case.
4.3.4 Averaging cloaking performance over a year
The figure of merit used so far, the relative flux increase ζ, is a quantity
depending on the angle of incidence, as discussed above. This complicates
comparison of different cloak designs, because the relative position of the sun
and hence the angle of incidence varies with time. Therefore, it is desirable
to condense the angle-dependent relative flux increase into a single figure of
merit that also includes the variation of insolation over the course of the year.
We call this quantity the annual average relative flux increase and define it as
〈ζ〉 = energy deposited on active area with cloak
energy deposited on active area with reference layer
− 1
=
∫
year Edir(t)Φref(t) (ζ(t) + 1) + Ediff(t)〈Φcloak〉dt∫
year Edir(t)Φref(t) + Ediff(t)〈Φref〉dt
− 1 . (4.38)
Here, Edir and Ediff denote the direct and diffuse irradiance approaching
the cell. Their values vary over the course of each day and also between
seasons, depending on the location where the solar cell is installed. In general,
direct irradiance dominates in arid climates (e.g. deserts), whereas the diffuse
contribution is largest in regions that commonly have clouds (e.g. northern
Europe). In Germany, direct and diffuse contributions are similar when
averaging over the year [141].
The second factor in each term of eq. (4.38) takes care of the fact that not all
the incident light ends up being absorbed by the solar cell: Φref is the radiant
flux that reaches the active area in the reference situation of a flat dielectric
layer covering a solar cell with contact fingers. It depends on time as well,
because the strength of Fresnel reflections off of the air-polymer interface
varies with the direction of incidence. The direction was specified by two
angles ψ1, ψ2 (defined in eq. (4.32)), which in turn vary with time as the sun
moves in the local reference system. Φref(ψ1,ψ2) was found by ray-tracing
simulations for a discrete set of directions of incidence and was linearly
interpolated in between. All flux factors are understood to be normalized to
the incident flux Φ0, so that they specify the relative amount of light that is
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Figure 4.23: Illustration of a solar cell with con-
tact fingers (green). Its orientation is char-
acterized by inclination γc and azimuth αc.
The position of the sun is given by sun height
γs and sun azimuth αs, or direction vector s.
Axes labeled x, y, and z refer to the coordi-
nate system used in ray-tracing simulations,
with the y-direction perpendicular to the cell
surface, contact fingers extended along z,
and ψ1, ψ2 as defined in eq. (4.32). Adapted
with permission from [136], © 2015 Optical
Society of America.
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transmitted to the active area. Φ0 was omitted in the above equation, because
it cancels out anyway (assuming all ray-tracing simulations are run with the
same incident flux). For the diffuse contributions, the fluxes to the active
area with cloak, Φcloak, and with reference layer, Φref, were averaged over the
hemisphere7, i.e.,
〈Φref〉 = 12pi
pi/2∫
−pi/2
pi/2∫
−pi/2
Φref(ψ1,ψ2) cosψ2 dψ1 dψ2 ,
〈Φcloak〉 = 12pi
pi/2∫
−pi/2
pi/2∫
−pi/2
(ζ(ψ1,ψ2) + 1)Φref(ψ1,ψ2) cosψ2 dψ1 dψ2 . (4.39)
Note that eqs. (4.38) and (4.39) are valid for simulations that take partial
Fresnel reflections into account. In the special case ignoring partial reflections,
both equations keep their general form. The flux to the active area for the
reference situation does not have to be computed via ray-tracing simulations in
this case, but is given by the contact finger filling fraction as Φref = (1− f )Φ0.
That simplifies eqs. (4.38) and (4.39) considerably.
The time-dependent location of the sun can be specified by the sun azimuth
αs(t) and the sun height γs(t) (see fig. 4.23). The two angles were computed
according to DIN 5034, part 2 [142] for Karlsruhe conditions (latitude 49.007°N,
longitude 8.404°E). The solar cell modelled by the ray-tracing simulations was
assumed to be set up at the optimum orientation for a non-tracking solar cell
7The surface element on a unit sphere in the spherical coordinates according to eq. (4.32)
is dA = cosψ2 dψ1 dψ2.
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installed in Karlsruhe. This orientation is characterized by inclination γc = 36°
and azimuth αc = 6° [143].
Note that the angles defining the position of the sun are measured toward
the axes of the global coordinate system given by the Zenith and the North
direction. Ray-tracing was carried out using a rotated coordinate system, with
its x-axis parallel to the tilted edge of the solar cell, the y-axis along the surface
normal, and the z-axis along the direction of the contact fingers, as shown
in fig. 4.23. Therefore, the angle of incidence measured against the surface
normal, Θ(t), was found by defining a vector s pointing toward the sun and
expressing s in the rotated coordinates, so that
Θ(t) = arccos(s(t) · yˆ) . (4.40)
Here, yˆ is a vector along the y-direction of the rotated coordinate system with
unit length.
Using the computed angles, the direct and diffuse irradiance on the oriented
solar cell were obtained from the irradiance on the horizontal plane:
Edir(t) = Edir,hor(t) · cosΘ(t)sinγs ,
Ediff(t) = Ediff,hor(t) · 12 (1+ cosγc) . (4.41)
The time-dependent horizontal-plane irradiance data for Karlsruhe conditions
was taken from the CM-SAF PVGIS database [143, 144]. The data did not in-
clude wavelength-dependent effects, but only the total irradiances, integrated
over the full solar spectrum.
Finally, in order to carry out the integration over the year in eq. (4.38), s(t)
was expressed in terms of the angles ψ1(t), ψ2(t). Then, the ray-tracing results
for Φref and ζ were inserted into eq. (4.38) as
Φref(t) = Φref(ψ1(t),ψ2(t)) ,
ζ(t) = ζ(ψ1(t),ψ2(t)) . (4.42)
For all the computations of annual average flux increase presented in the
following, ray-tracing was carried out for a discretized set of incidence angles.
Here, ψ1 was swept from 0° to 88° in steps of 2°, while ψ2 was varied from
0° to 80° in steps of 10° and from 80° to 88° in steps of 4°. From the resulting
relative flux increases, 〈ζ〉 was computed for Karlsruhe conditions.
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Figure 4.24: Calculated annual average flux increase 〈ζ〉 depending on design parameters
of the FFS cloak, for contact finger filling fraction f = 10 %, index contrast n0/n1 = 2/3,
computed for Karlsruhe conditions without taking into account partial reflections.
Cloaking performance is relatively tolerant against variations of R2, but sensitive to
changes of R1 and y(0).
Optimization of FFS design parameters As indicated in section 4.2.2,
the optimum design parameters for the FFS cloak were found by maximiz-
ing 〈ζ〉 for given refractive index contrast n0/n1 = 2/3, finger filling fraction
f = 10 %, and finger period P. Neglecting partial reflections, the relation-
ships shown in fig. 4.24 were found. When fixing R1 to its optimum value
(fig. 4.24(a)), variations of R2 only slightly influence cloaking performance.
The minimum height of the cloaking layer, y(0), however, plays an important
role for optimization of the annual average flux increase, 〈ζ〉. For small values
of y(0), the performance of the FFS cloak approaches the ideal case, where
〈ζ〉 = ζmax ≈ 11 %. For fixed R2 and varying R1 and y(0) (fig. 4.24(b)), opti-
mum cloaking performance was found when both parameters were minimal.
The region without any data shown corresponds to the part of the parameter
space where y(0) falls below the limit specified in eq. (4.20). The staircase-like
boundary of the domain showing data reflects the discretization of the param-
eter sweep. For comparison, the computed annual average flux increase for
the optimized FFS cloak is summarized in table 4.1, along with the data for
the other cloak designs discussed so far.
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Invisibility structure 〈ζN〉 〈ζR〉
GRIN (polymer core) 0.04 0.07
GRIN (air core) 0.09 0.10
FFS (polymeric) 0.11 0.20
FFS (TiO2, encaps.) 0.11 0.29
Table 4.1: Annual average of the flux increase
computed neglecting partial reflections,
ζN, and including all reflections, ζR, for
several cloak designs. Both calculations
were referenced to a flat layer with refrac-
tive index 1.5 and thickness R2. A contact
finger filling fraction f = 10 % was as-
sumed and the half-width of the region to
hide was R1 = 0.6W.
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Figure 4.25: Calculated annual average relative
flux increase obtained by the FFS cloak for
Karlsruhe conditions, neglecting partial re-
flections. Perfect cloaking for contact fin-
gers covering up to 20 % of the area is found.
Adapted with permission from [136], © 2015
Optical Society of America.
Maximum filling fraction An interesting question about the limitations
of the FFS cloak is how dense the contact finger grid can be made without
impairing perfect cloaking. This aspect was investigated by running ray-
tracing simulations neglecting partial reflections for different f . A polymeric
FFS (n1 = 1.5) was employed to cloak the contact fingers. To change the filling
fraction f = W/P, the finger width W was changed while keeping the period
P constant. The design parameters were chosen the same way as above, i.e.,
R1 = 0.6W = 0.6 f P, R2 = P/2, and y0 = R1 = 0.6 f P. Since y(0) increases
with f , higher filling fractions generally lead to less compact FFS shapes.
The computed annual average flux increase for several filling fractions is
depicted in fig. 4.25 together with the geometric limit given by ζmax = f/1− f .
Again, this limit is only meaningful when considering the special situation
where partial reflections are neglected. For filling fractions up to 20 %, the FFS
cloak achieves perfect cloaking of the contact fingers when averaging over one
calendar year. Increasing the filling fraction beyond this value, the relative flux
increase does not correspond to complete elimination of the finger shadowing
anymore. Nevertheless, addition of the cloak still leads to an appreciable
flux increase as compared to a flat polymer layer. Considering the typical
5 % of area coverage for front metallization in current solar cells, this result
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Figure 4.26: Calculated annual average
relative flux increase (Karlsruhe condi-
tions) for a solar cell ( f = 10 %) with
FFS cloak, encapsulated in a medium
with refractive index n0 = 1.5. Perfect
cloaking is achieved for n1 > 1.8. In-
creasing n1 reduces the overall height
of the cloak (measured from the solar
cell surface, normalized to the contact
finger width W).
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illustrates the large potential of cloaking by dielectric free-form surfaces: By
adding the FFS cloak, the density of the electrode grid could be increased
significantly. Hence, series resistance could be minimized further without
adding any optical losses from shadowing.
Minimum index contrast Another aspect relating to the limitations of
the FFS cloak is the choice of the refractive index of the cloaking layer. As
the working principle of the FFS cloak is based on a refractive interface, a
certain index contrast between the constituting material of the cloak, n1, and
its surrounding, n0, has to be present. As discussed in section 4.3.3, this
aspect is especially important for solar cells that are encapsulated. For a FFS
cloak made of titania (n1 = 2.7), encapsulated in EVA (n0 = 1.5), cloaking
was observed for a large angular range. But what minimum index contrast is
needed to enable perfect cloaking of the contact fingers?
The annual average flux increase for Karlsruhe conditions, 〈ζ〉, again played
the figure of merit in this consideration. 〈ζ〉 was computed for different
refractive indices of the cloaking layer, n0, while keeping the index of the
10W thick encapsulant layer constant. The contact finger filling fraction was
set to an exemplary value of f = 10 %. The design parameters R1 = 0.6W
and R2 = 5W were chosen the same as earlier. y(0), however, was not
kept constant across the simulations for the following reason. According to
eq. (4.21), the minimum and most favorable value for y(0) changes with the
ratio of the refractive indices, n0/n1. For the polymeric FFS cloak surrounded by
air, y(0) = 0.6W was chosen, larger than the optimum y(0) ≈ 0.45W roughly
by a factor 4/3. This resulted in a good compromise between large angle
tolerance and ease of manufacturing of the structure by DLW. Therefore, for
every n1 investigated, the optimum y(0) was calculated following eq. (4.21)
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and multiplied by 4/3 to yield the parameter y(0) used for the design of the
FFS cloak.
Figure 4.26 shows the result of the refractive index sweep. It can be seen
that above a threshold refractive index of 1.8, the FFS cloak hides the contact
fingers completely. At the same time, increasing n1 leads to a reduction of
the overall height of the FFS shape, making the cloak more compact. The
titania FFS cloak discussed in section 4.3.3 exhibits perfect cloaking when its
performance is averaged over the calendar year, because its refractive index
n1 = 2.7 lies well above the threshold value.
4.3.5 Extending the FFS cloak to include bus bars
When designing the FFS for contact finger cloaking, it was argued that the
geometry is effectively two-dimensional, because the spacing of bus bars is
typically much larger than the period of contact fingers. Nevertheless, as long
as the bus bars are not removed entirely, they still contribute to shadowing of
the active area. Apart from this potential practical relevance, it is an interesting
academic question if the design method can be extended to include both bus
bars and contact fingers. This aspect was investigated by Lukas Powalla in
the scope of his Bachelor’s thesis [145], which was done under the author’s
supervision. The results described in the following section are taken from this
thesis.
To derive a FFS cloak for contact fingers only, a spatial mapping between
one-dimensional domains was sufficient, hence we call this situation the 1D
problem in the following. When taking into account bus bars, however, a
mapping between 2D domains is necessary. For a rectangular grid of fingers
and bus bars, the unit cell of the grid geometry is rectangular with an aspect
ratio equal to the ratio of the respective periods. For simplicity, an aspect
ratio of 1:10 was assumed here. Moreover, the relative coverage of the active
area was assumed to be split equally between contact fingers and bus bars.
The filling fractions, i.e., the ratios of their widths to their periods, was set
to 10 %, so that in total f = 19 % of the active area were shadowed by metal.
Neglecting partial reflections, an ideal cloak would therefore increase the flux
to the active area by ζmax ≈ 23.5 %.
The design of the cloak for the 2D problem was done similar to designing
the FFS for contact finger cloaking. Again, the aim was to find a continuous
surface of a homogeneous dielectric with refractive index n = 1.5 that refracts
normally incident light such that it is homogeneously distributed in the region
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between contact fingers and bus bars.
In analogy to eq. (4.13), a defining relation for the surface shape, h(x, z),
was derived. The result was an implicit, non-linear, inhomogeneous partial
differential equation, and no method was found to solve the equation in a
straight-forward way.
As an alternative, h(x, z) was constructed from solutions to the 1D problem
that were computed for the two directions individually. The two FFS shapes
h1(x) and h2(y) were derived by the method described in section 4.2.2. Several
ways of combining the two functions were tested, and the best was found to
be the Pythagorean addition
h(x, z) =
√
c1h21(x) + c2h
2
2(z) (4.43)
with free parameters c1 and c2. The two parameters were optimized via a
genetic algorithm provided by Matlab’s ga function. Two different optimiza-
tion strategies were investigated, corresponding to two different figures of
merit. Both strategies were based on ray-tracing of rays through the FFS
and calculating their intersection points with the solar cell interface. Partial
reflections were neglected for straight-forward interpretation of the results.
The first figure of merit was meant to quantify how well refraction at
the FFS realized the mapping of the ray positions prescribed for normal
incidence. Therefore, for every ray, the distance between the hit point on
the solar cell interface found by ray-tracing and that corresponding to a
homogeneous distribution of the rays in the target region was calculated. The
distance then was averaged across all rays, yielding the average mapping
error. Optimizing this figure of merit using the genetic algorithm yielded a
FFS cloak with good performance at normal incidence. Most importantly, no
ray was found to reach the forbidden region around contact fingers and bus
bars. Furthermore, the average mapping error was around 0.1 % of the bus bar
period, so that the design requirement of homogeneous irradiance on the cell
was fulfilled approximately. Finally, the annual average relative flux increase
caused by the FFS cloak, 〈ζ〉, was computed following the procedure described
in section 4.3.4. In contrast to near-perfect cloaking at normal incidence, 〈ζ〉
was found to be 10.5 % only. This is less than half of the relative flux increase
expected for perfect cloaking, ζmax ≈ 23.5 %.
As an alternative approach, 〈ζ〉 was used as the figure of merit for opti-
mization of the two parameters c1 and c2. Again, cloaking performance was
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Figure 4.27: Angular dependence of the relative flux increase, ζ, caused by the FFS
cloak for contact fingers (extended along x) and bus bars (extended along z) with
total filling fraction f = 19 %. Cloaking of the bus bars is largely tolerant to in-plane
incidence (ψ2 = 0), but cloaking performance drops for out-of-plane directions of
incidence. The FFS shape was optimized (a) to minimize mapping error at normal
incidence and (b) to maximize the annual average relative flux increase. Adapted
from [145].
good for normal incidence, but the annual average flux increase approached
the same value, i.e., 〈ζ〉 = 10.5 %. As a comparison, the performance of a FFS
cloak designed to hide only the bus bars was calculated. At 〈ζ〉 = 10.2 %, its
annual average flux increase was only marginally lower.
The low annual average flux increase found in both cases was traced back
to a much stronger sensitivity of the cloaking performance to variations in
the angle of incidence as compared to the FFS for contact finger cloaking (see
fig. 4.27). For the latter, the invariance along the direction of the contact finger
was an essential ingredient when deriving that cloaking is independent of
the angle of incidence, especially for out-of-plane incidence (see section 4.3.3).
Therefore, as translational invariance is absent in the 2D case, the worse angle
tolerance is understandable.
Apart from the continuous FFS cloak, two more concepts were investigated
for hiding of contact fingers and bus bars. In one approach, a structure
similar to a Fresnel lens was analyzed. The other scheme was based on
generalized refraction at a metasurface. Both approaches, however, provided
worse cloaking performance than the FFS cloak discussed above.
In conclusion, trying to extend the cloaking idea to include bus bars did not
89
4 cloaking contact fingers on solar cells
lead to FFS designs providing significant enhancement over the situation with
translational invariance. Additionally, the overall height of the 2D version is
mainly determined by the period of the bus bars. That means the structure
is approximately ten times as high (due to the 1:10 aspect ratio) as the cloak
only hiding contact fingers. That hinders experimental realization, because
the larger dimensions increase the time needed for printing the master by
DLW significantly. Finally, the one-dimensional contact finger cloak was
demonstrated to provide full relief of the shadowing problem for filling
fractions up to 20 %. Thus, the need for bus bars within the active area
could potentially be eliminated by increasing the density of contact fingers.
For instance, if resistance in the contact fingers was small enough, the bus
bars could be moved to a region of the solar cell where they do not cause
shadowing.
For all these reasons, the FFS cloak based on the one-dimensional coordinate
mapping was applied for the experimental prototyping discussed in the
following section.
4.4 Prototype solar cells with FFS cloaks8
As a next step toward the implementation of contact finger cloaking on real-
world solar cells, contact fingers of a prototype solar cell were cloaked using
the FFS approach.
4.4.1 Solar cell fabrication
The silicon heterojunction (SHJ) solar cells equipped with a FFS cloak and char-
acterized by the author were fabricated by collaborators at Forschungszentrum
Jülich [146]. The structure of the SHJ cell is depicted in fig. 4.28(a). It is based
on a 250 µm thick p-doped crystalline silicon wafer that acts as the absorber.
On both sides of the wafer, buffer layers of intrinsic hydrogenated amorphous
silicon oxide (a-SiOx:H) were deposited via plasma-enhanced chemical vapor
deposition (PECVD). These passivate the surface of the absorber layer to
prevent detrimental recombination of the charger carriers via surface states.
The layer of n-doped hydrogenated micro-crystalline silicon oxide (µc-SiOx:H)
8The results presented in this section have been discussed in one of the author ’s
journal publications [101].
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Figure 4.28: (a) Structure of the SHJ solar cells. Adapted with permission from [146],
© 2012 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. (b) Photograph of a
pristine SHJ solar cell, featuring 18 contact fingers and a central bus bar. A conductive
metal strip is attached to the bus bar to allow for electrical access after adding the
polymer layer containing the cloaking structures.
on the front side creates a built-in field that attracts electrons generated in the
absorber. A layer of heavily p-doped µc-SiOx:H on the backside serves to cre-
ate the back surface field, hindering electrons from reaching the rear contact,
where they could easily recombine. Both layers of µc-SiOx:H were deposited
via PECVD. 70 nm of indium tin oxide (ITO) were sputtered onto both sides to
create transparent conductive layers. At the front side, it additionally served
as an anti-reflective layer: Its thickness was optimized to minimize reflections
at the interface between air and the solar cell at wavelengths around 600 nm.
The back electrode was formed by a 700 nm thick silver layer. On the front
side, the current was extracted through a grid of contact fingers fabricated by
thermal evaporation of silver through a shadow mask. The contact fingers
were 700 nm thick, around W = 64 µm wide, and had a period of P = 1 mm.
To enable straight-forward external electrical contacting, a 1 mm wide bus bar
crossed the contact fingers. A photograph of a typical cell featuring an active
area of 1 cm2 is shown in fig. 4.28(b).
4.4.2 Cloak design & realization
The FFS approach was employed to hide six of the contact fingers on one
side of the bus bar. The cloak was fabricated via the soft-imprinting process
91
4 cloaking contact fingers on solar cells
Figure 4.29: Optical micrograph of a cross-section of the soft-imprinted FFS cloaks on a
solar cell. Visual inhomogeneities are caused by the rough topography resulting from
cleaving the sample.
described in section 3.2, so that it consisted of the polymer OrmoComp. Hence,
for the design of the cloak, a refractive index of n1 = 1.5 was assumed. As
in the transmission experiments (section 4.2.3), R2 was set to the half-period
of the contact fingers and the minimum height y(0) was chosen close to
its minimum possible value. The half-width of the cloaked region, R1, was
increased almost to the finger width to allow for sufficient alignment tolerance.
All in all, the FFS shape was computed using the parameters
n1/n0 = 1.5 ,
R1 = 60 µm ,
R2 = 500 µm ,
y(0) = 60 µm . (4.44)
It was confirmed by ray-tracing calculations that this combination of parame-
ters provided all-angle cloaking for the given geometric contact finger filling
fraction of fg = W/P = 6.4 %. When neglecting partial reflections, the simu-
lated cloaking performance corresponded to an angle-independent relative
flux increase of ζ = ζmax ≈ 6.8 %.
The inverse master structure for soft-imprinting was produced by DLW
on an ITO-covered glass substrate using the 25×/0.8 NA objective and IP-S
photoresist (see section 3.1 and appendix A.1.2). Shell-writing was employed,
with exposure taking place at a speed of 8 cm/s to reduce fabrication time.
Like that, writing of the 6 mm× 4 mm large master structure took close to
22 h. Converting the master into a soft version made of PDMS was a matter of
a day, approximately. The resulting PDMS master was used to imprint the FFS
cloak onto the SHJ solar cell (see section 3.2 and fig. 4.29). The final sample
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was completely covered by polymer, showing the FFS shape at the position
of six contact fingers, and flat everywhere else. As a consequence, the bus
bar itself was not anymore physically accessible after imprinting. Therefore, a
metallic strip was glued to the bus bar as an extension prior to the imprinting
step.
4.4.3 Fabrication challenges
The fabrication protocol quoted above was the result of an optimization
process during which several dozens of samples were produced with varying
parameters and quality. The major challenges encountered while trying to
find the optimum protocol are discussed in this section.
Stitching artifacts The dimensions of the polymer master structure
exceeded the field of view of the 25×/0.8 NA objective used for DLW, which
is limited to 400 µm in diameter. Therefore, it was not possible to scan the
writing laser across the complete structure in a single step and thus expose
it layer by layer. Instead, the overall structure was split into smaller blocks
that fit into the writing field and each of the blocks was exposed layer by layer
on its own. The coarse translation stage of the instrument served to move
between the positions of the blocks. It is a common observation for stitched
structures that visible stitching artifacts form at the block boundaries, most
frequently grooves, bumps, or discontinuities of height. When fabricating the
first FFS master structures, height discontinuities of up to 2 µm were observed.
It was found that these were primarily caused by a tilt of the sample surface of
about 0.1° against the plane in which the coarse translation stage moved. The
tilt angle in turn depended on the position at which the substrate was fixed to
the sample holder during writing. To mitigate the height discontinuities, a
position with a tilt angle below 0.04° was chosen for the final masters.
Moreover, the DLW instrument showed a slight fall-off of the exposure
dose toward the outer parts of the writing field. This can be attributed to the
method by which the writing laser focus is positioned laterally: Displacements
of the focus are achieved by varying the angle at which light is fed into the
objective. Since the objective is optimized for normal incidence, light is focused
less ideal in the outer parts, reducing the effective exposure dose there. This
effect was observed to generate groove-like imperfections at the boundaries
between blocks. Therefore, the dimensions of the individual blocks were
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Figure 4.30: Oblique-view electron micrographs of FFS cloak fabrication steps. (a)
Alumina-coated inverse polymer master showing a well-resolved, but slightly bent tip
(red circle) with an approximate width of 1 µm. Stitching artifacts at block boundaries
(blue circle) correspond to less than 0.5 µm height discontinuity between blocks. (b)
6 µm wide notch in the final FFS cloak after soft-imprinting on a solar cell.
optimized in order to establish a good compromise between short fabrication
time (large blocks) and less pronounced stitching artifacts (small blocks).
Combining the two work-arounds, the height discontinuities between ad-
jacent blocks were reduced to well below 0.5 µm (fig. 4.30(a)). Overall, this
type of fabrication imperfection was not expected to severely impair cloaking
performance of the FFS cloaks since the height discontinuities present only a
limited number of localized deviations from the designed shape.
Hard or soft master? For the first imprints of the FFS cloak onto a
solar cell, the polymeric master made by DLW was used. Before imprinting,
alumina was deposited on the structure to allow for a hydrophobic silanization
with OTS. Like this, the master was hardened and turned anti-adhesive toward
the finished OrmoComp layer. This more direct approach of imprinting has
the obvious advantage to spare the intermediate conversion of the master to a
PDMS replica. However, the direct route was found to be less practical: The
surface functionalization with OTS did not suffice to prevent adhesion between
the master and the OrmoComp structure, supposedly due to mechanical
tensions between the two relatively hard parts. Thus, the master had to be
removed from the imprint in a quite violent procedure. Frequently, that lead
to the formation of cracks or delamination of the OrmoComp layer from the
substrate. Moreover, the master structure itself was damaged easily by the
procedure, requiring to repeat the time-consuming DLW step to fabricate a
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Figure 4.31: (a) Fabrication imperfections considered in ray-tracing simulations including
partial reflections: finite notch width wf, lateral misalignment δx, layer thickness
discrepancy δy. (b) Effect of finite notch width for otherwise ideal FFS cloak. For
angles ψ1 > 35°, no difference in cloak performance was observed.
new master.
In contrast, when using the PDMS version of the master for imprinting, the
master could be removed without applying violent force. Like this, the defects
described above were avoided. A further advantage of this approach was
that—in case the PDMS master got damaged—a new master could be obtained
much quicker, by simply replicating the intermediate structure again. Finally,
the PDMS master was more tolerant to deformations without taking damage
because of its high elasticity. If, for instance, the master was erroneously
approached too far during alignment so that it was pushed into the substrate,
the PDMS stayed intact, whereas the alumina-coated polymer master was
damaged severely.
Finite notch width In section 4.2.3 it was argued that the resolution
of DLW limited the sharpness of the central notch in the FFS cloak. Since
fabrication of the cloaks was based on DLW for the solar cell prototypes as well,
a similar effect was expected. For some parts of the finished cloaks, however,
the central notch was found to be around 6 µm wide (fig. 4.30(b)), i.e., larger
than expected from the resolution when using the 25×/0.8 NA objective for
writing (around 1 µm). This effect was attributed to mechanical damage of the
master structures during replication and imprinting. Both the initial polymer
master and the final PDMS master had the inverse geometry of the desired
FFS cloak, i.e., they featured a sharp tip instead of the notch (fig. 4.30(a)). Due
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to its delicacy, this tip could easily be deformed or even ripped off partially
during removal of the master after replication or imprinting.
A less delicate tip would have resulted if the minimum layer height, y(0),
was chosen higher than the optimum value when designing the FFS cloak.
On the other hand, as discussed in section 4.3.3, this would have lead to a
diminished tolerance of cloaking performance to oblique incidence. Therefore,
y(0) was left at the optimum value. The effect of the finite width of the notch
was studied in ray-tracing simulations including partial reflections. Here, the
height given by the function y(x) was truncated such that a flat region with
finite width wf formed in the central notch of the FFS cloak (fig. 4.31(a)). That
mainly reduced the relative flux increase for near-normal incidence while
having a negligible effect on oblique incidence, even if wf was increased to
20 µm (fig. 4.31(b)). This can be understood from the fact that only for near-
normal incidence rays can reach the notch. At more oblique angles, rays are
instead refracted at the curved FFS.
Lateral alignment Before curing the OrmoComp resist during soft-
imprinting, a proper alignment of the master with respect to the contact
fingers on the solar cell had to be ensured. Lateral alignment was assessed
optically using a stereo microscope. Cross-shaped markers added to the
master structure in the DLW step served as guides. Like this, lateral alignment
accuracies of well below 10 µm were achieved when aligning a single FFS
cloak to a contact finger.
During the initial attempts to cloak several adjacent contact fingers it was
found that the period of the master structure did not fit exactly the period
of the contact fingers, hindering good lateral alignment in all unit cells. This
was attributed to shrinkage through the fabrication process of the master.
Shrinkage was found to occur during the PDMS replication step almost exclu-
sively. The total shrinkage of 1.7 % corresponded to a maximum misalignment
of around 100 µm over six periods of contact fingers, causing a clear drop
of cloaking performance in the unit cell with the worst alignment. Luckily,
shrinkage was reproducible enough to allow for pre-compensation: For the
samples discussed in section 4.4.4, the designed cloak geometry was scaled
up isotropically by a factor 1/1− 0.017 prior to fabrication via DLW. Like this,
the overall lateral misalignment between the notches of the FFS cloaks and the
contact fingers reduced to less than 20 µm. It was confirmed by ray-tracing
simulations that lateral misalignments up to 60 µm did not have any influence
96
4 .4 prototype solar cells with ffs cloaks
Figure 4.32: Simulated effect of layer thickness discrepancy δy. (a) Relative flux increase
caused by the FFS cloak with respect to a flat layer (including partial reflections). The
dashed curve corresponds to the design geometry (δy = 0 µm). For δy < 0, more
light is trapped by total internal reflection in the cloaking layer than for thicker layers,
as illustrated for (b) δy = −40 µm and (c) δy = +40 µm.
on the cloaking performance, even when including partial reflections and
when averaging over the calendar year.
Layer thickness A more critical influence on cloaking performance was
found to have the thickness of the cloaking layer. It was controlled by the
height of a recess in the sample holder onto which the master was pressed
during imprinting (see fig. 3.4). In order to produce polymer layers with a
homogeneous thickness (excluding the region of the FFS itself), it had to be
ensured that solar cell, sample holder, and master were not tilted with respect
to each other. Possible relative tilts were corrected using a goniometer stage
onto which the sample holder with the solar cell was mounted. Like this, the
thickness of the fabricated polymer layer was typically within a ±30 µm range
around the design thickness.
Ray-tracing simulations including partial reflections were run to understand
the effect of the discrepancy of layer thickness, δy, on the angle-dependent
cloaking performance (fig. 4.32(a)). For layers thicker than designed (δy >
0) cloaking performance worsened, as indicated by a lower relative flux
increase at normal incidence and a less favorable tolerance to oblique incidence.
Interestingly, the opposite behavior was found for δy < 0, so a deviation from
the design height in this direction would in fact be beneficial. This effect
can be explained by stronger light-trapping in the cloaking layer for lower
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layer thicknesses (fig. 4.32(b-c)). In the experimental realization, δy must be
larger than −y(0) = −60 µm, because otherwise the tip of the master structure
would penetrate into the substrate during imprinting. In order to avoid this
while allowing for sufficient tolerance, δy = 0 µm was kept as the target value
for imprinting.
4.4.4 Experimental characterization
Three different characterization methods were applied to assess cloaking
quality of the soft-imprinted FFS cloaks on solar cells. All were based on
comparing the optical performance of the solar cell in three distinct situations,
namely
1. before soft-imprinting,
2. after soft-imprinting, when illuminated in the region with cloaked con-
tact fingers,
3. after soft-imprinting, when illuminated in the region with a flat polymer
layer burying the contact fingers.
As discussed in section 4.1, the optical performance of a solar cell manifests in
its short-circuit current density, since Jsc is proportional to the irradiance on
the active area.
For the pristine cell (before soft-imprinting), the contact fingers shadow a
fraction f of the active area, reducing Jsc by a corresponding factor:
Jpristinesc = (1− f ) J0sc . (4.45)
Here, J0sc denotes the short-circuit current density that a hypothetical solar
cell without contact finger shadowing, but otherwise identical optical and
electrical properties would deliver.
Upon adding a polymer layer to the cell with contact fingers, two effects
are expected. Firstly, transmittance from air to the solar cell changes because
impedance matching is changed by the additional layer. This effect can be
characterized by a transmission factor, T. Secondly, light being reflected off of
the contact finger is not inevitably lost for current generation anymore, as it
was for the pristine cell. Instead, it now has the chance to be back-reflected
at the polymer-air interface toward the active area and eventually contribute
to the light-induced current. This effect makes the shadowing caused by
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Figure 4.33: Optical micrograph of SHJ so-
lar cell after soft-imprinting. Left of the
bus bar, six contact fingers are cloaked
by free-form surfaces; the rest of the cell
is covered by a flat polymer layer. The
region of the cloaks appears black in re-
flection because light is refracted away
from the normal direction at the FFS, so
that it cannot be collected by the imaging
objective. The center between adjacent
cloaks appears brighter due to the low
local surface inclination, i.e., negligible
refraction. Colored rectangles mark the
regions where SISC (red), J–V (blue), and
EQE (green) measurements took place
for cloak (solid) and reference (dashed).
Reproduced with permission from [101],
© 2017 WILEY-VCH Verlag GmbH & Co.
KGaA, Weinheim.
the finger appear smaller than implied by its geometrical shape. Hence, it
can be described by an effective or optical filling fraction, feff, of the contact
finger. Both effects are present in a flat polymer layer and in the FFS cloak.
Additionally, the cloak reduces the effective filling fraction even further by
refracting the light away from the contact finger. The short-circuit current
density can therefore be expressed in terms of the effective filling fractions as
Jflatsc = T
(
1− f flateff
)
J0sc , J
cloak
sc = T
(
1− f cloakeff
)
J0sc . (4.46)
The results obtained by the three characterization methods were compared
in terms of a common figure of merit, the relative increase in Jsc that the cloak
caused over a flat polymer layer,
ζ =
Jcloaksc
Jflatsc
− 1 = 1− f
cloak
eff
1− f flateff
− 1 . (4.47)
Like that, the trivial effect of a changed transmittance is excluded from the
discussion. This is considered a fair comparison, since real-world solar cells
are usually encapsulated with materials of refractive indices n ≈ 1.5 anyway.
The characterization methods were applied in regions of different size, as
shown in fig. 4.33 for an exemplary solar cell after soft-imprinting.
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Figure 4.34: (a) Experimental setup for SISC measurements, where monochromatic light
emitted from a helium-neon laser is focused on the surface of the solar cell. (b) Spatial
profile of the short-circuit current generated by the cell upon localized irradiation. I0
is the short-circuit current measured in the middle between two adjacent fingers for
the pristine cell; the averages 〈Isc〉 were calculated over one unit cell. Adapted with
permission from [101], © 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
4.4.4.1 Spatially resolved current generation
In the first experiment for characterization of the cloaking performance, the
short-circuit current upon localized monochromatic illumination of the cell
was measured. The focused illumination was scanned across a contact finger
to obtain a corresponding spatial profile of Isc.
Measurement setup The dedicated setup built to measure spatially re-
solved short-circuit current (SISC) profiles is depicted in fig. 4.34(a). A
continuous-wave helium-neon laser9 with a maximum output power of 4 mW
served as the monochromatic light source at a wavelength of λ = 632.8 nm.
The power was reduced by a combination of a half-wave plate and a Glan-
Thompson polarizer (LP) which was set to transmit light with its electric
field oriented along the z-axis. A silicon pin-type photodiode (PD) served to
9Laser: Coherent 31-2041-00, L1: f1 = 25.4 mm, L2: f2 = 100 mm, objective 10×/0.25 NA:
Olympus 604490 ( f = 18 mm), piezo stage: Piezosystem Jena PX400 and PZ100, L3: f =
100 mm, camera: Sony GigE Vision XCG-5005CR, objective 2×/0.06 NA: Edmund Optics 2×
Mitutoyo compact objective, lock-in amplifier: Stanford Research SR830.
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monitor the laser output power. The laser beam was modulated at a frequency
of 1.1 kHz and expanded by a telescope made of two planoconvex lenses9
(L1, L2) to fill the entrance pupil of the following 10×/0.25 NA objective9.
Like this, the laser light was focused to the solar cell surface. Typical focus
diameters were below 8 µm, as was confirmed by knife-edge measurements
(see section 4.2.3). The cell was mounted to a piezo stage9 allowing computer-
controlled movement in the xy-plane. The surface of the solar cell was imaged
to an intermediate plane by a biconvex lens9 (L3), followed by imaging to a
digital camera9 using a finite-conjugate 2×/0.06 NA objective9. To measure the
short-circuit current generated by the solar cell, it was electrically connected
to a current pre-amplifier at zero bias voltage. Its output voltage was fed
to a lock-in amplifier9 for demodulation and amplification. The resulting
signal was normalized to the current generated by the reference photodiode
to account for variations of the output power of the laser.
Results SISC profiles in the vicinity of the contact finger were recorded for
the pristine cell and along the two paths shown in fig. 4.33 on the processed
cell.
The profiles (fig. 4.34(b)) reveal what effect the contact fingers and the
addition of the cloak has. For the pristine cell, Isc drops to virtually zero
in the central region where the contact finger is located. This finding indi-
cates that the contact finger causes a near-complete shadowing of the active
area. The shadowing effect does not change considerably when adding a
flat polymer layer, as expected. What changes, however, is the short-circuit
current generated in the region without a contact finger, which decreases by
roughly 6 %. The lower Isc is attributed to the anti-reflective performance of
the ITO layer present on the front surface of the solar cell. As discussed in
section 4.4.1, the thickness of the layer was optimized in order to minimize
reflections when the cell was illuminated from air. Since the polymer layer
has a different refractive index than air, the ITO layer is non-optimal in terms
of reduction of reflectance. Thus, reflections at the interface between polymer
and the solar cell increase (fig. 4.37(b)), leading to a reduced short-circuit
current. This effect corresponds to the increase in transmission that was found
in the proof-of-principle transmission experiments when adding the polymer
structures (section 4.2.3). The direction of the effect, however, is reversed
here, because the SHJ solar cell was optimized for operation at air in the
first place. Real-world solar cells are typically encapsulated in materials with
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Figure 4.35: Ray-tracing of a bundle of normally in-
cident rays, illustrating the light-gathering effect
in the central region. Fresnel reflections are only
drawn at the first interface for clarity. The reflected
sub-rays of rays incident at |x| < xc = 0.09P hit the
opposite side of the FFS, where they can be refracted
toward the solar cell. For rays incident further away
from the center, this is not possible.
refractive indices around 1.5, and their anti-reflective layer stack is designed
accordingly. This argument thus once more motivates why it is sensible to
choose the flat polymer layer as the reference situation for quantifying the
cloaking performance.
The Isc profile measured across a cloaked contact finger conforms to that of
the reference situation between contact fingers. In the center, only a narrow
dip indicates the presence of the contact finger. As in the transmission
experiments, the dip is attributed to the finite resolution of the fabrication
method, causing a flattening of the sharp notch of the FFS. Apart from this
glitch, the cell produces the highest current when it is irradiated in the central
region. This effect is attributed to enhanced light-gathering as illustrated in
fig. 4.35. The FFS cloak allows for collection of the Fresnel-reflected portion of
light incident in the central region. The effect is limited to a critical distance
xc around the contact finger. The value found in the ray-tracing simulations,
xc = 0.09P, conforms to the experimental observation. In the experiment,
an increased current was observed for focus positions between −80 µm and
90 µm, corresponding to xc = 0.085P.
For a more quantitative analysis of the cloaking effect, the (effective) contact
finger filling fractions were extracted from the measured Isc profiles for the
three situations according to
f = 1− 〈Isc〉
Isc(x′ = P/2)
. (4.48)
Here, 〈Isc〉 denotes the short-circuit current averaged over one unit cell of the
contact finger grid, and the denominator represents the short-circuit current
measured in the middle between two adjacent contact fingers. Like this, f
measures the relative shadowing that the contact finger causes.
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For the pristine cell, a filling fraction of f = (6.4± 0.7)% was found.10
Upon addition of the flat polymer layer, the filling fraction reduced marginally
to f flateff = (6.1± 0.7)%. In the region where the FFS cloak was employed, the
contact finger was not causing any shadowing anymore, manifesting in an
effective filling fraction close to zero, f cloakeff = (−0.2± 0.7)%. The reduction
of feff when comparing cloak and flat polymer corresponded to a relative
current increase of ζ = (6.7± 1.1)%.
4.4.4.2 Angle-resolved standardized characterization
The second characterization experiment was meant to demonstrate the angle-
dependent cloaking performance under realistic illumination conditions. For
this purpose, current-density–voltage (J–V) characteristics of the solar cell
were measured under illumination in a commercial solar simulator (WXS-90S-
L2 by Wacom, Japan), whose output spectrum was certified to Class AAA. The
results presented in the following were obtained from measurements under
illumination with one sun that were calibrated to an AM1.5 spectrum.
The sample was mounted to a rotation stage, such that the in-plane angle of
incidence ψ1 could be varied. A shadow mask with a rectangular opening was
fixed to the front side of the cell to restrict illumination to a defined area. The
shadow mask was laser-cut from aluminum sheet metal, which was anodized
subsequently to give it a matte black surface finish. This was essential to
avoid spurious reflections on the side of the shadow mask facing the solar cell.
The size of the mask opening was found from calibrated optical micrographs
to be 3.76 mm× 2.70 mm. By aligning the mask as shown in fig. 4.33, the
measurements were spatially averaged over N = 4 adjacent contact fingers.
Note that the length of the illuminated area, l = 3.76 mm, is not an integer
multiple of the period P = 1 mm of the contact fingers. Therefore, the
(effective) filling fraction of the contact fingers is higher by a factor NP/l =
4/3.76 than in a hypothetical measurement where four full finger periods are
illuminated. That reduces the light-induced current by a factor
c =
1− f
1− f NPl
. (4.49)
In both cases, the current density follows from relating the generated current
to the total size of the mask opening. Thus, the measured current density is
10Details on the estimation of the measurement uncertainty can be found in appendix A.3.
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Figure 4.36: Standard solar cell characterization under one sun illumination. (a) J–V
characteristics at normal incidence for the device shown in figs. 4.34 and 4.37(a). Jsc is
7.6 % higher in the cloaked region (blue curve) than in the reference region with flat
polymer (red curve), efficiency increases by 9.9 %. (b) Relative increase in Jsc caused
by the FFS cloak for varying in-plane angles of incidence ψ1, averaged over a batch of
six devices (blue curve). The shading represents the spread (minimum to maximum)
of the measurements. Experimental results agree qualitatively with predictions from
ray-tracing calculations (red dashed curve). Reproduced with permission from [101],
© 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
Table 4.2: Properties of the solar cell as extracted from the J–V characteristics shown in
fig. 4.36(a).
Jsc (mA cm−2) Voc (V) FF (%) η (%)
Cloak 34.8 0.584 76.5 15.5
Flat polymer 32.3 0.579 76.0 14.1
Pristine cell 33.4 0.583 76.9 15.0
also expected to be lower by the factor c than in the hypothetical situation. In
order to enable a direct comparison among all three characterization methods,
the current densities measured here were therefore adjusted by multiplying
them with the correction factor c. Correction was omitted for measurements
in the region with cloaked contact fingers, because the size of the illuminated
area should not influence cloaking quality. In other words, the effective filling
fraction was assumed to be close to zero for the FFS cloak. For the pristine
cell and the reference situation of the flat polymer region, the (effective) filling
fractions f and f flateff obtained from SISC measurements were used to determine
c.
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As for the SISC measurements, J–V characteristics were measured for the
pristine cell and for illumination in the two regions of the processed cell
indicated in fig. 4.33. For each of the three situations, short-circuit current
density Jsc, open-circuit voltage Voc, fill factor FF, and PCE η were extracted
from the J–V curve (table 4.2). At normal incidence (fig. 4.36(a)), the cloak-
induced relative increase in Jsc amounted to ζ = (7.6± 0.5)%, whereas the
efficiency of the cell increased by ζPCE = (9.9± 0.5)%.11 Both FF and Voc did
not change considerably in comparison to the pristine cell. Thus, the addition
of the polymer layer to the cell did not seem to impede its electrical properties.
A set of five additional solar cells were prepared to verify reproducibility of
the cloaking effect. For these cells, similar relative increases in Jsc were found
(fig. A.2), while the increase in PCE was subject to variations. Note, however,
that adding the cloak had a beneficial effect on PCE for all cells. The variations
were attributed to fluctuations of FF and Voc between measurements, which
can be caused by varying quality of the electrical contacting, and fluctuations
of the cell temperature, respectively.
The cloaking performance for oblique incidence was investigated by record-
ing J–V characteristics at in-plane angles of incidence in the range ψ1 ∈
[0°, 80°], measured against the surface normal. The measurement was carried
out for the complete six-device batch, where Jsc was determined for each of the
cells. In order to determine the correction factor c, the respective contact finger
filling fractions were measured via the SISC method. The dependence of the
relative Jsc increase, ζ, on the angle of incidence, averaged over the six-device
batch, is depicted in fig. 4.36(b). It can be seen that ζ shows a qualitative
behavior compatible to ray-tracing calculations including all reflections. For
ψ1 ≤ 60°, ζ stays relatively constant, showing values between 5 % and 8 %. At
higher angle, a steep rise is observed, which can be explained by enhanced
light-gathering (see section 4.3.3). The remaining quantitative discrepancy
between measured and predicted current increase is attributed to remaining
fabrication imperfections, such as surface roughness or a deviation of the FFS
shape from the design. The relatively large spread in ζ, especially for angles
of incidence above 60°, is expected to be caused by variations in the thickness
of the cloaking layer among the six samples.
11Details on the estimation of the measurement uncertainty can be found in appendix A.3.
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Figure 4.37: (a) Measured external quantum efficiency at normal incidence for the three
test scenarios, showing a fairly constant increase in EQE between flat polymer and
cloaked contact fingers. (b) Measured absorptance spectra for a solar cell without
contact fingers (solid curves) and a glass substrate (dashed-dotted curves), before
and after adding a flat OrmoComp polymer layer with similar thickness to that on
the solar cells with cloaked contact fingers. Reproduced with permission from [101],
© 2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
4.4.4.3 Spectrally resolved current generation
In a third characterization measurement, the wavelength-dependence of the
cloaking performance at normal incidence was studied. Here, the EQE of
the solar cell was measured using an experimental setup provided by Bryce
Richard’s group at Institute of Microstructure Technology at KIT. The cell was
illuminated with a modulated monochromatic light source whose wavelength
was swept through the range from 350 nm to 1100 nm in steps of 5 nm. For
each wavelength, the short-circuit current was measured. By relating the
measured wavelength-dependent Isc to that of a reference solar cell with
known EQE, the spectrally resolved EQE for the tested device was obtained.
The region of measurement was restricted to the rectangular region shown
in fig. 4.33 by inserting a mask in the beam path. With the region being
approximately 1 mm× 5 mm in size, the resulting EQE is averaged over five
full periods of contact fingers. No broadband bias light12 was used to obtain
the results shown in the following.
12When using bias light, the cell is illuminated with broadband light of approximately
one sun additionally to the monochromatic light necessary for the actual EQE measurement.
This can be sensible when the cell shows a different behavior upon global and localized
illumination. For the SHJ cells characterized here, no difference between measurements with
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Again, three situations were compared (no polymer, flat polymer, cloak),
where the region with flat polymer served as the reference for the calculation
of the relative EQE increase caused by the cloak. The measured spectrally
resolved EQEs are depicted in fig. 4.37(a). Across the most relevant wavelength
range between 400 nm and 1050 nm, a fairly constant relative increase of the
EQE was found. By weighing the EQE data with the AM1.5 solar spectrum
and averaging, the implied short-circuit current was computed, resulting in
a relative current increase of ζ = (7.6± 0.4)%.13 While both the region with
cloaked fingers and the reference region showed a similar spectral behavior in
terms of their EQE, the EQE behaved somewhat differently for the pristine
cell.
To allow for an understanding of this phenomenon, absorption spectra of a
glass slide and a solar cell without contact fingers, before and after adding a
flat layer of the OrmoComp polymer, were taken. The measurement was done
in a commercial table-top spectrophotometer (Lambda 1050 by PerkinElmer,
USA). The obtained spectra are depicted in fig. 4.37(b). Comparison of the
two measurements at the glass slide (dashed-dotted lines) suggests that the
polymer is highly transparent across the investigated spectral range, except
for wavelengths below 400 nm, where absorption sets in. That explains why
the pristine cell shows higher EQE at these wavelengths. Moreover, absorption
in the polymer can, at least partly, explain the high relative increase in EQE
between the flat polymer and the cloaked region: The average height of the
cloak is lower than that of the region with flat polymer, and—on average—the
cloak does not change direction of light propagation significantly. Therefore,
the optical path length is shorter in the cloak than in the flat layer, mitigating
the effect of absorption for the cloak.
The differences in behavior of EQE in the remaining spectral range can
be understood by comparing the two absorption spectra measured on the
solar cell without contact fingers (solid lines in fig. 4.37(b)). Overall, three
distinct spectral ranges can be identified. For wavelengths between 400 nm
and 470 nm, addition of the polymer layer increases the overall absorption.
This indicates that at these wavelengths, the anti-reflective performance of the
ITO layer is enhanced by the presence of the polymer. The opposite effect
is present in the spectral range from 470 nm to 950 nm. As a result, the cell
shows a reduced EQE in the region with flat polymer. Note that the EQE
and without bias light was found.
13Details on the estimation of the measurement uncertainty can be found in appendix A.3.
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for the cloaked region exceeds that of the pristine cell nevertheless for the
majority of this spectral range.
The fact that EQE is similar for pristine cell and cloaked region around
a wavelength of 650 nm corresponds to the observations made in the SISC
measurements at λ = 632.8 nm. There, pristine cell and cloaked region were
found to deliver similar average short-circuit currents. For wavelengths above
950 nm, no influence of the polymer layer on overall absorption was found.
In conclusion, the cloaked region outperforms the flat polymer region across
the complete spectral range. The detrimental increase in reflectivity caused by
adding a polymer layer to the solar cell is overcompensated by contact finger
cloaking for most wavelengths. Absorption in the ultraviolet could potentially
be reduced by replacing the polymer by a different material. Apart from the
trivial effects discussed above, no wavelength-dependence of the cloaking
performance was found. This is in line with the ray-optical treatment of the
cloaking effect.
In summary, both the GRIN and the FFS approach for cloaking of contact
fingers on solar cells showed their potential for solving the shadowing problem.
Interestingly, the FFS was predicted to show better performance than the GRIN
device, especially at oblique incidence. Near-complete elimination of contact
finger shadowing for all angles of incidence was found experimentally in
a prototype device. This finding, along with the fairly low complexity of
fabrication, makes the FFS cloak a good candidate for further boosting the
efficiency of current real-world solar cells that rely on contact fingers.
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5 Chapter 5Cloaking metal
electrodes on OLEDs1
In this chapter, after giving a brief introduction into the operation of organic light-
emitting diodes, the design of a refractive free-form surface for cloaking of metallic
electrode grids is discussed. Cloaking is demonstrated in a model experiment and on a
top-emitting OLED. The remaining imperfections in cloaking quality are discussed
based on ray-tracing simulations of the structure.
5.1 Operation of OLEDs
Broadly speaking, generation of light in LEDs is the inverse process of what
happens in solar cells. While in the latter, photons are absorbed to create
electron-hole pairs in a semiconducting material, in LEDs, electrons and holes
recombine and create a photon in the process. As for solar cells, the semicon-
ductor can be a solid-state or an organic material. Organic semiconductors
owe their conductivity to the conjugation of the molecule which causes the
electrons participating in pi bonds to be delocalized. For such materials, the
highest occupied molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO) play the role that valence band and conduction band play in
a solid-state semiconductor, respectively.
The simplest device architecture for an OLED is a single layer of an organic
semiconductor that is sandwiched between an anode and a cathode. For the
anode, a conductor with high work function is required so that its Fermi energy
matches the HOMO level. A typical choice is ITO, yielding the additional
1Major parts of the results presented in this chapter have been discussed in one of
the author ’s journal publications [147].
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Figure 5.1: Energy diagram of a
three-layer OLED under external
bias voltage V, high enough to
overcome the built-in potential
ΦBI given by the work function
difference ΦC −ΦA. Charge car-
riers are injected from the elec-
trodes (1), transported to the
emission layer (2) where they
form excitons (3) that decay ra-
diatively (4). Reproduced with
permission from [148], © 2012
WILEY-VCH Verlag GmbH &
Co. KGaA, Weinheim.
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benefit of a transparent anode. In contrast, the cathode is made of low work
function materials such as calcium or aluminum with their Fermi energy close
to the LUMO level of the emitting material.
The difference in the electrode work functions causes a built-in electrostatic
potential, ΦBI, that prevents electrons from leaving the cathode. The potential
can be overcome by applying a negative bias voltage, V, at the cathode, so that
electrons are injected into the LUMO of the organic semiconductor. Likewise,
holes are injected into the HOMO from the anode. When the carriers meet in
the semiconductor layer, they can form an exciton, which eventually decays
into a photon.
While being straight-forward to understand, devices built with a single-layer
architecture have long been believed to be limited to fairly low efficiencies.
One reason for this is that no energetic barrier hinders the electrons from
reaching the anode, where they can recombine without radiating a photon.
This flaw can be alleviated by adding two more organic layers with carefully
chosen electronic properties (see fig. 5.1). The resulting steps in the HOMO
and LUMO levels lead to a confinement of electrons and holes to the emission
layer, boosting the efficiency of exciton formation. Moreover, it is oftentimes
challenging to find an anode material with high enough work function to
allow for efficient injection of holes into the HOMO of the emission layer
directly. In this case, an intermediate hole injection layer with a HOMO level
between that of the emission layer and the work function of the anode can
increase injection efficiency significantly. This is why most OLED devices
under investigation today are based on some variation of this three-layer
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architecture. Their internal quantum efficiencies were shown to approach
100 % [149], corresponding to near-lossless conversion of charge carriers into
photons within the device. Out-coupling of the light can, however, still be a
problem, as will be discussed in chapter 6.
OLEDs are usually fabricated by depositing the layer stack from the gas
phase or from solution onto a glass or plastic substrate. That enables the
cost-efficient production of large-area devices [150, 151] and has lead to wide-
spread commercial application of OLEDs over the last years, most prominently
in displays for consumer products. Moreover, OLEDs have proven to be power-
efficient [152], can be mechanically flexible [153, 154] with tailored shapes
[155], and can be transparent [156, 157].
These beneficial properties can also be exploited when using white-light
OLEDs as large-area sources in lighting applications [158]. In that case, their
mechanical flexibility [159] and the possibility to tune color rendering [160]
can offer new degrees of design freedom. Especially for this application, it is
desirable that the complete emissive area appears homogeneous, i.e., there are
no variations in radiance2 across the device. Achieving radiance homogeneity
can be challenging because of the moderate conductivity of the transparent
anode materials typically used. In devices with emissive areas above few
square centimeters, a part of the externally applied bias voltage can drop at
the resistance of the anode, thereby reducing the voltage available to drive
light generation in the OLED stack. The effect increases with the distance
from the metal contact connecting the anode to the external electric circuit. As
a consequence, the emitted radiance can become inhomogeneous across the
device [31].
Inhomogeneity can be mitigated by adding a grid of metallic electrodes
to the front anode that reduce the series resistance [161–165], much as the
metallic contact fingers on solar cells. For the OLED, the grid causes visible
local variations in radiance by shadowing parts of the emissive area. These
variations may be unwanted when using an OLED as a large-area light source.
2Radiance can be replaced by luminance here and in the following if the influence of
the wavelength-dependent sensitivity of human vision shall be included. We stick with
radiometric quantities to keep the discussion universal.
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Figure 5.2: (a) Imaging of an ob-
ject via an ideal lens at view-
ing angle ψ1. (b) FFS cloak for
grid electrodes with exemplary
ray trajectories corresponding
to paraxial imaging at ψ1 =
0°,−30°,−60°. Adapted with
permission from [147], © 2018
Optical Society of America.
(a)
(b)
5.2 Design of a cloak for electrode grids
For solar cells, a free-form refractive surface proved to be sufficient to hide
contact fingers, so that all incident light was guided around them, unaffected
of the angle of incidence. Can this concept be applied to the inverse problem
as well? Can a similar FFS cloak hide metal electrodes on OLEDs so that they
visually disappear for all viewing directions? Will the OLED with cloaked
metal electrodes exhibit a homogeneous radiance?
In order to derive the requirements for cloaking of metal electrodes on
OLEDs, let us assume that the problem is translationally invariant along the
z-direction, so that electrodes are fully opaque strips with width W that are
arranged with period P. Let us furthermore presume that the electrodes are
positioned close together so that the spatial variation in radiance between
adjacent electrodes is negligible.
The aim of hiding the metal electrodes from being seen can be formalized
by considering imaging with magnification M of an object into an image plane
at distance b from an ideal lens. This situation is sketched in fig. 5.2(a) for two
dimensions for clarity, but the same point can be made in three dimensions.
The object is rotated away from the optical axis by an angle ψ1 around the
z-axis, which determines the viewing direction. Suppose that the object is
an OLED with opaque electrodes. It emits light with a spectral and angular
distribution that is quantified by its spectral radiance,
Lλ(x, θ) ≡ dL(x, θ)dλ . (5.1)
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Cloaking of the electrodes requires that the brightness in the image plane is
perceived as homogeneous, meaning that the spectral irradiance,
Eλ(x′) ≡ dE(x
′)
dλ
, (5.2)
has to be constant with respect to x′.
The spectral irradiance can be related to the spectral radiance in the image
plane, L′λ(x
′, θ′), via eqs. (2.24) and (2.26) as
Eλ(x′) =
∫
ap.
L′λ
(
x′, θ′
)
cos θ′ dθ′ , (5.3)
where integration is carried out over the aperture. If Fresnel reflections are
negligible, radiance is conserved along any ray, as discussed in section 2.3.2.
Therefore, the spectral radiance at a given position x′ in the image plane, L′λ,
can be replaced by the spectral radiance of the object, Lλ, at the corresponding
position x = x′/M. Additionally changing the variable of integration leads to
the relationship3
Eλ(x′) =
1
b
∫
ap.
Lλ(x, θ) cos3 θ′ dxap . (5.4)
Emission of an ideal OLED is Lambertian, i.e., the emitted spectral radiance is
independent of the angle of emission for all wavelengths. As discussed above,
its spatial dependence is solely determined by the shadowing that the metal
electrodes cause. Assuming they are fully opaque, the spectral radiance of
the object becomes Lλ(x, θ) = L0λΘ(|x| −W/2) in the unit cell centered at the
contact finger at x = 0. Here, L0λ is a constant amplitude and Θ denotes the
Heaviside step function. Inserting this result into eq. (5.4), the relationship
Eλ(x′) =
L0λ
b
∫
ap.
Θ(|x′/M| −W/2) cos3 θ′ dxap (5.5)
is found. Without the metal electrode, the Heaviside function would be
absent from eq. (5.5), but apart from that, the relationship would be the same.
Therefore, as expected when using an imaging system, the distribution of
3This equation is the two-dimensional version of the cos4 law that is well-known to
describe the photographic vignetting effect.
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spectral irradiance in the image plane reveals the presence of the electrode
in the object plane. This fact is even more striking when assuming that the
imaging lens has a low numerical aperture, so that the paraxial approximation
cos θ′ ≈ 1 is justified. Then, integration becomes trivial and the irradiance
in the image plane becomes proportional to the object radiance distribution.
As a consequence, a sharp shadow is seen in the image that resembles the
geometry of the metal electrode.
If a dielectric layer with refractive index n1 is added to the OLED, light is
refracted at the newly created interface between dielectric and the surrounding
with refractive index n0. Therefore, the relationship between positions in
object and image plane cannot be described by a simple magnification factor
M anymore. Instead, that relationship is given by a mapping function x(x′)
whose behavior is dictated by the surface shape of the dielectric layer. Again
neglecting Fresnel reflections at all interfaces, we arrive at the expression
Eλ(x′) =
n0L0λ
n1b
∫
ap.
Θ
(∣∣x(x′)∣∣−W/2) cos3 θ′ dxap . (5.6)
The additional factor n0/n1 accounts for the fact that object plane and image
plane are immersed in different media. In that case, basic radiance is the
conservation quantity to be used, as discussed in section 2.3.2. The most
important difference of eq. (5.6) with respect to eq. (5.5), however, is the
occurrence of the mapping function x(x′) in the Heaviside function. The
possibility to tune x(x′) by changing the shape of the dielectric-air interface
enables us to prevent the Heaviside function from evaluating to zero during
integration. Once this is achieved, the metal electrode is invisible in the
image, because eq. (5.6) then takes the form that it would have if no electrode
was present in the first place. In other words, the electrode can be hidden
by refraction at a dielectric-air interface with an appropriate geometry: The
interface shape has to ensure that all rays connecting image plane and object
plane avoid the region of the metal electrode.
For a fixed angle of viewing ψ1, it is sufficient when this requirement
is fulfilled for a certain angular range δθ that depends on the size of the
aperture. If one additionally requires that the electrodes shall be invisible
independent of the direction of viewing, the above requirement has to be met
for the full angular range θ ∈ [−90°, 90°]. Apart from the reversed direction
of propagation of the light rays, that requirement is similar to what was
discussed in the context of cloaking of contact fingers on solar cells. There,
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the free-form surface refracted the incident light in order to avoid the fingers.
Cloaking was shown to be functional for all angles of incidence if the finger
filling fraction was below 20 %.
Therefore, it can be expected that a FFS cloak is suitable for hiding metal
electrodes on OLEDs from being seen from arbitrary directions, as long as
the emission profile of the OLED is Lambertian for all emission wavelengths,
Fresnel reflections are negligible, and the filling fraction of the electrodes is
not too high. Exemplary ray trajectories for such a situation are depicted in
fig. 5.2(b).
5.3 Realization & characterization
The ability of a FFS cloak to conceal electrode grids and homogenize the
appearance of the emitting surface was validated experiments in two different
situations. First, the FFS cloak was applied to an emissive surface with a near-
ideal Lambertian intensity profile to demonstrate the principle of cloaking.
Then, as a next step toward real-world application of the concept, the cloak
was added to an actual top-emitting OLED prototype.
5.3.1 Model experiments
For the initial experiments, glass substrates with a light-scattering coating
(Opal diffusing glass, Edmund Optics, USA) were chosen to model the sur-
face of an OLED. Emission of the OLED was mimicked by illuminating the
substrates from the backside using a white-light source (KL 300 LED, Schott,
Germany). The emission emanating from the diffusive front side was con-
firmed experimentally to show a near-ideal Lambertian intensity profile (see
inset in fig. 5.7(c)). A grid of 50 µm wide, 0.3 µm thick silver lines with a
period of 500 µm was added to the diffusive side of the substrates via aerosol
jet printing [166, 167].4 Subsequently, a polymeric FFS cloak was added for
hiding the silver lines. The FFS shape was computed following the recipe
4The measurement of radiant intensity profiles and the aerosol jet printing were done
by Guillaume Gomard at Light Technology Institute, KIT, and Ralph Eckstein at Innova-
tionLab Heidelberg, respectively. The following addition of the FFS cloak, experimental
characterization, and ray-tracing simulations were carried out by the author.
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Figure 5.3: True-color photograph of the
OLED model under (a) transmission
illumination and (b) diffuse illumina-
tion by roomlight. The central three
metal electrodes are equipped with
an FFS cloak. Adapted with permis-
sion from [147], © 2018 Optical Soci-
ety of America.
described in section 4.2.2, where the design parameters were chosen as
n1/n0 = 1.5 ,
R1 = 50 µm ,
R2 = 250 µm ,
y(0) = 110 µm . (5.7)
As for the FFS cloaks for solar cells, an inverse polymer master was fabricated
via DLW and converted to a softer copy made of PDMS that was finally
used for imprinting the FFS shape into the polymer OrmoComp on the glass
substrate with silver lines. Three of the silver lines were equipped with the
FFS cloak, while the rest of the substrate was covered with a flat polymer
layer.
The finished sample was characterized in a simple setup consisting of the
white-light source for illumination from the backside and a camera (Blackfly
PGE-50A2C-CS, FLIR, Canada) imaging the front surface of the sample. In a
first test, two distinct situations were investigated, corresponding to an OLED
in the on and the off state, respectively. Here, the OLED model was imaged
using a camera objective with a focal length of f = 35 mm (C series fixed focal
length lens, Edmund Optics, USA). Exemplary true-color photographs of the
region around the three cloaked silver lines are depicted in fig. 5.3(a-b). To
model an emitting OLED, backside illumination was switched on (fig. 5.3(a)).
In that situation, the FFS cloak was found to hide the presence of the silver
lines so that no trace of them was seen in the image. After switching off
the backside illumination, the sample was only illuminated diffusively by
the remaining roomlight. A considerable fraction of the light illuminated
the sample from the front side, so that Fresnel reflections at the polymer-air
interface revealed the presence of the cloaking structure (fig. 5.3(b)). Note,
however, that also in this situation no trace of the silver lines themselves was
visible in the image. The two photographs are also a good representation of
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Figure 5.4: Gray-scale photographs of cloaked metal lines at different viewing directions
on back-illuminated OLED model made from light-scattering glass substrates. An
aperture was fixed directly to the front of the sample to suppress stray light. Positive
values of ψ1 indicate that the right side of the sample is closer to the observer than
the left; at positive ψ2 the top is closer than the bottom. Scale bars correspond to
0.5 mm along x (in the sample plane).
the impression of the OLED model when viewed by eye.
In both situations of illumination, no color-dependent effects were observed,
as expected for an optical device operating in the limit of geometrical optics.
Therefore, for the following quantitative analysis, the true-color images were
converted to gray-scale by arithmetically averaging the three color channels.
The resulting gray value of each pixel was taken to be proportional to the
spectrally integrated irradiance at that position in the image plane. Propor-
tionality was confirmed by comparing the gray values to the short-circuit
current generated in a silicon photodiode (S2386-18K, Hamamatsu, Japan)
upon illumination with varying radiant flux.
For the quantitative analysis, the objective for imaging the OLED model was
replaced by a 2×/0.06 NA objective (Mitutoyo compact objective, Edmund
Optics, USA) in order to provide a spatially more limited view with better
resolution. Also, an aperture was added directly in front of the sample surface
to avoid stray light from entering the objective and reducing the image contrast.
Gray-scale photographs such as the ones depicted in fig. 5.4 provided the
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Figure 5.5: Irradiance profiles obtained from
gray-scale images of the sample taken
at different viewing angles. Profiles are
normalized to the irradiance observed
between electrodes in the region with-
out cloak, E0. Uniformity U and homo-
geneity H were measured over the cen-
tral period. In the region without cloak,
U = 8 % and H = 67 % for perpendicular
viewing. Adapted with permission from
[147], © 2018 Optical Society of America.
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basis for further analysis. Both in-plane and out-of-plane angle of viewing (ψ1
and ψ2, respectively) were varied. Practically no effect of ψ2 on the appearance
of the cloaked metal grid was observed (see fig. 5.4(d-f)). This finding is in
line with the argumentation in section 4.3.3, where it was shown analytically
that independence of ψ2 was expected for the FFS cloak for contact fingers on
solar cells. Therefore, the following analysis focuses on the effect of variations
of the in-plane angle of viewing, ψ1.
Spatial profiles of irradiance were extracted from images as those shown
in fig. 5.4(a-c); exemplary profiles for several values of ψ1 are depicted in
fig. 5.5. These were recorded with the transmission illumination switched on,
simulating a light-emitting OLED. Here, the central three periods of electrodes
were equipped with a FFS cloak, while the two outermost periods were buried
under a flat polymer layer. A pronounced dip in irradiance can be seen at the
position of the un-cloaked fingers. The relative depth of the dip is reduced
considerably by adding the FFS cloak, corresponding to strongly reduced
contrast of the shadowing effect.
To quantify these observations, two figures of merit were employed, unifor-
mity U [168] and homogeneity H [169], defined as
U =
min(E)
max(E)
, H = 1− 〈|∆E/∆x
′|〉
〈E〉/〈|∆x′|〉 . (5.8)
Both quantities were computed for the central period of contact fingers. Unifor-
mity is the ratio of minimum and maximum irradiance and therefore describes
the spread of irradiance within the unit cell. Homogeneity, on the other hand,
is computed by averaging the discretized irradiance gradient over the unit
cell; ∆x′ is the pixel size of the camera sensor. Thus, H measures the average
sharpness of features in the irradiance profile. This is a relevant measure
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because human vision is sensitive to brightness gradients [170, 171]. Both
figures of merit approach unity for a homogeneously emitting area without
any electrode shadowing.
For viewing from the direction perpendicular to the sample surface, ir-
radiance at the position of an un-cloaked metal electrode drops to 8 % of
the reference value that was observed between electrodes. This results in
a uniformity of U = 8 % for that region, while homogeneity is H = 67 %
there. For all investigated angles of viewing ψ1 ∈ [−75°, 75°], the cloaked
fingers showed irradiance uniformity above 80 %, and homogeneity above
90 %. Exemplary figures of merit for some viewing angles are summarized in
the table in fig. 5.5.
Note that viewing the sample by eye, despite the imperfections seen in the
quantitative analysis, the cloaked region appeared homogeneously bright and
hardly any effect of oblique viewing directions could be seen.
5.3.2 Discussion of cloaking imperfections
Nevertheless, the source of the imperfections were analyzed numerically to
study under which circumstances the FFS device can achieve ideal cloaking of
the metal grid. For an ideally working cloak, the irradiance should be constant
across the complete unit cell around one of the metal electrodes. Instead,
the experimental profiles showed distinct features, such as a narrow dip in
the center of the unit cell and an increased irradiance in the region around
the center. Moreover, an irradiance offset between the profiles measured for
different viewing angles was observed.
Radiance-based ray-tracing To understand the cause of these imper-
fections, 2D ray-tracing calculations of the unit cell around a metal electrode
were carried out, using the same home-made simulation tool as for the cloak-
ing of contact fingers on solar cells (section 4.3). The difference in terms of
ray-tracing between the two scenarios of an illuminated solar cell and an
emitting OLED are illustrated in fig. 5.6. Here, the simulations include all
partial reflections.
For the solar cell, light enters the simulation region from the top. An
exemplary ray at normal incidence is shown in fig. 5.6(a). It is attributed a
radiant flux δΦ0. Upon hitting an interface, the ray is split into a transmitted
and reflected sub-ray with flux values that are reduced by transmittance
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Figure 5.6: Ray-tracing including partial reflections (a) from top to bottom as for a solar
cell with contact fingers and (b) from bottom to top as for an OLED. Besides the factor
n0/n1, the relative radiance L(x,ψ1)/δL0 carried by the ray equals the relative flux
Φ(x,ψ1)/δΦ0 received by the solar cell in (a), because the red rays do not contribute
to flux and radiance, respectively.
and reflectance coefficients T and R, respectively. For the particular incident
ray shown, two sub-rays reach the surface of the solar cell. Summing up
their radiant fluxes yields the flux Φ(x,ψ1) that the solar cell receives when
illuminated from an angle ψ1 by a ray passing through position x at the top
of the simulation region. In this type of simulations, the figure of merit was
calculated by summing Φ(x,ψ1) over all positions x, yielding the total flux
received by the cell when illuminated with parallel light from a certain angle
ψ1.
In the case of an OLED, it was the aim to simulate the irradiance profile on
a screen that results from imaging the sample. The paraxial approximation
cos θ′ ≈ 1 was applied, because the objective used for imaging had a low
numerical aperture of NA = 0.06. As discussed in section 5.2, the irradiance
distribution on the screen is then simply proportional to the radiance dis-
tribution L(x,ψ1) that the object emits toward the angle ψ1. The radiance
distribution was calculated at the top of the simulation region. Calculation of
the radiance value for an exemplary position x and angle of emission ψ1 = 0°
(i.e. normal viewing) is illustrated in fig. 5.6(b).
In contrast to the solar cell simulations, the rays now were attributed a
radiance δL0 instead of a radiant flux δΦ0. Like this, the radiance L(x,ψ1) of
the ray leaving the simulation region at angle ψ1 and position x could be found
by summing the radiances of the sub-rays contributing to it. At the interface
between the two media, the law of conservation of basic radiance—modified
by transmittance and reflectance factors to account for Fresnel reflections—was
applied. Apart from a factor n0/n1, the relative flux Φ/δΦ0 found in the solar cell
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Figure 5.7: Irradiance profiles of one
metal electrode with FFS cloak at dif-
ferent in-plane viewing angles ψ1, sim-
ulated for (a) ideal and (b) non-ideal
Lambertian emission, and (c) calcu-
lated from photographs of the back-
illuminated sample. The irradiance off-
set between curves and the overall irra-
diance gradient observed in the experi-
mental data is reproduced in the sim-
ulation of non-ideal Lambertian emis-
sion. Insets show the corresponding
(b) simulated and (c) measured angu-
lar profiles of radiant intensity. All pro-
files are normalized to the irradiance in
the center between adjacent contact fin-
gers (at x = ±0.5P) for perpendicular
viewing, E0. Adapted with permission
from [147], © 2018 Optical Society of
America.
simulation equals the relative radiance L/δL0 found in the OLED simulation.
At first sight, this result is rather surprising, because the two situations are
not exact time-reversed copies of each other. For both situations, one sub-ray
is present that is absent in the other situation (red rays in fig. 5.6). But these
rays do not contribute to the final flux and radiance, respectively, because they
do not leave the medium that the initial rays were launched in.
In conclusion, the same algorithm as for simulations of light incident toward
a solar cell could be used to find the radiance distribution for an emitting
OLED with FFS cloak. For the simulations, the refractive index of the substrate
(gray region in fig. 5.6) was set to equal that of the cloaking layer, n1 = 1.5.
Thus, no reflections occurred at the polymer-substrate interface. This should be
a reasonable approximation of the experimental setting, because the refractive
index of OrmoComp is close to that of the glass substrate. The radiance-
based simulation approach was validated by comparing the results to those
obtained when simulating the experimental situation in a commercial 3D ray-
tracing software employing a Monte-Carlo approach (see appendix A.4). Good
agreement was found, and the 2D radiance-based approach was selected as
the method of choice for the simulations presented in the following. By design
of the method, shot noise is absent, resulting in much shorter computation
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times than for the Monte-Carlo approach.
Imperfections in cloaking The irradiance profiles resulting from the
simulations of an emitter with an ideal Lambertian intensity profile are de-
picted in fig. 5.7(a). The profiles show a deviation from the behavior that is
expected by design, namely a constant irradiance across the complete period.
These discrepancies are caused entirely by Fresnel reflections that were not
taken into account when designing the FFS cloak.
When viewing the sample from the normal direction (blue curve), irradiance
is increased above the reference level in the central region. A similar effect
was observed in the spatially resolved measurements of short-circuit current
(SISC) discussed in section 4.4.4.1. There, the central Isc bump was attributed
to an enhanced light-gathering in the central region, as illustrated in fig. 4.35.
For the emitting OLED, the inverse version of that effect is what causes the
central irradiance increase. It can be understood by reversing the direction
of light propagation in fig. 4.35. In the central region, rays traveling from
the FFS toward the camera carry the radiance of two contributing sub-rays in
the central region, but only carry that of a single sub-ray in the region with
x > xc.
For viewing from oblique angles, a second feature can be identified in
the irradiance profiles, namely a sharp drop of irradiance close to x = 0,
accompanied by a positive gradient at positive x. While the effect becomes
stronger with increasing angle of viewing, the left half of the unit cell does
not show this effect at all. This behavior can be understood by considering
the angles at which light rays cross the polymer-air interface. For instance,
consider the rightmost bundle of rays and the electrode left of it depicted
in fig. 5.2. The rays closest to the electrode hit the FFS at the highest angles
toward the surface normal, so that Fresnel reflectance is high. A considerable
portion of the light is reflected back toward the emitting region, so that it
cannot contribute to the irradiance observed in the image of the sample. Rays
emitted further away from the electrode traverse the polymer-air interface at
directions closer to the interface normal, so that Fresnel reflectance is reduced.
Translating this argumentation to a unit cell that is centered to the metal
electrode, the rays hitting the FFS close to the interface normal are those
emitted from the left half of the unit cell.
As these imperfections in cloaking quality are solely caused by Fresnel
reflections at the polymer-air interface, they could in principle be overcome by
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applying some kind of anti-reflection layer. For instance, moth-eye structures
could be suited to provide broadband reduction of reflections along with a
wide angle tolerance [172–175].
The measured irradiance profiles depicted in fig. 5.7(c) were extracted
from images similar to those shown in fig. 5.4. The profiles do not agree
very well to the simulation of an ideal Lambertian emitter (fig. 5.7(a)). Most
prominently, an irradiance offset between the curves for the different viewing
angles and a negative irradiance gradient for oblique viewing are present.
Moreover, a narrow dip is seen close to x = 0, similar to that seen in the
SISC results. As for the solar cell measurements, this dip is attributed to
the finite width of the notch of the FFS caused by fabrication imperfections.
Offset and negative gradient, however, cannot be understood by comparison
with the contact finger cloaks for solar cells. In fact, the ray-tracing results
shown in fig. 5.7(b) suggest that deviations of the emission from an ideal
Lambertian intensity profile can be the cause. In order to obtain the profiles
shown, an intensity profile of the form I(θ) = I0 (0.75+ 0.25 cos θ) cos θ was
simulated. To achieve this, the angle of emission θ was taken into account
when assigning a radiance to the constituting sub-rays, i.e., δL0 (as shown in
fig. 5.6) was replaced by δL0 (0.75+ 0.25 cos θ). This modification lead to a
slight change of the intensity profile (inset in fig. 5.7(b)), but introduced both
the experimentally observed offset and a negative gradient into the simulated
irradiance profiles.
Measurements of the intensity profile emerging from the glass substrate
when illuminated from the back confirmed that emission had a near-ideal
Lambertian profile (inset in fig. 5.7(c)). Taking into account the measurement
uncertainty, both simulated situations, i.e., ideal and non-ideal Lambertian
emission, were compatible with the measured data. Therefore, it was con-
cluded that it is a deviation from ideal Lambertian emission that caused the
offset and negative gradient in the measured irradiance profiles.
5.3.3 OLEDs with metal fingers
As a next step toward real-world application, the FFS cloak was applied to
a top-emitting OLED prototype. The OLED had an emissive area of few
cm2 only, so that it did not require a metallic grid to enable homogeneous
emission across the complete area. Therefore, an electrode grid was mimicked
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Figure 5.8: True-color photographs of cloaked metal lines at different in-plane viewing
angles on an actual top-emitting OLED. The dependence of the emitted spectral radi-
ance on the emission angle results in an inhomogeneous appearance with variations
in perceived brightness and color. Positive values of ψ1 indicate that the right side
of the sample is closer to the observer than the left. Scale bars correspond to 0.5 mm
along x (in the sample plane).
by adding silver lines via aerosol jet printing.5 They had the same dimensions
as for the model OLEDs, so that a FFS cloak with the same design parameters
could be employed for hiding them. Photographs of the region with cloaked
silver lines were recorded at several viewing angles; exemplary ones are
depicted in fig. 5.8.
It can be seen that in the region with FFS cloak, no shadow is caused by the
silver fingers. That means as expected, the light ending up in the image of
the sample is only collected in the region between the fingers. In that sense,
cloaking is still functional.
The spectral irradiance in the image, however, is strongly inhomogeneous
across the cloaked region, resulting in variations of perceived brightness and
color. At perpendicular viewing for instance, the region above the contact
fingers has a bright yellowish appearance, while the rest of the OLED has a
dimmer greenish look.
Brightness inhomogeneity Before discussing the origin for the inhomo-
geneity in color, let us first focus on the cause for the variations in (spectrally
integrated) irradiance. These variations cannot be caused by Fresnel reflections
at the polymer-air interface alone: Since the same FFS shape was used as
for the model OLEDs, reflections at the polymer-air interface should have a
comparable strength. Thus, they should cause variations of irradiance in the
5Again, aerosol jet printing was carried out by Ralph Eckstein at InnovationLab Heidel-
berg.
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Ag anode (200 nm)
HIL (195 nm)
Blue emitter (10 nm)
Red/green emitter (20 nm)
EIL (65 nm)
AgMg cathode (14 nm)
CGL (98 nm)
Ag (350 nm)
Glass substrate
Figure 5.9: Layer stack of the OLEDs processed on a glass
substrate, comprising red/green and blue emitters separated
by a charge generation layer (CGL), sandwiched between
a hole injection layer (HIL) and an electron injection layer
(EIL). Note the silver-magnesium cathode is thin enough to
be transparent, while the anode layer is highly reflective.
range of a few percents only, much weaker than the observed inhomogeneity.
Instead, the variation of irradiance is attributed to an aspect that was not
considered in the design of the cloak and that was not present in the OLED
models: The OLED shows a relatively high specular reflectance, whereas for
the OLED models, reflectance at the interface between glass and the cloaking
layer was negligible. Therefore, when considering the actual OLED, light can
be guided in the polymer layer by specular reflection at the OLED-polymer
interface and total internal reflection at the polymer-air interface. As a conse-
quence, light initially emitted in adjacent unit cells can efficiently reach the
one that is imaged and be refracted toward the camera. Like this, more light
can contribute to the irradiance seen in the image. This effect, however, can
only occur when light travels along directions with a large x-component in the
polymer layer, enabling total internal reflection. For perpendicular viewing
(fig. 5.8(a)), the effect of increased irradiance is therefore limited to the central
region, where the FFS shows the strongest surface inclination. Due to the
high inclination, rays traveling along directions with large x-component can
be refracted toward the camera.
When viewing the OLED at ψ1 = 60° (fig. 5.8(c)), the same light-guiding
effect furthermore causes the region of the left FFS to appear brighter than
the other two: In the flat polymer layer to the left, light is efficiently guided
by the process just discussed. A large portion of this light is refracted toward
the camera by the first FFS it encounters, making it appear brighter. Indeed,
when the viewing angle was changed to ψ1 = −60°, it was the right FFS that
appeared brightest.
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Color inhomogeneity The observed inhomogeneity in color is attributed
to the fact that the spectrum of emission of the OLED depends on the emission
angle. Put more formally, this corresponds to an angle dependence of the
spectral radiance, contradicting the ideal Lambertian nature assumed when
designing the FFS cloak in section 5.2. The effect of this angle dependence can
be seen in the photographs (fig. 5.8) in the region without FFS cloak. Here,
where the OLED was only covered by a flat polymer layer, the emitted color
changed depending on the viewing angle. While for normal viewing, this
region appeared green, it had a purple tint when viewed at ψ1 = 60°. This
fact can be understood when considering the layer stack of the OLED (fig. 5.9).
It comprises organic layers that emit at red, green, and blue wavelengths. The
emissive layers are sandwiched between several additional layers with sub-
wavelength thicknesses. Therefore, the overall stack can act as a Fabry–Perot
filter whose transmitted spectrum depends on the direction at which light is
emitted from the OLED.
In the cloaked region, this effect caused an inhomogeneity in color. By
design, light ending up in the camera at a given viewing angle ψ1 has been
collected by the FFS cloak from a range of emission angles. Particularly in the
region close to the contact finger, where the inclination of the FFS is highest,
light emitted at oblique angles dominates. This leads to a color shift towards
longer wavelengths in that region, as most prominently observed in fig. 5.8(b).
In order to mitigate both effects, a scattering layer could be added to the
OLED. Like this, specular reflections at the OLED-polymer interface would
be reduced, so that the guiding effect would be mitigated. Moreover, the
presence of scatterers has been shown to stabilize the emitted spectrum when
viewing the device from varying directions [176].
All in all, a similar FFS cloak as for hiding contact fingers on solar cells
proved to be suited for concealing metal grids on light sources within certain
limits. An emitter with metal grid exhibiting a near-ideal Lambertian intensity
distribution showed a nearly-perfectly homogeneous brightness after adding
the FFS cloak for a large range of viewing directions. For an actual top-
emitting OLED suffering from pronounced optical cavity effects, however,
the presence of the cloak lead to strong spatial variations of the color of
emission. Thus, the application of this approach is limited to OLEDs that
provide near-ideal Lambertian emission for the complete spectral range of
interest.
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Chapter 6
All-angle
light-extraction for
LEDs1
In this chapter, the design of a graded-refractive-index light-extraction structure
for (O)LEDs is presented. Its omniangle single-pass unity extraction efficiency is
demonstrated in ray-tracing simulations. The influence of the extractor on the angular
distribution of the emitted intensity is investigated as well as the effect of different
modifications to the extractor design.
6.1 Extraction challenges for (O)LEDs
LEDs are optoelectronic devices with the inverse functionality of solar cells.
Therefore, their efficiency can be quantified in a similar manner. The ultimate
figure quantifying their performance is the EQE, i.e., the ratio of generated
photons and injected charge carriers. EQE can be expressed as a product of
the internal quantum efficiency (IQE) and the extraction efficiency, ηex:
EQE = ηex · IQE . (6.1)
While IQE quantifies how efficiently charge carriers are converted into photons
within the LED, extraction efficiency describes what fraction of the generated
photons are coupled out to free space. By careful optimization of their
electrical properties, near-unity IQE has been obtained for organic [149] and
solid-state [178] LEDs.
1The results presented in this chapter have been discussed in one of the author ’s
journal publications [177].
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Figure 6.1: Schematic layer stacks of (a) top-emitting and (b) bottom-emitting OLED, and
(c) of a top-emitting solid-state LED with a multi-quantum-well (MQW) architecture.
Extraction of the generated light is hindered by waveguiding in the TCO-organic
layers (a,b), by total internal reflection in the substrate (b) or in the semiconductor
layers (c).
For both types of devices, however, optimization of light extraction is still
subject to intense research [30]. The most prominent mechanisms leading
to a reduced extraction efficiency can be understood by considering the
typical (O)LED device structures depicted in fig. 6.1. In organic LEDs, light
is generated in a layer stack made of organic semiconductors that is usually
sandwiched between a transparent conductive oxide (TCO) layer and a metal
electrode. Both the organic stack and the TCO typically exhibit a similar
refractive index around 1.8. Depending on the sequence of layer depositions,
the light generated in the final device is emitted away from the substrate ("top-
emitting") or through the substrate ("bottom-emitting"). In both variants, light
can form guided modes in the TCO-organic layer stack, as it has a combined
thickness comparable to the wavelength of the emitted light. Due to the high
index contrast between the TCO-organic stack and air as the surrounding
material, waveguiding can be fairly efficient in top-emitting OLEDs, lowering
the extraction efficiency significantly. For bottom-emitting OLEDs, the effect is
mitigated due to the reduced index contrast, but instead light can be trapped
in the substrate via total internal reflection at the substrate-air interface.
Depending on the thickness of the emitter layer, the formation of surface
plasmons at the metal interface can constitute a further loss mechanism. In
combination, the three effects can lead to reductions of efficiency by more
than 60 %, for both top- and bottom-emitting architectures [29, 148, 179].
Figure 6.1(c) shows the schematic structure of a solid-state LED made from
gallium nitride. Light is emitted from the active region comprising several
periods of InGaN/GaN quantum wells that is sandwiched between p- and
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n-doped GaN layers. Due to the high refractive index of GaN, only light
emitted to a cone with an opening angle of 24° around the normal direction is
coupled out to free space, while a large fraction of the light is trapped in the
GaN layers by total internal reflection.
Despite the different architectures, Fresnel reflections (particularly total
internal reflections) at the air-facing surface of the LEDs thus present a major
contribution to low extraction efficiencies. Several approaches to mitigate
Fresnel reflections have been studied in the literature. For instance, macro-
scopic hemisphere lenses, so-called macro-extractors, can be added to the LED
to suppress total internal reflection [180, 181]. These are several orders of
magnitude thicker than the LED stack, rendering the approach impractical for
pixelated LEDs with small emissive areas, for instance. Arrays of microlenses
can provide a more compact alternative [182, 183], but they leave unpatterned
regions between adjacent lenses. Moreover, cross-coupling between lenses can
redirect light toward the LED stack. This is unfavorable especially for OLEDs,
since only 70 % to 90 % of the light is reflected by the stack, while the rest
is absorbed. Therefore, extraction schemes involving multiple passes of the
light through the LED stack cannot achieve unity extraction efficiency [184].
GRIN structures that gradually adapt the refractive index between substrate
and air have also been investigated [185, 186], but none of them completely
eliminated Fresnel reflections to enable single-pass and omniangle extraction.
In order to extract light guided in the LED stack, the application of (quasi-
)periodic [174, 187–189] and random [190–192] scattering structures has been
investigated. Periodic structures have been shown to achieve good extraction
efficiencies. Since they are based on diffraction, however, the efficiency of
this scheme is inherently wavelength- and direction-dependent. While light
extraction via random scatterers can be broadband and fairly efficient [180],
this approach does not enable single-pass extraction.
6.2 Design of a GRIN extractor
In this work, a GRIN structure that eliminates Fresnel reflections at an interface
entirely, including total internal reflection, was designed. Such an extractor
structure can for instance be added to the glass substrate of a bottom-emitting
LED, where it enables complete outcoupling of substrate modes. Alternatively,
the device can be placed onto the transparent anode of a top-emitting LED.
In this configuration, the extractor promotes outcoupling of modes guided
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in the LED stack that leak into the extractor region. The working principle
of the extractor is equivalent in both situtations, as it is solely based on
complete suppression of Fresnel reflections at an interface between materials
of different refractive index. As an example, we consider coupling between
a homogeneous isotropic dielectric with refractive index n0 = 1.8 and air
(n1 = 1) in the following. In this case, n0 is close to that of ITO at λ ≈ 600 nm,
which is a common material choice for LED top anodes.
The geometry is taken to be translationally invariant, so that the extractor
structure can be designed in two spatial dimensions. Moreover, the exit facet
of the LED (width w0) is assumed to be large enough to justify a ray-optical
treatment. As long as this constraint is satisfied, the resulting extractor struc-
ture can be scaled isotropically without changing its performance. That means
the device can be applied to the emissive area between opaque interconnection
lines in pixelated LEDs as well as to a large-area OLEDs, for instance.
To design the extractor structure, we recall that a change in refractive index
corresponds to an opposite change in the extension of physical space, as
long as optical path length is conserved (see section 2.1). Therefore, physical
space in a homogeneous isotropic dielectric with refractive index n0 > n1
appears compressed with respect to space in the low-index region. An abrupt
interface between the two media therefore presents a metric discontinuity—
corresponding to a mismatch of the wave impedance—at which Fresnel reflec-
tions occur [193]. Vice versa, reflections are eliminated if metric discontinuities
are absent. This can be achieved by employing a GRIN distribution that
mimics a smooth transition between the two spaces. As the transition from n0
to n1 corresponds to an expansion of space (compensated by the decreasing
refractive index), the ratio of the widths of entrance and exit facet of the
extractor is bound to be w0/w1 = n1/n0.
The GRIN distribution featuring metric continuity was found by optical
conformal mapping (section 2.1.2). Obviously, no Fresnel reflections occur
within a homogeneous medium, i.e., it corresponds to a space free of metric
discontinuities. Therefore, a rectangular semi-infinite strip of a homogeneous
medium with refractive index n0 = 1.8 was chosen as the starting point for
the transformation. It was conformally mapped to a semi-finite polygon as
depicted in fig. 6.2. The target polygon was obtained from the rectangular
strip by linearly expanding its width in a transition region. The ratio of
widths w0 and w1 were chosen to reflect the ratio of refractive indices. As
for the GRIN cloak for contact fingers on solar cells, the conformal map was
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Figure 6.2: Design of a reflection-
less extractor by SC mapping
from a semi-infinite strip of a ho-
mogeneous medium to a semi-
infinite polygon. No absolute
lengths are given, because the
performance of the structure is
invariant upon isotropic scal-
ing. Reproduced with permis-
sion from [177], © 2015 Optical
Society of America.
found numerically using the SC toolbox for Matlab [55]. As expected, the
transformed coordinate lines do not show discontinuities and the refractive
index derived from the mapping continuously transforms from n0 = 1.8 at
the entrance to n1 = 1 at the exit facet of the extractor.
Strictly, the SC mapping transforms all space since it is conformal. The
GRIN distribution therefore has to be truncated spatially in order to obtain an
extractor design with finite dimensions. As a consequence, the refractive index
along entrance and exit facets shows variations, whose severity depends on
how far away from the transition region the distribution has been truncated.
Here, the length of the device was chosen such that the variation of refractive
index along the entrance and exit facet was well below 0.1 % of the design
value of n0 = 1.8 and n1 = 1, respectively.
Another design parameter is the length of the transition region. The smaller
it is, the sharper are the corners of the polygon (A, B in fig. 6.2). Sharp
corners imply a strong deformation of the coordinate grid, which leads to the
formation of an extended region in the vicinity of the corner with extreme
refractive indices. In contrast, if the transition region is made very long, the
requirement for an extreme index is limited to the immediate surrounding of
the corner.2 This benefit toward experimental realization, however, comes at
the cost of geometric compactness. The design analyzed in the following had
a transition region with a 20° slope with respect to the x-axis; this situation
was found to provide a good compromise.
2Extreme values never vanish completely from the refractive-index distribution, because
the SC mapping function either diverges or approaches zero at the positions of the vertices.
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Figure 6.3: Exemplary ray trajectories in the extractor for a launch angle of ψ = 40° for
(a) the full refractive-index distribution without and (b) with geodesic truncation. (c)
Extractor with the refractive index truncated to the interval n ∈ [1, 1.8] without and
(d) with additional geodesic truncation. The color scale is saturated between n = 0.5
and n = 2.5 for visibility. Reproduced from [177], © 2015 Optical Society of America.
Apart from the full extractor design resulting from the conformal mapping,
several post-modified versions were analyzed numerically using the ray-
tracing tool described in section 3.4. For the simulations it was assumed that
the GRIN distribution was realized by an absorption-free dielectric. Moreover,
the boundaries of the high-index part of the extractor were set to be perfect
reflectors in order to confine the light to the extractor until it had passed the
transition region.
Exemplary ray trajectories for four different extractor configurations are
shown in fig. 6.3. Here, all rays were launched at an angle ψ = 40° at the
entrance facet of the extractor. Without the GRIN device, light propagating at
this angle could not escape the high-index material. At a refractive index of
n0 = 1.8, total internal reflection occurs at angles above 33°.
For the unmodified extractor (fig. 6.3(a)), all rays exit from the low-index
region at angles close to ±40°. The trajectories also show that light is more
spatially spread at the exit facet. This is expected for a device that expands
optical space as light travels from the entrance toward the exit facet. Reflections
at the boundaries of the extractor can lead to flips of the sign of the exit angle.
The sign is irrelevant in practice as long as the input intensity profile is
symmetric about ψ = 0°. All in all, the full GRIN design provides the target
functionality of reflectionless light extraction. Moreover, it preserves the
132
6 .2 design of a grin extractor
absolute value of the launch angle. A downside of this design, however, is
that it relies on extreme refractive indices, which might impede practical
realization using lossless dielectric materials.
Extreme indices are not required for efficient light-extraction per se, but
their occurrence is rather a consequence of the choice of spatial transformation.
Luckily, extreme index values are concentrated to the vicinity of the corners
of the polygon, i.e., they do not occur in the central region. Therefore, they
can be avoided by truncating the width of the extractor. In fig. 6.3(b), the
GRIN distribution was truncated along a coordinate line corresponding to
the y-direction in virtual space, called a vertical geodesic in the following. The
boundary was set to be a perfect reflector to avoid light from escaping the
truncated extractor. Like that, the only remaining boundary for coupling
to the surrounding air was the top exit facet. Whenever light is reflected
off of one of the geodesic mirrors, the component of velocity parallel to the
geodesic is conserved. In other words, the angle of propagation with respect
to the local surface normal only flips its sign. As the absolute value of the
propagation angle is conserved while traveling through the GRIN distribution,
such a reflection can only change the sign of the angle at which light leaves
the extractor.
Note that the position of the geodesic mirrors influences the range of refrac-
tive indices needed: The closer the mirrors are put together, the larger is the
excluded region in the vicinity of the polygon corners. As a consequence, a
narrower range of refractive indices suffices to realize the remaining structure.
Moreover, the ratio of entrance and exit facet (as defined by the geodesic
mirrors) is not changed by geodesic truncation. Their absolute widths, how-
ever, are reduced. In order to provide an entrance facet of the same width
as the unmodified structure, the design with geodesic mirrors was scaled up
isotropically. That makes the device slightly less compact compared to the full
structure.
It might seem artificial to first calculate the refractive-index distribution for
a polygon-shaped extractor, calculate the geodesics, and then post-modify the
structure by geodesic truncation to find an extractor with smooth boundaries.
Indeed, it would be possible as well to start by mapping the rectangular
virtual space to a physical domain with some sort of smooth boundaries
and compute the index distribution directly. Finding a conformal mapping
function, however, can be challenging in that case, whereas it is straight-
forward when mapping to a polygon-shaped physical domain.
A more radical approach to avoid extreme refractive indices is demonstrated
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in fig. 6.3(c), where n was truncated to the interval n ∈ [1, 1.8]. At the shown
launch angle of ψ = 40°, extraction is still functional, but angles are no longer
preserved. Instead, the exit angles vary among rays and their absolute value
tends to be larger than for the extractor designs without index truncation.
Combining the two modifications of index and geodesic truncation, angle-
preservation is improved (fig. 6.3(d)). This can be understood because geodesic
truncation now excludes the regions affected most by index truncation. In fact,
the smaller the distance between the geodesic mirrors, the more exactly |ψ| is
preserved along the extractor. This can be used to tune the behavior of the
index-truncated device: For a small enough spacing of the geodesic mirrors,
the extractor behaves exactly as the one in fig. 6.3(b); for larger spacings, the
behavior approaches that of the index-truncated device without additional
geodesic truncation.
6.3 Quantitative analysis of extraction performance
Apart from the qualitative analysis described above, the extraction perfor-
mance was assessed quantitatively, again via ray-tracing simulations. The
numerical treatment required spatial and angular discretization: launch angles
in the interval ψ ∈ [0°, 88°] were simulated with a discretization of ∆ψ = 0.5°,
and for each of the angular bins, Nx = 500 rays were launched spread equidis-
tantly across the entrance of the extractor. Like this, the simulated intensity
distribution represents the spatial average across the entrance facet of the
extractor. Each of the launched rays was assigned a radiant flux δΦ(ψ), whose
value followed from a prescribed intensity distribution at the entrance, Iin(ψ)
as
δΦ(ψ) =
Φin(ψ)
Nx
=
Iin(ψ)∆ψ
Nx
. (6.2)
Here, Φin(ψ) denotes the radiant flux launched at an angle ψ according to the
intensity distribution.
6.3.1 Extraction efficiency
In order to quantify the efficiency of light extraction in dependence of the
launch angle ψ, the extraction efficiency η was calculated as
η(ψ) =
Φout(ψ)
Φin(ψ)
=
Nx,out(ψ)
Nx
, (6.3)
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Figure 6.4: Extraction efficiency as a function of the launch angle from the LED stack
for different extractor configurations: full refractive-index distribution as obtained
from SC mapping (blue) without (solid) and with geodesic truncation (dotted); index-
truncated version (red) without (solid) and with geodesic truncation (dotted) and
with periodic boundaries (dashed). The dashed-dotted black curve corresponds to
the polarization-averaged Fresnel transmittance through the interface between media
with n0 = 1.8 and n1 = 1. Adapted with permission from [177], © 2015 Optical
Society of America.
where Φout(ψ) is the flux reaching the exit of the extractor when light was
launched at an angle ψ. Nx,out(ψ) is the corresponding number of rays, so
that Φout(ψ) = Nx,out(ψ)δΦ(ψ).
The simulated angle-dependent extraction efficiency is depicted in fig. 6.4
for the four configurations discussed above and additionally for the index-
truncated extractor with periodic boundaries. For all configurations, extraction
is significantly better than for a flat interface between the two media underly-
ing Fresnel back-reflection. At launch angles below 25° toward the interface
normal, all GRIN structures provide ideal light extraction.
The full device with and without geodesic truncation extends the angular
range of perfect light extraction to very oblique angles. With geodesic trun-
cation, ideal extraction was found for all angles. For the full device, a slight
decrease in efficiency was obtained for angles above 70°. This is considered
to be a numerical artifact caused by the finite spatial discretization of the
refractive-index distribution: In the regions around the corners of the SC
polygon, the distribution of refractive index exhibits spatially narrow peaks
that cannot be represented appropriately using the given discretization. There-
fore, light rays approaching these index peaks can show a behavior deviating
from the design. When light is launched at near-normal directions, only rays
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Figure 6.5: Exemplary ray trajectories in the index-truncated extractor. At very oblique
launch angles (red rays, ψ = 70°), total internal reflection at the GRIN distribution
can occur. In a periodic arrangement of extractors, light can be coupled into adjacent
extractors and reach the LED surface at launch angles around ψ = 50° (black and
white rays).
launched close to the boundaries can approach the index peak. Thus, only a
small fraction of the light is affected by this numerical inaccuracy. For very
oblique launch angles, however, the propagation velocity of the rays has only
a small y-component. Therefore, light bounces between the reflecting bound-
aries many times before it eventually reaches the transition region. Since the
points of reflection of the rays advance very slowly in the y-direction, chances
are much higher that a given ray approaches one of the index peaks. Hence,
a larger fraction of rays is subject to the misbehavior, leading to a decreased
extraction efficiency.
Perfect outcoupling performance is found for the index-truncated extractor
for launch angles up to 62°, followed by a rapid decrease of extraction effi-
ciency. This effect corresponds to the onset of total internal reflection within
the extractor (see fig. 6.5). Note that for the devices featuring the refractive-
index distributions as calculated by the SC mapping, total internal reflection
cannot happen because metric continuity forbids Fresnel reflections entirely.
Once the index distribution is truncated, however, metric continuity is not
guaranteed anymore, so that argument does not hold for the index-truncated
version of the extractor. By additionally truncating the device spatially along a
vertical geodesic, the perfect extraction ability is restored for angles up to 80°.
In fact, the critical angle of total internal reflection can be tuned by choosing
the position of the geodesic mirrors.
Finally, the influence of periodic boundaries was studied. Here, rays leaving
the simulation region through the vertical boundaries above the transition
region re-entered at the opposite boundary while keeping their direction of
propagation. Like this, cross-coupling between adjacent extractors was simu-
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Figure 6.6: Extraction efficiency as a
function of the launch angle from
the LED stack for the same extrac-
tor configurations as in fig. 6.4, ad-
ditionally attributing a non-ideal
reflectance of R = 90 % and an ab-
sorptance of A = 10 % to all reflect-
ing surfaces.
lated. As expected, no effect of the periodic boundaries on the performance of
the full device and the configurations with geodesic truncation was observed.
For the index-truncated version, however, switching on periodic boundaries
lead to a significant decrease in extraction efficiency for angles well below the
critical angle of total internal reflection. At launch angles around 50°, roughly
half of the radiant flux was coupled into an adjacent extractor, where it then
propagated toward the LED surface (see fig. 6.5). In a real device, the LED
stack typically shows some reflectivity, so that the reflected part of the light
could have reached the exit of that extractor eventually. In the simulations,
however, the stack was set to be fully absorbing to incident light, so that the
results provide a worst-case estimation of the extraction efficiency.
In the simulations just discussed, the flux that each of the rays transported
was considered to be conserved upon reflection at one of the (geodesic)
boundaries. This implies unity reflectance for the corresponding interfaces.
Realizing near-unity reflectances experimentally, however, can be challenging.
Therefore, the effect of non-ideal reflectivity on the extraction efficiency was
investigated. Here, the reflecting boundaries in the high-index region of the
extractor as well as geodesic mirrors (where applicable) were set to have
a reflectance of 90 %. The remaining 10 % of the light were assumed to
be absorbed. As can be seen in fig. 6.6, extraction efficiency suffers most
prominently for high launch angles and when geodesic mirrors are in place.
In these situations, light is reflected more often before reaching the exit facet,
leading to stronger losses. Nevertheless, extraction efficiency is still superior
to a plain flat surface, apart from a narrow angular range for the structures
with geodesic truncation.
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Figure 6.7: (a) Simulated inten-
sity profiles emerging from
the extractor for a Lamber-
tian input profile. (b) Maps
of relative intensity for the
four extractor configurations.
Ideal preservation of the ab-
solute value of the emission
angle corresponds to a nar-
row peak of Irel(ψ,ψ′) along
the two lines indicated by
white circles. The color scale
is saturated at 20 %/° for vis-
ibility. Adapted with permis-
sion from [177], © 2015 Opti-
cal Society of America.
6.3.2 Angular distribution of intensity
Moreover, the influence of the extractor structure on the angular distribution
of light was studied. The intensity distribution at the exit of the extractor,
Iout(ψ′), was found by summing the fluxes of all rays leaving the structure at
an angle in the interval Ψ′ = [ψ′ − ∆ψ′2 ,ψ′ + ∆ψ
′
2 ] for a given input intensity
distribution, Iin(ψ):
Iout(ψ′) =
dΦout
dψ′
=
1
∆ψ′ ∑
ψ′k∈Ψ′
δΦk =
∆ψ
∆ψ′Nx ∑ψ′k∈Ψ′
Iin(ψk) . (6.4)
Here, k iterates over all launched rays, δΦk denotes the flux carried by the k-th
ray, and ψ′k is the angle at which it leaves the extractor. As an example, the
influence of the extractor structure on the angular distribution of a Lambertian
emitter was studied. In that case, the intensity distribution at the entrance of
the extractor is given as
Iin(ψ) = I0 cosψ . (6.5)
Figure 6.7(a) depicts the calculated intensity distributions at the exit of the
extractor structure for three different configurations. Using the full refractive-
index distribution as calculated from the SC transformation, the ideal Lam-
bertian intensity profile is preserved. Geodesic truncation of the structure
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does not change this behavior (not shown in the plot). For the design with
truncated refractive index values, however, the intensity profile emerging from
the exit facet of the extractor deviates from an ideal Lambertian shape. The
intensity at near-normal directions is reduced because the index distribution
is missing the regions with extreme refractive indices. Therefore, parallel
light entering the extractor along the y-direction is weakly spread, but not
re-collimated properly as for the full design. As expected when considering
the ray trajectories shown in fig. 6.3(c), the index-truncated extractor tends to
increase angles of propagation, leading to a higher intensity at ψ′ > 60° than
expected for an ideal Lambertian distribution. Applying geodesic truncation
at the position shown in fig. 6.3(d), however, a near-ideal Lambertian profile
is restored.
Another quantity of interest is the relative intensity Irel(ψ,ψ′) that exits the
extractor for a given combination of angle of emission ψ and exit angle ψ′.
It directly shows how well the extractor conserves the angular specificity of
the light. If angles were exactly preserved during extraction, Irel(ψ,ψ′) would
become proportional to the Dirac delta function δ(ψ− ψ′). Here, however,
reflection at boundaries can flip the sign of the angle. Therefore, only the
absolute value of the propagation angle is conserved. This corresponds to
Irel(ψ,ψ′) ∝ c(ψ)δ
(
ψ− ψ′)+ (1− c(ψ)) δ(ψ+ ψ′) , (6.6)
where c(ψ) determines how intensity is split among positive and negative
sign of the propagation angle. The factor varies with the emission angle ψ,
because the direction of emission influences how many reflections the rays
undergo before leaving the extractor.
The computed relative intensity map was normalized to Iin(ψ), making
the results universally applicable to arbitrary input intensity profiles. In
analogy to eq. (6.4), Irel(ψ,ψ′) was found by summation over the rays that
were launched at an angle ψ and exited the extractor in the angle interval Ψ′
centered at ψ′.
Irel(ψ,ψ′) =
1
Iin(ψ)
dIout
dψ
=
1
Iin(ψ)
d2Φout
dψ′ dψ
=
1
Iin(ψ)∆ψ′∆ψ ∑ψk=ψ
ψ′k∈Ψ′
δΦk
=
1
Iin(ψ)∆ψ′Nx ∑ψk=ψ
ψ′k∈Ψ′
Iin(ψk) =
1
∆ψ′Nx ∑ψ′k∈Ψ′
1 (6.7)
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Maps of relative intensity are depicted in fig. 6.7(b) for several configurations
of the extractor. For the full device and its version with geodesic truncation,
the shape of Irel fits to the description in eq. (6.6). Thus, the two configurations
conserve the absolute value of the propagation angle. This is expected for
a device following from a conformal transformation. The index-truncated
structure shows a different behavior. Here, intensity accumulates in the region
above and below the two lines of ideal preservation of |ψ|. This confirms the
above finding for a Lambertian input: the absolute value of the propagation
angle is increased by this version of the extractor. Moreover, Irel(ψ,ψ′) is
practically zero in the region ψ > 70°. This is a manifestation of total internal
reflection occurring at very oblique emission angles in the index-truncated
extractor. Adding geodesic mirrors to truncate the structure geometrically
brings Irel(ψ,ψ′) closer to the behavior of the unmodified structure. Here,
however, the relative intensity is scattered around the two lines of preservation
of |ψ|, indicating that the absolute value of the propagation angle is only
approximately conserved in this case. For a Lambertian input, this deviation
had practically no effect on the conservation of the intensity distribution
(fig. 6.7(a)).
Conservation of etendue As discussed in section 2.3.2, conservation
of etendue can be understood to cause total internal reflection at interfaces
between dielectrics. Apart from the index-truncated version, total internal
reflection is absent, and the devices show an omniangle unity outcoupling
efficiency. How can this conform to the conservation of etendue?
To understand this, let us consider the extractor as a 2D optical system with
entrance and exit apertures of width w0 and w1, respectively. The entrance
shall be coupled to a half-space filled with a medium of refractive index n0,
the exit shall be coupled to air. According to eq. (2.42), the etendue of the
largest ray bundle entering the entrance facet from the dielectric half-space is
G0 = n0
∫ ψmax ∫ w0
dx cosψdψ , (6.8)
where ψmax is the acceptance angle of the optical system, i.e., the extractor.
Light that enters the structure at higher angles is rejected (for example by total
internal reflection somewhere within the device). The etendue at the exit facet,
G1, takes an analogous form. Requiring the conservation of etendue of light
traveling through the extractor, we find
n0w0 sinψmax = n1w1 sinψ′max . (6.9)
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Here, ψ′max denotes the maximum angle at which light leaves the extractor.
For the devices discussed here, the widths of the exit and entrance facet fulfill
the relationship w0/w1 = n1/n0. Inserting this into eq. (6.9), it follows that the
acceptance angle is equal to the maximum emission angle. This finding is
compatible to the observed behavior of the extractor structures (except for
the index-truncated version), where both ψmax and ψ′max were found to be
90°. This is obviously different from an abrupt transition between the two
refractive indices, where total internal reflection would lead to a reduced
acceptance angle. Therefore, expansion of space along the extractor can be
seen a requirement for enabling omniangle light extraction.
In the index-truncated extractor, space expansion is present as well, but the
maximum exit angle exceeds the acceptance angle. This is an indication that
the device does not perform ideally, because the etendue of light increases on
its way through the extractor. As discussed above, the limited performance
can be attributed to total internal reflection in the extractor. But why does it
occur in the index-truncated GRIN distribution and not in the others? This
can be understood by considering the evolution of the available phase space
along the structure.
Inside the extractor, at an axial distance y away from the entrance facet, the
system can transport light with a maximum etendue of G0(y) according to
G0(y) = sinψmax(y)
∫ w(y)
n(x, y)dx , (6.10)
where w(y) is the width of the device and n(x, y) the spatial distribution of
refractive index.
Generally, if a ray bundle with a given etendue shall be transmitted through
an optical system without change in etendue or back-reflection, the system
must provide sufficient phase space volume at every position along the optical
axis. Considering the largest ray bundle fitting into the entrance of the
extractor, this requirement takes the form
G0(y) ≥ G0(0) = sinψmax(0)
∫ w(0)
n(x, 0)dx , (6.11)
where the entrance facet is bound to be at y = 0.
For a device that accepts all angles at the entrance, sinψmax(0) = 1. There-
fore, eq. (6.11) can only be fulfilled if∫ w(y)
n(x, y)dx ≥
∫ w(0)
n(x, 0)dx . (6.12)
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In the index-truncated design, this is not given for all y: At the height of
the polygon corner A (as in fig. 6.2), the integrated refractive index is lower
than at the entrance of the extractor. Consequently, the acceptance angle
sinψmax(0) must be reduced in order to fulfill eq. (6.11), manifesting as the
occurrence of total internal reflection. For the other designs, the lower values
of refractive index in the central region are compensated by maxima at the
polygon corners. Therefore, the integrated refractive index does not fall below
that at the entrance, and no reduction of the acceptance angle is observed.
All in all, the designed extraction device can offer omniangle light extrac-
tion from LEDs by complete elimination of Fresnel reflections. The need
for extreme refractive indices can be mitigated by spatial truncation along
geodesics without impacting extraction performance. By directly truncating
the occurring refractive index values the angular distribution of the extracted
intensity can be tuned to some degree, at the cost of reduced overall efficiency.
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7 Chapter 7Conclusions & Outlook
In this work, the viability of transformation optics as a design method for
optical structures on optoelectronic devices was explored.
First, an overview of the theoretical background was given in chapter 2.
After reviewing the mathematical foundation of transformation optics, the re-
alizability of TO devices was discussed. Here, the focus was laid on 2D optical
structures designed from conformal transformations, as these can be realized
by dielectric materials. Schwarz-Christoffel mappings between a half-plane
and a polygon were found to provide a straight-forward route to computing
the distribution of refractive index realizing the spatial transformation. This
type of mapping was employed to design structures for cloaking of contact
fingers on solar cells and for all-angle light extraction from light-emitting
diodes.
The refractive-index distributions were experimentally realized by photonic
crystals. In section 2.2, the procedure to compute their band structure was
sketched. The band structure provided the basis for mapping the volume
filling fraction of the crystal (i.e., a geometrical property) to its effective
refractive index, hence enabling realization of the GRIN structure for contact
finger cloaking on solar cells.
The chapter was concluded by the introduction of radiometric quantities
and their conservation laws in section 2.3. The concepts described here were
most prominently used when deriving an optical structure for visually hiding
metal grids on OLEDs, but also enabled a detailed understanding of the
behavior of the GRIN extractor for LEDs.
A discussion of the fabrication methods followed in chapter 3, where DLW
was introduced as a flexible printing scheme for 3D polymer structures. After
discussing the working principle, its practical limitations in terms of resolution,
throughput, and structure quality were examined. These restrictions hindered
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the use of DLW to print optical structures for contact finger cloaking directly
on solar cells. Therefore, a soft-imprinting scheme was used that was described
in section 3.2.
The performance of all optical structures designed in this work were eval-
uated numerically via ray-tracing simulations. The algorithm employed for
tracing of light through homogeneous and inhomogeneous dielectric materials
was discussed in section 3.4.
In chapter 4, after giving an overview of the physics of generation of
electricity in solar cells, two distinct approaches to solve the problem of
contact finger shadowing were discussed in sections 4.2 and 4.3.
The design based on a Schwarz-Christoffel mapping between 2D spatial
coordinates resulted in a GRIN micro-optical structure that smoothly guided
the incident light around the contact fingers. The spatial distribution of
refractive index was realized by woodpile photonic crystals with varying
polymer filling fraction. These were fabricated using DLW and employed
in the long-wavelength limit. The cloaking principle was proven in infrared
transmission experiments at normal incidence, where the GRIN structures
provided fairly good cloaking of the contact fingers. Simulations of non-
normal incidence showed a reduced cloaking performance for oblique angles
of incidence, also reflecting in a sub-ideal annual average current increase
predicted for typical Karlsruhe conditions.
A simplified cloaking device was designed based on a mapping from the
one-dimensional spatial position of incidence to the surface inclination of a
homogeneous dielectric. This free-form surface cloak was realized experi-
mentally on a prototypical silicon heterojunction solar cell, as discussed in
section 4.4. The cloaking layer was fabricated by DLW of a master structure
and subsequent soft-imprinting into a highly transparent polymer. Cloaking
performance was assessed in standard solar cell characterization measure-
ments at varying angles of incidence, measurements of the spectrally resolved
external quantum efficiency, and spatially resolved measurements of the short-
circuit current generated in the cell. The FFS cloak was found to provide
complete relief to the shadowing problem for all angles of incidence: For solar
cells with a relative metal coverage of 6.4 %, the short-circuit current density
was enhanced by 7.3 %, while the PCE was increased by 9.3 %. Ray-tracing
simulations revealed that the overcompensation of the shadowing loss is en-
abled by additional light incoupling and trapping functionality that the FFS
cloak offers. Judging from the annual average current increase for Karlsruhe
conditions, the cloak was found to completely eliminate shadowing loss for
144
contact finger filling fractions up to 20 %.
An implementation of the GRIN cloak on a real-world solar cell is techno-
logically challenging, because the refractive index of the constituent material
has to be controlled in three spatial dimensions. The method chosen here has
a fairly low throughput, so that it cannot provide a route that is commercially
viable for large-area solar cells in the near future. Moreover, when sticking to
the idea of using an effective dielectric medium, structuring of 3D materials
with features well below the wavelengths of the visible spectral range would
be required to implement a GRIN cloak working under illumination with
the spectrum of the sun. While such structures have been demonstrated
in academia in the context of invisibility cloaking [25], a realization on an
industrial scale still seems a long way to go.
For the FFS cloak, upscaling the fabrication process appears more straight-
forward, because the working principle is only based on a single homogeneous
dielectric layer. It is conceivable that the surface shape may be created by an
imprinting process that is embedded into an industrial workflow. Nevertheless,
several technological questions remain to be answered before a large-scale
application of the FFS cloak comes into reach, for instance about the choice of
material for the cloaking layer and its durability under varying environmental
conditions. Moreover, the FFS cloak has to be aligned to the contact fingers of
the cell with an accuracy in the order of 10 µm, which might be challenging in
an industrial workflow. After all, in order to provide a commercially viable
route, the costs of producing conventional solar cells with added FFS cloaks
have to undercut those of alternative solar cell designs with reduced or no
contact finger shadowing, such as back-contact cells.
Apart from hiding of contact fingers, the FFS cloaking approach can also be
applied to related problems. For instance, thin-film solar modules oftentimes
comprise monolithically connected cells [194]. As the cells are fairly small,
they do not necessarily need metallic contact fingers, but a transparent front
electrode can suffice to efficiently extract the generated current. The electrical
interconnects between cells, however, present optically dead areas that reduce
the module efficiency. It is conceivable that adding FFS cloaks designed for
the geometry of the interconnects can help to mitigate this problem.
In chapter 5, it was demonstrated that a refractive FFS can be used to conceal
metal grids on emitting surfaces with Lambertian emission characteristics.
Interestingly, a radiometric discussion of the problem revealed that—when
neglecting Fresnel reflections—the FFS shape originally derived for cloaking
of contact fingers on solar cells could be applied for the reverse problem as
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well.
In a model experiment, uniformity across the emissive area was enhanced
substantially and homogeneity became near-ideal after applying a polymeric
FFS cloak to a near-ideal Lambertian emitter. The remaining deviations
from completely homogeneous and uniform radiance across the device were
analyzed in 2D ray-tracing simulations. They were found to be caused by
Fresnel reflections at the polymer-air interface, the non-ideal intensity profile
emerging from the emitter, and fabrication imperfections. To improve these
aspects, an anti-reflective coating could be added to the polymer structure
and the soft-imprinting procedure could be optimized further. Also, in order
for this concept to be viable, the light emitter has to show an intensity profile
that is reasonably close to an ideal Lambertian distribution. Experiments at
top-emitting OLEDs revealed that the quality of cloaking of metal grids on real-
world devices also depends on the spectral behavior of their emission profile.
In conclusion, the concept of FFS cloaking was found to be primarily suited
for OLEDs providing spectrally homogenized, near-Lambertian emission.
A TO-based extraction device for enhanced out-coupling of light from
(O)LEDs was discussed in chapter 6. The device was designed to provide
omniangle and single-pass perfect outcoupling via the complete elimination
of Fresnel reflections at a dielectric interface. The concept is applicable either
to the glass substrate of bottom-emitting LEDs or to the transparent anode of
top-emitting devices. By applying geodesic truncation, the range of refractive
indices needed for realization of the GRIN extractor was reduced without
impairing its outcoupling performance. Additional truncation of the refractive
index allowed for tuning the extracted intensity distribution, between perfectly
preserving the intensity profile emitted by the LED and a more spread-out
version of the input profile. This feature could be useful to homogenize
emission when applying the extractor to an LED with a directional intensity
profile. The GRIN extractor is particularly suited to be employed on pixelized
LEDs because of its compactness: The height of the device is in the same
order of magnitude as the width of the emissive facet. Moreover, opaque
interconnection lines between pixels can be concealed when placed in the
region separating the entrance facets of the periodic arrangement of extractors
(black regions in fig. 6.5). Finally, as the design is based on ray optics, its func-
tionality is inherently wavelength-tolerant—as long as the materials realizing
the refractive-index distribution show negligible dispersion over the spectral
range of interest.
The extractor could be realized similarly to the GRIN contact finger cloaks
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for solar cells, i.e., by DLW-fabricated woodpile photonic crystals with rod
spacings smaller than the wavelength of the emitted light. Due to the finite
resolution of DLW, operation of such devices would be limited to infrared
and longer wavelengths, unless resolution-enhancing techniques such as
stimulated-emission-depletion–inspired DLW [195] would be employed. The
refractive index of the polymer made in the DLW process is typically around
1.5. Polymeric woodpiles would therefore only be able to suppress Fresnel
reflections at an interface to a glass substrate with similar refractive index. In
order to apply the extractor on the top anode of an OLED with a refractive
index around 1.8 or on the semiconductor stack of a solid-state LED with a
refractive index near 2.5, the polymeric structure would have to be converted
to a different material. This could, for instance, be achieved by using a
double-inversion process that replaces the polymer by titania (n ≈ 2.5) [78].
Realization of the reflective parts of the extractor (for instance the geodesic
mirrors) could be challenging if near-unity reflectance is targeted. As an
alternative, the boundaries could be fabricated in the DLW step, so that
Fresnel reflection at a polymer-air interface would replace a metallic mirror. In
that case, some light would be able to escape through these sidewalls, which
could eventually affect the preservation of the angular distribution of intensity.
Since the design was based on a 2D coordinate transformation, the resulting
GRIN device is immediately applicable to systems exhibiting translational
invariance along the third spatial direction. In principle, the design strategy
can also be applied to three-dimensional geometries. The material realizing the
3D conformal mapping would, however, be an anisotropic magnetodielectric,
i.e., the extractor could not be realized by a mere spatial distribution of
refractive index. Using an approximate design based on quasi-conformal
mapping, however, the material requirements for a 3D device could potentially
be reduced significantly [36, 196].
All in all, transformation optics proved as a powerful tool for the design
of practical optical structures for optoelectronic devices. Two-dimensional
structures based on conformal mappings were realized by spatial distribu-
tions of refractive index, but their experimental implementation outside of
academic applications remains a challenge. A simplified approach based on a
one-dimensional spatial mapping allowed for near-complete remedy for the
shadowing problem on solar cells and OLEDs and is potentially amenable to
large-scale implementation.
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A.1 DLW parameters
A.1.1 Cloaks for transmission experiments
The GRIN and FFS cloaks presented in section 4.2.3 were fabricated via dip-
in DLW using the 63×/1.4 NA objective and IP-Dip photoresist. The GWL
files containing the control commands for the instrument were generated
by a Matlab script for the GRIN cloaks. Those for the FFS cloaks were
prepared by importing an STL file specifying the surface shape into the
DeScribe software. The parameters used during the STL import and for the
writing of the structures are summarized in the following, using the DeScribe
nomenclature.
A.1.1.1 GRIN cloaks
• Writing configuration
– GalvoScanMode
– ContinuousMode
– PiezoSettlingTime 5
– GalvoSettlingTime 2
– GalvoAcceleration 20
• Writing parameters
– PowerScaling 1.0
– ScanSpeed 30000
Figure A.1: Relationship between optimum ex-
posure power and number of lines per rod
of the woodpile photonic crystal. Power val-
ues are given on the calibrated power scale
provided by the DLW instrument.
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The relative power of exposure, LP, was not set globally, but depending
on the local number of lines that were written per woodpile rod, N. Like
this, an optimum exposure for all volume filling fractions was achieved. The
relationship used for fabricating the GRIN cloaks presented in section 4.2.3
is shown in fig. A.1. For each N, the optimum relative exposure power was
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determined by SEM inspection of woodpiles written at different exposure
powers; the data was fitted by a polynomial function.
A.1.1.2 FFS cloaks
• Slicing
– SlicingMode: Fixed
– Distance: 0.3
– SimplificationTolerance: 0
– FixSelfIntersections: on
• Hatching
– HatchingDistance: 0.2
– ContourCount: 1
– Angle: auto
– ConcaveCornerMode:
Beveled
• Output options
– ScanMode: Galvo
– HatchLines: Alternate
– ZAxis: Piezo
– ZDirection: Up
– Exposure: Constant
• Writing configuration
– GalvoScanMode
– ContinuousMode
– PiezoSettlingTime 5
– GalvoSettlingTime 2
– GalvoAcceleration 20
• Writing parameters
– PowerScaling 1.0
– LaserPower 40
– ScanSpeed 50000
A.1.2 FFS masters for soft-imprinting
The master structures for soft-imprinting of all FFS cloaks presented in this
work were fabricated via dip-in DLW using the 25×/0.8 NA objective and
IP-S photoresist on an ITO-covered glass substrate. The GWL files containing
the control commands for the instrument were prepared by importing an STL
file specifying the surface shape into the DeScribe software. The parameters
used during the STL import and for the writing of the master structures are
summarized here, following the DeScribe nomenclature.
• Slicing
– SlicingMode: Fixed
– Distance: 0.3
– SimplificationTolerance: 0
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– FixSelfIntersections: on
• Shell
– HatchingDistance: 0.5
– ContourCount: 30
– BaseSliceCount: 30
– Angle: auto
– ConcaveCornerMode:
Beveled
• Scaffold
– HatchingDistance: 0.5
– Type: Triangles
– WallSpacing: 60
– FloorSpacing: 50
– WallLineCount: 1
– FloorSliceCount: 1
– Offset X: 0 Y: 0 Z: 0
– Stagger: off
• Splitting
– Mode: Rectangular
– BlockSize X: 258 Y: 259 Z:
50
– Offset X: 9 Y: −6 Z: −34
– Shear: 20
– Overlap: 2
– BlockOrder: Lexical
– BacklashCorrection: on
• Output options
– ScanMode: Galvo
– HatchLines: Alternate
– ZAxis: Piezo
– ZDirection: Up
– Exposure: Variable
• Writing configuration
– GalvoScanMode
– ContinuousMode
– PiezoSettlingTime 10
– GalvoSettlingTime 2
– GalvoAcceleration 20
• Writing parameters
– PowerScaling 1.0
– ShellLaserPower 70
– ShellScanSpeed 80000
– ScaffoldLaserPower 90
– ScaffoldScanSpeed 100000
– BaseLaserPower 65
– BaseScanSpeed 80000
• Stage settings
– StageVelocity 1000
– StageCorrectionStretchX 1
– StageCorrectionStretchY
1.012
– StageCorrectionAngleX
−0.2
– StageCorrectionAngleY
−0.1
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A.2 J–V characteristics of the six-device batch
Figure A.2: J–V characteristics for the six cells discussed in section 4.4.4.2. The values
for cell MSG31 (bottom right) are quoted in the main text. Reproduced from [101]. ©
2017 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim.
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A.3 Uncertainties in characterizing SHJ solar cells
with FFS cloaks
In the following section, measurement uncertainties in the characterization of
the SHJ solar cells with FFS cloaks are discussed, leading to the uncertainties
quoted in section 4.4.4.
SISC measurements Despite the fact that the short-circuit current was
measured relative to the signal of a reference photodiode, the resulting Isc
fluctuated by few percent over the course of several hours. The effect was at-
tributed to temperature variations that caused changes in the alignment of the
optics. Therefore, in order to reduce the influence of this error source, the data
presented here was recorded within a two-hour window. The measurement
uncertainties given in section 4.4.4.1 resulted from the following considera-
tion. The piezo stage used to record the SISC profiles allowed a maximum
displacement of 400 µm. Thus, the profile for the cloaked region had to be
stitched from 400 µm long, overlapping profiles. The signal in the overlapping
region showed discrepancies near 0.3 % of I0, so this value was taken as the
uncertainty in measuring both the reference and average short-circuit current,
∆Isc(x′ = P/2) and ∆〈Isc〉, respectively. These were propagated to yield the
uncertainty in the contact finger filling fraction,
∆ f =
∣∣∣∣ 〈Isc〉Isc(x′ = P/2)
∣∣∣∣
√(
∆〈Isc〉
〈Isc〉
)2
+
(
∆Isc(x′ = P/2)
Isc(x′ = P/2)
)2
. (A.1)
An analogous equation was found for the uncertainty in the relative current
increase, which was derived by propagation of the uncertainties in the filling
fractions through eq. (4.47).
J–V characteristics The main sources of uncertainty when computing
the relative Jsc increase from the standard solar cell characterization were a
statistical variation in the results for Jsc and the uncertainty in the (effective)
contact finger filling fraction. The latter aspect was relevant because Jsc found
for the reference situation was corrected by the factor c with a dependence on
the filling fraction as given by eq. (4.49). Thus, the uncertainty in the relative
current increase was calculated according to
∆ζ =
∣∣∣∣∣ JcloakscJflatsc
∣∣∣∣∣
√(
∆Jcloaksc
Jcloaksc
)2
+
(
∆Jflatsc
Jflatsc
)2
+
(
c(l − NP)
l(1− f )2 ∆ f
)2
, (A.2)
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where N = 4. While the uncertainty in f was inserted from the SISC results,
the fluctuation in Jsc was estimated from repeated measurements under nom-
inally equal conditions. Here, a variation corresponding to ∆Jsc/Jsc = 0.3 %
was found. The uncertainty for the relative increase in PCE quoted in sec-
tion 4.4.4.2 follows from an equation analogous to eq. (A.2). The measurement
uncertainty for the PCE was estimated as ∆η = 0.1 %, again based on the
variation observed in repeated measurements.
EQE measurements Measuring EQE several times under the same con-
ditions revealed a variation of approximately ±1 % in the EQE values. The
measurement spot was approximately l = 5 mm long, but had a somewhat
blurred appearance in the visible spectral range. Moreover, at infrared and
ultraviolet wavelengths it was not possible to visually measure the size of the
spot, so that an uncertainty of ∆l = 0.2 mm was estimated. Propagation of the
uncertainties lead to the expression
∆ζEQE =
∣∣∣∣∣EQEcloakEQEflat
∣∣∣∣∣
√√√√(∆EQEcloak
EQEcloak
)2
+
(
∆EQEflat
EQEflat
)2
+
(
f NP∆l
l2(1− f )2
)2
,
(A.3)
with N = 5, for the resulting uncertainty of the relative increase in EQE.
An analogous expression was used to derive the uncertainty of the relative
increase in implied short-circuit current, ∆ζ. In that case, the variation found
in the implied short-circuit current amounted to ∆Jsc/Jsc = 0.2 %, as quoted in
section 4.4.4.3.
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A.4 Validation of the radiance-based ray-tracing
simulations
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Figure A.3: Simulated irradiance profiles for (a) ideal Lambertian emission and (b) a
near-Lambertian angular profile of intensity. In both cases, the results obtained by
the radiance-based approach (dashed lines) agree well to the 3D simulations done in
the commercial ray-tracing software (solid lines).
The validity of the radiance-based simulation approach employed in sec-
tion 5.3.2 was verified by additional simulations run in a commercial ray-
tracing software (LightTools, Synopsys, USA) based on a Monte-Carlo ap-
proach. These simulations were carried out by Benjamin Fritz (Light Tech-
nology Institute, KIT). Here, the relevant part of the experimental situation
comprising seven periods of metal fingers was modeled in three dimensions.
The central three fingers were equipped with a FFS cloak embedded in a
flat layer of a material with refractive index n1 = 1.5 that also covered the
remaining two fingers. The area in between the fingers was set to emit light
with a predefined angular profile of radiant intensity.
The sample was imaged to a screen by a spherical lens. Its diameter, focal
length, and position with respect to sample and screen were chosen such
that it provided a 2× magnification and a numerical aperture of 0.06. The
two-dimensional irradiance distribution registered in the screen plane was
converted to an irradiance profile by averaging along the y-direction. After
normalizing the profile to the irradiance observed at x = 0, the profile could
be compared to the results from the radiance-based simulations. Figure A.3
shows the irradiance profiles for the two situations of an ideal Lambertian
intensity pattern and for the modified version discussed in section 5.3.2.
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Generally, good agreement between the two simulation methods was found,
indicating that the radiance-based approach is valid in the considered scenario.
The irradiance profiles from the 3D simulations showed less sharp features,
because the binning in the screen plane was chosen fairly coarse. This was
required because rays were launched at random directions from the emissive
area. Therefore, only a small fraction of the launched light finally hit the screen
plane, drastically increasing shot noise in the irradiance distribution. Several
hundred million rays had to be traced in order to generate the irradiance
profiles depicted in fig. A.3, which still show clear signs of shot noise.
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