Abstract-Particle filters have been found to be effective in tracking mobile targets in indoor environments. One frequently encountered problem in these settings occurs when the target's movement pattern changes unexpectedly; such as when the target turns around, enters a room from a corridor or turns left or right at an intersection. If the particle filter makes an incorrect prediction, it might not be able to recover using the normal techniques of prediction, weight update and resampling.
I. INTRODUCTION
Previous research shows that in indoor environments with multiple wireless access points (APs), effective localization can be performed by measuring properties of the signals such as Received Signal Strength (RSS), Angle of Arrival (AoA) or Time Difference of Arrival (TDoA). For tracking moving targets such as a walking person however, additional considerations apply. We can not perform individual static localizations at a sufficiently high rate to smoothly track the movement of the mobile target.
Particle filters have been found to be effective in similar scenarios as they are able to integrate information from periodic observations, domain knowledge and predictions of the target movement. As opposed to grid-based probability estimation techniques, particle filters track only the area where there is a relatively high probability of the presence of the target. Each particle is a possible location as well as an estimate on the probability of that location; the filter provides the final estimate based on the weights of all the particles. The Sampling Importance Resampling (SIR) particle filter model periodically removes particles with low weight, and increases the density of the particles in the high probability areas.
Particle filters, however, encounter problems when the target can choose among multiple, quickly diverging movement patterns such as turns in different directions on the corridors. A particle filter can recover from estimation errors, if at least several particles are close the correct value. If, however, all the particles are far from the correct location, the particle filter becomes stranded and the intrinsic methods of the particle filter (prediction, weight update and resampling) are not sufficient to recover the estimate. This situation can be easily observed in a visualized particle filter, as the particles move aimlessly far from the location of the target. A manual restart of the particle filter can help in these situations, but this is, of course, not a realistic option for a deployed system.
The problem of the stranded particle filter is related to two well known problems in robot localization. The "wakeup robot" problem concerns the moment when a robot is awaken without any localization information. The "kidnapped robot" problem applies to the case when the robot is physically transported to a new location. In both cases we have a situation where the current set of particles no longer provide a good estimate. The proposed solutions range from adding a certain number of randomly distributed particles (sensor resetting) to changing the number of particles as can be seen from Parsons's summary in [1] .
In contrast, our problem is not concerned with physical transport of the target, but with consequences of complex environments and difficult-to-predict actions of the target. The main challenge in restarting a stranded particle filter is the decision to restart: a delicate balancing problem with a strong impact on the overall performance. In contrast, in the case of the kidnapped robot problem the decision is relatively straightforward, as there is a sudden break in the location of the robot rather than the slow accumulation of errors.
In this paper we propose an approach which allows us to automatically restart the particle filter when the particle cloud diverges too much from the observations. The method is based on the Kullback-Leibler divergence between the probability surfaces associated with the current observation and the particle cloud. The restart operation replaces the current set of particles with a new particle cloud obtained by sampling the latest trusted observation.
The remainder of the paper is organized as follows. Section II discusses the related work. Section III describes the general workflow of particle filter localization. Section IV describes the proposed technique for automatic restart of the particle filter. In Section V, through an experimental study involving multiple scenarios of a moving target, we measure the perfor-mance of our localization algorithm and show the accuracy of our results. Section VI concludes the paper.
II. RELATED WORK
The ability to perform localization based on wireless signal measurements has been proven both in indoor [2] and outdoor [3] environments. As the basis of localization we can use measurements of Time of Arrival (ToA) [3] , RSS [2] , [4] , TDoA [5] [6], AoA [7] - [9] . A variety of techniques can be used to extract the location from the measurements from simple measurement fingerprints, to Distance Vectors (DV) [10] , Bayesian networks [11] or intersection of iso-RSS lines [12] .
For dynamic localization (tracking) we also need a method to filter the incoming discrete observations to provide a smooth real-time estimate. Although Kalman filters have been historically used for this purpose, in recent years, particle filters have been proven a better choice for applications with complex input and probability models, typical for indoor localization problems [13] - [16] . The various approaches are differentiated through the ways in which the collected data is presented to the particle filter, as well as the subset of the collected data which is utilized in the localization. Some representative examples of particle filter-based indoor localization include:
Fox et al. [17] describe a Bayesian filter technique to estimate the location of multiple targets from wireless signal strengths in the presence of attenuation. This approach tracks each particle in the system as a separate hypothesis. The goal is to improve on approaches based on Kalman filters which are restricted to unimodal distributions. Experimental validation was performed in an indoor environment.
Dellaert et al.
[18] present a particle filter method for indoor localization with a novel representation of the probability distribution of the target's state space. The approach concentrates the particles on the parts of the floor perceived as relevant. Experimental results using a robot with a laser sensor as a target show better accuracy and lower memory usage compared to grid-based approaches.
Widyawan et. al. [19] describe a modified particle filter for indoor localization which performs "backtracking", that is, it refines its own historical estimates by eliminating those particles which move in invalid trajectories later in the localization. The unfeasible trajectories are identified using "map filtering", by superimposing them to a floor plan of the building. An important component of this work is the ability to inherit the historical information of the particles through the resampling step.
III. THE WORKFLOW OF DYNAMIC LOCALIZATION
Let us now discuss the workflow of dynamic localization used in the remainder of this paper as shown in Figure 1 . The central part of our solution is the particle filter loop composed of four steps a) prediction, b) weight update, c) estimation and d) resample and restart. We will discuss them one by one.
Prediction. The prediction step applies a mobility model consisting of a deterministic and a random component to all Fig. 1 . This diagram shows the workflow of the dynamic localization the particles in the particle cloud. The mobility model depends on the a priori information about the target, and the particle history. Weight update. The weight update step is different depending on whether a new external observation is available or not.
The observations are based on static localization information from radio signal measurements collected using the GRAIL [20] system. For static localization, we use a technique based on the minimum intersection areas (MIA) of the iso-RSS lines [12] . This approach returns a rectangular area of likely location, which simultaneously estimates the location and the estimation accuracy. A small area corresponds to a high confidence in the accuracy of the localization. Naturally, the probability of a location does not drop abruptly to zero at the edges of the intersection area. To model the probability distribution, we use a three step ziggurat probability model as seen in Figure 2 -b.
If a new observation is available, the corresponding probability is used to change the weight of the particles:
If no new observation is available, the weight update is done based on the a priori probability from the environmental information. In both cases, the resulting weights are normalized such that they sum to 1.0 for all particles.
Estimation. The estimation step determines the output of the particle filter. There are several choices we can use here -the simplest one involves a weighted sum of the particles. Various robust estimation techniques can be applied as well.
Beyond extracting the output of the localization, the estimate is also used internally in the particle filter to update the deterministic component of the prediction model. If the prediction is inertial, as in our case, we need a list of previous locations to calculate the inertial speed. These locations are extracted from the global estimate.
Resample or restart. This step contains the choice to perform a restart of the particle filter, which as we shall see later in this paper is based on threshold decision. If the decision is not to restart, the next decision is whether we need to resample the particles.
During the operation of the particle filter, a natural occurrence is that the weight of certain particles becomes very small or zero. These particles will not contribute to the estimate of the location, thus they are excluded from the prediction and weight update step as well. Over time, the effective number of particles are reduced, and the performance of the particle filter suffers.
The resampling step replaces the existing particles with a new set which has equal weights. The resampling algorithm is designed such that the probability distribution implied by the new particle set approximates the one implied by the old one. The resampling technique we are using is multinomial resampling. Unfortunately, resampling introduces its own errors, thus it needs to be deployed as rarely as possible. In our current system we resample the particles, when the effective number of particles becomes less than 
IV. RESTARTING PARTICLE FILTERS A. The need for restarting a particle filter
During the operation of the particle filter, it is expected that the predictions will contain errors that are corrected periodically by the observations. Intuitively, we increase the weight of the particles which match well with the observation, and decrease the weight of particles which are unlikely given the observation. Overall this changes the shape of the probability distribution represented by the particle cloud, to match better the observation.
However, this technique is inefficient if the difference between the particle cloud and the observation is too large. For instance, if all the particles have the same very low probability in the observation, eg. p = 10 −10 , their weight will be decreased in the update step, but after normalization they will have the same weight as before! In the end, it would appear as if the observation would have validated the incorrect prediction. Such a particle cloud can end up being stranded indefinitely in the low probability areas. There are several situations in a dynamic localization system which can lead to a stranded particle cloud.
i At the beginning of the localization process, where we have a high uncertainty about the initial location and speed. ii Whenever the target makes an unexpected change in velocity. iii Whenever the target makes a discrete choice, for instance at the intersections of corridors. iv Whenever the environment forces a change in the trajectory -for instance at corners. Of course, some prediction algorithms are better than others and maintain some particles in the high probability areas even in some of the cases above. For example, a prediction model which is aware of the building structure might be able to predict correctly in case iv and a prediction model which colors particles with different hypotheses might be able to follow both choices in case iii.
A stranded particle cloud can be quickly recovered through the operation of restart: discard the history of the particle filter and start with a new set of particles, initialized by sampling the current observation (or the latest trusted position). However, manually restarting a particle filter is not an option in practical systems. In the remainder of this paper we describe a technique which allows the system to make an automatic restart decision.
B. The decision to restart
Formalizing the intuition behind a stranded particle cloud is nontrivial. Low probability can be caused by various reasons -for instance, if the particles are spread around in a wide open area, the individual particles will have a lower probability than particles gathered together in a tight corridor, without this being an indication of the incorrect prediction.
We propose a model to base the decision on the measurement of the Kullback-Leibler divergence (KLD), a wellknown used measure of the (dis)similarity of two probability distributions. The particle filter will restart if the KLD between the distribution implied by the observation and the distribution implied by the particle cloud is larger than a given threshold 1 . In order to integrate the restart decision in our workflow, we need to solve three individual problems: (A) the efficient computation of the Kullback-Leibler divergence between two probability surfaces described with the ziggurat model, (B) the representation of the observation informed by the a priori information in the ziggurat model and (C) the representation of the probability surface induced by the particles in the ziggurat model.
1) A. Computation of the Kullback-Leibler divergence in the ziggurat model.:
Let us now consider the practical computation of the Kullback-Leibler divergence in our system. The KLD between two probability distributions P (x, y) and Q(x, y) defined over the 2D plane is defined as:
As we do not have an analytical form representation of the probability distributions, we need to approximate the KLD value by replacing the integrals with sums over the domains where both P and Q are non-zero.
In the following we describe our method for calculating the KLD between two 2D probability distributions represented as ziggurats. The first step is the calculation of the minimum non-zero rectangle of the distribution R MNZ (P ). We define a non-zero rectangle
Once the non-zero rectangle of the individual distributions have been obtained, they are used to obtain the non-zero rectangle of the two distributions, R NZ (P, Q) is defined by (P (x, y) = 0) ∨ (Q(x, y) = 0) ⇒ (x, y) ∈ R NZ (P, Q), and the minimum non-zero rectangle of the two distributions defined by ∀R 
where
The k value is the resolution of the numerical integration. The sufficient value of k need to be determined experimentally. Our experiments show that for k = 100 the obtained value remains stable up to the third decimal, more than sufficient for our purposes.
2) B. The "informed" observation distribution.:
The probability distribution implied by the actual observation is an "uninformed" distribution, which does not take into account the a priori information we have about the building and target behavior. The particles, however, encode this information as part of the particle update step. In order for our divergence measurement to be meaningful, we need to apply this information to the observation distribution. As the a priori probability and the probability implied by the observation are independent, the informed probability distribution can be obtained from a simplified application of the Bayes's rule. For the case of a probability distribution represented as a ziggurat, we find that the posterior of two ziggurats is also a ziggurat.
Let us now consider an example. Figure 2 -a shows the a priori distribution of the probability of the targets for the interior of the CoRE building at Rutgers University. The nonzero areas represent the corridors of the building which are accessible to the target. Figure 2 -b shows the probability distribution implied by the observations. The highest step of the ziggurat denotes the intersection area, while the lower steps account for the lower probability of the areas around the intersection area. The ziggurat is truncated on the right side because parts of it fall outside the building. Finally, 2-c shows the posterior distribution of these two ziggurats. 
3) C. The distribution implied by the particles.:
Although it is usually accepted that the particles "imply" a distribution, this is not strictly speaking true. The way in which the particle weights are defined are only about the expectation of the function f :
where the f function can be the moments of the distribution to some degree of approximation -in our case the expected value. Also, in our case, X = (x, y). There are many different probability distributions which verify this result. Normally, the particle filter workflow operates without explicitly instantiating this distribution. For the purposes of the KLD calculation however, we need a concrete instantiation which matches our intuition and domain knowledge for what the shape of the distribution would be and it is also computationally convenient. The latter requirement means that we prefer the distribution to be expressed as a ziggurat. The approach we propose is an adaptation of the Kernel Density Estimation (also known as Parzen windows) method [22] , frequently used in statistics to estimate a distribution from a series of samples. We choose the kernel as a ziggurat with base b. Then we sum these probability distributions, each scaled with the weight of the corresponding particle. The resulting distribution is then normalized such that it integrates to 1. The distribution obtained depends on the size b of the kernel. Figure 3 but the probability distributions differ widely. For case (a), the probability distribution is a collection of disjoint probability peaks, the locations between these peaks are considered of zero probability. For (b) the probability locations are starting to coalesce, forming two disjoint groups separated by a zeroprobability "valley". One of the groups also has two distinct "peaks". Finally, in (c) we have a single group, which however, has a very coarse outline.
The distributions with the individual peaks do not match well with our domain knowledge. There is nothing in the application domain which would force the target to only occupy certain fixed locations in space. On the other extreme, the distribution shown in Figure 3 -c feels too coarse and it looses some of the information present in the particles. For instance, it shows an equal probability of the target on the y axis between 60 and 80. In reality, the target is restricted to a narrow corridor correctly represented in the particles and in the distributions in Figure 3 -b.
In conclusion, the kernel size needs to be calibrated to conform to our domain knowledge. For the purpose of the experiments described in this paper we used a kernel size of 10.
V. EXPERIMENTAL STUDY

A. Experimental scenario
In the following we present the results of an experimental study which investigates the effect of the proposed automatic restart on the accuracy of the dynamic localization workflow. The restart step erases the history of the particle filter, thus, when unnecessarily applied to a non-stranded, correctly operating particle filter, it will actually decrease the accuracy of the localization. The goal is to calibrate the restart step by the appropriate setting of the restart threshold T KLD such that it restarts only when the particle filter is indeed stranded and cannot recover on its own.
For this study, we have considered a scenario involving a person moving at a normal walking pace around the corridors of the CoRE building at Rutgers University. During this walk approximately 24 observations are received from the minimum intersection area algorithm operating on data received from the GRAIL system. The observations are fed into the particle filter workflow, which then provides the results at a much higher temporal resolution.
This scenario is a relatively good match for the particle filter model: the movement is relatively predictable, and the narrowness of the corridors used as a priori information constraints the possible errors. There are however three 90
• turns in the trajectory where the inertial prediction of the movement would fail. These together with the starting point are the cases where the particles might make a bad prediction stranding the particle filter (see Figure 6 ). Whether this will indeed happen depends on the actual series of observations, their errors and precision. The particle filter can usually handle relatively large errors in the longer straight sequences, but one or more large errors in the turns might make the particle filter "miss the turn".
The original data was collected from a real time experiment using the GRAIL system with the ground truth collected from markings on the floor. In order to have a larger dataset, we also generated a series of artificial scenarios, by generating the error of the static localization from a distribution which matches the cumulative distribution function of the experimental data.
B. Experimental results
We have run the localization workflow over the 100 scenarios for the same movement pattern of the target, but different distributions of the static localization error (but with the same statistical properties). We used n = 140 particles. The deterministic component was a smoothed inertial predictor based on the running average of estimated speed, with the weight of the new observation being w = 0.2. The stochastic component was based on a diffusion model, which assumes a level of inertia in the randomness of the movement. We used a diffusion speed of 0.03 m/s, with an angle noise angle = 0.05 and speed noise speed = 0.05.
For each scenario we have repeated the localization workflow using several values of the KLD threshold (T KLD ). A value of T KLD = 0 means that the particle filter restarts at every observation, while T KLD = ∞ means it never restarts. For each experiment, we measured the distance between the current ground truth (the actual location of the target), and the target location estimated by the particle filter using the weighted mean of the particles. Figure 4 shows the average localization error over the 100 scenarios for T KLD values of 0, 10, 15 18, 22, and ∞. We find that, as expected, both too frequent or too rare restarts lower the performance. Without the restart mechanism the average localization error is 8.49 ft. The best performance has been obtained for T KLD = 18 with the average error being 5.38 ft
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However, the average values do not tell the complete story. Let us now investigate in detail what is happening during the dynamic localization. Figure 5 shows the time series of the localization error for four representative scenarios. To reduce the clutter on these graphs, we only retained the T KLD values of 0, 18, 22, and ∞.
In Figure 5 -(a) (scenario 3), we find that the "always restart" case creates a very jagged estimate, essentially mirroring the observation errors. Of course, the frequent restart guarantees that the system will quickly recover from the errors, but the overall error will still be high.
In contrast, the "never restart" approach, in this particular case becomes stranded with a large error throughout most of the scenario. Figure 6 shows the position of the particles at time 2230, clearly showing that the stranded particles are not overlapping with the current observation. At some moment, through the random spreading of the particles, some of the particles have accidently strayed in the correct zone, and the particle filter recovered by resampling around those particles. After this recovery, the "never restart" approach had actually provided very good performance.
The remaining two cases, for T KLD = 18 and T KLD = 22 provide the best overall performance. We notice that these two cases start to diverge from the "never restart" around timepoint 500, and from each other at around timepoint 3000 (when T KLD = 18 restarted but T KLD = 22 did not). In the remainder of the scenario, these two settings alternate in providing the best approximation, without a clear winner emerging. Figure 5 -(b) (scenario 17) shows similar results. The "never restart" approach gets stranded at the beginning, recovers around 7000, gets stranded again at 11000, recovers around 13000. The "always restart" scenario shows occasional large errors but quick recoveries. The interesting difference is be- Fig. 6 . A screenshot of the evolution of the particles in scenario 3 at cycle 2230. The shaded area represents the ziggurat corresponding to the current observation. We can clearly identify that the particles are "stranded".
tween T KLD = 18 and T KLD = 22. For the previous scenario, these were evolving very similarly. Here T KLD = 22 follows very closely the "never restart" scenario, getting stranded at the same points. T KLD = 18, although starts on the same trajectory, recovers much sooner through a restart and it yields the overall best performance. Figure 5 -(c) (scenario 22) offers a similar scenario to (a), with both the T KLD = 18 and T KLD = 22 offering good performances (the latter does not become stranded in this scenario).
Finally, Figure 5 -(d) (scenario 59) shows a scenario where the distribution of the static localization errors happened in such a way that the particle filter did not get stranded. In this case the "never restart" approach gives the best results, being a canonical application of the particle filter model.
We conclude that the T KLD threshold needs to be set in such a way as to balance the early detection of a stranded particle filter, with the performance cost of too frequent restarts. T KLD values of around 18-22 were found to be the best performersthey restart relatively infrequently, but will restart in the case of a large discrepancy between particles and observation.
VI. CONCLUSIONS
In this paper we presented an approach to automatically restart the particle filter when the particle cloud diverges too much from the observation. We used the Kullback-Leibler divergence between the observation and the particle cloud surfaces to decide whether we want to restart the particles by the sampling of the latest trusted observation. We have shown the benefits of the restart method through an experimental study. We have found that, in our particular scenario involving a person walking around the CoRE building at Rutgers, an appropriately calibrated restart algorithm can improve the average localization accuracy with 36%. 
