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Zusammenfassung
Im Rahmen dieser interdisziplina¨ren Arbeit habe ich Methoden der Bildverarbei-
tung entwickelt, um reproduzierbare, quantitative Aussagen u¨ber dynamische Pha¨no-
mene zu ermo¨glichen. Der Anwendungsschwerpunkt liegt im Bereich von Biologie
und Medizin. Die verarbeiteten Daten stammen aus konfokalen Mikroskopaufnah-
men, die biologischen Strukturen wurden mit ﬂuoreszierenden Markern gefa¨rbt. Auf-
grund eines schlechten Signal-zu-Rausch Verha¨ltnisses mußte ich robuste Verfahren
entwickelt. Geeignete Vorverarbeitungsschritte waren no¨tig um die Qualita¨t der Bil-
der zu erho¨hen. Ich entwickelte ein Verfahren, um sowohl 2D- als auch 3D-Objekte
mit aktiven Konturen in Bildern zu segmentieren. Dabei konnte ich in 2D zeigen, daß
der Bereich der Attraktion der aktiven B-spline Kontur durch ein spezielles externes
Kra¨ftefeld erho¨ht werden konnte. Dies stellt einen Vorteil gegenu¨ber den bisherigen
parametrischen aktiven Konturen dar, besonders dann, wenn die Initialkurve weit
von dem zu segmentierenden Objekt gelegt wird. In 3D wurde von mir eine Methode
vorgestellt, um mehrere Objekte separat zu segmentieren. Hier setzte ich fu¨r diesen
Spezialfall der Zellteilung einen Clusteralgorithmus ein, um zuvor extrahierte Kanten-
punkte den Objekten zuzuordnen. Damit konnte ich die Volumen- und Oberﬂa¨chen-
vera¨nderung quantiﬁzieren. Um segmentierte Objekte in beliebigen Dimensionen u¨ber
die Zeit zu verfolgen, wurde von mir ein Particle-Tracking Algorithmus auf der Grund-
lage einer Fuzzy-Entscheidungslogik entwickelt. Eine Reihe von Anwendungen aus der
biologischen Grundlagenforschung veranschaulichen die Wirkungsweise der entwickel-
ten Methoden.
Abstract
In this interdisciplinary work I developed digital image processing methods for quan-
titative analysis of dynamics. The applications focused on biology and medicine. Con-
focal microscopes can resolve biological structures by the use of ﬂuorescent markers.
Due to a low signal to noise ratio the processing of noise reduction techniques was
an important task. I developed a segmentation method in 2D and 3D based on de-
formable models. In 2D, I was able to show that the attraction range of the active
B-spline contour could be increased in combination with a special external ﬁeld. This
improvement to the classical parametric active contour is especially important when
the initialization of the curve is far beyond the object. In 3D, I introduced a method
for simultaneously segmenting multiple objects in one image and adapted this ap-
proach to the special case of cell division. A cluster algorithm was applied to assign
the extracted edge points to the diﬀerent objects. With these methods, I was able to
quantify the volume and area expansion of the membrane over time. To track multiple
segmented objects over time, I have developed a particle-tracking algorithm, based
on a Fuzzy decision kernel. Several applications show the beneﬁt of the developed
methods.

Diese Arbeit wurde in der Abteilung Theoretische Bioinformatik am
Deutschen Krebsforschungszentrum (DKFZ) Heidelberg unter der
Betreuung von Dr. Roland Eils durchgefu¨hrt.
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Kapitel 1
Einleitung
Mit der Entwicklung des Mikroskops und geeigneten optischen Elementen
wurde in den ersten Jahrzehnten des 17. Jahrhunderts das Studium von
Objekten mo¨glich, die mit bloßem Auge nicht mehr zu erkennen sind.
Großes Interesse galt – und gilt bis heute noch – der Erforschung von
Krankheitserregern, z.B. Viren oder Bakterien. Man wollte ihre Struktur
und Aktivita¨t analysieren. Im Laufe der Zeit hat sich die Auﬂo¨sungs-
grenze des Mikroskops um mehrere Gro¨ßenordnungen verbessert, so daß
man mittlerweile in der Lage ist, einzelne Proteine zu untersuchen. Da-
durch konnte die Funktion der Zelle systematisch untersucht werden; z.B.
konnten Wechselwirkungen einzelner Kompartimente nachgewiesen wer-
den. Die Beobachtung einzelner Substrukturen innerhalb der Zelle u¨ber
einen bestimmten Zeitraum hinweg zeigt naturgetreu die Funktion dieses
kleinsten Organismus des Lebens. Um die Bewertung der beobachteten
Pha¨nomene reproduzierbar zu machen, sind manuelle Auswertungen, die
auf visuellen Eindru¨cken basieren, nicht geeignet, da sie durch die sub-
jektive Betrachtungsweise unterschiedlicher Benutzer schwanken ko¨nnen.
Man stelle sich z.B. das Ausza¨hlen mehrerer hundert Zellen in einem Bild
durch mehrere Personen vor. Erschwerend kommt hinzu, daß durch die
Aufnahme von hochaufgelo¨sten multidimensionalen Datensa¨tzen oft ei-
ne so große Datenmenge produziert wird, daß eine manuelle Auswertung
nicht mehr mo¨glich ist.
Der Einsatz automatischer Methoden zur Quantiﬁzierung in Mikro-
skopaufnahmen ist stark mit der Entwicklung von Computern verbunden.
Grundlage fu¨r die computerbasierte Analyse von Mikroskopdaten ist die
digitale Generierung von Bildern, die mittlerweile mit allen ga¨ngigen Mi-
kroskopsystemen mo¨glich ist. Auf diese digitalen Datensa¨tze ko¨nnen Bild-
verarbeitungsalgorithmen angewandt werden, um die Ergebnisse quanti-
tativ oder qualitativ aufzubereiten.
Das Studium der lebenden Zelle gibt Aufschluß u¨ber viele ihrer Funk-
tionen, die zum U¨berleben notwendig sind. Dabei werden zu unterschied-
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lichen Zeitpunkten Aufnahmen gewonnen, die den zeitlichen Ablauf ver-
schiedener Stadien darstellen. Durch die Bearbeitung dieser Bildfolgen
mit entsprechenden Algorithmen lassen sich quantitative Aussagen u¨ber
die Entwicklung der Zelle machen.
Seit der Entdeckung des Green Fluorescent Protein (GFP) aus der
Qualle Aequorea victoria und seinen spektralen Varianten ist die Anzahl
der nicht-invasiven in vivo-Untersuchungen in lebenden Zellen sprung-
haft angestiegen [2]. Das GFP kann an verschiedene Proteine angeheftet
werden. Bei Anregung des GFP durch ein Elektromagnetisches (EM)
Feld mit der GFP-speziﬁschen Wellenla¨nge, kann indirekt das angehef-
tete Protein sichtbar gemacht werden ([54],[13]). Mit einem Lichtmikro-
skop wird die emittierte Strahlung sichtbar. Damit ko¨nnen Strukturen
im Innern einer Zelle beobachtet werden. Die Anregung wird linienweise
durchgefu¨hrt und die emittierten Photonen werden nach dem optischen
Aufbau mit Hilfe einer photo-multiplier tube (PMT) gesammelt. Der Vor-
teil dieser Methode ist, daß die erhaltenen Bilder digital u¨ber einen Char-
ge Coupled Device (CCD) Chip ausgelesen werden ko¨nnen und sofort fu¨r
anschließende Bildverarbeitungsprozesse zur Verfu¨gung stehen.
Die Fa¨rbung mittels GFP wird insbesondere interessant, wenn Bild-
sequenzen, d.h. Bilder zu verschiedenen Zeitpunkten, aufgenommen wer-
den, um dynamische Pha¨nomene zu untersuchen. Ein Problem bei zeit-
lich aufgelo¨ster Mikroskopie liegt darin, daß ein Kompromiss zwischen
der Aufnahmezeit und der Intensita¨t der Strahlung eingegangen werden
muss. Biologische Strukturen sind sehr anfa¨llig bezu¨glich EM-Strahlung.
Bei zu hoher EM Intensita¨t kann die Zelle sterben bzw. ungewu¨nsch-
te Strukturen bilden (z.B. DNA1-Protein Komplexe) [63], was zu einer
Verku¨rzung der Aufnahmezeit fu¨hrt. Die Konsequenz der Verringerung
der Strahlungsintensita¨t um la¨ngere Aufnahmezeiten zu erhalten, ist ein
kleines Signal-zu-Rauschen Verha¨ltnisses (signal to noise ratio, SNR)
[67]. Mit dem konfokalen Mikroskop ist es mo¨glich, unverschwommene,
hochauﬂo¨sende Aufnahmen von dicken Proben aus verschiedenen Tie-
fenschichten zu erstellen. Die Information außerhalb der fokalen Ebene
wird durch das Anbringen einer Blende vor dem Detektor verworfen. So-
mit wird nur die fokale Region der Probe detektiert. Mit dieser Methode
kann Punktweise angeregt und detektiert werden, was den Einsatz von
laser scanning Mikroskopen (LSM) pra¨destiniert.
Vergleiche zwischen zweidimensionalen (2D) und dreidimensionalen
(3D) Analysen haben gezeigt, daß mit der zusa¨tzlichen Dimension nicht
nur mehr Information zur Verfu¨gung steht, sondern Pha¨nomene aus-
schließlich in drei anstelle von zwei Dimensionen beobachtbar sind [50]. In
vielerlei Hinsicht ist es unumga¨nglich, die Analyse von multidimensonalen
1DNA: Deoxyribonucleic Acid. Englischer Ausdruck fu¨r die Erbsubstanz DNS (Des-
oxyribonucleinsa¨ure).
3Daten mit Hilfe des Computers vorzunehmen. Erstens sind die aufgenom-
menen Daten aufgrund ihrer Gro¨ße mit manuellen Auswertungsmethoden
nicht mehr sinnvoll zu bearbeiten; z.B. hat ein typisches 3D Bild mit den
ra¨umlichen Dimensionen 512×512×15 in x,y,z-Richtung eine Gro¨ße von
etwa 4 Megabyte. Bei der gleichzeitigen Messung von drei Farbkana¨len
ergibt sich fu¨r hundert 3D Bilder eine ungefa¨hre Gro¨ße von 1 Gigabyte;
dies stellt fu¨r manuelle Analysen ein gewaltiges Datenvolumen dar. Des
weiteren haben automatisierte Methoden den Vorteil, daß sie reprodu-
zierbar sind, d.h. das Experiment und die Ergebnisse werden transparent
und ko¨nnen bei Bedarf wieder veriﬁziert werden. Die zeitliche Einspa-
rung sei hier nur am Rande erwa¨hnt. Da automatisierte Methoden im
Bereich der Zellbiologie recht selten anzutreﬀen sind, wurde im Rahmen
dieser Arbeit eine Reihe von Algorithmen entwickelt und implementiert,
die eine automatische Analyse ermo¨glichen.
Um Objekte in den Bilder zu detektieren und segmentieren, ist oft
eine Vorverarbeitung no¨tig, um die Bildqualita¨t zu erho¨hen. Eine Rei-
he von Gla¨ttungsﬁlter ko¨nnen hierbei eingesetzt werden; soll jedoch die
Kanteninformation erhalten bleiben, fa¨llt die Wahl auf so genannte re-
gularisierte Filter. Der in der Praxis bewa¨hrte anisotrope Diﬀusionsﬁlter
[68] nach Black et. al. [7] wurde in 3D implementiert. Dieser erha¨lt den
Betrag der Gradienten senkrecht zu den Kanten; gleichzeitig gla¨ttet er
in Richtung der Kante ebenso wie in homogenen Regionen mit relativ
geringen Grauwerta¨nderungen [67]. Einzelne Artefakte oder Bildsto¨run-
gen, wie z.B. Pixelrauschen, ko¨nnen einfach mit morphologischen Filtern
entfernt werden. Aus der Klasse der morphologischen Filtern wurden die
in der Praxis wichtigsten implementiert.
Die Segmentierung von Objekten ist wesentlicher Bestandteil einer
quantitativen Analyse. Hierbei werden Objektgrenzen detektiert, um das
Objekt vom Hintergrund abzugrenzen. Unterschiedlichste Verfahren, die
die vollautomatische und benutzerunabha¨ngige Segmentierung zum Ziel
haben, werden in [59] vorgestellt. Bei Bilder mit schwankenden Beleuch-
tungsverha¨ltnissen, die z.B. durch chemische Aktivita¨t des GFP-Proteins
hervorgerufen werden, wird meist eine automatische Segmentierung unmo¨glich.
Bei ungu¨nstigen Segmentierungen ko¨nnen selbst nach Gla¨ttung des Bil-
des die Kanten der Objekte unterbrochen und durch Artefakte verfa¨lscht
sein. Die Segmentierung auf der Basis von aktiven Konturen ist eine Me-
thode, mit der man umschließende Kanten auﬃnden kann; implizit erha¨lt
man eine geschlossene Kontur und das Artefakte einen geringen Einﬂuss
auf die endgu¨ltige Kontur haben. Letztere wird iterativ bestimmt; mei-
stens wird hierbei ein Energiefunktional minimiert, das mathematisch die
globale Approximation der Kontur zu den Objektkanten bewertet. Aus
der geschlossenen Kontur la¨sst sich die Zuordnung aller Pixel, die zum
Objekt geho¨ren, berechnet. Eine solche Zuordnung kann auch u¨ber ein
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Regionenwachstums Verfahren (siehe Abschnitt 4.4) mit einer deﬁnierten
Nachbarschaftsbeziehung geschehen. Erst durch diese Zuordnung lassen
sich Objektparameter, wie z.B. das Massenzentrum (center of mass), be-
rechnen. Sind die Objekte in der Bildfolge detektiert, lassen sich durch
Verfolgen der einzelnen Objekte u¨ber mehrere Zeitschritte (Tracking)
quantitative Parameter extrahieren. Die Zuordnung der Objekte u¨ber
die gesamte Bildsequenz ist nicht eindeutig; unterschiedliche Heuristiken
zum Auﬃnden der Korrespondenzen sind je nach Art der Anwendung
mehr oder weniger erfolgreich. Durch die Abstrakte Formulierung der
Verfolgung von Objekten ist es mo¨glich, Objekte in beliebigen Dimensio-
nen zu analysieren. Die anschließende Quantiﬁkation gibt Auskunft u¨ber
Eigenschaften der Objektdynamik.
Diese Arbeit ist in drei große Bereiche unterteilt: in einen Teil, in-
dem Grundlagen der Physik und Biologie wiederholt werden (ab Seite
9), einen Teil (ab Seite 33) indem grundlegende und speziell entwickelte
Bildverarbeitungsmethoden behandelt werden und einen Teil (ab Seite
95) der drei Anwendungen vorstellt. Die abschließende Diskussion in Ka-
pitel 14 (ab Seite 115) zeigt in einem kritischen U¨berblick die erreichten
Ziele und deren Grenzen.
In Teil I werden die physikalischen Grundlagen der Lichtmikroskopie
erkla¨rt. Dabei werden die optischen Prinzipien und Techniken beschrie-
ben, die zum Versta¨ndnis der modernen Mikroskopie notwendig sind.
Abha¨ngig von der Transparenz der Probe, kommt die Durchlicht- oder
Auﬂichtmikroskopie zum Einsatz. Die konfokale Technik ist geeignet, um
Objekte dreidimensional aufzunehmen. Im Anwendungsteil sind konfoka-
le Beispielbilder in 2D bzw. in 3D dargestellt. Das Verhalten ﬂuoreszie-
render Stoﬀe bei speziﬁscher Anregung kann zur indirekten Auﬂo¨sung
von biologischen Strukturen unter dem Mikroskop ausgenutzt werden
(siehe Kapitel 2.6.4). Zur Untersuchung der Struktur anorganischer Stof-
fe oder Mineralien sind Lichtmikroskope mit ihrer geringen Eindringtie-
fe ungeeignet. Mit der Ro¨ntgentomographie steht (wie in Kapitel 2.6.6
erla¨utert) eine Mo¨glichkeit zur Untersuchung von dichten Materialien
zur Verfu¨gung; allerdings ist sie aufgrund der hohen Energiedosis nur be-
grenzt fu¨r lebende Objekte geeignet. Mit einer zeitlich aufgelo¨sten Serie
an Bilder wird die Dynamik in mehreren Stadien der Zellteilung studiert.
Dabei spielen Diﬀusionsprozesse eine wichtige Rolle; die theoretischen
Grundlagen hierzu werden in Abschnitt 2.7 besprochen. Die verschiede-
nen Zellteilungsstadien sind in Kapitel 3 abgebildet und beschrieben.
In Teil II werden spezielle Methoden der Bildverarbeitung vorgestellt.
Dieser Teil kann in die Bereiche Vorverarbeitung und der eigentlichen
Verarbeitung unterteilt werden. Die Methoden der Bildvorverarbeitung
beginnen mit den morphologischen Filtern in Abschnitt 4.2. Mit dieser
Klasse von Filtern ko¨nnen Artefakte entfernt werden, Lo¨cher in Objek-
5ten gefu¨llt und du¨nne Verbindungen zwischen Objekten gelo¨scht werden,
ohne das Volumen zu vera¨ndern. Diese Operatoren sind sowohl fu¨r zwei-
als auch dreidimensionale Bilddaten von mir implementiert worden. Der
wohl bekannteste Gla¨ttungsﬁlter, basierend auf dem Gauß Kern, ist in
Abschnitt 4.3 aufgefu¨hrt und Unterschiede zu konventionellen Gla¨ttungs-
ﬁltern werden diskutiert.
Kapitel 6 bescha¨ftigt sich mit der Segmentierung, im speziellen mit
kantenbasierten Ansa¨tzen. Ein weiteres Segmentierungsverfahren arbei-
tet mit so genannten aktiven Konturen (siehe Kapitel 7). Bei 2D-Bilder
spricht man auch von snakes. Vereinfacht ausgedru¨ckt sind dies Gum-
miba¨nder, die so durch das Graustufengebirge des Bildes gelegt wer-
den, daß ein Energieminimum erreicht wird. Bei 3D-Bilder geht man
entsprechend von verformbaren Gummiballons (balloon) aus, die sich an
die Kanten des zu segmentierenden Datensatzes schmiegen. So ko¨nnen
Gebiete auch dann gut segmentiert werden, wenn kurze Abschnitte der
Kanten nicht gut zu erkennen sind. Energiefunktionen ko¨nnen verschie-
dene Parameter nutzen. Meist wird versucht, die La¨nge der Strecke zu
minimieren und dennoch in der Na¨he einer Kante (deﬁniert durch den
maximalen Grauwertgradienten) zu liegen. Aus der Segmentierung resul-
tieren Bina¨rbilder, repra¨sentiert durch zwei unterschiedliche Grauwerte,
die Objekt- oder Hintergrundpixel zugewiesen werden. Nach der Segmen-
tierung sind Objekte nur durch die Kantenpixel deﬁniert, die das Objekt
vom Hintergrund abgrenzen. Beim Bestimmen des Volumens oder des
Grauwert-Massenzentrums mu¨ssen alle Pixel, die in einem Objekt ent-
halten sind, dem Objekt zugeordnet werden. Auf diesen Prozess des Re-
gionenwachstums wird in Abschnitt 4.4 eingegangen.
Ein weiterer Aspekt in der Vorverarbeitung wird in Abschnitt 5 be-
sprochen, wo ich zeigen konnte, wie mittels der so genannten Registrie-
rung Sto¨rbewegungen in Bilder korrigiert werden ko¨nnen. Wird die Sto¨rbe-
wegung entfernt, wird gleichzeitig das Ergebnis des Trackings verbessert.
Das Kapitel 8 geht auf die von mir implementierte Particle-Tracking Me-
thode ein (Particle steht hier fu¨r eine abstrakte Bezeichnung eines seg-
mentierten Objekts in beliebiger Dimension) und gibt einen U¨berblick
der unterschiedlichen Ansa¨tze.
In Kapitel 9 wird eine Methode speziell fu¨r die Analyse von Volumen-
und Oberﬂa¨chendynamik vorgestellt. Dabei benutzte ich die Daten aus
dem Experiment in Kapitel 13, um die manuelle Volumenmessung mit
der von mir entwickelten automatischen Methode zu veriﬁzieren. Diese
Methode basiert auf einem deformierbaren Modell; eine initiale Kugel
wird dabei um die extrahierten Kantenpunkte gelegt. Fu¨r die Beschrei-
bung der Kugel kam eine NURBS (verallgemeinerte B-spline) Fla¨che zum
Einsatz. Die Lage der Oberﬂa¨chenpunkte dieser Fla¨che ist durch Kon-
trollpunkte festgelegt. Die Kugel wird iterativ von den Kantenpunkten
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angezogen; der optimale Fit des Modells an die Kantenpunkte wird durch
Minimierung eines quadratischen Fehlerfunktionals erzielt. Bei der Mini-
mierung wurde nur eine Verschiebung der Kontrollpunkte zugelassen.
Im na¨chsten Kapitel bescha¨ftigte ich mich mit einem klassischen Pro-
blem der snake. Durch die Beschreibung der Kontur mit B-splines und
dem Einsatz eines modiﬁzierten externen Kra¨ftefelds konnte ich Verbes-
serungen gegenu¨ber herko¨mmlichen Methoden erzielen. Beispiele aus der
Zellbiologie als auch Beispiele mit ku¨nstlichen Testbilder zeigen die er-
zielten Verbesserungen.
In Teil III, dem Anwendungsteil, werden drei von mir bearbeitete Ex-
perimente vorgestellt. Im ersten Experiment in Kapitel 11 arbeitete ich
an der dreidimensionalen Analyse von Koks. Dabei nahm ich die Pro-
ben mit einem Micro-CT Scanner auf und bearbeitete sie mit speziellen
Bildverarbeitungsmethoden. Die quantitative Analyse dieser Strukturen
dient der Abscha¨tzung der Eﬀektivita¨t beim Verbrennungsprozess; die
aktive Oberﬂa¨che hat direkten Einﬂuss auf den Wirkungsgrad.
In Kapitel 12 wird die Dynamik von speziellen Zellkernkomparti-
menten, den so genannten PML-Kompartimenten mit Bildverarbeitungs-
methoden untersucht. Die im Methodenteil beschriebenen Bildverarbei-
tungsalgorithmen wurden im Experiment eingesetzt, beginnend mit der
Vorverarbeitung, anschließender Segmentierung, dem Particle-Tracking
und der Visualisierung. Bei der na¨chsten Anwendung in Kapitel 13 wird
eine biologische Fragestellung in 4D (3D-Bildsequenz) vorgestellt, bei der
die Kernhu¨lle, das Chromatin und die Centrosome wa¨hrend der Zelltei-
lung gleichzeitig visualisiert und quantiﬁziert wurden. Als Vorverarbei-
tungsschritt kam der anisotrope Diﬀusionsﬁlter zum Einsatz, mit dem
allerdings die Bilder nicht ganz vom Rauschen befreit werden konnten.
Deshalb wurde eine Segmentierung angewandt, die auf einer Schwell-
wertmethode basierte. Durch Particle-Tracking konnten die Tochterkerne
u¨ber die Zeit verfolgt werden und das synchrone Ansteigen der Chroma-
tinmenge bei zwei Tochterzellkernen quantiﬁziert werden.
Jede Anwendung schließt mit einer Diskussion der erreichten Ziele ab.
Eine umfassendere Diskussion ﬁndet sich in Kapitel 14.
Teil I
Grundlagen der Physik und
Biologie
7

Kapitel 2
Physikalische Grundlagen
Grundsa¨tzlich unterscheidet man zwischen zwei Arten von Mikrosko-
pietechniken, dem Auf- und Durchlichtverfahren. Transparente Objek-
te wie z.B. Zellen oder Gewebe, ko¨nnen im Durchlichtverfahren beob-
achtet werden, wa¨hrend nichttransparente Objekte, wie z.B. Minerali-
en, nur im Auﬂichtverfahren abgebildet werden ko¨nnen. In diesem Ka-
pitel werden die physikalischen Grundlagen der verschiedenen Mikro-
skopietechniken diskutiert. Ein Einblick in die Methodik der Ro¨ntgen-
Computertomographie schließt dieses Kapitel ab.
2.1 Das optische Auﬂo¨sungsvermo¨gen
In der Lichtmikroskopie wird eine Abbildung durch die Wechselwirkung
zwischen Licht und einem Objekt (Probe) dargestellt. Die Abbildung
kann sehr feine Details in oder auf dem Objekt mit einer 2- bis 1000-
fachen Vergro¨ßerung sichtbar machen. Die maximale Auﬂo¨sung optischer
Mikroskope ist durch Beugungseﬀekte und durch die Wellennatur des
verwendeten Lichtes begrenzt. Nach dem Rayleigh Kriterium [27] ist der
minimale, mit optischer Mikroskopie auﬂo¨sbare Abstand zweier Objekte
proportional zur Wellenla¨nge und umgekehrt proportional zur numeri-
schen Apertur (NA):
∆x = 0, 61 · λ
NA
. (2.1)
∆x gibt hier den Abstand zweier Punkte und λ die benutzte Wellenla¨nge
an. Das Produkt n · sinα mit dem Brechungsindex n und dem halb-
en O¨ﬀnungswinkel des Objektivs α (siehe Abbildung 2.4) wird als NA
deﬁniert. Der kleinste auﬂo¨sbare Abstand zweier Objekte kann durch
die minimale Wellenla¨nge und die maximale numerische Apertur erzielt
werden. Objektive, die fu¨r wa¨ssrige Proben konzipiert sind, haben eine
maximale numerische Apertur von NA=1,2. Lichtoptische Mikroskope
erreichen bei ca. 0,2µm ihre Auﬂo¨sungsgrenze.
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Abbildung 2.1: Links Strahlengang eines Lichtmikroskops. Rechts
Huyghens-Okular.
Optische Mikroskope besitzen ein Linsensystem, das den Lichtstrahl
auf dem Objekt fokussiert und ein vergro¨ßertes Bild erzeugt. Die Mi-
kroskope ko¨nnen sowohl fu¨r Auﬂicht als auch fu¨r Durchlicht verwen-
det werden. Bei der Durchlichtmikroskopie passiert ein Lichtstrahl das
Kondensorlinsensystem und gelangt anschließend durch die Probe in das
Abbildungssystem aus Objektiv und Okular. Fu¨r nichttransparente und
dickere Proben steht die Auﬂichtmikroskopie zur Verfu¨gung. Hier fa¨llt
der Lichtstrahl durch die Objektivlinse, wird von der Probenoberﬂa¨che
reﬂektiert und zuru¨ck in das Objektiv geleitet (siehe Abbildung 2.11).
Bei geringer Vergro¨ßerung oder Dunkelfeldabbildung wird manchmal ei-
ne zweite Beleuchtungsquelle verwendet. Verschiedenste Techniken wer-
den eingesetzt, um den Abbildungskontrast zu erho¨hen und so zusa¨tzliche
Einzelheiten der jeweiligen Mikrostruktur sichtbar zu machen. Zu nennen
sind u.a. Hell- und Dunkelfeld-, Phasenkontrast-, Interferenzkontrast-,
Fluoreszenzkontrast- und Polarisationskontrast-Mikroskopietechniken.
1Optik, Licht und Laser, D. Meschede, Kap. 4, c© 1999 B.G. Teubner Stuttgart
Leipzig.
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2.2 Laser
Die zugrundeliegende Physik des Lasers (light amplification by stimulated
emission of radiation) ist die stimulierte Emission. Die erzwungene, indu-
zierte oder stimulierte Emission ist das genaue Gegenstu¨ck zur Absorp-
tion. Ein elektromagnetisches Strahlungsfeld kann ein Teilchen entweder
zum U¨bergang in einen energetisch ho¨heren oder tieferen Zustand ver-
anlassen, vorausgesetzt seine Frequenz stimmt mit der Energiediﬀerenz
zwischen beiden Zusta¨nden u¨berein, d.h. ν = ∆W
h
[27]. Ein Strahlungsfeld
kann ein Teilchen aus dem Grundzustand in einen angeregten Zustand he-
ben (Absorption) oder aus dem angeregten Zustand in den Grundzustand
zuru¨cksenden (stimulierte Emission). Im zweiten Fall wird die Ener-
gie, die dem Teilchen entzogen wird, vom Strahlungsfeld aufgenommen,
wa¨hrend im ersten Fall das umgekehrte passiert. Die beiden entgegenge-
setzten Vorga¨nge haben, bezogen auf ein Teilchen im Grundzustand bzw.
ein angeregtes Teilchen, genau die gleiche Wahrscheinlichkeit. Ob die Ab-
sorption oder die stimulierte Emission u¨berwiegt, ha¨ngt also lediglich von
den Anzahldichten n2 und n1 auf den unterschiedlichen Niveaus ab (das
zweite Niveau ist das Energiereichere). Bei n1 > n2 u¨berwiegt die Absorp-
tion, die einfallende Welle ist geda¨mpft. Bei n2 > n1 versta¨rkt sich die
einfallende Welle sta¨ndig durch stimulierte Emission (Entda¨mpfung). Im
Gleichgewicht ist immer n2 < n1, denn nach Boltzmann ist n2 = n1e
hν
kT .
Die Da¨mpfung der Welle durch Absorption ist der u¨bliche Vorgang und
nur durch Modiﬁkationen, und zwar durch sta¨rkere Besetzung des an-
geregten Zustands im Vergleich zum Grundzustand, kann Entda¨mpfung
erzielt werden. Wenn es sich um ein thermisches Gleichgewicht handelt,
entspricht ein solcher Zustand einer negativen Temperatur. Die Eigen-
schaften des Laserlichts und des Lichts der thermischen Emission mit
u¨berwiegender Spontanemission, sind grundsa¨tzlich verschieden. Spon-
tane Emissionsakte erfolgen ihrem Wesen nach unabha¨ngig voneinander
und nehmen in ihrer Intensita¨t exponentiell ab; die einzelnen mikroskopi-
schen Strahlungsblitze haben keine Phasenbeziehung zueinander, sie sind
inkoha¨rent. Die Lawine stimulierter Emissionen besteht dagegen aus lau-
ter Einzelakten mit strenger Phasenbindung, der gesamte Laserpuls ist
ra¨umlich und zeitlich koha¨rent. In der Anwendung sind folgende Eigen-
schaften wichtig: Die hervorragende Frequenzkonstanz und die Koha¨renz
und Parallelita¨t der Strahlung.
2.3 Fluoreszenz
Lumineszenz ist die Emission von Photonen von einem elektronisch ange-
regten Zustand. Sie kann in zwei verschiedene Arten eingeteilt werden, in
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die Fluoreszenz und die Phosphoreszenz, abha¨ngig vom Zusammenhang
zwischen angeregtem Zustand und dem Grundzustand. Bei der Fluo-
reszenz ﬁndet ein quantenmechanisch erlaubter U¨bergang statt, bei der
Phosphoreszenz ein quantenmechanisch verbotener U¨bergang, meistens
von einem Triplet- zu einem Singulettzustand [38]. Dies a¨ußert sich in
der durchschnittlichen Lebensdauer des angeregten Zustands, die bei der
Fluoreszenz im Bereich von 10−8 Sekunden liegt. Typische Lebensdau-
er von Phosphoreszenzen liegen bei Millisekunden (Fernsehbildschirme)
bis Stunden (Leuchtziﬀerbla¨tter). Nach der Absorption von Licht ﬁnden
mehrere Prozesse statt [38]. Normalerweise wird ein Fluorophor in einen
ho¨heren Vibrationszustand versetzt, ausgehend von einem der elektro-
nischen Zusta¨nde S1, S2 oder S3. Relaxation zum niedrigsten Vibrati-
onszustand S1 passiert in einer Zeit von etwa 10
−11 Sekunden. Diesen
Prozess bei dem im wesentlichen die Energie in Form von Wa¨rme an die
Umgebung abgegeben wird nennt man interne Konversion. Von diesem
Zustand aus geht das Moleku¨l in einen Vibrationszustand von S0 u¨ber,
wobei entweder ein Fluoreszenzphoton erzeugt wird, oder ein strahlungs-
freier U¨bergang stattﬁndet (siehe Abbildung 2.2). Normalerweise ist das
emittierte Licht ho¨chstens so kurzwellig wie das absorbierte (Stokes’sche
Regel). Dieser Stokes Shift ist das Endprodukt verschiedener Prozesse,
wie z.B. die interne Konversion von einem angeregten Zustand zum nied-
rigsten Vibrationszustand S1. Bei vollsta¨ndiger Umwandlung in thermi-
sche Energie beobachtet man also Fluoreszenzlo¨schung. Die Ha¨uﬁgkeit
aller dieser Prozesse nimmt im Allgemeinen mit wachsender Temperatur
zu. Nur ausnahmsweise beobachtet man in der Emission kurzwelligere
(anitstoke’sche) Linien als in der Absorption. Die Zusatzenergie kann
entweder aus dem thermischen Energievorrat stammen, oder die Absorp-
tion des Photons kann einen U¨bergang ho¨herer Energie ausgelo¨st haben
der sonst verboten wa¨re. Lumineszenz kann unterteilt werden in:
• chemische Lumineszenz (z.B. Glu¨hwu¨rmchen).
• Radiolumineszenz (durch radioaktive Strahlung angeregt).
• Elektronenlumineszenz (z.B. in Fernsehro¨hren).
2.4 Das konfokale Prinzip
Der große Vorteil der konfokalen Lichtmikroskopie ist die Mo¨glichkeit,
das von einer Probe aus einer einzigen Ebene reﬂektierte oder emittier-
te Licht zu sammeln. Eine Lochblende, die zur Fokusebene konjugiert
(konfokal) angeordnet ist, sorgt dafu¨r, daß das gesamte Licht, das nicht
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Abbildung 2.2: Typische Energieniveaus und Lebensdauern von
U¨berga¨ngen eines Fluorophors. Die elektronischen Zusta¨nde sind weiter
unterteilt in mehrere Vibrationszusta¨nde, die hier zur besseren U¨bersicht-
lichkeit weggelassen wurden.
aus dieser Ebene stammt ausgeblendet wird. Beim laser scanning Mi-
kroskop wird ein Bild aus einer Menge von Daten zusammengesetzt, wo-
bei die Probe Punkt fu¨r Punkt und Zeile fu¨r Zeile sequentiell abgetastet
wird (daraus resultiert der Name laser scanning) [10]. Durch Verschieben
der Fokusebene lassen sich einzelne Bilder (optische Schnitte) zu einem
dreidimensionalen Bildstapel zusammensetzen und anschließend digital
verarbeiten.
2.5 Die Punkt-Abbildungs-Funktion
Die ra¨umliche Lichtintensita¨tsverteilung wird durch die so genannte Punkt-
Abbildungs-Funktion h (point-spread-function, PSF) beschrieben:
h(u, v, φ) :=| E(u, v, φ) |2 (2.2)
Die Variablen u = 2πzNA
2
nλ
und v = 2πrNA
λ
sind optische Koordinaten, die
ihren Ursprung im geometrischen Fokus haben. Dabei ist r =
√
x2 + y2.
Die PSF und das elektrische Feld E sind hier in Zylinderkoordinaten dar-
gestellt (F = F (u, v, φ)). E kann im Fokus nach [56] dargestellt werden
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Abbildung 2.3: Links Konfokales Prinzip des laser scanning Mikroskops.
Rechts Schematische Darstellung des Strahlengangs und der Bauteile.
als: 
 Ex(u, v, φ)Ey(u, v, φ)
Ez(u, v, φ)

 =

 −i(I0(u, v) + I2(u, v) cos 2φ)−iI2(u, v) sin 2φ
−2I1(u, v) cosφ

 (2.3)
Die Beugungsintegrale In sind gegeben durch:
I0(u, v) =
∫ α
0
cos
1
2 θ sin θ(1 + cos θ) J0
(
v sin θ
sinα
)
exp
(
iu cos θ
sin2 α
)
dθ
I1(u, v) =
∫ α
0
cos
1
2 θ sin2 θ J1
(
v sin θ
sinα
)
exp
(
iu cos θ
sin2 α
)
dθ
I2(u, v) =
∫ α
0
cos
1
2 θ sin θ(1− cos θ) J2
(
v sin θ
sinα
)
exp
(
iu cos θ
sin2 α
)
dθ
Die Ji’s sind dabei Besselfunktionen erster Art und i-ter Ordnung, α der
Aperturwinkel und θ der Azimutwinkel der Apertur.
Daraus ergibt sich die PSF fu¨r linear polarisiertes Licht:
h(u, v, φ) = |I0(u, v) |2 + |I2(u, v) |2 +4 |I1(u, v) |2 cos2 φ (2.4)
+2 cos 2φRe{I0(u, v)I∗2(u, v)}
Fu¨r un- oder zirkular-polarisiertes Licht ergibt sich:
h(u, v) = |I0(u, v) |2 +2 |I1(u, v) |2 + |I2(u, v) |2 (2.5)
In Abbildung 2.4 ist das Hauptmaximum der PSF hinter einer Linse
schematisch dargestellt, wobei die Koordinaten so gewa¨hlt sind, daß z
entlang der optischen Achse verla¨uft.
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Abbildung 2.4: Lichtintensita¨tsverteilung hinter einer Linse.
2.6 Lichtmikroskopie
2.6.1 Hell- und Dunkelfeld Mikroskopie
Der Kontrast der Durchlichtmikroskopie basiert auf A¨nderungen der opti-
schen Dichte und der Farbe innerhalb des Materials. Partikel und andere
Fu¨llmaterialien ko¨nnen klar identiﬁziert werden. Dunkelfeld-Mikroskopie
eignet sich besonders fu¨r linienartige Strukturen wie Kanten und Ris-
se, die im Hellfeld nicht genu¨gend sichtbar werden. Im Gegensatz zur
Hellfeldbeleuchtung wird die Objektstruktur hell auf dunklem Unter-
grund abgebildet. Im ungu¨nstigsten Fall haben ungefa¨rbte Objekte in
der Durchlichtmikroskopie keinen Kontrast. Objekte, die ungefa¨rbt sind
und keine Farb- oder Dichteunterschiede in der Struktur besitzen, werden
in der klassischen Mikroskopie nicht, oder nur unzureichend dargestellt,
falls das Objekt das Licht weder ausreichend bricht noch streut. Ge-
eignet sind Objektive, die durch eine hervorragende Linsenqualita¨t und
Reinheit mo¨glichst wenig Licht streuen und eine geringe spha¨rische und
chromatische Aberration aufweisen.
2.6.2 Phasenkontrast Mikroskopie
Eine Mo¨glichkeit, das Problem der Hell- und Dunkelfeld-Mikroskopie zu
lo¨sen, ist eine Modiﬁkation der Durchlichtmikroskopie. Objekte wie zum
Beispiel Zellen, die keine tief greifenden optischen Eigenschaften besit-
zen, mu¨ssen anders ausgeleuchtet werden. Zellmembranen besitzen gering
graduierte Dichteunterschiede zu Luft, beziehungsweise zu Glas. Wenn
man die Zelle nicht dem Lichtweg entlang, sondern durch Streulicht seit-
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lich beleuchtet, so werden geringe Unterschiede in der Dichte wesent-
lich versta¨rkt. Die gestreuten Lichtstrahlen treﬀen in unterschiedlichen
Winkeln auf das Objekt, werden gestreut, bzw. gebrochen und das abge-
lenkte Licht zeigt deutlicher die Umrisse. Mit Hilfe von Filtern wird das
Beleuchtungslicht abgelenkt und durch spezielle Objektive wird lediglich
das in verschiedenen Winkeln vom Objekt weggebrochene Licht wieder
aufgenommen.
2.6.3 Interferenzkontrast Mikroskopie
Im Interferenzkontrastmikroskop wird die Beleuchtung in zwei Strah-
lenbu¨ndel geteilt. Ein Strahl wird von der Probe reﬂektiert, der andere
von einem ﬂachen Spiegel. Danach werden die beiden Strahlen zusam-
mengefu¨hrt, so dass sie interferieren. Die Interferenzmuster ko¨nnen einge-
setzt werden, um die Probendicke bei Transmission oder die Probenrau-
higkeit bei Reﬂektion zu messen. Ein quantitatives Interferenzverfahren
fu¨r genaue, beru¨hrungslose Messungen der Niveauunterschiede von Ober-
ﬂa¨chen (10µm bis 30µm) ist die Auﬂicht-Interferenz-Einrichtung nach
Mirau (Weißlichtinterferometrie) [8].
Eine Sonderstellung unter den interferometrischen Verfahren nimmt
der diﬀerentielle Interferenzkontrast (DIC) ein. Im Auﬂicht des diﬀerenti-
ellen Interferenzkontrastes werden Ho¨henunterschiede der Probe und ma-
terialabha¨ngige Phasenvera¨nderungen des reﬂektierenden Lichtes zur Ab-
bildung herangezogen. Kleine Ho¨henunterschiede (optische Wegla¨ngen-
diﬀerenzen zwischen etwa einem zehntel der Wellenla¨nge bis zu einer
ganzen Wellenla¨nge) lassen sich auf diese Weise sichtbar machen und
ergeben Abbildungen mit ra¨umlichem Charakter.
2.6.4 Fluoreszenz Mikroskopie
Eine Lichtquelle mit großer spektraler Leuchtdichteverteilung (Xenon-
oder Quecksilberdampﬂampe) sorgt dafu¨r, daß mo¨glichst viele verschie-
dene ﬂuoreszierende Stoﬀe verwendet werden ko¨nnen. Ein Anregungsﬁl-
ter wird beno¨tigt, um das Pra¨parat nur mit dem Teil des Spektrums zu
beleuchten, fu¨r das der Fluoreszenzfarbstoﬀ empﬁndlich ist. Das sorgt
zum einen fu¨r einen dunkleren Hintergrund und ist zum anderen vor al-
lem dann wichtig, wenn es sich um organische Pra¨parate handelt, die
z.B. durch UV-Licht zersto¨rt oder stark vera¨ndert werden ko¨nnen. Es
werden Strukturen innerhalb der Zelle wie z.B. DNA-Proteinkomplexe
gebildet, die zu Abberationen bis hin zum Zelltod fu¨hren ko¨nnen [63].
Aufgrund der toxischen Wirkung elektromagnetischer Strahlung auf le-
bende Objekte muss ein Kompromiss zwischen der Aufnahmezeit und
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Lichtintensita¨t eingegangen werden. Daraus resultiert meist ein schlech-
tes Signal zu Rauschverha¨ltnis (SNR) [67].
Der selektive Sperrﬁlter hat die Aufgabe, nur einen Teil des vom
Pra¨parat bzw. vom Fluoreszenzfarbstoﬀ ausgesandten Lichts durchzu-
lassen, um so den Kontrast zu erho¨hen. Je nach Anwendung und zu
untersuchendem Stoﬀ wird zwischen prima¨rer und sekunda¨rer Fluores-
zenz unterschieden: Prima¨r bedeutet, daß der Stoﬀ selbst ﬂuoreszierende
Eigenschaften hat oder ﬂuoreszierende Stoﬀe entha¨lt. Sekunda¨re Fluo-
reszenz heißt, daß dem zu untersuchenden Material ﬂuoreszierende Stoﬀe
beigemischt werden, bzw. der Stoﬀ mit Fluoreszenzfarbstoﬀen eingefa¨rbt
wird. Ein Beispiel fu¨r sekunda¨re Fluoreszenz ist die Immun-Fluoreszenz
in der Medizin. Dabei werden Antiko¨rper mit Fluoreszenzfarbstoﬀen ein-
gefa¨rbt, um Erreger nachzuweisen. Die markierten Antiko¨rper werden
nach der Reaktion ausgewaschen, wodurch nur die gefa¨rbten Komple-
xe im Pra¨parat bleiben. Zeigt sich danach keine Fluoreszenz, befanden
sich auch keine speziﬁschen Erreger im Pra¨parat. Bei der Auswahl eines
geeigneten Farbstoﬀs muß darauf geachtet werden, daß die Farbstoﬀe
chemisch nicht mit dem zu untersuchenden Stoﬀ reagieren und daß die
mikroskopischen Gera¨te auf Anregungs- und Fluoreszenzwellenla¨nge ab-
gestimmt sind. Zur Beleuchtung sind die in der Mikroskopie u¨blichen Ha-
logenlampen nicht geeignet, da sie nicht im UV-Bereich strahlen, in dem
viele Stoﬀe ﬂuoreszieren. Gasentladungslampen, z.B. vom Typ Xenon-
Hochdruck- oder Quecksilber-Hochdrucklampen, sind fu¨r diesen Zweck
besser geeignet. Bei den letztgenannten werden durch Hochdruck die ty-
pischen Linien im Spektrum verbreitert. Bei der Xenon-Lampe ist die
lange Lebensdauer von Vorteil, sie strahlt jedoch einen ho¨heren Infrarot-
Anteil ab als die Quecksilber-Lampe. Nachteilig bei diesen Lampen ist
die hohe Wa¨rmeenergie, die vom Pra¨parat ferngehalten werden muß.
Spontane Emissionsakte erfolgen ihrem Wesen nach unabha¨ngig vonein-
ander, die einzelnen mikroskopischen Strahlungsblitze haben keine Pha-
senbeziehung untereinander, sie sind inkoha¨rent. Außerdem nimmt die
Intensita¨t dieser spontanen Strahlung exponentiell ab und ist nur lokal
messbar.
Das Verha¨ltnis zwischen ausgesandter und anregender Strahlungs-
energie ist bei der Fluoreszenz kleiner als eins. Fu¨r die eﬀektive Quan-
tenausbeute gilt das Verha¨ltnis: Ieff =
Ie
Ia
wobei Ie die emittierte und Ia
die absorbierte Energie ausdru¨ckt. In der Praxis ist die Quantenausbeute
sehr klein, der Wert eins wird praktisch nie erreicht.
In der Fluoreszenzmikroskopie kommt den Filtern eine besondere Be-
deutung zu. Die Anregungsﬁlter sind in der Regel Interferenzﬁlter und
werden auch Bandpaßﬁlter genannt. Ihre Bezeichnung ha¨ngt von ihren
Eigenschaften ab; z.B. steht die Bezeichnung BP 546/9 fu¨r folgende Ei-
genschaften: BP = Bandpaßﬁlter, 546 = Schwerpunktswellenla¨nge in nm,
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9 = Halbwertsbreite in nm. Den Gegensatz zu den Kurzpaßﬁlter stellen
die Langpaßﬁlter dar: sie lassen ab einer bestimmten Wellenla¨nge al-
le la¨ngeren, energiea¨rmeren Wellenla¨ngen durch und eignen sich immer
dann gut als Sperrﬁlter, wenn Erreger- und Emissionsstrahlung eines
Fluoreszenzstoﬀes energetisch eng nebeneinander liegen. Der Filter wird
dann so gewa¨hlt, daß seine Kante genau zwischen diesen Strahlungswel-
lenla¨ngen liegt. Dadurch wird eine wesentliche Kontrasterho¨hung zwi-
schen Bild und Hintergrund erreicht. Ein wichtiges Qualita¨tsmaß von
Filtern ist auch der sog. Fuß, d.h. der spektrale Teil des Filters, an dem
sich die Transmission der Nullmarke na¨hert. Er sollte mo¨glichst schmal
sein.
Das na¨chste wichtige Element des Auﬂicht-Fluoreszenzmikroskops ist
der dichroitische Teilerspiegel. Seine Aufgabe ist es, die anregende Strah-
lung mo¨glichst vollsta¨ndig auf das Objekt zu lenken und das Fluoreszenz-
licht mo¨glichst vollsta¨ndig zum Okular durchzulassen. Sein Dichroismus
muß also so beschaﬀen sein, daß er fu¨r die Fluoreszenzwellenla¨nge trans-
parent ist und fu¨r die Anregungswellenla¨nge als ein Spiegel fungiert. Die
zueinander geho¨renden Anregungsﬁlter, Farbteilerspiegel und Sperrﬁlter
bilden jeweils eine Baueinheit, die einfach durch Schwenken ausgewech-
selt werden ko¨nnen.
Fu¨r die Objektive gelten a¨hnliche Anforderungen wie bei der norma-
len Auﬂichtmikroskopie. Da in der Auﬂichtmikroskopie wegen des Strah-
lengangs der Lichtstrom F proportional zur vierten Potenz der numeri-
schen Apertur NA ist (F ∼ N4A), sollten die Objektive hohe Aperturen
besitzen. Der Farbfehler ist dabei zu vernachla¨ssigen, da ohnehin nur
das schmale Wellenla¨ngenband des Fluoreszenzfarbstoﬀes benutzt wird.
Fru¨her hatte man bei vielen Glassorten im UV-Bereich Probleme mit
der Eigenﬂuoreszenz. In der Durchlicht-Fluoreszenzmikroskopie sind die
Anforderungen an die Filter ho¨her und es gelingt kaum, einen dunklen
Hintergrund zu erreichen. Außerdem wird der gro¨ßte Anteil der Strahlung
bei der Durchlichtbeleuchtung vom Objektiv weggestreut. Die Entwick-
lung der Fluoreszenzmikroskopie begann in der Mitte des 20. Jahrhun-
derts in Anlehnung an die klassische Durchlichtmikroskopie mit einer
Durchlicht-Fluoreszenzmikroskopie. Davon kam man aber nach kurzer
Zeit ab, da bald bessere Techniken zur Herstellung von Filtermaterialien
zur Verfu¨gung standen. Man beno¨tigt zuna¨chst wesentlich energiereiche-
res Licht als bei der klassischen Mikroskopie, bei der Halogenlampen
ausreichen.
In der Durchlicht-Fluoreszenzmikroskopie wurde ein Filter in den
Lichtweg eingebaut, der nur ein bestimmtes Band des Lichtes hindurchla¨ßt,
welches sich mit dem Absorptionsmaximum des in Frage kommenden
Farbstoﬀes deckt. Alle Methoden haben gemeinsam: Die Bilder lassen
sich klassisch durch analoge Fotograﬁe oder durch digitale Bilderfassung
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mit einer Videokamera oder mit Foto-multipliern einfangen.
2.6.5 Konfokale laser scanning Mikroskopie
Das konfokale laser scanningMikroskop (CLSM) ist eine Form des Auﬂicht-
Fluoreszenzmikroskopes, die zuru¨ckgeht auf das von Minsky 1957 ent-
wickelte und von Egger und Petran 1967 angewandte mikroskopische
Prinzip. Als Anregungslicht dienen verschiedene monochromatische La-
ser deﬁnierter Wellenla¨nge und Leistung. Das Scannen mikroskopischer
Objekte wird ermo¨glicht durch galvanisch betriebene Umlenkspiegel in
einer optischen Ablenkungseinheit, die ein Bild mit einer vorgegebenen
Anzahl an Bildpunkten, so genannten Pixeln (picture element), abrastern
ko¨nnen. Die nur kurzzeitige Bestrahlung des Objektes sorgt fu¨r eine nur
geringe thermische Scha¨digung, bzw. einen nur kleinen Ausbleicheﬀekt
(photobleaching).
Der bedeutendste Fortschritt in der konfokalen laser scanning Mi-
kroskopietechnik ist jedoch die Abbildungsqualita¨t, die durch die beson-
dere Anordnung der Lochblende im Strahlengang des Anregungslichtes
und der Blende im Abbildungsstrahlengang zustande kommt: die Ab-
bildung der Lochblende im Exzitationsstrahlengang liegt auf dem exakt
gleichen Fokus im Objekt wie die Ru¨ckwa¨rtsprojektion der Blende im
Emissionsstrahlengang (siehe Abbildung 2.3). Dadurch wird die Beleuch-
tung und Abbildung der Fokusebene optimiert und Signale von anderen
Ebenen im dreidimensionalen Objekt werden stark unterdru¨ckt. Dieser
ra¨umliche Filterprozess ist jedoch nur bei kleinen Blendeno¨ﬀnungen er-
zielbar. Bei gro¨ßeren Blendeno¨ﬀnungen nimmt die Tiefenscha¨rfe wieder
ab, die Konfokalita¨t geht verloren. Dichroitische Farbteiler lassen Licht
einer bestimmten Wellenla¨nge geradlinig passieren, wa¨hrend Licht ku¨rze-
rer Wellenla¨nge rechtwinklig reﬂektiert wird. Das emittierte Licht kann
nun u¨ber eine Reihe von Strahlteilern und Emissionsﬁltern
”
gereinigt“
und je nach Wellenla¨ngenbereich auf verschiedene Detektoren umgeleitet
werden. Dies sind z.B. Photo-multiplier, die das gerasterte Bild als einzel-
ne Bildpunkte wiedergeben. Jedes einzelne Pixel besitzt einen Grauwert
zwischen 0 und 255 bei einer 8 bit Auﬂo¨sung der Kamera. Die Bilder
sind digitalisiert, extern abspeicherbar und werden am Bildschirm kon-
tinuierlich aufgebaut. Zur Darstellung mehrfarbiger Bilder sind mehrere
Detektoren erforderlich, deren Graubilder auf dem Farbkanal gespeichert
werden, der der natu¨rlichen Farbe entspricht. Durch U¨berlagerung dieser
verschiedenen Bilder entsteht ein Mehrkanalbild in Farbe.
Die Technik der Konfokalita¨t ermo¨glicht also die Darstellung opti-
scher Schnitte durch lebende, dreidimensionale Objekte. Durch die Aus-
stattung der Mikroskope mit motor- oder piezo-gesteuerten Tischen wird
die Aufnahme von Schnittserien deﬁnierter Intervalle mo¨glich. Die Soft-
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wareverarbeitung der Schnittserien erlaubt die dreidimensionale Darstel-
lung dieser Schnittserien. Die konfokale laser scanningMikroskopie ﬁndet
bisher ihre Anwendung in der Zell- und Gewebeforschung, u.a. auch an
lebenden Organen. Aufgrund der Entwicklung von verbesserten Fluo-
reszenzfarbstoﬀen gelingt auch die Darstellung von Ca2+ Bewegungen
und von pH-Wert-Verschiebungen in lebenden Zellen in vivo [37]. Aktu-
elle Untersuchungen u¨ber die Ca2+-Dynamik mit mathematischen Mo-
dellen haben gezeigt, daß die Intensita¨t der experimentell gemessenen
Strahlung, verglichen mit der modellierten, um Gro¨ßenordnungen gerin-
ger ausfa¨llt [69]. Die Ursachen dieser Strahlungsreduktion ist auf eine
geringere Kinetik der Marker und daraus resultierende geringere Bin-
dungsgeschwindigkeit von Ca2+ mit dem Marker zuru¨ckzufu¨hren. Mit
der Eigenschaft des Laserlichts, bis zu einer Tiefe von u¨ber 100µm in
Objekte eindringen zu ko¨nnen, ko¨nnen ra¨umliche Aufnahmen von biolo-
gischen Pra¨paraten gewonnen werden.
2.6.6 Micro-CT Mikroskopie
Wie im vorigen Abschnitt 2.6.5 diskutiert, ist die Eindringtiefe bei herko¨mm-
lichen Lasern in Zellgewebe bzw. wa¨ssrigen Lo¨sungen auf ca. 100µm
beschra¨nkt. Um dichtere und gro¨ßere Strukturen zu untersuchen, sind
Methoden, die auf Lichtmikroskopie basieren, ungeeignet. In der Medi-
zin wird seit Ro¨ntgen’s Entdeckung der nach ihm benannten Strahlung
(1895) die Tomographie eingesetzt, um Knochen bzw. pathologische Ge-
webevera¨nderungen im menschlichen Ko¨rper sichtbar zu machen. Fu¨r die
dreidimensionale Abtastung eines Objekts wurde die Computertomogra-
phie (CT) eingefu¨hrt, mit der zum ersten Mal eine zersto¨rungsfreie Volu-
menmessung zur Verfu¨gung stand. Eine Weiterentwicklung der CT, die
es erlaubt kleine Objekte mit hoher Auﬂo¨sung im µm-Bereich aufzuneh-
men, wurde mit der Micro-CT Technik erreicht. Da die Objekte einer
hohen Energiedosis ausgesetzt sind ist dieses Verfahren nur beschra¨nkt
fu¨r lebende biologische Pra¨parate geeignet.
Fu¨r die Erzeugung von Ro¨ntgenstrahlung werden Elektronen durch
Heizung der Kathode und Anlegen einer Anodenspannung zwischen 50kV
und 300kV auf ein Metall mittlerer oder hoher Massenzahl, wie z.B. Mo-
lybda¨n, Kupfer oder Wolfram, beschleunigt. In diesem Metall wird die
Geschwindigkeit der Elektronen verzo¨gert, die dabei freigesetzte Energie
wird in Bremsstrahlung und zu einem großen Teil in Wa¨rme umgewan-
delt, so daß die Antikathode meist geku¨hlt werden muss. Diese Strahlung
dringt tief in Materieschichten ein. Der plo¨tzlichen Abbremsung, also ei-
ner vo¨llig unperiodischen Beschleunigung, entspricht nach Fourier ein
kontinuierliches Spektrum, a¨hnlich dem akustischen Knall. Daher sollte
das klassische Spektrum der Ro¨ntgen-Bremsstrahlung sich u¨ber alle Fre-
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Abbildung 2.5: Schematischer Aufbau eines Micro-CT Scanners.
quenzen erstrecken. Da die Strahlung aber in Photonen abgepackt ist,
kann ein Photon ho¨chstens die gesamte Energie eU des Elektrons auf-
nehmen. Das Spektrum bricht bei einer Grenzfrequenz νgr ab, fu¨r die
gilt:
hνgr = eU
λgr =
hc
eU
=
1234nm
U
.
Das Bremsspektrum wird bei hinreichend hoher Elektronenenergie durch
ein Linienspektrum von relativ einfachem Bau u¨berlagert, das im Ge-
gensatz zum Bremsspektrum charakteristisch fu¨r das Antikathodenma-
terial ist. Das Bremsspektrum entsteht, indem die schnellen Elektronen
tief in die Hu¨lle der getroﬀenen Atome eindringen, und ha¨ngt nur vom
Aufbau der inneren Hu¨lle ab. Dabei hat der chemische Zustand oder
Aggregatzustand kaum Einﬂuss auf das Bremsspektrum. Der Hauptteil
der Sekunda¨rstrahlung ist viel weicher als die Prima¨rstrahlung, und ihr
Absorptionskoeﬃzient ist unabha¨ngig von der Ro¨hrenspannung. Analog
verha¨lt sich im sichtbaren Spektralbereich erregte Fluoreszenz, ihre Fre-
quenz ist nach der Stokes Regel verringert (siehe Abschnitt 2.3). Die
Ro¨ntgenstrahlung von Fe, Co, Ni, Cu, Zn wird entsprechend der Reihen-
folge im Periodensystem ha¨rter. Maßgebend ist hier die Ordnungszahl
und nicht die Atommasse. Die Sekunda¨rstrahlung ist die charakteristi-
sche Strahlung des beschossenen Elementes.
Mit dem Ro¨ntgentomographie-Verfahren ko¨nnen zweidimensionale Pro-
jektionsbilder mit vollsta¨ndiger dreidimensionaler Information generiert
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Abbildung 2.6: SkyScan-1072 Micro-CT Scanner, installiert an der Uni-
versity of Adelaide, SA 5005, Australia.
werden. In jedem zweidimensionalen Projektionsbild wird ein Teil der
Tiefeninformation integriert. Dadurch wird es mo¨glich, komplette dreidi-
mensionale Strukturen einer Probe ohne Pra¨paration oder Chemikalien-
behandlung sichtbar zu machen und zu quantiﬁzieren.
Vorhandene medizinische Ro¨ntgentomographie-Systeme haben Auﬂo¨sun-
gen von bis zu 1mm. Um die Mikrostruktur von Materialien zu beobach-
ten wird allerdings eine bessere Auﬂo¨sung beno¨tigt als sie mit den vor-
handenen medizinischen Gera¨ten erzielt wird. In den letzten Jahrzehnten
wurde von vielen Herstellern die Auﬂo¨sung erho¨ht, so dass es mittlerweile
mo¨glich ist, bis zu einer Tiefe von 4µm aufzulo¨sen. Dabei ko¨nnen ver-
schiedenste Gegensta¨nde, wie z.B. Za¨hne, zahnmedizinische Materialien,
Metalllegierungen, Fische, Knochen, Nahrungsmittel und weiche Gewe-
beproben, untersucht werden.
Eine mikro-fokussierte Ro¨ntgenstrahlquelle belichtet die Probe auf
einem Pra¨zisionsteller und die Projektion wird mit einer empﬁndlichen
Ro¨ntgen-Kamera aufgenommen. Dabei wird nach jeder Belichtung der
Pra¨zisionsteller um einen fest vorgegebenen Winkel rotiert bis das Objekt
um 180 Grad gedreht ist. Je kleiner der Rotationswinkel desto mehr Auf-
nahmen werden von dem Objekt generiert und entsprechend ho¨her ist die
Auﬂo¨sung der daraus berechneten Schnittbilder. Im einfachsten Fall kann
die Projektion als parallele Ro¨ntgenstrahlablichtung beschrieben werden.
Durch diese Na¨herung ko¨nnen mit komplexen Algorithmen Schichtbilder
aus den Projektionsbilder rekonstruiert werden, die auf Ro¨ntgenstrahl-
dichte basieren [33].
Auf der Basis der einzelnen 2D Schichtbilder ko¨nnen mit so genann-
ten Oberﬂa¨chen- oder Volumenrendering Methoden Computermodelle
erstellt werden, die entweder nur die Oberﬂa¨che oder das komplette
Volumen darstellen. Mit dem Volumen-Modell ist es mo¨glich, virtuelle
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Schnitte beliebiger Ausrichtung durch das Objekt zu erzeugen. Beliebige
Schnitte bedeutet, daß die Azimut- und Polwinkel, mit spha¨rischen Po-
larkoordinaten ausgedru¨ckt, beliebig innerhalb der Intervalle vera¨ndert
werden ko¨nnen. Dadurch entstehen neue Einblicke in die Struktur, denn
solche Perspektiven werden erst mit einem Modell mo¨glich. Die Mor-
phologie der Probe kann am Bildschirm studiert werden; a¨hnlich dem
diagnostisch- medizinischen-Ro¨ntgen werden Strukturen zuga¨nglich, die
zuvor nicht sichtbar waren. Im Bereich der Materialforschung stellt diese
Methode oft das einzige Verfahren dar, um Objekte zersto¨rungsfrei zu
analysieren.
In Abbildung 2.6 wird exemplarisch der Aufbau eines Micro-CT Scan-
ners gezeigt (Typ 1072 vom Hersteller SkyScan). Der Scanner ist mit
einem Steuer- und Daten-Computer verbunden und kann Proben der
Gro¨ße 1,5cm x 3cm mit einer maximalen Auﬂo¨sung von 4µm und einer
maximalen 120-fachen Vergro¨ßerung aufnehmen.
2.7 Diﬀusion
Diﬀusionsprozesse spielen in der Natur eine wesentliche Rolle beim Aus-
tausch von Materie, Energie und Informationen. Dieser Prozess ﬁndet
in allen Aggregatzusta¨nden statt, solange das thermodynamische Vertei-
lungsgleichgewicht nicht erreicht ist. Ein Verteilungsgleichgewicht kann
z.B. durch einen Konzentrationsgradienten verhindert werden. Der Be-
griﬀ Diﬀusion und die daraus abgeleitete Diﬀusionskonstante ist im ma-
kroskopischen Maßstab zu verstehen. Informationen innerhalb der Zelle
werden durch Proteine als Botenstoﬀe ausgetauscht, die sich u¨ber so ge-
nannte Pfade ausbreiten. Die Diﬀusion ist nur u¨ber kurze Wegstrecken
von Bedeutung, da eine Verdoppelung der Stecke eine Vervierfachung der
Diﬀusionszeit zur Folge ha¨tte. Typische Diﬀusionswege und zugeho¨rige
Diﬀusionszeiten sind bei molekularen Sauerstoﬀ bei 18◦C in Wasser z.B.:
• fu¨r 8nm (entspricht etwa der Dicke der Zellmembran) eine Diﬀusi-
onszeit von 16ns.
• fu¨r 80µm (entspricht etwa dem Durchmesser einer Zelle) eine Dif-
fusionszeit von 1, 6s.
• fu¨r 8cm eine Diﬀusionszeit von 18, 7 Tage.
Durch diesen Vergleich wird deutlich, daß bei Austauschprozessen durch
die Membran die Diﬀusion einen wesentlichen Einﬂuss ausu¨bt, bei in-
terzellula¨ren Transporten aber nur eine untergeordnete Rolle spielt. Wie
groß der Einﬂuss der Diﬀusion innerhalb des Zellkerns ist, bleibt eine
nach wie vor ungelo¨ste Frage. Neue Experimente zeigen den Trend, daß
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die Diﬀusion im mikroskopischen Maßstab nicht als alleiniger Antrieb bei
Austauschprozessen eine Rolle spielt, sondern auch andere, aktive Moto-
ren innerhalb der Zelle bzw. dem Zellkern den Austausch steuern [49]. Da
die Diﬀusion im Zellkern durch die Inhomogenita¨t der unterschiedlichen
Strukturen gesto¨rt wird und die hohe Streuung der in der Literatur an-
gegebenen Viskosita¨ten keine genaue Bestimmung zula¨sst, sind meist nur
grobe Aussagen unter Vorbehalt mo¨glich. Grundlage fu¨r die Bestimmung
der Diﬀusion sind das erste und zweite Fick’sche Gesetz [27].
2.7.1 Die Diﬀusionskonstante
Die Diﬀusionskonstante legt fu¨r einen bestimmten Prozess, wie z.B. Wa¨rme-
transport, die Austauschrate fest. Diese kann in mehren Dimensionen in-
homogen sein und wird im Allgemeinen durch einen Diﬀusionstensor D
beschrieben. Fu¨r ein gegebenes Zeitintervall ∆t = tj − t0 = tj+1 − t1 =
... = tn − tn−j ist die mittlere quadratische Verschiebung (MSD: mean
square displacement) folgendermaßen deﬁniert:
MSD(∆tj) =
1
n− j
n∑
i=j
(r(ti)− r(ti−j))2.
Es ko¨nnen im wesentlichen drei unterschiedliche Arten von Diﬀusion be-
obachtet werden, die einfache bzw. Brown’sche zufa¨llige Diﬀusion (a),
die direkte Diﬀusion (b) und die beschra¨nkte Diﬀusion (c). In drei Di-
mensionen la¨sst sich die MSD fu¨r die drei unterschiedlichen Klassen fol-
gendermaßen berechnen:
a.MSD(∆t) = 6D∆t b.MSD(∆t) = 6D∆t+ν2∆t2 c.MSD(∆t) = R2.
Die Diﬀusionskonstante wird durch D festgelegt, ν beschreibt die Ge-
schwindigkeit der direkten Bewegung und R legt den Radius der Begren-
zung fest.
Durch geeignete Wahl der Experimente la¨ßt sich durch Ermitteln der
Diﬀusionskonstante D die Viskosita¨t der liquiden Flu¨ssigkeit η, z.B. im
Zellkern, errechnen. Fu¨r eine spha¨rische Na¨herung bei konstanter Tem-
peratur kann die Viskosita¨t mit der Stokes-Einstein Gleichung berechnet
werden:
η =
k · T
6πD · r . (2.6)
wobei kB die Boltzmannkonstante, T die absolute Temperatur in Kelvin
und r den gena¨herten Radius des Objektes beschreibt. Eine ausfu¨hrli-
che Diskussion der Diﬀusion und deren Bestimmung aus experimentellen
Beobachtungen wird in [9] gefu¨hrt.
Kapitel 3
Biologische Grundlagen
Der biologische Schwerpunkt dieser Arbeit liegt auf der Zellteilung und
dem Proteintransport. Aus diesem Grund soll in diesem Kapitel nur
auf diese speziellen biologischen Pha¨nomene eingegangen werden. Wie
im Abschnitt 2.6.4 beschrieben, kann durch konfokale Mikroskopie ein
Protein durch Fluoreszenz sichtbar gemacht werden. Diese Eigenschaft
bildet die Grundlage der in vivo Analyse von einzelnen Proteinen, bis
hin zu komplexen biologischen Systemen, wie z.B. Kompartimenten. Von
großem Interesse ist die Phase der Zellteilung, denn hierbei ﬁnden Prozes-
se statt, die die Entwicklung der entstehenden Tochterzellen entscheidend
pra¨gen. Unregelma¨ßigkeiten wa¨hrend der Zellteilung ko¨nnen pathologi-
sche Vera¨nderungen der Zelle bzw. des Gewebes zur Folge haben.
3.1 Proteine und Markerproteine
Zellen sind aus einer Vielzahl von Proteinen aufgebaut, die mehr als die
Ha¨lfte ihres Trockengewichts ausmachen. Proteine bestimmen die Hu¨lle
und Struktur der Zelle und haben direkten Einﬂuss auf zellula¨re Prozesse.
Sie bestehen aus einer Kombination von bis zu zwanzig chemisch sehr
unterschiedlichen Aminosa¨uren. Der Transport von Proteinen ﬁndet u¨ber
drei verschiedene Wege statt:
• Transport u¨ber den Kernporenkomplex (gated transport).
• Transmembran Transport.
• Vesikula¨rer Transport.
Vesikel
Vesikel transportieren Proteine von einem Kompartiment zu einem an-
deren. Z.B. ﬁndet der Transfer von lo¨slichen Proteinen vom Endoplas-
matischen Reticulum (ER) zum Golgi-Apparat mit Hilfe von Vesikeln
25
26 KAPITEL 3. BIOLOGISCHE GRUNDLAGEN
statt. Ein Vesikel spaltet sich von einem Kompartiment ab, indem es
wie ein Ball aufgeblasen wird, und wandert anschließend bis zu seinem
Zielkompartiment. Dort dockt es an, verschmilzt mit diesem und gibt
seinen Inhalt ab. Da diese Transportkontainer keine Membranen durch-
wandern ko¨nnen, bewegen sie sich nur zwischen topologisch a¨hnlichen
Kompartimenten. Viele Arbeiten haben gezeigt, daß sich die Vesikel auf
Mikrotubulis, den Hauptbestandteilen des Cytoskeletts einer Zelle, mit
ho¨heren Geschwindigkeiten fortbewegen [67].
PML-Kompartimente
Der Zellkern entha¨lt zahlreiche membranlose Sub-Strukturen [61], von
denen viele als mobil klassiﬁziert worden sind [47]. Die Promyelocytic
Leukemie-(PML) Kompartimente sind in den meisten Sa¨ugetier-Zellen
vorhanden und sind bei akuten Promyelocytic Leukemie Patienten sehr
stark u¨ber den Zellkern verstreut. Eine Vielzahl an Funktionen wurden
diesen Kompartimenten zugeschrieben, wie das Speichern von Proteinen
[46] oder die transkriptionelle Aktivierung [46]. Fru¨here Arbeiten von D.
Spector et.al. zeigen den Trend, daß PML-Kompartimente lokale Protein-
Ansammlungen oder Protein-Sa¨ure Komplexe aufspu¨ren und markieren,
falls deren Zusammensetzung suspekt oder artfremd ist [66]. In Sa¨ugetier-
Zellen konnte ein typischer Radius von 0,2µm bis 1,0µm und eine typische
Anzahl von 10-30 Stu¨ck dieser Kompartimente im Zellkern bestimmt
werden.
3.1.1 GFP und deren spektrale Varianten
Die Fluoreszenz des Green Fluorescent Proteins (GFP) wird seit 1990
eingesetzt, um Proteine unter herko¨mmlichen Mikroskopen durch Anre-
gung mit einer speziﬁschen Wellenla¨nge sichtbar zu machen. Dieses Pro-
tein wird ebenso wie seine spektralen Varianten ([13],[72]) aus der Qualle
Aequorea victoria extrahiert. Das Klonen der vollen cDNA von GFP [54],
die ﬂuoreszierende Eigenschaft in anderen Organismen ohne Co-Faktoren
und die anhaltende Fluoreszenz von GFP nach der Fusion mit anderen
Proteinen hat dieses Protein innerhalb der letzten Jahre zu den beliebte-
sten Markerproteinen gemacht. Mit dieser Technik der ﬂuoreszierenden
Marker XFP (X fu¨r die Vielzahl spektraler Varianten von GFP) steht
eine Methode zur Verfu¨gung, die es erlaubt, komplexe biochemische in
vivo Experimente nicht-invasiv durchzufu¨hren. Allerdings muss bei Ex-
perimenten mit GFP immer die Phototoxita¨t biologischer Substanzen
gegenu¨ber elektromagnetischer Strahlung beru¨cksichtigt werden [63].
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3.1.2 ATP
ATP (Adenosintriphosphat) ist in Lebewesen die wichtigste energetische
Verbindung. ATP ist ein Moleku¨l, das durch die Art seiner Bindungen
einen besonders hohen Energieinhalt besitzt. Die drei Phosphatgruppen
stoßen sich durch vier negative Ladungen, die auf engstem Raum ange-
ordnet sind, stark voneinander ab. Die Bindungen – vor allem zwischen
der letzten und vorletzten Phosphatgruppe – sind besonders energiereich
und instabil und werden unter Freisetzung von Energie leicht gespalten
(exogene Reaktion). Der Rest des Moleku¨ls besteht aus dem Zucker Ri-
bose und der organischen Base Adenin:
ATP −→ ADP + P + Eex
Die Energie Eex (ca. 30kJ/mol), die bei der Spaltung des ATP in ADP
(Adenosindiphosphat) und Phosphat (P) frei wird, darf aber nicht als
Wa¨rmeenergie verpuﬀen, sondern muß als chemische Energie fu¨r endo-
gene Reaktionen zur Verfu¨gung stehen. Dies gelingt durch Kopplung der
exogenen (Energie liefernden) mit der endogenen (Energie verbrauchen-
den) Reaktion.
3.2 Die Zellteilung
3.2.1 Die Stadien der Zellteilung
Die Basisabla¨ufe der Zellteilung sind in allen eukaryotischen1 Zellen rela-
tiv a¨hnlich und schematisch in Abbildung 3.12 dargestellt. Aufgrund der
Dynamik der Zellteilung ist es schwierig, typische Ausschnitte der Stadien
statisch darzustellen. Sie durchla¨uft sechs Stadien. Die ersten fu¨nf Stadi-
en der Zellteilung bilden die Mitose; der sechste Schritt, der sich mit dem
Ende der Mitose u¨berschneidet, ist die Cytokinese. Die fu¨nf Stadien der
Mitose – Prophase, Prometaphase, Metaphase, Anaphase und Telophase
– sind als streng aufeinander folgende Schritte deﬁniert. Die Cytokinese
hingegen beginnt wa¨hrend der Anaphase und setzt sich bis zum Ende der
M-Phase fort.
Interphase
In der Interphase beﬁndet sich die Zelle im synthetisch aktiven Zustand.
Die Chromosomen sind dekondensiert und im gesamten Zellkern verteilt.
1eukaryotischen Zellen besitzen im Gegensatz zu prokaryotischen Zellen einen Zell-
kern und enthalten kompliziert gebaute Organellen wie z.B. Mitochondrien.
2Alberts et. al., Molecular Biology of the cell, Third Edition c© 1995 Garland
Publishing, Inc. 1994.
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Abbildung 3.1: Schematische Darstellung der Zellteilungsschritte.
Man bezeichnet sie mit dem Begriﬀ Chromatin. Die Interphase gliedert
sich in drei Abschnitte, der erste (G1) schließt sich an eine Zellteilung an
und dient der Massenzunahme. Zellen, die sich nicht mehr teilen, beﬁnden
sich ebenfalls in dieser Phase, die dann als G0 bezeichnet wird. Die G1 /
G0-Phase ist unterschiedlich lang und variiert sehr stark von Zelltyp zu
Zelltyp. In der anschließenden S-Phase wird die chromosomale DNA und
ihr assoziierte Proteine verdoppelt. In der darauf folgenden G2-Phase
werden Strukturen fu¨r die folgende Mitose gebildet.
Prophase
Unter dem Mikroskop gesehen beginnt der U¨bergang von der G2- zur M-
Phase des Zellzyklus nicht zu einem festen Zeitpunkt, sondern ist eher als
ﬂießender U¨bergang anzusehen (Abbildung 3.1/1). Das Chromatin, das
in der Interphase in diﬀuser Form vorliegt, beginnt sich langsam in genau
deﬁnierte Chromosomen zu kondensieren. Dadurch sind die Chromosome
nun sehr komprimiert und besitzen einen Durchmesser von ca. 200nm.
Jedes Chromosom hat sich in der vorangehenden S-Phase dupliziert und
besteht aus jeweils zwei Schwesterchromatiden. Jedes Chromatid entha¨lt
eine speziﬁsche DNA-Sequenz, das so genannte Centromer, das fu¨r die
Trennung der Tochterzellen erforderlich ist. Gegen Ende der Propha-
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se beginnen sich die cytoplasmatischen Mikrotubuli aufzulo¨sen und der
wichtigste Bestandteil der Mitose, die Mitosespindel, entsteht. Gleich-
zeitig lo¨st sich der Zellkern auf und die Kernmembran o¨ﬀnet sich. Die
Mitosespindel ist eine bipolare Struktur, aufgebaut aus Mikrotubuli und
zugeho¨rigen Proteinen. Die Mitosespindel entsteht anfangs außerhalb des
Zellkerns zwischen den sich trennenden Centrosomen.
Prometaphase
Die Prometaphase startet mit dem plo¨tzlichen Auﬂo¨sen der Kernmem-
bran. Die Kernhu¨lle zerfa¨llt in Membranvesikel, die von Teilen des ER
nicht zu unterscheiden sind (Abbildung 3.1/2). Wa¨hrend der Zellteilung
sind diese Vesikel um die Spindel angeordnet. Die Spindelmikrotubu-
li außerhalb des Zellkerns ko¨nnen nun in den Kernbereich eindringen.
Spezielle Proteinkomplexe, die so genannten Kinetochoren, bilden sich
an jedem Centromer und binden einen Teil der Spindelmikrotubuli, die
man nun als Kinetochor-Mikrotubuli bezeichnet. Die verbleibenden Mi-
krotubuli in der Spindel werden polare Mikrotubuli genannt, die außer-
halb der Spindel liegenden bezeichnet man als Astral-Mikrotubuli. Die
Kinetochor-Mikrotubuli u¨ben auf die Chromosomen einen Zug aus, der
sie in periodische Bewegungen versetzt. Schon in diesem fru¨hen Stadi-
um der Mitose wird also die Voraussetzung dafu¨r geschaﬀen, daß die
Chromatiden wa¨hrend der Anaphase zu entgegengesetzten Spindelpolen
wandern.
Metaphase
Die Kinetochor-Mikrotubuli richten die Chromosomen in einer Ebene in
der Mitte zwischen den Spindelpolen aus (Abbildung 3.1/3). Jedes Chro-
mosom wird in dieser Metaphasenplatte durch den Zug der paarweise an-
geordneten Kinetochoren und der zugeho¨rigen Mikrotubuli festgehalten.
Diese Mikrotubuli sind an den beiden entgegengesetzten Spindelpolen
angeheftet.
Anaphase
Die Anaphase beginnt abrupt auf ein bestimmtes Signals hin (Abbildung
3.1/4). Dabei trennen sich die paarweise angeordneten Kinetochoren, so
das jedes Chromatid langsam zu dem gegenu¨berliegenden Spindelpol ge-
zogen werden kann. Alle neu getrennten Chromosomen bewegen sich mit
derselben Geschwindigkeit von u¨ber 1µm pro Minute. Zwei Bewegungs-
arten ko¨nnen dabei unterschieden werden. Wa¨hrend der Anaphase A
verku¨rzen sich die Kinetochor-Mikrotubuli, wenn sich die Chromosomen
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den Polen na¨hern. Wa¨hrend der Anaphase B dehnen sich die polaren Mi-
krotubuli und die zwei Pole der Spindel weichen auseinander. Am Ende
der Anaphase sind zwei identische Chromosomensa¨tze vollsta¨ndig vonein-
ander getrennt. Typischerweise dauert die Anaphase nur wenige Minuten
(siehe Kapitel 13).
Telophase
In der Telophase (griech. telos, Ende) lo¨sen sich die Kinetochor-Mikrotubuli
auf und die getrennten Tochterchromosomen erreichen die Pole und stop-
pen ihre Bewegung (Abbildung 3.1/5). Die polaren Mikrotubuli verla¨ngern
sich weiter und eine neue Kernhu¨lle formiert sich um die beiden Grup-
pen von Tochterchromosomen. Die Chromosomen entspiralisieren sich
zur Form des Chromatins und die Nucleoli – die in der Prophase ver-
schwunden waren – tauchen wieder auf. Damit ist die Mitose beendet.
Cytokinese
Das Cytoplasma teilt sich wa¨hrend der Anaphase auf die entstehenden
Tochterzellen auf. Dieser Prozess ist in Abbildung 3.1/6 am Beispiel einer
Tierzelle illustriert. Die Membran in der Mitte der Zelle, wird zwischen
den Tochterkernen senkrecht zur Spindel nach innen gezogen und eine
Teilungsfurche entsteht. Diese schmale Bru¨cke besteht solange bis sie
endgu¨ltig an jedem Ende abgeschnu¨rt wird. Diese wird allma¨hlich tiefer
und erreicht schließlich die (dichtgepackten) U¨berreste der Mitosespindel
zwischen den beiden Zellkernen. Zwei getrennte Tochterzellen mit dem-
selben Chromosomensatz entstehen.
Teil II
Spezielle Methoden der
Bildverarbeitung
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Kapitel 4
Bildvorverarbeitung
Die Bildvorverarbeitung ist ein wesentlicher Schritt in der quantitativen
Auswertung von Bilddaten. Meistens steht hier im Vordergrund, das SNR
Verha¨ltnis zu erho¨hen und/oder Artefakte zu entfernen ohne wesentliche
Informationen zu verlieren. Kanten oder die Anzahl der Objekte ko¨nnen
z.B. Information darstellen. Operatoren lassen sich in punkt-, regionen-
oder kantenbasierte Methoden einteilen. Punkt-Operatoren modiﬁzieren
jeden Pixel eines Bildes nach einer bestimmten Vorschrift, in die nur
die Information eines Pixels eingeht. Typischer Vertreter dieser Opera-
torenklasse ist die Segmentierungsmethode, die auf einem Schwellwert
basiert. Regionenbasierte Operatoren verwenden Informationen in einer
fest vorgegebenen Nachbarschaft, dem sog. Strukturelement (structuring
element), um daraus den neuen Pixelwert zu berechnen. Gla¨ttungsﬁl-
ter sowie morphologische Filter basieren auf einem lokalen Verfahren wie
spa¨ter in Abschnitt 4.2 veranschaulicht wird. Eine weitere Klasse an loka-
len Operatoren sind die gradientenbasierten Operatoren, hierbei werden
Diﬀerenzen aus Zeilen bzw. Spalten gebildet um Kanten zu detektieren.
In Abschnitt 6.1 werden am Beispiel des Canny-Filter die Prinzipien kan-
tenbasierter Methoden dargestellt.
4.1 Abtasttheorem
Ein Signalstrom sei durch eine kontinuierliche Bildfunktion f(x) gegeben.
Die diskrete Abtastung der kontinuierlichen Bildfunktion wird mathe-
matisch als Multiplikation von f(x) mit einem periodisch angeordneten
Gitter von Dirac’schen δ-Funtionen δ(x− um,n) beschrieben:
fs(x) = f(x)
∑
m,n
δ(x− um,n)   fˆs(k) =
∑
p,q
fˆ(k− uˆp,q)
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mit
uˆp,q =
[
pk1
qk2
]
, p, q ∈ Z, kw = 1
∆xw
.
Gilt fu¨r das Spektrum einer kontinuierlichen Funktion fˆ(x):
fˆ(x) = 0 ∀ |kw| ≥ kw
2
,
d.h. ab einer Grenzwellenzahl, der so genannten Nyquist-Wellenzahl, wird
das Frequenzspektrum abgeschnitten; dann kann es mit den abgetasteten
Punkten mit der Schrittweite
∆xw =
1
kw
exakt rekonstruiert werden. Das Abtasttheorem la¨sst sich anschaulich
erkla¨ren, indem fu¨r die Rekonstruktion des urspru¨nglichen Signals ohne
Qualtia¨tsverlust jede Wellenzahl mit mindestens zwei Punkten abgetastet
werden muss [34].
4.2 Morphologische Filter
Mathematische Morphologie ist eine Methode um geometrische Informa-
tion aus Bina¨r- und Grauwertbilder zu gewinnen. Morphologische Filter
sind nichtlinear, da keine Transferfunktion fu¨r diese Klasse von Ope-
ratoren angegeben werden kann. Hier soll der Einfachheit halber nur
auf die Methodik im Falle von Bina¨rbildern eingegangen werden. An-
wendungen auf Grauwertbilder sind ebenfalls mo¨glich. Das Strukturele-
ment deﬁniert die lokale, einzubeziehende Nachbarschaft. Als Eingabe-
gro¨ße dienen die Grauwerte der Nachbarschaft, das Ergebnis wird durch
eine Verknu¨pfung dieser Werte berechnet. Dabei ist das Ergebnis von
der Gro¨ße und Beschaﬀenheit des Strukturelementes abha¨ngig. In allen
von mir implementierten morphologischen Operatoren wurde ein Block in
drei Dimensionen mit 26 Elementen als Strukturelement eingesetzt (soge-
nanntes Schachbrett-Strukturelement). Die Operationsvorschrift basiert
auf dem Strukturelement und wird auf das Originalbild angewandt. Das
Ergebnis wird in einem neuen Bild an der Stelle des zentralen Pixels des
Strukturelements abgespeichert. Ebenfalls bekannt als Rangfolgeopera-
toren sind es im wesentlichen folgende morphologische Operatoren, die
in der Praxis die ha¨uﬁgste Anwendung ﬁnden:
Erosion:
Ein Operator, der die Bedingung
Ψ(F1 ∩ F2) = Ψ(F1) ∩Ψ(F2) (4.1)
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erfu¨llt, wird als bina¨re Erosion bezeichnet, wobei F1 und F2 fu¨r ein Paar
von bina¨ren Bilder steht. Jede translationsinvariante Erosion ist von der
Form
Ψ(F ) = ∩b∈BF − b = F  B (4.2)
fu¨r eine elementare Untermenge B ∈ Rn (n ∈ N+), ebenfalls bekannt als
das Strukturelement. In der Mengentheorie wird die translationsinvari-
ante Erosion als Minkowski subtraction bezeichnet. Anschaulich bedeutet
dies, daß die Erosion einen durch das Strukturelement deﬁnierten Bereich
vom Objekt abtra¨gt, dieses also an den Objektgrenzen schrumpfen la¨sst.
Dilatation:
In Analogie zur Erosion gilt fu¨r die bina¨re Dilatation die Bedingung
Ψδ(F1 ∪ F2) = Ψδ(F1) ∪Ψδ(F2), (4.3)
wobei F1 und F2 fu¨r ein Paar von bina¨ren Bilder steht.
Die Erosion kann als logische AND Operation aufgefasst werden, bei
dem das zentrale Pixel oder Voxel nur dann auf eins gesetzt wird, wenn
alle Elemente innerhalb des Strukturelements den Wert eins haben. Ana-
log gilt fu¨r die Dilatation, daß diese als logische OR Operation auf den
Elementen des Strukturelements repra¨sentiert werden kann.
Median:
Das Median Filter kann schematisch folgendermaßen auf Grauwertbilder
beschrieben werden:
• Alle Grauwerte im Strukturelement werden der Reihe nach in einem
eindimensionalen Array sortiert.
• Das zentrale Element bekommt den Medianwert dieser Grauwert-
verteilung zugewiesen.
Dieses Filter bietet bei einigen wenigen Grauwert-Ausreißern eine eﬀekti-
ve Art der Gla¨ttung und Eliminierung von Pixel-Artefakten. Der Nachteil
bei dieser Art von Filterung ist, wie bei der Gla¨ttung mit einem Gauß
Kern, daß u¨ber alle Bereiche des Bildes gleich stark gegla¨ttet wird, also
Kanten und Rauschen in die Filterung gleichwertig eingehen.
Durch Kombination von Erosion und Dilatation werden zwei neue Filter
erzeugt, das Opening- und Closing-Filter. Diese Filter haben gemein-
sam, daß es sich hierbei um idempotente Operatoren handelt, eine oft
gewu¨nschte Eigenschaft an Filtern. Mehrmalige Anwendung eines idem-
potenten Filters hat keine A¨nderung des Ergebnisses zur Folge. Der ideale
Bandpass-Filter ist ein Beispiel fu¨r diese Klasse von idempotenten Ope-
rationen.
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Abbildung 4.1: Veranschaulichung der Wirkungsweise morphologischer
Operatoren. a Bina¨rbild. b Median Filter. c Erosions Filter. d Dilatations
Filter. e Opening Filter mit einer Iteration. f Closing Filter mit einer
Iteration. g Closing Filter mit fu¨nf Iterationen. h Thinning Filter mit
fu¨nf Iterationen.
Opening:
Die Verknu¨pfung von Dilatation nach Erosion
F ◦B = (F  B)⊕ B (4.4)
ist bekannt als strukturelles Opening, da es ein Strukturelement B mit
einbezieht.
Closing:
Die Kombination von Erosion, angewandt auf die Dilatation
F •B = (F ⊕ B) B (4.5)
wird als strukturelles Closing bezeichnet.
Skeleton:
Das (euklidische) Skeleton eines Objekts stellt eine Struktur mit der Brei-
te eines Pixels dar und bildet innerhalb des Objekts die zentrale Achse
der Objektform. Diese Struktur wurde als erstes 1967 durch Blum [5]
beschrieben, der ihr den Namen medial axis gab. Aus diesem Bina¨rbild
ko¨nnen nu¨tzliche Informationen der Objekte, wie z.B. Topologie, Orien-
tierung und Konnektivita¨t, abgeleitet werden.
Thinning:
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Der Thinning-Operator kann als ein Spezialfall der Erosion angesehen
werden und erfu¨llt zusa¨tzliche Bedingungen [34]:
• Ein Objekt darf nicht in mehrere Objekte geteilt werden.
• Endpunkte eines Objektes du¨rfen nicht erodiert werden.
• Ein einzelner Objektpixel darf nicht entfernt werden.
Mit diesen Modiﬁkationen wird deutlich, daß die Objekte bei iterati-
ver Anwendung des Operators bis hin zur Konvergenz skelettiert wer-
den. Um die Funktionsweise der dreidimensionalen morphologischen Fil-
ter besser zu veranschaulichen, sind in Abbildung 4.1 einige Bina¨rbilder
dargestellt, die jeweils mit einem dreidimensionalen Strukturelement der
Gro¨ße 5×5×5 modiﬁziert wurden. Das Ausgangsbild ist in Abbildung
5.1.a auf Seite 45 abgebildet.
Euclidean Distance Map:
Von jedem Objektpunkt des Bildes wird die euklidische Distanz von ei-
nem zum na¨chstliegenden Pixel bestimmt, der nicht zu einem Objekt
geho¨rt (z.B. dem Hintergrund angeho¨rt). Dieser positive Wert wird an-
stelle des Bina¨rwertes an der Stelle der aktuellen Pixelposition abgelegt;
die Bildgro¨ße der euclidean distance map besitzt die gleiche Dimension
wie das Originalbild. Probleme, z.B. beim Ausrechnen des Umfangs, ent-
stehen meist, da Distanzen nicht in allen Raumrichtungen isotrop sind.
So ist der Abstand vom Zentralpixel zu den Diagonalelementen um
√
2
verschoben.
4.3 Gla¨ttungsﬁlter und deren Anwendung
Im Kapitel 4.2 wurde ein nichtlineares Gla¨ttungsﬁlter, der Medianﬁlter,
vorgestellt. Mit der Methode der Faltung (convolution) ist es mo¨glich,
Bilder oder Bildbereiche zu gla¨tten bzw. zu mitteln. Diese Klasse von
Filtern haben wichtige Eigenschaften wie z.B. Verschiebungsfreiheit und
Erhaltung des Mittelwerts, im Idealfall noch eine monoton fallende Trans-
ferfunktion und Isotropie [34].
4.3.1 Rechteckﬁlter
Ein einfaches Verfahren, Bildbereiche zu gla¨tten, ist die Anwendung eines
Rechteckﬁlters. Hierbei werden die einzelnen Bildpunkte innerhalb der
Filtermaske addiert und durch die Anzahl der Pixel geteilt. Ein solches
Filter wird folgendermaßen mittels ein 1×3 Filter dargestellt:
3R = 1
3
[1 1 1].
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Abbildung 4.2: Links Transferfunktion eines 3×3 Rechteckﬁlters.
Rechts Projektion der Transferfunktion auf eine Ebene.
Beim Betrachten der Transferfunktion von Rechteckﬁltern fa¨llt auf, daß
diese Klasse von Gla¨ttungsﬁltern nicht optimal ist. Die Amplitudenda¨mfung
nimmt nicht monoton mit der Wellenzahl zu, sondern oszilliert. Struktu-
ren mit den ho¨chsten Wellenzahlen werden nicht stark genug geda¨mpft,
wie aus Abbildung 4.2 zu entnehmen ist. Beim Entwickeln von mehrdi-
mensionalen Filtermasken kann die Eigenschaft der Separierbarkeit aus-
genutzt werden. Das Filter la¨sst sich in eine horizontale 3Rx und vertikale
Komponente 3Ry zerlegen bzw. durch diese zusammensetzen:
3R = 3Rx ∗ 3Ry = 1
9

 1 1 11 1 1
1 1 1

 = 1
3
[1 1 1] ∗ 1
3

 11
1

 .
Da der Faltung im Ortsraum eine Multiplikation im Fourierraum ge-
genu¨bersteht, kann die Transferfunktion einfach berechnet werden. Ein
wesentlicher Vorteil von Rechteckﬁltern ist die schnelle und eﬃziente Be-
rechnung, unabha¨ngig von der gewa¨hlten Filtermaske.
4.3.2 Binomialﬁlter
Eine eﬃziente Klasse von Gla¨ttungsﬁltern, die die Probleme der Recht-
eckﬁlter im vorhergehenden Abschnitt umgeht, sind die Binomialﬁlter.
Diese Filter besitzen eine stetig fallende Transferfunktion, die fu¨r hohe
Wellenzahlen ohne Oszillationen gegen Null abfa¨llt und stets positiv ist
(siehe Abbildung 4.3). Außerdem lassen sich Binomialﬁlter durch Aus-
nutzen der Separabilita¨t einfach implementieren. Die Basis dieses Filters
ist durch
B = 1
2
[1 1]
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Abbildung 4.3: Links Transferfunktion des Gauß Kerns, approximiert
mit einer 3×3 Binomial-Filtermaske. Rechts Die Projektion der Gauß-
Transferfunktion auf eine Ebene.
gegeben und mittelt die Grauwerte zweier benachbarter Bildpunkte. Wenn
diese Maske p-mal hintereinander angewendet wird, ergibt sich folgende
Filtermaske
1
2p
[1 1] ∗ [1 1] ∗ ... ∗ [1 1]︸ ︷︷ ︸
p−mal
bzw. mit den Operatoren B ausgedru¨ckt ergibt sich
Bp = BB...B︸ ︷︷ ︸
p−mal
.
Durch p-maliges Anwenden der Basis-Filtermaske B werden nach der
Vorschrift des Pascal’schen Dreiecks die Koeﬃzienten der diskreten Bi-
nomialverteilung gewonnen. p muß als die Ordnung des Binoms, f als
der Skalierungsfaktor 2−p und σ2 als die Varianz oder eﬀektive Breite der
Maske zugeordnet werden. Durch Faltung eines horizontalen Bpx mit ei-
nem vertikalen Bpy , jeweils eindimensionalen Binomialﬁlter la¨sst sich der
zweidimensionale Binomialﬁlter generieren:
Bp = BpxBpy
und fu¨r p = 2 ergibt sich folgende Filtermaske:
B2 = 1
4
[1 2 1] ∗ 1
4

 12
1

 = 1
16

 1 2 12 4 2
1 2 1


Die Maske des Binomialﬁlters hat na¨herungsweise die Gestalt der Gauß-
Glockenkurve und wird fu¨r gro¨ßere Filterkerne immer besser approxi-
miert. Die Werte sind die Binomialkoeﬃzienten in der Anordnung aus
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dem Pascalschen Dreieck. Ihre Summe wird auf eins normiert. Ho¨here Di-
mensionen lassen sich ebenfalls durch Ausnutzen der Separabilita¨t analog
implementieren, wie hier am Beispiel der Zweidimensionalita¨t gezeigt.
4.3.3 Die anisotrope Diﬀusion
Diﬀusionsalgorithmen entfernen Rauschen aus einem Bild durch die Mo-
diﬁzierung des Bildes mit einer partiellen Diﬀerentialgleichung (PDE) [7].
In Analogie zur isotropen Diﬀusionsgleichung der Wa¨rmeleitung, gegeben
durch
∂I(x, y, z, t)
∂t
= div(∇I), (4.6)
werden an die Stelle des zu diﬀundierenden Mediums die Grauwerte
des Bildes I(x, y, z, 0) als Anfangsbedingung gesetzt, wobei I(x, y, z, 0) :
R2 → R+ ein Bild im Kontinuum darstellt. x, y, z repra¨sentieren die
ra¨umliche Position, t ist ein artiﬁzieller Zeitschritt und ∇I ist der Gradi-
ent des Bildes. Diese Art der isotropen diﬀusiven Filterung ist a¨quivalent
zur Filterung mit einem Gauß-Filter. Gleichung 4.6 wurde von Perona
und Malik abgea¨ndert um die Gla¨ttung an Kanten (hohen Gradienten)
zu stoppen:
∂I(x, y, z, t)
∂t
= div[g(||∇I||) · ∇I]. (4.7)
Die so genannte edge-stopping Funktion g(||∇I||) muss fu¨r große Gra-
dienten gegen Null konvergieren: g(r) → 0 falls r → ∞. In dieser Ar-
beit implementierte ich ein anisotropes Filter, das auf der Tukey’s Psi
doppelt-gewichteten robusten Scha¨tzung basiert. Diese Funktion bietet
gegenu¨ber anderen edge-stopping Funktionen, wie z.B. der Funktion nach
Perona-Malik, den Vorteil des scha¨rferen Gla¨ttens an Kanten [67]. Es gel-
ten folgende Relationen:
g(x) = a
ρ′(x)
x
= aψ(x)
mit a = σ
2
4
, σ als Skalierungsparameter und ρ als robuste Fehlernorm.
ρ(x, σ) =


x2
σ2
− x4
σ4
+ x
6
3σ6
|x| ≤ σ
1
3
sonst
g(x, σ) =


1
2
(1− (x
σ
)2)2 |x| ≤ σ
0 sonst
Ψ(x, σ) =


x · (1− (x
σ
)2)2 |x| ≤ σ
0 sonst
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Abbildung 4.4: Tukey’s Psi Funktion Ψ(x, σ), g(x, σ) und ρ(x, σ)
In der Anwendung zeigte sich, daß eine Erho¨hung des SNR in Fluo-
reszenzbilder am eﬀektivsten mit anisotroper Diﬀusion zu erreichen ist
([70],[68]). Gerade in Kombination mit kantenbasierten Techniken zur
Segmentierung ist dieser Filter ein wichtiges Werkzeug um das Bild von
Sto¨rungen zu befreien ohne wesentliche Kanteninformationen zu vernich-
ten.
4.4 Regionenwachstum als Labelling der Ob-
jekte
Benachbarte Pixel in 2D bzw. Voxel in 3D werden mit einem Regio-
nenwachstumsverfahren einzelnen Objekten zugeordnet. Dabei wird ein
initialer Startpunkt (seed point) gesetzt, die Nachbarschaft um diesen
Punkt wa¨chst iterativ bis man auf eine Kante sto¨ßt bzw. alle zusam-
menha¨ngenden Pixel erkannt sind. Dieser Algorithmus arbeitet auf der
Basis von Bina¨rbilder, das Strukturelement deﬁniert die Nachbarschafts-
beziehung der Pixel untereinander. Hier gibt es in 2D die Mo¨glichkeit ei-
ner 4er bzw. 8er Nachbarschaft, in drei Dimensionen 6er, 18er oder 26er
Nachbarschaften [34]. Oft mu¨ssen die Bilder zur Rauschunterdru¨ckung
mit geeigneten Vorverarbeitungsmethoden bearbeitet werden (siehe Ka-
pitel 4.3). Das Regionenwachstumsverfahren wurde als Stackaufruf im-
plementiert um die Geschwindigkeit zu erho¨hen. Die Vorgehensweise wird
anhand des folgenden Pseudocodes veranschaulicht:
1: struct pixel
2: stack sPixel
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{Gehe zum ersten, nicht gelabelten Pixel und weise der Struktur pixel
dessen Koordinaten zu}
sPixel.push(pixel);
3: while (!sPixel.empty()) do
4: {Es wird solange dasselbe Label vergeben bis keine Objekte mehr
im Stack sind}
pixel = sPixel.top();
{Entferne das letzte Element vom Stack}
sPixel.pop();
{Vergleiche die Koordinaten in alle 26 Richtungen, hier nur in die
Richtung Osten (x+1)}
5: if rawImage[pixel.z][pixel.y][pixel.x+1] == iThreshold then
6: {Das aktuelle Objekt muss wieder in den Stack zuru¨ck da Nach-
barn vorhanden sind}
sPixel.push(pixel);
{Weise der Struktur die gefundenen Koordinaten zu, hier nur in
die Richtung Osten (x+1}
pixel.x = pixel.x+1;
{Lege die Struktur auf dem Stack ab}
sPixel.push(pixel);
{Weise dem Pixel das aktuelle Label zu}
rawImage[pixel.z][pixel.y][pixel.x] = iCurrentLabel;
7: else if U¨berpru¨fe die Nachbarschaft des Objektes then
8: {Verfahre analog zu Zeile 5 ...}
9: end if
10: end while
Kapitel 5
Registrierung
Die Registrierung ist eine Methode zur Bestimmung der ra¨umlichen Trans-
formation, die zwei ra¨umliche Datenmengen zur U¨berlagerung bringt.
Diese Methode ist wichtig fu¨r die Korrektur/Eliminierung von Sto¨run-
gen in Bildsequenzen. Bilder, die zu unterschiedlichen Zeitpunkten aufge-
nommen wurden, ko¨nnen durch mehrere Faktoren u¨berlagert und gesto¨rt
sein, wie z.B.:
• Eigenbewegung von lebenden Zellen auf dem Objekttra¨ger.
• A¨ußere Einﬂu¨sse auf die Messapparatur bzw. A¨nderung der Kame-
raperspektive.
Diese Sto¨rungen der eigentlichen, zu quantiﬁzierenden Dynamik kann mit
Hilfe von Registrierungsmethoden korrigiert werden [45]. Welche Art von
Registrierung – rigide oder nicht-rigide – eingesetzt wird, ha¨ngt oft von
den Aufnahmebedingungen und deren induzierten Problemen ab. In den
na¨chsten Kapiteln wird ein kurzer U¨berblick der verschiedenen Verfahren
gegeben und anhand von Beispielen illustriert.
5.1 Rigide Transformation
Die rigiden (starren) Transformationen (oder eigentliche Bewegungen)
sind deﬁniert als geometrische Transformationen, die durch die Hinter-
einanderausfu¨hrung einer Rotation und einer Translation gegeben sind.
Diese Transformationen sind la¨ngen- und winkeltreu; sie erhalten die
Kru¨mmung von Linien (wie auch die Kru¨mmung von Oberﬂa¨chen), sowie
die Winkel zwischen Linen. Rigide Transformationen sind einfach festzu-
legen. Die Methode besteht darin, zwei Komponentenvektoren zu bestim-
men, die Translation und die Rotation. Die Translation wird beschrieben
durch einen dreidimensionalen Vektor t, gegeben durch die drei Koordi-
naten t = (tx, ty, tz)
t relativ zu den kartesischen Achsen x, y, z bzw. zu
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anderen Koordinatensystemen (z.B. spha¨rische Polarkoordinaten). Fu¨r
die Beschreibung der Rotationskomponenten gibt es viele Mo¨glichkeiten,
wie z.B. die Euler Winkel oder orthogonale Matrizen. Mit orthogonalen
Matrizen kann die rigide Transformation durch
x′ = Rx + t (5.1)
beschrieben werden, wobei R eine orthogonale 3×3 Matrix mit den Ei-
genschaften RtR = RRt = I und R−1 = Rt ist. Diese Klasse an Matrizen
enthalten sowohl Rotationen als auch Spiegelungen, wie z.B. die Trans-
formation einer rechten Hand auf die linke. Ungeeignete Spiegelungen
ko¨nnen unter Ausnutzen der Nebenbedingung det(R) = +1 eliminiert
werden.
Um nun die geeignete Rotation und Translation zu ﬁnden, die physi-
kalisch bzw. anatomisch korrespondierende Punkte in den beiden Daten-
mengen X und Y mo¨glichst nahe zusammenbringt, wird ein A¨hnlichkeits-
maß deﬁniert, das dann minimiert wird. Sind bereits Korrespondenzen
zwischen Punkten in den Punktmengen X und Y bekannt, so wird als ein
Maß des globalen Registrierungsfehlers meist der mittlere quadratische
Fehler berechnet, der folgendermaßen deﬁniert ist:
FRE2i =
1
N
N∑
i
w2i FRE
2
i , (5.2)
wobei
FREi = T (xi)− yi (5.3)
als fiducial registration error (FRE) bezeichnet wird und xi und yi die
korrespondierenden Bezugspunkte aus den zwei Welten X und Y darstel-
len. In Gleichung 5.2 gehen zum Auﬃnden der optimalen Transformation
die Anzahl der Bezugspunkte N und der nicht-negative Gewichtsfaktor
w2i ein. Im Falle der rigiden Transformation muss nach einem R und t
gesucht werden, das die Gleichungen 5.2 und 5.1 folgendermaßen kombi-
niert:
min(
N∑
i
w2i |xi′ − yi|2) = min(
N∑
i
w2i |Rxi + t− yi|2) (5.4)
Die Wahl der Minimierungsstrategie ist wesentlicher Bestandteil zum
Auﬃnden einer globalen Lo¨sung, ga¨ngige Ansa¨tze werden in [59] dis-
kutiert.
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Abbildung 5.1: Die obere Reihe entha¨lt drei Bilder, aufgenommen zu
unterschiedlichen Zeitpunkten. In der Reihe darunter sind die registrier-
ten Bilder abgebildet. Dabei repra¨sentiert das linke Bild den ersten, das
mittlere Bild den mittleren und das rechte Bild den letzten Zeitpunkt.
5.2 Nicht-rigide Transformation
5.2.1 Streckungen
Die einfachste nichtrigide Transformation ist die Einfu¨hrung einer Ska-
lierung bei der rigiden Transformation nach Abschnitt 5.1:
x′ = RSx + t (5.5)
und
x′ = SRx + t, (5.6)
wobei S = diag(sx, sy, sz) die Diagonalmatrix darstellt, dessen Elemente
die Skalierungsfaktoren entlang der drei Koordinatenachsen repra¨sentie-
ren. Da im Allgemeinen RS = SR, resultieren aus Gleichung 5.5 und 5.6
zwei verschiedene Klassen an Transformationen. Diese Transformationen
sind la¨ngen- und winkeltreu. Gleichung 5.5 und 5.6 lassen sich zu
x′ = sRx + t, (5.7)
zusammenfassen, wenn gilt sx = sy = sz = s, wenn also die Skalierung
isotrop ist. Diese Transformation wird z.B. eingesetzt, wenn Kalibrie-
rungsfehler von Aufnahmen zu eliminieren sind. Die Streckung und auch
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die Schubstreckung (eine Streckung verknu¨pft mit einer Translation) sind
Sonderfa¨lle der aﬃnen Transformation. Analog zur rigiden Transforma-
tion kann die Registrierung auf folgendes Minimierungsproblem
min(
N∑
i
w2i |sRxi + t− yi|2) (5.8)
reduziert werden (vergleiche Gleichung 5.4). In Abbildung 5.1 ist das
Ergebnis einer Streckung von dreidimensionalem Chromatin innerhalb
des Zellkerns1 dargestellt. Zu sehen ist eine fokale Ebene aus einem drei-
dimensionalen Bild fu¨r drei unterschiedliche Zeitpunkte. Man kann gut
erkennen, daß die Drift des Zellkerns im mittleren und rechten Zeitpunkt
nach unten durch die Registrierung sehr gut korrigiert werden konnte. In
diesem Beispiel wurde die Registrierungssoftware AIR2 benutzt.
5.2.2 Aﬃne Transformation
Die Komponenten aij der Transformationsmatrix A ko¨nnen beliebige
Werte annehmen. Der Unterschied zur rigiden Transformation besteht
darin, daß eine A¨nderung der Winkel zwischen Geraden mo¨glich ist.
Die aﬃne Abbildung ist geraden-, parallelen- und teilverha¨ltnistreu. Das
transformierte Objekt la¨ßt sich mit der Transformationsbedingung
x′ = Ax + t (5.9)
beschreiben. Wie in der rigiden Transformation werden Minimierungsver-
fahren zum Auﬃnden einer optimalen Transformation eingesetzt. Fu¨r die
Registrierung lokaler Deformationen sind Methoden, die auf Thin-Plate
splines basieren, besonders gut geeignet [18].
1Dargestellt mit dem ﬂuoreszierenden Marker 33342 der Firma Hoechst.
2Automated Image Registration, http://bishopw.loni.ucla.edu/AIR5/.
Kapitel 6
Segmentierung
Die Segmentierung wird eingesetzt, um Objekte vom Hintergrund zu
trennen. Das einfachste Segmentierungsverfahren basiert auf einem Grauwert-
Schwellwert, d.h. Pixel, deren Grauwert u¨ber einem bestimmten Wert
liegen, werden als Objektpixel erkannt. Alle anderen Pixel werden dem
Hintergrund zugewiesen. Kantenbasierte Methoden arbeiten auf der er-
sten Ableitung mit anschließendem Auﬃnden des Extremwertes, dem
Grauwertgradienten im Bild, bzw. auf der zweiten Ableitung. In allen
Fa¨llen erha¨lt man nach der Segmentierung ein Bina¨rbild. Meist ist in auf-
genommenen Bilder die Objektkante nicht scharf vom Hintergrund abge-
trennt bzw. durch Rauschen u¨berlagert, was den Einsatz von geeigneten
Vorverarbeitungsschritten erfordert (siehe Kapitel 4). Um verschiedene,
nichtverbundene Objekte zu klassiﬁzieren, kann ein Regionenwachstum
eingesetzt werden (siehe Kapitel 4.4).
6.1 Kantenbasierte Segmentierung
Der Kantenoperator nach Canny [12] ist seit u¨ber 15 Jahren in vie-
len Bereichen der Bildverarbeitung etabliert. Er basiert auf den ersten
Ableitungen des Gauß-geﬁlterten Bildes. Nach dem Einsatz komplexer
Thinning- und Linking-Methoden (non-maxima suppression und hyste-
resis thresholding) werden Kanten als solche erkannt, wenn der Betrag
des Gradienten ein Maximum annimmt. Bildsto¨rungen werden mit die-
sem Kantendetektor im Vergleich zu anderen kantenbasierten Verfahren
(z.B. Sobel-Filter) geringer gewichtet und schwach ausgebildete Kanten
werden erkannt. Das Resultat dieses Filters ha¨ngt wesentlich von der
Qualita¨t des Bildmaterials ab, speziell vom SNR, und kann durch Bild-
vorverarbeitungsschritte entscheidend beeinﬂusst werden. Regularisierte
Filter, wie z.B. der Canny Operator, sind Filter, die zwar in eine Richtung
ableiten, aber in alle anderen Richtungen gla¨tten. Dies funktioniert, weil
die Gla¨ttung senkrecht zur Gradientenrichtung keine Kante verwischt.
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Kantenbasierte Verfahren zum Segmentieren sind im Allgemeinen sehr
sensitiv gegenu¨ber Rauschen. Oft werden mit einfacheren, punktbasier-
ten Verfahren u¨ber einen Schwellwert bessere Ergebnisse erzielt. Gerade
bei Mikroskopaufnahmen mit Markerproteinen ist das Signal nicht ho-
mogen u¨ber das Objekt verteilt, sondern an diskreten Positionen (siehe
Abbildung 13.1 auf Seite 111). Die folgende algorithmische Struktur soll
die Funktion des Canny-Operators verdeutlichen:
• Faltung des Bildes mit einem Gauß-Filter (siehe Kapitel 4.3) mit
der Standardabweichung σ.
• Scha¨tzung der lokalen Kantennormalenrichtung n fu¨r jeden Pixel
im Bild.
• Finden der Lage der Kanten (non-maxima suppression).
• Berechnung des Betrags der Kante.
• Hysteresis-Schwellwert zur Unterdru¨ckung von Falschanzeigen.
• Wiederholung der ersten fu¨nf Punkte fu¨r ansteigende σ und Auf-
summierung der Ergebnisse mit der so genannten Feature synthesis-
Methode. Diese Methode ist als Heuristik deﬁniert und dient dazu,
mehrfach gefundene Kanten auf unterschiedlichen Skalen zu ver-
meiden.
Ein weiterer wichtiger Kantenoperator ist der Marr-Hildreth Operator.
Dieser benutzt den Laplacian-of-Gauss (LoG) Faltungskern. Es sei f(x)
eine C2 reelle eindimensionale Funktion auf R. Bei den Extrempunkten
von |f ′(x)| wechselt die zweite Ableitung f ′′(x) ihr Vorzeichen. Ein Ex-
tremwert des Gradienten entspricht einem Wechsel von konkav zu konvex
bzw. umgekehrt. Somit ko¨nnen Kantenpunkte des gegla¨tteten Bildes als
Nullstellen der zweiten Ableitung deﬁniert werden. Eine Verallgemeine-
rung auf zwei Dimensionen fu¨hrt auf die Kantendetektionstheorie von
Marr-Hildreth [44]. Hildreth und Marr ersetzten in zwei Dimensionen
f ′′(x) durch ∆f(x) = ∂
2f(x)
∂x2
+ ∂
2f(x)
∂y2
.
6.2 Pyramidenstrukturen
Die Darstellung eines Bildes auf unterschiedlichen Auﬂo¨sungsstufen ist
in der Bildverarbeitung weit verbreitet. Die Gauß- und Laplacepyramide
sind die wichtigsten Vertreter der multiskalen Repra¨sentation von Bil-
dern. Auf diesen Bilddarstellungen lassen sich z.B. Segmentierungsme-
thoden auf unterschiedlichen Skalen implementieren [34].
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6.2.1 Die Gauß- und Laplacepyramide
Will man bei der Bildanalyse nicht nur kleine Umgebungen in der Gro¨ßen-
ordnung von einigen Pixeln untersuchen, beno¨tigt man gro¨ßere Filtermas-
ken. Wenn man auch mit großen Filtermasken in der Lage ist, großskali-
ge Informationen zu extrahieren, so haben große Filtermasken doch den
Nachteil großen Rechenaufwands. Dieser steigt quadratisch oder in drit-
ter Potenz zur Maskengro¨ße. Eine Verdopplung der Maskengro¨ße fu¨hrt
bei zweidimensionalen Bildern zu einer Vervierfachung, bei dreidimensio-
nalen Bildern zu einer Verachtfachung des Rechenaufwandes. Bei einer
um den Faktor 10 gro¨ßeren Maskengro¨ße steigt der Rechenaufwand um
den Faktor 100 bzw. 1000. Ein weiteres Problem liegt in der Abha¨ngigkeit
der Qualita¨t einer Bildanalyse von der Auﬂo¨sung. Die Gauß- und auch
die Laplacepyramide lo¨sen beide Probleme. Beide Pyramidenstrukturen
speichern Bilder in verschiedenen Auﬂo¨sungen.
Da bei der Darstellung eines Bildes mit einer niedrigeren Auﬂo¨sung das
Abtasttheorem (siehe Abschnitt 4.1) zu beachten ist, um Sto¨reﬀekte
zu vermeiden, muß ein Gla¨ttungsﬁlter hierfu¨r gewissen Anforderungen
genu¨gen. Gla¨ttet man ein Bild mit einem Gla¨ttungsﬁlter soweit, daß alle
Wellenzahlen unter der halben Grenzwellenzahl bleiben, so kann man es
nach dem Abtasttheorem auf doppelt so großem Raster ohne Informati-
onsverlust darstellen.
Allgemein hat der Gla¨ttungsﬁlter folgenden Bedingungen
Bˆ(k˜) = 0 ∀ k˜p ≥ 1
up
mit der Abtastrate up in die Richtung der p-ten Koordinate zu genu¨gen.
Die mit der Tilde gekennzeichneten Variablen repra¨sentieren verallgemei-
nerte, dimensionslose Gro¨ßen. Dabei werden Frequenzen meist auf die
Grenzfrequenz normiert (siehe Kapitel 4.1). Ist eine Variable mit einem
Dach gekennzeichnet, wie z.B. fˆ , dann ist damit die Fouriertransformierte
der Funktion f gemeint. Halbiert man mit einem solchen Gla¨ttungsﬁlter
die Wellenzahl eines Bildes, ergibt sich ein um den Faktor vier kleineres
Bild. Die Folge solcher kleiner werdenden Bilder heißt Gaußpyramide. Ist
G = G(0) das Originalbild und somit das unterste Bild der Gaußpyramide,
dann ergibt sich fu¨r die Berechnung eines Bildes der Pyramide
G(q+1) = (RB)(q)G(q).
B ist ein Gla¨ttungsﬁlter und R ein Reduktionsﬁlter mit der halben Abta-
strate. Fu¨r ein Bild mit der Seitenla¨nge M und der Dimension W ergibt
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sich eine Gro¨ße von
MW (1 +
1
2W
+
1
22W
+ ...) < MW
2W
2W − 1 .
Die Gaußpyramide eines zweidimensionalen Bildes belegt somit nur 1/3
mehr Speicherplatz als das Originalbild. Bei einem dreidimensionalen
Bild beno¨tigt die Pyramide lediglich 1/7 mehr Platz. Da fu¨r die ganze
Pyramide dasselbe Gla¨ttungsﬁlter verwendet wird, ist die Berechnung
der Pyramide sehr eﬀektiv. Bei einem zweidimensionalen Bild ist der Be-
rechnungsaufwand fu¨r die Gla¨ttung des Originalbildes 4/3 bzw. bei einem
dreidimensionalen Bild 8/7. Mit Hilfe solcher so genannter Mehrgitter-
strukturen (multigrid structures) wie der Gaußpyramide und der noch
spa¨ter erla¨uterten Laplacepyramide, konnte seit ihrer Einfu¨hrung in den
fru¨heren 80er Jahren eine betra¨chtliche Beschleunigung der Bildverar-
beitungsalgorithmen erreicht werden. Es entstand sogar ein neuer For-
schungsbereich, die Mehrgitterbildverarbeitung (Multiresolutional Image
Processing).
Speichert man lediglich die Diﬀerenzbilder der Gaußpyramide, erha¨lt
man die so genannte Laplacepyramide L. Durch Addition aller Bilder
der Laplacepyramide erha¨lt man schließlich wieder das Originalbild. In
Operatorenschreibweise ergibt sich:
L(0) = G(0) − B(0)G(0) = (I − B(0))G(0).
Durch einen geeigneten Expansionsoperator E ist es mo¨glich, aus der
Laplacepyramide wieder das Ausgangsbild zu rekonstruieren. Der Ex-
pansionsoperator stellt mittels Interpolation ein Bild in der doppelten
Gro¨ße dar und ermo¨glicht somit die einfache Addition von Bildern, die
in der Pyramide direkt u¨bereinander angeordnet sind:
G(q−1) = L(q−1) + EG(q).
6.2.2 Pyramid Linking
Das Pyramid Linking basiert auf einem so genannten Split-and-Merge
Verfahren [29] und wird zur Segmentierung eingesetzt. Es soll an einem
eindimensionalen Beispiel einer verrauschten Kante erla¨utert werden:
• Eine Auﬂo¨sungspyramide wird berechnet, indem jeweils die Inten-
sita¨ten von zwei benachbarten Pixeln gemittelt werden.
• Da jeder Bildpunkt einen Beitrag zu zwei Punkten auf der ho¨heren
Auﬂo¨sungsstufe leistet, ist nun zu pru¨fen, zu welchem er wahr-
scheinlich geho¨rt. Die Entscheidung fa¨llt durch Vergleich der In-
tensita¨ten und wird durch Verknu¨pfung mit einer Kante in der
Baumstruktur angezeigt.
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• Alle Knotenintensita¨ten werden neu berechnet, indem nur die ver-
bundenen Bildpunkte beru¨cksichtigt werden. Das Verfahren be-
ginnt auf der untersten Ebene und wird bis zur Wurzel fortgesetzt.
• Die letzten beiden Schritte werden wiederholt, bis ein stabiles Er-
gebnis erzielt wird.
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Kapitel 7
Aktive Modelle
Aktive Konturmodelle in 2D (in der Literatur oft als snake oder ac-
tive contours bezeichnet) und aktive Oberﬂa¨chenmodelle (active surfa-
ces/shapes) in 3D werden eingesetzt, um Objekte in Bildern meist in-
teraktiv zu segmentieren [48]. Dabei werden beispielsweise Oberﬂa¨chen
manuell in die Na¨he des zu segmentierenden Objekts initialisiert und
die Randkurve/Oberﬂa¨che des Objekts wird durch Minimierung eines
Energiefunktionals mittels der aktiven Kontur beschrieben. Mit dieser
Beschreibung ko¨nnen quantitative Aussagen u¨ber das Objekt, wie z.B.
Volumen, Oberﬂa¨che etc. abgeleitet werden. Folgende aktive Konturmo-
delle lassen sich unterscheiden:
Explizite aktive Konturen (explicit snakes)
Die grundlegende Idee der aktiven Kontur wurde als erstes von Kass et.
al. 1988 [36] vero¨ﬀentlicht. Die Kontur wird in ihrer Beschreibung durch
einen Polygonzug festgelegt, welcher manuell um das zu segmentierte
Objekt initialisiert wird. In mehreren Iterationsschritten wird diese dis-
krete Kontur M(u) = (x(u), y(u))T von dem Objekt angezogen bis ein
optimaler Zustand erreicht ist, beschrieben durch ein Fehlerfunktional
E. Diese Attraktion der Kontur zu dem Objekt kann durch folgendes
Fehlerfunktional beschrieben werden:
E(M(u)) =
∫ k
0
1
2
(α|M′(u)|2 + β|M′′(u)|2) + γEext(M(u))du. (7.1)
Der erste Summand ist verantwortlich fu¨r das Zusammenziehen bzw.
Ausdehnen der Kontur, der zweite Term hat Einﬂuss auf die Kru¨mmung
der Kontur und der dritte Term verschiebt die Kontur in die Richtung
des Gradientenanstieges im Bild. Die ersten zwei Terme beschreiben
die interne, der dritte die externe Energie welche aus dem Bild extra-
hiert werden muss. Drei nichtnegative Parameter α, β, γ gewichten jeden
dieser drei Energieterme. Zur Minimierung der Gleichung 7.1 mit der
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Gradientenabstiegs-Methode (steepest descent) [55] wird folgende Glei-
chung abgeleitet:
∂M
∂t
= αM′′ + βM′′′′ − γ∇(|∇Eext(M(u))|2),
welche durch ﬁnite Diﬀerenzen approximiert werden kann [73]. Das Er-
gebnis ist entscheidend von der Initialisierung der Kontur abha¨ngig. Die
Iteration bricht oft in einem lokalen Minima der Gleichung 7.1 ab. Dar-
aus resultieren unterschiedliche Lo¨sungen aus unterschiedlichen Initiali-
sierungen. Der gro¨ßte Nachteil der expliziten aktiven Konturen ist die
topologische Starrheit dieser Methode; mehrere Objekte ko¨nnen a prio-
ri nicht durch ein Abknospen der Kontur detektiert werden. In 3D sind
topologische A¨nderungen, wie z.B. die Objekta¨nderung von einem Lo¨ﬀel
in einen Kochlo¨ﬀel, sehr schwer zu erfassen. Ein weiterer Nachteil ist
die Wahl der drei Parameter α, β, γ: sie sind untereinander nicht intuitiv
zuga¨nglich und ko¨nnen nur experimentell
”
optimiert“ werden.
Implizite aktive Konturen (implicit snakes)
Um die Probleme mit expliziten aktiven Konturen zu umgehen, wurde
1993 von Caselles et. al. die implicit snake eingefu¨hrt. Diese Beschrei-
bung geht von einer Initialisierung einer Kontur M aus, welche durch die
Kontur des nullten Level-Set einer Funktion s0 : R
2 → R beschrieben
wird, z.B. durch eine Distanztransformation. Anschließend wird s0 ite-
rativ modiﬁziert, festgelegt durch eine partielle Diﬀerentialgleichung, die
Informationen u¨ber das zugrunde liegende gaußgeﬁlterte Bild fσ entha¨lt:
∂ts = g(|∇fσ|2)|∇s|(∇ · ( ∇s|∇s|) + ν).
g(·) ist eine Funktion mit der die Abbruchbedingung deﬁniert wird, wie
z.B. der Tukey-Psi Funktion ρ, aus Kapitel 4.3.3 und ν ∈ R ein Para-
meter. Diese Evolution stoppt nach der Zeit T , wenn sich ∂ts zwischen
zwei aufeinander folgenden Iterationsschritten kaum a¨ndert. Das Ergeb-
nis, die modiﬁzierte Kontur M wird als die nullte Level-Set Linie von
s(x, T ) dargestellt. Diese Methode hat den Nachteil, daß die iterative
Lo¨sung nicht automatisch beim gewu¨nschten Ergebnis abbricht und die
Interpretation des Ergebnisses auf der Grundlage der Minimierung eines
Energiefunktionals schwerfa¨llt.
Die Vorteile der impliziten aktiven Kontur liegen in ihrer topologi-
schen Flexibilita¨t. Dabei ko¨nnen beliebig viele Objekte in einem Bild ex-
trahiert werden, auch Objekte, die sich aufspalten. Ein weiterer Vorteil
liegt in der Wahl eines einzigen Parameters ν (Ballonkraft, siehe Kapitel
7.4.2) anstelle von drei Parametern bei den expliziten aktiven Konturen.
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Geodesische aktive Konturen (geodesic snakes)
Diese Konturen gehen einen Kompromiss zwischen impliziten und expli-
ziten aktiven Konturen ein. Dabei wird das Energiefunktional der Kontur
(Gleichung 7.1) durch folgenden Term ersetzt:
E(M (u)) =
∫
M (u)
(α|M ′(u)|2 − γg(|∇fσ(M (u))|2))du,
wobei g(·) z.B. der Tukey-Psi Funktion aus Kapitel 4.3.3 entsprechen
kann. Die Lo¨sung dieser Gleichung entspricht einer Kurve mit minima-
len (geodesic) Distanzen. Meistens wird ein so genannter Geschwindig-
keitsterm (speed term) eingefu¨hrt um die Attraktion der Kontur zu den
Kanten zu erho¨hen bzw. eine schnellere Konvergenz zu erzielen.
In den letzten Jahrzehnten ist die Bedeutung von automatischen Seg-
mentierungsmethoden sprunghaft angestiegen. Fu¨r eine Vielzahl von Ap-
plikationen wurde es unumga¨nglich, digitalisierte Bilder quantitativ mit
Hilfe geeigneter Bildverarbeitungsmethoden zu untersuchen. Im biome-
dizinischen Bereich, z.B. beim Bestimmen von Gewebevolumen [40], in
der Diagnose [64], bei der Lokalisierung von pathologischen Vera¨nderun-
gen [76] und bei computergesteuerten Operationsplanungen [4] werden
aktive Oberﬂa¨chenmodelle mit Erfolg eingesetzt und sind meistens an
spezielle Probleme angepasst. In der biologischen Grundlagenforschung
werden zunehmend Algorithmen zur quantitativen Analyse von Mikro-
skopiebildern entwickelt [26], da die gewonnenen Aufnahmen nur noch
mit enormen Zeitaufwand manuell zu bewa¨ltigen sind. Gerade bei konfo-
kalen laser scanningMikroskopen (siehe Kapitel 2) ist die Belichtungszeit
absichtlich kurz gewa¨hlt, um phototoxische Bescha¨digungen am lebenden
Material zu verhindern [63]. Unterbrochene Kanten und Artefakte in den
Bilder sind die Folge dieses Problems und lassen sich oft auch nicht durch
geeignete Vorverarbeitungsschritte (siehe Kapitel 4) eliminieren. Aus der
obigen Diskussion u¨ber die unterschiedlichen Methoden mit ihren Vor-
und Nachteilen geht hervor, daß keine Segmentierung allgemein in der
Lage ist, als Black-Box eingesetzt zu werden. Vielmehr entscheidet die
Art der Anwendung und Daten u¨ber die Wahl der Methode, um brauch-
bare Ergebnisse zu liefern.
Deformierbare Modelle sind speziell fu¨r solche schlecht vorverarbeiteten
Bilder pra¨destiniert. Diese umschließen das zu segmentierende Objekt
mit einer geschlossenen Hu¨lle, versuchen Risse im Objekt zu interpolie-
ren und den Einﬂuss von Pixelausreißer auf die gesamte Kontur gering
zu gewichten. Dieses Prinzip der aktiven Kontur ist die iterative Suche
eines Gleichgewichtzustandes einer Kurve unter Beru¨cksichtigung inter-
ner und externer Kra¨fte (siehe Gleichung 7.1). Aktive Konturen ko¨nnen
im Bildraum auf unterschiedliche Art deﬁniert sein. Im urspru¨nglichen
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Ansatz wurde die Kurve durch ein Polygonzug beschrieben. Andere, viel
versprechende Ansa¨tze, die diesen Polygonzug durch andere Kurven er-
setzen oder das klassische externe Kra¨ftefeld modiﬁzieren, werden in der
Literatur ausgiebig diskutiert. Ein Ansatz auf der Basis von B-splines an-
statt eines Polygonzuges wurde von Leitner et. al. [41] und spa¨ter in einer
modiﬁzierten Version von Brigger et. al. [11] vorgestellt. Durch diese Be-
schreibung ergeben sich Vorteile, auf die in Kapitel 10 na¨her eingegangen
wird. B-spline und NURBS Kurven und Fla¨chen werden in den folgenden
Kapiteln 7.1 und 7.2 deﬁniert. Aus diesen Deﬁnitionen wird ersichtlich,
wie aus einer Anzahl an Kontrollpunkten eine Kurve oder Oberﬂa¨che er-
zeugt werden kann. Diese statische Oberﬂa¨che kann unter dem Einﬂuss
einer externen Kraftquelle (Abschnitt 7.4) iterativ modiﬁziert werden.
Die Evolution der Kontur unter Einﬂuss einer externen Kraftquelle wird
in Abschnitt 7.5 beschrieben und kann als Minimierungsproblem formu-
liert werden.
7.1 Deﬁnitionen von B-spline Kurven
Eine spline ist eine Kurve, die anschaulich durch die Biegelinie eines
du¨nnen Stabes beschrieben wird, die durch eine vorgegebene Reihe von
festen Stu¨tzstellen verla¨uft. Der Name spline bezeichnet einen du¨nnen
Stab, der von Schiﬀsbauern dazu benutzt wurde, um die richtige Form
der Planken in Schiﬀs-La¨ngsrichtung quer zu den Spanten zu konstruie-
ren. U¨bersetzt ins deutsche ist die spline unter Straklatte bekannt, wes-
halb in der Literatur lange Zeit die spline auch als Strakfunktion bekannt
war [42]. Die Basisfunktionen von B-splines sind im Allgemeinen nicht
u¨ber ganz R deﬁniert. Jeder Kontrollpunkt Bi wird einer Basisfunkti-
on zugeordnet. Somit hat jeder Kontrollpunkt nur einen beschra¨nkten
Einﬂuss auf die Konturpunkte P . Die Menge aller Konturpunkte im Pa-
rameterintervall tmin ≤ t ≤ tmax mit n + 1 Kontrollpunkten, ist gegeben
durch
P (t) =
n+1∑
i=1
BiNi,k(t) (7.2)
mit den normalisierten Basisfunktionen Ni,k(t) ∈ (0, 1] und 2 ≤ k ≤ n +
1. Der Algorithmus zum Berechnen der Basisfunktionen (Cox-de Boor)
basiert auf der Rekusionsformel:
Ni,k(t) =
{
1 : xi ≤ t < xi+1
0 : sonst
und
Ni,k(t) =
(t− xi)Ni,k−1(t)
xi+k−1 − xi +
(xi+k − t)Ni+1,k−1(t)
xi+k − xi+1 . (7.3)
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Im so genannten Knotenvektor werden die Elemente von xi in der Rei-
henfolge xi ≤ xi+1 abgelegt. B-spline Kurven sind polynomiale spline-
Funktionen der Ordnung k mit dem Grad k − 1 und erfu¨llen folgende
Bedingungen:
• Die Funktion P (t) ist ein Polynom vom Grad k−1 in jedem Intervall
xi ≤ t ≤ xi+1.
• P (t) Die Ableitungen von P (t) der Ordnung 1, 2, ..., k − 2 erfu¨llen
die Stetigkeitsbedingung.
Eine B-spline Kurve kann ihr Aussehen durch folgende Modiﬁkationen
vera¨ndern:
• Verschieben oder Hinzufu¨gen eines Kontrollpunkts.
• A¨ndern des Knotenvektors impliziert einen Wechsel der Basisfunk-
tionen in periodisch gleichma¨ssige, oﬀen gleichma¨ssige oder un-
gleichma¨ssige Basisfunktionen.
• Wechsel der Ordnung k der Basisfunktionen.
• Wechsel der Anzahl und Position der Kontrollpunkte.
• Einfu¨hren mehrerer gleicher Kontrollpunkte (Multiplizita¨t).
• Hinzufu¨gen multipler Knotenpunkte im Knotenvektor.
In einem gleichma¨ssigen Knotenvektor sind die Werte gleichma¨ssig ver-
teilt; meistens beginnen sie im normierten Fall mit 0, werden durch kleine
Intervalle erho¨ht und enden beim Maximalwert von Eins. Fu¨r eine ge-
gebene Ordnung k resultieren aus einem gleichma¨ssigen Knotenvektor
periodisch gleichma¨ssige Basisfunktionen, fu¨r die
Ni,k(t) = Ni−1,k(t− 1) = Ni+1,k(t + 1) (7.4)
gilt. Ein oﬀener, gleichma¨ssiger Knotenvektor hat dieselbe Multiplizita¨t
am Rande der Knotenwerte wie die Ordnung der verwendeten B-spline
Funktion. Ungleichma¨ssige Knotenvektoren besitzen entweder ungleichma¨ssige
Verteilungen und/oder multiple Knotenwerte und sind entweder peri-
odisch oder oﬀen. Falls die Anzahl an Kontrollpunkten gleich groß ist
wie der Grad der Kurve, erha¨lt man die Basis der Bezier-Kurve, die
Bernstein-Basis.
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7.2 Deﬁnitionen von NURBS Fla¨chen
Die kartesische rationale Produkt B-spline Oberﬂa¨che wird im 4D Raum
mit einer zusa¨tzlichen homogenen Koordinate h folgendermaßen deﬁniert
[57]:
Q(u, w) =
n+1∑
i=1
m+1∑
j=1
hi,jB
h
i,jNi,k(u)Mj,l(w). (7.5)
Die Bhi,j repra¨sentieren die homogenen 4D-Koordinaten, die durch die
Polygonpunkte (Punktegitter) bei der Initialisierung der Fla¨che vorgege-
ben werden. Ni,k(u) und Mj,l(w) sind die B-spline Basisfunktionen, die
durch Gleichung 7.3 deﬁniert sind. Es sind s die Anzahl der Abtastpunk-
te in u-Richtung und t die Anzahl an Abtastpunkten in w-Richtung.
Die rationale B-spline Oberﬂa¨che kann dann durch Projektion in den
dreidimensionalen Raum durch Teilung mit der homogenen Koordinate
bestimmt werden:
Q(u, w) =
∑n+1
i=1
∑m+1
j=1 hi,jBi,jNi,j(u)Mi,j(w)∑n+1
i=1
∑m+1
j=1 hi,jNi,j(u)Mi,j(w)
=
=
n+1∑
i=1
m+1∑
j=1
Bi,jSi,j(u, w), Q ∈ Rs×t×3.
(7.6)
Bi,j ∈ R(n+1)×(m+1)×3 sind die dreidimensionalen Koordinaten des Punk-
tegitters und Si,j(u, w) ∈ Rs×t×[(n+1)·(m+1)] die bivarianten rationalen B-
spline Basisfunktionen:
Si,j(u, w) =
hi,jNi,k(u)Mj,l(w)∑n+1
i1=1
∑m+1
j1=1
hi1,j1Ni1,k(u)Mj1,l(w)
. (7.7)
Dabei deﬁnieren l, k die Ordnung der B-splines und n+1, m+1 die Gro¨ße
des Punktegitters.
7.3 Klassiﬁkation von mehreren Objekten
im Bild
Um die in Abschnitt 7 beschriebene Problematik von expliziten aktiven
Konturen zu verbessern und das Auﬃnden mehrerer Objekte in einem
Bild zu ermo¨glichen, wurde von mir ein Cluster-Algorithmus als Vorverar-
beitungsschritt eingesetzt. Dabei wurden die extrahierten Kantenpunkte
den einzelnen Objekten zugewiesen und Objektschwerpunkte als Clu-
sterzentren bestimmt. Da alle Clusterverfahren Informationen u¨ber den
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zu bearbeitenden Datensatz beno¨tigen, wird das Auﬃnden einer Lo¨sung
von Parametern beeinﬂusst. Meistens wird dabei die Anzahl der Cluster
als Parameter angegeben, z.B. im weiter unten vorgestellten Clustering,
das auf dem Fuzzy c-mean Verfahren basiert.
7.3.1 Fuzzy c-mean Clustering
Die harte Entscheidung des c-mean Algorithmus kann durch eine un-
scharfe (Fuzzy) Klassiﬁkation ersetzt werden. Fuzzy c-mean (FCM) ist
eine Clustering Technik, bei der jeder Datenpunkt einem Cluster zu ei-
nem bestimmten Grad angeho¨rt, festgelegt durch einen Zugeho¨rigkeits-
grad. Diese Methode wurde 1981 durch Jim Bezdek als verbesserte Clu-
stermethode eingefu¨hrt [6]. Ausgehend von einer fest vorgegebenen An-
zahl an Clustern werden willku¨rlich die Clusterzentren festgelegt und
iterativ neu berechnet; dieser erste Scha¨tzwert ist meist der schlechte-
ste. Zusa¨tzlich wird jedem Datenpunkt bei jedem Iterationsschritt ein
Zugeho¨rigkeitsgrad zugewiesen, dabei verschieben sich iterativ die Clu-
sterzentren. Diese Iterationsschritte basieren auf einer Minimierung des
Kostenfunktionals JFCM , das die Distanzen jedes Datenpunktes zu den
Clusterzentren (gewichtet durch dessen Zugeho¨rigkeitsgrad) angibt:
JFCM =
∑
i,j
K∑
k=1
uk(i, j)
q(f(i, j)− ck)2.
uk(i, j) gibt die Wahrscheinlichkeit an, mit der ein Pixel zur Klasse k zu
geho¨rt, des weiteren ist
∑K
k=1 uk(i, j) = 1. Der Parameter q bestimmt die
Unscha¨rfe der Entscheidung und wird oft auf 2 gesetzt. Der Prozess ist
dem c-mean Algorithmus sehr a¨hnlich und wird durch folgende Schritte
beschrieben:
• Setze willku¨rliche Anfangswerte fu¨r die Klassenmittel ck.
• Berechne die Klassiﬁkation nach:
uk(i, j) =
(f(i, j)− ck)2∑K
l=1(f(i, j)− cl)2
.
• Berechne neue Klassenmittel nach:
ck =
∑
i,j uk(i, j)
qf(i, j)∑
i,j uk(i, j)
q
.
• Wenn der Unterschied der Klassenmittel zwischen den Iterationen
eine bestimmte Schranke unterschreitet, beende den Algorithmus,
sonst gehe zum zweiten Punkt.
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7.4 Externe Kra¨ftefelder
Externe Kra¨ftefelder spielen bei parametrischen aktiven Konturen eine
entscheidende Rolle (siehe Gleichung 7.1). Diese Felder sind dafu¨r verant-
wortlich, die Kontur in Richtung der Objektkante anzuzuiehen. Dabei ist
es wichtig, daß dieser so genannte Anziehungsbereich (attraction range)
hoch ist, so daß im Falle einer weit entfernten Initialisierung die Kon-
tur durch das externe Kra¨ftefeld an die Objektkanten angezogen werden
kann. Im Laufe der Zeit wurde deshalb nicht nur der Weiterentwicklung
der snakes, sondern auch der externen Felder ein hoher Stellenwert bei-
gemessen.
7.4.1 Multiskalare Gauß-Potentialkra¨fte
Die Gauß Potentialkraft wird aus dem Bild I(x, y) extrahiert, hier am
Beispiel von zwei Dimensionen. Das typische Potential, mit dem eine
deformierbare Kontur an Kanten angezogen wird, lautet
P (x, y) = −we|∇[Gσ(x, y) ∗ I(x, y)]|2,
wobei we ein positiver Gewichtsparameter und
Gσ(x, y) =
1
2πσ2
e−(
x2+y2
2σ2
)
eine zweidimensionale Gaußfunktion mit der Standardabweichung σ ist.
Durch die Wahl eines großen σ-Wertes kann zwar der Anziehungsbe-
reich der aktiven Kontur erho¨ht werden, dies hat jedoch gleichzeitig eine
Verru¨ckung der Objektgrenzen und ein verfa¨lschtes Ergebnis zur Folge.
Dieses Problem wurde durch einen multiskalaren Ansatz gelo¨st. Hier wird
die Kontur mit hohem σ aus großer Entfernung angezogen, bis ein Gleich-
gewichtszustand erreicht ist. Danach wird ein kleinerer σ-Wert angenom-
men und die Kontur kann durch feinere Strukturen angezogen werden.
A¨nderungen von σ mu¨ssen dabei ad hoc vorgenommen werden, ein all-
gemeines Verfahren fu¨r eine optimale A¨nderung dieses Parameters gibt
es nicht. Diese so genannte Coarse-to-Fine-Methoden ﬁnden in der Bild-
verarbeitung ha¨uﬁg Verwendung (z.B. in der Registrierung oder bei der
Gauß-Pyramide in Kapitel 6.2).
7.4.2 Druckkra¨fte
Die Kombination von Druckkra¨ften mit der Gauß Potentialkraft wurde
von Cohen [14] vorgeschlagen. Die Druckkra¨fte ko¨nnen auf die Kontur ei-
ne ausdehnende oder zusammenziehende Wirkung haben. Deformierbare
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Modelle, die auf Druckkra¨ften basieren, sind auch unter dem Ausdruck
balloons bekannt [14]. Die Druckkraft ist deﬁniert als:
Fp(X) = wpN(X).
Hier ist N(X) die nach innen gerichtete Einheitsnormale des Modells
am Punkt X; wp ist ein konstanter Gewichtsparameter. Durch die Wahl
des Vorzeichens von wp wird sich das Modell ausdehnen (positiv) oder
zusammenziehen (negativ). Im Idealfall wird die Kontur sich deformie-
ren, bis die Gauß-Potentialkraft den Vorgang anha¨lt. Ein entscheidender
Nachteil dieses Modells sind die U¨berschneidungen der Kontur mit sich
selbst und die Entstehung von Loops.
7.4.3 Distanz Potentialkra¨fte
Ein weiterer Ansatz zur Erho¨hung des Anziehungsbereichs besteht darin,
die Potential-Energie mit einer Distanzkarte zu deﬁnieren. Hierbei wird
der Wert der Distanzkarte durch die Distanz zwischen dem Pixel und
dem na¨chsten Objektpunkt festgelegt. Daraus ergibt sich ein gro¨ßerer
Anziehungsbereich. Mit der berechnteten Distanzkarte d(x, y) kann die
potentielle Energie wie folgt deﬁniert werden:
Pd(x, y) = −wde−d(x,y)2 .
Die korrespondierende Potentialkraft kann durch −∇Pd(x, y) bestimmt
werden. Das Prinzip der Distanz Potentialkra¨fte ist durch die Anziehung
der Kontur durch den am na¨chsten liegenden Kantenpunkt gegeben. Die-
ses Modell sto¨ßt auf Schwierigkeiten, falls Konkavita¨ten wie in Abbildung
10.2 auf Seite 88 abgebildet, durch snakes zu approximieren sind.
7.4.4 Gradienten Vektor-Fluß
Xu und Prince entwickelten eine vektorielle Diﬀusionsgleichung um den
Gradienten des Kantenbildes zu diﬀundieren [75]. Dieser Prozess ﬁndet
in Bereichen statt, die von den Kanten weit entfernt liegen und somit
den Anziehungsbereich der Kontur erho¨hen. Das resultierende Vektor-
feld wird als Gradienten Vektor-Fluß (gradient vector flow, GVF) Feld
bezeichnet. Dieses Feld ist deﬁniert als der Gleichgewichtszustand der
folgenden vektoriellen, partiellen Diﬀerentialgleichung:
∂v
∂t
= g(|∇f |)∇2v − h(|∇f |)(v−∇f). (7.8)
Hierbei ist v(x, y, 0) = ∇f ,∂v
∂t
die partielle Ableitung des Bildes v(x, y, t)
nach t, ∇2 der Laplaceoperator und f ein Kantenbild mit hohen Wer-
ten an der Objektkante, extrahiert mit einem beliebigen Kantenoperator
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(siehe Kapitel 6.1). Die Deﬁnition des GVF-Feldes ist auf beliebig hohe
Dimensionen erweiterbar, zwei Beispiele fu¨r g(r) und h(r) sind:
g(r) = e−(
r
κ
)2
h(r) = 1− g(r)
mit κ als skalaren Parameter. Die Vorteile dieses externen Kra¨ftefeldes
liegen im erho¨hten Anziehungsbereich und der verbesserten Konvergenz
fu¨r deformierbare Konturen in Konkavita¨ten. Ein wesentlicher Nachteil
liegt im Rechenaufwand zum Auﬃnden des Gleichgewichtszustandes der
Gleichung 7.8. Bei gro¨ßeren Bilder im Bereich 512×512 Pixel beno¨tigt
man fu¨r die Lo¨sung der Diﬀerentialgleichung (ein Iterationsschritt) auf
einem PC mit einer 1GHz Intel P3 CPU und 512MB RAM unter Matlab
ca. 2 Minuten.
7.5 Evolution der Kontur bzw. Oberﬂa¨che
Ist die Initialisierung der Kontur und das externe Kra¨ftefeld gegeben,
kann die Kontur iterativ nach Gleichung 7.1 verschoben werden. Diese
Evolution der Kontur ﬁndet in Richtung der extrahierten Kanten statt
und stoppt, falls ein bestimmtes Kriterium, z.B. das Erreichen des Mini-
mums, erfu¨llt wird. Analog zur zweidimensionalen aktiven Kontur kann
die Evolution der Oberﬂa¨che als zeitliche Variation angesehen werden
[41]. Die Evolution der Kontrollpunkte u¨ber die Zeit ﬁndet ebenfalls unter
dem Einﬂuss eines Kra¨ftefeldes statt, z.B. des Distanz-Kraft Vektorfeldes
aus Abschnitt 7.4.3 (der sich aus dem minimalen euklidischen Abstand
eines Konturpunktes zum na¨chstliegenden Kantenpunkt berechnet). Da
der Zusammenhang zwischen den Kontrollpunkten Bi,j und den Kon-
turpunkten Q(u, w) durch Gleichung 7.5 gegeben ist, kann die zeitliche
Variation der Oberﬂa¨che durch
dBi,j(t)
dt
= S+i,j(u, w) ·
dQ(u, w)
dt
= S+i,j(u, w) · V (Si,j(u, w) ·Bi,j(t)) (7.9)
beschrieben werden, wobei V (·) das Distanz-Kraft Vektorfeld und S+ die
Pseudoinverse zur Matrix S darstellt:
S+ = (STS)−1ST . (7.10)
7.5.1 Evolution der B-spline Kontur
B-spline Konturen in 2D sind
”
glatte“ Kurven und wurden in Abschnitt
7.1 deﬁniert. Es wurde gezeigt, daß fu¨r eine parametrisierte B-splineKon-
tur B(u) = (x(u), y(u))T mit k Kontrollpunkten folgende Funktion∫ k
0
[(x′′(u))2 + (y′′(u))2]du (7.11)
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fu¨r alle B(u) ∈ H2([0, k])×H2([0, k]) minimiert wird [3]. Ein Vergleich der
Gleichung 7.11 mit 7.1 zeigt, daß in der Deﬁnition von B-spline Konturen
der Term mit der zweiten Ableitung bereits minimiert ist. Somit ist in
der expliziten Beschreibung der snake, repra¨sentiert durch B-splines, nur
noch das Minimum zweier Terme zu bestimmen. Da der Einﬂuss der
ersten Ableitung in Gleichung 7.1 auf die Kontur relativ gering ausfa¨llt,
kann dieser in der Bestimmung des Minimums vernachla¨ssigt werden und
die zu minimierende Gleichung wird auf
E(M(u)) =
∫ k
0
Eext(M(u))du (7.12)
reduziert. Durch das Wegfallen der ersten Ableitungen kann sich die
Kontur lokal beliebig weit ausdehnen bzw. zusammenziehen. Dies kann
durch eine Neubestimmung der Absta¨nde zwischen benachbarten Kon-
turpunkten, einem so genannten Resampling-Prozess, nach jedem Iterati-
onsschritt verhindert werden. Ein weiterer Vorteil dieser Beschreibung ist
der Wegfall der drei Parameter α, β und γ. Die Lo¨sung fu¨r diese gewo¨hn-
liche Diﬀerentialgleichung erster Ordnung kann durch das Runge-Kutta
Verfahren bestimmt werden [55]; die zeitintensive Berechnung der ersten
und zweiten Ableitung entfa¨llt.
7.6 Fourierdeskriptoren
Die Fourierdeskriptoren ermo¨glichen eine kompakte, translations-, skalierungs-
und rotationsinvariante Beschreibung der Randkurve eines Objektes un-
ter Verwendung von Fourierreihen [34]. Fourierdeskriptoren ko¨nnen fu¨r
kontinuierliche oder abgetastete Randkurven formuliert werden. Aller-
dings ist es nicht einfach, eine a¨quidistante Abtastung in einem Pixelbild
durchzufu¨hren, da Diagonalwege la¨nger sind als horizontale oder verti-
kale Wege. Deshalb ist es oft gu¨nstiger, die Konturpixelfolge, die z.B.
durch einen Kettencode gegeben sein kann, durch eine parametrisierte
kontinuierliche Kurve zu interpolieren. Dazu kann die in Abschnitt 7.1
vorgestellte Interpolation, die auf B-splines basiert, verwendet werden.
Diese Randkurve f(x(p), y(p)) sei fu¨r ein zweidimensionales Objekt mit
geschlossener Kontur gegeben. f hat die Komponenten x(p) und y(p). Es
la¨sst sich die Kurve zu der komplexwertigen Funktion z(p) = x(p)+ iy(p)
kombinieren. Ist P der Umfang des Objektes, so gilt
z(p + nP ) = z(p) n ∈ Z.
Diese periodische Kurve la¨sst sich folgendermaßen in eine Fourierreihe
entwickeln:
zˆu =
1
P
∫ P
0
z(p) · e− 2πiupP dp u ∈ Z
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z(p) =
+∞∑
u=−∞
zˆu · e
2πiup
P .
Diese Koeﬃzienten werden als Fourierdeskriptoren der Randkurve be-
zeichnet. Der Deskriptor zˆ0 liefert den Mittelpunkt der Randkurve. Das
ist der erste Summand in der Fourierreihe; dieser bestimmt die Position
des Objekts. Der Summand fu¨r u = 1 in der Fourierreihe s(p) = zˆ1 · e 2πipP
beschreibt einen Kreis, ebenso der Summand fu¨r u = −1. Die U¨berla-
gerung dieser beiden Kreise bei der Summation wiederum ergibt eine
Ellipse. Auch die Summanden fu¨r |u| > 1 u¨berlagern sich zu einer El-
lipse. Die Randkurve wird also durch Aufsummieren von Ellipsenkurven
angena¨hert.
Eine besondere und wichtige Eigenschaft der Fourierdeskriptoren ist
die translations-, skalierungs- und rotationsinvariante Beschreibung der
Deskriptoren. Dies soll am Beispiel der ersten beiden Invarianzen verdeut-
licht werden. Die Position wird nur durch einen Koeﬃzienten festgelegt,
na¨mlich zˆ0. Alle anderen Koeﬃzienten sind translationsinvariant. La¨sst
man diesen Koeﬃzienten weg, so erha¨lt man eine translationsinvarian-
te Beschreibung. Wird die Kontur mit einem Koeﬃzienten a skaliert, so
werden auch alle Deskriptoren mit a skaliert. Bei einer Konturverfolgung
entgegen dem Uhrzeigersinn gilt stets zˆ1 = 0. Somit lassen sich skalie-
rungsinvariante Deskriptoren deﬁnieren durch
zˆi :=
zˆi
|zˆ1| .
Ein weiterer Vorteil bei der Verwendung von Fourierdeskriptoren ist die
Kompaktheit der Darstellung. Durch nur wenige Fourierdeskriptorpaare
la¨sst sich eine Form schon relativ gut approximieren. Aus den Fourier-
deskriptoren la¨sst sich aufgrund der Approximationseigenschaft der Fou-
rierreihe die Fla¨che fu¨r einen bestimmten Glattheitsgrad berechnen. Die
Berechnung des Umfangs aus den Deskriptoren ist dagegen sehr aufwen-
dig: sie fu¨hrt zu elliptischen Integralen. Verwendet man statt der Fou-
rierreihe eine Reihenentwicklung mit Hilfe von Kugelfunktionen, so lassen
sich auf a¨hnliche Weise nicht nur Kurven, sondern auch Fla¨chen im R3
beschreiben. Eine solche Darstellung ist im Besonderen fu¨r kugelfo¨rmige
Objekte vorteilhaft.
Kapitel 8
Multidimensionales Tracking
Die exakte Rekonstruktion von Vorga¨ngen, die sich aus der Projektion ei-
ner dreidimensionalen Szene auf die zweidimensionale Bildebene ergeben
ist fehlerbehaftet. Außerdem wirkt sich das Abtasttheorem (siehe Kapitel
4.1) limitierend auf die Bewegungsanalyse aus, da kontinuierliche Grau-
wertstrukturen auf diskrete Gitter abgebildet werden (ra¨umlich) bzw. die
Bildwiederholrate durch das Kamerasystem festgelegt ist (zeitlich). Da
jede Art von Digitalisierung eine Diskretisierung der Bildinformationen
erzwingt, werden mathematische Operatoren wie z.B. der Diﬀerential-
operator fehlerbehaftet, da sie nicht im Kontinuum sondern auf diskreten
Masken angewendet werden. Speziell im Bereich der Diﬀerentialgeome-
trie, die aus dem Grenzu¨bergang von inﬁnitesimal beieinander liegenden
Punkten abgeleitet wird, ist bei dynamisch vera¨nderlichen Strukturen die
zeitliche Ableitung mit einem Fehler behaftet.
8.1 Die Kontinuita¨t des optischen Flusses
In der Bildsequenzanalyse, insbesondere im Bereich der Hydrodynamik,
haben sich Verfahren durchgesetzt, die die Kontinuita¨t des optischen
Flusses ausnutzen, um die Dynamik der Bewegung zu ermitteln. Aus der
Annahme, daß sich Grauwerte g nur durch Bewegung vera¨ndern ko¨nnen,
muß in 2D das totale Diﬀerential verschwinden [32]:
dg(x, t) =
∂g
∂x1
dx1 +
∂g
∂x2
dx2 +
∂g
∂t
dt = 0.
Die Diﬀerentialgleichung des optischen Flusses (optical flow) nimmt dann
nach weiterem Umformen folgende Gestalt an:
∂g
∂t
+ v∇g = 0. (8.1)
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Beim Vergleich dieser Kontinuita¨tsgleichung mit der konventionellen, z.B.
aus der Hydromechanik, bekannten Gleichung
∂ρ
∂t
+∇ · (v · ρ) = 0
fa¨llt auf, daß die Gleichung des optischen Flusses nicht in die der Hy-
dromechanik u¨bergeht, und somit der Grauwert keine allgemeine Erhal-
tungsgro¨ße ist. Mit der Nablabeziehung
∇·(v · g) = g · ∇·v + v · ∇g
la¨ßt sich zeigen, daß die Gleichungen ineinander u¨bergehen, wenn
g · ∇·v = 0, (8.2)
also keine Quellen bzw. Senken im Geschwindigkeitsfeld vorhanden sind.
Dieser Term wu¨rde sich sogar bei konstantem Beleuchtungsfeld a¨ndern,
was bei Bewegungen aus der Bildebene heraus auftritt. Da sich jedoch
die Gesamtintensita¨t im Bild nicht vera¨ndert, weil Gro¨ße und Intensita¨t
der Objekte gleichma¨ßig im Quadrat abnehmen, ist die Kontinuita¨tsglei-
chung des optischen Flusses sogar aus der der Hydrodynamik ableitbar.
Mit der Annahme, daß der Grauwert u¨ber die Relation
limx→∞‖gv‖ < 1‖x− xs‖3 (8.3)
am Rande der Partikel abfa¨llt, kann mit Hilfe des Gauß’schen Satzes
gezeigt werden, daß die rechte Seite der Gleichung gegen Null konvergiert:
d
dt
∫
G
g · dV = −
∮
∂G
vgd A︸ ︷︷ ︸
→0
. (8.4)
Im Idealfall ist somit die Grauwertsumme eines Partikels u¨ber die Bild-
folge konstant:
∑
x,y∈O g(x, y) = const. [31]. Dies impliziert, daß ein Par-
tikel mit niedriger Geschwindigkeit als ein kleiner heller Spot erscheint,
bei gro¨ßerer Geschwindigkeit aber zu einem schwa¨cher beleuchteten, aus-
gedehnteren Objekt wird. Mit den oben genannten Na¨herungen ist es
mo¨glich, den Grauwert jedes einzelnen Partikels als Erhaltungsgro¨ße ein-
zufu¨hren.
Der optische Fluß hat die Dimension einer Geschwindigkeit und er-
scheint zwischen zwei Bilder als Verschiebungsvektor, z.B. vom Schwer-
punkt eines Pixels in Bild 1 zum Schwerpunkt desselben verschobenen
Pixels in Bild 2. Dividiert man diesen Verschiebungsvektor durch die Zeit
zwischen den Aufnahmen, dann erha¨lt man das Verschiebungsvektorfeld.
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Aus diesem Idealfall la¨sst sich auch ableiten, daß sich in einer Dimension
die Geschwindigkeit durch
vx = −
∂g
∂t
∂g
∂x
(8.5)
bestimmen ließe.
Die oben genannten Annahmen werden an mehreren Stellen verletzt.
Die Kontinuita¨tsgleichung gilt nur im Ort-Zeit Kontinuum; je gro¨ßer
also die Zeitschritte zwischen den einzelnen Aufnahmen werden, desto
ungenauer bzw. willku¨rlicher ist das Ergebnis der Geschwindigkeitsmes-
sung. Durch die Beleuchtung mehrerer Partikel in einem Bild wird die
Intensita¨t eines Partikels durch alle anderen beeinﬂusst, Streueﬀekte tre-
ten auf. Eine weitere gravierende Einschra¨nkung bei diesem Ansatz sind
Strukturen, die mit GFP markiert sind. Sie verlieren u¨ber die gesamte
Aufnahmezeit hinweg stark an Intensita¨t. Der Abfall des Grauwerts ist
meist am Rande aufgrund von Rauschen so u¨berlagert, daß der Verlauf
nicht mehr die oben genannte R−3 Annahme erfu¨llt.
U¨ber die Kontinuita¨tsgleichung des optischen Flusses la¨ßt sich der
Grauwert jedes Partikels mit einer bestimmten Wahrscheinlichkeit sei-
nem Pendant im Folgebild zuordnen. Allein auf der Basis des Grauwertes
la¨ßt sich nur sehr ungenau eine Zuordnung zwischen zwei Partikel formu-
lieren, da die oben diskutierten Fehler eine sichere Klassiﬁzierung meist
nicht zulassen.
Da die Klassiﬁzierung durch weitere Informationen der Partikel an
Qualita¨t gewinnt, wird die Oberﬂa¨che eines Partikels als eine anna¨hernd
konstante Gro¨ße u¨ber die gesamte Aufnahmezeit mit einbezogen. A¨nde-
rungen der Fla¨che sind ebenfalls nicht als Erhaltungsgro¨ße geeignet, denn
durch Rauschen bzw. ungenaue Segmentierung kann diese lokale Infor-
mation großen Schwankungen unterworfen sein.
Der Schwerpunkt, der sich aus der Grauwertverteilung in einem Par-
tikel ergibt und fu¨r das Grauwert-Massenzentrum steht, kann eine sehr
wichtige Gro¨ße bei der Bestimmung der Nachbarschaften sein. Durch
die Massentra¨gheit bewegt sich ein Partikel gleichfo¨rmig fort, falls keine
a¨ußeren Kra¨fte einwirken. Die Positionsabweichung kann damit auch als
Klassiﬁzierungsgro¨ße zwischen einer Verbindung dienen, kommt jedoch
nicht als Erhaltungsgro¨ße in Betracht, da sich das Grauwert-Massenzentrum
bei Vera¨nderungen der Textur verschiebt. Bei aktiven Prozessen, z.B.
Strukturen in lebenden Zellen, a¨ndert sich sta¨ndig die Grauwertvertei-
lung innerhalb eines Partikels, indem Proteine versuchen, Konzentrati-
onsgradienten auszugleichen.
Abschließend kann man feststellen, daß Erhaltungsgro¨ßen im klassi-
schen Sinne, z.B. die Energieerhaltung in der Mechanik bei der Particle-
Tracking Velocimetry (PTV) [1], nicht existieren. Eine mo¨gliche Vorge-
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hensweise, wie dennoch quasi-konstante Parameter fu¨r die Klassiﬁzierung
herangezogen werden ko¨nnen, ist die Abscha¨tzung von Fehlern, die sich
z.B. aus der Annahme eines konstanten Grauwerts ergeben. Dabei bieten
sich mehrere Varianten von Methoden an, die unterschiedliche Optimie-
rungen fordern (siehe hierzu [34]).
Um alle Parameter gleichberechtigt in die Klassiﬁzierung eingehen zu
lassen, bietet sich ein Ansatz an, der auf Fuzzy-Logik basiert [51]. Bei
diesem Ansatz werden die mit nicht-deterministischen Ungenauigkeiten
behafteten Parameter in die Berechnung der Korrespondenzen zwischen
Partikeln einbezogen. Aussagen, wie gute Korrespondenz stellen dabei
sehr vage Formulierungen dar und sind keinem bina¨ren Wert zuzuordnen,
sondern einem Wertebereich. Bei diesem Ansatz gehen lokale Diskonti-
nuita¨ten eines Parameters weniger stark in die Klassiﬁzierung ein, als bei
der strengen Annahme einer Erhaltungsgro¨ße.
Prinzipiell verschieden sind die Verfahren des PTV und die Bestim-
mung des optischen Flusses. Ist fu¨r das erste Verfahren die Bestim-
mung der Partikel mit ihren zugeho¨rigen Parametern in jedem Bild ob-
ligatorisch, wird im zweiten Verfahren nicht auf Partikel- sondern auf
Pixel-Ebene das Verschiebungsvektorfeld zwischen zwei Bilder bestimmt.
Wird dieses diskrete Verschiebungsvektorfeld durch das Zeitintervall zwi-
schen den beiden Bildern dividiert, erha¨lt man fu¨r den Grenzu¨bergang zu
kleinen Zeita¨nderungen eine kontinuierliche Formulierung des optischen
Flusses. Raum und Zeit werden hierbei benutzt, um mo¨glichst geschlos-
sene Vektorfelder zu bestimmen. Bei der Methode des PTV werden aus
den Zuordnungen zwischen Partikeln aus unterschiedlichen Bilder bzw.
Zeitschnitten der Bildsequenz geschlossene Trajektorien u¨ber die Zeit ge-
neriert. Dadurch wird Raum und Zeit erst bei der Rekonstruktion in Kor-
relation gebracht und das Geschwindigkeitsvektorfeld nachtra¨glich auf
Partikel-Ebene visualisiert ([68],[23]). Ein Vorteil der sich aus der Metho-
de des optischen Flusses ergibt, ist die Robustheit gegenu¨ber Sto¨rungen
durch Rauschen und Artefakte. Bei sehr stark verrauschten Bilder konn-
te gezeigt werden [71], daß die Partikel-Geschwindigkeitsverteilung mit
der PTV-Methode eine ho¨here Standardabweichung aufwies als die Me-
thode des optischen Flusses. Außerdem war der Mittelwert der Partikel-
Geschwindigkeitsverteilung mit der Methode des optischen Flusses un-
abha¨ngig vom SNR, wobei hingegen das Tracking nach der PTV-Methode
eine Verru¨ckung des Mittelwertes bei sich a¨ndernden SNR zur Folge hat-
te.
Bei geschlossenen Vektorfeldern im Raum-Zeit-Kontinuum ko¨nnen
Merkmale aus dem Bild extrahiert bzw. Partikel segmentiert werden.
Es werden Regionen als solche erkannt, die sich nur langsam in ihren
Parametern u¨ber die Zeit und den Ort vera¨ndern. Dadurch bleibt das
Geschwindigkeitsfeld eines bewegten Objekts in den meisten Punkten
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kontinuierlich. Die Randpixelzuordnung eines Partikels u¨ber zwei Bil-
der ist bei dieser Methode schon enthalten und eindeutig. Bei der PTV-
Methode muß eine Zuordnung der Randpixel u¨ber zwei oder mehrere
Bilder erfolgen; dies geschieht mit Interpolationsmodellen, die eine Zu-
ordnung von Konturpunkten u¨ber mehrere Zeitschritte treﬀen [68]. Dabei
ko¨nnen virtuelle Zwischenbilder generiert werden, die einen kontinuierli-
chen Oberﬂa¨chenverlauf der Trajektorie in Raum-Zeit generieren. Hierbei
ko¨nnen Oberﬂa¨chenapproximationsmethoden eingesetzt werden, die auf
B-splines basieren (siehe Kapitel 7.1).
8.2 Korrespondenzproblem
Die nicht eindeutige Zuordnung eines bestimmten Kantenpixels zu ei-
nem Kantenpixel im Folgebild ist unter dem Begriﬀ des Blendenpro-
blems bekannt, ein Spezialfall des allgemeinen Korrespondenzproblems.
Das Korrespondenzproblem besagt, daß es im Allgemeinen keine eindeu-
tige Mo¨glichkeit gibt, verschiedene korrelierende Pixel oder Objekte in
einer Bildsequenz einander zuzuordnen. Eine Mo¨glichkeit, das Korrespon-
denzproblem zu lo¨sen, ist eine schnelle zeitliche Auﬂo¨sung der Bilder, so
daß der mittlere Verschiebungsvektor signiﬁkant kleiner ist als der mitt-
lere Partikelabstand. Ebenfalls ko¨nnte man durch eine ho¨here zeitliche
Auﬂo¨sung bei ausgedehnten Partikeln eine U¨berlappung der Fla¨che beob-
achten und somit die Korrespondenzvorhersage entscheidend verbessern
[31].
Nachbarschaftsbeziehungen werden auf zwei unterschiedlichen Skalen
eingefu¨hrt [20]. Zum einen wird die two frame-Information benutzt, die
auf der Grundlage von Partikeln aus zwei aufeinander folgenden Bilder
operiert. Ein Beispiel fu¨r einen two frame-Operator wa¨re die Anwendung
der lokalen Fuzzy-Logik fu¨r die Berechnung von Zugeho¨rigkeiten. Zum
andern wird der three frame-Operator eingefu¨hrt, um Beschleunigungen
zwischen drei diskreten, aufeinander folgenden Zeitpunkten zu berech-
nen. Dieser Operator beschreibt die Kru¨mmung von drei Trajektorien-
Segmenten und wirkt durch die Angabe eines maximalen Beschleuni-
gungswertes wie ein Filter.
Ein einfacher Ansatz zum Verfolgen von Partikeln u¨ber eine Sequenz
stellt der Nearest-Neighbour-Ansatz dar. Hierbei wird ein Partikel mit
dem na¨chstliegenden Partikel verknu¨pft, ohne dabei die Form und Struk-
tur dieser zwei Partikel miteinander zu vergleichen. Auf der anderen Seite
kann man versuchen, die three-frame-Information auszunutzen, um u¨ber
die Beschleunigung zu einer Aussage zu kommen. Die Beschleunigungs-
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komponente in x-Richtung bestimmt sich durch
ax =
∆vx
∆t
=
x3 − x2
t3 − t2 −
x2 − x1
t2 − t1 , t1 < t2 < t3, (8.6)
die Komponenten in y- und z-Richtung analog. Durch a¨quidistante Zeitabsta¨nde
kann der Betrag der Beschleunigung mit der Formel
a = 2 · (|x(t1)|+ |x(t3)| − 2 · |x(t2)|) (8.7)
errechnet werden. Es wird schnell oﬀensichtlich, daß die alleinige Betrach-
tung der minimalen Beschleunigung zu einem falschen Ergebnis fu¨hren
kann. Es bietet sich an, beide Verfahren geschickt miteinander zu kom-
binieren, was zu einem hierarchischen Ansatz des Trackings fu¨hrt.
Die Zuordnung eines Teilchens im n-ten Bild zu einem Teilchen im
n + 1-ten Bild ist als two-frame Korrespondenzproblem anzusehen, bei
dem eine Zuordnungsauswahl getroﬀen werden muß. Im Allgemeinen Fall
verhalten sich die Teilchen u¨ber die Sequenz vo¨llig unabha¨ngig vonein-
ander und sind nicht unterscheidbar; im Experiment wird jedoch meist
eine geringe Variation in den Objektgro¨ßen Fla¨che und Grauwertsumme
beobachtet da sich ein Objekt zeitlich oft nur beschra¨nkt vera¨ndern kann.
Der PTV-Algorithmus stellt zwischen einzelnen Verbindungen einen Zu-
geho¨rigkeitsgrad Zp her, der u¨ber die Gu¨te einer Verbindung Aufschluß
gibt:
Zp(t, A,GrvSum, x, y, z). (8.8)
t steht fu¨r die Aufnahmezeit, A fu¨r die Fla¨che, GrvSum, und x, y, z fu¨r
die Position des Partikels.
Dieser Zugeho¨rigkeitsgrad muß fu¨r jedes Partikel der Bildsequenz zu
seinen potentiellen Nachbarn neu bestimmt werden.
In erster Na¨herung wird das Abstandsmaß als Kriterium fu¨r die Aus-
wahl potentieller Nachfolger im Folgebild eingesetzt. Es werden nur solche
Partikel betrachtet, fu¨r die der geometrische Abstand dgeom. =
√
(x · x)
unter einem fest vorgegebenen Schwellwert liegt. Diese Schwelle la¨sst sich
u¨ber die Tatsache begru¨nden, daß sich Partikel von einem Bild zum fol-
genden nur mit einer maximalen Geschwindigkeit weiterbewegen ko¨nnen;
diese Geschwindigkeit ist empirisch festzulegen oder geht aus dem Ex-
periment hervor. Durch diese Vorauswahl ist das Korrespondenzproblem
zwar vereinfacht, aber noch nicht gelo¨st.
Als Korrespondenzmaß bietet sich eine auf Fuzzy-Logik basierende
Lo¨sungsstrategie an. Sie weist mehrere Vorteile gegenu¨ber streng deter-
ministischen Lo¨sungsstrategien auf. In der Theorie der Fuzzy-Logik, deren
Lo¨sungen nicht mehr wie in der Bool‘schen Logik nur einen exakten Wert
annehmen mu¨ssen, wird keine Modellvorstellung wie bei Funktionsbezie-
hungen miteinbezogen. Andererseits bestimmen Fuzzy-Systeme Funkti-
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onswerte, ohne dabei eine mathematische Beziehung zwischen Ausgabe-
wert und Eingabewert zu fordern. Als erstes wurde dieser Ansatz des
Trackings im Bereich der Hydrodynamik von Wernet [74] angewandt.
Eine weitere Forderung an ein mo¨glichst objektives Tracking ist die
Invarianz gegenu¨ber der Abarbeitungs-Richtung. Vor dem Auﬂo¨sen des
erzeugten Verbindungsnetzwerkes von Partikeln in der Bildsequenz muß
gekla¨rt werden, ob neben eindeutigen Verknu¨pfungen auch Mehrfachver-
knu¨pfungen zugelasssen werden, denn dadurch wird das Ergebnis ent-
scheidend vera¨ndert.
8.3 Two-Frame Particle-Tracking
Bei gegebenem Schwerpunkt jedes Partikels aus zwei aufeinander folgen-
den Bilder, die unterschiedlichen Zeitpunkten zugeordnet sind, folgt als
na¨chster Schritt die Zuordnung (Matching) jeder Partikelposition im er-
sten Bild zu der korrespondierenden Position im zweiten Bild.
Dieses Matchingproblem ist als Korrespondenzproblem bekannt, das
mittels unterschiedlicher Methoden gelo¨st werden kann. Als erstes kann
man einige Heuristiken zum Matching von Partikel-Schwerpunkten u¨ber
zwei aufeinander folgenden Bilder mit geringer zeitlicher A¨nderung t
einfu¨hren:
• Maximale Geschwindigkeit
Falls ein Partikel durch eine maximale Geschwindigkeit vm im Stro¨mungs-
feld beschrieben werden kann, dann ist die Bewegung zwischen zwei
Bilder mit dem Zeitintervall t auf die Strecke s = vmt festge-
legt. Dies bedeutet, daß der Korrespondenzpunkt nicht außerhalb
einer vorgegebenen Schranke liegen kann.
• Geringe Geschwindigkeitsdiﬀerenzen
Da Partikel als massenbehaftete Ko¨rper den Gesetzen der Massen-
tra¨gheit folgen, sind geringe A¨nderungen der Geschwindigkeiten bei
kleinem t die Konsequenz aus physikalischen Gesetzen.
• Gemeinsamkeiten der Bewegung
Ra¨umlich zusammenha¨ngende Objekte erscheinen in aufeinander
folgenden Bilder als Punktregionen mit a¨hnlichen dynamischen Ei-
genschaften.
• Eindeutigkeit der Zuordnung
Es kommt selten zu einer Mehrfachzuordnung, d.h. es sollen nicht
zwei Partikel aus demselben Bild einem Partikel im Folgebild zu-
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geordnet werden, bzw. ein Partikel im aktuellen Bild zwei Parti-
keln im Folgebild. Manchmal sind solche Pha¨nomene aber durchaus
erwu¨nscht, z.B. bei der Fusionierung bzw. Knospung von Vesikeln.
Durch die Betrachtung von Nachbarschaften kann das Korrespondenz-
problem in einer lokalen Nachbarschaft gelo¨st werden.
Als na¨chstes stellt sich die Frage, bis zu welcher Zuordnungstiefe sich
das Korrespondenzproblem am besten lo¨sen la¨ßt. Diese Abbruchbedin-
gung des Trackings gibt an, bis zu welcher Verknu¨pfung das Korrespon-
denzproblem betrachtet werden soll. Bei Verknu¨pfungen nullter Ordnung
werden die Korrespondenzen eines Partikels mit seinem na¨chsten Nach-
barn betrachtet; bei Verknu¨pfungen erster Ordnung werden von diesen
Nachbarn die Vorga¨nger- bzw. Nachfolger-Partikel miteinbezogen und bei
ho¨heren Ordnungen entsprechend mehr Verknu¨pfungen.
8.3.1 Unterschiedliche Tracking-Ansa¨tze
Hierarchisches Tracking mit dreifacher Fuzzy-Logik
In diesem Ansatz wird hierarchisch vorgegangen, indem nach der An-
wendung der Abstandsschwelle ein Netzwerk der gesamten Verbindungs-
struktur in beide Richtungen aufgebaut wird. Der Begriﬀ hierarchisch
steht dabei fu¨r eine fest vorgegebene Abarbeitungsrichtung. In diesem
Fall wird im bestehenden Verbindungsnetzwerk versucht, erst u¨ber die
Fuzzy-Logik lokale Verknu¨pfungen aufzubrechen, um dann im Anschluß
u¨ber die Dynamik zu stark gekru¨mmte Verbindungen aufzulo¨sen.
Die Dynamik wird u¨ber den three-frame Beschleunigungsoperator mit-
einbezogen. Am Anfang werden also u¨ber das Korrespondenzmaß nur die
statischen Parameter eines Partikel betrachtet. Hierbei wird das A¨hn-
lichkeitsmaß u¨ber den Fuzzy-Centroiden bestimmt, der dann letztend-
lich fu¨r das Auﬂo¨sen einer bestehenden Verbindung zusta¨ndig ist. Dieses
Auﬂo¨sen geschieht lokal ohne Miteinbeziehung der Nachbarschaftsinfor-
mation. Die restlichen Verbindungen bleiben jedoch noch bestehen und
lassen eine Mehrfachzuordnung auf ein und dasselbe Partikel zu. Das
Verfahren ist also unabha¨ngig von der Abarbeitungsrichtung.
Symmetrisch ist auch die Reihenfolge der Hierarchieanordnung. Das
Ergebnis bleibt identisch unabha¨ngig davon, ob man zuerst u¨ber den
statischen Operator oder den dynamischen vorgeht.
Logik-basierter Ansatz mit fu¨nﬀacher Fuzzy-Logik
Ein alternativer Zugang, mit dem man die Dynamik gleichzeitig mit
den statischen Parametern in das Korrespondenzproblem miteinbezie-
hen kann, ist die Gleichbehandlung aller Gro¨ßen. Das ist mo¨glich, in-
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Abbildung 8.1: Cajal-Kompartimente sind aus einer Sequenz von konfo-
kalen 3D Bildstapeln fu¨r einen Zeitpunkt rekonstruiert. Die Oberﬂa¨che
der Kompartimente wird durch die Gitterstruktur, die zeitliche Bewegung
der Schwerpunkte durch die Punktewolke beschrieben. Die fu¨nf Kompar-
timente zeigen leichte Drift in eine gemeinsame Richtung.
dem die Fuzzy-Logik mit allen fu¨nf Eingangsgro¨ßen, also Grauwerts-
umme, Fla¨che (Volumen), Position, Geschwindigkeit und Winkel zum
Vorga¨nger-Partikel, zu einer Aussage in Form eines Gu¨temaßes kommt.
Das Endergebnis nach der Defuzziﬁzierung wu¨rde wieder einen Kor-
respondenzgrad fu¨r die Verbindung angeben, der zum Aufbrechen bzw.
Beibehalten von Verbindungen fu¨hrt.
Dieser Ansatz wurde in dieser Arbeit nicht weiterverfolgt. Es wird
aber darauf hingewiesen, daß mit der vorhandenen Daten- und Pro-
grammstruktur eine Basis geschaﬀen worden ist, die es erlaubt, weitere
Fuzzy-Parameter hinzuzufu¨gen oder zu entfernen. Dadurch ergibt sich ei-
ne Methode, mit der es mo¨glich sein wird, weitere Modiﬁzierungen bzw.
Algorithmen einfach zu implementieren.
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Multiframe Particle-Tracking
Bei diesem Verfahren wird u¨ber mehrere Bilder eine statistische Zu-
geho¨rigkeitsfunktion verschiedener Trajektorien bestimmt. Ausgangspunkt
ist ein Partikel aus dem aktuellen Bild, das im Folgebild mit denjenigen
Partikeln korrespondiert, die innerhalb eines Suchkreises liegen. Fu¨r die-
se Partikel wird im Folgebild nach potentiellen Nachbarn innerhalb eines
Kreises gesucht; genauso verfa¨hrt man mit den folgenden Bilder. Daraus
la¨ßt sich ein Ensemble an mo¨glichen Verbindungen (Trajektorien bzw.
Trajektorienfragmenten) zusammenstellen.
Bei dieser Technik wird der Winkel und Abstand in die Korrespon-
denz miteinbezogen, wobei die Verbindung mit der kleinsten absoluten
Varianz die ideale Verbindung darstellt. Folgende Deﬁnitionen beschrei-
ben die no¨tigen Variablen:
dm =
1
3
(dij + djk + dkl), dij = xj − xi usw. (8.9)
θm =
1
2
(θik + θjl), θik = Winkel zwischen dij und djk ,
θjl = Winkel zwischen djk und dkl
(8.10)
xi ∈ F 1, xj ∈ F 2, xk ∈ F 3, xl ∈ F 4. (8.11)
F i ist hier die Menge aller Punkte der i-ten Fla¨che. Eine detaillierte
Beschreibung dieser Technik ﬁndet sich in [30].
8.3.2 Implementierung
Um die entwickelten Methoden fu¨r die Arbeitsgruppe und Kollaborati-
onspartner verfu¨gbar zu machen, wurde zusammen mit Christian Bacher
eine Plattform zur Einbindung von Algorithmen aus der Bildverarbei-
tung geschaﬀen. Diese Umgebung ist speziell fu¨r große multidimensionale
Datensa¨tze ausgelegt und erlaubt eine einfache Einbindung von C/C++
Routinen. Die Particle-Tracking Methode wurde in dieser Umgebung in
C++ implementiert. Hier wurde ein Ansatz mit dreifacher Fuzzy-Logik
verwendet. Dabei werden die beliebig segmentierten Objekte in den Bil-
der mit einem Regionenwachstumsverfahren (siehe Kapitel 4.4) bearbei-
tet. Daraus resultiert ein mehrfach gelabeltes Bild, d.h. anstelle von Grau-
werten wird den einzelnen Pixeln eine Referenzzahl Label zugeordnet,
die die Zugeho¨rigkeit der Pixel zum jeweiligen Objekt festlegt. Auf der
Grundlage des Regionenwachstumsverfahrens werden die Bilddaten in
strukturell neue Objekte konvertiert, die die Variablen Grauwertsumme,
Schwerpunkt und Fla¨che bzw. Volumen und eine Liste der zugeho¨rigen
Pixel enthalten. Diese Objekte ko¨nnen mit der Angabe einiger Para-
meter u¨ber die Sequenz mit der Particle-Tracking Methode aus Kapitel
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8.3.1 verfolgt werden. Das Ergebnis des Particle-Trackingwird als ASCII-
Datei mit den jeweiligen Verknu¨pfungen der Objekte auf die Festplatte
geschrieben. In Abbildung 8.3.1 ist die Cajal-Kompartiment Bewegung
im Zellkern abgebildet. Diese dreidimensionalen Objekte wurden u¨ber 45
Zeitpunkte verfolgt. In dem Bild ist die zeitliche Drift der Objekte nach
rechts oben gut zu erkennen. Diese Bewegung ist wahrscheinlich mit der
Eigenbewegung der Zelle u¨berlagert und wird mit der dreidimensionalen
Rekonstruktion deutlich.
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Kapitel 9
3D-Segmentierung auf der
Grundlage von NURBS
Ich entwickelte ein mehrschichtiges Verfahren, um Objekte in 3D-Zeitserien
zu segmentieren und zu quantiﬁzieren. Mit dieser Methode, die speziell an
die Zellteilung angepasst wurde, konnten automatisch Objekteigenschaf-
ten, wie z.B. Volumen und Oberﬂa¨che, bestimmt werden. Zu Beginn setz-
te ich Vorverarbeitungsschritte zum Verbessern des Kontrastes ein (siehe
Kapitel 4), um anschließend die Kanten mit Hilfe des Canny Kantende-
tektors (siehe Kapitel 6.1) zu extrahieren. Um mehrere Objekte in einem
Bild zu verarbeiten, ordnete ich die extrahierten Kantenpixel mit Hilfe
eines Clusterverfahrens den Objekten zu. Voraussetzung hierfu¨r war, daß
sich die Kantenpunkte in nur zwei Klassen – den beiden Tochterkernen
– zuordnen lassen. Um eine geschlossene Oberﬂa¨che zu erhalten, wur-
den diese klassiﬁzierten Kantenpunkte durch eine Non-Uniform Rational
B-spline (NURBS) Oberﬂa¨che geﬁttet [35]. Die NURBS-Initialisierung
wurde als Kugel mit fest vorgegebenem Radius um das jeweilige Clu-
sterzentrum gewa¨hlt. Durch iteratives Fitten dieser aktiven NURBS-
Fla¨che mittels Variation der zugeho¨rigen Kontrollpunkte, konnte eine
Hu¨lle extrahiert werden, die die Oberﬂa¨che der Kantenpunkte optimal
beschreibt. Die Variation der Kontrollpunkte ist als Optimierungspro-
blem mit einer approximierten quadratischen Form als Kostenfunktional
deﬁniert und beschreibt die euklidischen Distanzen aller Kantenpunkte
zu den Oberﬂa¨chenpunkten (Punkte der aktiven Kontur). Somit konn-
te ich die mit diesem Algorithmus gewonnenen quantitativen Ergebnisse
mit einer manuellen Auswertung vergleichen, die auf einer 2D Threshold-
Methode basierte (siehe Kapitel 13).
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Abbildung 9.1: Aus einer Sequenz von konfokalen 3D Bildstapeln ist
ein diskreter Zeitpunkt exemplarisch dargestellt. Links Der Gradient
der Kanten im Bild ist farbkodiert von gru¨n (niedriger Gradient) nach
rot (hoher Gradient) dargestellt. Mitte Zwei Tochterkerne nach dem
Clustern; die Zentren der einzelnen Cluster sind als ’O’ and ’X’ darge-
stellt. Rechts Der Fitting-Prozess einer anfa¨nglichen Kugel (rot) zu den
Objekt-Pixeln (blau) und der resultierenden NURBS Oberﬂa¨che (gru¨n).
Die Kontrollpunkte sind in der gleichen Farbe abgebildet.
9.1 Bildvorverarbeitung
Die Bildqualita¨t wurde mit Hilfe geeigneter Vorverarbeitungsmethoden
verbessert. Hierbei kam der anisotrope Diﬀusionsﬁlter aus Kapitel 4.3.3
zum Einsatz um das SNR im Bild zu erho¨hen ohne die Kanteninformation
zu verlieren. Diese Gla¨ttung des Bildes war notwendig denn anschließend
wurden die Kanten mit Hilfe des Canny-Kantendetektors (siehe Kapi-
tel 6.1) extrahiert. Somit konnten die Konturpunkte der zwei Objekte
als diskrete Punktwolken dargestellt werden. Um die Konturpunkte den
Objekten zuzuordnen, wurde eine anschließende Klassiﬁzierung durch-
Abbildung 9.2: Volumen- und Oberﬂa¨chendynamik u¨ber die Zeit mit ma-
nueller und automatischer Segmentierung. Links Volumenexpansion der
zwei Tochterkerne. Rechts Oberﬂa¨chenexpansion.
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gefu¨hrt. Alle Schritte der Vorverarbeitung und Klassiﬁzierung wurden
mit der Programmumgebung Matlab, Version 6.51 und den entsprechen-
den Toolboxen fu¨r Bildverarbeitung und Fuzzy-Logic automatisiert.
9.2 Klassiﬁkation der Kantenpunkte
Um mehrere, zusammenha¨ngende 3D-Objekte in einem Bild zu segmen-
tieren, wurde ein Clusteralgorithmus eingesetzt, der einzelne Kantenpixel
den Clusterzentren zuordnet, also den einzelnen zu detektierenden Ob-
jekten. Dieser Cluster-Algorithmus erlaubt die Initialisierung einer ge-
eigneten Oberﬂa¨che fu¨r jedes Objekt. Im Gegensatz zu einer globalen
Initialisierung konnte ein Schema zum Splitten einer Oberﬂa¨che vermie-
den werden [21]. Es wurde ein Fuzzy-c-mean Algorithmus eingesetzt, um
die Kantenpunkte zu klassiﬁzieren. Ein Punkt wird dabei mit einer be-
stimmten Wahrscheinlichkeit, einem bzw. mehreren Clustern zugeord-
net [15]. Die Zugeho¨rigkeitswahrscheinlichkeit eines Punktes zu einem
Cluster wird durch den Abstand des Punktes zu den Clusterzentren be-
stimmt.
9.3 NURBS Oberﬂa¨chen
Die Kontrollpunkte deﬁnieren die Eckpunkte eines Polygons und erlau-
ben das Generieren einer glatten Oberﬂa¨che. Ausgehend von diesem Po-
lygon kann die parametrisierte Oberﬂa¨che Q(u, w) ∈ R3 [57] durch
Q(u, w) =
n∑
i=1
m∑
j=1
P hi,jSi,k(u)Sj,l(w) u, w ∈ [0, 1] (9.1)
erzeugt werden, wobei P hi,j ∈ R4 die homogenen 4D Koordinaten (Polygon-
Eckpunkte bzw. Kontrollpunkte):
P =


P h1,1
T
·
P hn,1
T
·
P h1,m
T
·
P hn,m
T


, (9.2)
1 c©The MathWorks, Inc., www.mathworks.com
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Si,k(u) und Sj,l(w) die nichtrationalen B-spline Basisfunktionen darstel-
len:
S =


S1k(u1)S1l(w1) · Snk(u1)S1l(w1) · Snk(u1)Sml(w1)
· · · · ·
S1k(us)S1l(w1) · · · ·
· · · · ·
S1k(us)S1l(wt) · · · Snk(us)Sml(wt)

 ,
(9.3)
deﬁniert durch die Cox-de Boor Rekursionsformel [57]. Die Ordnung k, l
der B-splines wurde kubisch, k = l = 3 gewa¨hlt.
Das Parameterintervall wurde in u, w in s und t Unterintervalle un-
terteilt. Diese Unterteilung legt s · t Gitterpunkte (u1, w1), . . . , (us, wt) in
der Parameterebene und folglich Q(u1, w1), . . . , Q(us, wt) Oberﬂa¨chen-
punkte fest, die durch den Vektor Qs in ∈ R[s·t]×4 ausgedru¨ckt werden.
Die Anzahl an Kontrollpunkte, die fu¨r eine genaue Nachbildung einer
gegebenen Oberﬂa¨che notwendig sind, ist gewo¨hnlich viel kleiner als die
Anzahl an beno¨tigten Oberﬂa¨chenpunkten. In dieser Anwendung wurde
eine Datenkompression im Verha¨ltnis von 1:100 erzielt.
9.4 Fitten der Oberﬂa¨chen
Die Oberﬂa¨che des zu rekonstruierenden Objektes wird durch eine Menge
an Cluster-Punkten M = {m1, . . . , mN} repra¨sentiert (siehe Abschnitt
9.3), die durch eine iterativ deformierbare NURBS-Oberﬂa¨che (Kugel)
approximiert wird. Die NURBS-Oberﬂa¨che ist auf der einen Seite durch
den abgetasteten Oberﬂa¨chenpunkt-Vektor Qs, andererseits durch den
Kontrollpunkt-Vektor P beschrieben. Die Beziehung dieser Vektoren zu-
einander wird durch die Gleichung Qs = S · P ausgedru¨ckt (siehe Ab-
schnitt 9.3). Die Oberﬂa¨che wird durch eine Verschiebung der Kontroll-
punkte um δP deformiert. Dies fu¨hrt zu der Transformation: T (qi, δP ) :=
q′i := qi + (Si · δP )T ∈ R4, wobei qTi die i-te Linie in Qs repra¨sentiert.
δP wird in jedem Iterationsschritt mit dem Levenberg-Marquardt Algo-
rithmus [55] neu bestimmt, indem das Kostenfunktional χ2(P ) minimiert
wird:
d(qi,M) = min
1≤j≤N
||mj − qi||2 = ||mjmin − SiP T ||2 (9.4)
χ2(P ) =
s·t∑
i=1
d(qi,M)
2 =
s·t∑
i=1
(mjmin − (Si · P T )))2. (9.5)
|| · ||2 ist die Euklidische Norm. Der Levenberg-Marquardt Algorith-
mus beno¨tigt erste Ableitungen von χ2 und berechnet in jedem Iterati-
onsschritt die Verschiebung δP , bis der optimale Parameter P ∗ bestimmt
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ist. Dabei ist anzumerken, daß Si wa¨hrend des gesamten Optimierungs-
prozesses konstant bleibt und mjmin nach jedem Levenberg-Marquardt
Schritt (i) neu bestimmt wird. Die Lage der endgu¨ltigen Kontrollpunkte
wurde in eine ASCII-Datei exportiert, die Weiterverarbeitung fand mit
der NURBS Modellierungssoftware Rhino3D2 statt. In diesem Programm
wurde anhand der Kontrollpunktliste die NURBS Oberﬂa¨che generiert,
zusa¨tzlich standen Funktionen fu¨r die quantitative Analyse des einge-
schlossenen Volumens und der Oberﬂa¨che zur Verfu¨gung.
2Robert McNeel and Associates, Seattle WA 98103, USA, www.rhino3d.com
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Kapitel 10
Ein aktives Konturmodell zur
Segmentierung in 2D
Die Segmentierung multidimensionaler Bildstapel in medizinischen oder
biologischen Bereichen ist im Allgemeinen ein sensitives und schwieri-
ges Unterfangen. Die Bildaufnahme von lebendigen (in vivo) zellbiologi-
schen Objekten resultiert oft in einem niedrigen SNR, da, bedingt durch
die Bewegung der Objekte, eine kleine Aufnahmezeit gewa¨hlt werden
muss [63]. Ein ha¨uﬁg angewandter Segmentierungsansatz besteht aus ei-
ner zweistuﬁgen Prozedur – am Anfang steht die Bildvorverarbeitung
(siehe Kapitel 4), in der die Bilder gegla¨ttet werden – anschließend wer-
den mit einer Kantendetektion die Kanten extrahiert. Hierbei ko¨nnen
nicht geschlossene Kanten bzw. Fragmente entstehen; in einer weiteren
Stufe wird versucht diese Kantenbru¨che zu u¨berbru¨cken und zu einer ge-
schlossenen Kontur zu gelangen. Snakes oder aktive Konturen resultieren
in einer geschlossenen Darstellung und eignen sich, dieses Problem der
nicht geschlossenen Kanten zu lo¨sen. Dieses Konzept eignet sich dazu,
Benutzerinformation bzw. Vorwissen in den Segmentierungsansatz ein-
ﬂießen zu lassen.
Die Funktionsweise von snakes kann als iteratives Fitting einer Kon-
turlinie zu einer Bilddoma¨ne beschrieben werden, wobei ein Energie-
funktional das der Kontur zugeordnet ist, minimiert wird [36]. Die sna-
ke wird als Gleichgewichtszustand von internen- (Spannungs- und Deh-
nungskra¨fte) und externen Kra¨ften (z.B. Gradientenkra¨fte) beschrieben.
Es kann jedoch bei den klassischen Ansa¨tzen zu folgenden Problemen
fu¨hren:
• Die Sensitivita¨t der Parametergewichte und die Optimierung un-
tereinander kann nur empirisch bestimmt werden.
• Die a¨ußeren Kra¨fte ko¨nnen beliebige Betra¨ge annehmen und die
Kontur in chaotische Zusta¨nde versetzen.
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• Lokale Minima ko¨nnen die snake in einen lokalen Gleichgewichts-
zustand versetzen, durch Ausreißer-Pixel wird die Kontur nicht an
das Objekt geﬁttet.
Im urspru¨nglichen Ansatz von Kass et. al. [36] wird die aktive Kontur
durch ein Polygon repra¨sentiert und die Elastizita¨tseigenschaften ha¨ngen
durch eine intuitiv schwer zuga¨ngliche Gewichtung der Parameter fu¨r
die a¨ußere und innere Energie ab. Um diese Parameterwahl zu umge-
hen wurden Verfahren vorgestellt, die auf kubischen B-spline Konturen
basieren anstelle von Polygonen [41]. Hier wurde gezeigt, daß modiﬁzier-
te B-spline Basisfunktionen das Kostenfunktional ebenfalls minimieren,
da in der Deﬁnition von B-splines die Minimierung der Kru¨mmung be-
reits enthalten ist [41]. Auf der anderen Seite wurde ein Verfahren zum
Bestimmen des a¨ußeren Kra¨ftefeldes entwickelt, um das Fitten in so ge-
nannten Konkavita¨ten zu verbessern [75]. Dieses Verfahren ist unter dem
Namen Gradient Vector Flow (GVF) bekannt und versucht nicht nur lo-
kale Nachbarschaftsgradienten in das Kra¨ftefeld einzubeziehen, sondern
durch Gla¨ttung auf unterschiedlichen Skalen Gradienten in einer gro¨ßeren
Region. In meiner Arbeit wurden diese Methoden, das GVF-Kra¨ftefeld
mit einer Kontur, beschrieben durch kubische B-splines benutzt, um eine
Verbesserung im Auﬃnden von Kanten zu erzielen. Durch diese Kombi-
nation konnte ich anhand von realen konfokalen Mikroskopaufnahmen
zeigen, daß eine Verbesserung im Bereich der Segmentierung zu bisheri-
gen Verfahren erzielt wurde. Der von mir entwickelte Ansatz ist ebenso
in der Lage, die Parameter fu¨r die Gewichtung der internen und exter-
nen Kra¨fte einzusparen und einen globalen Fit zu bekommen, in den
Ausreißer-Pixel mit geringem Einﬂuss eingehen.
Die Kontur der snake splines wurde mit gleichma¨ßigen (uniformen)
B-splines beschrieben, wobei die Basisfunktionen im normierten Parame-
terintervall a¨quidistant angeordnet wurden. Eine parametrisierte Kurve
M(u) = [x(u), y(u)], u ∈ [0, k] (k ∈ N) wird folgendermaßen konstru-
iert: M(u) beginnt mit der Festlegung einer Menge k Kontrollpunkten
Pi, i = 1, ...k,Pi ∈ R2. Diese Konstruktion legt ebenfalls den Wertebe-
reich des Parameterintervalls fest. Wir deﬁnieren P = (Pi)
T , gegeben
durch die einzelnen Kontrollpunkte Pi, P ∈ R(k×2). Fu¨r kubische B-
splines nehmen die Basisfunktionen den Grad drei an, bezeichnet durch
β3(u) und variieren nur translativ.
M(u) =
k∑
i=1
B(u, i)Pi
wobei B(u, i) = β3(u− i) fu¨r i = 1, ..., k − 3 und fu¨r l = 0, 1, 2
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B(u, k − l) =


β3(u + l − 1) : u ≤ 3− l
β3(u− k + l − 1) : u > 3− l
und
β3(u) =


2
3
+ |u|
3
2
− u2 : 0 ≤| u | < 1
(2−|u|)3
6
: 1 ≤| u |< 2
0 : 2 ≤| u |
Um eine gleichma¨ßige Abtastrate von m Konturpunkten zu bekommen
setzen wir uj =
j+i−1
m
mit j = 1, ..., m, i = 1, ..., k und erhalten die
Konturpunkte mit folgender Relation:
M(uj) =
∑
B(uj, i) ·Pi. (10.1)
Wir setzen Bij = B(uj , i) und deﬁnieren B = ((Bji ∈ Rm×k)). Um
die Gleichung 10.1 in Matrixform zu setzen deﬁnieren wir noch M =
(M(uj))
T ∈ Rm×2, bestehend aus den m Konturpunkten M(uj) und
erhalten:
M = B · P.
Hierfu¨r kann P als die Lo¨sung eines Gleichgewichtszustandes der Glei-
chung min‖M − BP‖ angesehen werden, umgeschrieben mit der pseu-
doinversen Matrix B+ von B
P = (BTB)−1BTM = B+M. (10.2)
Ein klassisches Resultat fu¨r kubische spline-Funktionen zeigt, daß
M(u) = (x(u), y(u))T die Gleichung
∫ k
0
[(x′′(u))2 + y′′(u))2]du (10.3)
fu¨r alle M(u) minimiert, die zu H2([0, k]) × H2([0, k]) geho¨ren. Diese
Eigenschaft der kubischen spline-Funktionen wird in der Literatur oft als
Minimal-Kru¨mmungseigenschaft bezeichnet.
Eine der grundlegenden Ideen der prima¨ren snake war die Evolution
einer Kontur u¨ber das Bild unter Auﬃnden eines globalen Minimumzu-
standes einer speziﬁschen Energiefunktion, traditionell deﬁniert als
E =
∫ k
0
1
2
(α|M′(u)|2 + β|M′′(u)|2) + γEext(x(u))du
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wobei α und β Gewichtsparameter fu¨r die internen Energieterme, die
Spannung M′(u) und Dehnung M′′(u) bereitstellen. Die partiellen Ab-
leitungen M′(u),M′′(u) bedeuten (∂x(u)
∂u
, ∂y(u)
∂u
)T , (∂
2x(u)
∂u2
, ∂
2y(u)
∂u2
)T . Als Ge-
wichtsparameter fu¨r die externe Energie Eext wird γ eingesetzt. Der zwei-
te Term der internen Energie legt eine wichtige Eigenschaft der snake
fest, die Glattheit der Kontur. Da eine glatte Kontur in der Deﬁnition
der B-spline Funktionen enthalten ist [11], kann die Energiegleichung mit
B-spline Konturen umformuliert werden in:
E =
∫ k
0
Eext(M(u))du (10.4)
Dieser Ansatz zeigt einige Vorteile gegenu¨ber dem klassischen snake-
Ansatz mit polygonalen Konturen, beschrieben in [11],[41],[75]. Erstens
wird die Anzahl der Freiheitsgrade drastisch reduziert, im Prinzip von der
Anzahl der Polygonpunkte auf die Anzahl der Kontrollpunkte. Auf der
anderen Seite ko¨nnen wir auf die drei Parameter, α, β und γ verzichten,
die untereinander schwierig zu optimieren sind. Des weiteren kann die
Lo¨sung einfach als Gleichgewichtszustand durch eine gewo¨hnliche Dif-
ferentialgleichung der Ordnung eins beschrieben werden. Die zeitinten-
sive Berechnung der ersten und zweiten Ableitung entfa¨llt ebenso. Mit
Zuhilfenahme eines Standard-Lo¨sungsverfahrens, dem Algorithmus von
Runge-Kutta [55], wurde das Auﬃnden der Lo¨sung implementiert indem
iterativ eine optimale Verschiebung der Kontrollpunkte gesucht wurde.
10.1 Gradienten Vektor-Fluß in der Anwen-
dung
Um die Konvergenz der snake in Konkavita¨ten zu erho¨hen, wurde von
Xu und Prince [75] ein modiﬁziertes, externes Kra¨ftefeld eingefu¨hrt. Sie
benannten dieses Gradient Vector Flow (siehe Kapitel 7.4.4). Wie das
Distanzpotential-Kra¨ftfeld, benutzt dieses Feld die Kanteninformation
des originalen Bildes als Eingabegro¨ße, meistens bestimmt durch den
Canny Kantendetektor, wobei aber auch andere Kantendetektoren, wie
z.B. Sobel, geeignet sind. Die Formel zum Bestimmen dieses GVF-Feldes,
V (x, y) = (u(x, y), v(x, y)) ist gegeben durch
 =
∫ ∫
µ(u2x + u
2
y + v
2
x + v
2
y) + |∇f |2|V −∇f |2dxdy (10.5)
wobei µ einen Regularisierungskoeﬃzient angibt, der beide Terme ba-
lanciert. Der erste Term in Gleichung 10.5 bestimmt die Gla¨ttungsei-
genschaften, denn fu¨r kleine Gradienten resultiert das Ergebnis in einem
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Abbildung 10.1: Externes GVF-Feld mit dem verwendeten Kantenbild
(rechts oben) als Eingabegro¨ße. Das GVF-Feld wurde aus den verrausch-
ten Bilder aus Abbildung 10.2 generiert.
glatten Feld. Horn und Schunck nutzten dieses Verhalten zum ersten
Mal in ihrer Beschreibung des optischen Flusses [32]. Um numerisch die
Gleichung 10.5 zu lo¨sen wird erst separiert und als skalares partielles
Diﬀerentialgleichungssystem ein Lo¨sungsverfahren angewandt, das auch
zum Lo¨sen der generalisierten Diﬀusionsgleichungen eingesetzt wird [75].
Ein Beispiel soll das externe GVF Feld anhand eines ku¨nstlich gene-
rierten Datensatzes in Abbildung 10.1 anschaulich verdeutlichen. Dieses
Bina¨rbild, rechts oben mit den extrahierten Kanten wurde als Eingangs-
bild fu¨r die Berechnung des GVF-Feldes nach Gleichung 10.5 eingesetzt.
Man kann gut erkennen, daß im Bereich der Konkavita¨t (Einbuchtung)
das Kra¨ftefeld, dargestellt durch diskret angeordnete Vektoren, nicht nur
eine horizontale sondern auch eine vertikale Komponente besitzen und
die außen initialisierte Kontur in diese Konkavita¨t angezogen wird.
10.2 Evolution der snake und Kontrollpunkt-
Modiﬁkation
Die snake spline ist durch eine manuelle Initialisierung der Kontrollpunk-
te festgelegt. Unter dem Einﬂuss des externen GVF-Kra¨ftfeldes wird diese
iterativ modiﬁziert. Um die Lo¨sung der Gleichung 10.4 zu ﬁnden muss die
parametrisierte Variable M(u) als Funktion der Zeit (Iterationsschritt)
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Abbildung 10.2: Vergleich zweier verschiedener Evolutionsmethoden. A
Resultat erzielt mit einer ﬁxen Anzahl an Kontrollpunkten. B Resultat
mit der gleichen initialen spline wie in A, aber mit doppelter Anzahl
an Kontrollpunkten. Die blaue Linie stellt in beiden Fa¨llen die Initia-
lisierung durch die blauen Kontrollpunkte dar. Die polygon snake (rot)
und die snake spline (gru¨n) sind mit den dazugeho¨rigen Kontrollpunkten
dargestellt.
aufgefasst werden: M(u, t) sowie u = u(t). Wir deﬁnieren P als die Kon-
trollpunktmatrix, initialisiert durch den Benutzer. Wie in Gleichung 10.2
angegeben, kann die Evolution der Kontrollpunkte in Abha¨ngigkeit der
Zeit folgendermaßen beschrieben werden [41]:
dP (t)
dt
= B+
dM(t)
dt
= B+Fext = −B+∇I(M) =
−B+∇I(BP (t)) = B+V (BP (t)). (10.6)
V (BP (t)) repra¨sentieren die Konturpunkte der snake unter dem Ein-
ﬂuss des GVF Vektorfeldes V (BjiPi(t)). Die i-te Spalte ist gegeben durch:
Vi =


vx([BjiPi]
x, [BjiPi]
y) vy([BjiPi]
x, [BjiPi]
y)
·
·
·
vx([BmiPi]
x, [BmiPi]
y) vy([BmiPi]
x, [BmiPi]
y)

 .
Diese gewo¨hnliche Diﬀerentialgleichung kann mit Hilfe der Metho-
den von Runge und Kutta [55] gelo¨st werden. Die Deﬁnition der spli-
ne zeigt, daß fu¨r drei Kontrollpunkte nur einfache Objekte wie Kreise
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Abbildung 10.3: Segmentierung der Kernmembran. A Das extrahierte
Canny-Kantenbild mit der initialen spline (gru¨n), deﬁniert durch die fu¨nf
Kontrollpunkte. B Original Grauwertbild mit dem Ergebnis nach der
Evolution: snake spline (gru¨n) und polygon snake (rot). Ebenso sind die
anfa¨nglichen (gru¨n) mit den evolvierten (blau) Kontrollpunkten fu¨r die
snake spline aufgetragen.
oder Ellipsen geﬁttet werden ko¨nnen. Fu¨r Objekte mit ho¨herer Komple-
xita¨t sind mehr Kontrollpunkte erforderlich. Im Allgemeinen deﬁniert k
m
die Gla¨ttungsrate der spline. Fu¨r gro¨ßere k’s wird die Kontur na¨her an
die Kontrollpunkte verru¨ckt bis fu¨r k = m die Kontrollpunkte mit den
Konturpunkten u¨bereinstimmen. Ein zusa¨tzliches Einfu¨gen an Kontroll-
punkten kann die spline in ihrem Konvergenzverhalten verbessern. Beim
Einfu¨gen von zusa¨tzlichen Kontrollpunkten nach der Evolution der spli-
ne mit der urspru¨nglichen Anzahl an Kontrollpunkten wurde ein neuer
Kontrollpunkt zwischen zwei Vorhandenen, Pn und Pn+1 mit den neuen
Koordinaten:
Pn+1/2 =
( √
(|P xn − P xn+1)|2√
(|P yn − P yn+1)|2
)
eingefu¨gt. Wie in Abbildung 10.2 dargestellt wurden zwei Testbilder
mit denselben Parametern generiert, nur daß in 10.2.B die Anzahl der
Kontrollpunkte verdoppelt wurde. In Abbildung 10.2.A konnte nur ein
unbefriedigender Fit der snake spline innerhalb der Konkavita¨t erreicht
werden bzw. nur an der rechten Seite wurde gut geﬁttet, da die An-
zahl der Kontrollpunkte oder Freiheitsgrade nicht groß genug war. Nach
dem Einfu¨gen der doppelten Anzahl an Kontrollpunkten zwischen die be-
reits vorhandenen konnte die Konkavita¨t in allen Bereichen gut geﬁttet
werden. Das externe Kra¨ftefeld (dargestellt in Abbildung 10.1) entha¨lt
innerhalb der Konkavita¨t an einigen Stellen nur eine horizontale Informa-
tion, gegeben durch die oben unterbrochene Kante. Durch diese fehlende
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Information ist es fu¨r die polygon snake nicht mo¨glich, in die Konkavita¨t
zu expandieren, wobei die snake spline u¨ber diese energetisch lokalen
Minimalzonen leichter hinweggeht. Bei iterativer Erho¨hung der Anzahl
an Kontrollpunkten wird jedoch schnell eine Sa¨ttigung erreicht. Zu viele
Kontrollpunkte erho¨hen die Gefahr der Selbstu¨berschneidung der Kontur
mit sich selbst.
Experiment
Nr.
σ Control
Points
ηsnakeP η
snake
S η
ref
P η
ref
S
1 1.5 7 1.4376 1.3342 4.2209 3.7633
2 1.2 6 1.3323 1.1162 4.5150 3.9944
3 1.5 12 1.4182 1.3133 3.9443 3.7084
Tabelle 1: σ ist die Standardabweichung bei der Gauß-Faltung, ηsnakeP
die gemittelte Entfernung aller Konturpixel der polygon snake zu der Re-
ferenzkurve, ηsnakeS die gemittelte Entfernung aller Konturpixel der snake
spline zu der Referenzkurve, ηrefP die gemittelte Entfernung aller Re-
ferenzpixel zu den Konturpixeln der polygon snake, ηrefS die gemittelte
Entfernung aller Referenzpixel zu den Konturpixeln der snake spline.
10.3 Evolution der snake spline und der po-
lygon snake
In dieser Simulation wurde das U-fo¨rmige Referenzbild aus Abbildung
10.1 mit Gauß’schem Rauschen versehen, um den Einﬂuss eines gerin-
geren SNR auf die Evolution der snake spline und der polygon snake
zu messen. Die Kanten wurden nach einer Faltung mit einer Binomial-
Filtermaske mit dem Canny Kantendetektor extrahiert. Aus diesem Kan-
tenbild wurde das GVF-Feld mit µ=0,2 errechnet, die Initialisierung war
fu¨r die snake spline und der polygon snake dieselbe. Die Ergebnisse dieses
Experiments sind in Tabelle 1 zusammengefasst. Bei allen Variationen der
Parameter (σ, Anzahl an Kontrollpunkten) war die mittlere Verschiebung
der Konturpixel zu den Pixel der Referenzkontur fu¨r die snake spline um
ca. 9% niedriger als fu¨r die polygon snake. ηsnakeP bzw. η
snake
S gibt die ge-
mittelte Entfernung eines jeden Pixels der polygon snake (snake spline)
zu seinem na¨chsten Pixel der Referenzkontur an. Umgekehrt geben die
mit ref bezeichneten Gro¨ßen die gemittelte Entfernung eines jeden Kan-
tenpixels der Referenzkontur zum na¨chstliegenden Konturpixel an. Die
Distanzen wurden euklidisch bestimmt.
10.4 Anwendungen in der Zellbiologie
Aus einer Bildsequenz von dreidimensionalen, konfokalen Bildstapeln
wurde eine Schicht zu einem bestimmten Zeitpunkt ausgewa¨hlt. Das
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Abbildung 10.4: Segmentierung der Membran von zwei Tochterkernen.
Der Canny Kantenoperator wurde auf die Originaldaten (links unten)
angewandt. Die Segmentierung ist fu¨r die polygon snake (rot) und snake
spline (gru¨n) unter dem Einﬂuss des GVF-Felds dargestellt.
Testbild in Abbildung 10.3 zeigt einen Zellkern vor dem Auﬂo¨sen der
Lamina (Fluoreszenzmarker ist Lamin b). Biologen sind an zeitabha¨ngi-
gen Volumenmessungen des Kerns interessiert, um die Wachstumsrate
nach der Zellteilung zu quantiﬁzieren. Dafu¨r wird eine genaue Segmen-
tierung der Membran fu¨r jede z-Schicht beno¨tigt. Die Initialisierung wur-
de manuell außerhalb der Membran mit fu¨nf Kontrollpunkten gewa¨hlt,
die nahe am Objekt gesetzt wurden. Wa¨hrend Segmentierungsmetho-
den wie Schwellwertverfahren oder Kantendetektion wegen Artefakten
innerhalb des Objekts mit ho¨heren Grauwerten ungeeignet erscheinen,
erhalten wir mit der snake spline interessante Segmentierungsergebnisse.
Wir applizierten einen Gauß Filter mit σ=4,5 auf das 2562 Pixel große
Bild in Abbildung 10.3. Im na¨chsten Prozesschritt wurde das GVF Feld
bestimmt mit dem Regularisierungskoeﬃzient µ=0,2 und 100 Iteratio-
nen. Mit dem Evolvieren nach Gleichung 10.6 konnte visuell ein besseres
Ergebnis fu¨r die snake spline als fu¨r die polygon snake erzielt werden.
Fu¨r snake splines ist die Anziehung der aktiven Kontur in Regionen, in
die das GVF-Feld keine Richtungsinformation bereitstellt, wegen den be-
sprochenen Eigenschaften der spline in Kapitel 7.1 begu¨nstigt.
Das na¨chste Beispiel in Abbildung 10.4 zeigt zwei Tochterkerne in
einem verrauschten Bild, wobei die Membran zu segmentieren war. Die
Membranumrisse zeigen eine sta¨rkere Verformung als im vorhergehenden
Beispiel (siehe Abbildung 10.3). Beim linken Kern ist die Membrankante
unterbrochen und die aktive Kontur muss die fehlende Information inner-
halb dieses Bruches interpolieren. Ebenfalls sind einige sto¨rende Kanten
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innerhalb der beiden Kerne vorhanden, die aus den verrauschten Rohda-
ten herru¨hren. Die manuelle Initialisierung wurde außen vorgenommen
und in na¨chster Na¨he zum einzelnen Objekt, so daß eine Anziehung durch
den falschen Kern ausgeschlossen werden konnte. Die Parameter fu¨r die
aktive Kontur hierbei wurden wie in dem vorigen Beispiel gewa¨hlt. In
diesem Beispiel zeigt die Interpolation mit der snake spline ein besse-
res Ergebnis als eine polygoniale Interpolation, die versucht, der falschen
Kante zu folgen.
Teil III
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Kapitel 11
Micro-strukturelle
Untersuchungen an Koks mit
Bildverarbeitungsmethoden
Dieses Projekt hatte zum Ziel, mikro-strukturelle Eigenschaften von Koks
fu¨r die Herstellung von Eisen und Stahl zu verstehen. Bei der Eisen- oder
Stahlverhu¨ttung ist die Gu¨te, traditionell die Chemie, Gro¨ße und kalte
Ha¨rte des Koks, fu¨r die Ausbeute und Qualita¨t von wesentlicher Be-
deutung. Die Reaktion mit CO2 (CRI: Coke Reactivity Index) und die
Koksha¨rte (CSR: Coke Strength After Reaction) nach der Reaktion sind
weitere Indizes fu¨r eine erfolgreiche Ausbeutung des Materials. CRI und
CSR werden durch ein destruktives Standardverfahren bestimmt wel-
che in der ASTM (American Society for Testing and Materials) Testme-
thode deﬁniert sind. Hierbei durchstro¨mt ein konstanter Fluß CO2 zwei
Stunden lang die auf 1100 Grad Celsius erhitzte Probe. Der prozentua-
le Verlust an Gewicht nach der Reaktion wird als CRI festgelegt. Die
abgeku¨hlte Probe wird zentrifugiert und der kumulative Zuwachs u¨ber
10% bestimmt den CSR-Wert. Die Eigenschaften von Koks, die die Re-
aktionsfa¨higkeit und gleichzeitig den CSR beeinﬂussen, sind die Textur
(Carbonform), Struktur (Poro¨sita¨t, Porengro¨ße und Wandsta¨rke der Po-
ren) und die Zusammensetzung der Asche (Alkali, Sulfur, Eisen, etc.). Da
dieses Standardverfahren aufwendig ist, sind nichtdestruktive Verfahren
von großem Interesse, um die Eigenschaften des Koks ohne Reaktion mit
CO2 zu untersuchen.
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Abbildung 11.1: Koksprobe mit Messbalken.
11.1 Vorangegangene Arbeiten
Die makroskopischen Eigenschaften des Koks sind weitgehend erforscht
und durch Standardverfahren zuga¨nglich, z.B. das Elastizita¨ts- oder Young’s-
Modul [27]. Das Material wird mit Hilfe ga¨ngiger Bildverarbeitungsme-
thoden auf mikroskopische Eigenschaften hin untersucht. Wa¨hrend der
letzten vier Jahrzehnte wurden einige Bildverarbeitungstechniken auf die-
sem Gebiet der angewandten Petrologie entwickelt. Die ersten Arbeiten
wurden von England et. al. 1979 in den zentralen Entwicklungslabors bei
BHP1 durchgefu¨hrt, erweiterte Studien durch Depers et. al. 1984 und
aktuelle Studien durch Patrick et. al. 1989, Bratek und Wilk 1990 und
Eilertsen et. al. 1996 vorgenommen. Bei allen vorangegangenen Studien
ging man nur auf die zweidimensionale Struktur ein, eine dreidimensio-
nale Behandlung des Materials wurde hier zum ersten mal durchgefu¨hrt.
Hierfu¨r wurden Daten mit einem hochauﬂo¨senden 3D Ro¨ntgenmikroskop
(Micro-CT, siehe Kapitel 2.6.6) aufgenommen, um genauere und zu-
verla¨ssigere Hinweise der Koks Mikrostruktur zu erforschen. Die durch
die quantitative Auswertung gewonnenen Materialeigenschaften konn-
ten mechanische Eigenschaften dieses Materials erkla¨ren und somit die
1BHP Billiton, Newcastle, NSW, Australia
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strukturellen Anforderungen an ein im Hochofen eﬀektiv verwertbares
Koks erkla¨ren. In diesem Projekt wurden fu¨nf verschiedene Proben mit
unterschiedlichen Mischungsverha¨ltnissen von fremden Mineralien unter-
sucht. Die untersuchten 3D Bildstapel hatten jeweils eine Gro¨ße von ei-
nem Gigabyte. Der benutzte Micro-CT Scanner der Firma Skyscan, Typ
1072, eignet sich bestens fu¨r die Aufnahme von Mineralien (siehe Kapi-
tel 2.6.6) und wird z.B. auch in der dentalen Forschung [62] eingesetzt.
Aufgenommen wurden die Proben mit der gleichen Auﬂo¨sung von 9,8µm
per Pixel in allen drei Raumrichtungen, wobei die Energie der Ro¨nt-
genquelle 10 Watt (100kV und 98µA) betrug. Ein mit diesen Einstellun-
gen gewonnenes Ro¨ntgenbild ist in Abbildung 11.2.Links, dargestellt. Die
aus der Aufnahme gewonnenen Projektionen der Objektrotation wurden
mit Hilfe eines Rekonstruktionsalgorithmus (modiﬁzierter Feldkamp Al-
gorithmus [19]) in Schnittbilder zerlegt (Abbildung 11.2.Rechts). Diese
Bilder bildeten die Basis fu¨r alle quantitativen Auswertungen und 3D-
Rekonstruktionen.
Bisherige Untersuchungen an Koks-Mikrostrukturen:
• Coarseness Index [16]: Dieser Parameter beschreibt die Grob-
heit der untersuchten Struktur, z.B. der Wa¨nde oder Poren. In die
Berechnung gehen ein Diﬀerenzbild, gebildet durch die Diﬀerenz
zweier mit unterschiedlichen Schwellwerten erzeugter Bina¨rbilder,
ein mit einer anschließenden Skelettierung dieser Struktur. Die In-
verse der absoluten La¨nge an Skeleton-Pixeln wird repra¨sentiert
durch den Coarseness Index und ist umgekehrt proportional zur
Liniendichte.
• Fibre Index: [16] Der Fibre Index gibt an, ob sich im Bild eine
Vorzugsrichtung der Struktur feststellen la¨ßt. Hierbei werden, wie-
der ausgehend von einem Diﬀerenzbild nach anschließender Ske-
lettierung, Aufteilungen in horizontale (H), vertikale (V) und zwei
diagonal (D1,D2) verbundene Bilder vorgenommen. Die Formel fu¨r
die Berechnung dieses Parameters lautet:
F = 2n
MAX(H, V ) + MAX(D1, D2)
SUM(H, V,D1, D2)n
− 1. (11.1)
Hierbei bestimmt n die absolute La¨nge an Linienpunkten.
• Particle Index: [43]
– Poro¨sita¨t: Die Pixel der absoluten Fla¨che, die von Poren ein-
genommen wird, dividiert durch die Grundﬂa¨che.
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Abbildung 11.2: Links Ro¨ntgenaufnahme der Koksprobe aus 11.1.
Rechts Ein rekonstruiertes Schnittbild der Projektion.
– Gro¨ßenverteilung: Das Verha¨ltnis von Fla¨che zu Volumen je-
der Pore im Bild.
– Form (Feret Verha¨ltnis): Die Ausdehnung von Poren (hierbei
wird die ku¨rzeste und la¨ngste axiale La¨nge herangezogen).
– Formsta¨rke, Formkonkavita¨t, Formkonvexita¨t: Diese Parame-
ter geben Unregelma¨ßigkeiten, Grobheit bzw. Abweichung der
Fla¨che bzw. Volumen zu einer optimalen geometrischen Struk-
tur wieder.
– Formfaktor: Fla¨che bzw. Volumen und Umfang der Poren wer-
den zueinander ins Verha¨ltnis gesetzt.
11.2 Quantitative Ergebnisse und Diskus-
sion
Fu¨r die Analyse der Koks-Proben wurden fu¨nf unterschiedliche Volumen-
segmente der Gro¨ße 2563 Pixel bzw. 2, 53 mm pro Probe untersucht. Die
Ausgangsgro¨ße der aufgenommenen Rohdaten betrug 10243 Pixel und
war fu¨r eine Bearbeitung zu komplex. Insgesamt wurden fu¨nf unterschied-
lich vergu¨tete Materialien mit der internen Bezeichnung RO370, RO374,
RO371, RO373, RO375 verwendet. Die Daten wurden anhand eines ge-
eigneten Schwellwertes in drei Klassen, Lufteinschluß bzw. Pore, Wand
bzw. Koks und zusa¨tzliche Mineraleinschlu¨sse segmentiert. Abbildung
11.3 zeigt ein segmentiertes 3D Bild, das in die drei Bereiche Wand-
struktur (Links), Koksstruktur (Mitte) und Mineraleinschlu¨sse (Rechts)
unterteilt ist. Aufgrund der guten Qualita¨t der Rohdaten konnte ohne
11.2. QUANTITATIVE ERGEBNISSE UND DISKUSSION 99
Abbildung 11.3: Rekonstruktionen der jeweiligen Struktur: Wand (Koks),
Luft und Mineraleinschlu¨sse (von links nach rechts).
Abbildung 11.4: Links Anzahl der Poren fu¨r die fu¨nf unterschiedlichen
Koks-Proben. Rechts Gesamtvolumen der Poren fu¨r die fu¨nf unter-
schiedlichen Koks-Proben. Jeweils dargestellt fu¨r fu¨nf unterschiedliche
Volumensegmente.
zusa¨tzliche Artefakte, wie z.B. Rauschen, diese triviale Art von Segmen-
tierung eingesetzt werden. Anschließend wurde fu¨r jeden Datensatz ein
Volumenrendering durchgefu¨hrt, um eine geschlossene, dreidimensionale
Struktur zu erzeugen. Weitere quantitative Methoden standen mit der
verwendeten Software VGStudio MAX Ver. 1.12 zur Verfu¨gung. Abbil-
dung 11.4 und 11.5 zeigen einige Kenngro¨ßen, wie die Anzahl der Poren
pro Probe (11.4.Links), das absolute Porenvolumen (11.4.Rechts) und
das Verha¨ltnis kleiner Poren zu großen Poren (11.5.Links). In den Abbil-
dungen sind die Werte der fu¨nf Volumensegmente sowie der Mittelwert
mit Standardabweichung fu¨r die fu¨nf unterschiedlichen Proben aufgetra-
gen. Die rosa Gerade stellt die lineare Na¨herung der Mittelwerte dar.
Beim Vergleich der Abbildungen 11.4.Links und 11.4.Rechts fa¨llt auf,
daß zum einen das Maximum des Porenvolumens beim Material RO374
zu ﬁnden ist, andererseits dieses Material aber die kleinste Porenanzahl
besitzt. Diese Tendenz zum Bilden von wenigen ausgedehnten Luftein-
schlu¨ssen liegt in der Eigenschaft der Vergu¨tung des Materials, wurde von
dem Hersteller vermutet und konnte durch diese Arbeiten nachgewiesen
2 c©VolumeGraphics GmbH, Wieblinger Weg 92a, 69123 Heidelberg, Germany,
www.volumegraphics.com.
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Abbildung 11.5: Links Verha¨ltnis des Volumens, das durch kleine Po-
ren eingenommen wird zum Volumen der großen, zusammenha¨ngenden
Pore. Fu¨nf unterschiedliche Koks-Proben mit jeweils fu¨nf unterschiedli-
chen Volumensegmenten sind abgebildet. Rechts Verteilung des mittle-
ren Durchmessers der Poren fu¨r fu¨nf unterschiedliche Koks-Proben.
werden. Beide Abbildungen zeigen denselben globalen Trend: das Volu-
men und die Anzahl der Lufteinschlu¨sse nehmen bis zur Probe RO371
zu, das Resultat sind gro¨bere Strukturen. Das Volumenverha¨ltnis der
Poren, also das Verha¨ltnis von kleinen, verteilten Poren zu großen, zu-
sammenha¨ngenden Poren zeigt in Abbildung 11.5.Links ein konstantes
Verha¨ltnis bei allen fu¨nf Proben. Der Einﬂuss der kleinen eingeschlosse-
nen Luftblasen liegt in allen fu¨nf Proben bei ca. 1%. Der auﬀallend große
Fehler fu¨r das erste und letzte Material resultiert wahrscheinlich aus den
unterschiedlichen Aufnahmebedingungen; diese beiden Datensa¨tze wur-
den an einem anderen Micro-CT Scanner mit unterschiedlichen Einstel-
lungen aufgenommen. Bei der Analyse wurden diese verschiedenen Ein-
stellungen aufeinander abgestimmt, z.B. die Auﬂo¨sung, um die Daten
vergleichbar zu machen. Mit dieser Analyse konnte zum ersten Mal quan-
titativ die Hypothese veriﬁziert werden, daß innerhalb der Koks-Struktur
eine zusammenha¨ngende Pore existiert, die u¨berall verbunden ist und ca.
99% des gesamten Volumens einnimmt (siehe Abbildung 11.5.Links).
Eine weitere Analyse bescha¨ftigte sich mit der Bestimmung des so ge-
nannten Engstellen (Throat)- Durchmessers (siehe Abbildung 11.6). Die-
ser Wert ist ein entscheidender Parameter fu¨r die Eﬀektivita¨t der Ver-
brennung, denn er bestimmt, wie schnell sich Wa¨rme innerhalb des Ma-
terials ausbreitet. In Abbildung 11.7 sind schematisch die Schritte zum
Bestimmen dieses Parameters dargestellt. Zu Beginn werden die Bilder
mittels Schwellwertverfahren in die unterschiedlichen Strukturen (Po-
ren, Luft und Mineraleinschlu¨sse) eingeteilt. Auf der Grundlage dieser
Bina¨rbilder wird auf jede Struktur ein Thinning-Operator (siehe Kapitel
4.2) angewandt, um das Skeleton der Objekte zu extrahieren.
Es resultiert eine Linie mit einer Breite von einem Pixel, die sich
im Zentrum der Objekte beﬁndet (siehe auch Abbildung 4.1.h auf Seite
36). Als na¨chstes sucht man fu¨r jeden Pixel im Bina¨rbild der Struktur
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Abbildung 11.6: Schematische Verdeutlichung des morphologischen Ope-
rators Thinning. Aus einem Objekt (gru¨n) wird das Skeleton extrahiert
(rot). Die Engstelle ist schwarz abgebildet.
den na¨chstliegenden Hintergrundpixel und legt die Distanz nach Euklid
in einem neuen, so genannten Distanzkarten-Bild ab. Durch die Mul-
tiplikation der Distanzkarte mit dem Thinning-Bild wird den diskreten
Skeleton-Pixel ein Wert zugewiesen, der den Abstand ihrer Position zum
na¨chsten Hintergrundpixel angibt. Das Histogramm dieses Bildes gibt die
Durchmesserverteilung der Skelettierung aller Objekte im Bild an und ist
in Abbildung 11.5.Rechts dargestellt. Diese Verteilung stimmt mit den
Aussagen u¨ber die Strukturen weitgehend u¨berein, eine Vergro¨ßerung
der Porendurchmesser bei den Proben RO370 bis hin zu RO371 kann
quantitativ belegt werden. Die Ha¨uﬁgkeit ist logarithmisch aufgetragen,
um einen besseren Eindruck dieser Tendenz zu geben, denn entschei-
dend ist das Verhalten fu¨r große Durchmesser. Auﬀa¨llig dabei ist, daß
diese Analyse die Strukturen in zwei Klassen einteilt; die eine entha¨lt
das Material RO370 und RO375, die andere die restlichen Proben. Ob
diese Einteilung gerechtfertigt ist, muss materialwissenschaftlich inter-
pretiert werden. Die A¨hnlichkeit der Porendurchmesser ist ein Indiz fu¨r
strukturelle Verwandtschaft und ist kontra¨r zu den Ergebnissen in Abbil-
dung 11.4.Links und 11.4.Rechts. Diese Unterschiede ko¨nnen durch die
verschiedenen Ansa¨tze erkla¨rt werden. Fu¨r die Analyse der Durchmesser
kann durch Bilden unterschiedlicher geometrischer Strukturen, wie z.B.
Ellipsoiden anstelle von Kugeln, die Verteilung der Durchmesser ﬂacher
verlaufen, obwohl gleichzeitig das Volumen und die Anzahl der Poren
zunimmt.
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Abbildung 11.7: a Die verbundenen Regionen nach dem Regionenwachs-
tum. b Extrahierte Struktur nach dem Thinning. c Farbkodierte eukli-
dische Distanzkarte. d Multiplikation der euklidischen Distanzkarte (c)
mit dem der bina¨ren Maske (b).
Kapitel 12
Quantitative Analyse von
PML-Kompartimenten in
Sa¨ugetier-Zellkernen
Die Zellkerne in Sa¨ugetierzellen enthalten eine Vielzahl an Kernkompar-
timenten, die in vielen Kernaustauschprozessen eine wichtige Rolle spie-
len [60]. Untersuchungen an PML-Kompartimenten im Zellkern (siehe
Kapitel 3.1) haben in letzter Zeit stark zugenommen, da bei akuter pro-
myelocytic leukaemia die PML-Kompartimente eine signiﬁkant ho¨here
Verteilung u¨ber den Zellkern aufweisen. Es wird vermutet, daß PML-
Kompartimente mit dieser Krankheit in direkter Verbindung stehen. Die
Klasse der PML-Kompartimente la¨sst sich in mehrere, in ihrem dynami-
schen Verhalten sehr unterschiedliche Kompartimente aufteilen. Dabei
wird angenommen, daß sich eine bestimmte Funktion (siehe Kapitel 3.1)
auch in einer typischen Dynamik widerspiegelt.
12.1 Experiment und biologische Fragestel-
lung
Das enhanced yellow fluorescent Protein (EYFP) wurde an das Ende
des Sp100 Protein, aus welchen PML-Kompartimente aufgebaut sind,
fusioniert. Das EYFP-Sp100 wurde in Nierenzellen von Babyhamstern
(BHK, baby hamster kidney) exprimiert1. U¨ber diesen Marker konnte
die Dynamik der PML-Kompartimente indirekt aufgenommen werden.
Mit geeigneten Bildverarbeitungsmethoden sollten verschiedene Klassen
von Bewegungen quantiﬁziert werden um eventuell auf die dazugeho¨rige
1Die Aktivierung von Genen zur Produktion speziﬁscher Proteine wird als Ex-
pression bezeichnet. Die exprimierten Gene haben Einﬂuss auf die Funktion der Zelle
innerhalb des Organismus.
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Abbildung 12.1: Orts- und zeitaufgelo¨ste Visualisierung nach dem
Tracking von 11 PML-Kompartimenten. a Mikroskopbild mit numme-
rierten PML-Kompartimenten zu einem bestimmten Zeitpunkt. Der ho-
rizontale Messbalken hat eine La¨nge von 2,5µm. b Ort-Zeit Rekonstrukti-
on der Bewegung von PML-Kompartimenten. Jedes PML-Kompartiment
ist mit einer speziﬁschen Farbe und Nummer markiert. Die PML-
Kompartimente ko¨nnen anhand der Nummerierung in der Rekonstrukti-
on dem Originalbild zugeordnet werden.
Funktion der Kompartimente zu schließen. Innerhalb der Zelle wurden
bisher nur diﬀusive Transportvorga¨nge beobachtet, Stoﬀwechselenergie-
abha¨ngige Prozesse in Sa¨ugetier-Zellkernen konnten noch nicht quantita-
tiv nachgewiesen werden.
12.2 Methoden fu¨r die Quantiﬁzierung
Insgesamt wurden 145 Bilder einer Zelle u¨ber 12 Minuten aufgenommen
(alle 5 Sekunden mit einer Aufnahmezeit von 80ms). Die aufgenommene
Bildfolge wurde mit der Software visTRAC von TILL Photonics verar-
beitet [65]. Wie fu¨r ein einzelnes 2D Bild in Abbildung 12.1.a dargestellt,
wurde nach geeigneten Vorverarbeitungsschritten mit anschließender ani-
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Abbildung 12.2: Ein PML-Kompartiment startet bei (1) und folgt dem
quasilinearen Weg, auf dem es mit einem anderen PML-Kompartiment
fusioniert (5). Dieses Bild zeigt eine Projektion von fu¨nf zusammengeho¨ri-
gen Bildern. Der Messbalken hat eine La¨nge von 1µm.
sotroper Diﬀusion eine kantenbasierte Segmentierung angewandt. Diese
basierte auf dem Verfahren von Canny (siehe Kapitel 6.1) und eignet
sich besonders gut fu¨r die Segmentierung von kleinskaligen Objekten,
wie z.B. PML-Kompartimente [67]. Die segmentierten, bina¨ren Bilder
wurden anschließend mit den in Kapitel 8 vorgestellten Methoden ver-
folgt, um Korrespondenzen zwischen einzelnen PML-Kompartimenten
zu ﬁnden und diese zuzuordnen. Mit diesen Verbindungen konnte die
Zeitsequenz in Abbildung 12.1.b rekonstruiert und quantiﬁziert werden.
Nach dem Tracken der gesamten Bildsequenz und anschließender Quan-
tiﬁzierung konnte einfach zwischen den drei unterschiedlichen Klassen
von PML-Kompartimenten unterschieden werden. Ebenfalls kann in Ab-
bildung 12.1.b und 12.3 rein visuell ein qualitativer Eindruck der drei
Klassen gewonnen werden.
12.3 Ergebnisse
Die Analyse der Geschwindigkeiten in 56 Zellen mit der in Kapitel 8 be-
schriebenen Tracking-Methode zeigt in Abbildung 12.1.b, daß die PML-
Kompartimente eine Klassiﬁkation ihrer Dynamik in drei verschiedenen
Klassen erlaubt. Die Kerndynamik konnte dabei in stationa¨re, lokal be-
wegliche und schnelle, weitreichende Bewegung unterteilt werden [49].
Fu¨r die 12-minu¨tige Untersuchung waren ca. 25% der gesamten PML-
Kompartimente stationa¨r bzw. fu¨hrten sehr geringe Bewegungen aus.
Wahrscheinlich waren diese Bewegungen durch eine Verbindung mit an-
deren Kompartimenten oder durch den begrenzten Freiraum im Zellkern
beschra¨nkt. Des weiteren konnte keine Gro¨ßenabha¨ngigkeit der Dynamik
festgestellt werden, die Immobilita¨t galt fu¨r Kompartimente aller Gro¨ßen.
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Die Radien der PML-Kompartimente innerhalb dieser langsamen Klas-
se variierten zwischen 0,2µm und 1,4µm. Die lokal bewegliche Klasse,
die ungefa¨hr 63% der gesamten PML-Kompartimente ausmachte, fu¨hrte
nur geringe Bewegung aus und zeigte A¨hnlichkeiten zu der Bewegungs-
dynamik von Kern-Speckles [17] und Cajal-Kompartimenten (ebenfalls
Kompartimente aus dem Zellkern). In allen 56 untersuchten Zellen war
diese Klasse von Kompartimenten pra¨sent.
Diese Bewegung repra¨sentiert wahrscheinlich einen auf Diﬀusion ba-
sierenden Mechanismus, da das Verringern an ATP (siehe Experiment
weiter unten) nicht fu¨r diesen Eﬀekt verantwortlich gemacht werden kann
[53].
Erweiterte Bewegung im Kernplasma wurde bei ungefa¨hr 12% aller
PML-Kompartimente beobachtet, wobei die Bewegung wa¨hrend der ge-
samten Zeitperiode von 12 Minuten oft stoppte und wieder einsetzte. Im
Schnitt konnten fu¨r alle untersuchten Zellen bei 50% der Zellkerne ein
oder mehrere PML-Kompartimente beobachtet werden. Diese Klasse an
PML-Kompartimenten zeigte folgende dynamische Eigenschaften:
• Bidirektionale Bewegung ko¨nnte durch eine elastische Verbindung
zu einer Faser hervorgerufen werden.
• Einzelne PML-Kompartimente zeigen die Tendenz, in Gruppen mit
zwei bis drei PML-Kompartimenten zu fusionieren (siehe Abbil-
dung 12.1.b, PML-Kompartiment Nr. 9).
• Es gibt Fusionierungsereignisse kleiner PML-Kompartimente zur
Bildung neuer, gro¨ßerer Kompartimente (siehe Abbildung 12.2).
Das PML-Kompartiment in Abbildung 12.2 bewegte sich innerhalb
40 Sekunden um 2,6µm fort. Bis jetzt ist unklar, was fu¨r die Dynamik
der Bewegung innerhalb der Klasse von PML-Kompartimenten verant-
wortlich ist. Nach der Analyse mit Bildverarbeitungsmethoden variierte
die durchschnittliche Geschwindigkeit der sich schnell bewegenden PML-
Kompartimente je nach Zelle zwischen 4,0 µm
min
und 7,2 µm
min
. Auﬀa¨llig dabei
waren die Maximalwerte im Bereich von ca. 18 µm
min
. Diese Dynamik ist um
Gro¨ßenordnungen ho¨her als alle Untersuchungen an Strukturen im Zell-
kern (wie z.B. Cajal-Kompartimente) bisher gezeigt haben. Um die hohe
Beweglichkeit in Abha¨ngigkeit von der Stoﬀwechselenergie nachzuweisen,
wurde der Zelle ATP (siehe Abschnitt 3.1.2) entzogen.
Es fa¨llt auf (siehe Abbildung 12.2.b), daß sich die schnell bewegende
Klasse an PML-Kompartimenten auch nach transkriptionaler2 Hemmung
2Transkription (vgl. scribere lat. schreiben) bezeichnet die Kopie der genetischen
Information, die in der DNA enthalten ist, in eine mRNA (messenger-RNA). Diese
dient als Vorlage fu¨r die U¨bersetzung (Translation) der Erbinformation in Proteine.
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Abbildung 12.3: a Nummerierte PML-Kompartimente zu einem Zeit-
punkt in einem Originalbild, aufgenommen durch ein konfokales Mikro-
skop. Der Messbalken hat eine La¨nge von 5µm. b Die korrespondierenden
PML-Kompartimente werden von einem Stoﬀwechselenergie abha¨ngigen
Mechanismus angetrieben. Die Rekonstruktion der Bewegung ist in Raum
und Zeit dargestellt. Diese Kompartimente wurden in drei Phasen auf-
genommen, vor ATP-Entzug, wa¨hrend ATP-Entzug und nach dem Aus-
waschen von sodium azide, einem ATP-Hemmstoﬀ.
nicht beeinﬂussen la¨sst, jedoch durch Entzug von ATP um das vierfache
gebremst wird. Ein a¨hnliches Resultat wurde mit Actin-abha¨ngiger Hem-
mung beobachtet. U¨ber einen Zeitraum von 30 Minuten unter Einwirkung
eines Energieentzuges von Actin-abha¨ngigem Myosin (siehe Abbildung
12.4) wurden die maximalen Geschwindigkeiten der schnell beweglichen
PML-Kompartimente signiﬁkant von 4,3 µm
min
auf 1,1 µm
min
reduziert. Die
mehr lokalisierten Bewegungen anderer PML-Kompartimente waren da-
von nicht beeinﬂusst, wie ebenfalls aus der Abbildung 12.4 zu entnehmen
ist. Es konnte somit eine Beteiligung von Myosin an der hohen Dynamik
der PML-Kompartimente nachgewiesen werden (untersucht wurde aller-
dings nur ein Mitglied der Myosin-Familie).
Die PML-Kompartimente der schnellen, weitreichenden Bewegung
wurden untersucht, ob ein diﬀusiver Transport fu¨r ihre Bewegung verant-
wortlich ist. Dazu wurde die Wahrscheinlichkeit der diﬀusiven Versetzung
eines Partikels berechnet. Der Radius der PML-Kompartimente wurde
mit 0,402µm, die Temperatur wa¨hrend des Experiments mit T=310K
und die Viskosita¨t des Kernplasmas mit η=0,28Pa s abgescha¨tzt. Die Dif-
fusionskonstante D bestimmt sich nach geeignetem Umstellen der Glei-
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Abbildung 12.4: Geschwindigkeitsverteilung der PML-Kompartimente
u¨ber drei Phasen. Links Ohne Behandlung. Mitte Nach Einbringen
eines Myosin-Hemmstoﬀes (BDM) im Zeitintervall von 5-15 Minuten.
Rechts Zeitintervall von 20-30 Minuten. Die Bewegung der sich schnell
bewegenden Klasse von PML-Kompartimenten bricht nach der Behand-
lung mit BDM dramatisch ein, wa¨hrend die der anderen Klassen auf
einem konstanten Niveau bleibt. Die verschiedenen Farben korrespondie-
ren mit einzelnen PML-Kompartimenten aus einem Zellkern.
chung 2.6 (siehe Kapitel 2.7, S. 24) zu:
D =
kB · T
6πηr
= 2, 02 · 10−15m
2
s
.
Die Wahrscheinlichkeit P, daß ein diﬀusives Kompartiment die beob-
achtete Entfernung von 1,6µm wa¨hrend des Beobachtungsintervalls von
t=10 Sekunden zuru¨cklegt, betra¨gt P=1,74· 10−14. Da verla¨ssliche Mes-
sungen u¨ber die Viskosita¨t nur in mitotischen Zellen existieren, wurden
diese Werte fu¨r die Berechnung der Diﬀusionskonstante im Interphase-
Zellkern herangezogen. Ein signiﬁkanter Einﬂuss der Diﬀusion wa¨re al-
lerdings erst bei einer fehlerhaften Abscha¨tzung der Viskosita¨t um fu¨nf
Gro¨ßenordnungen mit 0,1% zu verzeichnen. Aus diesen Abscha¨tzungen
kann der Einﬂuss der Diﬀusion fu¨r die Klasse der schnellen, weitreichen-
den PML-Kompartimente als gering eingestuft werden. Andere, aktive
Prozesse mu¨ssen an diesen Transportmechanismen beteiligt sein. Dieses
Experiment zeigte zum ersten Mal eine energieabha¨ngige, quasilineare
Bewegung von Kernkompartimenten in Sa¨ugetierzellen, ermo¨glicht durch
Quantiﬁzierung mit geeigneten Bildverarbeitungsmethoden.
Kapitel 13
Quantitative
4D-Bildfolgenanalyse in
lebenden Zellen
Dynamische Prozesse innerhalb der Zelle ﬁnden in allen drei ra¨umlichen
Dimensionen statt. Um die Komplexita¨t zu verringern wird bei vielen
Analysen das urspru¨ngliche, dreidimensionale Problem auf ein zweidi-
mensionales reduziert. Durch diese Projektion gehen Informationen ver-
loren, außerdem lassen sich viele Prozesse ausschließlich in drei Dimen-
sionen studieren [50]. Konfokale, dreidimensionale Bilder einer ﬂuores-
zierenden Struktur lassen sich zu verschiedenen Zeitpunkten aufnehmen
(siehe Kapitel 2). Zeitliche Pha¨nomene innerhalb des lebenden Zellkerns
ko¨nnen somit aufgelo¨st und dynamische Prozesse quantiﬁziert werden.
13.1 Experiment und biologische Fragestel-
lung
Die Dynamik der Kernhu¨lle, des Chromatins und des Centrosoms wurden
gleichzeitig u¨ber mehrere Stufen der Zellteilung (siehe Kapitel 3.2) unter-
sucht [24]. Wenn die Zelle in die Prometaphase eintritt, beginnt sich die
Membran der Kernhu¨lle aufzulo¨sen und die Membranproteine bewegen
sich in das ER. Die Kernhu¨lle ist dabei nicht mehr mit den kondensierten
Chromosomen verbunden. Der Wiederaufbau der Kernhu¨lle ﬁndet dabei
analog zum Abbau statt, Membranproteine werden aus dem ER rekru-
tiert und umschließen in der spa¨ten Anaphase die Chromosome. Die drei
Kompartimente wurden durch drei unterschiedliche spektrale Varianten
des GFP (YFP, CFP, RFP) sichtbar gemacht. Da solche vierdimensio-
nale Experimente mit einem enormen Datenvolumen verbunden sind,
werden automatisierte Auswertungstechniken zum Bearbeiten beno¨tigt.
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Ein typisches Experiment ergibt ca. 5000 Bilder und entspricht meh-
reren Gigabyte was den verfu¨gbaren Hauptspeicherplatz sprengt. Durch
die hohe ra¨umliche und zeitliche Auﬂo¨sung des Experiments und dem da-
mit verbundenen Datenvolumen ist die manuelle Analyse durch den An-
wender nicht mehr mo¨glich. Viele Volumenrekonstruktions-Programme
ko¨nnen Datensa¨tze zwar qualitativ, jedoch nicht quantitativ darstellen.
Mit den entwickelten Bildverarbeitungsmethoden im II. Teil wurde es
mo¨glich, diese dynamischen Prozesse im Zellkern in Zahlen auszudru¨cken
und qualitativ zuga¨nglich zu machen. Erst mit einer hohen ra¨umlichen
und zeitlichen Auﬂo¨sung kann die Dynamik der Struktur quantitativ und
qualitativ in eukaryotischen Zellen nachgewiesen werden. Die Auﬂo¨sung
in den Experimenten betrug in der x- und y-Richtung jeweils 512 Pixel,
in z-Richtung, der Richtung der optischen Achse, wurden zwischen 10
und 15 Schichten aufgelo¨st.
13.2 Methoden fu¨r die Quantiﬁzierung
Durch den Kompromiss zwischen Aufnahmezeit und Orts-/Zeitauﬂo¨sung
war das SNR Verha¨ltnis relativ hoch. Aus diesem Grund wurde zur
Erho¨hung der Kanteninformation der anisotrope Diﬀusionsﬁlter aus Ka-
pitel 4.3.3 angewandt. Dieses sensitive Filter erha¨lt die Kanten, indem nur
senkrecht zu ihnen und in homogenen Bereichen gegla¨ttet wird. Der Gra-
dient der Kante bleibt dadurch erhalten. Selbst nach dieser Rauschun-
terdru¨ckung war es nicht mo¨glich, kantenbasierte Segmentierungsmetho-
den (wie z.B. den Canny-Kantendetektor) einzusetzen, so daß die Wahl
auf ein Schwellwertverfahren ﬁel. Anschließend wurden auf der Grund-
lage der segmentierten Bina¨r- und Originalbilder die Objekte u¨ber die
Zeit mit den in Kapitel 8 diskutierten Methoden verfolgt. Zur Verbes-
serung der schlechten z-Auﬂo¨sung wurde eine kontinuierliche Gla¨ttung
der Randkurven eingesetzt, basierend auf B-spline Kurven (siehe Kapi-
tel 7.1). Diese Kurven haben die Eigenschaft, die Kru¨mmung der Ober-
ﬂa¨che zu minimieren und dadurch zwischen den einzelnen, diskreten,
konfokalen Schnitten interpolierte kontinuierliche Oberﬂa¨cheninformati-
on bereitzustellen. Mit Hilfe des Programms TGS OpenInventor1 konnte
die gesamte dreidimensionale Struktur bzw. vierdimensionale Animation
visuell erfasst, Ausschnitte vergro¨ßert und gleichzeitig die Perspektive
vera¨ndert werden. Fu¨r die dreidimensionale Zeitserie wurde mit einem
rigiden Registrierungsalgorithmus (siehe Kapitel 5) iterativ die Summe
der quadratischen Distanzen minimiert. Somit wurde das Einfu¨gen be-
liebiger virtueller Zwischenschritte zwischen zwei diskreten Zeitpunkten
ermo¨glicht, ohne daß die topologische Struktur des Objekts vera¨ndert
1 c© TGS Inc., San Diego, USA, www.TGS.com
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Abbildung 13.1: Fu¨r einen Zeitpunkt eines dreidimensionalen Zweifarb-
experiments sind LBR-YFP als Kernhu¨llenmarker (gru¨n) und H2B-CFP
als Chromatinmarker (rot) abgebildet. a Eine mittlere Schicht des drei-
dimensionalen Bildstapels zeigt zwei Tochterzellkerne in der spa¨ten Ana-
phase (siehe Abschnitt 3.2.1). Der gelbe Pfeil zeigt auf einen LBR Fleck.
b Das Schnittbild aus a wurde mit dem Diﬀusionsﬁlter modiﬁziert. c Seg-
mentierung des Chromatins (gelbe Linie) und der LBR Flecken (blaue
Linie). d Dreidimensionaler Bildstapel der geﬁlterten optischen Schnit-
te. Dargestellt sind 8 von insgesamt 15 Schichten in unterschiedlichen
Tiefen. e Projektion der Intensita¨ten fu¨r einen Bildstapel. f Dreidimen-
sionale Rekonstruktion des segmentierten Bildstapels. Diese basiert auf
fu¨nf Interpolationsebenen (hellere Umrandung) zwischen den diskreten
Schnittbildern. Die Pfeile deuten auf denselben LBR Fleck wie in a bis
e abgebildet.
wurde. Die Membran der Kernhu¨lle wurde durch einen YFP-Marker, der
an den Lamin B-Rezeptor (LBR) bindet, sichtbar gemacht. Ebenso wur-
de ein CFP-Marker benutzt, der an Histon-2b (H2B) bindet und indirekt
das Chromatin sichtbar macht.
13.3 Ergebnisse
Im ersten Experiment konnte gleichzeitig das Chromatin und der Wie-
deraufbau der Kernhu¨lle in der spa¨ten Anaphase visualisiert werden. Der
Lamin B-Rezeptor ist nur an bestimmten Stellen der Chromatinober-
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Abbildung 13.2: Aufbau der Kernhu¨lle um das Chromatin in der spa¨ten
Anaphase. a Eine Zeitserie von 53 Bilder wurde gleichzeitig fu¨r LBR-YFP
(gru¨n) und H2B-CFP (rot) alle 10s aufgenommen. 10 repra¨sentative Zeit-
punkte sind von links oben bis rechts unten dargestellt. b Eine dreifach
gefa¨rbte Sequenz u¨ber 190 Zeitpunkte wurde gleichzeitig fu¨r LBR-YFP,
H2B-CFP und γ-tubulin-RFP aufgenommen. Die dreidimensionale Re-
konstruktion zeigt Chromatin (rot), LBR Flecken (gru¨n) und Centrosome
(blau). c LBR-YFP Protein-Verteilung im ER und der Kernhu¨lle fu¨r ein
Zeitintervall von 35min.
ﬂa¨che konzentriert. Ein Vergleich der Oberﬂa¨chenrekonstruktion mit der
zweidimensionalen Projektion in Abbildung 13.1.e bzw. 13.1.f zeigt, daß
dieses Pha¨nomen nur in drei Dimensionen zu erkennen ist. Die weite
Streuung von LBR-Flecken um den Schwerpunkt des Chromatins ist fu¨r
den unteren Zellkern in Abbildung 13.1.d gezeigt. Ausgehend von dieser
ﬂeckenartigen, ro¨hrena¨hnlichen Verteilung expandiert die Membran um
das Chromatin, bis nach ca. fu¨nf Minuten das gesamte Chromatin durch
die Kernmembran umschlossen ist. Das Auftreten von LBR wird erst
nach ca. 30 Sekunden messbar und zeigt fu¨r beide Tochterkerne ein syn-
chrones Verhalten. Die Anordnung der LBR-Flecken war zudem in beiden
Tochterkernen fu¨r mehrere Tochterpaare reproduzierbar. Im zweiten Ex-
periment wurde zusa¨tzlich γ-Tubulin-RFP (bindet an das Centrosom)
als drittes Kompartiment visualisiert. Die Stelle innerhalb des Chroma-
tins, um die sich die Kernhu¨lle schließt, ist identisch mit der Position
des Centrosoms (wie in Abbildung 13.2.b dargestellt). Da die Konzen-
tration des GFP proportional zur Grauwertintensita¨t im Bild ist, kann
13.3. ERGEBNISSE 113
Abbildung 13.3: a Expansion von Chromatin (H2B-CFP), dargestellt fu¨r
beide Tochterkerne zu drei verschiedenen Zeitpunkten. b Transparente
U¨berlagerung des Chromatins und Kernhu¨lle (LBR-YFP) fu¨r eine Zeitse-
rie von insgesamt 61,5 min. c Expansion der Kernhu¨lle und des Chro-
matins. d Expansion des Chromatins der zwei Tochterkerne e Relative
Kernhu¨llen- und Chromatinexpansion in sechs Tochterkernen.
u¨ber ein Aufsummieren der Pixel im jeweiligen Kanal des dreidimensio-
nalen Bildes die Konzentration bestimmt werden. In Abbildung 13.2.c ist
der Kurvenverlauf u¨ber einen Zeitraum von 35 Minuten dargestellt. Ein
starker Anstieg von ca. 70% der gesamten Kernhu¨llen-Konzentration ﬁn-
det innerhalb der ersten 2 bis 3 Minuten statt (siehe Abbildung 13.2.a).
Innerhalb dieser Phase werden die einzelnen Flecken miteinander zu
großen zusammenha¨ngenden Fla¨chen verbunden. Danach folgt eine et-
wa 7-minu¨tige Phase ohne Wachstum, innerhalb der sich die Membran-
ﬂa¨chen vollsta¨ndig mit dem Chromatin verbinden und das Signal fu¨r die
Expansion der beiden Tochterkerne liefern. Diese Expansion ist mit ge-
ringen Wachstumsraten verbunden und dauert ca. 30 Minuten, bis das
Maximum des Plateaus erreicht wird. Das logarithmische Verhalten der
Kurve besta¨tigt ein Modell der Zellbiologie, in dem Kernmembranprotei-
ne durch Diﬀusion freien Zugang vom ER in die direkt damit verbundene
Kernmembran haben bevor die Kernhu¨lle sich komplett schließt. Da-
durch ließe sich der anfa¨nglich steile Anstieg der Kernmembranprotein-
Konzentration erkla¨ren. Nach dem Schließen der Membran beﬁndet sich
etwa 30% der gesamten Membranproteine im ER. Sie diﬀundieren durch
den Kernporenkomplex zur Membran hindurch. Dies wu¨rde sich in einem
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geringen Konzentrationszuwachs a¨ußern, wie im Experiment beobachtet.
Nach dem vollsta¨ndigen Abdecken des Chromatins durch die Kernmem-
bran wachsen beide Kompartimente auf die zweifache Konzentration an
(siehe Abbildung 13.3.e) und stoppen ihr Wachstum. Das Wachstum bei-
der Kompartimente korreliert stark (dargestellt in Abbildung 13.3.c,d).
Dies stimmt mit der Annahme u¨berein, daß die Dekondensierung des
Chromatins die treibende Kraft fu¨r die Kernexpansion darstellt und die
umschließende Kernhu¨lle sich deren Wachstum anpasst. Die beobachte-
ten quantitativen Wachstumsraten stimmten mit einer Analyse u¨berein,
die das Volumen automatisch bestimmt [22] (siehe Kapitel 9).
Kapitel 14
Diskussion
In Zusammenarbeit mit Daniel Gerlich [25], Wolfgang Tvarusko´ [67],
Christian Bacher und Julian Mattes habe ich Bildverarbeitungsmetho-
den entwickelt, um Dynamik in Mikroskopaufnahmen zu quantiﬁzieren.
Mit Hilfe dieser dynamischen Eigenschaften konnten funktionelle Zusam-
menha¨nge im Zellkern aufgezeigt werden.
Grundlage der von mir entwickelten Methoden waren vorangegangene
Arbeiten von:
• C. Hering et. al. [31]: Diese Arbeit stellt die Grundlage der ent-
wickelten Particle-Tracking Methode dar. Die oft schlechte Bild-
qualita¨t (niedriges SNR) beeinﬂusst die Segmentierung von einem
Zeitpunkt zum na¨chsten; deshalb lassen sich korrespondierende Ob-
jekte ha¨uﬁg nicht mit absoluter Sicherheit bestimmen. Aus diesem
Grund habe ich einen Tracking-Ansatz implementiert, basierend auf
einem Fuzzy-Logic Verfahren. Aufgrund der allgemeinen Deﬁnition
der Methode kann dieser Algorithmus auf Objekte in beliebiger
Dimension angewandt werden.
• M. J. Black et. al. [7]: In diesem Artikel wurde die anisotrope Dif-
fusion mit mo¨glichen edge-stopping-Funktionen diskutiert. Daraus
leitete ich den anisotropen Diﬀusionsﬁlter in 3D ab und implemen-
tierte diesen mit der Tukey-Psi Fehlerfunktion.
• F. Leitner et. al. [41]: Aus dieser Arbeit wurde die Idee der itera-
tiven Verru¨ckung der Kontrollpunkte aufgegriﬀen. Die Verru¨ckung
der Kontrollpunkte wird dabei durch eine Gu¨tefunktion kontrolliert
und stoppt, wenn die Gu¨tefunktion ein Minimum einnimmt. Dieser
Ansatz wurde von mir auf drei Dimensionen erweitert, zusa¨tzlich
konnte ich durch iteratives Einfu¨gen von Kontrollpunkten die Ap-
proximation der aktiven Kontur an die Kantenpunkte verbessern.
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• X. Xu et. al. [75]: In dieser Arbeit wurde ein neues externes Kra¨fte-
feld eingefu¨hrt um die Konvergenz von aktiven Konturen in Kon-
kavita¨ten zu verbessern. Dieses so genannte GVF-Feld wurde mit
aktiven polygonalen Konturen getestet. In meiner Arbeit wurde
dieses externe Kra¨ftefeld mit der B-spline snake kombiniert. Dabei
konnte ich zeigen, daß sich der attraction range vergro¨ßerte. Dieser
Ansatz ist robuster gegenu¨ber Sto¨rungen, wie z.B. Unterbrechun-
gen der Kante oder Pixelartefakte.
In Kapitel 9 benutzte ich die Daten aus der Anwendung in Kapitel 13, um
ein aktives Oberﬂa¨chenmodell zu testen. Die Oberﬂa¨che wurde durch ei-
ne NURBS-Fla¨che mit einer fest vorgegebenen Anzahl an Kontrollpunk-
ten beschrieben. Auf die anisotrop diﬀundierten Bilder wandte ich einen
Kantenoperator an, um die Umrisse der Kernmembran zu detektieren.
Die Kantenpunkte in einem Bild ordnete ich mit einem Clusteralgorith-
mus den beiden Tochterkernen zu; das Clusterzentrum stellte gleichzei-
tig den Mittelpunkt der initialisierten NURBS-Kugel dar. Durch iterative
Verru¨ckung der Kontrollpunkte wurde die NURBS-Fla¨che deformiert und
durch Minimierung einer Kostenfunktion an die Kantenpunkte geﬁttet.
In dieser Anwendung konnte ich mit dieser Methode u¨ber mehrere Zeit-
schritte zeigen, daß die Volumen-Expansion der Kernhu¨lle den gleichen
Trend zeigte, wie die manuelle Analyse dieser Daten.
Um die Umrisse von zweidimensionalen Objekten zu beschreiben,
wird in Kapitel 10 ein snake Konturmodell vorgestellt. Die Kontur habe
ich mit kubischen B-splines deﬁniert und unter dem Einﬂuss eines exter-
nen Kra¨ftefeldes (GVF-Feld) iterativ an die extrahierten Kanten geﬁttet.
In diesem Ansatz kombiniere ich das GVF-Feld mit der B-spline Kontur.
Dabei konnte ich eine bessere Konvergenz der Kontur zu den Kanten-
punkten zeigen. Außerdem wurde die Anzahl der zu optimierenden Pa-
rameter reduziert. Probleme in diesem Ansatz lagen in der topologischen
Starrheit, so daß im Vorfeld die zu segmentierende Struktur bekannt sein
musste.
Mehrere Anwendungen konnten mit diesen weiterentwickelten Metho-
den bearbeitet werden, um Dynamik quantitativ zu analysieren. Dabei
stellt die Anwendung in Kapitel 11 eine Ausnahme dar, denn hier geht es
nicht um die Dynamik, sondern um die quantitative Analyse der dreidi-
mensionalen Struktur. In Ro¨ntgentomographiebilder untersuchte ich die
Struktur von Koksproben. Mit der Rekonstruktion konnte ich zeigen, daß
die Lufteinschlu¨sse innerhalb des Materials zu einer großen Pore zusam-
mengeschlossen sind. Dies gilt natu¨rlich nur, wenn die Poren untereinan-
der durch Kana¨le mit einem Durchmesser verbunden sind, der noch mit
dem Mikroskop aufgelo¨st werden kann.
Im na¨chsten Experiment in Kapitel 12 habe ich die Dynamik von
PML-Kompartimenten im Zellkern untersucht. Ich konnte quantitativ
117
zeigen, daß die Bewegung dieser Kompartimente in drei verschiedene
Klassen eingeteilt werden kann. Den Kompartimenten mit der gro¨ßten
Dynamik konnte ich eine Stoﬀwechselenergie-Abha¨ngigkeit nachweisen,
wa¨hrend die Dynamik der anderen Kompartimente unbeeinﬂusst gegenu¨ber
dem Entzug von Stoﬀwechselenergie waren. Mein implementierter Particle-
Tracking Ansatz wurde zur dynamischen Analyse der Bildfolgen benutzt.
Die Raum-Zeit Darstellung interpoliert die Kompartimente mit kubi-
schen B-splines zwischen den Aufnahmezeiten und gibt einen qualita-
tiven Eindruck ihrer Oberﬂa¨chen- und Schwerpunktsdynamik. In dieser
Anwendung konnte ich zum ersten Mal quantitativ eine solch hohe Dy-
namik von Kompartimenten in Sa¨ugetierzellkernen nachweisen. Da auf-
grund der hohen Dynamik die Kompartimente oft aus der fokalen Ebene
des Objektivs verschwanden, waren die Trajektorien der Bewegung ha¨uﬁg
fragmentiert. Es war mit automatischer Segmentierung nicht mo¨glich, die
sich sta¨ndig a¨ndernden Beleuchtungsverha¨ltnisse zu beru¨cksichtigen, so
daß ich ein Schwellwertverfahren zur Segmentierung einsetzte.
Mit der dreidimensionalen konfokalen Mikroskopietechnik konnte in
der dritten Anwendung in Kapitel 13 die Dynamik von Oberﬂa¨chen quan-
tiﬁziert werden. Durch die gleichzeitige Aufnahme von mehreren ﬂuores-
zierenden Stoﬀen konnten drei unterschiedliche Strukturen simultan u¨ber
mehrere Zellteilungsschritte hinweg analysiert werden. Dadurch konnte
die Anreicherung der Kernhu¨llenproteine um das Chromatin zeitlich auf-
gelo¨st und qualitativ dargestellt werden. Eine weitere Analyse bescha¨ftig-
te sich mit der zeitlichen Chromatin- und Kernhu¨llenexpansion zweier
Tochterkerne. Ich konnte zeigen, daß die zeitliche Expansion des Zellkern-
volumens simultan in den beiden getrennten Zellen stattﬁndet und einen
logarithmischen Verlauf zeigt. Die Gro¨ße des Volumens wurde durch die
Anzahl der Voxel bestimmt.
Eine Fortsetzung der hier vorgestellten Arbeiten ko¨nnte im Bereich
der Entwicklung von geometrischen aktiven Konturen liegen. Damit ließe
sich eine beliebige Anzahl an Objekten im Bild segmentieren. Bei einem
Test mit der von Sethian et. al. [58] entwickelten Methode der Level-
Sets konnte mit biologischen Beispieldaten allerdings kein befriedigendes
Resultat erzielt werden. Des weiteren war der Rechenaufwand beim Be-
stimmen des GVF-Feldes sehr hoch, fu¨r die Testbilder mit 128x128 Pixel
lag die Zeit bei einigen Minuten fu¨r 100 Iterationen. Eine Implementie-
rung in einer Hochsprache wie C ko¨nnte allerdings die Geschwindigkeiten
im Vergleich zu Matlab drastisch erho¨hen. Bei den NURBS Oberﬂa¨chen
wu¨rde die Optimierung der homogenen Koordinate eine genauere Appro-
ximation der aktiven Oberﬂa¨che erlauben, speziell fu¨r lokale Deformatio-
nen. Eine Mo¨glichkeit, die Qualita¨t des Particle Trackings zu verbessern
besteht darin, in einem Vorverarbeitungsschritt die Bilddaten zu regi-
strieren. Arbeiten auf diesem Gebiet wurden von Dr. J. Mattes und J.
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Fieres in der Arbeitsgruppe von Dr. R. Eils durchgefu¨hrt und beﬁnden
sich im Einsatz. In Zukunft ko¨nnten die entwickelten Methoden nicht nur
im biomedizinischen Bereich eingesetzt werden, sondern daru¨ber hinaus
in Bereichen, in denen die quantitative Analyse von Bilddaten eine Rolle
spielt.
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