Fourier transform infrared (FTIR) spectroscopy studies

Picosecond time-resolved emission decaysdata fitting procedure and results
Fluorescence decays were measured for the P3T-x and MEH-x series, upon excitation at 365 nm and detection at 420 and 600 nm, which correspond predominantly to the diureasil and CP emission, respectively. All decay curves displayed complex multiexponential behaviour, requiring a minimum of three exponential components to fit the data. The form of the theoretical multi-exponential decay is given by:
where α i and τ i are the pre-exponential factor and characteristic lifetime for component i, respectively. This is the theoretical expression for the response of a sample to an infinitely sharp excitation, also known as a δ-function. 2 In this model, the intensity is assumed to decay as the sum of individual single exponential decays. When examining a single fluorophore displaying a complex decay it is generally safe to assume that the fluorophore has the same radiative decay rate in each environment. Thus, in this case α i represents the fraction of molecules in each environment at t = 0. 3
The fractional contribution f i of each decay component to the steady-state intensity can be calculated from:
where is the area under the decay curve for each decay component.
In reality the excitation pulse is not an infinitely short δ-function and thus the sample does not only decay starting directly after the pulse. Thus, the theoretical sample decay 
where E(t) is the excitation pulse and I(t) is the theoretical decay model (1). This expression states that the experimentally measured intensity at time t is given by the sum of the intensities expected for all δ-function excitation pulses that occur until time t, if the excitation pulse is imagined to be comprised as a series of δ-functions with different amplitudes. 4 This model is then fit to the measured decay through the method of non-linear least squares analysis. This is achieved by varying α i and τ i until χ 2 is at a minimum. χ 2 is the goodness-of-fit parameter and is described by:
where y i is the measured data, n is the number of data points and f ic is the calculated fit. As α i and τ i are varied according to the χ 2 of the previous fit, this method is known as iterative reconvolution. The quality of the non-linear least squares analysis was also judged based on the randomness of the residuals plot. Residuals are the vertical deviation of the measured data points from the fitted curve. Non-random behaviour in the residuals plot suggests a poor fit or a hidden variable.
In some instances it was not possible to obtain satisfactory fits to the data at short times after the pulse (<90 ps). This arises due to the nature of the samples themselves, which makes it impossible to completely eliminate contributions from scattering at the shortest timescales. For these samples, tail fits to the decay curves were used instead.
Tail fits are also carried out using non-linear least squares analysis to reduce the value of χ 2 .
The difference when compared to the iterative reconvolution method is that for tail fitting the sample curve is not convoluted with the IRF prior to fitting. Tail fitting is only applicable in the region where there is no further sample excitation, i.e. only after the excitation pulse has disappeared (e.g. see Fig.S15 ). While the IRF is needed to choose the correct start channel for the fit, it is not directly required during fitting.
The quality of each of the fits was judged on the basis of the reduced chi-square statistic, χ 2 , and the randomness of residuals obtained. 
