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Matchbox Educable Naughts
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poganjalnik za u£enje
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Povzetek
Z inteligentnimi agenti se dandanes sre£ujemo dnevno  ko uporabljamo med-
mreºje, ko letimo z letalom ali kadar igramo ra£unalni²ke igre. Vsi tak²ni
agenti imajo mnogo skupnih lastnosti, nekateri za svoje delovanje potrebu-
jejo veliko ra£unalni²kih virov. V nekaterih primerih so viri za u£inkovito
delovanje agentov omejeni, kot npr. na mobilnih napravah. V tak²nih pri-
merih potrebujemo £im manj zahtevnega, a hkrati dovolj pametnega agenta,
ki ²e zmeraj verno posnema £love²ko obna²anje.
eprav se popularnost ve£igralnega na£ina v igrah v realnem £asu ve£a
na stacionarnih konzolah, na mobilnih napravah hitra in zagotovljena med-
mreºna povezava ni zmeraj mogo£a. Zaradi tega se ve£igralni na£in igre v
realnem £asu na mobilnih napravah ne uporablja tako mnoºi£no  bolj po-
gosto se uporabljata asinhroni ve£igralni na£in igre in enoigralni na£in. V
enoigralnem na£inu igre mora simulirani nasprotnik za dobro uporabni²ko iz-
ku²njo igralca £im bolje posnemati £loveka. Potrebujemo torej inteligentnega
agenta, ki ima sposobnost u£enja z omejenimi viri. V magistrski nalogi na
primeru dinami£ne igre prikaºemo nekaj razli£nih algoritmov umetne inteli-
gence, ki posku²ajo dose£i ta cilj.
Kot primer implementacije inteligentnega agenta smo uporabili igro Knox-
ball. Knoxball je dinami£na igra, ki je me²anica med nogometom in zra£nim
hokejem. Agenta smo zgradili na podlagi spodbujevanega u£enja, ki z raz-
liko od nadzorovanega u£enja, ne potrebuje ozna£enih podatkov, saj se u£i iz
lastnih izku²enj. Agent ne pozna pravil igre, u£i se iz izku²enj in na podlagi
povratnih informacij iz okolja.
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U£inkovitost na²ega inteligentnega agenta je nara²£ala z nabranimi iz-
ku²njami  s£asoma se je izkazal kot uporaben. Na koncu testiranja je brez
ve£jih teºav premagal agenta, izdelanega na podlagi kon£nega avtomata, ki
je sluºil za osnovo. Dobre rezultate je dosegel tudi proti £love²kim igralcem.
Abstract
Nowadays we encounter intelligent agents on a daily basis, when we use the
internet, take a ﬂight, or when we play video games. All these agents have
many things in common, some of them require a lot of resources. In some
situations, for instance in mobile devices, we might not have the desired
resources to power such an agent. In these cases we need less demanding yet
intelligent agents, that still closely mimic human behaviour.
Although real time multiplayer gaming is growing in popularity on sta-
tionary consoles, a secure and fast internet connection is not always available
on handheld devices, which makes real time multiplayer gaming less attrac-
tive on handheld devices. Because of this, many mobile games tend to opt for
asynchronous multiplayer modes or put more focus on a single player mode.
To create the best user experience in single player mode we want to make
the opponent seem human. We need an intelligent agent that can learn with
limited resources. Therefore, we need to combine several diﬀerent artiﬁcial
intelligence approaches.
We chose Knoxball, a mobile game, as an example environment to imple-
ment our agent. Knoxball is a dynamic game that is a mix between soccer
and air hockey. Our agent is based on a combination of reinforcement learn-
ing algorithms. Reinforcement learning doesn't need labelled data to start
learning, it gathers the data on its own. The agent was never taught the rules
of Knoxball, it learns from experience, using feedback from the environment.
After the initial learning period, our agent has proved to be versatile and
able to play Knoxball fairly well. The agent's eﬃciency grew with time. At
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the end of testing, our agent was able to beat the ﬁnite state machine based
agent. The agent faired well against human players too.
Poglavje 1
Uvod
Inteligentni agenti se ºe dolgo uporabljajo v ra£unalni²kih igrah in tudi v
drugih sistemih. V igrah se jih najve£krat uporablja za ra£unalni²ko vodene
like, ki posnemajo £love²ko ali ºivalsko obna²anje: lovijo plen, i²£ejo izhod,
se na £im bolj u£inkovit na£in premikajo na drugo lokacijo, planirajo na-
pad, kaºejo £ustva ali preizku²ajo igral£evo znanje. Algoritme, s katerimi to
obna²anje implementiramo, imenujemo umetna inteligenca [4].
Umetna inteligenca je sestavni del iger ºe od £asa Pac-Mana, ko so ra£un-
alni²ke igre vklju£evale zelo primitivne agente, implementirane s kon£nim
avtomatom. Te ²e danes sre£amo v igrah na mobilnih napravah, vedno bolj
prisotne pa so nevronske mreºe. Agente, ki so se zmoºni u£iti, se le izjemoma
uporablja v arkadnih igrah, saj na£eloma obstaja le kon£no ²tevilo kombina-
cij razli£nih potez in si agent lahko hitro sestavi bazo podatkov, kateri napadi
so u£inkoviti. Pri drugih zvrsteh iger se ve£inoma inteligentnih agentov ne
spla£a implementirati, saj so ra£unsko preve£ poºre²ni [7].
V magistrski nalogi izhajamo iz igre Knoxball, ki je simulacija nogometa
z nekaterimi elementi zra£nega hokeja. Knoxball se igra v realnem £asu.
Igralec se premika po igri²£u s ciljem, da spravi ºogo v nasprotnikovo mreºo.
Stopnja teºavnosti igre je odvisna od zmoºnosti nasprotnika. love²ki igralec
se izbolj²uje s £asom, medtem ko agent, ki se ne u£i, hitro postaja neenakovre-
den nasprotnik £loveku. eprav igra izgleda enostavno, je ²tevilo strategij do
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zadetka zelo veliko. Bolj²i kot je nasprotnik, bolj mora biti igralec u£inkovit,
spreten in izurjen, da ga lahko premaga.
Podobne igre uporabljajo le osnovne pristope umetne inteligence. Neka-
tere uporabljajo inteligentne agente  nasprotnike, ki se u£ijo, vendar upora-
bljajo informacije shranjene na streºniku, kjer izvajajo tudi ve£ino ra£unanja.
Ve£ina ra£unalni²kih nasprotnikov, ki se izvajajo lokalno na mobilnih napra-
vah, uporablja agente, ki so kon£ni avtomati. Nekateri so sicer kompleksni,
vendar se niso zmoºni nau£iti bolj optimalnih taktik.
Agenta s kon£nim avtomatom smo implementirali tudi za na²o igro Knox-
ball. Problem pri tem pristopu je, da agent v enakih okoli²£inah vedno enako
odreagira, kar je nenaravno in slabo vpliva na igralnost igre. Uvedli smo nekaj
naklju£nosti pri premikanju igralca, vendar je bila razlika v odzivu majhna.
Z vidika igralca se agent ponavlja. e dodamo ve£ naklju£nosti, je igralec
tako nepredvidljiv, da je oslabljen in nenaraven. V okviru magistrske naloge
smo ºeleli implementirati agenta, ki se je zmoºen u£iti iz prej²njih dogodkov
v realnem £asu, torej z omejenimi viri na mobilni platformi.
Potrebujemo algoritme strojnega u£enja, ki omogo£ajo agentu, da s£as-
oma izbolj²uje obna²anje brez predhodnega znanja. Agent mora znati izko-
ristiti znanje, ki ga je pridobil z nabiranjem novih, morda bolj uporabnih
izku²enj. Agent ne sme ponavljati enakih napak, poleg tega mora delovati z
omejenimi viri. Pristop z nadzorovanim u£enjem potrebuje predhodno ozna-
£ene podatke in ima jasno lo£nico med u£enjem in izkori²£anjem znanja,
zato za na² problem ni primeren. Za re²itev na²ega problema smo uporabili
spodbujevano u£enje.
Spodbujevano u£enje je u£enje iz preteklih izku²enj s ciljem maksimizirati
uspe²nost pri doseganju vnaprej dolo£enih ciljev. Agent se odlo£i, kak²na
bo njegova naslednja akcija na podlagi izku²enj, ki jih je nabral do tistega
trenutka. Akcije, ki ustvarjajo stanje okolja, v katerem je agent zmoºen
dosegati svoje cilje, bodo ve£krat izbrane tudi v prihodnje, saj prina²ajo ve£je
nagrade. Spodbujevano u£enje smo izbrali zaradi ﬂeksibilnosti in zmoºnosti
za u£enje. loveku, ki igra igro proti nasprotniku, ki se neprestano izbolj²uje,
3se bo igra zdela bolj zanimiva.
Podobne igre, kot so Padkick in Soctics za iOS ter Haxball v namiznem
brskalniku, nimajo implementiranih inteligentnih agentov, saj nimajo enoi-
gralskega na£ina igre. Na igri²£u so samo £love²ko vodeni igralci.
Nalogo sestavlja ²est poglavji. V drugem poglavju prikaºemo pregled
sorodnih del in zgodovino umetne inteligence, spodbujevanjega u£enja in z
iger z umetno inteligenco. V tretjem poglavju podrobneje opi²emo delovanje
spodbujevanega u£enja. V £etrtem poglavju sledi podroben opis implemen-
tacije agenta s spodbujevanim u£enjem. V petem poglavju opi²emo na£in
evalvacije rezultatov na²ih agentov. V zadnjem poglavju strnemo zaklju£ne
ugotovitve in predstavimo moºnosti nadaljnjega razvoja.
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Poglavje 2
Pregled podro£ja
V tem poglavju pregledamo, kako se je razvijala umetna inteligenca skozi
prej²nja desetletja, in najve£je doseºke te veje v zadnjem £asu. Del poglavja
smo povzeli po Russllovi in Norvigovi knjigi Artiﬁcial Inteligence  A modern
Approach [16]. Podrobneje pregledamo ²e zgodovino veje strojnega u£enja,
imenovano spodbujevano u£enje, kar smo povzeli po Suttonovi in Bartovi
knjigi Reinforcement Learning: An introduction [22]. Na koncu preletimo
razvoj umetne inteligence v industriji ra£unalni²kih iger.
2.1 Umetna inteligenca
Veda o inteligentnih agentih in umetna inteligenca nista nekaj novega, £eprav
je ²e zmeraj stvar debate, kaj to£no pomeni umetna inteligenca.
Delo Warrena McCullocha in Walterja Pittsa iz leta 1943 je splo²no spre-
jeto kot prvo delo s podro£ja umetne inteligence. Njuno delo izhaja iz treh
virov: znanja o osnovni ﬁziologiji in delovanju nevronov v moºganih, formalne
analize propozicijske logike ter Turingove teorije o ra£unanju. Predlagala sta
model umetnih nevronov, ki so bili priºgani ali izklopljeni glede na ustrezno
stimulacijo sosedov. Namigovala sta na to, da bi se lahko tak²en model tudi
u£il. Donald Hebb je pri tem demonstriral enostaven zakon aºuriranja jako-
sti povezav med nevroni. Njegov zakon, zdaj poimenovan Hebbovo u£enje,
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ostaja vpliven model ²e danes.
Ena najbolj vplivnih oseb v za£etku razvoja umetne inteligence je bil Alan
Turing. O svojih vizijah je predaval v Londonskem matemati£nem zdruºe-
nju. O umetni inteligenci je pisal tudi v £lanku Computing Machinery and
Intelligence [18]. Predstavil je preizkus, danes imenovan Turingov test inteli-
gence, strojno u£enje, genetske algoritme in spodbujevano u£enje. Predstavil
je tudi idejo programa  otroka, kjer je dejal: Namesto da se trudimo izde-
lati program, ki simulira odraslega, zakaj ne bi raje izdelali programa, ki bi
simuliral otroka? [18].
Leta 1951 je John McCarthy v Dartmouth Collegu zbral deset najve-
£jih poznavalcev umetne inteligence. Dva meseca so skupaj razvijali razli£ne
ideje. Najbolj uspe²na sta bila Newell in Simon, ki sta ustvarila sistem Logic
Theorist. Simon je trdil: Izdelali smo ra£unalni²ki program, ki je zmoºen
razmi²ljati nenumeri£no in s tem re²ili problem zavesti. eprav je program
dejansko na²el dokaz za eno izmed teorij iz Principia Mathematica, kraj-
²ega od zapisanega, je bil Newellov in Simonov £lanek o njunem programu
zavrnjen v Journal of Symbolic Logic [16].
Rochester in sodelavci so ustvarili nekaj prvih pravih programov umetne
inteligence. Gelernter je ustvaril program Geometry Theorem Prover, ki je
lahko dokazoval teºke teoreme [6]. Na poti do tega rezultata je dokazal, da
ni res, da ra£unalniki lahko delajo samo to, kar jim je naro£eno. Njegov
program se je hitro nau£il, kako igrati igro bolj²e kot njegov lastnik.
Leta 1958 je McCarthy deﬁniral jezik lisp, ki je postal prevladujo£i pro-
gramski jezik za UI (umetno inteligenco) za naslednjih 30 let. Isto leto je
izdal £lanek, imenovan Programs with Common Sense [10], v katerem je
opisal hipoteti£en program Advice Taker, ki je znan kot prvi popolni sis-
tem umetne inteligence. Tako kot programa Logic Theorist in Geometry
Theorem Prover je bil tudi Advice Taker zami²ljen tako, da uporablja
znanje za re²itve nekaterih problemov, ampak z razliko od ostalih naj bi ta
program uporabil celotno splo²no znanje, zato McCarthy pravi, da je pro-
gram popolni sistem umetne inteligence [16].
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Minsky je vodil skupine ²tudentov, ki so se osredoto£ili na speciﬁ£ne pro-
blemske domene, ki navidezno potrebujejo inteligenco za re²evanje. Te ome-
jene svetove so poimenovali mikrosvetovi. Kot primer je program Analogy
Toma Evansa iz leta 1968 re²eval probleme iz domene geometrijske analo-
gije, tipi£ne za fakultetne predmete. Najbolj znan mikrosvet je bil svet kock,
v katerem je robotska roka postavljala kocke [15]. Robotska roka je lahko
premikala eno kocko naenkrat.
Uspe²en ekspertni sistem je bil MYCIN, ki so ga uporabljali za diagnozo
krvnih infekcij. Sistem se je izkazal kot natan£en, saj se je lahko primerjal s
to£nostjo ekspertov ter napovedoval precej bolj²e kot mladi zdravniki. Sistem
je deloval na podlagi pribliºno 450 pravil [20].
Skriti markovski model (angl. Hidden Markov model, HMM) je dominiral
na podro£ju umetne inteligence v 80. letih prej²njega stoletja. Izkazal se je
kot u£inkovit pri pretvarjanju zvoka v besedilo, £eprav ni pri£akovati, da na²i
moºgani delujejo na podoben na£in. HMM se generirajo na podlagi velikih
zbirk z realnimi govornimi podatki.
V 90. letih prej²njega stoletja je ponovno postala popularna ideja o splo-
²nem inteligentnem agentu. SOAR, delo Newella, Lairda in Rosenblooma, je
eden najbolj znanih primerov arhitekture popolnega agenta [16].
Popularnost inteligentnih agentov je mo£no narastla zaradi pojavitve
medmreºja. Tehnike umetne inteligence se uporabljajo v veliko razli£nih
orodjih na medmreºju, kot so iskalniki, svetovalni sistemi itd.
Leta 1997 je IBM-ov Deep Blue, ki so ga za£eli razvijati leta 1985, prema-
gal takrat ve£kratnega svetovnega prvaka v ²ahu Kaspara. V zadnjih letih
ra£unalnik v ²ahu prepri£ljivo zmaguje [16].
2.2 Spodbujevano u£enje
Vejo strojnega u£enja, imenovano spodbujevano u£enje (angl. reinforcement
learning), bomo zgodovino podrobneje predstavili, ker je najbolj obetavna za
re²itev na²ega problema. Za razliko od nadzorovanega u£enja spodbujevano
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u£enje ne potrebuje ozna£enih podatkov ºe na za£etku. Poleg tega agent na
podlagi spodbujevanega u£enja neprestano izbolj²uje rezultate in obna²anje
zato, ker s £asom nabira izku²nje in izkori²£a nabrano znanje.
V £asu za£etkov spodbujevanega u£enja je obstajalo ve£ vej, iz katerih se
je kasneje razvilo dana²nje spodbujevano u£enje. Ena izmed vej se je razvila
iz psihologije o u£enju pri ºivalih. Druga veja izhaja iz teorije optimalnega
nadzora, £eprav ta veja na za£etku ni bila osredoto£ena na u£enje. Tretja
veja se ukvarja z metodami £asovnih razlik (angl. temporal diﬀerence).
2.2.1 Optimalen nadzor
Terminologija optimalen nadzor izhaja iz 50. let prej²njega stoletja kot
opis formuliranja krmilnika, ki minimizira dinami£nost obna²anja sistemov
skozi £as. Eno izmed prvih re²itev takega problema je predstavil Richard
Bellman s sodelavci. Re²itev uporablja koncept stanj v dinami£nem sistemu
in funkcijo z optimalno vrednostjo, funkcijsko ena£bo, zdaj imenovano
Bellmanova ena£ba. Razred metod, s katerimi se take ena£be re²ujejo, je
znan kot dinami£no programiranje. Bellman je predstavil tudi diskretno
stohasti£no verzijo problema optimalnega nadzora, znano kot markovski od-
lo£itveni problem. Omenjeni koncepti so podlaga za spodbujevano u£enje.
2.2.2 U£enje iz napak
Glavna veja spodbujevanega u£enja izhaja iz psihologije, njena glavna ideja
je preizku²anje in u£enje iz napak in uspehov. V psihologiji je ve£ tak²nih
teorij o u£enju iz napak (angl. Trial and Error). Eden prvih, ki je idejo
tak²nega na£ina u£enja predpostavil, je bil Edward Thorndike. Poglavitna
ideja je, da so dejanja, ki so se kon£ala z uspe²nim izidom, ve£krat izbrana kot
tista, ki so se kon£ala s slabim izidom. Thorndike je opisano idejo imenoval
zakon u£inka (angl. Law of Eﬀect).
V 60. letih prej²njega stoletja se je prvi£ uporabil pojem spodbujevano
u£enje (npr. Waltz and Fu, 1965; Mendel, 1966; Fu, 1970; Mendel and
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McClaren, 1970). Zanimiv £lanek je napisal Minsky leta 1961, imenovan
Steps toward Artiﬁcial Intelligence. V njem je opisoval problem dodelje-
vanja nagrade, ko je do rezultata ²e veliko korakov [14].
Leta 1963 je John Andreae ustvaril sistem STeLLA, ki se je u£il s pomo£jo
u£enja iz napak v svojem okolju. Sistem je imel interni model sveta in kasneje
notranji monolog za re²evanje problema skritih stanj.
Donald Michie je leta 1961 in 1963 opisal osnoven sistem u£enja iz napak
za u£enje pri igri tic-tac-toe, imenovan MENACE (angl. Matchbox Educable
Naughts and Crosses Engine). Sestavljen je bil iz ²katlic za vsako moºno
pozicijo v igri. Vsaka ²katlica je imela neko ²tevilo barvnih kroglic. Vsaka
moºna poteza je bila predstavljena z eno barvno kroglico z druga£no barvo.
Iz ²katlice je sistem naklju£no izbral eno kroglico in s tem dolo£il odlo£itev
za naslednjo potezo sistema. Na koncu igre je sistem kroglico odstranil ali
dodal glede na to, ali je dobil nagrado ali kazen  glede na kon£ni rezultat
[5].
Leta 1968 sta Michie in Chambers opisala ²e en sistem za igranje in spod-
bujevano u£enje pri igri tic-tac-toe, imenovan GLEE (angl. Game Learning
Expectimaxing Engine). Sistem je uporabil upravljavca s spodbujevanim
u£enjem, imenovan BOXES. BOXES je imel nalogo, da se nau£i drºati v
ravnovesju palico na premikajo£em se vozi£ku, pri tem pa se oglasi signal ne-
uspeha, £e palica pade ali pa vozi£ek pride do konca poti, kot je prikazano na
sliki 2.1. Njuno delo se je izkazalo kot zelo vplivno na kasnej²a dela (Barto,
Sutton, and Anderson, 1983; Sutton, 1984). Michie je velikokrat poudaril,
da imata preizku²anje in u£enje iz napak klju£no vlogo pri umetni inteligenci
[12].
Widrow, Gupta in Maitra so modiﬁcirali Widrowov in Hoﬀov algoritem
LMS (angl. Least Mean Squared) v algoritem, ki je postal zakon spodbu-
jevanega u£enja in se je znal u£iti iz signalov uspeha ali izgube namesto iz
u£nih primerov. Algoritem so analizirali in pokazali, da se je bil zmoºen nau-
£iti igre blackjack. Tak²en na£in u£enja so poimenovali selektivna strnenska
prilagoditev (angl. Selective bootstrap adaptation) in ga opisali kot u£enje
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Slika 2.1: Vozi£ek, ki se u£i, kako balansirati palico s premikanjem.
s kritikom namesto z u£iteljem.
Raziskave o u£e£em se avtomatu so imele bolj neposreden vpliv na vejo
u£enja iz napak, kar je vodilo v moderne raziskave spodbujevanega u£enja.
U£e£i se avtomati so zelo osnovni nizko-spominski stroji za re²evanje proble-
mov, kot so n-ro£ni bandit. U£e£i se avtomat izvira iz Rusije (delo Tselina
1973) in se je od takrat ²e razvijal (Narendra 1974, Thathachar 1989).
Leta 1975 je John Holland predstavil splo²no teorijo o adaptivnih sistemih
na podlagi izbranih na£el. Njegovo zgodnje delo je obsegalo preizku²anje in
u£enje iz napak, evolucijske metode in n-ro£ni bandit. Leta 1986 je pred-
stavil klasiﬁcijske sisteme, prave sisteme s spodbujevanim u£enjem, ki vklju-
£ujejo funkcijo vrednosti. Klju£ni del Hollandovega klasiﬁkacijskega sistema
je genetski algoritem, evolucijska metoda, katere vloga je, da razvije upo-
rabne agente. Klasiﬁkacijske sisteme je razvijalo veliko raziskovalcev, toda
genetski algoritmi so dobili ve£ pozornosti [22].
Posameznik, ki je najbolj pripomogel k oºivljanju u£enja iz napak v spod-
bujevanem u£enju, je bil Harry Klopf [22]. Ugotovil je, da so bili bistveni
vidiki adaptivnega obna²anja izgubljeni, ko so se raziskovalci skoraj izklju£no
osredoto£ili na nadzorovano u£enje. Kar je po njegovem mnenju manjkalo,
so bili hedonisti£ni vidiki obna²anja, ki se trudijo dose£i rezultat tako, da
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usmerjajo okolico proti ºelenemu razpletu in stran od nezaºelenega razpleta.
2.2.3 U£enje s £asovnimi razlikami
Tretja veja spodbujevanega u£enja se imenuje u£enje s £asovnimi razlikami
(angl. Temporal Diﬀerence learning, TDL).
To u£enje delno izvira iz psihologije u£enja pri ºivalih, ²e posebej v smislu
sekundarnih oja£evalcev (angl. secondary reinforcers). Sekundarni oja£eva-
lec je spodbudnik, ki je povezan s primarnim oja£evalcem, kot so recimo
hrana ali bole£ina, zaradi tega prevzame podobne oja£evalne lastnosti. Min-
sky (1954) je opazil, da je to psiholo²ko na£elo lahko pomembno za sisteme
umetne inteligence. Arthur Samuel (1959) je predstavil in implementiral me-
todo u£enja, ki je vklju£evala ideje TDL kot del programa, ki je igral damo
(angl. checkers) [17].
Leta 1972 je Klopf zdruºil u£enje iz napak s komponento na podlagi TDL.
Klopfa je zanimalo u£enje v velikih sistemih in se je zato zanimal za ideje
o lokalni oja£itvi, ker bi komponente nekega ve£jega u£nega sistema lahko
oja£ale ena drugo. Razvil je idejo posplo²ene oja£itve (angl. Generalized
Reinforcement), kjer bi vsaka komponenta opazovala svoje vhode v smislu
spodbujevanega u£enja: spodbujevalen vhod kot nagrada in zaviralni vhodi
kot kazen. V retrospektivi je delo sicer dlje od TDL kot Samuelovo delo, je
pa Klopf povezal idejo u£enja iz napak s psihologijo u£enja pri ºivalih.
Sutton je razvijal ideje Klopfa, zlasti povezave s teorijo u£enja pri ºivalih,
in opisoval zakone u£enja pri spremembah v £asovno zaporednih napovedih.
Skupaj z Bartom sta izpilila omenjene ideje in razvila psiholo²ki model kla-
si£nega pogojevanja (angl. conditioning) na osnovi TDL. Schultzov, Dayanov
in Montagueov povzetek povezuje TDL z idejami iz nevroznanosti [19].
Veji TDL in u£enje z optimalnim nadzorom sta se povezala leta 1989 z
Watkinsovim razvitjem Q-u£enja. Omenjeno delo raz²irja in vklju£uje prej-
²nje delo v vseh treh vejah spodbujevanega u£enja. Werbo (1987) je prispeval
k temu z zdruºitvijo u£enja iz napak in dinami£nega programiranja. V za-
dnjih letih je vedno ve£ prispevkov s podro£ja spodbujevanega u£enja [22].
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V naslednjem podpoglavju predstavimo zgodovino razvoja UI v ra£unal-
ni²kih igrah.
2.3 Zgodovina UI v ra£unalni²kih igrah
Poleg iger Pong in Space Invader je bila igra Pac-Man, ki je iz²la leta 1979,
ena izmed prvih iger, ki je vsebovala inteligentne agente, ki so dajali igralcu
ob£utek, da ima razmi²ljujo£ega nasprotnika, ki kuje zaroto proti igralcu.
Nasprotniki so se premikali na podoben na£in kot igralec in mu oteºili delo.
Agenti iz igre Pac-Man so uporabljali preprost avtomat (angl. State ma-
chine). Agenti, ki so duhove vodili, so bili ali v stanju sledenja igralcu ali v
stanju beºanja od igralca. Na vsakem kriºi²£u je agent z neko verjetnostjo
izbral najbolj optimalno pot, sicer pa je pot izbral naklju£no.
Leta 1987 je SEGA izdala igro Golden Axe. V igri so implementirali
agente, ki so po£akali na igralca, nato pa ga takoj napadali ali pa so se
premaknili na drugo stran in se ²ele takrat spravili nanj. Agenti so bili ²e
zmeraj precej enostavni.
Podjetje Rare Ltd. je izdalo igro Goldeneye 007 leta 1997. Igra je poka-
zala precej²en napredek UI v ra£unalni²kih igrah. eprav je bilo delovanje
agentov znotraj igre osnovano z uporabo kon£nih avtomatov, so dodali sis-
tem simulacije £utov (angl. Sense Simulation System). Agenti so dajali
ob£utek, da so znali opazovati ostale igralce in primerno reagirati, £e je bil
kak²en izmed njihovih tovari²ev ustreljen. Sistem simulacije £utov je bil ve£-
krat uporabljen v drugih igrah tega £asa, kot so Thief: The Dark Project
(Looking Glass Studios Inc., 1998), Metal Gear Solid (Konami Corporation,
1998) itd.
Igra Warcraft (izdal jo je Blizzard leta 1994) je bila ena izmed prvih iger,
v katero so vklju£ili agente, ki so uporabljali napredne algoritme za iskanje
poti (angl. Path Finding).
UI v obliki modela £ustev vojakov je prikazala igra simulacije boji²£ War-
hammer: Dark Omen, ki jo je izdal Mindscape leta 1998. Igra je bila tudi
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ena prvih, ki je uporabnikom prikazala premikanje enot v robustni formaciji.
Igra, ki je temeljila na UI, je bila Creatures (Cyberlife Technology Ltd.,
1997). Ta igra ima enega najbolj kompleksnih sistemov UI v igrah. Vsak lik
ima svoje moºgane v obliki nevronske mreºe. ivali v igri, poimenovane
Norni, imajo lastnosti agentov, ki so se zmoºni u£iti. V tem smislu je
igra Creatures ²e zmeraj edinstvena. Iger, ki imajo implementirane agente,
ki se lahko u£ijo, je zelo malo [7], medtem ko pri igrah, kot so The Sims
(Maxis Sofware, Inc., 2000) in Black and White (Lionhead Studios Ltd.,
2001) igralnost igre mo£no temelji na UI.
V kombinaciji s kon£nim avtomatom se v igrah mnogokrat uporabljajo
koncepti mehke logike. Mehka logika pripomore v situacijah, ko ni binarne
izbire. Mehka logika skupaj s kon£nim avtomatom je bila implementirana v
strelski igri Unreal, kjer agenti beºijo, ko izgubljajo, se skrijejo, £e so po²ko-
dovani, vodijo igralca v zasedo itd. [7].
Dandanes je ogromno razli£nih primerov UI v igrah. Veliko iger ²e zmeraj
uporablja zelo poenostavljen sistem UI, saj ve£ od tega niti ne potrebujejo.
Agenti v strelskih igrah uporabljajo ve£ akademske UI kot druge veje UI [13].
Tak²na UI se uporablja tudi za treniranje vojakov, npr. igro Full Spectrum
Warrior (Pandemic Studios, 2004) so na za£etku razvijali za potrebe vojske.
UI se vklju£uje tudi v ²portne igre, vendar imajo te igre posebne zahteve
in veliko izzivov je ²e zmeraj nere²enih. Igre z vlogami (angl. Role Playing
Games) imajo npr. teºave z interakcijo z agenti pri pogovorih [13].
V naslednjem poglavju podrobneje opi²emo, kako deluje spodbujevano
u£enje.
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Poglavje 3
Opis u£enja
Kon£ni cilj na²e naloge je implementirati agenta, ki bi s £asom in z nabira-
njem izku²enj igral bolje in na koncu morda celo preka²al £love²kega igralca.
elimo agenta, ki se je zmoºen u£iti iz svojih napak.
Za na²o nalogo potrebujemo koncept umetne inteligence, s katerim bi
lahko implementirali agenta, ki se je zmoºen prilagajati novim okoli²£inam,
se druga£e obna²ati v primeru neuspeha in iskati najbolj optimalno naslednjo
potezo znotraj igre, ne da bi se ujel v lokalne ekstreme. Odlo£ili smo se, da je
najprimernej²a re²itev za na² problem agent, implementiran s spodbujevanim
u£enjem.
Najprej opi²emo osnove spodbujevanega u£enja, nato pa podrobneje pred-
stavimo glavne komponente spodbujevanega u£enja in njihovo medsebojno
delovanje. Predstavimo lastnost, ki je zelo pomembna v sistemih s spodbuje-
vanim u£enjem, imenovano markovska lastnost. Na koncu opi²emo tri glavne
na£ine implementacije spodbujevanega u£enja.
3.1 Spodbujevano u£enje
Spodbujevano u£enje pomeni, da se u£imo, kaj storiti oz. kako preslikati
okoli²£ine v dejanje tako, da maksimiziramo numeri£no nagrado. U£encu
ni predpisano, katero akcijo naj stori kot pri ve£ini oblik strojnega u£enja.
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Namesto tega mora raziskovati, katere akcije vrnejo najve£jo nagrado, tako da
jih izvaja. Najbolj zanimivi in zapleteni so primeri, ko akcije lahko vplivajo
ne samo na takoj²njo nagrado, ampak tudi na naslednjo situacijo in preko
tega na vse naslednje nagrade. U£enje iz napak in nagrada z zamudo sta dve
najpomembnej²i zna£ilnosti spodbujevanega u£enja.
Spodbujevano u£enje se razlikuje od drugih na£inov u£enja v tem, da ni
deﬁnirano z metodo u£enja, ampak z opisom u£nega problema. Katerakoli
metoda, ki je primerna za re²evanje tega problema, se smatra kot metoda
spodbujevanega u£enja. Agent se mora do neke mere zavedati stanja okolja in
biti sposoben izvedeti za akcijo, ki lahko vpliva na okolje. Agent mora imeti
tudi zastavljene cilje, ki so vezani na stanje okolja. Formulacija vklju£uje tri
vidike:
• zaznavanje,
• ukrepanje,
• cilje.
Spodbujevano u£enje ima druga£en na£in u£enja kot nadzorovano u£enje.
Nadzorovano u£enje temelji na detekciji vzorcev v statisti£nih podatkih z
uporabo algoritma, kot je nevronska mreºa ali linearna regresija. Nadzoro-
vano u£enje je u£enje iz primerov, ki so podani in ozna£eni vnaprej. Tak²en
na£in u£enja je pomemben, ampak ni zadosten za u£enje iz interakcij. V
interaktivnih problemih je velikokrat neprakti£no priskrbeti primere zaºele-
nega obna²anja, ki so tako pravilni kot tudi zastopni²ki za vse situacije, v
katerih bo agent moral ukrepati. V neznanem obmo£ju, kjer pri£akujemo, da
bo u£enje najbolj uporabno, se mora agent u£iti iz svojih izku²enj. Diagram
na sliki 3.1 prikazuje agentovo sodelovanje z okoljem.
Speciﬁ£en problem, ki se pojavi pri spodbujevanem u£enju in ne pri dru-
gih vrstah strojnega u£enja, je dilema raziskovanje (angl. exploration) ali
izkori²£anja (angl. exploitation). Da agent pobere £im ve£ nagrad, mora
izvesti akcije,za katere je ºe spoznal, da so u£inkovite pri ustvarjanju nagrade.
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Slika 3.1: Medsebojna interakcija med agentom in okoljem.
Da odkrije ²e bolj u£inkovite akcije, pa mora preizkusiti tudi akcije, ki jih
prej ²e ni izbral. Agent mora izkoristiti, kar ºe ve, da pride do £im ve£je
nagrade, toda hkrati mora raziskovati zato, da izbere £im bolj u£inkovite
akcije v prihodnosti. Agent s spodbujevanim u£enjem mora kombinirati tako
izkori²£anje kot raziskovanje, sicer ne doseºe dobrega rezultata. Dilemo iz-
kori²£anja in raziskovanja so matematiki intenzivno raziskovali ve£ desetletij
[22]. Te teºave pri nadzorovanem u£enju ni, saj je po navadi ºe deﬁnirano,
kdaj raziskovati in kdaj izkori²£ati znanje.
Pri mnogih drugih pristopih k strojnemu u£enju se ve£ji problemi razbi-
jejo na manj²e dele in se vsak podproblem re²uje posebej. Pri spodbujevanem
u£enju pa ciljno usmerjen agent smatra celoten problem za stohasti£no oko-
lje. Vsi agenti s spodbujevanim u£enjem imajo izrecne (angl. explicit) cilje.
Lahko zaznavajo okolje in izbirajo akcije, ki vplivajo na okolje. eprav je na
za£etku okolje neznano in stohasti£no, se pri£akuje, da se bodo akcije izvajale
takoj. e agent s spodbujevanim u£enjem vklju£uje na£rtovanje za naprej,
mora dolo£iti, na kak²en na£in bo kombiniral na£rtovanje in izbiro akcije v
realnem £asu ter tudi vpra²anje, na kak²en na£in pridobi model okolja in
kako ga izbolj²uje.
V naslednjem podpoglavju pregledamo bistvene komponente, ki sesta-
vljajo sistem s spodbujevanim u£enjem.
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3.2 Komponente sistema s spodbujevanim u£e-
njem
Poleg agenta in okolja obstajajo ²e ²tirje glavni elementi sistema s spodbu-
jevanim u£enjem:
• strategija (angl. Policy);
• funkcija nagrade (angl. Reward function);
• funkcija vrednosti (angl. Value function);
• model okolja (angl. model of the environment).
Agentova strategija dolo£i, na kak²en na£in se agent obna²a. Strategija
predstavlja preslikavo med stanji okolja in akcijami, ki se lahko izvedejo v teh
stanjih. Strategijo lahko predstavlja zelo preprosta funkcija ali pregledovalna
tabela, lahko pa je predstavljena z zahtevno funkcijo. Strategija je v jedru
agenta s spodbujevanim u£enjem v smislu, da s strategijo dolo£imo obna²anje
agenta.
Funkcija nagrade deﬁnira cilj v zadanem problemu. Funkcija nagrade
preslika vsako stanje okolja v realno ²tevilo ali nagrado, ki dolo£a zaºelenost
danega stanja. Edini cilj agenta s spodbujevanim u£enjem je, da maksimizira
skupno nagrado, ki jo prejme dolgoro£no. Funkcija nagrade dolo£a, katera
stanja so za agenta slaba in katera so dobra. Klju£no pri tem je, da agent ni
zmoºen spreminjati te funkcije, je pa osnova, ki dolo£a spreminjanje strategija
agenta. Funkcije nagrade so lahko stohasti£ne.
Funkcija nagrade kaºe, kaj je dobro takoj v naslednjem koraku, funk-
cija vrednosti dolo£a, kaj je dobro na dolgi rok. Enostavno re£eno, funk-
cija vrednosti dolo£a, kolik²no nagrado lahko agent pri£akuje na dolgi rok
iz dolo£enega stanja. Nagradna vrednost opisuje takoj²njo nagrado agentu,
medtem ko vrednost stanja upo²teva moºna stanja naprej in njihove nagrade.
Nagradno vrednost bi lahko opisali kot ob£utek uºitka in bole£ine, medtem
ko vrednost stanja predstavlja ob£utek zadovoljstva ali nezadovoljstva.
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V tem smislu so nagrade primarni, vrednosti pa sekunarni odzivi. Brez
nagrad ne bi bilo vrednosti. Edini razlog, zakaj ra£unamo vrednosti, je ma-
ksimiziranje nagrad. Ko pride do odlo£itve, se naslanjamo na vrednosti in
ne na nagrade. Izberemo akcije, ki vodijo do stanj z najvi²jimi vrednostmi.
Na ºalost je teºje vrednosti dolo£iti kot nagrado. Nagrade dobimo iz oko-
lja, vrednosti iz funkcije vrednosti pa moramo izra£unati glede na izku²nje
agenta. Ena najpomembnej²ih komponent sistema s spodbujevanim u£enjem
je metoda, ki u£inkovito izra£unava funkcijo vrednosti.
Funkcija vrednosti je lahko najpomembnej²a komponenta sistema s spod-
bujevanim u£enjem, vendar ni klju£na. Lahko obstajajo sistemi s spodbujeva-
nim u£enjem, ki ne vklju£ujejo funkcije vrednosti. Namesto tega uporabljajo
genetske algoritme, genetsko programiranje in podobne funkcije. Omenjene
metode delujejo znotraj strategije agenta, ne uporabljajo vrednosti stanj.
Evolucijske metode imajo prednost pred sistemi s spodbujevanim u£enjem s
funkcijami vrednosti, £e agent ne more to£no zaznavati stanja svojega okolja.
Ena izmed razlik med uporabljanjem evolucijskih metod ali funkcij vre-
dnosti je namre£ ta, da evolucijske metode niso v neposredni interakciji z
okoljem. Evolucijske metode ignorirajo pomembno lastnost: £eprav izbirajo
strategijo, ne opazujejo funkcije, ki preslikuje stanje okolja v akcije. Ne zapo-
mnijo si, katera stanja so ºe videla in katere akcije so bile ºe izvedene. Sistemi
s spodbujevanim u£enjem, ki izkori²£ajo funkcijo vrednosti, opazujejo in si
zapomnijo tako stanja kot akcije.
Model okolja posnema okolje. Modeli so uporabljeni za na£rtovanje, s
katerim se dolo£ijo naslednje odlo£itve na podlagi tega, kak²ne so pri£akovane
nagrade v naslednjih moºnih stanjih. Tako se agent hkrati u£i iz napak in iz
modela okolja.
3.3 Markovska lastnost
V sistemu s spodbujevanim u£enjem agentove odlo£itve temeljijo na signalu,
ki prihaja iz okolja, ki ga imenujemo stanje okolja. Okolje je lahko opisano na
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veliko na£inov in lahko poda veliko podatkov. Ena lastnost mo£no deﬁnira,
v kak²nem okolju smo. Ta lastnost se imenuje markovska lastnost.
Stanje je markovsko, £e je naslednjo stanje odvisno le od trenutnega [9].
Na primer, pri igri ²ah markovska lastnost velja, saj trenutna pozicija ﬁgur
vsebuje vso informacijo za odlo£itev. Pri problemu, kot je ²ah, ne potrebu-
jemo zgodovine potez. V nobenem problemu pa ne potrebujemo ve£ infor-
macij kot jo vsebuje celotna zgodovina stanj. Markovska lastnost je koristna
aproksimacija, ki poenostavi u£ne algoritme, saj nam ni potrebno hraniti
zgodovine [9].
Markovski odlo£itveni problem (angl. Markov Decision Process) je pro-
blem, ki izpolnjuje pogoje markovske lastnosti. e ima kon£no mnoºico stanj
in kon£no mnoºico moºnih akcij, potem se problem imenuje kon£ni markovski
odlo£itveni problem (angl. Finite Markov Decision Process).
3.4 Dinami£no programiranje
Dinami£no programiranje (angl. Dynamic programming, DP) vsebuje algo-
ritme v spodbujevanem u£enju, ki jih lahko uporabimo za izra£un optimalne
strategije, £e je model okolja markovski odlo£itveni problem. Klasi£ni algo-
ritmi DP imajo omejeno uporabnost v spodbujevanem u£enju, ker pri£akujejo
popoln model okolja in potrebujejo mnogo ra£unske mo£i. Algoritmi DP so
pomembni v teoriji spodbujevanega u£enja. Klju£na ideja DP je organizirati
iskanje strategije s pomo£jo funkcij vrednosti.
Optimalno strategijo lahko dolo£imo, £e imamo optimalno funkcijo vre-
dnosti. Algoritmi DP so sestavljeni tako, da Bellmanove ena£be spremenimo
v posodobitve za popravke napovedi vrednosti stanj. Funkcijo vrednosti
lahko izra£unamo, £e imamo informacijo o ugodnih stanjih v okolju: tistih,
ki vrnejo pozitivno nagrado, in tudi tistih, ki vrnejo negativno nagrado. Na-
slednji korak se imenuje popravljanje (angl. backing up), kjer si vsako stanje
doda vrednosti svojih sosedov normalizirano s ²tevilom sosedov. Naloga se
izvede n-krat, in sicer od 0 do razdalje n. Struktura ena£be je prikazana v
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(3.1). Pomen simbolov v ena£bi je: s - stanje, pi - strategija, a - akcija, R -
funkcija nagrade, A - mnoºica moºnih akcij glede na stanje, S - mnoºica stanj
in γ - faktor zmanj²evanja. Tak²ni metodi re£emo tudi iterativna evalvacija
strategije (angl. Iterative Policy Evaluation) [2].
Vk+1(s)←
∑
αA
pi(a|s)
[
R(s, a) + γ
∑
s′S
P (s′|s, a)Vk(s
′)
]
(3.1)
Da dobimo zaporedne pribliºke vrednosti, metoda uporabi isto operacijo
za vsa stanja na podlagi starih vrednosti stanj. V vsaki iteraciji iterativne
evalvacije strategije popravljamo vrednosti vseh stanj, da dobimo pribliºno
funkcijo vrednosti Vk+1. Obstaja veliko razli£nih popravkov, odvisno od
tega, ali popravljamo vrednost stanja ali kombinacijo stanja in akcije, in od
tega, na kak²en na£in so kombinirane vrednosti zaporednih stanj. Popravki
v DP so polni (angl. full back up) zato, ker delajo na osnovi vseh sosednjih
stanj in ne le za vzorec naslednjih moºnih stanj.
Ko izra£unamo funkcijo vrednosti, lahko dolo£imo optimalno strategijo.
Trenutna strategija pi agentu narekuje, katero akcijo naj izbere. Ko v nekem
stanju izberemo akcijo, ki ni v strategiji, in potem primerjamo rezultat glede
na strategijo, lahko izberemo u£inkovitej²o strategijo. U£inkovitost izra£u-
namo s pomo£jo izraza (3.2). Pomen simbolov v ena£bi so Q - vrednost
akcije in r - nagrada.
Qπ(s, a) = Eπ
{
rt+1 + γV
π(st+1)|st = s, at = a
}
(3.2)
Klju£ni kriterij je, da £e neka sprememba v strategiji prinese bolj²i rezul-
tat, potem je bolj²e izbirati spremembo. Opisan postopek je del teorema o
izbolj²avi strategije (angl. Policy improvement theorem) [24].
Evalvacija strategije (angl. Policy Evaluation) opisuje iterativno ra£una-
nje funkcij vrednosti za dano strategijo. Izbolj²ava strategije (angl. Policy
improvement) opisuje ra£unanje dane funkcije vrednosti za izbolj²ano strate-
gijo. Ko zdruºimo metodi, dobimo iteracijo strategije (angl. Policy Iteration)
in iteracijo vrednosti (angl. Value Iteration), zelo priljubljeni metodi v DP.
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Eno ali drugo lahko uporabimo kot zanesljiv na£in, kako izra£unati optimalno
strategijo in funkcije vrednosti za kon£ne markovske odlo£itvene probleme.
Metode DP opravijo polne popravke v vseh stanjih. Vsak popravek
posodobi vrednost enega stanja glede na moºna naslednja stanja. Ko po-
pravki DP ne povzro£ajo ve£ sprememb, je postopek kon£an.
Ena pomembnih lastnosti metod DP je, da je aºuriranje napovedi za
vrednosti stanj osnovano na napovedi vrednosti pomoºnih naslednjih stanj.
Tak²en na£in pridobivanja napovedi imenujemo zankanje. Klju£no pri DP
je, da imamo natan£en opis okolja in da se uporablja zankanje. Primer
zankanja je razviden na sliki 3.2.
3.5 Metode Monte Carlo
Z razliko od DP, Monte Carlo metode (MCM) potrebujejo le izku²nje, vzorce
zaporedji stanj, akcij in nagrad v ºivo ali iz simulirane interakcije z okoljem.
U£enje v ºivo ne potrebuje predhodnega znanja o okolju, a vseeno lahko
doseºe optimalno obna²anje. eprav MCM potrebujejo model okolja, mora
model generirati samo vzorce prehodov in ne celotne verjetnostne distribucije
vseh moºnih prehodov, kot je potrebno pri metodah DP.
Pri MCM pri£akujemo, da je problem epizoden (angl. Episodic). Pri£ak-
ujemo, da je interakcija z okoljem razdeljena na epizode in da se vse epizode
enkrat kon£ajo ne glede na to, katere akcije so bile izbrane. Samo po koncu
vsake epizode se spreminjajo napovedane vrednosti stanj in strategija. Izraz
Monte Carlo je ve£krat uporabljen za opis operacije, ki vklju£uje neko sto-
hasti£no komponento. Tu jo uporabljamo izklju£no za metode, ki temeljijo
na vzor£enju celotne pri£akovane nagrade [12].
MCM razvijejo svoje funkcije vrednosti in optimalne strategije na podlagi
izku²enj v obliki vzor£nih epizod. To pomeni, da imajo MCM tri prednosti
pred metodami DP. Prva je, da se lahko nau£ijo optimalnega obna²anja di-
rektno s stikom z okoljem brez modela okolja. Druga je, da jih lahko upo-
rabljamo pri simulaciji ali vzor£enje modelov. Tretja je, da je MCM moºno
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Slika 3.2: Izgradnja funkcijo vrednosti v primeru dvodimenzionalnega sveta,
ki vra£a nagrado z vrednostjo -1 razen v levem zgornjem in desno spodnjem
kotu, kjer vra£a 0. Vrednost k predstavlja ²tevilo iteracij. Na levi so vrednosti
stanj, na desni pa strategija.
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Slika 3.3: Procesa evalvacije strategije in izbolj²ave strategije medsebojno
sodelujeta.
u£inkovito osredoto£iti na manj²i podseznam stanj. Eno podro£je, ki nas
bolj zanima, lahko natan£no evalviramo, ne da bi natan£no preverili ostala
stanja. Obstaja ²e £etrta prednost in to je, da so MCM manj ob£utljive na
kr²itve markovske lastnosti. Razlog je, da se tukaj ne aºurira vrednosti na
osnovi vrednosti naslednjih moºnih stanj. Tukaj se zankanje ne uporablja
[1].
Posplo²ena iteracija strategije (angl. Generalized policy iteration, GPI)
opisuje medsebojno delovanje procesov evalvacije strategije in izbolj²ave stra-
tegij. MCM so zgrajene tako, da sledijo shemi posplo²ene iteracije strategij.
Ideja GPI je predstavljena na sliki 3.3.
MCM namesto uporabe modela okolja za izra£un vrednosti vsakega stanja
uporabijo povpre£no pri£akovano nagrado iz vsakega stanja posebej. Ker je
vrednost stanja dolgoro£no pri£akovana nagrada, je lahko povpre£je dober
pribliºek pravi vrednosti. e posebej je uporabno pribliºevanje funkcijam
akcija-vrednost, saj te lahko izbolj²ajo strategijo brez modela okolja.
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Problem pri MCM je vzdrºevanje dovolj²nje stopnje raziskovanja. Ni do-
volj, da izberemo akcije, ki so trenutno ocenjene kot najbolj²e, saj ostale
akcije tako ne dobijo pri£akovane nagrade. V tem primeru ne bi nikoli od-
krili bolj²e izbire. Za re²itev tega problema obstajata dve metodi: vklju£ena
strategija (angl. On policy) in izklju£ena strategija (angl. Oﬀ policy). V
vklju£eni strategiji agent zmeraj raziskuje in izbere strategijo, ki zmeraj raz-
iskuje. Tudi v izklju£eni strategiji agent raziskuje, nau£i pa se deterministi£ne
optimalne strategije, ki mogo£e ni povezana s strategijo, ki ji je sledil med
u£enjem [21].
eprav je med MCM in DP nekaj klju£nih razlik, se najpomembnej²e
ideje ujemajo. Funkcija vrednosti se izra£una na enak na£in in tudi na£in
iskanja optimalne vrednosti je enak.
3.6 U£enje s £asovnimi razlikami
Ena centralnih idej spodbujevanega u£enja je u£enje s £asovnimi razlikami
(angl. Temporal Diﬀerence Learning, TDL). TDL gre za kombinacijo idej
iz MCM in DP. Tako kot pri MCM se tudi pri TDL metode lahko u£ijo le
iz izku²enj in brez modela okolja. Tako kot metode DP tudi metode TDL
aºurirajo vrednosti, ki delno bazirajo na ostalih nau£enih napovedih, brez
£akanja na kon£ni rezultat, torej se uporablja zankanje [8].
Metode TD (angl. Temporal diﬀerence) so alternativni na£in za re²eva-
nje problema vrednosti glede na MCM. Nadzorni problem pri obeh na£inih
izhaja iz posplo²ene iteracije strategije. Ideja je, da bi morali biti funkciji za
pribliºek strategiji in izra£un vrednosti stanj medsebojno usklajeni tako, da
se skupaj premikata proti optimalni vrednosti, kot je razvidno na sliki 3.3.
Eden izmed dveh procesov, ki skupaj sestavljata GPI, vodi funkcijo vre-
dnosti, da £im bolj to£no napove pri£akovano nagrado za trenutno strategijo
(problem napovedovanja). Drugi proces temelji na izku²nji, potrebno je vzdr-
ºevati dovolj²njo koli£ino raziskovanja [23].
Metode TDL niso vezane samo na spodbujevano u£enje, lahko jih bolj
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posplo²imo. Primerne so za u£enje dolgoro£nih napovedi dinami£nih sis-
temov. TDL lahko uporabimo za napoved ﬁnan£nih podatkov, ºivljenjske
dobe, volilnih rezultatov, vremenskih vzorcev, obna²anja ºivali ipd.
V naslednjem poglavju predstavimo, na kak²en na£in smo implementirali
spodbujevano u£enje z na²im agentom v igri Knoxball.
Poglavje 4
Agent s spodbujevanim u£enjem v
dinami£ni igri
Za primer uporabe spodbujevanega u£enja na napravi z omejenimi viri smo
izbrali mobilno igro. Izbrali smo mobilno igro Knoxball, ki smo jo razvili
sami. Igro smo izbrali zato, da bi imeli proste roke pri implementaciji, saj
imamo njeno izvorno kodo. Spodbujevano u£enje smo implementirali tako,
da pravilno deluje tudi na napravi z omejenimi viri.
V nadaljevanju opi²emo koncept igre Knoxball, potem pa podrobneje
strukturo in delovanje agenta s spodbujevanim u£enjem, ki smo ga imple-
mentirali.
4.1 Opis igre
Knoxball je igra, narejena za mobilne naprave z operacijskim sistemom iOS.
V celoti je napisana v programskem jeziku Objective-C. Igra poleg drugih
standardnih knjiºnic iOS uporablja knjiºnico XNI, ki je podprta v iOS od
ina£ice 6.1 naprej. Deluje tudi na tabli£nih ra£unalnikih z operacijskim sis-
temom iOS. Za platformo iOS (namesto za platformo Android ali Windows)
smo se odlo£ili zaradi programske opreme, ki je bila na razpolago, in trenutne
raz²irjenosti platforme iOS. Potrebovali smo ra£unalnik z operacijskim siste-
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Slika 4.1: Primer igre Knoxball, ko imata obe ekipi po tri igralce.
mom OS X in z Xcode ter mobilni telefon z operacijskim sistemom iOS verzije
vsaj 6.1. Za testiranje aplikacije na mobilnem telefonu smo potrebovali tudi
univerzitetno licenco [11].
Knoxball je ²portna igra, me²anica med nogometom in zra£nim hokejem.
Izvaja se v realnem £asu. Bistveni del igre je tekma med dvema ekipama
(vsaka ima svoje igralce  enega, dva ali tri), ki branita svoj gol. Obe ekipi
imata skupno igri²£e, na katerem se izvaja tekma, in ºogo, ki jo morajo
spraviti v gol nasprotnika. Ekipa, ki zabije ve£ golov nasprotniku, zmaga.
Igralci so predstavljeni s premikajo£imi entitetami v obliki kroga, ki lahko
pove£a gibalno koli£ino ºoge, ko je ta dovolj blizu (strel). Imajo tudi moºnosti
premikanja ºoge ob dotiku in premika naprej. oga se odbija od stranic.
Izgled igre je viden na sliki 4.1.
V osnovi je igra enostavna. Kot pri pravem nogometu so za zmago proti
dobri nasprotni ekipi potrebni razumevanja igre, dobre reakcije in razmi-
²ljanje vnaprej. Kakovostna igra je polna hitrih manevrov, podaj, strelov,
4.2. ARHITEKTURA IGRE IN AGENTA 29
odbitih strelov, obramb, dummy potez, preigravanja in prerivanja. Za
zmago obstaja veliko razli£nih strategij. To pomeni, da proti dobrim igralcem
je teºko zmagati.
Dober igralec se mora pravilno postaviti. Vedeti mora, kdaj je primeren
£as za strel na gol, kdaj odbiti strel na gol ter kdaj preigrati nasprotnika.
Vedeti mora tudi, kdaj se je bolje obna²ati obrambno in kdaj je £as za na-
padalno igro.
Agent s spodbujevanim u£enjem je za tak²no igro primeren in koristen,
saj bo agent kon£ni avtomat vedno ponavljal iste napake, medtem ko se
agent s spodbujevanim u£enjem skozi £as izbolj²uje. Knoxball predstavlja
dober primer, kako je lahko spodbujevano u£enje u£inkovito pri ustvarjanju
ob£utka igre proti pravemu £loveku, sploh v primerjavi s ²ibkej²imi u£nimi
modeli.
V naslednjem podpoglavju predstavimo sestavo igre, glavno zanko igre
ter kako je v igro vklju£en agent s spodbujevanim agentom.
4.2 Arhitektura igre in agenta
Igro sestavlja ve£ komponent, ki med seboj sodelujejo. Komponente se iz-
vajajo zaporedno, ko so na vrsti v glavni zanki igre (angl. Game Thread).
Glavne komponente igre in vrstni red izvajanja, je razviden iz slike 4.2. Zanka
se izvede tridesetkrat na sekundo. Algoritmi agenta s spodbujevanim u£e-
njem se izvajajo v vlogi doma£ega ali gostujo£ega igralca, odvisno od tega,
v kateri ekipi je.
e agent nima smeri, kamor bi se premaknil, se odlo£i za naslednji prostor,
ki se po njegovi oceni najbolje spla£a. e se agent premika in se njegova
lokacija glede na diskretizacijo igri²£a ne spremeni, ne dela nobenih dodatnih
odlo£itev. Ko se agentu spremeni lokacija glede na diskretizacijo igri²£a, se
na novo odlo£i, kam se najbolj spla£a premakniti.
Ves £as si agent shranjuje seznam vseh stanj okolja, v katerih je bil. V
trenutku zadetka agent dodeli stanjem, skozi katera je ²el, vrednost glede
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Slika 4.2: Seznam komponent igre in vrstni red, po katerem se izvajajo.
Komponenta soba se ukvarja z dogodki, ki se dogajajo v igri: zgodil se je
zadetek, konec igre, itd. Ekipi dodeljujeta vloge igralcem, £e vsebujejo agente
s kon£nim avtomatom. Komponenta ﬁzika nadzoruje ﬁziko znotraj igre, da
se ºoga odbija iz stranic, da se vsi igralci pomikajo naprej glede na gibalno
koli£ino, itd. Komponenti za izrisovanje izrisujeta elemente na pravilno mesto
na ekranu naprave.
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na uspe²nost. Agent te vrednosti vpi²e v svojo funkcijo vrednosti. S temi
podatki in aºurirano funkcijo vrednosti lahko agent izbira svoje odlo£itve.
Agent ima po zadetku in po vpisu vrednosti v funkcijo vrednosti moºnost
izvesti lokalno zankanje. Tukaj je veliko ra£unanja, zato agent izvaja lo-
kalno zankanje v ozadju. Zaradi ogromnega ²tevila moºnih stanj okolja ima
agent po dalj²em £asu u£enja veliko podatkov. Izmerili smo, da je agent imel
v nekaterih primerih ve£ kot 100 MB podatkov in s tem podalj²al nalaganje
podatkov na mobilno napravo. V £asu igranja pa nismo opazili upo£asnitve
igre zaradi agentov s spodbujevanim u£enjem.
V naslednjem podpoglavju pregledamo, kako smo implementirali agenta s
spodbujevanim u£enjem, glavne komponente tega agenta in njegovo sestavo.
4.3 Uporaba metod spodbujevanega u£enja v
na²em sistemu
V nadaljevanju opi²emo glavne komponente na²ega agenta s spodbujevanim
u£enjem in sodelovanje med komponentami.
Ker smo uporabljali spodbujevano u£enje na napravi z omejenimi viri,
smo morali biti pozorni na porabo virov. Pri ve£ini implementacij na²ega
agenta s spodbujevanim u£enjem smo se zgledovali po MCM, prisotnih pa je
tudi nekaj idej iz DP in TDL. Na² problem ima pribliºno markovsko lastnost,
kar natan£neje pokaºemo kasneje.
4.3.1 Diskretizacija igre
Eden najbolj zahtevnih izzivov pri implementaciji agenta s spodbujevanim
u£enjem je diskretizacija igre. Osredoto£ili smo se na igro ena na ena
(igralec proti igralcu). Poleg obeh igralcev je na igri²£u ²e ºoga. Za stanje
okolja bi lahko upo²tevali pozicijo, hitrost in smer igralca ter ºoge in to, ali
igralca streljata. Pozicija golov dolo£a vrednost nagrade, ko je ºoga v enem
izmed golov.
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Slika 4.3: Primer diskretizacije lokacij vseh igralcev in ºoge.
Z uporabo samo pozicije obeh igralcev in ºoge lahko skoraj zagotovimo
markovsko lastnost za stanje okolja, vendar ne popolnoma, saj ne moremo
razbrati smer gibanja in hitrost obeh igralcev in ºoge. Kon£na optimalna
strategija in funkcija vrednosti sta slab²i, kot £e bi upo²tevali tudi hitrost in
smer vseh elementov. Uporabljena diskretizacija prostora je vidna na sliki
4.3. e vklju£imo tudi smer in hitrost premikov, dodamo toliko dodatnih
stanj okolja, da je hitrost u£enja zelo zmanj²ana, £eprav bi bila to bolj opti-
malna re²itev. Toda ºe diskretizacija pozicij igralcev in ºoge na sprejemljivo
²tevilo stanj je, v primeru, ko si agent shrani vse podatke o teh stanjih, na
meji zmogljivosti naprave z omejenimi viri.
Za diskretizacijo okolja smo tako dolo£ili lokacijo vseh treh elementov in
stanje agenta, ali strelja ali ne. Vzdolºno koordinato (x) vseh lokacij smo
razdelili na n-delov, navpi£no koordinato (y) vseh lokacij pa na m-delov. To,
ali agent strelja ali ne, podvoji ²tevilo stanj. Tako imamo na koncu moºnih
stanj Ns = n3 ∗ m3 ∗ 2. Ve£ja kot sta n in m, bolj²a sta lahko najbolj
optimalna strategija in funkcija vrednosti, s tem pa je tudi obna²anje agenta
bolj optimalno. Toda z ve£anjem vrednosti n in m tudi upo£asnimo hitrost
u£enja agenta, saj v istem £asu ve£ stanj ostane neznanih. Uporabili smo
vrednosti n = 13, m = 8 in tako dobili ²tevilo moºnih stanj Ns = 2, 249, 728.
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4.3.2 Strategija
Strategijo uporabimo za dolo£anje naslednje akcije, ki jo izvedemo glede na
stanje okolja, v katerem je agent. Maksimalno ²tevilo moºnih akcij, ki jih
ima na razpolago agent, je v na²em primeru 16: 8 za smer, kar se podvoji z
upo²tevanjem, £e agent strelja ali ne. Moºne smeri so: gor, dol, levo, desno
ter diagonalni premiki. as smo razdelili tako, da agent pregleda, ali je £as
za novo odlo£itev ali ne ²estkrat na sekundo.
Vse moºne akcije, ki jih lahko agent izvede, so dodane v seznam. Prihodno
stanje izra£unamo tako, da napovemo, kje bosta nasprotnik in ºoga na igri²£u
glede na njuni gibalni koli£ini v £asu, ko bo agent prispel do ciljne lokacije
glede na izbiro stanja ter izbrano akcijo.
Seznam vseh akcij sortiramo glede na povpre£no pri£akovano nagrado za
stanje, v katerega bi akcija igralca privedla. Vrednost q dolo£a, s kak²no
verjetnostjo bomo izbrali stanje z najvi²jo napovedano pri£akovano nagrado.
Verjetnost, da se ne izbere najbolje ocenjena akcija, je Va>1 = 1 − q. Verje-
tnost, da ne izberemo niti prve niti druge akcije, je Va>2 = (1 − q) ∗ (1 − q)
itd. Tak²en na£in izbiranja naslednje akcije omogo£a ve£jo ﬂeksibilnost in
moºnost tako izkori²£anja kot raziskovanja, glede na trenutne potrebe in ºe
dobljene izku²nje. V na²em sistemu se lahko vrednost q ve£a glede na izku-
²nje.
4.3.3 Zapisovanje izku²enj
Zaradi uporabe MCM je na² problem razdeljen na epizode. Meje epizod so
doseºeni goli, tako agentovi kot nasprotnikovi. Med vsako epizodo agent shra-
njuje seznam stanj, v katerih se je nahajal do trenutka gola. Zadnja stanja
so pomembnej²a, medtem ko za£etna stanja nimajo tako velikega vpliva.
Ko pripisujemo pri£akovano nagrado stanjem v seznamu, z vsako itera-
cijo pri£akovano nagrado pomnoºimo s faktorjem zmanj²evanja (γ). Dlje
£asa traja epizoda, manj pomembna so za£etna stanja. Faktor zmanj²evanja
nagrade pomaga dodeliti £im bolj pravi£no pri£akovano nagrado vsem sta-
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Slika 4.4: Prikaz povpre£ne pri£akovane nagrade za vsako stanje okolja z
ºe dolo£enimi lokacijami nasprotnika in ºoge. e je pri£akovana nagrada
negativna, bo polje obarvano rde£e, £e pa je pri£akovana nagrada pozitivna,
bo polje zeleno. Ve£ja kot je pri£akovana nagrada, mo£nej²a je barva.
njem tako, da dodeli manj²o nagrado tistim stanjem, ki jih je agent obiskal
bliºje za£etku epizode.
Vrednosti stanj zapi²emo v agentovo bazo stanj. Za vsako stanje zapi²emo
skupno vsoto pri£akovane nagrade in kolikokrat je bil agent prisoten v tem
stanju. Na podlagi tega vra£amo povpre£no pri£akovano nagrado. Na tej
podlagi se agent odlo£a, kako obetavno je neko stanje, kar je razvidno na
slikah 4.4 in 4.5.
Opisana oblika zapisa stanja zagotavlja, da je okolje zelo blizu markovski
lastnosti, saj ne potrebujemo zgodovino stanj okolja, da dovolj natan£no
dolo£imo, kako ugodno je dano stanje okolja. Hkrati so jasna stanja, v katerih
je pri£akovana nagrada pozitivna ali negativna in hkrati zaklju£i epizodo: £e
je ºoga na poziciji 0 ali n − 1 je torej v golu. Zaradi te enostavne funkcije
nagrade smo zapis zdruºili s funkcijo vrednosti, ki vra£a pri£akovano nagrado
glede na povpre£je preteklih izku²enj.
Za pospe²itev u£enja agenta smo implementirali tudi lokalno zankanje
tako, da na koncu vsake epizode za vsako stanje, ki je bilo prisotno v epizodi,
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Slika 4.5: V tej situaciji vidimo veliko ugodnih stanj, saj je ºoga blizu na-
sprotnikovega gola in bliºje, kot je nasprotnik.
naredimo lokalno zankanje do stanj, ki so oddaljena najve£ b od omenje-
nega stanja. Tako pogladimo vrednosti stanj, ki so v okolju danega stanja in
se izognemo temu, da bi se agent ujel v lokalne ekstreme.
V naslednjem poglavju bomo pogledali rezultate agentov in metodologijo
njihovega ovrednotenja.
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Poglavje 5
Evalvacija
S pomo£jo pre²tetih golov in uporabo agentov brez u£enja smo dolo£ili u£in-
kovitost agentov v na²em problemu.
Najprej opi²emo agenta brez u£enja, ki smo ga implementirali ter upo-
rabili kot osnovo za ocenjevanje izbolj²anih agentov. Predstavimo rezultate
evalvacije in jih analiziramo.
5.1 Kon£ni avtomati za evalvacijo u£ljivega agenta
Ekipe, ki so v celoti sestavljene iz agentov, ki so kon£ni avtomati, so tudi same
kon£ni avtomati [3] in so lahko v stanju napada ali obrambe. Med igralci ni
komunikacije, zato je moºnost komunikacije z igralci dodeljena koordinatorju
ekipe, ki med igro dodeljuje vloge igralcem. Glede na ²tevilo igralcev so
mogo£e razli£ne vloge. V izjemnih primerih lahko koordinator igralce tudi
resetira [11].
Ko je v ekipi samo en igralec, mu je lahko dodeljena samo vloga vratarja.
Ko sta v ekipi dva igralca, sta moºni vlogi vratar in napadalec. V primeru
treh igralcev je moºna ²e vloga asistenta. Glede na vlogo ima igralec razli£en
nabor stanj. Na nabor stanj vpliva tudi stanje ekipe. Ko je vratar v napadu,
so njegova stanja slede£a: drºi ºogo, nima ºoge, preigravanje, podaja, strel,
zataknjen. Ko je vratar v obrambi, ima stanja: nima ºoge, pokrij napadalca,
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prestrezanje, re²uje gol, zataknjen. Napadalec ima podoben nabor, toda ne
re²uje gola. Ko je ekipa v napadu, ima asistent samo stanje nima ºoge.
V trenutku, ko asistent dobi ºogo, postane napadalec, prej²nji napadalec pa
postane asistent. Ko je ekipa v stanju obrambe, ima asistent enak nabor
stanj kot drugi igralci, razen re²evanja gola.
Igralce vodijo kon£ni avtomati glede na cilje, ki so dolo£eni za vsako stanje
[3]. Vsako stanje sestoji iz enega ali ve£ ciljev. Ve£ina ciljev je preprostih,
npr. premik proti ºogi, prestrezanje, vrtenje okoli ºoge, itd.
Nekatera stanja postanejo bolj kompleksna s kombinacijo ve£ ciljev, oce-
njevanj in izra£unov. Pri podaji proti drugemu igralcu najprej izra£unamo
oceno, kako smiselna je taka podaja. Ocena sestoji iz treh delov: £as vrtenja
okoli ºoge, nevarnost prestrezanja igralcev nasprotne ekipe in lega soigralcev.
Vsak del ocene ima uteº, ki dolo£a, kako pomemben je. Igralec oceni soigralce
in ali jim je vredno podati. e oceni, da ne, se odlo£i za preigravanje.
Zanimiv je algoritem za izra£un nevarnosti prestrezanja ºoge s strani igral-
cev nasprotne ekipe. Igralca, ki ocenjuje soigralce za podajo, preslikamo v
lokalni koordinatni sistem glede na premico med podajalca in tar£o. Ostale
pomembne dejavnike preslikamo v svoj lokalni koordinatni sistem, to so tar£a
(ki ima x-koordinato 0) ter vsi igralci iz nasprotne ekipe. Ve£ja kot je y-
koordinata pri nasprotnih igralcih, ve£ji obseg kroga nevarnosti ima. Obseg
kroga predstavlja £as, ki ga ima na razpolago igralec nasprotne ekipe za pre-
strezanje ºoge. Igralci nasprotne ekipe z negativno vrednostjo y-koordinate
niso pomembni, saj so v trenutku podaje postavljeni za igralcem z ºogo in je
ne morejo prestre£i. Po oceni za nevarnost vsakega igralca nasprotne ekipe
se posebej izra£una skupna nevarnost podaje. Graﬁ£na ilustracija izra£una
je vidna na sliki 5.1.
Na podoben na£in se igralec odlo£i za strel. Dolo£i si seznam to£k na £rti
gola in oceni vsako to£ko posebej, £e predstavlja ugodno tar£o. Na oceno
vplivata samo £as vrtenja okoli ºoge in nevarnost strela. Nevarnost strela
ra£unamo na enak na£in kot pri podaji.
Na£inov preigravanja nasprotnika je ve£ vrst. V trenutku, ko ho£e igralec
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preigrati nasprotnika, si naklju£no izbere nek na£in preigravanja glede na to,
katere pozna. Preigravanje najve£krat sestoji iz ve£ ciljev, ki se uresni£ujejo
po vrsti. V primeru odboja od zida in nazaj je igralcu prvi cilj pripeljati
ºogo v bliºino zida. Naslednji cilj je brcniti ºogo tako, da se odbije od zida
in nazaj k igralcu. Zadnji cilj je ponovno sprejeti ºogo. Primer enega izmed
na£inov preigravanja je prikazan na sliki 5.2.
eprav je pri premikanju tak²nega agenta dodano nekaj naklju£nosti, se
agent ne u£i, £eprav se ne bo vsaki£ enako obna²al. To daje agentom s
spodbujevanim u£enjem enake moºnosti za uspeh glede na okolico.
5.2 Rezultati
Vsi uporabljeni agenti s spodbujevanim u£enjem v za£etku niso imeli nobe-
nega predznanja. Vsi so imeli enake zmoºnosti gibanja in u£enja, spreminjali
smo jih glede na vpliv zankanja iz sosednjih stanj, razmerje med razisko-
vanjem in izkori²£anjem ter faktor zmanj²evanje nagrade γ.
Nasprotnik, s katerim smo merili uspe²nost agentov, je bil za vse agente
enak. Konﬁguracije preizku²enih agentov so predstavljene v tabeli 5.1. Kon£ni
avtomat, ki se ne u£i, bo zmeraj z neko verjetnostjo delal enake napake. Na
sliki 5.3 vidimo razmerje golov z nasprotnikom do 1200. sekunde. Razmerje
golov predstavlja koli£nik med agentovimi in nasprotnikovimi goli. V tem
£asu nobenemu agentu ni uspelo zadeti ve£ golov kot nasprotnik, kar je bilo
pri£akovano, saj kon£nega avtomata teºko premaga tudi srednje dober £lo-
ve²ki igralec.
Najbolj²e rezultate je dosegel Agent 1, ki je uporabil nekaj vpliva zanka-
nja, imel dovolj²nje razmerje med raziskovanjem in izkori²£anjem ter zmeren
faktor zmanj²evanja nagrade. Tudi iz grafa je razvidno, da so vsi agenti dokaj
hitro zadeli prvi gol in tudi v nadaljevanju redno zabijali gole nasprotniku.
Rast razmerja golov pri vseh agentih kaºe tudi na ve£jo u£inkovitost glede
na koli£ino izku²enj.
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Slika 5.3: Razmerje golov med agenti s spodbujevanim u£enjem in kon£nim
avtomatom. Agent 1 se je najbolje izkazal v tem £asovnem okviru, lastnosti
agentov so opisane v tabeli 5.1.
Tabela 5.1: Vrednosti parametrov agentov s spodbujevanim u£enjem
Ime Vpliv zankanja Poºre²nost strategije Faktor zmanj²evanja
Agent 1 30 % 80 % 5 %
Agent 2 30 % 100 % 5 %
Agent 3 0 % 80 % 5 %
Agent 4 30 % 80 % 0 %
Agent 5 90 % 80 % 5 %
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Po ve£ kot 100,000 obiskanih stanjih v bazi izku²enj (nekatera stanja
so bila obiskana tudi do 1,000-krat) dveh agentov RL1 in RL2 smo ponovno
preverili uspe²nost agentov s spodbujevanim u£enjem v primerjavi s kon£nim
avtomatom in z agentom s spodbujevanim u£enjem brez izku²enj. Rezultati
so vidni na grafu 5.4, parametri agentov so opisani v tabeli 5.2. Graf, tako
kot prej²nji, prikazuje razmerje med goli obeh ekip.
Pri rezultatih agenta RL1 proti kon£nemu avtomatu je razvidno, da je
agent RL1 postal enakovreden nasprotnik agentu kon£ni avtomat. Dolgo £asa
sta imela skoraj izena£en rezultat. Razlog za to, da agent RL1 v tem £asu
ni prevladal, je, da v 20 odstotkih £asa ne izbere najbolj ugodne akcije glede
na svoje ovrednotenje. Na za£etku nabiranja izku²enj je to sprejemljivo, saj
vrednosti pri£akovane nagrade ²e niso konvergirale. Po dovolj obiskih stanje
konvergira in razvidno je, ali je ugodno ali ne. Torej ima agent v 20-odstotkov
stanj moºnost, da bo izbral slab²o akcijo. Tu je razvidno, kako velik vpliv
ima izbira dobre strategije.
Agent RL2 je povsem prevladal nad agentom kon£nim avtomatom. Agenta
RL1 in RL2 se razlikujeta samo v strategiji. Agent RL2 je dinami£no spremi-
njal razmerje izkori²£anja in raziskovanja in pokazal, kako klju£na je £im bolj
optimalna implementacija tega razmerja v strategiji. Agenta RL1 in RL2 sta
se sicer u£ila enako koli£ino £asa.
Rezultati igre agenta RL2 proti agentu RL3 so dokazali, da ima agent z
ve£ izku²njami ve£je moºnosti za zmago, vendar je bilo na tekmi manj golov,
£e sta oba agenta s spodbujevanim u£enjem, kar smo pri£akovali. Zaradi
raziskovalne narave obeh agentov s spodbujevanim u£enjem sta agenta tudi
zaradi drug drugega veliko £asa prebila v stanjih, ki jih nista poznala. To
privede do naklju£nega obna²anja in ve£ prete£enega £asa med goli.
Pri£akovana nagrada za stanja po nekem £asu konvergira v pravo vrednost
stanja. Opazili smo, da po okoli 1100 obiskov stanja vrednost skonvergira do
odstotka razdalje do kon£ne vrednosti.
Opisane agente RL1, RL2, RL3 in FSM smo preizkusili ²e proti petim
£love²kim igralcem. Ocenili so kvaliteto obna²anja agenta - nasprotnika: ali
5.2. REZULTATI 43
Slika 5.4: Razmerje golov med agenti. RL1 je agent s spodbujevanim u£enjem
z nespremenljivim razmerjem izkori²£anja in raziskovanja z vrednostjo 80
odstotkov. RL2 predstavlja agenta s spodbujevanim u£enjem z dinami£nim
razmerjem izkori²£anja, ki pove£uje vpliv izku²enj s £asom, glede na ²tevilo
obiskanih stanj. FSM je agent kon£ni avtomat. RL3 predstavlja agenta s
spodbujevanim u£enjem, ki nima izku²enj.
Tabela 5.2: Parametri agentov iz slike 5.4
Ime Zapisanih stanj Poºre²nost strat. zankanje Faktor zmanj².
Agent RL1 >100,000 stati£na 30 % 5 %
Agent RL2 >100,000 dinami£na 30 % 5 %
Agent RL3 0 stati£na 30 % 5 %
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Tabela 5.3: Ocene in povpre£ni rezultati proti £love²kim igralcem
Proti Kvaliteta (/10) Igralnost (/10) as (min) Zadetkov
Agent RL1 5,0 5,4 5,34 4,0
Agent RL2 7,4 7,8 6,58 5,8
Agent RL3 2,0 2,4 2,39 0,8
Agent FSM 6,8 6,8 2,45 7,6
je bil odziven in ali je reagiral, kot so pri£akovali. Ocenili so tudi zabavnost
ali igralnost igre z agentom. Zabeleºili smo tudi rezultat in £as trajanja
igre. Igro smo zaklju£ili, ko je ena izmed ekip prva dosegla 10 zadetkov.
Rezultati so prikazani v tabeli 5.3. Prikazane vrednosti so povpre£ne ocene
in rezultati vseh petih £love²kih igralcev. Razvidno je, da je bil agent RL2
najbolj uspe²en pri zabijanju golov £love²kim nasprotnikom med vsemi agenti
s spodbujevanim u£enjem. Tekme so bile najdalj²e ravno tako pri agentu
RL2, ocenjen je bil kot najbolj zabaven in kakovosten. Agent RL3 je bil,
pri£akovano, najmanj zanimiv in u£inkovit.Tekme so bile kratke in dobil je
najslab²e ocene.
Izmed vseh agentov je bil glede na rezultat najbolj u£inkovit agent pred-
stavljen s kon£nim avtomatom. To je bilo pri£akovano, saj samo agent s
kon£nim avtomatom pozna pravila igre. Problem je v tem, da so tako agenti
s spodbujevanim u£enjem kot tudi £love²ki igralci nepredvidljivi, kar veliko-
krat povzro£i, da je agent s spodbujevanim u£enjem v stanju okolja, ki ga
ne pozna. To prina²a naklju£no obna²anje, £eprav imajo agenti s spodbu-
jevanim u£enjem, ki imajo ve£ izku²enj bolj optimalno strategijo tudi bolj²i
rezultat. Agenta s spodbujevanim u£enjem bi lahko ²e izbolj²ali, £e bi ve-
liko izku²enj nabral tudi proti £love²kim igralcem in ne samo proti agentu s
kon£nim avtomatom.
Preizku²evalci so povedali, da je agent s kon£nim avtomatom velikokrat
ponavljal svoje obna²anje in s tem postal predvidljiv.
V celoti gledano je razvidno, da ve£ £asa, kot se agent s spodbujevanim
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u£enjem u£i, bolj bo uspe²en. Pomembno vlogo pri ve£ji uspe²nosti ima tudi
strategija.
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Poglavje 6
Sklepne ugotovitve
Implementirali smo inteligentnega agenta z uporabo algoritmov spodbujeva-
nega u£enja v mobilni igri z omejenimi viri. Igra se je izvajala na mobilnem
telefonu. Pokazali smo, da agent s £asom postane bolj ve²£ in bolj nevaren
nasprotnik. Po dovolj dolgem £asu u£enja se je agent lahko ena£il s kon£nim
avtomatom ali ga celo preka²al.
Agent, implementiran z algoritmi spodbujevanega u£enja, je zmoºen v
kratkem £asu najti na£ine za doseganje golov in s tem dose£i svoje cilje.
Celoten sistem se brez teºav izvaja na napravah z omejenimi viri. Sistem ni
zahteven in veliko ra£unanja se izvaja v ozadju, kar pripomore k hitremu in
gladkemu delovanju igre.
Ostaja ve£ moºnih izbolj²av sistema. Funkcija vrednosti bi lahko izbolj-
²ali tako, da bi hitreje konvergirala ali s pomo£jo polnega zankanja v ozadju
ali s pomo£jo nadzorovanega u£enja. Trenutno do konvergence prete£e precej
£asa, saj je moºnih stanj ogromno. Izbolj²ava bi terjala ve£ ra£unskih virov,
£esar smo se v tej nalogi izognili.
U£enje bi lahko zdruºili z nadzorovanim u£enjem in tako zmanj²ali ²tevilo
stanj s pomo£jo u£enja podobnosti stanj. V tem primeru bi bilo veliko ²tevilo
stanj manj problemati£no in bi lahko dodali ²e nove informacije o okolju in
s tem dosegli skoraj popolno markovsko lastnost.
Celotnega agenta s ﬂeksibilnim na£inom opisovanja signalov okolja bi
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lahko preizkusili tudi v primeru igre z ve£ igralci: dva na dva ali tri
na tri. Tak²no ﬂeksibilnost bi lahko preizkusili tudi v drugih igrah.
Kot zaklju£ek povemo, da vseh teºav ni mogo£e re²iti zgolj z vnaprej
danimi informacijami in z nadzorovanim u£enjem. Treba je pridobiti klju£ne
izku²nje. Agenti, ki so se zmoºni izbolj²evati v realnem £asu z nabiranjem
izku²enj, so bolj robustni kot tisti, ki tega ne zmorejo. Spodbujevano u£enje je
zato obetavno orodje za vrsto aktualnih in zanimivih problemov, kombinacija
spodbujevanega in nadzorovanega u£enja bi lahko re²ila tudi nekatere izmed
najteºjih problemov v robotiki in umetni inteligenci.
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