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Heat conduction in solids is believed to follow Fourier’s law. However, a rigorous
derivation of this phenomenological law from Hamiltonian dynamics is still absent
and this question has motivated an enormous number of studies. One surprising
result from these studies is that Fourier’s law is not valid in low dimensional sys-
tems and this phenomenon is called anomalous heat conduction. In these thesis,
anomalous heat conduction will be discussed from three different aspects.
Firstly, based on a rigorous linear response description of energy diffusion, a
dynamical equality connecting the mean square displacement of the nonequilib-
rium energy diffusion and the autocorrelation function of total heat flux will be
derived, which connects heat conduction to energy diffusion. A few corollaries of
this equality will also be proved.
Secondly, a tuning fork method will be introduced to study the excited waves
by a periodic driving force, from which the dispersion relation and mean free paths
for phonons in nonlinear lattices can be obtained. It will be shown that anomalous
heat conduction is due to the divergent phonon mean free path in momentum
conserving lattices.
vi
Thirdly, Green–Kubo like formulas for internal and external heat fluxes in arbi-
trarily connected open systems will be derived. For 1D systems displaying anoma-
lous heat conduction, it will be shown that Fourier’s law breaks down in the sense
that heat flux is dependent on the temperature at other positions instead of on
the local temperature only. Through a siphon phenomenon, the heat flux can even
flow against the local temperature gradient.
vii
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The conduction of heat is one of the fundamental energy transport mechanisms
in nature. Traditionally, the phenomenon of heat conduction is believed to obey
Fourier’s law, named after the French physicist Joseph Fourier:
J = −κ∇T, (1.1)
where J is the heat flux density in the system, ∇T is the gradient of temperature
and the coefficient κ is defined as the thermal conductivity. For a certain material
with definite composition and structure, the thermal conductivity is believed to
be an intensive property that mainly depends on the temperature and should be
independent on the geometry. This belief has been confirmed by two hundred years
of experimental observations and therefore Fourier’s law has received great success
in describing macroscopic heat transport and is widely accepted as a general truth.
Similar to other fundamental material properties, thermal conductivity is also of
great importance while designing innovative materials.
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However, Fourier’s law is only an phenomenological law. Can we rigorously
derive it from microscopic Hamiltonian dynamics? Actually, ever since Fourier
proposed this law about 200 years ago, an enormous number of studies have been
conducted aiming to fully understand it from fundamental physics. But a rigorous
derivation is still absent. Nevertheless, from these studies, we are already able
to draw the surprising conclusion that, under certain conditions, Fourier’s law is
invalid for low dimensional systems [1, 2]. This is called anomalous heat conduc-
tion, comparing to the normal heat conduction that obeys Fourier’s law. One sign
for “invalid” or “anomalous” is that the thermal conductivity, if it is still defined
according to Eq. (1.1), is no longer an intensive quantity but dependent on the sys-
tem sizes. However, the phenomena of anomalous heat conduction is not restricted
to this size dependent thermal conductivity only.
Next, for a more comprehensive understanding of this anomalous phenomenon
violating Fourier’s law, we briefly review some fundamental studies on heat trans-
port in low dimensional systems, especially one dimensional (1D) systems.
1.1 Low dimensional harmonic systems
The ordered harmonic lattice is the simplest lattice model that we can start with.













where the boundary conditions are not specified yet. Its Hamiltonian equation of
motion is linear with the canonical coordinates p and x. Therefore, a harmonic
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system is also referred to as a linear system and an anharmonic system is referred
to as a nonlinear system.
From the early Boltzmann transport equations, it is not surprising that this
linear model does not have well defined transport coefficients due to the lack of
interaction between phonon modes. Therefore, heat transport in harmonic models
should not obey Fourier’s law. Actually, a clearer clue was found after Debye
extended Boltzmann kinetic theory of ideal gas and established the expression of
thermal conductivity κ = cvl, where c is the heat capacity, v the phonon velocity,
and l the phonon mean free path, because the non-interacting phonons should have
infinite mean free paths.
The first explicit results on heat transport in classic harmonic models were
given by Rieder et al. [3]. They studied a harmonic chain connected to stochastic
Langevin heat baths, that is, the particles at the ends are subjected to additional
forces F1,N = η1,N − γv1,N , where the noise terms η1,N are independent Gaussian
random processes with mean zero and variances 〈η1,N(t)η1,N(0)〉 = 2γkBT1,Nδ(t).















(T1 − TN), (1.3)
where ν = mk/γ2. This heat flux is independent of the length N for large N ,
which demonstrates the expected ballistic transport. Another important result
on harmonic models is that the non-equilibrium temperature profile is flat at the
center part with temperature T = (T1 + TN)/2. Temperature jumps occur at the
boundaries. In this sense, temperature gradient cannot be established in harmonic
lattices. Another work by Nakazawa extended Rieder et al.’s model by introducing
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on-site harmonic potential to all sites and a similar length-independent heat flux
was found [4]. In the same work, Nakazawa also proved that high dimensional
harmonic lattices can be reduced to a 1D problem. Therefore, the conclusions are
similar.
Due to the absence of scattering mechanism in harmonic models, heat trans-
port in these lattices is ballistic. Therefore, it is necessary to introduce scattering
of phonons to get the desired diffusive transport. Basically, two approaches are
commonly adopted: by introducing disorder or nonlinearity to the system. Both
of these two methods can cause phonon scattering. However, as we will see later,
neither method works effectively for diffusive transport in low dimensional lattices.
The first approach is to consider the harmonic lattices with disorder. Disor-
der can be generally introduced by randomly assigning various particle masses or
spring constants, or both. These two types of disorder do not change the un-
derlying physics very much. The former with random masses is just like isotopic
doping, which is more interesting and relevant in applications. Therefore, it is
studied more intensively. The presence of disorder will generally cause localization
of normal modes, which could be partially understood as an analogue to the An-
derson localization of electrons [5]. In the Anderson tight-binding model, all the
eigenstates of electrons are localized in one and two dimensional cases, therefore
the systems are electric insulators. However, for phonons, the picture is much more
complicated.
For one dimensional disordered harmonic chains, Allen and Ford first observed
that the thermal conductivity of an infinite disordered harmonic chain is finite [6],
4
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unlike the Anderson model of electrons in which the conductivity will exponentially
decay to zero. Furthermore, the eigenstates of electrons in the strongly disordered
cases are all exponentially localized. However, in disordered media, Matsuda and
Ishii [7] showed that only the high frequency phonons has this property, while
phonons with low frequencies ω < ωd can be considered as delocalized, since their
localization lengths are greater than the system length. The characteristic fre-
quency ωd depends on the variance of mass distribution 〈∆m2〉 as ωd ∼ ( kmN〈∆m2〉)1/2,
where k, m and N are the spring constant, the average mass and the lattice length,
respectively. Therefore, low frequency phonons will contribute to heat transport,
which prevents the disordered harmonic lattices from being a thermal insulator.
Matsuda and Ishii also studied the thermal conductivity of disordered chains con-
nected to white noise heat baths (Langevin baths) and baths modeled by ordered
semi-infinite harmonic chains (Rubin baths), respectively [7]. They found that
for both models (a): disordered harmonic chain connected to Langevin baths with
fixed boundary conditions; and model (b): disordered harmonic chain connected to
Rubin baths with free boundary conditions, their thermal conductivity will diverge
with the system length as
κ ∼ Nβ (1.4)
with β = 1/2. However, Casher and Lebowitz later rigorously proved that the
correct exponent for model (a) should be β = −1/2 [8]. While for model (b) the
result β = 1/2 is supported by numerical simulations [9] and a rigorous proof was
provided by Verheggen later [10].
Altogether, the thermal transport properties of disordered harmonic chains
would probably depend on both the boundary conditions and the heat baths. To
5
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clarify this point, Dhar restudied the thermal transport in disordered harmonic
chains connected to various baths modeled by generalized Langevin equations [11].
Using the Langevin equations and Green’s function (LEGF) formalism, Dhar found
that in disordered harmonic chains, the exponent β depends on the spectral prop-
erties of the baths. The previous model (a) and (b) are only two special cases of
the generalized Langevin heat baths, which have β = −1/2 and 1/2, respectively.
A special choice of heat bath spectrum can even lead to normal heat transport
with β = 0, obeying Fourier’s law [11]. A more detailed study on the effects of
the boundary conditions on the transport properties were carried out by Roy and
Dhar later using the same LEGF formalism [12]. The results are a little contra-
dictory to those of [11], which states that the different exponents β are indeed
dependent on the different boundary conditions, instead of the spectral proper-
ties of the baths. Clear numerical evidence also supports this conclusion, i.e., for
disordered harmonic chains with free boundary conditions β = 1/2 and with fixed
boundary conditions β = −1/2, no matter whether Langevin baths or Rubin baths
are used. Ref. [12] also showed that, in the low frequency regime, the transmission
coefficient of the disordered chains T (ω) can be approximated by the transmission
of the ordered chains Tordered(ω). Therefore, heat flux in a disordered harmonic
chain can be estimated as




where ωd is the low frequency boundary ωd ∼ ( kmN〈∆m2〉)1/2. Considering the fact
that the transmission coefficients for low frequency modes scale as Tordered(ω) ∼ 1
for free boundary conditions and Tordered(ω) ∼ ω2 for fixed boundary conditions,
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respectively, we can obtain Jfree ∝ (TL − TR)ωd ∝ (TL − TR)/N1/2 for free bound-
ary conditions and Jfixed ∝ (TL − TR)ω3d ∝ (TL − TR)/N3/2 for fixed boundary
conditions, respectively.
Till now, we only discussed the disordered harmonic chain without onsite pin-
ning potential (except the case of fixed boundary conditions, the particles at the
ends are pinned). The absence of pinning in this model makes the system transla-
tional invariant in a coarse grained manner. As a consequence, the phonon modes
are not fully localized and the low frequency ones can transport heat. When on-
site potentials are involved, the picture is different. In their work [13], Dhar and
Lebowitz proved that with onsite potentials, all the phonon modes are localized.
Consequently, the heat flux J decays exponentially with the chain length and the
system is a thermal insulator in the thermodynamic limit. This could be under-
stood because the onsite potentials will typically break the translational invariance
of the chain and eliminate the low frequency phonon modes in this structure. The
remaining phonon modes have high frequencies and are localized.
Compared with the one dimensional lattices, the studies on two dimensional
disordered ones are much fewer due to the mathematical difficulties. In a renormal-
ization group study by John et al. [14], it was found that the low frequency modes
in 2D disordered harmonic lattices are delocalized, too, as in 1D cases. The local-
ization length diverges as e1/ω
2
in the low frequency regime. Therefore, modes with
frequency ω < ωd = log




In another study by Lee and Dhar [15], 2D disordered harmonic lattices con-
nected to two types of stochastic heat baths are investigated. The first type is
modeled by uncorrelated Gaussian processes and the other by exponentially corre-
lated Gaussian processes. In their work, disorder is introduced as isotopic doping.
A mass M = 2 is randomly assigned to half of the particles, while the rest have
mass m = 1. The authors simulated square lattices with widths up to L = 256 and
found a power law divergent thermal conductivity for both types of heat baths.
For uncorrelated baths the exponent β ≈ 0.41 while for correlated baths β ≈ 0.49.
In the same work [15], Lee and Dhar also studied a special case of correlated dis-
order in which the lattice is only disordered in the conducting direction. It was
found that this model can be transformed into an effective one dimensional problem
thus being mathematically tractable. Analytical results showed that the exponent
β = −1/2 which was also verified by numerical simulations using square samples
with widths up to L = 512. In another work [16], Yang considered 2D lattices with
bond-missing defects connected to Nose´-Hoover heat baths. The results showed
that when the defect density is large enough, temperature gradient can build up
and the thermal conductivity is finite, while for the case of small defect density,
the conductivity will diverge logarithmically.
1.2 Low dimensional anharmonic systems
It is clear now that disorder alone cannot effectively make phonons transport dif-
fusively in the harmonic chains. As an alternative approach to introduce phonon-
phonon scattering, the effect of nonlinear interaction on the properties of heat
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transport in low dimensional systems has also been intensively studied.
Before we continue, we first briefly introduce some well studied nonlinear mod-
els. Due to the landmark work by Fermi, Pasta and Ulam [17, 18, 19], the FPU
model is the most famous model in nonlinear physics and statistical mechanics. A










(xl+1 − xl)2 + k3
3





When k4 = 0 and k3 6= 0, it is referred to as the FPU-α model. When k3 = 0
and k4 6= 0, it is referred to as the FPU-β model. The FPU model is one of the
simplest lattice models which can be used to investigate the effect of nonlinearity
on heat transport. Because a cubic potential is not bounded, the FPU-α model
is unstable and therefore we shall not discuss this model here. At high tempera-
ture, the displacements of particles will be large and therefore the quartic terms in
the Hamiltonian will dominate the lattice properties. By keeping only the quar-
tic terms, i.e., k2 = k3 = 0, we get the quartic FPU-β (qFPU-β) model. The
FPU model is invariant under translational transformation. So it is a momentum
conserving system.
The interaction potential between the lattice and substrate can break the trans-
lational symmetry, which we call onsite potential. One of the most studied lattice















Because of the intrinsic nonlinearity of the equation of motion, analytical results
for anharmonic systems are rare. Basically, there are three different approaches to
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study heat transport analytically: the mode coupling theory (MCT) [20, 21], the
renormalization group theory [22] and the Peierls-Boltzmann kinetic theory [23].











where C(t) = 〈J (t)J (0)〉 /L is the time correlation of the total heat flux J .
Strictly speaking, Green-Kubo formula can only be applied to infinite systems,
as indicated by the fact that the limit limL→∞ should be performed before limt→∞
strictly. However, as we already know, in many low dimensional systems, the ther-
mal conductivity in thermodynamic limit is divergent. The focus of such anomalous
situations is how the thermal conductivity diverges with the system size. To utilize
the Green-Kubo formula to study the length dependence of thermal conductivity
in these cases, a usual procedure is to truncate the upper limit of the integration
in Eq. (1.8) to tc ∼ L/vs. This is commonly reasoned that the sound waves
propagate to the boundaries at a finite speed vs, which will lead to a fast decay
of correlation C(t) at time ∼ L/vs [1, 2]. Using this treatment, the previously
mentioned three theories, i.e. mode coupling theory, renormalization group theory
and Peierls-Boltzmann equation kinetic theory, all aim to calculate the long time
asymptotic behavior of the correlation function C(t). A basic result shared by
all these theories is that the systems with nonlinear interaction remain anomalous
except those subjected to onsite potentials. For 1D cases without onsite poten-
tial, these theories predict that the conductivity of the system would diverge as
a power law κ ∼ Nβ . However, the values of β differ from one to another. For




The mode coupling theory approach was first used by Lepri et al. [20, 21]. The
basic idea is that the divergence of thermal conductivity is due to the slow relax-
ation of phonon modes with long wavelengths. A later development of this theory
was done by Delfini et al. [26]. By constructing a correlation function G(k, t) =




the authors were able to get the exact evolution equations for G(k, t) using the
Mori-Zwanzig projection approach [21]. Using some approximations, these equa-
tions were solved self-consistently for the FPU chains, which gives G(k, t) =
A(k, t)eiω(k)t+c.c. for a small wavenumber k. In this formula, ω(k) is the tempera-
ture dependent dispersion relation which is obtained using harmonic approximation











2) k3 = 0 and k4 6= 0.
(1.9)













t−2/3 for k3 6= 0
t−1/2 for k3 = 0 and k4 6= 0.
(1.11)
Therefore, by inserting C(t) into the Green-Kubo formula and adopting the cut-
off time t ∝ N , we obtain β = 1/3 and β = 1/2 for each case, respectively.
The mode coupling theory can also provide predictions for higher dimensional
systems. It was shown that [1] for two dimensional systems, C(t) ∼ t−1, so that
the thermal conductivity would diverge logarithmically with system size. While
11
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for three dimensional systems, C(t) ∼ t−3/2, with which we obtain normal heat
conduction.
In a later work, Wang and Li investigated the effect of transverse degrees of
freedom in one dimensional chains using this mode coupling theory [27, 28]. The









(|rl+1 − rl| − a)2 +Kφ cos(φl), (1.12)
where (ri, ri) is the canonical coordinates, and φl is the angle between vectors
ri+1 − ri and ri−1 − ri. This model can be regarded as a simplification of more
realistic polymer chains. The model is still one dimensional but the motions of
particles are two dimensional. Both numerical simulations and mode coupling
analyses suggest that there are three scaling behaviors depending on the coupling,
Kφ, between the longitudinal modes and transverse modes. When the coupling
between transverse modes and longitudinal modes is weak, κ ∼ Nβ with β = 2/5;
when the coupling is moderate, β = 1/3 and when the coupling is very strong, the
dependence is logarithmic κ ∼ logN .
The second approach was proposed by Narayan and Ramaswamy which uses
hydrodynamic equations and renormalization group theory [22]. It was argued that
in an interacting 1D system with a large system length, the thermal fluctuation
will wipe out the long-range order, and consequently the system will behave like
fluid. Therefore, it is expected that this approach can be used generally to describe
heat transport in 1D systems. By assuming that the only conserved quantities in
the system are the total number of particles, the total momentum and the total
energy, one can obtain three hydrodynamic equations describing the evolution of
12
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the particle density field and the velocity field, with additional terms describing
the thermal noise. Narayan and Ramaswamy then solved these equations using
linear response approximation and finally obtained the thermal flux correlation
by considering the symmetries of the system. It was demonstrated that the flux
correlation function C(t) ∼ t−2/3 asymptotically in the 1D cases. Therefore, one
obtains β = 1/3 by the cut-off time reasoning. For 2D systems, the authors showed
that the conductivity would diverge logarithmically with system sizes [22].
In another work by Mai and Narayan [29], the authors claimed that the renor-
malization group theory analyses can be applied to lattice models as well, even for
stiff one dimensional oscillator chains including the FPU model. The conductivity
of 1D lattices should also diverge in the same way as fluid, i.e. it diverges in a
power-law with exponent β = 1/3. However, in a subsequent work by Hurtado [30],
the breakdown of hydrodynamics in a simple one dimensional fluid was reported.
The estimation of the exponent β in anomalous heat transport using Peierls-
Boltzmann equation is first carried out by Pereverzev [23]. The Boltzmann equa-
tion is originally used to describe the phase space density evolution of kinetic gases.
From it we have already known that the thermal conductivity can be written as
κ = c v l, where c, v and l are the specific heat, sound velocity and mean free path of
the gases, respectively. Peierls developed this theory to describe the phonon trans-
port in solids and found a similar formula for the conductivity κ ∼ ∫ ckv2kτkdk,
where k specifies the phonon modes and τk is the phonon relaxation time. Using
this Peierls-Boltzmann approach, Pereverzev studied the FPU-β mode [23]. Con-
sidering that anomalous heat conduction is mainly due to the ballistic-like behavior
of phonons with small wavenumber k, the dependence of τk on the wavenumber
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k in this regime is the main interest. After some approximations, Pereverzev was
able to obtain τk ∼ k−5/3 for small k. It was also found that heat flux correlation







e−t/τkv2kdk. Because vk is almost
constant for small k, one obtains C(t) ∼ t−3/5 and β = 2/5. This result was con-
firmed later by Lukkarinen and Spohn using a more rigorous Peierls-Boltzmann
approach [31]. For momentum non-conserving cases, a finite thermal conductivity
was obtained by Aoki et al. [32] using this approach.
It is worth mentioning that the Peierls–Boltzmann equation approach has also
been used to study the length dependence of heat conductivity of quasi-1D carbon
nanotubes [33, 34]. When only first–order 3–phonon scattering is considered, the
conductivity diverges in a power law with exponent 1/3 [33]. When higher–order
phonon–phonon scattering is considered, converging heat conductivity can be ob-
served [33, 34]. However, as stated in [33], since the motions of atoms in carbon
nanotubes are in fact three–dimensional, one should not try to directly establish a
link between these nanotubes and the pure 1D models.
Compared to the few analytical results on low dimensional heat conduction,
numerical results are much more abundant. The first numerical study on heat
conduction of FPU-β model was carried out by Kaburaki and Machida [35]. In
their study, the ends of FPU-β lattices were connected to Boltzmann heat baths
at different temperatures. Detailed calculations showed that linear temperature
profiles can be established in the steady state. Moreover, it was found that the
conductivity tends to saturate when the chain length increases. However, it is




The first indication of anomalous heat conduction violating Fourier’s law in
FPU-β lattices was presented by Lepri et al. [36]. FPU-β lattices connected to
Nose´-Hoover heat baths with lengths up to N = 400 were studied. It was found
that the thermal conductivity diverges as κ ∼ Nβ with β ≈ 0.55. Another finding
in this work is that the temperature profile is non-linear even when the temperature
bias is very small, a result contradictory to the prediction from the Fourier’s law.
In a subsequent work [20], the divergence exponent was improved to β = 0.37
with length up to N = 2048. These pioneering works in one dimensional lattices
have inspired numerous subsequent studies on anomalous heat conduction in low
dimensional systems.
It should be mentioned that the system lengths in the studies above are too
small to draw any quantitative conclusions. Actually, in non-equilibrium simula-
tions, the thermal conductance will be greatly affected by the contact resistances
between the lattice and heat baths. Therefore, it is necessary to go to a very large
system length to make the contact resistances negligible. In a recent work [37], Mai
et al. have carefully taken this into consideration. They studied the FPU-β chain
with length up to N = 65536 using two different types of heat bath: the stochastic
Langevin heat baths and the deterministic Nose´-Hoover heat baths. It was found
that when the system size is small, the calculated thermal conductances differ a
lot when different heat baths are used. Meanwhile, when the system size is large
enough, the discrepancy between the calculated thermal conductances is negligible,
which ensures us that the boundary effects could be omitted. In this situation, it
was then found that the exponent β decreases to a final result β = 0.333± 0.004.
The authors claimed that this result is consistent with the renormalization group
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theory [22] which supports its universality.
However, in a quite recent work, Wang et al. [38] restudied the FPU-β model
and the purely quartic qFPU model with an even longer length up to N = 131072.
They found that the slope d ln κ/d lnN is not monotonically decreasing as shown
by Mai et al. [37]. The slope starts to increase when N is close to 105 and finally
reaches β = 2/5 instead of 1/3. In order to remove the boundary effects, the
authors also performed equilibrium simulations without heat baths to calculate the
heat flux correlation function C(t) in the Green-Kubo formula. Again, the slope
d lnC(t)/d lnN increases when t is very large. The heat flux correlation finally
saturates at C(t) ∼ t−3/5, which supports their non-equilibrium results β = 2/5
and the Peierls-Boltzmann theory [23].
For one-dimensional lattices with momentum conservation, all theories predict
a divergent thermal conductivity κ ∝ Lβ . In a most recent study on FPU-β lattices
with nearest-neighbor (NN) and next-nearest-neighbor (NNN) coupling [39], Xiong
et al. found that the exponent β strongly depends on the ratio g of the NNN








+ V (xi+1 − xi) + gV (xi+2 − xi)
]
, (1.13)




x4. In their study, the authors used the
reverse nonequilibrium molecular dynamics method (RNEMD) [40] to simulate
the system. Firstly, this method was tested under condition g = 0 and length
L = 2496 which showed that the temperature gradient was well established and
β = 0.325 ± 0.002. Subsequent simulations using different g revealed that the
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exponent β varies continuously with g. Starting from β = 0.325 when g = 0, β
keeps decreasing until reaching its minimum 0.25 at g = 0.25. After this point, β
increases to 0.35 at g = 1. Therefore, it was suggested that a universal exponent
β does not exist.
For momentum non-conserving models, it has been mentioned that all theories
predict a finite thermal conductivity. Numerical simulations also support this
conclusion. Actually, before the three theoretical predictions were announced,
Hu et al. had realized that momentum non-conservation should be a necessary
ingredient to obtain the Fourier’s law from their work on the Frenkel-Kontorva
(FK) model with a periodic onsite potential U(x) ∝ cos(ax) in addition to the
harmonic interpartical interaction [41]. Two other studies Refs. [42] and [43] on
φ4 model with onsite potential U(x) = k4x
4/4 further confirms this conclusion.
What is the disorder effect to anharmonic lattices? This problem was first
investigated by Payton and Visscher [44]. They performed non-equilibrium sim-
ulations on disordered anharmonic lattice connected to stochastic baths. It was
found that the anharmonicity could greatly enhance the heat current. But due to
the limited computer facility at that time, they were not able to verify the Fourier’s
law. The first systematic study of the disorder effect in anharmonic lattice was
taken by Li et al. [45]. They studied the FPU chain with mass disorder con-
nected to Nose´-Hoover heat baths. Their results showed that at low temperatures,
the system obeys the Fourier’s law, while at high temperatures, the conductivity
diverges with exponent β = 0.43. However, in a later study by Dhar and Saito
[46], the authors found that the exponent β is still 1/3 at low temperatures if one
goes to much larger system size. Therefore, there is no crossover from diffusive to
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superdiffusive in disordered FPU chain. Disorder plays less important role in β in
anharmonic chains.
For disordered anharmonic chains with pinning, Dhar and Lebowitz studied the



























in which x0 = xN+1 = 0. It was found that when anharmonicity is absent, which
corresponds to the disordered harmonic chain with harmonic onsite potential, the
heat flux decays exponentially with increasing length and the system is a thermal
insulator. However, introduction of a small anharmonicity will lead to the J ∼ 1/N
dependence, resulting in a diffusive heat transport.
Regarding the two dimensional oscillator lattices, only few numerical studies
are carried out to investigate the size dependent thermal conductivity. But the
good news is that predictions from theories do not contradict each other. Both the
renormalization group theory [22] and the mode coupling theory predict [20, 21] a
logarithmic divergence for the thermal conductivity.
For numerical investigations, Lippi and Livi studied two dimensional lattices
with size Nx ×Ny [47]. Heat was transported along x direction. The Hamiltonian








+V (|xi+1,j−xij |) + V (|xi,j+1−xij |)
]
, (1.15)
where pij ,xij are the canonical coordinates. The interaction was taken to be
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the FPU-β type V (x) = x2/2 + k4x
4/4 and the Lennard-Jones type V (x) =
A/x12 − B/x6 + B2/4A, respectively. The parameters in the Lennard-Jones po-
tential were chosen so that its Taylor expansion at the minimum coincide with the
FPU-β potential. Using non-equilibrium method with Nose´-Hoover heat baths,
Lippi and Livi firstly demonstrated that with increasing Ny and fixed Nx, the cur-
rent saturates at a small ratio Ny/Nx. Subsequent calculations were performed
using fixed ratio Ny/Nx = 1/2. It was found that the conductivity will diverge log-
arithmically with Nx for both models. Additional equilibrium simulations showed
that the heat flux correlation functions decay as t−1. Using Green-Kubo formula,
we again obtain κ ∼ ln(Nx). This result is consistent with predictions from theo-
ries.
There also exist numerical works that contradicts the prediction of logarith-
mic divergence. Grassberger and Yang studied a 2D FPU-type Hamiltonian sys-
tem [48]. The Hamiltonian of the system is similar to Eq. (1.15) but with scalar
displacements. The results showed that when the ratio Nx/Ny is small which
corresponds to the 2D behavior, the conductivity diverges as a power law with
β = 0.22 ± 0.03. When Ny = 1 which is actually a 1D system, β = 0.37 ± 0.01.
In another recent work, Shiba and Ito also studied the same system as Eq. (1.15)
with the FPU-type interaction [49]. Again, a power law divergence, instead of a
logarithmic divergence, was obtained by using lattices with sizes up to 384× 768.
It is found the conductivity also diverges in a power-law with β ≈ 0.268, even
though it was assured that the boundary effect is negligible in that size.
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1.3 Anomalous energy diffusion in low dimen-
sional systems
The nonlinearity of the interaction in the lattices prohibits us to analytically solve
most of the models. Instead, a lot of quasi-one-dimensional gas channel systems
consisting of non-interacting particles have been proposed to study heat transport
in low dimensions. These works were of great help to understanding the basic
ingredients required by the Fourier’s law. Moreover, they helped to understand
heat transport from another aspect of energy diffusion.
Alonso et al. first studied the heat conduction in Lorentz gas channels [50].
The model consists of a quasi-1D billiard with periodically distributed semicircular
scatterers as shown in Fig. 1.1(a). Particles carrying heat move along the billiard
and exchange energy with Maxwell thermal reservoirs at the ends. In this model,
no particle can move between the two reservoirs without being scattered by the
semicircles. Due to the exponential separation of trajectories, this system has a
positive Lyanpunov exponent, i.e., it is chaotic. Alonso et al. verified that the
heat conduction obeys Fourier’s law, which was explained by deterministic particle
diffusion with energy dependent diffusivity D(E) ∼ E1/2.
Later, in order to resolve the role of dynamic chaos on the heat transport be-
havior, Li et al. studied the Ehrenfest gas channels with isosceles right angles
replacing the semicircles in the Lorentz gas channels [51]. Their configurations











Figure 1.1: The geometry of billiard gas channels. (a) The Lorentz gas channel
[50]. (b) The position-disordered Ehrenfest channel [51]. (c) The height-disordered
Ehrenfest channel [51]. (d) The polygonal gas channel [52]. (e) The triangle gas
channel [53].
in these models make them different from the Lorentz gas channels in underly-
ing dynamics. It was found that when the scatterers are periodic, the thermal
conductivity diverges with system length as κ ∼ N0.81. Normal heat conduction
κ ∼ N0 can only be reached when either position disorder (Fig. 1.1(b)) or size dis-
order (Fig. 1.1(c)) is introduced. These results imply that chaos is not necessary
for normal heat conduction and Fourier’s law. Moreover, the diffusive behavior of
the particles are also investigated using the mean square displacement. Numerical
simulations showed that for the disordered case, the mean square displacement in-
crease linearly with time, while for the periodic case 〈∆x(t)2〉 ∼ tα with α = 1.672,
which is superdiffusive .
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Subsequently, two additional works on quasi-1D billiard model but with dif-
ferent scatterers are studied by Alonso et al. [52] and by Li et al. [53], respec-
tively. In the first one, the scatterers have polygonal shape (Fig. 1.1d). By fixing
φ1 = (
√
5 − 1)π/8 and adjusting φ2 = π/q with q = 3, 4, 5, 6, 7, 8, 9, Alonso et al.
found that the time dependence of the MSD 〈∆x(t)2〉 ∼ tα is superdiffusive for
q = 3 (α = 1.30), subdiffusive for q = 4 (α=0.86) and normal for q = 5, 6, 7, 8, 9
(α ≈ 1). Numerical simulations also showed that for q = 5, 6, 7, 8, 9, the thermal
conductivity of the system converges to a non-zero constant in thermodynamic
limit, while it diverges for q = 3 and decays to zero for q = 4 [52]. In the second
work [53], the scatterers are triangles (Fig. 1.1). It was found that the transport
behaviors of this model depend sensitively on whether the angles, measured in unit
of π, are rational numbers or irrational numbers. For the rational cases, the con-
ductivity diverge as power law with exponent β = 0.22 and the MSD α = 1.178.
While for the irrational case, the conductivity saturates to 0.225 and the diffusivity
to 0.15.
All of these works in the billiard models lead us to think about the intrinsic
relation between normal (anomalous) particle diffusion and normal (anomalous)
heat conduction. Consequently, there were two independent works trying to relate
the diffusion exponent α to β, one by Li and Wang [54] and the other by Denisov
et al. [55]. Both the studies focused on the gas models. Particles transport between
the ends of dynamic channels and exchange energy with the heat baths connected
to the ends. In both models, particles do not interact, just as the billiard models
described above.
The first one [54] used a general continuous time random walk description. By
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studying the mean first passage time of the particles, Li and Wang found that if the
mean square displacement is 〈x2〉 ∼ 2Dtα, then the thermal conductivity should
depend on the system length as κ ∼ Nβ and the exponents satisfy β = 2− 2/α.
However, the second study obtained contradictory result. In their study [55],
Denisov et al. focused on the Le´vy type random walk, i.e., Le´vy walk and Le´vy
flight, which generally assumes that a particle waits at each point for a waiting
time following distribution ψw(t) ∼ t−γw−1 (γw > 1) and then make a jump with
distance following distribution ψf (x, t). For Le´vy walk [56], ψf (t) ∼ t−γf−1 and
ψf (x, t) ∼ ψf (t)δ(|x| − vt). This means that during a single flight, the particles
travel at a constant speed v. Depending on γf , the particles diffuse according to
〈x2(t)〉 ∼ tα with α = 2 for 0 < γf < 1; α = 3 − γf for 1 < γf < 2 and α = 1 for
γf > 2. For the superdiffusive cases 1 < γf < 2, the authors obtained the mean
first passage time τ ∝ Lγf . The heat flux contributed from a single particle then
scales as J ∝ L−γf = Lα−3. Considering that the temperature gradient ∇T ∝ L−1
and the total number of particles in the channel N ∝ L, it was obtained that the
thermal conductivity κ ∝ NJ∇T ∝ Lα−1 which means β = α − 1. For Le´vy flight,
the jump length distribution is ψf (x, t) = ψf(x)δ(t − tf) where ψf (x) ∼ x−γf−1.
Due to the divergence of mean square displacement, 〈|x|〉2 ∼ tα was used instead
of the mean square displacement which gave β = 2/γf − 1 = 2/(3 − α) − 1. For




Although the billiard gas models helped us clarify a few puzzles on the condi-
tions for diffusive heat transport, we should admit that due to the lack of interac-
tions and local thermal equilibrium as pointed out by Dhar and Dhar [57], conclu-
sions drawn from them could not be directly transferred to oscillating lattices. The
properties of the billiard gas models are dominated by their dynamic properties, or
even simpler, geometric properties. while for lattices, thermodynamic properties
are more important and of interest. Moreover, heat flux in lattices takes place by
phonon transport without net particle flow, which also make the lattice systems
different from the billiard gases in underlying physics.
For energy diffusion in lattices, Cipriani et al. studied a one dimensional di-
atomic hard-point model [58]. The model consists of a chain of hard-point particles
with alternating masses, m2i = m and m2i+1 = rm, lying on a line segment with
length L. The particles move in one dimension and elastically collide with their
nearest neighbors when they meet at the same point. Therefore, the order of
the particles are conserved and the system is more like a lattice model compared
to gas models. In their simulation, the average kinetic energy is chosen to be
〈miv2i 〉 /2 = 1 and mi = 1.
It is clear that when r = 1, the collisions only lead to exchange of velocities and
the dynamics is integrable. When r deviates from 1, the system is non-integrable
but still remains non-chaotic because the evolution equations is linear: if the ve-
locities of two successive particles before collision are vi,j, then after collision they
will change according to a linear form
v′i = vj ±
1− r
1 + r
(vi − vj), (1.16)
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Figure 1.2: The rescaled perturbation profiles δ(2)(i, t) for the HPG model at t =
40, 80, 160, 320, 640, 1280, 2560, and 3840 for γ = 3/5. Inset: the perturbation
profile of at t = 640 (solid line) is compared with the propagators of a Levy walk
with exponent µ = 5/3 and velocity u = 1 (dotted line). Adopted from Ref. [58].
where plus (minus) sign in ± corresponds to i even (odd) and j = i± 1.
After introducing an infinitesimal perturbation δvi(t = 0) to the i’th parti-
cle, the spread of the energy perturbation at later time can be characterized by
δ(2)(i, t) = mi(δvi(t))
2. This quantity can be regarded as the energy distribution in
the energy diffusion process. It is observed by numerical simulation that the pro-
file of δ(2)(i, t) (See Fig. 1.2) satisfies the power-law ansatz δ(2)(i, t) ≈ t−γδ(2)(i/tγ)
very well. A best fit for i = 0 gives γ = 0.606 ± 0.008. The evolution of the
profile δ(2)(i, t) was then compared with Le´vy walk with waiting time distribution
ψ(t) = t−µ−1 [56]. The scaling law of Le´vy walk is [59]









for the central part. Therefore, µ = 1/γ ≈ 5/3. Numerical simulations showed a
good agreement between these two models except that the ballistic wavefronts are
slightly broadened (Fig. 1.2). Since for Le´vy walk, the mean square displacement
〈x2(t)〉 ∝ tα with α = 3 − µ, therefore α should be 4/3 approximately. Numerical
calculation of mean square displacement of their diatomic gas model showed that
β ≈ 1.35, which supported the connection of their model with Le´vy walk.
The heat conduction of this model was independently studied by Hatano [60],
by Dhar [61] and by Grassberger et al. [62] earlier. The first work [60] used
r = 1.22 and found that β = 0.33 ∼ 0.37. The second one [61] observed a small
divergence of the thermal conductivity with β ≈ 0.17 when r = 1.22 using length
N up to 1281. The last one [62] used a very efficient event driven algorithm and
simulated chains with length up to 16383. It was found that for very large N , the
divergent exponent tends to β = 0.32+0.03−0.01 for all mass ratio between 1 and ∼ 5,
which was claimed to be consistent with the prediction of renormalization group
theory, β = 1/3, by Narayan and Ramaswamy [22].
The hard-point gas model cannot mimic the real lattice models because the
interactions between particles are present only when they collide. For interacting
lattices connected by springs, another systematic study on energy diffusion were
carried out by Zhao [63]. In this work, Zhao showed a heuristic approach to
investigate the energy distribution, denoted as ρ(i, t), in a diffusion process, using




This quantity is equivalent to δ(2)(i, t) in Cipriani et al.’s work [58]. Using this
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Figure 1.3: ρ(i, t) versus t for (a) the Toda lattice, (b) the FPU-β lattice and
(c) the φ4 lattice at time t = 100 (blue), 200 (green) and 300 (red), respectively.
Adopted from Ref. [63].
method, Zhao studied three well known lattices showing different behaviors of
heat conduction: the Toda lattice which is ballistic, the FPU-β lattice which is
superdiffusive and the φ4 lattice which is diffusive. It was found that for all these
models, the energy correlation functions can well capture the characteristics of
the corresponding energy diffusion (Fig. 1.3). Specifically, for Toda lattice, the
energy distribution is dominated by two clear ballistic wave front; for φ4 lattice,
the distribution is Gaussian-like; for FPU-β lattice, it is a combination of the two
above, two seemingly ballistic peak and a Gaussian-like central part. Quantitative
results for the mean square displacement 〈x2(t)〉 = ∑i i2ρ(i, t) were calculated,
which shows power law dependence on time 〈x2(t)〉 ∼ tα. The exponent α ≈ 2 for
Toda lattice, α ≈ 1.4 for FPU-β lattice and α ≈ 1 for φ4 lattice, which coincide
with their ballistic, superdiffusive and diffusive behaviors, respectively. Moreover,
it was argued that this supports the β = α−1 relation because the exponent β for
FPU-β model is 2/5 as predicted by the Peierls-Boltzmann theory.
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In a recent work, Zaburdaev et al. restudied the energy diffusion in one dimen-
sional systems using the phenomenological Le´vy walk approach [64, 65]. They first
generalized the Le´vy walk model to involve random fluctuation in the movement
of particles. Specifically, compared to the standard Le´vy walk, it was additionally
assumed that during a single flight between two successive collisions, a particle’s
position evolves according to Langevin equation x˙(t) = v0 + ξ(t), where ξ(t) is
a Gaussian random process with correlation 〈ξ(t)ξ(s)〉 = Dvδ(t − s). When the
randomness is absent (Dv = 0), this model reduces to the standard Le´vy walk
model with moving speed v0. Analytic analysis showed that for their generalized
Le´vy walk model, the central part of the particle density profile P (x, t) follows the









where x¯ = x− v0t.
Using this model, Zaburdaev et al. restudied the energy diffusion in hard-point
gases (HPG) model and the FPU-β model using Eq. (1.18) by Zhao [63]. For the
hard-point particles model, the authors calculated the evolution of an infinitesi-
mal perturbation ρ(i, t) following Ref. [58]. It was found that the scaling relations
Eq. (1.17) with γ = 5/3 and Eq. (1.19) are fulfilled separately for the central part
and the ballistic part, respectively (Fig. 1.4). For the FPU-β model, the authors
performed a direct comparison between the energy spatiotempral correlation func-
tions e(i, t) as in Eq. (1.18) and the probability density for the generalized Le´vy
walk model. The comparison was made at time t = 1000 and 2000 respectively












Figure 1.4: Left: rescaled perturbation profiles of the HPG model at time t =
1000,2000,4000,6000 respectively. The profiles are scaled under Eq. (1.17). The
inset shows the ballistic humps after the scaling transformation Eq. (1.19). Right:
energy correlation functions e(i, t) for the FPU-β model (thin solid lines) and the
propagators of the generalized Le´vy walk model (thick dashed lines). Adopted
from Ref. [64, 65].
particle ǫ = 1, v0 = 1.384 and Dv = 0.49.
1.4 Summary and outline
Although the nature of heat conduction in low dimensional systems with momen-
tum conservation is now well accepted as anomalous, violating Fourier’s law, there
are still many puzzles and debates.
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First, the three theories: the mode coupling theory, the hydrodynamics and
renormalization group theory and the Peierls-Boltzmann equation theory provide
contradictory results on the divergent behavior of the thermal conductivity. But
all of them claim their predictions describe the universal behavior, although all
of them have some limitations and are based on many approximations and as-
sumptions. It was reported that hydrodynamics may breakdown in certain one
dimensional systems. The Peierls-Boltzmann theory is carried out only for weakly
nonlinear cases and the relaxation time approximation is used without justifica-
tion. In the mode coupling theory, the projected equations of motion are solved
under many approximations, including the neglect of higher order nonlinear terms,
the replacement of the true memory kernel with an approximated one, and the
dispersion relation obtained from mean field theory. To justify which theory de-
scribes the real nature of heat conduction in low dimensional systems would be
very important.
Second, concerning energy diffusion, although there are a few numerical studies
showing that energy diffusion in certain one dimensional systems can be described
by (generalized) Le´vy walk, it can be argued that a fundamental theory connecting
these two phenomena does not exist in general. All existing works are based on
phenomenological approaches: by comparing energy profiles in anomalous diffusion
with probability distributions in Le´vy walk models. However, such a procedure
can only be performed case by case. It is unknown for which kind of systems
the Le´vy walk description is applicable. The corresponding parameters can only
be determined by testing and fitting. Therefore, a rigorous theory that connects
energy diffusion and heat conduction from fundamental physics is demanded. A
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successful description of anomalous heat conduction in terms of anomalous diffusion
would provide us with a powerful tool to explore the nature of heat transport,
because anomalous diffusion has been very well studied.
On the other hand, it is not only a fundamental demand for the development
of statistical physics to understand anomalous heat conduction in low dimensional
systems, but also of great interest from the application point of view. The break-
down of Fourier’s law has been observed in many computational studies on nano-
materials. Zhang and Li [66] first observed that the thermal conductivity of single-
walled carbon nanotubes diverges as Lβ , with β between 0.12 and 0.4 depending
on the temperature and diameter. Henry and Chen [67, 68] also found a divergent
thermal conductivity in 1D polyethylene chains. Recently, Yang et al. [69] demon-
strated that silicon nanowires also have divergent heat conductivity with exponent
β = 0.27 and 0.15 for temperature 300K and 1000K, respectively. It is expected
that this property should be shared by quite a large class of low-dimensional mate-
rials. On the experimental side, modern nano-technology has enabled us to access
and utilize real low dimensional structures. Chang et al.’s experimental work on
carbon nanotubes and boron-nitride nanotubes [70] has verified that at room tem-
perature, these two materials both violate Fourier’s law even when the tube lengths
are much longer than the phonon mean free paths. Will there be other novel phe-
nomena associated with anomalous heat conduction that cannot be observed with
normal heat conduction?
In this thesis, we are going to discuss the three questions mentioned above
related to anomalous heat conduction. The rest of the thesis is organized as follows:
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In Chapter 2, we will explore the relation between heat conduction and energy
diffusion. Using the linear response theory, we will derive the evolution of energy
profile during the diffusion process. Based on the energy profile, we will prove a
universal equality connecting the mean square displacement of the diffusion process
and the equilibrium heat flux autocorrelation function. We will also show a few
corollaries of this equality, which deal with normal diffusive, superdiffusive and
subdiffusive cases, respectively.
In Chapter 3, using a tuning fork method, we will investigate the properties of
phonons in nonlinear lattices by studying the transport behaviors of the excited
wave by a periodic driving force. The analytic expression for the motion of the
excited wave will be derived. By numerically evaluating this expression, we will be
able to obtain the dispersion relation and mean free paths for phonons in nonlinear
lattices. Then we will compare the numerical results against the results from
effective phonon theory and the Pierels-Boltzmann equations. It will be shown
that the divergent mean free paths at low frequencies are responsible for anomalous
heat conduction.
In Chapter 4, we will study the heat flux in arbitrarily connected open systems.
Green-Kubo like formulas will be derived for the internal heat fluxes and external
heat fluxes, which lead to the conductance matrices. The properties of the con-
ductance matrices will be investigated. For the quasi-1D cases, we will show that
Fourier’s law breaks down and the heat flux is dependent on the temperature at
other positions instead of on the local temperature only. Under certain conditions,
the steady state heat flux can even flow against the local temperature gradient
through a siphon mechanism.
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Anomalous Energy Diffusion Near
Thermal Equilibrium
2.1 Introduction
Generally, heat transport can be studied in the aspects of two different yet deeply
related phenomena. One is to study the heat flux in a non-equilibrium steady state
to get the thermal conductivity, as we normally do in simulations or in experiments,
in which temperature bias are applied to the systems. The other approach is to
study the heat diffusion in a non-equilibrium transient process in which the system
is firstly excited away from equilibrium and then relaxes to equilibrium. Both
approaches should reveal some properties of heat conduction of the system.
For the normal cases, it is well known that normal heat conduction is related to
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normal diffusion. For example, in a 1D continuous system, the Fourier’s law of heat
conduction states that j(x, t) = −κ∂xT (x, t), where j(x, t) is the local heat flux
density, T (x, t) the local temperature and κ the thermal conductivity. From en-
ergy continuity equation ∂tε(x, t)+∂xj(x, t) = 0, one obtains ∂tε(x, t) = κ ∂
2
xT (x, t),
where ε(x, t) is the local energy density. Assuming local thermal equilibrium exists
and temperature change is small, the local energy density can be simply related
to the local temperature as ε(x, t) = cV T (x, t), where cV is the specific heat.
Therefore, one reaches the well known heat equation describing normal diffusion
∂tT (x, t) = D∂
2
xT (x, t), where the diffusion constant D is linked with heat conduc-
tivity κ through D = κ/cV [71].
The discovery of anomalous heat conduction [35, 36] in 1D Fermi-Pasta-Ulam
(FPU) and FPU-like lattices has inspired numerous theoretical [72, 1, 2, 73] and
experimental [70, 74] studies of the length-dependent heat conductivity in low
dimensional systems. In such systems, the asymptotic heat conductivity can be
expressed as
κ ∝ Lβ. (2.1)
On the other hand, for the diffusion processes of particles [75], which could
be heat carriers, it is established that the mean square displacement (MSD) of
particles increases with time as
x2(t) ∝ tα. (2.2)
Since the Fourier’s law (β = 0) can be connected to normal diffusion (α = 1), it
is commonly believed that anomalous heat conduction (β 6= 0) should somehow be
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related to anomalous diffusion (α 6= 1). The pioneering works in this direction have
given rise to insightful albeit controversial analytical results [54, 76, 55] for billiard
models. Further numerical investigations of energy diffusion in 1D lattice systems
[58, 63, 77] confirmed the relation β = α−1 between heat conduction and diffusion
as predicted by Ref. [55]. However, the analytical derivation of this relation is only
available for the simple non-interacting billiard model under a strong assumption
that the moving particles obey a pre-defined Le´vy walk distribution. Therefore,
this result is still restricted to dealing with the particle diffusion cases.
However, energy transport in discrete lattices is a completely different phe-
nomenon. The heat carriers are phonons which are defined in momentum space
and do not move in the real space. Therefore, the definition of “displacement”
of energy is not clear. We do not have the quantity “mean square displacement”
of energy which enables us to characterize energy diffusion in these lattice cases.
As a consequence, the previous inspiring works that tried to bridge energy diffu-
sion and heat conduction from the aspect of particle diffusion have only limited
applications. A fundamental theory for lattice models in this area is still lacking,
although some heuristic results are available [63, 64].
Therefore, to build a general and rigorous theory connecting energy diffusion
and heat conduction that does not rely on any a priori assumption on the details
of the system and can be applied to any model as well as lattices is still challenging
and remains to be one of the most outstanding problems in statistical physics.
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2.2 The evolution of the mean square displace-
ment
In this section, based on a rigorous linear response description of energy diffusion,
we derive analytically a dynamical equality connecting the MSD of the nonequi-








where cV is the heat capacity, kB the Boltzmann constant, and T the temperature.
This derivation does not rely on any special details of the model or any assumption
about the diffusion process. It is a consequence of microscopic energy conservation.
In this sense, this equality is a fundamental and intrinsic relation between energy
diffusion and heat conduction.
For simplicity, the derivation is limited to a 1D continuous system. The gen-
eralization of the derivation to higher dimensional and discrete lattice cases is








where j(x, t) denotes the local heat flux density at position x at time t. We
have used the energy density fluctuation ǫ(x, t) = ∆ε(x, t) ≡ ε(x, t) − 〈ε(x, t)〉 to
replace the energy density, or the Hamiltonian density, ε(x, t) in the above equation
because the difference between them is a time-independent constant. 〈·〉 denotes
the canonical ensemble average.
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The continuity equation (2.4) connects local energy density fluctuation with
local heat flux density. To find the further connection between correlation functions
of these two quantities, we multiply Eq. (2.4) by ǫ(x′, t′) and j(x′, t′) respectively,
and take the ensemble average:












For a homogeneous system in thermal equilibrium, the correlation functions
〈ǫ(x, t)ǫ(x′, t′)〉, 〈j(x, t)ǫ(x′, t′)〉, 〈ǫ(x, t)j(x′, t′)〉 and 〈j(x, t)j(x′, t′)〉 only depend
on spatial separation and time differences. Therefore, we can define
CAB(x− x′, t− t′) = CBA(x′ − x, t′ − t) ≡ 〈A(x, t)B(x′, t′)〉 (2.7)
to stand for the spatiotemperal correlation between A and B, where A,B takes the
form of ǫ, j. It is then easy to verify that the cross correlation terms Cjǫ(x, t) and
Cǫj(x, t) are invariant under the transformation of (x, t) → (−x,−t). Therefore,
we have Cjǫ(x− x′, t− t′) = Cǫj(x− x′, t− t′). By performing ∂t to Eq. (2.5) and










As we shall see soon, the r.h.s. of Eq. (2.8) is actually connected to the equilibrium
autocorrelation of total heat flux C(t) and the l.h.s. is closely connected to the
MSD x2(t) of the nonequilibrium energy diffusion.
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where JL =
∫ L/2
−L/2 j(x, t)dx is the total heat flux for 1D system with length L. Thus



























−∞ throughout this Chapter. Now, the connection between
the r.h.s of Eq. (2.8) and C(t) has been established.
Before we come to the connection between the l.h.s of Eq. (2.8) and the MSD
x2(t), we need to obtain the energy distribution ρ(x, t) describing nonequilibrium





It should be stressed that the MSD x2(t) is not measured in the canonical ensemble
as denoted by 〈.〉. Instead, it is defined in a non-stationary irreversible diffusion
process described by the probability distribution of energy ρ(x, t).
The scenario of energy diffusion is given as follows: firstly, an energy perturba-
tion is imposed on the initially equilibrated system at temperature T . Then after
removing the perturbation, the energy diffusion process is just the relaxation of
the energy excitation.
To calculate the energy distribution, we assume the perturbation is small so
that the system is close to thermal equilibrium and local thermal equilibrium exists.
Therefore, a temperature distribution T (x, t) = T +∆T (x, t) can be defined during
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the diffusion process, with ∆T (x) sufficiently small. Under this assumptions, the
non-equilibrium phase space probability density can be written as [1],
ρ ≈ 1
Z
exp [−βT (H +Hext(t))] (2.12)
where Z is the partition function, βT = (kBT )
−1, H is the total Hamiltonian, and







where ∆T (x, t) = ∆T (x)θ(−t) is assumed and θ(t) is the Heaviside function which
indicates the perturbation is removed at time t = 0 after it has been applied from
the infinite past. As we will see soon, ∆T (x) describes the energy profile before
relaxation. The form of ∆T (x) will not affect our main result, namely, Eq. (2.3)
is generic and does not depend on the specific initial energy profile.
Because |∆T (x)| is sufficiently small, we can apply the linear response theory
[78] to study the energy distribution during the diffusion process. The response of


























dx′Φεε(x− x′, t′)∆T (x′). t > 0
(2.14)
In the formula, Φεε(x, t) is known as the response function which relates to the
equilibrium correlation of energy fluctuation as [78]
Φεε(x, t) = −βT 〈ǫ(0, 0)ǫ˙(x, t)〉 = −βT C˙ǫǫ(x, t), (2.15)
where · denotes time derivative and βT = (kBT )−1.
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Using the condition Cǫǫ(x,∞) = 0, we obtain
δε¯(x, t) =
∫
dx′Cǫǫ(x− x′, 0)∆T (x
′)
kBT 2
for t ≤ 0 (2.16)
δε¯(x, t) =
∫
dx′Cǫǫ(x− x′, t)∆T (x
′)
kBT 2
for t > 0 (2.17)
It can be seen that for any finite time t ≤ 0, the energy profile is the same. This
energy profile describes the steady state when the perturbation is present. It is the
energy profile before relaxation. After the perturbation is removed at t = 0, the
evolution of energy profile will evolve according to Eq. (2.17).














∫ Cǫǫ(x, 0)dx = kBT 2cV is used. The proof for this result is as follows. Simi-
lar to the deduction from Eq. (2.9) to Eq. (2.10), defining ∆E(0) =
∫ L/2
−L/2 ǫ(x, 0)dx,
we can obtain ∫





However, 〈∆E(0)∆E(0)〉 is just the energy fluctuation in thermal equilibrium,
which relates to the heat capacity through a well known equality in equilibrium
statistical mechanics [79]
〈∆E(0)∆E(0)〉 = 〈E2〉− 〈E〉2 = kBT 2CV = kBT 2LcV , (2.20)
where CV is the total heat capacity and cV is the heat capacity per unit length.
Eq. (2.18) implies an expected result that the total energy excited is the ac-
cumulation of local energy perturbation. Actually, when the interaction in the
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system is short ranged, the simultaneous correlation of energy density can be ap-
proximated as Cǫǫ(x, 0) ∼ δ(x), then the energy profile at t = 0 can be simplified as
δε¯(x, 0) = cV∆T (x). In this aspect, ∆T (x) describes the initial excitation profile
of energy diffusion.
In view of the analysis above, the normalized energy distribution in the diffusion








dx′Cǫǫ(x− x′, t)∆T (x′), (2.21)
where
N = kBT 2cV
∫
∆T (x′)dx′ (2.22)




should always be unity. Using Eq. (2.8), this can be proved as follows. First, it







































xCjj(x, t) = 0 (2.26)
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should be satisfied for Cjj(x, t). Therefore, Eq. (2.24) should always be zero and
dA(t)/dt is a constant. However, from the even parity of Cǫǫ(x, t) with respect to
t, we obtain that dA(t)/dt should equal zero. Finally, because A(0) = 1 by the
definition of ρ(x, t) Eq. (2.21), We get A(t) = 1.
For a special perturbation ∆T (x) ∝ δ(x), Eq. (2.21) reduces to ρ(x, t) =





provided 〈∆H0(0)∆H0(0)〉 = kBT 2cV , where Hi(t) is the local energy of site i
in the lattice, the discrete analogue of ε(x, t). However, this condition implies
〈∆H0(0)∆Hi(0)〉 = 0 for i 6= 0 or its continuous version Cǫǫ(x, 0) = kBT 2cV δ(x),
which has more restrictions on the system, e.g., short ranged interaction and special
definition for the local energy. Therefore, the result Eq. (2.21) is more general and
rigorous.




































which completes the proof for Eq. (2.3). In the last steps, integration by parts with
boundary conditions Eqs. (2.25) and (2.26) are used.
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This dynamical equality is essentially the equation of motion for the MSD of
energy diffusion. With the initial conditions and C(t) known, we would be able to










The first one is determined from the initial temperature profile before diffusion
and it varies from case to case. This condition reduces to x2(0) = 0 if Cǫǫ(x, 0) and
∆T (x) are both δ-functions.
The second one results from the even parity of Cǫǫ(x, t) with respect to t provided
it exists, which should be generally satisfied for a natural process. In some ideal
theoretical models, this condition may seem to be violated. For example, consider
the ideal normal diffusion described by the heat equation ∂tP (x, t) = D∂
2
xP (x, t),
its MSD depends on time as x2(t) = 2Dt for t > 0, which means dx2(0+)/dt = 2D.
If time reversal symmetry is considered, x2(t) = 2D |t|. Therefore, dx2(0−)/dt =
−2D and dx2(0)/dt is ill-defined. Actually, from Eq. (2.3), we can obtain C(t) =
2kBT
2cV δ(T ) in this case. Therefore, this is an unrealistic process obtained by
omitting many microscopic details or by restricting the phenomenon to a certain
time/length scale [78]. However, even in this case, it is still safe to use Eq. (2.30)
from the symmetry and obtain the MSD from C(t) by integration.
These initial conditions imply that the lowest two terms of Taylor series of
x2(t) at t = 0 should be a0 + a2t
2, with a0 = x2(0) and a2 = C(0)/kBT
2cV .
Therefore, realistic energy diffusion process should start as a ballistic transport.
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Similar phenomenon for particle diffusion has already been observed in experiments
recently [80].
Eq. (2.3) relates the MSD x2(t) of the nonequilibrium energy diffusion and
the equilibrium autocorrelation function of total heat flux, C(t). This relation
bridges the heat conduction and energy diffusion in the sense that heat conduction
is related to the autocorrelation function C(t) through the Green-Kubo formula
[24, 25]; while energy diffusion processes can be classified through the distinct
behaviors of MSD x2(t) [75].
It should be stressed that Eq. (2.3) is derived without any explicit a prior
assumption on the details of the system and diffusion process. The result is inde-
pendent on the initial condition of energy diffusion.
2.3 The corollaries
In this section, we will show some special corollaries of Eq. (2.3), with only the
help of the Green-Kubo (GK) formula [24, 25].
2.3.1 Normal energy transport
If the energy diffusion is normal, we have limt→∞ x2(t)/2t = D, where D is a finite
constant called thermal diffusivity. From the GK formula and noticing the initial
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Figure 2.1: The flux autocorrelaiton function of the φ4 model. In the calculation,
the lattice length is N = 1000. C(t) is calculated for every time interval 0.01 under
an aerage energy E = 0.867N . C(t) for the φ4 model decays exponentially which
indicates normal heat conductivity.














We shall emphasize that although Eq. (2.31) is well accepted, it was obtained by
the aids of a presumed empirical Fourier’s law, or equivalently the heat equation,
as shown in Sec. 2.1. However, we have demonstrated here that it is a rigorous
result from Eq. (2.3) and does not rely on the Fourier’s law any more.
Particularly, if we assume an exponential relaxation of the flux autocorrelation
function C(t) = C0e
−t/τ similar to the φ4 lattice in Fig. (2.1), with τ the charac-
teristic relaxation time, the MSD can be obtained by integrating Eq. (2.3) twice,
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The asymptotic behavior is x2(t) ∼ 2Dt with diffusivity D = C0τ/(kBT 2cV ). The





2), so that κ and D
satisfy the corollary Eq. (2.31). We also notice that in the short time limit t≪ τ ,
Eq. (2.32) implies ballistic transport x2(t) = v2t2, where v =
√
C0/(kBT 2cV ) can
be regarded as the speed of the collective energy propagation in the ballistic limit.
The heat conductivity can be expressed as κ = cV v
2τ which is reminiscent of the
kinetic theory. It can be noticed that x2(t) in Eq. (2.32) has exactly the same time
dependence as the MSD of Brownian motion described by the Langevin equation
[78]
mx¨ = −γx˙+ η, (2.33)










with τ = m/γ.
2.3.2 Superdiffusive and ballistic energy transport
If the energy diffusion is superdiffusive, then asymptotically we have x2(t) ∼ tα
with 1 < α < 2. From the equality Eq. (2.3) we get C(t) ∼ tδ with δ = α − 2.




get anomalous heat conduction with infinite conductivity in the thermodynamic
limit. However, if one is interested in a length-dependent heat conductivity, one
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can follow the heat conduction review literatures [1, 2] to put a cut-off time to
the GK formula. Although not rigorously proved, it is commonly reasoned as that
for a finite system, sound waves travels to the boundaries at a constant speed cs,
which will lead to a fast decay of correlations at time t ∼ L/cs [2]. In this case,














which leads to the asymptotic behavior of the length-dependent thermal conduc-
tivity κsuperL ∼ Lβ with
β = δ + 1 = α− 1. (2.36)
This reproduces the relation β = α−1 derived for a billiard model with the particles
follow the a priori Le´vy walk process [55]. On the contrary, the derivation is a direct
consequence of the microscopic energy conservation law and does not rely on any
assumption on the specific models and the diffusion processes. It is fulfilled in the
whole time range of the diffusion process. In this sense, the dynamical equation
(2.3) is intrinsic and more fundamental than a simple relation between α and β.
The discussion above also applies to the ballistic cases in which α = 2 and
β = 1, which means the thermal conductivity increases linearly with system size
and the thermal conductance is independent on it.
2.3.3 Subdiffusive energy transport
If the MSD x2(t), based on the equilibrium energy spatiotemperal correlation Eq.
(2.21), has the asymptotic form x2(t) ∼ tα with 0 < α < 1, which corresponds to
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the subdiffusive case. From Eq. (2.3), we get C(t) ∼ α(α− 1)tα−2. The exponent
δ = α− 2 < −1 so that C(t) is integrable over [ 0,∞) and the GK formula is still









tα−1 = 0. (2.37)
This is an expected result which indicates a subdiffusive system is a perfect ther-
mal insulator in the thermodynamic limit. If we again adopt the “cut-off-time”
reasoning for finite system, Eq. (2.35) and (2.36) will still be valid and the heat
conductivity will decay as, κsubL ∼ Lα−1, asymptotically.
It is interesting to note that when t is large, the autocorrelation function C(t)
should be negative since its coefficient ∼ α(α − 1) < 0. This is in stark contrast
to the case where C(t) ∼ tδ with δ < −1 but has a positive coefficient, which will
result in a finite conductivity and thus implies normal diffusion [1, 81].
2.4 Summary
In this chapter, we have analytically derived an exact equality, Eq. (2.3), for all
isotropic systems which bridges energy diffusion and heat conduction in terms
of the MSD of the nonequilibrium energy diffusion, x2(t), and the equilibrium
autocorrelation function of total heat flux, C(t).
This relation is a natural consequence of the microscopic energy conservation
law and is thus intrinsic and more fundamental than the previously derived relation
β = α− 1. In principle, it can be applied to isotropic systems in any dimension.
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Moreover, from this equality, we haved recovered the theories for normal heat
transport, which shows the linear relation betwen the thermal diffusivity and the
thermal conductivity. For superdiffusive and ballistic cases where the mean square
displacment increases with time faster than linearly, the thermal conductivity will
diverge with the systems size. While for the subdiffusive cases, the thermal con-
ductivity will decrease to zero and therefore results in a thermal insulator. If the




Phonons in one dimensional
nonlinear lattices
3.1 Introduction
Phonons, the vibrational modes of lattices, play a very important role in many of
the physical properties of solids, such as the thermal conductivity. In traditional
understanding, phonons are the major heat carriers that contribute to heat con-
duction in solids, particularly in semiconductors and in dielectric solid materials.
In an extension to the kinetic theory for ideal gas, it was proposed that the ther-
mal conductivity in solids should involve the contribution from all phonon modes,
which reads κ =
∫
ckvklkdk for 1D cases, where ck, vk and lk are the specific heat,
the phonon group velocity and the phonon mean free path, respectively. Peierls
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further developed this idea using a Boltzmann transport equation approach, yield-
ing the Peierls–Boltzmann equation [82], which found that the Umklapp processes
due to nonlinearity are important for the finite relaxation time, which will further
guarantee the finite thermal conductivity and Fourier’s law.
In recent years, the phenomenon of anomalous heat conduction in low dimen-
sional nonlinear systems has attracted much research interest [1, 2]. A general
finding in these systems is that the thermal conductivity diverges when the system
size goes to the thermodynamic limit. Therefore, if the kinetic formula for ther-
mal conductivity is still applicable, the phonon mean paths should be divergent
as well. For a well studied FPU-β model displaying anomalous heat conduction,
Pereverzev studied this problem based on the Peierls-Boltzmann equations [23] and
found that the phonon mean free paths diverge with the wavenumber as ∼ k−5/3.
Consequently, the thermal conductivity diverges with length as ∼ L2/5. However,
in such an approach, phonon modes are normally constructed by harmonic trun-
cation, i.e., by considering only the quadratic terms in the Hamiltonian, while the
higher order terms are considered as phonon–phonon interactions, which will lead
to the relaxation of phonon modes.
Obviously, in this approach, the definition of phonon is only a simple extension
from the definition for harmonic systems and somehow awkward. The concept of
phonon arises when one decouples the motion of a harmonic system to the superpo-
sition of eigenmodes which should evolve independently from each other. However,
when nonlinear interaction is present, there will no longer be any eigenmode of the
system. We might imagine that the phonons, even if they exist in weak nonlinear
systems, will still be destroyed when nonlinearity increases.
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Moreover, it was found that the dispersion relation based on harmonic trunca-
tion is not able to capture the real property of phonons in nonlinear lattices. By
numerical simulations, the sound speed in nonlinear lattices is found to be signif-
icantly larger compared to that predicted by harmonic truncation [83, 76, 63]. A
lot of works have been done to explain this “supersonic” sound speed in nonlin-
ear lattices in terms of solitons [83, 84, 63], which makes the real heat carriers in
nonlinear lattices much debated. Recently, based on a renormalization of phonon
modes, an effective phonon theory was proposed to describe transport phenomena






k + α2, (3.1)
where ωˆk is the eigen frequency of the truncated harmonic lattice (see Eq. (3.4)),
and the constants α1,2 are determined from the nonlinear inter-particle potentials
and the onsite potentials, respectively. It has been found that for the FPU-β model,
this equation predicts the sound speed perfectly well in a large temperature range
[77]. However, the effective phonon theory is a mean field theory that converts the
nonlinear interactions into effective linear interactions. Therefore, the relaxation
of phonons cannot be considered in this framework. It is also unknown to what
extend this theory would be applicable.
In this chapter, we introduce a tuning fork method to study the excitations
in nonlinear lattices, which can help to recover the intrinsic dispersion relation for
harmonic lattices. With the help of molecular dynamics simulations on anharmonic
lattices, we demonstrate that the excitations can be well described by a traveling
wave with complex wavenumbers, from which we are able to obtain the dispersion
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relation and the mean free paths for phonons in nonlinear lattices.
3.2 Phonons in harmonic chains
Before we introduce the tuning fork method, we first briefly review the mathemat-
ical descriptions of phonon in one dimensional harmonic chains.
Consider a one dimensional homogeneous harmonic chain with N particles, i.e.,












K(xn − xn+1)2, (3.2)
where the mass of the atoms M and the force constant K are the same for all
particles. Periodic boundary conditions will be assumed so that x0/1 = xN/N+1
and p0/1 = pN/N+1. For simplicity, we also assume that N is an even number. The
discussions will only suffer from very minor differences when N is odd.
In a classical treatment, the Newton’s equations of motion (EOMs) for the




= K(xn−1 − 2xn + xn+1). (3.3)
The concept of phonon arises when we decouple these equation into non-interacting
normal modes. For the easiest method, a plane wave ansatz xn ∝ exp (−ikn + iωt)
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and k should satisfy the periodic boundary condition xN+1/x1 = exp (−iNk) = 1.
Normally, k will be chosen from the first Brillouin zone that is
kl = 2πl/N (3.5)
with l = −N/2 + 1, · · · , N/2. However, for convenience, we would like to choose
l = 1, · · · , N in this chapter. These wavenumbers defined in Eq. (3.5) are the eigen
wavenumbers of the system.
Eq. (3.4) is the well known dispersion relation for 1D homogeneous harmonic
lattices, which specifies the relation between the frequencies and wavenumbers of
normal modes in these lattices. The group velocity, which represents the transmis-











, for 0 < k ≤ π. (3.6)
In the long wavelength or small wavenumber limit, k ≪ 1, the dispersion rela-




, and the group velocity is independent
on the frequency, i.e., vs =
√
K/M . This is just the velocity of elastic waves in
the continuum limit, or, the sound velocity.
For later references, we also use another simple approach to solve the dispersion
relation. By defining the Fourier transform of a quantity A as
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we transform Eq. (3.3) from the time domain to the frequency domain which reads
−Mω2xn = K(xn−1 − 2xn + xn+1). This is a set of linear equations and can be
easily transformed into an eigen problem:
Φx = Mω2x. (3.9)
where x = {x1, x2, · · · , xN}T and Φ is the force matrix with elements Km,n =
K (−δm−1,n + 2δm,n − δm+1,n) (1 ≤ m,n ≤ N), in which periodic boundary condi-
tions are implicitly specified, i.e., 0 is understood as N and N + 1 is understood
as 1.














(n = 1, · · · , N) . (3.10)
Obviously, ξn = ξN−n. Therefore, for n = 1, · · · , N/2−1, the eigenspace is two-fold
degenerate and the corresponding normalized (column) eigenvectors Sn and SN−n






























The column vectors form an orthonormal matrix S with elements Smn = (Sn)m,
which will diagonalize Φ
S−1ΦS = diag {ξ1, ξ2, · · · , ξN} = Ξ. (3.13)
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3.3 A tuning fork method
In the last section, we have seen the mathematical treatments of lattice vibrations
in homogeneous harmonic chains, which shows the eigenmodes of the vibrations,
i.e., the phonons, are plane waves with dispersion relation given by Eq. (3.4). How-
ever, although this method is helpful to define phonon and obtain the dispersion
relation, it is not very easy to use it to “measure” the dispersion relation. “Mea-
sure” means we can set up some ideal experiment devices, like computer molecular
dynamics simulations, to directly resolve the dispersion relation from the observed
data. In this section, we will introduce a driven force method, called the tuning
fork method, which can be used to achieve this mission.
To begin, we can imagine the following scenario: a tuning fork is placed before
some media, such as a golden stick, at a specific temperature. By striking the fork,
it vibrates at an constant frequency (pitch). The vibration will be coupled to the
stick and act as a force source to drive the gold atoms at the end of the stick to
vibrate. Then there will be a wave in the stick to transport the vibrational energy
to the other end. Finally, if we put our ears at the other end, we hear the sound
at the same frequency after some time. It can be expected that the propagating
wave generated will carry the information of phonons in the golden stick. By
measuring its wavelength, we will be able to obtain the dispersion relation at the
given frequency. Moreover, when we make the golden stick longer and redo the
measurement, the frequency of the sound we hear would be the same. Meanwhile,
the volume of the sound should be lowered because the sound should travel a longer
distance which makes it attenuate more. In other words, the sound waves decays.
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With this in mind, the following theoretical model is introduced: in a homoge-
neous harmonic chain, each particle in the chain is connected to a Langevin heat
bath at the same temperature. These heat baths will thermalize the chain into
thermal equilibrium at temperature T . Then a periodic force
f(t) = f1 cos(Ωt) (3.14)
acts on the first particle only. Then all the particles in the chain will response to
this force and result in a wave propagating in the chain. Of course, due to thermal
random motion, the motion of a single particle will still display some randomness.
The motion that forms the wave should only contain the deterministic part and
exclude the random part.
The EOMs of the system can be put into a matrix form
Mx¨ = −Φx− Γx˙+ η + F , (3.15)
where Γ is a diagonal matrix with elements Γi,i = γ which depicts the coupling
between the system and the baths, η = {η1, η2, · · · , ηN}T and F = f cos(Ωt) =
{f1, 0, · · · , 0}T cos(Ωt). ηi is the random force from the i’s Langevin heat bath,
which is a Gaussian process with mean zero and variances
〈ηi(t)ηj(t′)〉 = 2γkBTδi,jδ(t− t′). (3.16)
Other quantities are the same as in the previous section. Therefore, the periodic
boundary conditions are still assumed.
In the frequency domain, Eq. (3.15) reads
− ω2Mx[ω] = −Φx[ω]− iωγx[ω] + η[ω] + F [ω]. (3.17)
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iωG[ω]F [ω]eiωtdω = vs(t) + vd(t), (3.19)
where xs(vs) represents the stochastic part determined by the random forces η,
xd(vd) represents the deterministic part determined by the external forces f and
G is the phonon Green’s function
G[ω] =
(
Φ− ω2M + iωγ)−1 , (3.20)
which is a symmetric matrix and its complex conjugate G∗[ω] = G[−ω].
Eqs. (3.18) and (3.19) indicate that the final motion of the particles can be
separated into two independent parts: the stochastic part xs(vs) and the deter-
ministic part xd(vs). The stochastic part is present even in the absence of F and
is the background thermal motion. On the contrary, the deterministic part is ex-
cited by the driven force F , which is expected to represent the propagating wave
described in the tuning fork method.
Obviously, F [ω] = 1
2

















where R[Ω] = iΩG[Ω]f is defined to be the response function, which is just the
first column of G multiplied by iΩf1. We choose to study v instead of x only for
consistency with later discussions on anharmonic models.
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Generally, we can write Rn = |Rn| eiθn , where |Rn| and θn are the amplitude
and argument of the complex number Rn, respectively. Therefore,
vdn(t) = Re
(|Rn| eiΩt+iθn) = |Rn| cos (Ωt + θn) (3.22)
It can be easily seen that |Rn| is just the amplitude of the excited motion and −θn
describes the phase lag between the motion of the n’th particle and the driving
force F = f cosΩt.
From Eq. (3.13), we can express G as
G[Ω] =
(
Φ− Ω2M + iγΩ)−1 = S−1S (Φ− Ω2M + iγΩ)−1 S−1S
= S−1
(

















where ωl is the eigen frequencies for the isolated harmonic chain given by Eq. (3.10).
Therefore, the excitation vd will be determined by the properties of the isolated
harmonic system, e.g., ωl and S, as well as the properties of heat baths, e.g., γ. It
can be expected that only when the heat baths couple to the system weakly, the
excited motion will carry the intrinsic properties of the original isolated system.
Next we will focus on weak coupling cases.
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3.3.1 Ω is an eigen frequency
If Ω happens to be one of the eigen frequencies of the system, i.e., Ω = ωl = ωN−l
for some 1 ≤ l < N/2 (ωN/2 is not degenerate and will be treated separately. We
will not consider the case ωN = 0 since it corresponds to a constant force.), then
Cll = CN−l,N−l = (iγΩ)−1, which is very large. These corresponding terms will




















because only the first element of f is nonzero, S is orthonormal and SN−l,1 = 0 for
1 ≤ l < N
2










Therefore, under the effect of a periodic external force F whose frequency
coincides with one of the system’s eigen frequency, the response of the particles in
the system is also periodic in space (as a function of n). Their amplitudes vary
cosinusoidally, and their phase lags are almost the same (≈ 0). This picture is the
same as the standing wave formed by two waves of the same frequency propagating
in opposite directions. This is because we have used periodic boundary conditions.
Assuming the driving force at n = 1 generates two waves with the same frequency
and the same wavelength in the system, one propagating clockwise (or leftward)
and the other anti-clockwise (or rightward), i.e., y
(1,2)
n (t) = A cos (kn± ωt), the




n = 2A cos(kn) cos(ωt) and
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Figure 3.1: The response function R when Ω is an eigen frequency. The exact
results are obtained from Eqs. (3.20) and (3.21), while the approximated results
are obtained from Eq. (3.24). Parameters used N = 400, K = M = 1 and
γ = 10−3. In the calculation, Ω = ω5 = 2 sin (5π/N). The imaginary part will
decrease when γ gets smaller.
the wavenumber k is not changed after superposition. Therefore, in our model,
the wavenumber of the propagating waves generated by F should also be 2πl/N ,
which is exactly the same eigen wavenumber determined by the dispersion relation
Eq. (3.4).
Therefore, by observing the response of the particles to an external periodic
force with frequency Ω = ωl, we are able to recover the system’s intrinsic dispersion
relation in the low coupling limit γ → 0, that is k = kl = 2πl/N .
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Figure 3.2: The response function R when Ω is not an eigen frequency. The exact
results are obtained from Eqs. (3.20) and (3.21), while the approximated results
are obtained from Eqs. (3.26) and (3.27). Parameters used N = 400, K = M = 1
and γ = 10−3. In the calculation, Ω = ω4.5 = 2 sin (4.5π/N), The real part will
decrease when γ gets smaller.
3.3.2 Ω is not an eigen frequency
When Ω is not an eigen frequency of the system, the imaginary part in Eq. (3.23)
can be omitted in the low coupling limit. As a consequence, G[Ω] = (Φ−MΩ2)−1,
which is the inverse of a special type of tridiagonal matrix. (For Ω = ωl, Φ−MΩ2
is not invertible).
Following the steps in Sec. 3.7.2, we are able to obtain the explicit solution of
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In the equation above, ν is not necessarily real because 1−MΩ2/(2K) may be out
of the range [−1, 1]. Only when 0 < Ω ≤ 2√(K/M), we can get −1 ≤ cos ν ≤ 1
and ν is a real number. Consequently, Rn ≈ iΩGn,1 is dominated by its imaginary
part, which is a cosinusoidal function. Similar to the case where Ω is an eigen
frequency, when Ω is not an eigen frequency, R also describes a standing wave













which is the same as the original dispersion relation Eq. (3.4). Please remember
that the formula above is derived for Ω that is not an eigen frequency of the system.
This is equivalent to say that k is not a point on the reciprocal lattice, i.e. k is not
a integral multiple of 2π/N , otherwise, the denominator of G in Eq. (3.26) will be
zero.
Compared to the case where Ω is an eigen frequency, in this case the dominant
part is the imaginary part, the phase lag of vn to the driving force is always −π/2.
Moreover, in the former case, due to the resonance between the driving force and
the system, the amplitude of the oscillation is much larger.
64
Chapter 3. Phonons in one dimensional nonlinear lattices
However, regardless of whether Ω is the eigen frequency of the system or not,
by applying a driving force with frequency 0 < Ω ≤ 2√K/M , we are able to
determine the system’s intrinsic dispersion relation by measuring the period length
of the excited wave, i.e., the wavelength.
It can be observed that the condition 0 < Ω ≤ 2√K/M actually means the
frequency of the driving force is within the conduction band of phonons.
3.3.3 Ω is not in the conduction band
Following the analysis in the last part, when Ω is not in the conduction band, i.e.,
Ω > 2
√
K/M , the picture will be different. However, it is not difficult to imagine
that such a kind of external excitation would not propagate because this frequency
is forbidden by the system.
To see this, we plot the amplitude and argument of Rn in Fig. 3.3. As a
periodic function, Rn is symmetric with respect to n = 1 and n = N/2 (see
Fig. 3.19). From Fig. 3.3, it can be seen that when γ is sufficiently small, Arg [Rn]
will change alternatively between ±π/2, which means nearest neighbors move in
the opposite directions. |Rn| saturates when the coupling γ . 10−3, which is more
quickly than Arg [Rn]. Moreover, |Rn| decreases exponentially with n starting
from n = 1, where the force is applied.
We can still use Eqs. (3.26) and (3.27) to analyze these phenomena. When
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Figure 3.3: The response function R when Ω is not in the conduction band. Pa-
rameters used N = 400, K =M = 1. In the calculation, Ω = 2.01.
Ω =
√















and for n≪ N





− n + 1) (π + iδν)
2K sin N
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− n+ 1) δν











in which the following identities are used (for x≫ 1):
cos ix = cosh x ≈ 1
2
ex and sin ix = i sinh x ≈ i1
2
ex. (3.31)
Eq. (3.30) indicates the amplitude of the excited wave decays exponentially
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with the distance it travels. This is quite similar to evanescent waves, which can
be described using a complex wavenumber k = ν = k′+ ik′′ and therefore the wave
∼ eikn = e−k′′n+ik′n. The real part k′ is what we normally call “wavenumber”,
from which we determine the wave length λ = 2π/k′, i.e., the particles apart by
a length λ will move with the same phase. The imaginary part k′′ determines a
characteristic length L = 1/k′′. After traveling a distance L , the amplitude will
decrease by a factor e−1. Normally, L is called the penetration length for the
evanescent wave. However, in the community of solid state physics, we often use
another notation “mean free path”. In essence, these two notations describe the
same thing: the characteristic length to make a wave decay to its e−1. Therefore,
we would like to use “mean free path” in the rest of this chapter.
Strictly speaking, although a frequency Ω > 2
√
K/M is out of the conduction
band, if the length of the media is comparable or less than the mean free path of the
wave at this frequency, it will be able to pass this media. In other words, it is still
“audible” (in the tuning fork model). For a frequency within the conduction band,
because the corresponding wavenumber has zero imaginary part, the mean free
path is infinity, which is consistent with the statement that it travels ballistically
in the media.
Eq. (3.29) indicates that even in the cases of Ω > 2
√
K/M , the original disper-
sion relation Eq. (3.4) is still applicable, although the wavenumber is not longer
a real number. The imaginary part of the wavenumber makes the wave decay
exponentially while propagating.
All the analyses above convince us that: by arbitrarily choosing a frequency
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Ω for the driving force and then studying the characteristic length or the com-
plex wavenumber of the excited wave, we are able to recover the intrinsic phonon
dispersion relation of a harmonic system.
3.3.4 Beyond the low coupling limit
When the coupling is not weak, we will not be able to recover the intrinsic dis-
persion relation Eq. (3.4). We only briefly discuss this situation here. It can be
noticed that Eq. (3.26) is still applicable but now ν satisfy
cos ν =
2K − Ω2M + iγΩ
2K
. (3.32)
The presence of an imaginary part will also give ν an imaginary part, regardless
how large Ω is. We assume ν = ν ′ + iν ′′. Noticing that
cos(ν ′ + iν ′′) = cos ν ′ cos iν ′′ − sin ν ′ sin iν ′′ = cos ν ′ cosh ν ′′ − i sin ν ′ sin ν ′′, (3.33)
we obtain
cos ν ′ cosh ν ′′ =
2K − Ω2M
2K
and sin ν ′ sinh ν ′′ = − γΩ
2K
. (3.34)
ν ′ and ν ′′ satisfy
(
2K − Ω2M















2K sinh ν ′′
)2
= 1, (3.36)
respectively. When Nν ′′ ≫ 1,














2K sin(ν ′ + iν ′′)
, (3.38)
which indicates the amplitude will decay exponentially with rate ν ′′ and the phase
increases linearly with rate ν ′. This is still like an evanescent wave. The mean
free path is 1/ν ′′ and the wavelength is 2π/ν ′, where ν ′ and ν ′′ satisfy Eqs. (3.35)
and (3.36), respectively. Due to the presence of γ, the intrinsic dispersion relation
Eq. (3.4) is not satisfied.
3.4 Phonons in anharmonic lattices
For harmonic chains, the excitation can be easily evaluated using Eq. (3.21). While
for anharmonic chains, due to the intrinsic non-integrability of the EOMs, most of
these systems are chaotic. As a consequence, it is impossible to obtain the analyt-
ical solutions for their evolution. Therefore, we cannot directly study the response
of the system to a periodic driving force as Eqs. (3.15)–(3.19). Molecular dynamics
simulations seem to be an alternative method that can help to resolve this problem.
A straightforward method might be as follows: we use numerical method to inte-
grate the EOMs of two parallel systems, one with and the other without a driving
force. By comparing the differences between these two trajectories, we would be
able to distinguish the part that was excited by the driving force. However, this
method is plausible but not executable because the chaotic nature of the system
implies exponential instability of the trajectories, which will make the simulation
highly unstable. Theoretically speaking, by using high precision algorithms and a
huge number of systems as statistical ensemble, we would be able to get accurate
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results. However, this will be very inefficient. In order to apply the tuning fork
method to detect the excited waves in anharmonic chains, we need to develop other
methods that can be numerically tackled.
Generally speaking, when we input a single frequency signal to a nonlinear
system, the system will generate output a signal consisting of multiple frequencies.
However, considering the tuning fork method again, when the generated acoustic
waves travels through the golden stick and finally reaches our ears, the frequency
of the sound we hear rarely changes or only changes a tiny amount. This indicates,
although the media through which the sound travels might be nonlinear, it can
approximately conserve the frequency under certain conditions. One may think
that if only linear response is considered, the frequency should be conserved [78].
This will happen if the input signal is weak enough.














where V (x) describes the potential between nearest neighbors and U(x) is the
onsite potential. Similar to the harmonic case, we still apply the periodic boundary
condition and then connect each of the particles to a Langevin heat bath with
coupling constant γ and temperature T . Then the system can be described by the
following Fokker-Planck equation:
































where Fn is the force acting on the n’th particle. Without any external forces, it
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reads
Fn = −∂V (xn − xn+1)
∂xn





This system will finally get to thermal equilibrium with probability distribution







i.e., the Boltzmann distribution, where βT = 1/kBT .
Now, similar to the case of the harmonic chain, we apply the same external
force Eq. (3.14) f(t) = f1 cosΩt to the first particle. As a consequence, the Fokker-
Planck operator gains an additional term because F1 gains an additional term f(t).
The Fokker-Planck equation now reads
∂P (x; v; t)
∂t





Following the analyses above, we assume f1 is sufficiently small so that the evo-
lution of P are dominated by the linear response terms. Following [87], we write
P (x; v; t) = P eqT (x; v) + p(x; v; t) and obtain the linear response solution as
p(x; v; t) =
∫ t
−∞
dτeL(t−τ)Lext(τ)P eqT (x; v). (3.44)
It is easy to verify that Lext(τ)P eqT (x; v) = v1βTP eqT f(t). Therefore,











dτeLτP eqT (x; v)v1f(t− τ).
(3.45)
Now, we consider the response of the particles’ velocities to the external force as
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dτ 〈vn(τ)v1(0)〉 f(t− τ)
(3.46)
where 〈.〉f denotes the average measured under probability p(x; v; t), which is
different from the the canonical ensemble average, denoted as 〈.〉, measured under
distribution P eqT (x; v). Eq. (3.46) indicates that in the linear response regime, the
response of the velocities are the convolution of the velocity correlation function
〈vn(τ)v1(0)〉 and the time dependent force.
When the force f(t) = f1δ(t). From Eq. (3.46), we obtain 〈vn(t)〉f ∝ 〈vn(t)v1(0)〉.
This indicates that the velocity auto-correlation function represents the response
to a pulse. In the following, we use χn(t) = 〈vn(t)v1(0)〉.
We are more interested in the situation when the force is periodic f(t) =
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which is in equivalence with Eq. (3.21) for the harmonic case. These equations
indicate that in the linear response region, the responses of the velocities to the
periodic external force are still periodic and the frequency keeps unchanged, which
coincides with our conjecture. Moreover, Eq. (3.48) shows that the response func-
tion is simply the Fourier transform of the velocity correlation function in canonical
ensemble, which is much easier to be calculated numerically.
It is worth mentioning that the previous derivations based on the Fokker-Planck
equation and the linear response theory are applicable given the driving force
is weak. It does not require the nonlinearity of the system itself to be weak.
Therefore, Eqs. (3.48) and (3.49) can be used to study the excitations in systems
with strong nonlinearity or systems at high temperatures, for which harmonic
(ballistic) approximations are no longer accurate.
Moreover, from Eq. (3.49), we would be able to calculate the energy injection
rate due to the driving force. If we write R1 = |R1| eiφ1 , then the work done by the







f1 cos Ωt |R1| cos(Ωt + φ1)dt = 1
2
f1 |R1| cosφ (3.50)
where cosφ is equivalent to the power factor in the power of an AC electric current.
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according to the Wiener-Khinchin theorem.









dτ 〈vn(τ)vm(0)〉 e−iΩτ (3.53)
and f = {f1, 0, · · · , 0}, then we can completely recover the formulas for the har-








. Therefore, Eq. (3.53) can
be generally regarded as the Green’s function for the 1D chain, regardless whether
it is harmonic or not. Then it is not trivial to verify that for the harmonic case the
Green’s function defined according to Eq. (3.53) is consistent with the definition
Eq. (3.20). The proof can be found in the appendix Sec. 3.7.1 of this chapter.
This result indicates that the linear response results Eqs. (3.47)–(3.49) are exact
for harmonic lattices.
3.5 Numerical Simulations
In this section, we will numerically calculate the excited waves. The first purpose
of these simulations is to check whether the excitations by the periodic driving
force can be described well by phonons, like in the harmonic cases. If yes, we can
further analyze their properties.
Particularly, we write Rn[Ω] = |Rn| eiφn . On the one hand, if φn depends
on n linearly as −k′n + φ0, then the motions of the particles have a periodicity:
particles separated by a distance 2π/k′ would always oscillate with the same phase.
Therefore, we can define this length 2π/k′ to be the wavelength λ of the excitation,
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which can be regarded as the phonons in nonlinear lattices, comparing with the
harmonic cases. On the contrary, if the dependence of φn to n is not linear, then
the traditional wave picture would be invalid and no characteristic length can be
well defined to be the wavelength.
On the other hand, if the amplitude decays exponentially with n as |Rn| ∼
e−k
′′n, we will be allowed to define a mean free path L = 1/k′′ for the wave,
namely, after traveling each distance L , the amplitude will decay to its e−1. A
corresponding mean free time, or relaxation time, can also be defined to be L /vs,
where vs = Ω/k
′ is the velocity of this wave. On the contrary, if the decay of
the amplitude is not exponential, then a mean free path cannot be well defined,
which will provide us with a more comprehensive understanding on the transport
of phonons beyond the traditional understandings based on the notations such as
the mean free time (relaxation time) and the mean free path.
Because the weak coupling limit γ → 0 is of main interest, the simulations are
taken for periodic isolated systems, namely γ = 0. This is equivalent to say that
the correlation functions are measured in a micro-canonical ensemble instead of the
canonical ensemble. For harmonic systems, such a setting will lead to divergence
of motion, or resonance, when Ω happen to be one of the eigen frequencies. There-
fore, a small non-zero γ should be used to remove this singularity. However, for
an anharmonic system with sufficiently strong nonlinearity or at sufficiently high
temperature, the system will be able to thermalize itself into thermal equilibrium
in the absence of external heat baths and this approach will be safe. In this situ-
ation, the micro-canonical ensemble properties converge to its canonical ensemble
properties when the system size increase to thermodynamic limit.
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Simulations will be performed on two well studied 1D lattice models: the FPU-
β model and the φ4 model. The first one is superdiffusive and the latter one normal
diffusive. In these simulations, a fourth order symplectic cSABA2 algorithm is used
to integrate the equation of motions for systems with length N at temperature
T = 0.2. The time step is h = 0.02. In each simulation, a time t = 106 is used
to make the system go to thermal equilibrium. After that, χn(t) = 〈vn(t)v1(0)〉
is calculated for each n = 1, 2, · · · , N and t = 0, h, 2h, · · · , tmax. Then Rn[Ω] is
obtained by taking the Fourier transformation.
3.5.1 The FPU-β model




x4. It is a paradig-
matic model for superdiffusive heat conduction [88, 84, 37, 38]. In our simulation,
the total number of particles N = 2048 and tmax = 32768h = 655.36.
A few examples for the velocity autocorrelation functions are shown in Fig. 3.4.
For n 6= 1, χn(t) = 〈vn(t)v1(0)〉 keeps at zero when 0 < t < tsn. This is because
χn(t) represents the response to a force pulse and the pulse propagates at a finite
speed. When the effect of the pulse does not reach the n’th particle, χn(t) is zero.
Fig. (3.5)–(3.7) show the response functions Rn at a low frequency (Ω = 0.029),
a moderate frequency (Ω = 1.141) and a high frequency (Ω = 2.387), respectively.
The insets show the arguments of Rn which are between −π and π. The argument
changes discontinuously by 2π when−π is reached. Therefore, to get a continuously
varying phase φn, we shift the arguments by 2π after each jump occurs.
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Figure 3.4: The velocity auto-correlation 〈vn(t)v1(0)〉 of the FPU-β model for
n = 1, 11, 21.
Rn(Ω) v.s. n
















ω = 0.029∼ e
n
2.71×104














Figure 3.5: The response function for a low frequency Ω = 0.029. Upper: the
amplitude. Lower: the phase after shifting. Inset: the argument
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Rn(Ω) v.s. n


































Figure 3.6: The response function for a moderate frequency Ω = 1.141.
Rn(Ω) v.s. n


































Figure 3.7: The response function for a high frequency Ω = 2.387.
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These three examples are representatives for all frequencies. From these figures,
we get two important pieces of information for the FPU-β model.
Phonons and its dispersion relation
Firstly, for any frequency, the phase φn does decrease with n perfectly linearly,
which confirms that the phonon picture is suitable for anharmonic systems. More-
over, the slope of φn, which gives (the real part of) the wavenumber k
′, is larger
when the frequency is smaller. Correspondingly, the wavelength decreases with
increasing Ω.
We carefully calculate k′ for different Ω and plot it in Fig. 3.8. As a convention
in a dispersion relation curve, k′ is chosen to be the horizontal axis. This curve is
very similar to the dispersion curve of a harmonic lattice, except for the boundary
of the Brillouin zone where k′ ≈ π. In the figure, the dispersion relation estimated
from the effective phonon theory Eq. (3.1) is also shown. For the FPU-β lattice












Fig. 3.8 shows a perfect match between the effective phonon theory and the molec-
ular dynamics simulations. Please notice that the results obtained from molecular
dynamics simulations intrinsically includes all the nonlinear effects. Therefore, the
numerical results give a strong support for the validity of the effective phonon the-
ory. Although the effective phonon theory is only a mean field theory, it predicts
the dispersion relation for anharmonic lattices with great accuracy.
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0.0pi 0.2pi 0.4pi 0.6pi 0.8pi 1.0pi
Figure 3.8: The dispersion relation of the FPU-β model. Here k is the real part of
the complex wavenumber. The solid curve is obtained from the effective phonon
theory Eq. (3.54).
The deviation near the Brillouin zone can be attributed to the large numerical
error for the high frequency waves. From Fig. (3.10)–(3.11), it can be seen that
when the frequency is high, the amplitude ofRn decays very fast to the order of the
numerical fluctuations, which makes it very difficult to estimate the wavenumber.
Fig. 3.7 shows an example. Because the error ofRn is of order 10
−6, in that case, we
can only use about 15 particles to estimate the wavenumber. When the frequency
is larger, the number of particles can be used will be even less and finally, only 3
to 5 particles can be used, which limits the highest frequency we can analyze. On
the other hand, in the harmonic case, when Ω is in the conduction band, it will
gradually increases to π as Ω increases; while Ω is out of the conduction band,
the real part of the complex wavenumber always keeps at π (Eq. (3.29)). In the
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Figure 3.9: R1 against Ω. The real part of R1 represents the energy injection rate
from Eq. (3.50). It also represents the power spectral density of velocity Eq. (3.52)
FPU-β model, the trend of the dispersion curve also reflects this phenomenon,
although the curve is smoother near the upper limit of the conduction band, i.e.,
the boundary of the Brillouin zone. It can be expected that when Ω is even higher,
we will see a sharp increase in the dispersion curve Fig. 3.8 near k = π.
If one is interested in the heat transport properties, such inaccuracies for high
frequency modes will be insignificant. As a rough estimate using the kinetic theory,
the contribution from different modes is proportional to ckvkLk but both vk and
Lk reach their minimum when the frequency is high.
The upper limit for the conduction band is Ω ≈ 2.4, this can be directly seen
from the energy injection rate Eq. (3.50) P¯ ∝ Re (R1), plotted in Fig. 3.9. From
Fig. 3.9, we see a steep decrease of Re (R1) near Ω ≈ 2.4, which indicates that for
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Ω larger than this value, energy can hardly be absorbed and transported. Namely,
it is out of the conduction band. This is consistent with the fact that the power
spectrum density is low out of the conduction band.
The mean free paths of the phonons
Secondly, for any frequency, the amplitude |Rn| does decay exponentially with n,
which confirms us that a mean free path can be well defined for each phonon . The
mean free path can be estimated from the decay rate. A more comprehensive look
of the amplitude are shown in Fig. 3.10 and 3.11.
Fig. 3.10 shows the amplitude |Rn[Ω]| against n for different Ω. It can be seen
clearly that for Ω in a large range, the amplitude decays exponentially with n.
Moreover, when Ω is small, the decay rate is small and the mean free path is long.
For the smallest Ω calculated, the profile is almost flat and the mean free path is
extraordinarily long, which is much larger than the total lattice length N . For a
large frequency, the amplitude decays very fast, which is negligible even after a
few particles. This indicates that low frequency signals can travel for a very long
distance while high frequency ones can hardly travel. This is because low frequency
phonons have very long wavelength, which makes them more penetrating, just like
the electromagnetic waves.
Fig. 3.11 shows the amplitude |Rn[Ω]| against the frequency for different n.
The highest curve corresponds to n = 1 and n is larger for a lower curve. From the
figure, we also see that the first particle responds significantly to driving force with
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Figure 3.10: |Rn[Ω]| vs. n for different Ω. Ω increases along the arrow.















Figure 3.11: |Rn[Ω]| vs. Ω for different n. n increases along the arrow. The highest
curve corresponds to n = 1.
frequency ranging from 0 to larger than 4, while for particles with large n, only
low frequency forces can drive them. They are rarely affected by high frequency
forces.
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In Fig. 3.12 we plot the phonon mean free path L against Ω, obtained from
the decay rate of Rn[Ω]. It can be clearly seen that L diverges when Ω goes to
zero. In the log–log plot, a power-law divergence, L ∼ Ω−µ with µ ≈ 1.68 can be
observed. It agrees with the Peierls-Boltzmann kinetic theory within acceptable
numerical errors [23], which predicts that the relaxation time of the FPU-β model
τk depends on k as τk ∼ k−5/3. Considering that the mean free path relates to
the relaxation time as Lk = τkvk and vk is almost constant when k is small,
we can obtain L ∼ Ω−5/3. However, please note that the actual definition of
phonons is different in the present work and in the Peierls-Boltzmann theory. In
the latter, phonons are obtained from the truncated harmonic model which neglects
the nonlinear interactions, while in the tuning fork method, full nonlinearity is
taken into consideration.
From the Peierls-Boltzmann kinetic theory, the divergent exponent µ will de-
termine how the thermal conductivity depends on the system length N when N
approaches infinity [23]. Specifically, κ ∼ Nβ with β = 1− 1/µ. A simpler reason-




where k is the wavenumber specifies the phonon modes and ck, vk, Lk are the
specific heat, the phonon group velocity and mean free path, respectively. If we
assume ck, vk is constant when k is small, then L ∝ Ω−µ indicates Lk ∝ k−µ.
Consequently, all modes with k < km ∼ N−1/µ will travel ballistically. Inserting it
into Eq. (3.55) gives κ ∼ N1−1/µ and κ diverges when µ > 1. In the FPU-β model,
µ ≈ 1.66 will lead to β ≈ 0.404, which agrees with the latest numerical results very
well [38].
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Figure 3.12: The mean free path as a function of Ω in log–linear plot. Inset: log–log
plot.
It is worth mentioning that the model coupling theory [20, 21, 26] predicts
β = 1/3 for the FPU-β model, which is numerically supported by [37] using a
FPU-β chain with a shorter length compared with [38]. However, from the analysis
above, β = 1/3 requires µ = 3/2. We see an obvious deviation from this value in
Fig. 3.12.
Combining the discussions on the amplitude and the phase, we see that the
FPU-β model with γ = 0 is very similar to the harmonic case with γ 6= 0 in Sec.
3.3.4, which can be described by a complex wavenumber k = k′ + ik′′. The real
part determines the wavelength λ = 2π/k′ as well as the dispersion relation and the
imaginary part determines the mean free path or penetration length L = 1/k′′.
The real part can be perfectly estimated using the effective phonon theory [85, 86].
While asymptotic behavior of the imaginary part when k → 0 can be obtained using
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Figure 3.13: R1 against Ω. The real part of R1 represents the energy injection rate
from Eq. (3.50). It also represents the power spectral density of velocity Eq. (3.52)
.
the Peierls-Boltamann theory [23]. The property of anomalous heat conduction is
determined by this asymptotic behavior, which gives κ ∝ N0.4.
3.5.2 The φ4 model
The φ4 model has inter-particle interaction V (x) = 1
2
x2 and the onsite potential
U(x) = 1
4
x4. Due to momentum non-conservation, this model is a well known
model displaying normal heat conduction [42, 43]. In the simulations, the total
number of particles N = 512 and tmax = 131072h = 2621.44.
Because of the presence of onsite potential, the conduction band has a gap at low
frequency, which can be seen from the power spectral density of velocity Fig. 3.13.
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Rn(Ω) v.s. n


































Figure 3.14: The response function for a low frequency Ω = 0.635. Upper: the
amplitude. Lower: the phase after shifting. Inset: the argument
Actually, similar phenomenon can be observed for a harmonic system connected
to harmonic onsite potential. The onsite potential will lift up the dispersion curve
and open a gap at low frequency. As a consequence, the low frequency behavior of
the φ4 model will be different from the FPU-β model.
Fig. (3.14)–(3.16) show the response functions Rn at a low frequency (Ω =
0.635), a moderate frequency (Ω = 1.441) and a high frequency (Ω = 2.112),
respectively. The exponential decay of the amplitude and the linearly decreasing
phase can be still be observed for the φ4 model, which ensures us that the phonon
picture is also applicable to φ4 model and the mean free path can also be defined,
just as for the FPU-β model. When the frequency is low, Rn also decays obviously
with n. This is different from the FPU-β model in which the low frequency modes
rarely decay and propagate very far.
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Figure 3.15: The response function for a moderate frequency Ω = 1.441. Upper:
the amplitude. Lower: the phase after shifting. Inset: the argument.
Rn(Ω) v.s. n


































Figure 3.16: The response function for a high frequency Ω = 2.112. Upper: the
amplitude. Lower: the phase after shifting. Inset: the argument.
88













0.0pi 0.2pi 0.4pi 0.6pi 0.8pi 1.0pi
Figure 3.17: The dispersion relation of the φ4 model.













Figure 3.18: The mean free path as a function of Ω for the φ4 model.
The dispersion relation and the mean free path of the φ4 model are shown in
Figs. (3.17) and (3.18), respectively. Due to the fast decay of Rn at both low
frequencies and high frequencies, the mean free paths at these two regions go to
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zero which make the calculations inaccurate. So in the figures, the dots near k = π
and k = 0 are not plotted.
A clear gap can be seen in the dispersion relation, which is similar to harmonic
chain with harmonic onsite potential. The dispersion relation again agree with the
effective phonon theory very well. On the other hand, the mean free paths for
different modes are always finite. Therefore, from the kinetic theory Eq. (3.55), we
see that the φ4 model has a finite thermal conductivity, which makes it differ from
the FPU-β model in nature. The small dip of the mean free path for moderate
Ω can be attributed to relatively stronger phonon–phonon interactions. This is
because the dispersion relation around Ω ≈ 1.6 is almost linear, which makes
the selection rules for phonon–phonon interaction (energy and quasi–momentum
conservation) be satisfied more easily.
3.6 Summary
In this chapter, a tuning fork method was introduced to study the transport of the
wave excited by a periodic driving force in homogeneous 1D lattices.
First, this method was tested in harmonic systems in the low coupling limit. It
was found that the excitation can be described by a standing wave formed by two
plane waves traveling in opposite directions. The wavelength of the ballistic plane
wave follows the intrinsic phonon dispersion relation of the lattice.
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Using the Fokker-Planck equation, a linear response formula for nonlinear lat-
tices is derived for the tuning fork method. Then numerical simulations are carried
out on the nonlinear FPU-β model and φ4 model. It is found that the excited
wave can always be described as an evanescent wave with a complex wavenumber
k = k′ + ik′′. The phase of the wave decreases linearly with distance with ratio k′,
from which a wavelength λ = 2π/k′ can be defined; and the amplitude of the wave
decays exponentially as e−k
′′n due to nonlinear interaction, from which a mean
free path L = 1/k′′ can be defined. For the FPU-β model, the relation between
the k′ and the frequency, i.e., the dispersion relation, of the excited wave matches
perfectly with the effective phonon theory [85, 86]; and the mean free paths follow
the prediction from the Peierls–Boltzmann equation for weakly nonlinear lattices
[23, 31]. Therefore, with these characteristics, we can call the excited wave “non-
linear phonons” in anharmonic lattices. The divergence of the phonon mean free
path at low frequency is responsible for the anomalous heat conduction in FPU-
β model. For the φ4 model, the dispersion relation is not yet tested against the
effective phonon theory. However, the mean free paths in the φ4 model is always
finite, which leads to normal heat conduction.
Compared to the Peierls–Boltzmann equation approach [23, 31], the tuning
fork method allows us to directly observe the transport of periodic waves and to
witness the exponential decay, instead of using the relaxation time (equivalent to
the mean free time) approximation as an starting point. Another advantage of
this method is that it can be applied to general lattices, no matter how strong the
nonlinearity is or how high the temperature is. Moreover, the transport phenomena
can be numerically studied using molecular dynamics simulations that take the full
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nonlinearity into consideration intrinsically. This avoids the use of the relaxation
time approximation and the neglect of many–phonon interactions while solving the
Boltzmann transport equations.
According to the Peierls–Boltzmann kinetic theory, the thermal conductivity
of a material is completely determined from the phonon properties, namely, the
specific heat, the phonon group velocity and the phonon mean free path. Please
note that the phonon group velocity can be obtained from the phonon dispersion
relation. Therefore, the tuning fork method provides an effective approach to
simultaneously obtain the latter two. The specific heat for a single nonlinear
phonon mode is yet unknown and deserves further exploration. After that, a
direct verification on the kinetic theory can be performed. A more comprehensive
understanding on heat conduction, especially anomalous heat conduction, will be
available in the foreseeable future.
3.7 Appendix
3.7.1 The proof of consistency for harmonic lattices
In this subsection we are going to prove that for harmonic lattices, Eqs. (3.21) and









e−iΩt = iΩG[Ω], (3.56)
where v and vT are the column and row vectors of velocities, respectively. Please
note that 〈.〉 means equilibrium canonical ensemble average. Therefore, in the
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calculation of the correlation function, the external force should not be considered.



























and from Eq. (3.20)
G−1[ω]−G−1[−ω] = 2iωγI (3.58)
where I is the identity matrix.
Then from Eq. (3.19), we drop the deterministic term involving external forces

































Now, we assume the real and imaginary part of G are G1 and G2, respectively.
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where we have used the Fourier transformation of the Heaviside step function and
the Cauchy principal values should be taken in the integrals. Obviously, its real
part is −ΩG2[Ω].
To calculate the imaginary part, we first prove that G is analytic in the lower
half-plane of Ω, in other words, all of its singular points are in the upper half-plane.
From Eq. (3.23), it can be seen that G[Ω] is singular only when
ω2nM − Ω2M + iγΩ = 0 (3.61)
is satisfied. The solutions of this equation are
x1,2 =
iγ ±√4M2ω2n − γ2
2M
. (3.62)
It can be easily verified that in both cases of 4M2ω2n − γ2 ≥ 0 or 4M2ω2n − γ2 < 0,
Im (x1,2) > 0.
Therefore, the imaginary part can be simplified using the Kramers–Kronig re-






ω − Ω dω = iΩG1[Ω] (3.63)
Combining Eqs. (3.60) and (3.63), we finally obtain
l.h.s. = −ΩG2[Ω] + iΩG1[Ω] = iΩG = r.h.s. (3.64)
which completes the proof.
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3.7.2 The inverse of the phonon Green’s function
In this subsection, we describe the detailed steps to calculate a type of tridiagonal














or Ai,j = bδi,j − aδi−1,j − aδi+1,j with periodic boundary condition specified, which
means 0 should be understood as N and N + 1 should be understood as 1, e.g.,
A1,N = −aδ0,N = −a.




Ai,kBk,j = −aBi−1,j + bBi,j − aBi+1,j = δi,j (3.66)
subjected to the periodic boundary conditions Bl,j = Bl±N,j. From periodicity and
translational invariance of Eq. (3.66), Bi,j = Di−j for i ≥ j and Bi,j = DN+i−j
for i < j. D should also be periodic with period N (See Fig. 3.19). Therefore,
Eq. (3.66) reduces to
− aDl−1 + bDl − aDl+1 = δl,0. (3.67)
For l > 0, we have
− aDl−1 + bDl − aDl+1 = 0. (3.68)
If D0 and D1 are known, we should be able to get the subsequent numbers itera-
tively. Because the recurrence Eq. (3.68) is homogeneous, its general solutions can
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Figure 3.19: The elements of the inverse of a cyclic tridiagonal matrix. Dashed






2 for l ≥ 0, (3.69)
where C1,2 are two constants which will be determined from D0 and D1, and λ1,2
are the two roots of the characteristic equation
− ax2 + bx− a = 0 (3.70)
(we do not consider the case λ1 = λ2 here), which satisfy
λ1 · λ2 = 1 and λ1 + λ2 = b/a (3.71)
Therefore, we can generally write them as
λ1,2 = e




where ν may be a complex number.
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(λ1 − λ2) and C2 =
λ1D0 −D1









eiν − e−iν D0 +
eiνl − e−iνl
eiν − e−iν D1







Now, by considering the periodic boundary condition DN = D0 and the fact
that Dl is is symmetric with respect to the l = N/2 since Eq. (3.67) has this
symmetry (see Fig. 3.19), we get two more equations





D1 = D0 (3.77)
− aD1 + bD0 − aD1 = 1. (3.78)


















From Eq. (3.78), we obtain
b
2a
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Finally, we get






















































Please remember that the elements of A’s inverse are Bi,j = Di−j for i ≥ j and
Bi,j = DN+i−j for i < j.
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Chapter 4
The Green-Kubo formula for
arbitrarily connected open system
4.1 Introduction
Traditionally, the conduction of heat is described by Fourier’s law of heat con-
duction J = −κ∇T , which is very similar to Ohm’s law of electric conduction
J e = −σ∇U . Therefore, many concepts in electric conduction can be transfered
to the heat case, such as the thermal circuit. The formulas for heat current in a
thermal circuit should also be similar to the electric current case. However, as we
already know, for low dimensional systems or for small finite systems, Fourier’s
law may not be applicable. How will this phenomenon change the behavior of heat
current in a thermal circuit? In this chapter, we will investigate the heat current in
an arbitrarily connected system connected to multiple thermal baths using linear
99
Chapter 4. The Green-Kubo formula for arbitrarily connected open system
response theory.
We cannot avoid discussing the Green-Kubo formula [24, 25] when we study a
transport phenomenon. When a Hamiltonian system is subjected to a small (gen-
eralized) force field, the current generated by this field in the system is proportional
to the field that the coefficient can be expressed in terms of current autocorrelation













where J = ∫ L
0
j(x)dx is the total heat flux. Please note that in the formula,
the order of the limits is important, that is, we should first put the system in
the thermodynamic limit to obtain the current autocorrelation function and then
integrate it to infinity. Various derivations of the Green-Kubo formula can also be
found in [89, 90, 91, 92].
The conditions under which we can use the Green-Kubo formula can be seen
from the descriptions above. First, the Green-Kubo formula can only be applied to
infinite systems. Therefore, for small systems consisting of a small finite number
of particles, such as a nanoscale system, the Green-Kubo formula should not be
used. In these systems, the thermal conductance should be more relevant than
the thermal conductivity. Second, the Green-Kubo formula should only be applied
when the integration converge. Therefore, when the system has anomalous heat
conduction, the Green-Kubo formula is not applicable. As discussed in Sec. 1.2, in
these cases, the usual procedure to discuss the size dependent thermal conductivity
in these systems is by setting an upper limit to the integration.
Recently, the Green-Kubo formula for an open finite system connected to two
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heat baths has been proved using the Fokker-Planck equation for lattices [93, 94].
In this chapter, we will first extends their results to an arbitrarily connected solid
system using a different method, which is easier to understand and more general.
Here, a solid system means the particles in the system can only oscillate around
their equilibrium positions, unlike fluids or gases. Periodic lattices are not assumed.
Moreover, in the same framework, we will also prove a Green-Kubo like expression
for the external heat fluxes. Compared to internal heat fluxes that is normally
hard to be measured, external heat fluxes flow from heat baths to the system is
measurable. Therefore such an expression would be more important. Actually,
recently, it has been shown that a Green-Kubo like formula for external heat fluxes
can be rigorously proved using the steady state fluctuation theory [95, 96, 97]. The
present derivation is proved without invoking the fluctuation theory. Finally, we
will show that Fourier’s law is absent for systems having long range flux correlations
and in these systems, heat flux can flow against temperature bias in steady state.
4.2 The description of the system
We consider a solid system with N particles with indexes i ∈ P = {1, · · · , N}.
Particle i is connected to one or more neighbors whose indexes form a set Pi ⊂ P.
The size of a set A is denoted as |A| and therefore N = |P|. For simplicity of
statements, we only consider the case that the displacements are scalars. How-
ever, the derivation below can be straightforwardly extended to the case of vector
displacements.
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In this formula, Ui(xi) is the onsite potential at the i’th site. Vi,j denotes the
potential of the bond (i, j) which describes the interaction between the i and j’th
particles and it should satisfy Vi,j(xi − xj) = Vj,i(xj − xi). mi, pi and xi are the
mass, momentum and displacement of the i’th particle, respectively. Ei is defined
to be the local energy at the i’th site.
Assuming NB of the particles in the system are connected to Langevin heat
baths. Their indexes form another set B ⊂ P with elements b1, · · · , bNB . The k’th
bath has temperature Tbk = T(k).
A schematic diagram and the notations are shown in Fig. 4.1. We also introduce
the definition of a “thermal region”, which is a connected domain of particles
which has 0 or 1 particle connected to a heat bath. In the example shown, there
are 4 thermal regions labeled as A1, · · · ,A4 and A4 = {13, 14, 15}. Obviously,
A1 ∪A2 is not a thermal region but A1 ∪A4 is. Because |(A1 ∪ A2) ∩ B| = 2 while
|(A1 ∪ A4) ∩ B| = 1
The boundary between Ai and Aj is denoted as Si,j , which is a set of bonds.
For example, S1,3 = {(2, 3), (7, 8)} and S2,3 = ∅ because A2 and A3 do not contact
with each other. All boundaries form a set which is denoted as S.
The equations of motion of the system are given by
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1 2 3 4 5
6 7 8 9 10
11 12 13 14 15
16 17 18 19 20
21 22 23 24 25
j1→2
j(1→3) = j2→3 + j7→8
Figure 4.1: The schematic diagram of the system. In this example, we have N = 25
particles and P = {1, 2, · · · , 25}. The 2nd particle’s neighbors form a set P2 =
{1, 3, 6, 7}. The interaction between the 2nd and 6th particles are described by a
potential V2,6(x2 − x6). The onsite potentials are not drawn. Three Particles are
connected to heat baths and B = {4, 6, 19}. The whole system is divided into 4
different “thermal regions” A1, · · · ,A4. Among them, A1, A2 and A3 each contains
a heat bath, while A4 does not. Their boundaries are represented as red dotted
lines. The heat flux flowing from particle i to particle j is denoted as ji→j and the
total heat flux flowing from Ai to Aj through Si,j is denoted as j(i→j). Therefore,
we have j(1→3) = j2→3 + j7→8 in the example. jB→bk denotes the heat flux from
heat bath to particle bk.
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is the force on the i’th particle from its neighbors and the substrate, and Fj→i =
− ∂
∂xi
Vi,j(xi−xj) is the force on the i’th particle due to the j’th particle. The term
F Bi describe the Langevin force given by the heat bath which can be expressed as
F Bi = ηi − γivi, (4.5)
and ηi is the noise term which follows a Gaussian probability distribution with
mean zero and correlation function
〈ηi(t)ηj(t′)〉 = 2γikBTδ(t− t′)δi,j. (4.6)
and γi describes the coupling with the heat bath.
The corresponding dynamics of the system in the phase space is governed by
the Fokker-Planck equation:
∂P (x; v; t)
∂t
= LP (x; v; t) = LHP (x; v; t) + LTP (x; v; t), (4.7)
where x = (x1, · · · , xN)T and v = (v1, · · · , vN)T for short. In this formula, LH is

















= {H, · } , (4.8)
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It is assumed that B 6= ∅, i.e., at least one of the particles is connected to a heat
bath.
If all the heat baths have the same temperature, i.e., Tb = T for all b ∈ B, the
































P = 0. (4.10)
Its solution is just the Boltzmann distribution








4.3 Quantities in nonequilibrium steady state
For the nonequilibrium case, not all Tb’s are identical. For generality, we assume
Tb(t) = T + δTb(t). When maxb∈B supt |δTb(t)| is sufficiently small, we can use
perturbation theory to solve the time dependent Fokker-Planck equation Eq. (4.7).
∂P (x; v; t)
∂t
= LP (x; v; t) + LδTP (x; v; t). (4.13)
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Following the spirit of linear response theory [87], we split the solution into two
parts P (x; v; t) = P eqT (x; v) + PδT (x; v; t) and view the time dependent part as
perturbation. By keeping only the first order perturbative terms, we get
∂PδT (x; v; t)
∂t
= LPδT (x; v; t) + LδTP eqT (x; v) (4.15)
and its solution




′)LδT (t′)P eqT (x; v)dt′. (4.16)
Direct calculation gives











T (x; v) (4.17)






and make a change
of variable, we obtain









T (x; v)× δβb(t− t′)dt′. (4.18)
As we can see later, jBb is actually connected with the heat flux flowing from particle
b to the heat bath in a statistical manner.
Although we are mainly interested in the heat flux in the nonequilibrium steady
state, we will first derive a formula for a general quantity A(x; v), which is a
function of canonical coordinates (x; v) only. The deviation of any quantity A(x; v)
from its stationary value due to the temperature changes takes the form
〈A(t)〉δT =
∫
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where 〈·〉 denotes canonical ensemble average and for t > 0
〈A(t)B(0)〉 =
∫
AeLtBP eqT dxdv (4.20)
is the correlation function between any two quantities A(x; v) and B(x; v), this is
just a result of the linear response theory [87]. Please note that for t < 0, Eq. (4.20)
is not applicable. Instead, we can use the time translational invariance to get
〈A(t)B(0)〉 = 〈A(0)B(−t)〉 =
∫
BeL(−t)AP eqT dxdv. (4.21)
Before we can further express Eq. (4.19) in the form of the Green–Kubo formula








LTElP eqT = jBl Il∈BP eqT , (4.23)
where El is the local energy at site l defined in Eq. (4.2). jl→n is the heat flux from











Please notice that in Eqs. (4.22) and (4.23), we cannot eliminate the P eqT on both
sides.
To prove Eq. (4.22), we notice that for any function f , g and h,
LHf(H) = {H, f(H)} = 0. (4.25)
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To prove Eq. (4.23), we use the commutator of two operators
JO1,O2K f = O1O2f −O2O1f (4.27)
and the fact LT e−βTH = 0. It is therefore easy to get
LTEle−βTH = LTEle−βTH − ElLT e−βTH =





























































e−βTHIl∈B = jBl e
−βTHIl∈B,
(4.28)




jl→n + jBl Il∈B
)
P eqT . (4.29)
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Eq. (4.29) is in connection with the microscopic energy continuity equation and
can be regarded as its representation in the phase space. Because the first term
on the r.h.s. of Eq. (4.29) is the heat flux from particle l to its neighbors, we can
expect that jBl represents the heat flux from particle l to heat bath and the l.h.s.
is equivalent with the total energy decrease. We will prove this in a later section.
Now, we consider a connected region of particles R and take a summation
∑
l∈R











which will run over all particles in the region R that are connected to heat baths.
The first term will surely lead to the total heat flux out of the region, which can



















jl→n = jR→R¯, (4.31)
because jl→n = −jn→l, where Pl \ R is the set consisting of elements which are in












P eqT . (4.33)
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〈A(t)ER(0)〉 − 〈A(t)jR→R¯(0)〉 = 0 for R ∩ B = ∅; (4.35)
d
dt




for R ∩ B = {l}. (4.36)
Eq. (4.36) shows that, if we choose a thermal region R that happens to have





expressed in terms of correlation of A(t) with ER and jR→R¯. Therefore, by inserting
Eq. (4.36) into Eq. (4.19) and assuming


























If δTb(t) is independent on time, the solution Eq. (4.19) is also independent on
time and we get a nonequilibrium steady state. The steady state response of A
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In the next section, we calculate the response of internal heat flux to the tem-
perature changes in the steady state. That is, we consider the case A is some
internal heat flux.
4.4 Internal heat fluxes
For any internal flux A = j, which is an odd function with respect to velocities






T dxdv = 0; (4.40)
〈j(∞)ER(0)〉 = 〈j〉 〈ER〉 = 0. (4.41)




















Please remember that the choice of Rb’s is somehow arbitrary except that they
should satisfy the condition Eq. (4.37). Therefore, we divide the whole system
(connected to NB = |B| heat baths) into K thermal regions A1,A2, · · · ,AK which
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Figure 4.2: An example of internal heat fluxes
satisfy
Ai ∩ B = bi for 1 ≤ i ≤ NB (4.43)
Ai ∩ B = ∅ for Nb < i ≤ K (4.44)
Ai ∩ Aj = ∅ for i 6= j (4.45)
K⋃
i=1
Ai = P. (4.46)
An example for Nb = 3 and K = 4 is illustrated in Fig. 4.2. Moreover, we define





ji→j = −j(n→l) (4.47)
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Now, we introduce
T(l) = Tbl and δβ(l) = δβbl for 1 ≤ l ≤ NB (4.49)
T(l) = T and δβ(l) = 0 for 1 < l ≤ K (4.50)
to represent the temperature of the l’th thermal region. Eq. (4.50) means that for
a thermal region which does not have a heat bath, we regard it as at temperature










































































In the last line, we have defined ∆T(l→n) = T(l) − T(n) for convenience.















n>l can also be changed to
∑
n<l, which can be ac-
complished by changing of variables (n, l) → (l, n). Consequently, the formula
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in which ∆T(n→l) = 0 if n = l.
Therefore, it is more convenient for us to sum it over all unordered pairs (l, n),
which can also be used to describe the boundary Sl,n between Al and An. We








dt 〈j(t)jσ(0)〉 , (4.54)
in which S is the collection of all boundaries and ∆Tσ, jσ should be defined con-
sistently. They should point to the same side of the boundary, but to which they
point side is irrelevant.
If we are only interested in the fluxes at the given boundaries j = jσ, then





















is the so-called kinetic coefficient in all Kubo formulas. In this situation, it can be
regarded as the generalized thermal conductance. Please notice that in Eq. (4.55),
the correlations between the heat fluxes through boundaries jσ are used, which is
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different from the original Green–Kubo formula Eq. (4.1), where the total heat flux
is used. In some situations, such as that in Sec 4.7, it can be replaced by the total
heat flux.






















Eq. (4.55) or (4.57) can be rewritten in a matrix form. Next we are going to
prove some general properties of this G matrix.
(1): G is symmetric, namely,
Gσσ′ = Gσ′σ, (4.59)
which is just the Onsager reciprocal relation. This relation actually arises from the
time reversal symmetry of the trajectory in thermal equilibrium or the detailed
balance in thermal equilibrium [87]. To see this, a general relation for the equilib-
rium correlations can be proved: for any two quantities A(x; v) and B(x; v), the
correlation 〈A(t)B(0)〉 has even (odd) parity with respect to t if A × B has even
(odd) parity with respect to v. More generally, for any t,
〈A(t)B(0)〉 = 〈A(0)B(t)〉⋆ = 〈A(−t)B(0)〉⋆, (4.60)
where ⋆ is to change the sign of all velocities. To prove this, we introduce the
adjoint operator or transpose of any operator O, denoted as O†, which is defined
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for any well behaved function f(x) and g(x) satisfying the natural boundary con-
dition. This is the real space analog of Hermitian conjugate in the complex space,
























which can be proved using integration by parts. Using LHP eqT = LTP eqT = 0, it is














= LH⋆ = −LH ; (4.65)















; LT⋆ = LT ; (4.67)
LT⋆P eqT f(x; v) = LTP eqT f =












































= P eqT LT †f
(4.68)
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for any f(x; v). Combining Eq. (4.67) and Eq. (4.68), we get
L⋆P eqT f(x; v) = P eqT L†f(x; v) (4.69)
eL




Using this equation, we obtain
〈A(t)B(0)〉 =
∫











= 〈B⋆(t)A⋆(0)〉 = 〈B(t)A(0)〉⋆ .
(4.71)
for t > 0. In this derivation, the first line uses the definition of †, the second line
uses Eq. (4.70), and the third line changes variable v → −v. Then it is very easy
to get for t ≤ 0, we also have
〈A(t)B(0)〉 = 〈B(−t)A(0)〉 = 〈A(−t)B(0)〉⋆ = 〈B(t)A(0)〉⋆ , (4.72)
which completes the proof.
Since jσ is odd with respect to v, by setting A = jσ and B = jσ′ , we obtain
〈jσ(t)jσ′(0)〉 = 〈jσ′(t)jσ(0)〉 (4.73)
and integrating it leads to the Onsager relation Eq. (4.59).
As many of the equalities shown before, e.g., Eq. (4.34), are only valid for t > 0,
Eq. (4.60) will be very useful to extend them to the region of t < 0. For example,







= jBl , j
⋆
R→R¯ = −jR→R¯ (4.74)
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, for t > 0. (4.77)





















which indicates the correlation function 〈A(t)ER(0)〉 is not differentiable at t = 0.
This is similar to the case of Brownian motion following the Langevin equation, in
which the velocity correlation function 〈v(t)v(0)〉 ∼ e−γ|t| [78].
(2): G is positive semi-definite provided that the ergodic hypothesis is satisfied.
The ergodicity of the system guarantee that the ensemble average 〈.〉 of a quan-
tity equals its time average, denoted as .¯ . The time-averaged autocorrelation is
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According to the Wiener-Khinchin theorem, the time-averaged autocorrelation of
A and the power spectral density (PSD) of A form a Fourier transformation pair,
i.e.,
























PSDA (ω) ≥ 0. (4.81)
This equation indicates that the integration of the autocorrelation function of any







































Since aσ’s are arbitrarily chosen, we get that Gσσ′ should be positive semi-definite.
This property of Gσσ′ is related to the second law of thermal dynamics, which
we will show in a later section.
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At the end of this section, we introduce the combination law for thermal regions,
i.e. for two thermal regions Al1 and Al2 that share a boundary, if T(l1) = T(l2) and
if we are not interested in the heat flux through this boundary, then we can erase
this boundary and combine these two thermal regions to a single region. This can
be directly seen from Eq. (4.55), as for the removed boundaries ∆Tσ = 0. For
simplicity, we still call such a combined region as a thermal region. Therefore,
the concept of thermal region has been extended to include the regions that have
multiple particles connected to heat baths at the same temperature.
4.5 External heat fluxes
In previous sections, we only considered the quantities A(x; v) which are only
functions of canonical coordinates x and v. For such kind of quantities A and
B, their correlation 〈A(t)B(0)〉 can be evaluated using Eq. (4.20) However, when
A or B are not dependent on the canonical coordinates solely, Eq. (4.20) is no
longer applicable. The external heat fluxes from heat baths into the system are of
such kind. Because they depend on the instantaneous forces acted on the particles
attached to heat baths and part of the forces is random. Therefore, the calculation
of the external heat fluxes should be treated differently.
Specifically, we denote jB→b as the external heat flux flowing from heat bath to
site b ∈ B, i.e.
jB→b = F Bb vb = (ηb − γbvb) vb. (4.84)
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Using Eq. (4.24) for the internal fluxes, we get the energy continuity equation for
local energy El in Eq. (4.2)







































For any quantity A, we then multiply A(t) to both sides of Eq. (4.86) evaluated





























in which the last line uses Eq. (4.31). In this equation, A is not restricted to canon-
ical quantities that only depend on the canonical coordinates x and v. However,
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= −〈A(t)jB→l(0)〉 . (4.89)
for t > 0. For the t < 0 case, Eq. (4.88) is still valid. By comparing Eq. (4.75) and
Eq. (4.88), we get 〈
A(t)jBl (0)
〉
= 〈A(t)jB→l(0)〉 . (4.90)
Since jB→bl does not depend on the canonical variables solely, the formulas in
the previous sections derived for general A(x; v) cannot be applied. However, we















from Eq. (4.48), where for n = l, j(l→n) = 0 is assumed.
































































In the second line, if we use δT(l′) − δT(n′) to replace T(l′) − T(n′), then it can be
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where the upper limit of summation is changed to NB is the number of heat baths
because T(l) = T if NB < l ≤ K. Please remember that jAl→A¯l is the heat flux

















However, the quantities jAl→A¯l are still in terms of internal heat fluxes and are
therefore hard to measure. A further simplification would be to replace all the
internal heat fluxes with external ones.
To proceed, we take a summation
∑










= −jAi→A¯i + jB→bi ,
(4.96)
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= 〈EAl(∞)jAn→A¯n(0)〉 − 〈EAl(0)jAn→A¯n(0)〉
= 0
(4.98)
The first term is zero because 〈EAl(∞)jAn→A¯n(0)〉 = 〈EAl(∞)〉 〈jAn→A¯n(0)〉 = 0.
The second term is zero because 〈EAl(t)jAn→A¯n(0)〉 is an odd function with respect
to t.






























The left hand sides of the last two equations should be zero due to a general
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For the first term, 〈EAl(∞)EAn(0)〉 = 〈EAl(∞)〉 〈EAn(0)〉 = const, so its derivative
will go to zero. The treatment of the second term is a little tricky, since from
Eqs. (4.76) and (4.77) we know that 〈EAl(t)EAn(0)〉 is not differentiable at t = 0.

































































































This indicates that although 〈EAl(t)EAn(0)〉 is not differentiable at t = 0, it is safe
to extend its definition as d
dt
〈EAl(0)EAn(0)〉 = 0 in integrations, which, intuitively,
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in which only external heat fluxes are involved. This is the final form of the Green-
Kubo formula for external heat fluxes.
The GB matrix will have the same properties as the G matrix for internal heat
fluxes, i.e., it is symmetric and semi-definite. This can be easily proved using
Eq. (4.97) and the same methods used previously for G, because jAl is an internal
flux, similar to jσ.
4.6 The second law of thermodynamics
In the previous sections, we have obtained the Green-Kubo like formulas for both
the internal heat fluxes and the external heat fluxes flowing from heat baths into
the system. In the formula for internal heat fluxes, we can freely divide the whole
system into many “thermal regions”. Therefore, we will get different forms of G
according to different division of the system. The dimension of G is determined
by the number of boundaries between thermal regions, i.e., |S|. However, when we
come to the external fluxes, because the number of heat baths, NB = |B|, is fixed
for a certain system, GB is always of dimension NB × NB. Then it is natural to
think that GB should be more intrinsic that reveals the system properties.
For example, we are able to calculate the entropy production rate in the system
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Because we are talking about linear responses and have assumed that all δT(l)




































because the first term is just the total heat fluxes flowing into the system from
all heat baths, which should be zero in steady state. In Eq. (4.107), because the





for an arbitrary set of δT(l). Therefore, we see that the second law of thermal dy-
namics is satisfied. However, this only indicates the ergodic hypothesis is sufficient
for the second law of thermodynamics in this system. Whether it is a necessary
condition is still an open question.
More properties of GB can be explored from the entropy production rate. In
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Eqs. (4.107) and (4.108), the equalities happen only when the system is in equilib-





GBll′δT(l′)δT(l) = 0 (4.109)
if and only if all δT(l) are equal. Therefore, the null space of the matrix G
B is one
dimensional with base vector {1, 1, · · · , 1}T , which means
NB∑
l′=1
GBll′ = 0. (4.110)
The rank of GB is NB − 1, which equals its positive index of inertia, according
to Sylvester’s law of inertia. Or equivalently, the real symmetric matrix GB has
NB − 1 positive eigenvalues and the last eigenvalue is zero.
Generally speaking, the matrix G for internal heat fluxes should also reveal
some of the system properties, although it is subjected to a somehow arbitrarily
chosen division of the system.
4.7 Quasi-1D cases and the invalidity of Fourier’s
Law
In this section, we consider a simple quasi-1D lattice as shown in Fig. 4.3. The
particles in the three red regions are connected to heat baths of different temper-
atures T(1), T(2) and T(3), respectively. The particles in the same red region are
kept at the same temperature. Due to the combination law for thermal regions,
if we are only interested in heat fluxes between regions at different temperatures,
128






Figure 4.3: A schematic diagram for a quasi-1D case
we can divide the whole system into three thermal regions by two boundaries, as
shown by the dashed lines σ1 and σ2.
Now, the Green-Kubo formula for the internal fluxes reads
〈jσ1〉δT = Gσ1σ1(T(1) − T(2)) +Gσ1σ2(T(2) − T(3)) (4.111)
〈jσ2〉δT = Gσ2σ1(T(1) − T(2)) +Gσ2σ2(T(2) − T(3)) (4.112)
However, the boundaries can be arbitrarily drawn as long as that the separate







. . . , as shown in Fig. 4.3. On the other hand, if we divide the whole system into
four thermal regions by σ1, σ
′
1 and σ2, then we get
〈jσ1〉δT = Gσ1σ1(T(1) − T ) +Gσ1σ′1(T − T(2)) +Gσ1σ2(T(2) − T(3)) (4.113)
This equation implies Gσ1σ1 = Gσ1σ′1 since it should be independent on T . Similarly,
Gσ1σ1 = Gσ1σ′′1 = · · · = Gσ′1σ′1 = · · · (4.114)
Gσ1σ2 = Gσ′1σ2 = · · · (4.115)
This means when calculating the integration of correlations in G, jσ1 is equivalent
to jσ′1 , jσ′′1 ,. . . as well.
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Then by taking the summation over all σ1’s, we can obtain the total heat flux
J1→2 = jσ1 + jσ′1 + · · · flowing from the left thermal region at temperature T(1) to
the middle thermal region at temperature T(2), which reads
〈J1→2〉δT =
(








Now, assuming there are Nσ1/σ2 different choices to draw σ1/2 (the number of layers
between the left heat baths and middle heat baths), it can be seen that
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= G11(T(1) − T(2)) +G12(T(2) − T(3)),
(4.119)






= G21(T(1) − T(2)) +G22(T(2) − T(3)), (4.120)
in which G21 should equal G12 from symmetry.
From Eq. (4.119), it can be seen that the heat flux is not a function of local
temperature if G12 6= 0. We may get nonzero J1→2 even if T(1) = T(2). This is a
strong evidence that Fourier’s law is invalid in these systems. This equation shows
that in a thermal circuit connected to multiple heat baths, we may not obtain the
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Kirchhoff-type circuit laws. Similar nonlocal effect has also been found in electrical
transport [98, 99].
We can define an effective thermal conductance for J¯1→2 as
Geff12 =
J¯1→2
T(1) − T(2) = G11 + G12
T(2) − T(3)
T(1) − T(2) . (4.121)
As we already know, for a general conductance matrix, it should be positive semi-
definite. However, in a quasi-1D case, it can be easily proved that, using the same
method, the matrix G should be positive definite. As a consequence G11 > 0 and




21 < (G11G12). However, we are not able to prove whether
G12 = G21 can be negative. Either G12 is positive or negative, the second law of
thermal dynamics holds. Next, we only consider the case G12 > 0, since as we can
see, existing numerical simulations show this behavior. However, It will be very
interesting if we can find any model in which G12 < 0.
When G12 > 0, we may obtain negative effective thermal conductance when
T(2) − T(3)




In this case, heat flux in the left segment will flow against the external temperature
bias. It should be mentioned that although shuttling heat against temperature bias
can be achieved in many different ways [100, 101, 102, 103, 104] , all of them are
done by time modulations on system parameters or heat bath parameters. How-
ever, in the present framework, this phenomenon occur in nonequilibrium steady
state without time modulation.
If we assume T(2) − T(3) > 0, the condition (4.122) is satisfied only when T(2) >
T(1) and their difference is sufficiently small. This is like the siphon phenomenon of
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liquids, where liquids pass through a barrier to reach a lower position. Therefore,
we can call this phenomenon as thermosiphon for solids.
The emergence of thermosiphon effect requires that G12 6= 0, that is the heat
fluxes in different segments should be correlated effectively. This condition would
be satisfied if the system length scale is comparable or less than the phonon mean
free path. It is natural to guess that the harmonic model and FPU-β model would
show this property since for these anomalous systems, the phonon mean free path
is infinite; while the φ4 model would not show this property significantly if the
system length is much larger than the phonon mean free path (actually, when the
the system length is shorter than the mean free path, the system can be regarded
as anomalous). To see this, we perform numerical simulations on these three 1D
models. In the simulation, the total length of the chain is N = 151. The first, the
51th and the 151th particles are connected to Langevin heat baths at temperature
T(1), T(2) and T(3), respectively, which divides the chain into two segments. We fix
T(2) = 2, T(3) = 1 and change T(1) from 1.4 to 2.0 to study the heat fluxes in the
left segment J¯1→2, and in the right segment J¯2→3.
Fig. (4.4)–(4.6) show the heat fluxes and the temperature profiles for each
model. It can be seen that J¯1→2 and J¯2→3 depends on T(1) almost linearly, which
justifies that the chosen temperatures are within the linear response region. Please
note that the slope of the blue line (J¯1→2) is G11 and the slope of the green line
(J¯2→3) is G12, which equals G21. Moreover, when T(1) = T(2) = 2 and T(3) = 1, we
have J¯1→2 = G12, which corresponds to the rightmost point on the curve for J1→2.
It can be clearly seen that G12 6= 0 for the harmonic model and the FPU-β
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Heat Flux in Harmonic Lattice
 
 




























Figure 4.4: Harmonic model: (left) The heat fluxes in each segment. (right) The
temperature profiles. Critical temperature Tc ≈ 1.6.
















Heat Flux in FPU Lattie
 
 





























Figure 4.5: FPU-β model: (left) The heat fluxes in each segment. (right) The
temperature profiles. Critical temperature Tc ≈ 1.7.
model. For the harmonic model, the temperature gradient cannot be established,
which is the same as the case when only the two ends are connected to heat
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Heat Flux in Phi4 Lattice
 
 
































Figure 4.6: φ4 model: (left) The heat fluxes in each segment. (right) The temper-
ature profiles. The slope of the green line G12 is almost zero.
baths. For the FPU-β model, smooth temperature profiles can be obtained. It
is found that when 1.7 . T(1) < 2.0, the flux J¯1→2 > 0, which flows against
thermal bias. These numerical results are consistent with our conjecture that
thermosiphon phenomenon is observable in lattices displaying anomalous (ballistic
or superdiffusive) heat conduction. This is because heat fluxes in these systems
have long range correlations.
For the φ4 model, G12 ≈ 0, which is much less than G11. Therefore, the ther-
mosiphon effect is insignificant. In other words, in order to observe thermosiphon





should be very large.
The tiny nonzero off-diagonal term G12 can be attributed to the small length of
the system, which is not sufficiently long comparing to the phonon mean free path
of the φ4 model, which is in the magnitude of ∼ 10 (see chapter 3). In this length
region, the correlations between the heat fluxes are not completely destroyed and
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remain detectable in numerical simulations. It can be expected that when the
length decreases to shorter than the phonon mean path and the heat transport
is not diffusive, the thermosiphon effect will be more significant. Further detailed
investigations on the relation between thermosiphon phenomenon and the system
length should be carried out later.
4.8 Summary
In this Chapter, we derived the Green–Kubo like formulas for the internal heat
fluxes and external heat fluxes in an arbitrarily connected finite system. Unlike
the original Green–Kubo formula that can only be applied to infinite systems, they
can be applied to finite systems. Moreover, for systems displaying anomalous heat
conduction, the original Green–Kubo formula is not applicable while the present
results are. The derivation only requires that the system relaxes to thermal equi-
librium when all heat baths are at the same temperature.
Both the internal heat fluxes and external heat fluxes can be described by
thermal conductance matrices. The matrices are proved to be symmetric and
positive semi–definite, which is related to the second law of thermodynamics. When
the matrices are not diagonal, the nonzero off-diagonal terms imply the breakdown
of Fourier’s law. In the quasi-1D cases, the heat flux is not a function of local
temperature but is dependent on temperatures at other positions. Under certain
conditions, the effective thermal conductance is negative and the flux can even flow
against the temperature bias, which is called thermosiphon.
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By numerical simulations, we observed obvious thermosiphon effect for systems
displaying anomalous heat conduction. Considering that anomalous heat conduc-
tion has been found in low dimensional nanostructures, this phenomenon would
be observed in the foreseeable future, which will equip us with more flexible ap-




In this thesis, we have presented some theoretical studies related to the phe-
nomenon of anomalous heat conduction violating Fourier’s law, an emerging phe-
nomenon in heat transport in low dimensional systems and nanostructures, that
has attracted much research interest and stimulated numerous studies in recent
years. The present works are all based on the linear response theories, which
deal with phenomena in systems that are subjected to small (generalized) external
forces, which normally push the system into states near equilibrium.
First, we have studied the diffusion of energy in general Hamiltonian systems.
Under the assumption of local thermal equilibrium, we have analytically derived
the evolution of energy distribution in the diffusion processes. Then we have proved
a second order differential equation describing the evolution of the mean square dis-
placement of diffusion, which is in terms of the heat flux autocorrelation function.
This equation is independent on the initial energy distribution before diffusion.
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Therefore, with the initial energy distribution known, we would be able to obtain
the mean square displacement at any time directly from this equation. In this
sense, this equation is the equation of motion for the mean square displacement.
We then have applied this equation to the normal diffusive cases, anomalous
superdiffusive and subdiffusive cases, respectively, which result in a few corollaries.
For normal diffusion, we have recovered the well known relation between thermal
diffusivity and thermal conductivity, κ = cVD, without invoking the phenomeno-
logical heat equation. If energy spreads superdiffusively in the system, it has been
found that the thermal conductivity will diverge with the system size. The asymp-
totic divergence behavior has also been derived by truncating the upper limit of
integration in the Green-Kubo formula, which gives the relation κ ∼ Lβ = Lα−1
if the mean square displacement increases with time as ∼ tα. For the subdiffusive
cases, it has been proved that the thermal conductivity decreases to zero in the
thermodynamic limit which results in a perfect thermal insulator.
Second, a tuning fork method has been introduced to study the properties of
phonons in nonlinear lattices. In this model, a periodic driving force is applied
to a particle in a lattice, which will generate a wave propagating in the lattice.
We have first verified that for a harmonic lattice in the low coupling limit, the
generated wave possesses the intrinsic phonon properties and therefore this method
is feasible. Then using linear response theory, we have analytically derived the
motion of the excited wave in anharmonic lattices in terms of velocity correlation
functions, which makes it possible to numerically calculate the phonon dispersion
relation and phonon mean free paths for anharmonic lattices.
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We then have performed numerical simulations on the FPU-β model which has
anomalous heat conduction. It has been found that the phonon dispersion relation
in nonlinear lattices can be well predicted by a mean-field effective phonon theory.
While the mean free path diverges with the phonon wavenumber as k−µ with
µ ≈ 5/3, which agrees with the Peierls-Boltzmann approaches very well. This
divergence of mean free path in the long wave limit is responsible for anomalous
heat conduction, which leads to the power-law divergence of thermal conductivity
κ ∼ L0.4. For the φ4 model, it has been found that all the phonon modes have
finite mean free paths; therefore, it obeys Fourier’s law.
Third, the heat fluxes in arbitrarily connected open systems have been inves-
tigated in the linear response framework. We have obtained two Green–Kubo
like formulas for the internal heat fluxes and external heat fluxes, respectively.
The thermal conductance matrices have been proved to be symmetric and positive
semi–definite. Its relation to the second law of thermodynamics has been discussed.
For the quasi-1D cases, it has been proved that Fourier’s law does not exist for
general cases. When the conductance matrices have non-zero off-diagonal terms,
the heat flux in quasi-1D cases is not only dependent on the local temperature
gradient, but also on the temperatures at other places. In some special cases, heat
fluxes can even flow against temperature biases through a siphon mechanism. By
numerical simulations, it has been verified that for systems displaying anomalous
heat conduction, this thermosiphon effect be observed.
Although the results of this thesis have extended our understanding of anoma-
lous heat conduction in many different ways, it should be mentioned that all of
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them are based on the linear response theory. However, many novel properties can
only be observed when nonlinear responses are considered, such as thermal rectifi-
cation and negative differential thermal conductance. Therefore, for better control
of heat transport, extension of the present works beyond the linear response region
is demanded.
Moreover, although a direct connection between energy diffusion and heat con-
duction has been established, the detailed information cannot be obtained in the
present framework. Numerical simulations revealed that the Le´vy walk model
seems to be a good approximation for energy diffusion in the FPU-β models. How-
ever, the connection between these two models are far from clear except for the
mean square displacement. It should be investigated further to relate these two
models from their underlying dynamics. The Mori-Zwanzig projection method may
be helpful in these investigations.
For the tuning fork method, whether it is applicable to higher dimensional
lattices and lattices that have multiple atoms in one primitive cell has not been
investigated yet. Extending this method to the cases above would be very useful.
Another fundamental problem of heat transport is the interfacial thermal re-
sistance for which a comprehensive theory is not yet present. The available ap-
proaches, such as the acoustic mismatch (AMM) theory and the diffusive mismatch
(DMM) theory, are based on the assumption that phonons transport via either bal-
listic or diffusive transport on each side of the interface. Both schemes offer limited
accuracy for nanoscale interfacial resistance predictions due to the reason we have
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already known, i.e., phonons transport superdiffusively in low dimensional sys-
tems. Therefore, it is necessary to establish an improved theory describing thermal
transport across interfaces by taking into account the anomalous thermal transport
characteristics of nanostructures. The tuning fork method would be a very good
candidate to investigate these phenomena, using which we can directly observe the
propagation of phonons.
Lastly, the thermosiphon phenomenon has been predicted and verified for sys-
tems having anomalous heat conduction. Considering the fact that heat conduction
in low dimensional nanostructures is intrinsically anomalous, it would be very ex-
citing if such a phenomenon can be observed as significant for low dimensional
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