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Sulle equazioni a derivate parziali del second' ordine a 
variabili indipendenti. 
Di 
G. Vxv~-~. 
ire 
I1 presente lavoro ~ un tenLativo d'estensione a|le equazioni con 
tre variabili ndipendenti del metodo d'in~egrazione di Monge e Ampere. 
In questo case m almeno fintantech~ la geometria differenziMe dello 
spazio figaro non sia piil progredita -- ci manca il prezioso concorso 
dell' intuizione geome~riea, che ha permesso di raggiungere nella teoria 
delle equazioni a due variabili indipendenti la pi~ grande semplicit~ 
ed eleganza*). Ci5 valga a scusare la lunghezza dei calcoli che si 
dovranno sviluppare nel segui~o. 
Nel w 1 si stabilisce la forma generale delle equazioni che am- 
mettono un integ~le intermedio contenen~e una funzione di due 
argomenti. 
Nel w 2 si riduce il problema della rieerca d'un integrale inter- 
medio a que]lo dell' integrazione d'un sis~ema d'equazioai  ditferenziati 
totali non lineari. 
Nel w 3 si de~erminaao le condizio~i sot~o ]e quali questo sistema 
pub ridursi ad un sis~ema lineare, e si effet~ua tale riduzione; nel 
successivo w 4 si passa da questo ad un sistema d'equazioni lineari 
omogenee a derivate parziali, e si studiano le proprie~ di questo 
sis~ema e l  sue condizioni d'integrabilit~. 
Nel w 5 si dimos~ra come i risult~ti ottenuti sieno validi anche 
quando, per rannullarsi di qualche coefficiente, taluni dei passaggi 
analitici effettuati cessino di essere legittimi. Si studiano pure le 
trasformazioni di Legendre e di Ampbre. 
Nei w167  e 7 si esaminano cerfi casi speciali, in cui ~ possibile 
la riduzione ad uno o pi~ sistemi lineari anehe sotto condizioni diverse 
*) Vedasi l'eccellente opera di Goursat: Le~o~s mr ~i~Nffratio~ des d~io~s  
Par~ 1896. 
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de quelle trovate in generale. It secondo eli tall casi ~ queUo dell' equa- 
zione lineare rispe~o alle derivate seconde. 
Finalmente nel w 8 si sviluppano due esempi ad fllus~razione delle 
Ceorle esposte*). 
*) Devo ~ cortesia del Dott. Ed. yon Weber dell' Universit& di Monaco 
l'indicazione li alcuni lavori che hanno qo~che attinenza cell' argomento del 
presente scribe. 
A.V. B~eklund (Ue~er ~ar~ielle 1)ifferen~ialg~ichunge~ hS"he~er Ordnu~g, 
die inSermedi&re 'rste ~ategrale be~tzen~ Math. Ann. XI p. 199--241, XIII p. 68--108; 
Zur The~e dcr Cha~'a~eristiken d~' pa~biellen Differen~ialgleichungvn ZweiSer 
Ordnung, Math..Ann. XIII p. 411--428) studia con metodo essr geo- 
metrico le equazioni a derivate parziali d~ordine qualunque con un numero 
qualunque li variabili. Sin: 
F(z ,  xi,  x=, . .., ~ ,  Pt, ~2, 9 9 ~B, 9 9 ", ~k=, ~ .... ~ ". ", Pk,,~ ..... ~ , . . . )  = 0 
un' equazione d'ordine n$ con n yariabili ndipendenti, essendo: 
Si indichi con f una funzione incoguita delle z, x i e delle derivate parziali di 
~f sine alr ordine (m--1)-esimo, con ~ la deriva~a totalv di f rispe~to ad xi~ ci0~ 
la derivata presa tenendo conto che z e le sue derivate sono funzioni di ~ ;  
df  sar~ una funzione lir~eare omogenea deUe derivate parziali prime eli f 
dx~ 
rispet~o ai suoi argomcnti avente per coeftlcienti deri~ate parziali di z sine all' or- 
dine ~n. Fra le. 
~f df ,~f F=0, ~=o,  ~-~=o, ..., ~-~ffio 
si eliminino n delle derivate d ia  d'ordine m, e si esprlma the l'equ~zione riml- 
tan~e ~ soddisfa~ta iden~icalaente rispe~to alle restan~i der~va~e di quest' ordine. 
Si ot~err~ eosl un sistema (A) d~equazioni omogenee a derivate parziali del primo 
ordine rispe~to ad f considera~ come f~mzione de' suoi argomenti. Perch~ 
F -~ 0 ammetta un integrale primo generale~ devooo aver luogo le seguenti 
circostauze- 
1 o I1 numero deUe equazioni del sistema (A) dee' essere eguale a quello 
delle derivate li z d'ordine m-  1 ; 
2 o Le equazioni del sistema (A) devono ammet~ero ~= integrati comuni. 
Se queste equazioni s0no s0ddisfat~e, ~b ch~ si ~ Verif~re per via pura- 
m~e a/yebrica, le ~ soluzioni del sistema (A) cos~ituiscono l'integrale primo 
generalo della F ~- 0. 
V. S e r s a w y (Die Integratd~n dex partie~en Diff~ren~iaZgleichunge~. Gru~-  
l~ie~ einer allgemeinen Znteffrationsmethode, Denkschr. d. Wiener Akad., Math.- 
Naturw. CI., B. XLIX~ T. H, p. 1~104) espone un metodo generale per t'inte- 
grazione d'una equazione a deriv~te parzial~ d'ordine qualunque  con tm numero 
qualunque li variabili, Eg~i tenta di ridmTe in ogai case il problema ll' inte- 
grazione d'un sis~r d'equazioni ordinarie simultanee. Cib perb non ~ pessibite 
in generale se non per le equazioni del pr~mo rdinc con un numero qualunque 
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w 
Sia z una funzione delle tre variabili x~, xe, xa, e poniamo: 
Oz ~z  
Sieno inoltre u~ v, wt re  funzioni delle z, x~p~, ~ una funzione 
arbitr~ia di due argomenti. Noi r proponiamo di costraire l'equazione 
a derivate parziali del secondo ordine aven~ l'integrale intermedio 
gener ale : 
(1) u = ~(v, w). 
Perr stabiliamo le seguenti notazioni: 
~u ~u Ov Ov 3w ~w 
l a3~ Vx~ 
u~ %~ 
W~ W.v, 
Wx~ Wx~ q~) x~ 
v~ v~ 
!w~ w~ 
v:~ i ~ b~, 
w~,~ 
Vx i ~ C~i- 
Wz i
Deriviamo era la (1) rispet~o alle ~re variabili indipendenti x~, 
x~, x 31 avremo: 
di variabili, e per quelle d'ordine qu~unque con due variabili indipenden~i; negh 
altri easi devono essere soddisfa~e certe equazioni eli condizinne. 
I'rapporti trai l  contenuto del present~ tavoro e le rieerche di BiLcklund 
non sarebbero difficill a porsi in luce. Assai meuo facile sarebbe un raffronto 
col me,ode di Sersawy che, per la sua molta general/f~, si fonda su sviluppi 
lunghi e complica~i, l'anatisi dei quali esigerebbe assai maggJor spazio di quello 
di eui si possa qui disporre. 
Ci~iamo ancora: 
Hamburger,  Anwe~u~u~g e~e~ gew/ssen D~erm/nante~re/a~/on a~f d/~ 
/ntegra~/on/uert/e~er D/ffere~ia/gZe/chungen, Journ. f~r die r. u. ang. M~th. C, 
p. 890~404.  
Beudon, ~%m Z '~r t~ de/~ ~?~dr de Caz~hy aux sys~ d ' ~  
a~ d&q~es ~ d'o'fdre q~tdco~ue, Compf, es Rendus de PAc. de Paris CXXI, 
I). 808--811. 
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~ [~'~ 4- p,~w:~, -4- i%w~, -]- p~wp~]~ 
da cui eliminando ~-b-' ~-~ e scambiando, per maggior evidenza, le 
linee colle colonne nel determinante risultante: 
i 
w~, --{-p,, %,  --{-p,~ w~: .~ p,~ w~ , 
] 
che ~ l'equazione del second' oMine cercata. 
Poniamo: 
~%, P12 P1~ 
P2, P2~ P:s ~A,  
/#31 s176 P3~ 
ed indichiamo con ~h i} minore complementare dell' elemento s del 
determinante A; sar~ _P~== PI.. Dopo cib si ottie~e sviluppando 
la (2): 
a A- b,lPll + b~2P= -t- b33P~3 + (b,2 -4- b~,) p,~ A- (b,~ + b~OP,3 
Pertanto la forma generale delle equazioni considerate ~: 
(3) .s ~r- .~22~o22 Jr- ~33~33 + 2R12~12 Jl- 2-I-~13.P:13 ~- 2~-~23P23 
e, se (1) ~ l'inte~ate intermedio, si ha: 
.R~ 2.R~ ._ Si~ 2Sin T U 
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Reciproeamente, dat~ un' equazione (3), se si possono trovare 
ere fanzioni u, v, w delle ~ x~ e p~ le quali soddisfaeciano alle (4), 
la (1) ~ un integrale intermedio della (3). Infatti in virtfl delle (4) 
la (3) assume immedialamen~e la forma (2) ; ma, poich~ il determinante 
funzionale delle u, v, w ~ hullo, deve esistere ira esse una relazione 
della forma (1). 
I1 problema della ricerca d'un in~egrale in~ermedio della (3) 
ridolto cosi a quello della determinazione di tre funzioni u, v, w che 
soddisfaceiano alle (4). 
w 
Dalle: 
dp~ ~ p~:dx~ + p~dx~ + ~:adxa 
segae:  
1 
p.  ~ ~ (d~ - -  ~2d~ - -  ~sdx~) ,  
1 
p22 ~ ~ (dpr -- p2sdx~ .-- ~_i dxi), 
1 
In~roducendo queste espressioni nelle ~P~, e ponendo: 
pl~plad21 -~- p23~o21 dx 2 ~- p31pa2d~ = ~0, 
si grova: 
t)11 1 
+ a o dx~], 
P2r 1 
"~3 ~ 1 [dPl d~2-- d.Pl (Pa2 dxa "{- ~i2 dxl)-- d~2 (~at dxa + 21 axe) 
+ eo dx~], 
1 
1 
inolbe: 
t jPi~dx ~ 
lPl~dxl 
Plr Pla 1 dPl Pt2 _,via f
P~ .P~l'~--ff- ~ dP2 P2~ P23 I 
P:a l~ ds P~a Paa I 
I 
- -  a,~,a,~a:~ {dptdp2d~s -- (p:t dx2 + P3~ dx3) d~2dp~ 
- -  (~32 dx~+p~ 2 dx,) dp3 d pl-- (Pt8 dx~ +P23 d xr dpt dp2 
+(dp~dx, + dp~dx,+ dpa dx~) CO}. 
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Fatte quesb sos~ituzloni, il primo membro della (3) non con~err~ 
pi~ altre derivab seconde che p~, Ply, P2s, e sar~ ana funzbne del 
20 grado di quesb. Scriviamo bre~emen~e il risultab della sostituzione, 
moltiplicato per dxl dx~ dxs, cosi: 
A+•+ C-----0, 
dove con A, ~,  C vogliamo indicare le parfi det primo membro the 
sono rispettivamente d i gradi 0, 1, 2 rispetto alle :Pn, P~s, P2s- 
Troveremo 
A ~-- tt~ dp, dx~ ~ix 3-[- tt2. ~ dP2 ~ix3 dx~ +. Bs3 d_~3 dx~ dx2 + Su dxl dp~ d_~3 
$22 dx2 dPs dlh "{" ~s3 dx3 dPl dP2 "3r- Tdpl  dP2 dpa "t- Udxl dx:~ dx a, 
-~ 2S,~3dx,flx s .-~ T(dp~dx~ -J- dp~dx,, + dp~ dxs)] ~--- Kt0 ,  
dove: 
H~ ~ l~2~dxidx~ ~ --[- Rssda? l dx~ ~ - -  2 B2~dxldx~dx s 
-}- S,,dx, (dp.,dx~ -}- ,ipa dx~) -]- S~,dp, dx~ ~ -}- S'~d~p, dx.~  
--[- 2S~sdp~dx~dx ~ --{- Tdth(d~%dx~ + dpsdX~), 
e H:,  H a si deducono da//1 permutando ciclicamenb gli indici 1 ,2 ,  3 
e convenendo che :R~ ed /~,~,~ abbiano lo stesso sigaificat% e cosi 
Se formiamo la combinazione H~-  Kdl%, troviamo che essa 
contiene il fattore dx~; indicando~m il valore con L~ dx~, si ha: 
1 L, ~ ~ [H~ - -  Kdp~] =: B~dx.~ -}- l~a3dx.z ~ --  2R~3dx~dx,, 
.3f. Sil(__ dpidm~ ..[- dp~dx~ --{- dpadx3) 
- -  2 Srzdp~dx ~ -- 2Stadlhdx~. - -  Tdp~ ~. 
hnalogameab: 
1 L~ ~--- ~ [H~-  Kdth] = l~adx~ + .i2,, dxa ~ -- 2.R,s,dx ~ dx, 
-~= S~( - -  d.p~dx~ + dpadx s -{- dp~dx~) 
-- 2 S,,:, d p~ d x 3 .-- 2 S~ dlh d x, - -  .T dp~ ~, 
La ----- ~ [113 - K dp~] -~, .R~ dx~ .-{ - :R~ dX~ ~ - 2.R~2dx~ dx~ 
--  2S~ dpsdx ~ -- 2Ss~dp~dx ~ -- .Tdp~ . 
Vogliamo dimostrare che, se: 
(5) u -~  coat., v =-  eos~., w = coat. 
sono tre integrali del sis~ma d'equazioni a differenziali totali: 
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(6) A=O,  L~--~O, L~=0,  Za=0 , dz--p~dx~--p~dx~--padxs=O , 
le u, % w soddisfanno alle relazioni (4). 
Dalla prima delle (5) segue: 
~u 
ossia, tenendo eonf~ dell' ulfima delle (6): 
uz, dx, + u~ dx~ --[- u:~ dx 3 + %, dp~ + ur, @: -{-- up, dp~ = O. 
Analogamenbe: 
% dx~ + v~ dx, + v~, dx~ -{-- v a dp~ + v~ dp~ + v~ dP3 = O, 
w~. dx~ ~ w~ dx: .Jr. w~, dx a ~ w:~ dp~ -~- w~ dpe .-~ w~, dp~ ~--- O. 
~isolvendo rispetto a dlh, dp~, d~3 si ha, colle not~zioni del 
paragrafo precedence: 
dp~ = - -  
d~2 ~ . . . .  
dp.~=- -  
In~rodueiamo queske 
1 
1 
espressioni nelta L~; avremo: 
- -  2Tc,~cl~ ) dx~dx3. 
I eoefficienfi dei vari prodo~i e potenze delle dx~, dx2, dx a 
dovendo essere nulli, si avr~: 
(7)  c ,a - -  re? ,  = o,  
(9) .B22d a - -  S,,c3~d-~- 2S, sclad - -  Tell = O, 
(10) Su(c n - -  c~,) d -{- 2S1~c~ld- 2Tc~ cle -~-O, 
(11) S~, (c,a - -  ca, ) d .-~ 2St3c1~d - -  2Tci, c,a -~- 0, 
(12) --2.R~a~--S~(e~a--~-ca2) d--~-2S,~r ac~d--2Tc~2c~ ----0. 
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Dalla (7) segue: 
(13) S,_!~ .~_ _T. 
c n d ~ 
mediante quests rela~ione si ha f~sto dalle (10), ( t l ) :  
04) ~-s,~ -~,~ r 
Sos~i~uendo nelle (8), (9), esse divengono: 
l~a~d ~ - -  T (c .%~ - -  c~c~)  ~ O, t~d "~ ~ T(c .% ~ %%)  ~ O. 
Per ~asformare queste espressioni, possiamo ricorrere alla nots 
identit~ simboliea: 
(15) (af lT)  (a~e)  + (aTe)  (af le) + (a$f l )  (tZTS) = 0") .  
Ponendo in quests identit~ dapprima: 
8 2 ~ ~dx z:~ E 3 ~ Wx~l  
poscia: 
si ot~ene: 
cn c2~ -- C~2c.,i ~-  db~3 ~ 
siech~ le relazioni preeedenti divengono: 
(16) ~,~ ~ T 
Infine ta (12) diviene, in v i r~ delle (13), (14): 
2 ~.~d ~ = :T[(c~ c~ - -  % %) + (~ % - -  c~ %)]. 
Poniamo nella identif~ (15), dapprima: 
poseia- 
~,t ~--- ~p~, 
~3 ~ WYs; 
*) Essa si otterrebbe p. es. facendo U~ ~ ~, Us ~ ~ , Us ~ d, Us= W~,  a, 
V-~- ~ nell' identifA B' -- 0 a pag, 75 doll' opera: Study, Mettwden ut Theo~ie 
iler te~ren  Forme~, Leipzig 1889. 
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o~rremo:  
tale12 - -  c11c~2 ~= dbs~ , e.zl cj3 - -  c~j c.z3 .~- db~a ,
e quindi: 
(17) ~ ~/' 
Raceogliendo le (13), (14), (16), (17), e le analoghe the si 
otterrebbero mediante la considerazione d lle equazioni L 2 ~ 0, L a ~ 0, 
si ha: 
(18) s,,  ,2s,+ ~,,  ~ , ,  r 
Dobbiamo aneora introdurre le espressioni txovate per dpt,  dp2 , dp3 
nell' equazione ~ ~ O. I1 suo primo membro diventa una forma del 
3 0 grado ~ei differenziafi dxt ,  dz~, dxs, ed ~ facile verificare che i 
coeffieienti dei termini dx~ 3, dx~dx~ sono identicamente nulli in virtfi 
delle (18). L'tmico restante, cio~ il coefficiente di dx ldx2dx3,  ~: 
ttl~clld~ - -  t~22c22d ~ - -  B3ac3sd ~+ S~t(c22c3.~ + c,sc32 ) d 
q- ~a ~. 
Mediante le (18) esso diviene: 
T {~ b~tc~d - -  b2~c~2d - baacaad --}- ct~ (c~eaa --}- c~3c~2 ) 
-k- Yd  a, 
ossia: 
+T ell \~023032 / ~ 0~2 \--C31013 \--011C2! / 
cu c~ c,~l} 
- -  c~ c~ c~ q -Ud  ~. 
eat ca~ caa 
Ora, come si ~ tro~ato poc'anzi, le quantit~ ehe moltiplicano 
c~, c~, csa sono ~ulle, sieeh~ eguagliando a zero il r eon- 
siderato si ha: 
Cll ~12 C13 
U d ~ ~ T I c~ c~ c~ 
;C$1 632 C33 
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Indichiamo per un momento con ~, ~,  ~ i minori eomplementari 
degli elemenii ~ ,  %~, w~ del de~erminante d; sara: 
e i l  determinante che moltipltca T nell' ultSma equazione risulters essere 
il prodotto dei due determinanti: 
Il secondo di questi ~ a, il primo ha il valore d ~, sicch~ si ha infine: 
U T (19) a = ~" 
Le equazioni (18), (19), the sono idenfiche alle (4), provano il nos~ro 
asserto. 
w 
Ridotto cosl il problema ll' integrazione del sistema (6) d'equazioni 
a differenziali totati, conviene esaminare see  sotto quali condizioni 
sia possibile tmsformare questo sistema in uno o pifi sistemi d'equazioni 
Zineari a differenziali to~li. 
Cerchiamo di formate una combinazione lineare di due delle L, 
p. es. L~ ed La, la quale sia decomponibile in due fattori lineari. :E 
chiaro che, affinch~ cib abbia laogo, devono a~zituCto elidersi i due 
termini contenen~i dp~; quindi, in generale, l'unica combinazione the 
potr~ essere decomponibile sar~ -- Saa L~ --~ S~:La. Poniamo: 
-~- 2S331~13dx~ dxa-{- 2S:~Sl~dx~dp~ 
-- 2SnS2~ dx.2 dp 3 ~ 2S~sS2~dx ~ dp~ 
- -  2S~2S3~ dx~ d~ 
== ~ (a dxl~-t8 dx~+r dx~-{-.Tdpz"~-~ dp3) 
(d dx~ %-~'d,r +/  dx s --{- Tdp2 + Ydpa). 
Si avranno te seguenti equazioni di condlzione: 
T 
T 
31" 
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(~3) 
(24) 
(~5) 
(~6) 
('28) 
(~9) 
 30) 
(3~) 
(s3) 
Faeciamo: 
T 
-r- (.#" + . '#)  = - -  ~s~,/~,,, 
S,, 
y 
s,~ (~r" + ~'r) = o, 
T 
T 
S~ (~ + ~) = o. 
= 4 ~. 
Dalle (23), (33) segue: 
--~ ~j T ,  tY -~- - -  ~1 T .  
Dopo cib le (26), (27) divengono: 
a + s = 2St , ,  - -  ,z + ,z" = S~4 = - -  2~1S13 '  
e si ha di qui: 
Dalle (29), (30) segue: 
quiadi: 
E dalle (31), (32): 
~ S~ __  _ 2 21Saa 
quindi: 
Perta~to la (28) ~ soddisfatta identicamente,  la (22) ~ una 
conseguenza della (21). 
(34) 
(35) 
Si ha poi: 
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Rest~no le (20), (21), (24), (25). In~roduceQdo le espressioni 
r si ha dalla (20): 
ossia, t~nendo eonfo de] valore di 2, ~ e aggiungendo e ~ogliendo nel 
primo membro S u S~S3a : 
co~ dane (~), (~9, (~b): 
Per scrivere ques~e equazioni~ ed altre ehe %roveremo in seguifi), so,to 
forma pifi breve, noi porremo: 
+ 
e denos con X~a i minori del primo determinante, con Ig~ quolli 
del secondo. Le relazioni ~rovat~ prendono allora la forma seguen~e: 
r .  r~ :r,, ~-q ~/%, = ~ = T. 
-- S3sL2+SnLs= ~ { (5'2~-{- ~H3~ ) dx~+ (H2~-{- ~, S3~)dx 2 
+ ($2~ .-}- z, S~3) dx3-F Y dp: + z~ Tdp~ } 
x I (S~, --  Z, ,%,) dx, + (S~ -- Z, ~)~x~ 
Affineh~ anehe le combinazioni analoghe: 
- -  StiLs -{- S~sLt, -- $2~Lt -F '-~11 L2~ 
sieno decomponibili~ dovranno essere soddisfa~e l condizioni zorrispon- 
denti aUe (34), (35). Le seconde possono seriversi: 
(36) :r+~ ~--  -~-  .T; (i, tt = 1, 2, 3) 
se ques~e sono soddisfat~e lo ~ pare la (34), e cosi le sue analoghe. 
Ponendo: 
s. s~ = zs% 
donde segue: 
~,, z2,1s = 4-- 1, 
si avr~: 
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--S,, L.~ § $33 L, =s,, 
+ (s33 + z~ s,~) dx3 + r alp3 + ;i2 r alp, I 
§ ($3 a - -  ~'2 Sis) dxa § T d/0 a -- ~2 T dpt }, 
- -  S.. L, + S, ~ L~. = ~ L ( S , , + a3 S:, ) d x, + ( Sl ~ + ~3 X~) d x: 
§ (81a -~- ira S~a) dx a-{- T dpl § '~a T dp~ } 
§ (S~3 - -  it3 S~s) dxz § T dpl - -  ;t 3 T dp2 }. 
Quindi al sistema d'equazioni L I ---- O, L: ~ O, L 3 ~ 0 potr.~ 
sost~tuirsi il sistema lineare: 
($21 § ~, S a,) dxl § § ;L 1Sa~ ) dx~ § (S2a § ;t, Sa3)dx3 n u T dp2 
-}- ;t~T dp~ = O, 
dove i segai di Zl, ~ ,  Z a sono affa~to arbi~rari. 
Moltiplichiamo quest~ equazioni rispe~ivamente per - -  ha, ~a~,, 
1 e sommiamo i avremo: 
ques~a relazione sar~ soddisf~ia per tutte le combinazioni di segni 
delle Zi, ~ ,  ha, se si annulla il seeondo fattore. 
Tenendo conto anche dei risultati analoghi, si vede the il sistema 
L~ ~-0 ,  L~ ~ 0, L a ~ 0, qua~do si verificano le condizioni (36), 
soddisfaffm ogniqualvolta lo sia l' unico sistema lineare: 
dp, § ~ [S,~dx, + S,~dx2§ S,~dx~J = O, 
j 1 [S,)tdxl § S~2dx~ § S.~adx3] _~ O, 
(d~o 3§ rl [S31dx ! § S32dx. )" § S33dx3] = O. 
Sos~i~uendo in A ~ O, sviluppando e riducendo coil' aiuto delle (36), 
quest' equazione prende la forma: 
2 ~ 2 2 
§ UT 2]dx ldx2dx 3 =0. 
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La quantit~ tra paa'en~e~i quadre pub scriversi: 
ma in virh~ deUe (36) gatti i ~rmini meno i due ultimi si distruggono. 
Quindi l'equazione A = 0 sarh iden~icamcnte soddisfatta so; 
(38) U T2; 
in caso diverso, esua si decomp~rrebbe h lle ire: dx~ -.~ O, dx e -~-O, 
3 
dx a ~ O, e si avrebbe, ollre alle (37) ed alla dz- -  ~p~ dx~-~.O, 
ua' al~ra equazJone, cio~ 5 equazioni indipendenti, fl che ~ impossibile. 
Dalle (36), (38) possono dedursi alire equazioni che sono, in 
qualche modo, ad esse reciproche. Denor per un istante con I YI 
il determinante delle Y~, con ~,  il minore (~mplementare di Y~ in 
questo determinante; segue dalle (36): 
~ -~ T ~x., ,  [Yt ~ T~ Y. 
Ma Y~ ~ WS~a, I Y[ ~ W ~, quindi si ha: 
WS,  Xi ,, W = V, 
ossia per la (38): 
(39) .x~ == U~ V ~-- T U ~. 
Su ques~a reciprocit~ riborneremo pifi innaazL 
w 
I1 sis~ema d'equazionl a differenziali totali (37), M quale si deve 
intendere aggiunta requazione: 
d~ --  pjd~j - -p2dx 2 - -  p3dx~ ~- O, 
pub trasformarsi in un sistema d'equazioni a derivate parziali*). 
Sia f(x 1, x 2, Xa, z, PI~ P2, Pa)~-" cost. un integrale del sistema 
(37); dovr~ essere in virtfi del sistema stesso: 
~f dx~ + ~ dx 2 + ~f dx 3 .+. ~f rlz Of dpj + ~f dp~ 
~f + -~ dp~ ~ O, 
cio~, ponendo nel primo membro in luogo di dz, alp;, dp2, d~3 le loro 
espressioni medianbe dx~. dx2, dxa, i coeflicienti di ques~i ultimi dif- 
ferenziali dovranno essere nulli. Mediante tale sostituzione si ottiene: 
*) Cf~. Goursat, op. cir. p. 57 e segg. 
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8 3 F 3 - I  
a f ~"~ d x ~ "~'~ | ~ f ~'~ S d x l 
of S~ Of dx~ = O. 
i=  I h-~-I 
Si ha quindi il sistema: 
(40) 
r a f  ~f 1 [-S ~f e3f 6q~l 
af ~f 1_ F,e af af af] ~__ O, 
~f ~f I [  ~f ~f ~f] 
~f ~f ~f Risolvendo rispetto a ~,  ~,  ~2, e tenendo 
(38), si pub porre il sistema sotto 1~ forma: 
eonto delle (36), 
(41) 
~f I [/~ ~f ~f ~f 
1 ~f  ~f 
Oloz 
+/~.~a (~
~,. v -~,(~,+~,,~)+ 
_R f3 f  
af 
=o, 
af  
+~ ~;)] =o, 
~f 
%] =o. 
Una propriet~ import~nte del ss (40) o 
Due integrali quaZun~ue del sistema sono tra loro 
Sieno u, v due integrali del sis~ema (40); si 
(41) ~ la seguente: 
in involuzione. 
avr~,: 
3 
~u ~u i S ~u 
3 
qaindi: 
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3 
h--~-I ~ i t, 1 
3 3 
=~ (N. - -  &,) ~, ~ = o.  
I1 sisbma (40) ammet~e tuft' al pifi 4 int~gmli indipendenti. Ora 
pub dimostrarsi ehe, se esso ae ammet~e tre~ no ammette pure un quarto. 
Sieno i ta'e inbgrali ~, v, w. Poichb essi sono t;ra loro in in- 
voluzione, esiste una quart~ funzione ~) in involuzione con ciaseuno 
di essi, eio~ ~a[e ehe: 
b ,U] -=O,  b ,V]=-O,  b ,u~] -=O.  
Sviluppand% e riprendendo le nokazioni del w 1, si ha: 
3 3 
- -  = 2 , '  - = o ,  
i= i  ~=I  
i=1  
Risolviamo rispeito a 0,~, 0a, o,,; o~terremo: 
3 
Ora, se u, v, w sono ire integrali del sistema (40), o, cib the ~ lo 
stesso, del sistema (37), cssi soddisfanno alle (4); di piil si pub 
dimostrare che: 
c~ ~ c~, bi~ ~--- b~. 
Si ha infatti: 
el2 ~ I vs~ % v~ ~ v~ vs. S21 vp,.4- $22 % + $~3 vs. 
•v: 
um u., 
c~t.-~-- vs, v,, 
Sltd 
T 
l w,~ w~, S .w~ +8, ,  w~ + S,,w.. 
e analoga sarebbe la dimostrazione per le altre c~ e per le bi~. 
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Dopo cib la (42) pub scriversi: 
S 
ne risulta che e bun  integrale del sistema (40). 
Seil sistema (40) b eompleto, cieb ammette 4 integrali indipendenti 
~t v, ~, ~ pos~o: 
dove A t , .4 2, As, A 4 sono costantJ arbiirarie, ed eliminando Pl, $~, Pa, 
si otterr~, un integrale dell' equazione proposta con 4 costanti arbitrarie: 
(43) # =/V(x l ,  x~, x~, Al, A2, A~, A4). 
Vogliamo mostrare come da esso possa dedursi un integrale con ire 
funzioni arbiiraxie*). 
Indichiamo con F~, ~'~h le deriva~e parziali prime e seconde 
della funzione $'~ e supponiamo the dalla (43) e dane: 
p~ ~--- .F~ (xt, x~, xa, A~j A~, A3, A4) ( i~  1,2,3) 
si deduca risolvendo rispetto aUe Ai: 
Poniamo ancora: 
(6 h -~ 1, 2, 3) 
Se imaginiamo di avere un' equazione della forma (3) tale the, alapii- 
cando ad essa iI metodo sviluppato, si ottenga l'integrale (43), risulta 
dalle (37) the dovr~ essere: 
bx~, T 
Ma: 
--~ 0~ (x~, X~, xa, z, Pi,.P2, ~) ,  
quindi: 
T --~ ~"  
Sis Q il determinante d lle ~r ~ it minore complement~re di ~ 
in questo determinante; avremo: 
T--~ ~ ~,  T ~ ~ Q, 
*) Goursar (op. cir., p. 13 e segg.) tratta la stessa questione per le equazioui 
a due variabili indipendenti, ma valendosi quasi esclusivamente eli considerazion 
geometriche. 
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ossia per le (36), (38) : 
Pertanto l'equazione del second' ordine, la cui in~egrazSone secondo il 
nostro metodo ~i conduce alla (43), ~: 
-{- A - -  Q=O.  
facile vedere che essa pub scriversi so,to la forma seguente: 
(44) p~ -- Vl~ 1o~ - -  ~ p~s - -  #~ = 0. 
Ora hells (43) sostituiamo ad A2, As, A~ ~re fnnzioni arbitrarie 
de~erminiamo A~ come funzione di z~, x~, x s mediante la condizione~ 
(46) ~e~ = o .  
Avremo: 
ma, ,  
$ ~ Oxa 
quindi introdueendo nel primo membro della (44) |e espreasioni ~rovaie 
delle p~ esso diviene: 
ques~ de~erminante ~ identicamente hullo; quindi la 45), dove A 1 
de~ermina~a d Ua condizione (46), ~ un in~egrale dell' equazione (44). 
Trovato adunque un int~grale (43), si ha da esso immediatamente 
un integrale con 3 funzioni arbi~rarie: 
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dove la funzione A 1 di xl, x,, x 3 ~ determinata dalla eondizione: 
~ ~F , ~_~ ~1~' v'(A~) ~ O. 
Se fl sistema (40) non ~ eompleto, esso ammetter~ turf' al pifi 
due integrali u, v. Integrando il sistema u ~- cost~, v ~ cost. (o, nel 
caso che esista un solo integrale u, l'equazione u ~--cost.), si otterrs 
un integrale con una sola fupzione arbitraria. 
w  
Abbiamo supposto tacitamente che taluni dei coefficienti dell' equa- 
zione (3), p. es. iv, non sieno nulli. Vogliamo ora dire qualche cosa 
sopra.questi casi d' eceezione. 
E noto che, se con z', xl" , x2", x s" si indicano delle nuove variabili, 
e con ~ le derivate parziali della z" rispetto aUe x~, ponendo: 
3 
z" (47) 
se ne dedaee:  
(48) 
3 
z =~__] /x ;  - -  ~', x~ =~;. 
Le (47), (48) rappresentano la trasformazione di Legendre. Deno- 
tiamo con p~-~ le derivate seeonde della z' rispetto alle x~, e coa /~i~, 
A' le espressioni analoghe alle JPt~, A. Avremo: 
dx~ .= dp~ ---- ~ dx 1 -[- p~2dx~ -{- ~dx  3 
2; 
Z 9 -~- pih (p'~l dx(  -~- p'~ dx  2 -~ /as dx3'), 
h~l  
quindi imaginando scritta questa relazione pet tre valori 1, 2, 3 di i 
ed eguagliando i coefficienti di dx( ;  dx2" , dxa': 
3 3 3 
3 3 $ 
3 5 3 
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Se risolviamo questi ire sisfemi d ~ equazioni~ ot~eniamo: 
~h 
P~ = W'  (/, h= 1, 2, 3) 
da cui, per note proprief~ dei de~erminan~i: 
e reeiprocamenfe: 
Pi~ 1 
In virt~ di ques~ relazioni l'equazione (3), moltiplieata per A', 
diviene: 
' /~3~ P,~s + 2B1~ P~ + 2R13 Pls + 2-R~s ~h 
+2+ UA' = O, 
dove nei eoeffieien~i devano intendersi introdotte le nuove variabili. 
Di qui si vede ehe la trasformazione di Legendre muta un' equazione 
del fipo (3) in un' al~ra del medesimo ~ipo; e ehe, se si rappresenta 
l'equazione trasformata con: 
B . . . . . . . .  ~s~3 
+ 2&'~.Pi'~ + T'A" + Y '  = o, 
si hanno le relazioni: 
(5o) 2G = s,~, s~ = K,~ (i, k= L 2, 3); 2 = V', /7 = T'. 
Pertanbo la recil)roeit~ ehe abbiamo sservato pifl sopra esprime il fatto 
ehela trasformazione di Legendre muta un' equazione integrabile col 
nostro metodo in un' equazione della stessa natura. Infatti mediamte 
le (50) le (36), (38) divengono: 
xA V" 2 '  
s~--~ = U', = U " ~, 
le quali (eft. le eq. (39)) sono appunto le eondizioni d' integrabilit~ 
della (49) .  
Se nell' equazione data T ~ nullo, ma non lo ~ /7, noi potremo 
mediant~ la ~r~formazione di Legendre ot~enere da essa un' altra 
equazione in cui T'  non ~ hullo. 
Applieaaado il nostro metodo all' equazione trasformata, si otterrebbe 
(at.  eq. (37)): 
, 1 r~ '  "~X 9 ~ ' ' dp~+--~t ~'* , TS,~dx 2 +$Adx~']=O, ( i=1 ,2 ,3 )  
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e quindi per le (49), (50): 
dx~ -[- ~  [R, l dI~ -{- 2~dp~ -J- R,~dpa] ~ O. ( i~1, '2,3)  
Ma queste quazioni si sarebbero po~u~e ottenere diret~mente risolvendo 
le (37) rispetto alle dxi e teneudo con~o delle (36), (38), e ad esse 
eorrisponde il sistema d' equazioni a derivaCe parziali (4~). Siceh~ 
pub dirsi che questo sis~ema ~ valido anche quando T ~---O, purch~ 
perb sia U=~= O. 
Un' altra ~rasformazione che conduce a risultati analoghi ~ la 
seguente, the pub considerarsi come una generalizzazione d lla trasfor- 
marlowe di Amp&e:  
x i '~x~ x~'~x~,  
Se ne ricava facilmente: 
p /~ p~, 
e quindi: 
x~x~.  x~x~', x3~_~a', 
Inoltre: 
d~' ~- dp~, 
OSSla." 
xa" ~ - -  ps , z" .-.~. z ~ pa x ~. 
9 ~' ---- P~, Pa' ~ x~, 
dp~" ~ dpe, dx a" -~- - -  dp:~, 
phdx~ + ~hdx~ + ~hdx'~ 
-~- p t~dx/  + ia~ dx z" 
p~adx~ -]- p~adx~ --~ p~adxa 
P 9 
- -dxa" 
Pls -~ + 
1 ~ - -  l~aaP '~,  
da cui, eguagliando i coefficienti: 
ph -= pll  + p ls~h,  
ph -~ pl~ + pis l~h, 
o ~ pJs + ~pls ,  
e r~olvendo: 
quindi: 
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La (3) diviene adanque, mol~iplieata per p~: 
-- :r/~j~ + U~ga = O, 
siceh~ si ha: 
(51) i%t ---- ~ ,  /~,~ ----- ~ ,  /~  == - -  U~ /%~ ---- - -  S is ,  /~  ~/%s,  
Quindi, se T f=0,  U==0,  purchh le S .  non sieno tutte nulle, la 
trasformazione di Ampere ei permette di passare ad un' equazione 
in cui T' =~= 0. 
Se alcune delle S ,  sono nulte, le considerazioni del w 3 non sono 
pifi valide; ma, se due delle i~  e T non sono nulle, si pub applieare 
la trasformazione d'Amp~re, e ai o~t.iene cos i un' eqaazione in cui 
nessuna delle S/~ ~ nulla. 
Pub vedersi anehe qui che, se l'equazione primitiva soddisfa alle 
condizioni d' integrabilit~ (36), (38), la stessa cosa ha luogo per 
Fequazione tras~ormata. 
Si ha infatti dalle (51): 
=--  " '-- --Sty, Y~= X~ , Y~, l~n :r S;~ ~, Y~,., ----- -- ~ 2" "~ " " 
Y~ /Y~2S.o-L-/~ S ' ' "~"  r  . . . .  ~" 
le quali espressioni, ntrodotte helle (36), ci danno: 
-~ , r ' - s ;3  ~ -- e~f ' -  sA~ x3; - -~T '  + sAs~=zg~s.~ +~itsxs 
p 
Za,3 = - -  2~.  
Segue di qui anzitutto: 
(52) /~lt ---- ~ ,  /~= = ~-~, X~% ~ U'S~'s, 
sostituendo nel 50 e 6 o membro si ha: 
r' i3 
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ossia, tenendo  conto delle identitY: 
r~ 
(53)  R l s  = -~ , - -  
Dalle 1", 2" e 4 ~ delle (52) si ha poi: 
s~ W" 
e paragonando colla 3": 
(54) W'= U'T'~. 
La (38) diviene: 
f ~ t t t 9 e T'X~ + l~nSis ~ + 21~1~S~sSls + 1~2S~ 2 1~388"s 2, 
ossia per le (59), (54): 
9 , y (  .~' .r t , , ~ , , ~,. W S& + ' ' ~ 1~ --lS ~ 7-  Y,, Sls- 4- 2 Y~2 S,s =/ t~ S~,~ 
Ora, essendo: 
si ha: 
(,s' . . . . .  
sicchb la relazione precedente ci ds 
(55) ~ = r~,~. T' 
Le (52), (53), (54), (55) provano  1' ass~r~o. 
Applicando all' equazione trasformata il nostro metodo, os 
(eq. (37)) : 
" ~ (S~dx, + ~2dx~ + S%dxj), d l%=- -~ ' " S" ' ( i=1 ,2 ,3 )  
e introducendo di nuovo le variabili primitive: 
1 ~ = - ~,, ( -  _%~x, + t~,~dx~ - s~) ,  
dxa ~- -- ~ (S, adx , -}- S~sdx i -{- Trips). 
8e risolviamo queste equazioni rispeRo a dpl ~ dp2 , dps tenendo conto 
delle (39), troviamo di nuovo le (37). Si vede adunque the queste 
sussistono anche nei c~si d' eccezione considerati 
facile del resto dimostrare direttamente che, ogniqualvolta lv 
eond~zioni (36)e (3S) (o /e equi~,a~na (39)) so~ so~,~israae, qua~u~lue 
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integrale del siste~a (37), al quale Si intende sempre aggitm~ l'equazione 
s 
-- LTp~dx~ --~ O, ~ un "integraIe del sistema (6). - -  Se inf~tti helle d~ 
A,  Zl ,  1)2, Ls in luogo delle dzv~ si pongono i seeondi membri dello 
(37), e si fa use delle relazioni (36), (38), si verifica senza diffieolff~ 
che quelle espressioni risultano identicamente nulle. 
Pertanto l'integrazione del sistema (37) ei eonduce all' in~egrazione 
dell' equazione (3), sotto 1' unica condizione che ]e (36), (38) sieno 
soddisfatte. 
~,}6. 
Quanto si ~ detto non eselude perb che, in easi speciali, possano 
esistere altri modi di riduzi0ne del sistema (6) ad uno o lai~ sistemi 
lineari, sotto condizioni eventualmen~e diverse dalle (36), (38). 
Noi svilupperemo il case di ~q~l ~-- Sz~ = S~s ~-- 0. Allora le Li 
prendono la forma: 
L, -~ 2~dx32 + l~ssdx,~-- dx~ -- 2S,~d~,dx2 -- -~,~ ~ d~h.dx~ 
. - -  Tdpi ~, 
L~ ~-/~ss dx~ ~ + 1~, d xs ~ - -  2/t jsdx sd x~ - -  2 B,,~ d p2 d xa .-- 2 S ~ ~ d ~ d x ~ 
T d p 2 ~, 
L~ ~ 1~ dx~ + ]R~dx~ -  21~o dx~ ~x2--. 2S~ dpa dxt -- 2~a d2~ dx e 
" -  Td2~L 
e ciaseuna di esse pub essere decomponibite nel prodotto di due fattori 
lineari. 
Supponiamo T=~= O; e sia: 
Lt  -~  - -  
Dovr~ essere: 
a + a" ~--- 2S~,  ~ + ~' -~2S~,  aa'~=--  TBs~ , aft" + a'~--- 2T1~.~, 
~" -~ - T B~,~. 
Dalle 1% 2 ~, 3 ~, 5 ~ si ottiene~ indieamdo con ~,  ~" due eoeffieien~i ehe 
laOSSOnO prendersi eguali a + 1 o a - -  l :  
9 2- . . . . . . . .  = + = - 
Poniamo per brevi~: 
le preeedenfi potranno scriversi: 
Mathemat i~che &n~alon.  XL 'V I I I .  32 
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t~ =- &3 + ~;&,  ;r = S,3 --  ~2"&. 
e dalla 4: equa~zione di condizione si avr~: 
= 2&2&3 - -  2~:,2'Z2& , 
sicch~ pet la deeomponibilif& dovr~ essare soddist'at%a la eondizione: 
ossia: 
(&~+ r~)  (&~ + rR~)  = (&~ &~-  2~ r)~, 
od ancora, sviluppando e riducendo: 
Se le analoghe condizioni sono soddisfatfe anche per L2, Ls, cio~ se: 
j~3~'z .~& = s,2s,3 - r2%. ~,~s '&z ,  = s,.~&3 - 2~,a ,  (56) | 
ossia: 
2 
(57)  ~ " 
2 
allora si ha il sistema lineare: 
1 (5s) {a~ = - ~ [(&~ + ~, z,) ~x~ + (s,= +, ,  &) ax,], 
! 
1 
Ne segue: 
1 = ~- { -  ~ ,  rd~ ~a [(S,~ + ~ &) d~ + (S,.~ + ~'&) dxd 
. [(&~ + ~, z,) a.~ + (s,.~ + ~' &) dz,] 
9 [ ( s ,~-~&)d . ,  + (&~+,,'z,)ax~] 
+ UT ~ dx, dx~ elx~ }. 
I1 coefficien+~ di dx, edx2 entro le pa~entesi ~: 
-- (s,~ + ~ z~) { ~ r + (s,~ + ~%) (s,~ + ~ &) }, 
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esso b hullo se si prende %'~--- .  %; anatogamente si annullano tut~ 
i eoefficienti dei termini dx~dx~ se: 
(59) ~i" = - -  ~i ,  ~2" = - -  ~2, ~ = - -  ~3- 
I1 coeffieiente dl dxj,dx~ dx s b, tenendo conto delle (59): 
ur~ -- (s,~ + ~3z3) (s,s + ~z~) (s~3 + ~, z,) 
- (S,~-~ Z3) (S,3--~Z~) (S'~--~,Z,), 
Ossia: 
ossia ancora, per le (56): 
U2'~ -- '2 s,~ S,s s,~ + ~ s~3 (S,2 s,s - 21~.,~) § 2 S,s (S,~ S~3-- /'1~,3) 
sjeeh~ abbiamo~ oltre le (57), una nuova equazione di eondizione: 
I1 sistema (58) poi diviene, per le (59): 
(61) dp~ ~- -  ~- 
[(S,3 + ~Z~)dx, + (S~3--~, Z )dxd. 
Esso pub trasformarsi nel sistema d' equazioni a derivate parziali: 
( s ,3 -~:z : )  = o, 
| ~f ~_p~ ~f ~ ~f i ~f ~-~ _ ~ -- ~(S,~+~Z~) ,  r (S~3-~,Z,) ~ = O. 
Questo sistema in generale non b eompleto. ]nfatti, se ess0 fosse 
complete, si vede dalla sua forma ehe sarebbe anche jaeobiano; ma 
d'altra porte, se si indicano per un istante con X(f) ,  Y(f) i primi 
membri delle due prime equazioni, l eoefficien?~ di ~f nella combinazione 
X(r(f))- :Y(X(f)) b X(to~)-  Iz(.Pi), ossia: 
1 i (S,~- ~Z~), 
T (S~+~3Z~) +
ossia aneora -- '2~ ~-~. Perch~ fl sistema ibsse complete, sarebbe 
Ilecessario ehe fosse Z t = Z 2 = 23 ~-O, nel qua/ ease le (61) si 
ridurrebbero aUe (37) e sarebbero soddisfat~e l (36), (38). 
Se insieme al sistema (6'2) si ~onsidera queUe she si ottiene da 
32* 
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esso mutando i segni di ~i, ~2, ~ ,  si dimos~ra con un ealcolo sempli- 
cissimo the due inte~ali  qualunque dei due sistemi sono ira loro in 
involuzione. 
Quindi, se eiascuno dei due sistemi ammette tre integrali, indieandoli 
con ~ v, w; ~I, v1~ ~i~ saranno in involuzione ira di loro le funzioni 
u w q0(v, w),  u t --  cpl(u~ wl),  qualunque sieno le funzioni q0, (p~. 
Integrando il sistema: 
si otterr~ un integrale dipendente da due funzioni arbitrm'ie eli due 
argomenti. Se uno solo dei sistemi, p. es. il primo, avesse 3 integrali 
u,  v, e~ rintegrazione dell' equazione: 
ci condurr~ parimenti ad un integrale dipendente da due funzioni di 
due argomenti. 
Veniamo ora al easo in eui T~-0 .  Allora, se Sis e Sis non 
sono nulle~ si avr~: 
L 1 ----- (d~t§ (~'dx2§ 
e dovr~ essere: 
~' ~ - -  2S~2, ~ '~ - -  ~B~s, ~ '~/ tss ,  ~t~' -F ~'t~ ~ --  ~/t~,  
tr ~-/t22, 
donde segue: 
2S,~, ~ ~- - -  ~'~, ~ '~ 2z,.~, 
4Z ~- -  2~ ~ r ~ 
e 1' equazione di condizione: 
Si avr~ dunque: 
Se sono soddisfatte le equazioni: 
iS~/~ -{- 2s,~s,s n~s + ~/~ ~- o, 
(63) ~.~i% + ~ ~ ~ + ~,~, I  -~ o, 
si avr&: 
+ 
r~- - - -  ~(~r~ ~, ~ - ~) (s ,~,  + ~z: )  - -   ~ ~-  _ 2 ~s v ~. 
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Di qui possono dedursi 8 sistemi lineari divers+, e ciob: 
$tl ---- $+2 ---- +t3 ---- 0; ~h ~-= g2 = vs  ~-- 0 ;  g2  ~- ~s ~--- vl ~-  0; 
g~ ~ t.+1 "---- +z+'2 ~ O;  tz:t ---- ,v 2 .~ .  "v.+, ---- O;  g+~ ---- v s ---- v I ~- .  O;  
..,+ ~ ,z, t ~ ,v+ ~ O;  v I == % ~ v++ ~ O. 
1% ~1 ~ s ---- g+ =.r= O. Sostituendo in A ---~ 0 si o~iene: 
l~itdx2dx3g 1 + t~2+dx~dxt~ ~ + ~3+dxtd~m~ ~ + Udx+dx2dx 3 ~-- O+ 
Perch~ quest' equazione sia soddisfatta identicamente, cio~ perchb 
sieno nulli i coefficienti dei vari prodotfi e potenze delle dx~ si 
riconosce facilmente che devono essere nulle la U e due almeno 
delle J~+~, p. es.: 
U=0,  J% l=J%2=0,  
e quindi, per le (63): 
/~i~ - -~  O. 
2~ ,mr ----'-- g2 ~ ~% ~ O. Se ne deduce: 
dpj t&s 1+++ dx3, d.p2 ._7+,+,~ . It. 
dxs ~ .-- ~ dx 2, 
Ctt 
e quindi: 
~ dxa~ 
n ~- dx~ dx~ ~+(- t~S~ dxo + 1%, n -  ~+22 SI a 2 BI~ Sla 2~25 '~' Y"3) 
++,, .+ ++=++i v+) a++-- a,+], 
sicchb dev' essere: 
J%+ ----- 0, U ~ 0. 
3 o, 4 ~ Analogamente al 2 ~ 
5 0 . i~-~,+~%==0.  Se ne deduce: 
('.~mS, s ~m)  5'. n 5'++ A = J%i dx3 3 ~2-~z  ~-21+ ~]  ~ -- ""++ ~ alP2 dX3 + 
Lt ++%++ m&,, s~ ] 
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sieeh~ de~' es~ere: 
/~=0,  /~=0,  U=O~ 
e per le (63): 
/%~ = O. 
6", 7 ~ Analogamente al 5 ~ 
8 ~ Le ere equazioni sono incompafibili. 
ILl sistema d'equazioni a deriva~e parziali corrispondente al sistema 
lineare Y l~-~a~-O ~: 
~f ~f 2r ~f Bt~ ~f  O, 
~f ait @f .R= Of ~-~ +p~ ~ + + ---- o, 
Indichiamo queste quazioni con X(f)  = O, Y(f)  ~- O, Z(f)  = O, 
ed osserviamo che, supposto R n ----s = O, esse si riducono a: 
Ne segae: 
- -  ~f ~f /~ '  ~f=o,  
X (f) _-- ~ + ~, ~ + ~s,, ~ 
Y (f) : ~ + ~ ~ + .~,s',, ~,  
~f ~f Z(f)  --_- ~ . ,  + p~ ~ = O. 
x(z ( f ) )  - z (x ( r ) )  - - 
Z(  2~'~ ~f = O, r (Z ( f ) )  - -  z ( r  (/)) ----_ - -  ,+.s,,  
Se z(~--~-) no,, ~ nuilo, ii sist~m~ r ~ equivalent+ al 
sistema delle 5 equazioni: 
~f ~ O, ,~t ~__ O, ~f ~f O, ~f --[-p~ ~f 
~f ~f ~-~ + p~ ~ ---- O. 
=0,  
Poichb l'in~egrale di questo sis~ema, se esist% non deve contenere 
nh Pi nb P2, la 3 ~ e la 4 ~ equazione si scompongono helle seguenti: 
~f ~ O, ~f ~ O, '~f O, 
~f~ O, sicch~ il sistema non ammet~e alcun quindi dalla 5 ~ segue -~ 
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integrale. Dunque una c~)ndizione necessaria (ma non sufficiente) perchb 
iI sistema ammet-ta qualche integrale ~ che sia: 
= O.  
Perchb il sistema sia completo, dev' essere: 
= = o ,  
/t~ dev' essere un int.egrale del sistema stesso. eiob 
Si verifica faeilmente he due integrali qualunque del sistema sono 
tra loro in involuzione. Quindi, se il sistema ammette almeno 3 
integrali, potr~ ottenersi un in~egrale della (3) dipendente da due 
funzioni arbitrarie di due axgomenti. 
w  
Merita finalmente una eonsiderazione speeiale il easo ia eui: 
in eui ciob l'equazione (3) b line.are rispetto aUe deriva!e seeonde. 
In questo caso le formole (37) perdono ogni significato. 
Le L1, L2, L a sono sempre decomponibili in fattori lineari. 
Suppos~o dapprima che nessuna delle /~i~ sia nalla~ facciamo: 
L1  ---- t~2dx82 - -  2 ~..3dx~ dx~ -k ~s~dx~ 2 
1 
~ (~33dx2 -~- ald~%:3) (~:~33dx2 -]- fl! dxa), 
L.~ -~ 1~ dx~ '~ -- 2R~3 dx~ dx a + R~ dx~ ~ 
1 
L~ --~ ".R~ dx~ ~ ~ 2.R~dx~ dx~ --~ R~dx~ ~ 
1 (.~,,2dX ! ..~ a3dg~:2) (t~odxt + fladX~). 
Dovr~ essere: 
quindi, indieando con ~,  ~, sa dei coefficie~Ri che l~)ssono assumere 
il valore -4- I: 
~I == -- R23 - ~, f~  X., 
~-~ _ ~ - ~r  
Si avr~ pertanto il sis~ema lineare, dove le ~ possono prendere 
segni qualunque: 
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B3~d=2 + (-- 1~ + ~,//------X~ d=~ = O, 
~,  ~=~ -~ (-- ~,~ + ~ f-------~) ~,  = O, 
]~dx~ + (-- ~t~ + ~ ~  d=~ = O. 
Perch~ queste tre equazioni possano coesistere, dev' essere: 
(~4) ~, ,~=~ + ( -  ~,~ + ~f- - -~.~)  ( -  2~,~ + ~V---~...~) 
• ( -  ~ + ~, V---~,) = o, 
the  pub anche scriversi:  
(65) ~,~/~=~ + ~,~ +/~ ~,~ -- 2 ~t~ ~,~ ~ -- i% ~ R= = 0 % 
*) La riduzione a questa forma pub farsi come segue. 
Pongasi: 
~Z s ~ r, ~Z1~m8 = s, ~Z i~ms = t, ~ ,~8 = u, Z~,/=~ = v, 
dove le ~ rappresentano funzioni simmetriche. Si ha evidentemente: 
e la (64) pub scriversi- 
- -  O, + ~) O, + ~)  (~, + .~) ----- o ,  
(~) 1 - - r - -v - -w- -u -~O.  
8i ha poi, ~nu~o conto della (=)- 
(~) u= = ~ = ~ ?  = (Z~ ~ - -  ~ , )  (Z,~ - -  ~ (Z~= - ~)  = r= - -  8 + ~ - -  1 ,  
= 3~- -  s+ 2rw, 
Ricavando v dalla (~) e quadraudo, si ottiene: 
~( l~r - -~)s~2( l~r~)~o+w ~, 
ossia per le (~), (~): 
3~- -S -~-Srw~- - - (1 - - r - -u )  =-2(1 - r -u )  w-F3~-  2s-Fl~-J -2uv,  
da cui riduee~do: 
e per le (p), (~,): 
~ 2t t - -  2ur  ~ 2~ - -  s + ~ + l + r~ + u~ - -  2 r  - -  2u  + 2ur  ~ 2( l  - -  r ) ,  
y -~- l - -  tr - -  ~ - -  w ~ - -  y,, 
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Poniamo per brevi~: 
dove i segni sJ possono scegliere indipendenbmenb per le due coppie 
di valori. Suppost~ soddisfatta ls condizione (64)~ il sistema lineare 
trovato sat& equivalente all' uno o all' altro dei due sistemi, di due 
equazioni ciaseuno: 
dx~ - -  It ~/x3 ~ 0~ dx~ - -  pidx3 == 0. (i ~ 1, 2) 
Sostituiamo nel la A ~ 0 ~ avremo: 
/~. ~dp~ dx~ ~ ,-.{- /t~2 ~'i~'P2~/x3 ~+ /~:+s ;~r  ~lx3~ -{- Ui+~+clx3~ ---- 0; 
ora: - 
quindi l'equazione precedent~ diviene (dividendo per /~sadx~): 
U 
da eui dividendo per &/l~ e ponendo {i, h} ~ {1,2}: 
U 
Abbiamo perorate i duo sis~emi; 
(66) dxi  - -  ;q dxa --~ O, dx~ . -  l~i dxa --~ O, 
U 
(67) dx~ - -  ~,~dxa ~-- O, dx~ - -  #,dxa ~ O, 
Y 
Quesfi sis~emi, dedotti nell' ipobsi (,,he lo R~ sieno farce diverse 
da zero, valgono anche nel case in cui una deUe B~l, B22, od 
ambedue, sieno nulle. InfaCti, se si introducono nelle: 
L~-0 ,  1~-----0, Ls~-0~ A-~0 
le espressioni di e/x~ dx~, dx a ricavatle datle (66), (67), esse sono 
idenficamente soddhfat~. Resta escluso il solo ease/~l ==/~-~- /~ = 0, 
ma ~ facile vedere che in ques~o ease il nestle metodo non pus con- 
Dope ci~) segue dalle (~,), (8): 
- -  S J r - t - -  I ~3r~- -s J r  2r(1 - - r ) ,  
o~ia ridueenflo 
~- -2r - -  I~--0. 
Infine, Be rimeO.'iamo per ~, r le lot0 espreseioni, ottenlamo aplaunto, dope far 
riduzioni, la formola (65). 
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durci ad alcun risultato. I sistemi (66), (67) possono trasformarsi nei 
seguenti sistemi d'equazioni a derivate parziali: 
[ ~f ~f 
(68) Of _ ~, 
Of 
Of 
= O, 
O~ 
Of U ~f 
----0~ 
---~ O~ 
Of /Z ~f 
It~ Ojo, 
= O, 
=0.  
Deno~amo con 
(68) .  Avremo: 
X(f )  ~ O, lr(f) = O, Z(f)  ~ 0 le ire equazioni 
rx(zcr)) - r(x(r)) -- (- x(~,) + r(~,>) ~r =o, 
x(z(f))- z(x(f))~ x(~) ~t + x(~)~r 
Ot + X(~p,  + wP2 + P3) 
~f + Y(X2p~ + wp~ + P33 
+ (z ( . , ) -  = o. 
Perchb il sistema sia comple~o (e quindi jacobiano), tutti i coeffi- 
ciend di queste espressioni devono annullarsi. In particolare dev' essere: 
o = x (~)  = x(~,) = r (~)  = r(~), 
+ X(p~)m + X(p.~) 
= ~2X(p~) + ~2X(Io2) + X(p3) = ~--~, 
O= Y(itz~v , + ~i.. +Pa)= Y(l,)~, q- Y(p,);t= q- Y(/~) p~ 
Quindi, perch~ il sisWma sia completo, b necessario the sia: 
;tl ~ ~, I'i = #2. 
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Queste eondizioni non sono sufficienti. Pub perb dimostrarsi the, 
se esse sono soddisfatte e se fl sistem~ ammette tre integrali indi- 
pendenti: esso ne ammette un quarto, e quindi b complete; in altre 
parole the, se il sistema non b complete, esso ammette tuft' al pi/t 
2 integrali indipendenti. 
Indicheremo con ~. il valore comune di ~tt, ~t~, con F qaello di 
~ ,  ~ .  Se i l  sistema non b complete, una almeno deUe 3 combi- 
nazioni (70) non sar~ identicamente nulla; se ~lue non lo sono, fl 
teorema b prorate. 
Supponiamo dunque che una sola delle combinazioni (70) non sia 
ideutieamente nulla; questa non pub essere la prima, perchb, se le 
altre due sono identicamente nulle, si ha X(F  ) ~= O, :Y (~)~ O. Sia 
dunque la seconda non identicamente nulla~ e denotiamola con W(f)==0, 
imaginandola prima divisa per X(~t). Siccome X( /~) - -  Y (~t )~ O~ 
Y(Z) ~---0, ne segue X( /~)~0,  e quindi: 
x(zv ,  + ~p~ + p~) = z x(v~) + ~o, x(z)  + ~ x (w)  + p: x(~) 
+ x(p3) = p~ x(z) ,  
sicchb si ha: 
W(f)  = ~ --[- p, ~ -]- Z(,~) -- X(~-~s s 
Calcolando X(W( f ) )  - -  W(X( f ) ) ,  si trova ehe il coefficiente di 
~--f in questa eomhinazione ~X(pt )  , cio~ 1~ quindi essa non pub essere 
identicamente nulla, ci6 che prova l'asserto. 
Se X( ; t )~O,  si ha~ 
Of --~0, w(f )  = ~- 
quindi: 
z(w(r>)- - - - - -  w(~) ~r _ w(t,) ~f 
,, U \  ~f - wcz~,,+~p~+p:) ~ + wt~ ) ~ =o. 
Perehb quest~ combinazione fosse identicamente nulla, dovrebbe 
essere: 
o = w(~t), o = W(~), 
0 ~ W(~,p 1 -] - /~p, --[- P3) - -  Pl W(~.) -[-- P2 W(/~) -a t- 1, 
equazioni ehe sono iacompatibili. - -  Cosi il ~eorema b eompletamente 
dimostrato. 
Se u ~ un integrale del sistema (68)7 vun  integrale del sistema 
(69), si ha: [+~ r] == O. 
508 G. Vn, A~T~. 
Si ha infatti: 
~u ~ ~lj bu ~u ~ ~--~ b-~' ~-~ ~ m b-g' 
~, ~, ~(~ ~) ~(~-~ ~)  ~ ~, 
quindi: 
~, ~,3 ~ ..~ ~ ~ + ~ ~)  + ~,~ ,  ,~,  + ~ ~)  
Qumido ~ ~ I~, /i~ ~ ~,  si ha: 
ossia: 
e l'equazione di condizione (64) si riduce a: 
da cui si ricava facilmente~ median~e le precedenti: 
Bn~3~ ~ B~B2~, B~sB~ ~- B,~B~3, B~/~ H = B~N~,  
ossia: 
X~ ~ X~ ~ X~ ~ O. 
lnoltre: 
quindi: 
g~ -~ 
0ra dalle (66) (o (67)) si ha, posto ~, = gz-~- I, ~ l= ~=/~:  
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ne segue : 
(71) 
dxa = - -  -F  
Le (36), (38) son() evidentemente soddisfatte per la nos~ra equa- 
zione, e petS, se noi alaplichiamo a questa la r di Legendre, 
otterremo ana nuova equazione per la quale le (36), (38) saranno pure 
soddisfat~e. 8i vede p0i che il sistema (71) si trasformer~ appunto nel 
sistema (37), e quindi il sistema (68) (o (69)) nel slstema (40). Se 
il primo ~ eompleto, lo sar~ anche il secondo, e allora potremo ttenere 
per l'equazione trasformata un in~grale con 3 fanzioni arbitrarie (w 4). 
Da questo potrem0 dedurre un integrale con t~e funzioni arbi~rarie 
(d'un argomento) dell' equazione primifiva. Se i siatemi (68), (69) 
sono diversi, e se ambidue, od uno, ammes tre integrali indi- 
pendenti, si pus o~enere un in'~egrale dell' equazione con due funzioni 
arbitrarie di due argomenti, 
w 
Come applicazione delle ~orie esposf~ svilupperemo due esempi. 
2~o a(~oix~ - -  ~o:~x~) :p~ - -  4p.~ zxs~s~ - -  4~ax~ p~ 
~i~la P~3 ~s3 
O. 
8i ha: 
tt~l ~ O, .R22 ~-  2pa (p ,x  i - -  p~x2), .R~a ~ - -  4~2xa ,  
s==o,  &=o,  &=o,  
~I' = X,=x3, U "~ 4p2=pa, 
quindi: 
~1 -----0, Y~2 = 273x12x~(Pl xl "- ~x~) ,  Y3~ ~ -- 4-~2x~2x3 ~, 
faeile eons~a~re ehe ]e eondizioni (36), (38) sono venfiea~eo 
I1 sistema (40) ~: 
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(72) 
[ ~f bf 2~x ~ --p,o~, ~f 0~ 
i 0/ Of ~ Of = O, 
bf ~f ~, Of ~-~ +~ + =o, x~ OP, 
e si pub verificare the esso ~ eompler 
11 sis~ema ausiliario dell' ult ima equazione ~: 
0 0 1 Pa 0 0 Ps 
~a 
esso ammet~e gl '  integra]i:  
x, ~ cost., x u -~- cost., .~l ~ cost., p~ -~- cost., 
1 
z - -  ~ 10a x a ~- cost., 
qaindi ,  pos~o : 
1 
X8 
us=,~-, 
l ' in~egrale generale dell' ultima equazione (72) b: 
f=  F(ul, u2, u~, u4, us, u~). 
Ne segue: 
~ f ~ -~ ~_f ~ __~ Of ~ F 
e la seconda delle (72) diviene: 
(73) ~F  ~F  u4 ~F  
I1 sistema ausilial~o di questa eqnazione ~: 
du~ du~ .-~ du s du4 d% d% 
0 1 0 2 ~...i 0 u 4 
esso ammeYce gl' integral i :  
~1 ~ COS~.~ t~ 4 ~-- COSt.~ r162 ~ COSt.~ utu~ 
u e - -  u 2 u 4 = cost. 
Ai due ult imi possono anche sosti~airsi i seguenfi:  
1 2u2 u4 --  ul u3 ~ cost., u 6 - -  ~ u~ us ~- cost. 
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Posto adunque: 
p~ 
v~ ~-- u~ ~ x~, v~ ~ u~ ---~ ~ ~ v s ~ u~ ~'  
v~ ~ 2u~ u~ ~ u~ % ~ 25~x2 --  ~ x~, 
1 1 1 
l'integrale generale della (73), e quindi anehe del sistema delle due 
ul~ime (72), sara: 
f =r  v~, v~, v~, v~). 
Segue di qui: 
~f ~o ~ 
e la prima delle (72) diviene: 
ossia introdueendo le v, e moltiplieando per 2%: 
II sistema usiliario di quesia equazione ~: 
dv~ dv~ dv~ d'~4 dvs. 
esso ammette gl' integrali: 
~ V 4 I 
V s ~ COBt., ~ ~ COSt.;, --vl a ~ COS~.~ ~'~ --- ~ ~4 ~ 608t.~ 
quindi, rimettendo le variabili primitive, si hanno i seguen~i 4 integrali 
indipendenr del sis~ma (73): 
1 1 1 
Se pe~nto  denotiamo con A, ~,  C~ 1) 4 cos~anti axbitrarie, ed 
eliminiamo ~,  ~,  ~o a fra le equazioni: 
--~ 20 ,  P' --- B~ 2~x,--~o~zi =~ _ 3A,  
~a Xt -'-~ - -  Xt n 
1 1 1 
otterremo il seguente integrale dell' equazione proposta: 
~ Ax~a A- Bx,2x~. "4- Ox~ 2 "4- t) ,  
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daI quale si potrg ricavave col metodo esposto a sno luogo an integrale 
con 3 funzioni urbiimrie d'un argomen~o. 
p, +p,  +jos __-- O. II. 7pit-j- ~p2~ +.pan --~- 9P12 -{- 8~ia-~ 3~o23 x l+xa_Sx  a
L'equazione ~ lineare rispetto alte derivale seconde, e si ha: 
x, + x~ -- Sx a ' 
quindi: 
4 
La relazione (64) b soddisfa~ta se si pone: 
e I ~e~.~-e~- - -+ l ,  o e t~+2-~-+~- - - - - -  1. 
Si t~ova: 
sicch~ si hanno i due sistemi d'equazioni a differenziali totali: 
dx  t - -  7dx  3 ~ O, 
dps + dp, + d~2 
dx  i - -  dx~ ~ O,  
,~  + 7 ~ + ~ 
dx  2 ~ 2dxs  --~ O, 
P, +J% +Ps dx~O; 
dx~ - -  dx  a --~ O, 
Pt + ~ + ~s d x a ~_ O. 
xt  + x~- -  8x+ 
Dalle due prime equazioni del primo sistema segue: 
dx  3 = dr ,  1 -}- dx~ - -  8dxs ,  
siech~ la terza pus scriversi: 
P' +~ +P+ (dxl -}-  dx2- -  8dxs)  = O. 
Si vede quindi ehe il primo sistema ammet~e i ~re integrali: 
~, +P2-{ -~ ~ cost., x 1 - -  7x 3 ~ cost., X~ - -  2x  s ~ cos~.~ x, + x~ -  8x s 
dai qaali si deduce l'integrale in~ermedio deft' equazione proposta: 
(74) p, + ~ + vs = (x,  + x~ - -  sx~) q,(x, - -  7x~, x2 - -  2x3). 
Poiehb il seeondo sistema non ammette ehe due soli integrali, 
dovremo integrate quest' equazione. I1 suo sistema ausiliario ~: 
dx ,  = 'dx~ ~ dxs ~ . dz  
J. J. J+ (x,-l-x,--sx,) ~(xt-- Tx+, xr ~:~)" 
I tre primi membri r danno gI' integrali: 
x, - -  x~ = u, ,  x~ - -  x a = u.~, 
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dove ul, u 2 sono costanti arbitrarie; dopo cib si ha dai due ul~ai 
membri: 
e quindi, posto: 
(75) j (~ l  9 us - -  6x~) ~(u l -  6x~, us - -  x+) d~:3 = V(u~, us+ x3)~ 
e indicando con U3 una ~rza costante arbitraria, si ha un terzo 
integrale: 
Pertanto rintegrale della (74), e quindi anche dell' equazione 
propos~a, ~: 
z = ~(x~ .-  Xs, x2 - -  x~, x3) + ~(xl - xs, xs - -  xs), 
dove ~p b una funzione legata alla funzione arbitraria di due argomenti 
r dalla relazione (75), e % ~ una nuova funzione arbitraria di due 
argomenti. 
Mess ina,  7. giugno t896, 
