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Group actions on twisted sums of Banach spaces
Jesu´s M. F. Castillo and Valentin Ferenczi
Abstract. We study bounded actions of groups and semigroups on exact sequences of Banach
spaces, characterizing different type of actions in terms of commutator estimates satisfied by the
quasi-linear map associated to the exact sequence. As a special and important case, actions on
interpolation scales are related to actions on the exact sequence induced by the scale through the
Rochberg-Weiss theory [30]. Consequences are presented in the cases of certain non-unitarizable
triangular representations of the group F∞ on the Hilbert space, of the compatibility of complex
structures on twisted sums, as well as of bounded actions on the interpolation scale of Lp-spaces.
As a new fundamental example, the isometry group of Lp(0, 1), p 6= 2 is shown to extend as an
isometry group acting on the associated Kalton-Peck space Zp [23]. Finally we define the concept
of G-splitting for exact sequences admitting the action of a semigroup G, and give criteria and
examples to relate G-splitting and usual splitting of exact sequences: while both are equivalent
for amenable groups and, for example, reflexive spaces, counterexamples are provided for the
group F∞ as well as for the space c0.
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1. Introduction
1.1. Some background. The works of Rochberg-Weiss [30] and of Kalton [21] indicate a
strong connection between interpolation scales and exact sequences of Banach spaces: complex
interpolation of two spacesX0 andX1 induces a twisting of each of the interpolated spaceXθ. The
most spectacular results are due to Kalton in the case of interpolation of Ko¨the spaces. In this
context the L∞-module structure of the interpolating scale carries over to the associated exact
sequence, which in technical terms means that the quasi-linear map defining the exact sequence
is a so-called L∞-centralizer. In this case it is a beautiful result of [21] that the correspondence
works in both directions, so - in the appropriate setting and under the appropriate technical
restrictions - all twistings associated to L∞-centralizers come from interpolation of a certain pair
of Ko¨the spaces on the corresponding measure space.
In other words, the group of units U witnessing the symmetries of the interpolated Ko¨the
spaces also characterizes a symmetry or regularity of the quasi-linear map, and conversely. In
[21] there are also some additional results by Kalton about the case of rearrangement invariant
(r.i.) Ko¨the spaces, whose symmetries are witnessed by the group of isometries acting by change
of signs and measure preserving automorphism of the underlying Borel space.
On the other hand, in the absence of any kind of symmetry, even basic questions remain
unanswered. To fix ideas, an interpolation pair of spaces with equivalent Schauder bases induce
a bounded quasi-linear map; if they are 1-equivalent then the map is actually zero. Conversely,
while the authors in [9] were able to prove that the quasi-linear map being zero imples that the
bases are 1-equivalent, the simple question of what kind of converse can hold from the map being
bounded remains open.
One initial motivation of our work is to investigate in a more general setting which results
could be associated to groups of isomorphisms acting on an individual space, or on a scale of
spaces, or on an exact sequence. In other words we wish to extend/reflect the theory of L∞-
centralizers (associated to their group U of units) to the more general setting of abstract “group
centralizers”; otherwise said, we wish to do a more general study of the role and preservation of
symmetries in twisted sums and interpolation scales.
Concretely our definitions stem from the consideration of an exact sequence
0→ X → Z → Y → 0,
and some group G acting on it in a “compatible way”, meaning that G acts boundedly on Z
and also by restriction on X , which implies G also has an induced action on Y ≃ Z/X . Or
equivalently, of an exact sequence of “G-spaces”, if G-space means a space equipped with an
action of G.
This situation was studied partially in various contexts, and it is also our motivation to
provide a common setting for these different results. Apart from the theory of L∞-centralizers
on Ko¨the spaces, one can mention as a very simple example compatible complex structures as
defined in [10] (in which case the group is simply the four elements multiplicative group generated
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by i). Note that these groups are abelian and therefore amenable. Interestingly, we observe in
this paper that this situation also appears in relation to certain non-amenable groups: in the
construction of non-unitarizable bounded representations of certain groups on the Hilbert space
defined by Pytlic and Szwarc [29] and further described in [26, 28]. There, certain bounded non
unitarizable representations of the free group F∞ on the Hilbert space are studied. In homological
terms, the focus is on exact sequences of the type
0→ H1 → H → H2 → 0,
where H1, H2 and H are Hilbert and the sequence splits. What makes the construction non-
trivial however, is that the group F∞ is required to act both on H1 (in a canonical way) and by
extension on H = H1 ⊕H2 in a non-trivial way. A few general results about these constructions
of interest to the present study appear in [17] Section 2, but with no explicit reference to the
Banach spaces homological methods (such as quasi-linear maps) first introduced by Kalton and
Peck [23].
Here our study is more general than each of these specific cases, and our main objective is
therefore to use the tools of the homology of Banach spaces as first defined in [23] (for example
quasi-linear maps associated to exact sequences) and study their interactions with the actions
of bounded groups either on a twisted sum of Banach spaces, or on an interpolation scale of
spaces inducing a twisted sum. Actually since these ideas extend without harm to the setting of
semigroups, we shall more generally study bounded actions of semigroups on twisted sums.
With this project in hand, our main examples will be the Pytlic-Szwarc construction men-
tioned above, and the Kalton-Peck [23] twisted sums Zp(µ) = Lp(µ) ⊕K Lp(µ) associated to
the interpolation scale of Lp(µ) spaces. Remarkably, the richness of the isometry group of the
Lebesgue spaces Lp(0, 1) and the variety of its subgroups will allow us to distinguish between
different types of group compatibility with an exact sequence and discover new symmetries of
the Kalton-Peck spaces Zp(µ).
1.2. First considerations. As a first step, we recall the compatibilty conditions for a single
operator acting on a twisted sum, see e.g. the book [12] as a reference. Consider an exact sequence
0→ X → Z → Y → 0,
and its associated quasi-linear map Ω : Y → X , via the formula Z = X ⊕Ω Y , meaning
‖(x, y)‖Z = ‖x− Ωy‖X + ‖y‖Y
is a quasi-norm equivalent to the norm associated to a representation of Z as X × Y . We sum
up this situation as
0→ X → X ⊕Ω Y → Y → 0.
Note here that Ω may be chosen up to a “trivial” perturbation; a map is said to be trivial if it is
the sum of a linear (possibly unbounded) map and a bounded homogeneous map (i.e. bounded
on the unit sphere). Two maps are equivalent (resp. boundedly equivalent) if their difference is
trivial (resp. bounded). Two quasi-linear maps Ω1 and Ω2 between Y and X are equivalent if and
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only if the exact sequences they induce are equivalent, i.e. there exists a (necessarily isomorphic)
map T such the following diagram commutes:
0 −−−→ X −−−→ Z1 −−−→ Y −−−→ 0∥∥∥ yT ∥∥∥
0 −−−→ X −−−→ Z2 −−−→ Y −−−→ 0.
,
where Zi is the twisted sum induced by Ωi, i = 1, 2.
If u and v are operators on X and Y respectively, the commutator [u,Ω, v] is the quasi-linear
map from Y into X defined as
[u,Ω, v] := uΩ− Ωv.
Note that the existence of a compatible operator T , i.e. acting on Z and by restriction on X
- denote u = T|X , and denote by v the induced map on Y - expresses as that the commutator
[u,Ω, v] is trivial; we also say that the pair (u, v) is compatible with Ω. More precisely the
existence of a linear map L such that [u,Ω, v]− L has norm at most C is equivalent to
T =
(
u L
0 v
)
having norm at most C on X ⊕Ω Y . We also have then that [un,Ω, vn] is trivial for any n ≥ 1
(and also for n ≤ −1 if u and v were automorphisms).
Assume now that u and v generate bounded (semi)groups on X and Y respectively. Note
that this is not enough to guarantee that a generic compatible map T inducing u and v generates
a bounded group on X ⊕Ω Y , as witnessed by the simple example Ω = 0 and T =
(
Id α
0 Id
)
,
with α non-zero.
However if the hypothesis is added that [un,Ω, vn] is bounded uniformly i.e.,
‖unΩ− Ωvn‖ ≤ C, ∀n ∈ Z (resp. N),
then the extension
T =
(
u 0
0 v
)
,
generates a bounded group (resp. semigroup). This is the simplest case of an action of a
(semi)group “on an exact sequence” and is an instance of Ω being what we shall call a G-
centralizer in Section 2. Of particular interest will also be the special case where [u,Ω, v] = 0,
which will correspond to Ω being G-equivariant.
More generally if a bounded semigroup G acts on a space Z and leaves a subspace X of Z
invariant, and letting for g ∈ G, u(g) and v(g) denote the map induced on X and Y = Z/X
respectively, then the representation λ of G on Z takes the form
λ(g) =
(
u(g) d(g)
0 v(g)
)
,
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where the condition that λ is a semigroup representation translates as d being a derivation, i.e.
d(gh) = u(g)d(h) + d(g)u(h). We refer to [17] for a study of derivations in the trivial case, i.e.
when X is complemented in Z. In Section 4, we shall investigate the language of derivations in
the context when the exact sequence does not necessarily split, defining compatibility of group
actions with exact sequences in full generality.
It should be noted that the L∞-centralizers of Kalton associated to exact sequences of L∞-
modules (such as Ko¨the spaces) belong to the more general theory of exact sequences of A-
modules with their centralizers. These have been studied in, e.g. [2, 3, 4, 5, 20, 21], although
essentially when A = L∞ or B(H). Likewise exact sequences of G-spaces are the same as exact
sequences of ℓ1(G)-modules, and under mild restrictions, G-centralizers are the same as ℓ1(G)-
module centralizers. Although on one hand some of our definitions could be stated in the more
general setting of A-modules (exact sequences, centralizers, derivations), on the other hand the
notion of G-equivariance, the relations with interpolation theory, as well as the role of amenability
seem to require the use of a (semi)group, and all our examples will be associated to (semi)group
actions. For these reasons, we choose to focus this paper on the case of (semi)group actions,
including some comments about the A-module setting when relevant.
The paper is organized as follows. In Section 2 we define and study the notion ofG-centralizers
between G-spaces ( i.e. spaces equipped with bounded actions of a fixed semigroup G), Definition
2.7. We prove that the classical notion of L∞-centralizer between Ko¨the spaces corresponds to
the notion of U-centralizer in our setting, if U is the group of units, Corollary 2.12. We also define
the stronger notion of G-equivariant map, Definition 2.13. Among other results, we prove that
if G is an amenable group and the spaces are, for example, reflexive, then any G-centralizer is
boundedly equivalent to a G-equivariant map, Proposition 2.22. We also give a counterexample
with the non amenable group F∞, based on the classical construction of Pytlic-Szwarc [29],
Proposition 2.25.
In Section 3, dedicated to semigroups acting on interpolation scales, we relate complex inter-
polation and G-centralizers/equivariant maps. Denoting by Ωθ the quasi-linear maps induced on
Xθ = (X0, X1)θ through the classical Rochberg-Weiss theory [30], we show that a semigroup G
acting boundedly (resp. isometrically) on the interpolation scale turns Ωθ into a G-centralizer
(resp. G-equivariant map), Propositions 3.2 and 3.3. We show that some form of converse asser-
tion holds in some important cases (scales of Ko¨the spaces, “rigid” interpolation scales), Theorem
3.7 and Theorem 3.12, thus obtaining characterizations of some global behaviour of G on the
whole scale through the commutator relations of elements of G with Ωθ locally in θ. For example
Theorem 3.12 states that for a group G, the quasi-linear map associated to a rigid interpolation
scale is G-equivariant exactly when G acts as as an isometry group on each interpolated space
in the interior of the domain.
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Section 4 investigates the most general situation of compatibility of a semigroup G with
an exact sequence of Banach spaces, Definition 4.2. We give the central definition of asso-
ciated derivation g 7→ d(g), Definition 4.1, as the upper right term of the triangular matrix
representing the action of the group on the twisted sum, which is equal to zero in the case of
G-centralizers. Among the results of this section, quasi-linears maps which are linear pertur-
bations of G-centralizers are studied. Maybe surprisingly, in this setting it is proved that the
isometry group of Lp(0, 1), p 6= 2 extends to an isometry group on the corresponding Kalton-Peck
space Zp(0, 1), through the use of a derivation which is of a new form which did not appear in the
previous examples, Theorem 4.9. We also observe that this does not extend to p = 2, Proposition
4.10.
Finally Section 5 revisits the previous results by developping the theory of exact sequences
of G-spaces, where the arrows are G-equivariant maps, Definition 5.1. The natural notion of
equivalence between exact sequences of G-spaces is defined and studied, Proposition 5.3, and
leads to the definition of the set ExtG(Y,X), analogous to the set Ext(Y,X) in the (quasi)
Banach space category, Definition 5.4, and to the notion of G-splitting for which we obtain
several characterizations, Proposition 5.6. Remarkably we show that for amenable groups G and
spaces complemented in their biduals by a G-equivariant projection, equivalence in the category
of Banach spaces and in the category of G-spaces are the same, Theorem 5.11. In particular
splitting and G-splitting coincide under those hypotheses. We also provide counterexamples to
this equivalence with exact sequences which split but do not G-split when G is non amenable
(G = F∞) or when Y is not complemented it its bidual by a G-equivariant projection, Remarks
5.9 and 5.10. This is the example of Pytlic-Szwarc in the first case, i.e. we have an exact sequence
of Hilbert spaces
0→ H1 → H → H2 → 0
which does not G-split although it obviously splits in the Banach space category. In the second
case it is inspired by an example of [1] providing a certain action of G = 2<N on c0 which allows
us to obtain that
ExtG(R, c0) 6= {0}.
while
Ext(R, c0) = {0}
in the Banach space category.
Section 6 concludes this paper with a few natural open questions.
2. G-centralizers
We start the paper with the notion of centralizer associated to a semigroup G. This corre-
sponds to the simplest case of the “derivation being zero”, or equivalently to the quasi-linear
map Ω being G-equivariant “up to a bounded perturbation”.
Although a few results in this section are particular cases of a more general context of com-
patibility fully studied in Section 4, we choose to begin with this simpler case. One reason is that
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most of our examples will fall into this category. Another is that there are very specific results
corresponding to this case; for example, the relation with interpolation. We shall prove that
the important results of Kalton [21] on L∞-centralizers, the study of exact sequences of Ko¨the
spaces and their relations to interpolation scales of Ko¨the spaces, carry out nicely to the case of
G-centralizers and semigroups acting on scale of interpolations, for arbitrary semigroups G.
It should be noted that if Ω is a G-centralizer, then linear perturbations of Ω do not need,
in general, be G-centralizers. So the notion of G-centralizer is not exactly homogical, and rather
relies on the existence of a canonical Ω among those inducing equivalent exact sequences, and
this involves a few technical adjustments. But that is precisely the situation occuring for “dif-
ferentials” of scales of interpolations, which are canonical quasi-linear maps associated to a scale
through the Rochberg-Weiss method [30]. Actually this theory and the beautiful development of
it by Kalton [21] is more relevant up to “boundedly equivalent” mappings, instead of up to “triv-
ial” mappings. After the definition of the G-centralizer notion we shall thoroughly investigate
its relation to interpolation scales, and they will prove our main source of examples.
2.1. Definitions and first examples. Let X, Y be Banach spaces. In general the notation
“Ω : Y y X quasi-linear” is used to mean that for some X∞ ⊃ X , Ω (defined on Y ) takes values
in the vector space X∞, but that Ω(y + y
′)−Ω(y)−Ω(y′) takes values in X and is controled by
‖y‖Y + ‖y′‖Y . Using Hamel bases it is known that some linear perturbation of Ω actually takes
values in X , in which case X∞ = X may be chosen. However in many cases, such as when Ω is
induced by interpolation, there is a natural and concrete choice of X∞ strictly larger than X .
Alternatively it is possible to define Ω only on a dense subspace Y00 of Y , with the same
conditions. As an illustration, the Kalton-Peck map on ℓ2
K(x) = x log( x‖x‖)
may be seen as acting from ℓ2 to the vector space C
N, or as acting from c00 into ℓ2, or even from
c00 to C
N, according to convenience. Its L2(0, 1) version
K(f) = f log( f‖f‖)
may be seen as acting from L2(0, 1) to the space L0(0, 1) of measurable functions on [0, 1], or
from the dense subspace Y00 of simple functions to L2(0, 1), or even from Y00 to L0(0, 1). In the
general theory it is possible to extend Ω to a map defined on Y , and inducing the same sum [23],
but again, in many cases there is a concrete and operative choice of Y00 strictly included in Y .
To include all possible cases we shall therefore use the well-known notation
Ω : Y y X
to mean that Ω is defined from Y00 into X∞ (Y00 a dense subspace of Y and X∞ a linear space
including X) and is such that for some C and for all y, y′ ∈ Y00,
‖Ω(y + y′)− Ω(y)− Ω(y′)‖X ≤ C(‖y‖Y + ‖y′‖Y )
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The twisted sum associated to such an Ω is then the space X⊕Ω Y , defined as the completion
of
X ⊕Ω Y00 := {(x, y) ∈ X∞ × Y00 : x− Ωy ∈ X}
under the quasi-norm ‖y‖Y + ‖x− Ωy‖X .
It is immediate and worth noting that if one replaces X∞ by a space Z∞ ⊃ X∞, or Y00 by a
smaller dense subspace, then the same space is obtained.
Example 2.1 (A fundamental example). Let us denote from now on
K(f) := f log( f‖f‖)
the Kalton-Peck map on Lp(µ) and
Zp(µ) := Lp(µ)⊕K Lp(µ)
the associated Kalton-Peck map. In the case of Lp([0, 1], λ), λ the Lebesgue measure, we may
simply use the notation Zp(0, 1), and in the case of ℓp(N), the usual notation Zp for Zp(N).
The example of K is fundamental because it is a non trivial map [23], and also belongs to
the following natural class of examples:
Example 2.2 (Another fundamental example). A fudamental general situation is the case of
Ωθ induced through the Rochberg-Weiss method [30] by complex interpolation of two spaces X0
and X1, i.e. with Y = X = Xθ for some given 0 < θ < 1; we shall always assume the scale to be
regular, i.e. X0∩X1 dense in X0 and X1, and shall pick Y00 dense in X0∩X1 and X∞ ⊃ X0+X1.
For an account of the Rochberg-Weiss theory see for example [22], and for more details, [9].
We shall give explanations and details in the relevant section.
In practice, in the case of a twisted sum induced by interpolation, we shall usually assume
that either X∞ = X0+X1, or L0 in the case of scale of Ko¨the spaces, or C
N in the case of scales
of spaces with a Schauder basis; and/or that either Y00 = X0 ∩ X1, or the dense subspace of
simple functions in the case of scale of Ko¨the spaces, or c00 in the case of scales with a Schauder
basis.
Recall that the commutator [u,Ω, v] is defined by
[u,Ω, v].x = uΩx− Ωvx
whenever this makes sense. In particular such a map is homogeneous, and therefore we say it is
bounded to mean it is bounded on the sphere of its domain. When X = Y and u = v we denote
[u,Ω, v] simply by [u,Ω], as is usual in the theory.
We now define quasi-linear maps on spaces admitting actions of groups. The definition is as
usual, except that spaces involved in the definition must support an action of G.
Definition 2.3 (G-space). Given a semigroup G, a G-space is a normed space X equipped
with a bounded action g 7→ u(g) of G on X.
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Definition 2.4 (G-equivariant map). A map T between G-spaces X and Y (equipped with
actions u and v respectively) is G-equivariant if v(g)T = Tu(g) for all g ∈ G.
Definition 2.5 (G-subspace). Let X be a G-space with action g 7→ u(g). A G-subspace of X
is a subspace X ′ of X invariant under u(g), or equivalently, a subspace of X which is a G-space
such that the canonical inclusion i is G-equivariant. A G-superspace of X is a G-space admitting
X as a G-subspace.
When necessary we may extend these definitions to the case of vector spaces (i.e. not equipped
with a topology), in which case we relax the “bounded action” part of the assumption.
Definition 2.6 (Quasi-linear maps between G-spaces). Consider two G-Banach spaces X
and Y . We write Ω : Y y X and say that Ω is a quasi-linear map between the G-spaces Y and
X, if there exists a dense G-subspace Y00, and a vector G-superspace X∞ ⊃ X, such that Ω is
defined from Y00 to X∞ and satisfies the relation for some C and for all y, y
′ ∈ Y00,
‖Ω(y + y′)− Ω(y)− Ω(y′)‖X ≤ C(‖y‖X + ‖y′‖Y )
Definition 2.7 (G-centralizer). Let Ω : Y y X be quasi-linear between the G-spaces Y and
X, with respective actions v and u. Then Ω is said to be a G-centralizer if the family of maps
[u(g),Ω, v(g)] : Y00 → X are uniformly bounded, i.e., there exists C such that ∀g ∈ G, ∀y ∈ Y00,
‖u(g)Ωy − Ωv(g)y‖X ≤ C‖y‖Y .
A few explanations are in order here. We shall insist that X∞ may have to be chosen larger
than X , rather than using Ω + L for some linear L so that Ω + L takes values in X (in some
instances, the choice of X∞ will be quite concrete). Indeed it seems that adding an“artificial”
unbounded linear perturbation to a G-centralizer Ω : Y y X may spoil the compatibility condi-
tions with the natural group actions. Furthermore we shall require that the action v(g) of G on
X extends to an action on X∞, in order to make sense of expressions of the form [u(g),Ω, v(g)].
Note that such a choice is always possible up to extending X∞: replace X∞ by ℓ∞(G,X∞)
with the inclusion map y 7→ (u(g)y)g∈G, and observe that for any h ∈ G the action u on X
extends to an action U defined on ℓ∞(G,X∞) by U((yg)g) = (ygh)g.
Similarly we shall insist that Y00 may be strictly different from Y and furthermore require
that the action g 7→ v(g) on Y restricts to an action on Y00.
Note that even when a G-centralizer Ω is only defined on Y00, the maps [u(g),Ω, v(g)] may
be extended as bounded maps from Y into X , for all g ∈ G, so from now on and for simplicity
of notation, we may and shall see [u(g),Ω, v(g)] as a map from Y into X .
From now on and in the rest of this paper, whenever a quasi-linear map between G-spaces Y
and X is mentioned, it is assumed that the action on X is designed by u and the action on Y is
designed by v.
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Example 2.8. If X, Y are Ko¨the spaces on the same measure space S, a map Ω : Y y X is
an L∞-centralizer [21] if there is C such that for any f ∈ Y and any a ∈ L∞,
‖Ω(af)− aΩ(f)‖X ≤ C‖a‖∞‖f‖Y .
Therefore any L∞-centralizer is in particular a U-centralizer, where U is the group of units in
L0(S).
Example 2.9. Assume X is a r.i. Ko¨the space over [0, 1]. An L∞-centralizer Ω : X y X is
said to be symmetric [21] if there exists K such that for all f ∈ X and every measure preserving
rearrangement σ of [0, 1],
‖Ω(f ◦ σ)− Ω(f) ◦ σ‖X ≤ K‖f‖X .
We see therefore that symmetric centralizers on r.i. Ko¨the spaces are examples of Gsym-
centralizers, where Gsym denotes the group of isometries on X induced by measure preserving
rearrangements of [0, 1] and change of signs (i.e. the natural group of isometries acting on any
r.i. Ko¨the space on [0, 1]). So for example the Kalton-Peck centralizer on Lp(0, 1) is a Gsym-
centralizer- actually it is clear by the formula that [g,K] is actually zero for each g ∈ Gsym.
A similar observation holds for the natural definition of a symmetric centralizer in the discrete
case.
Proposition 2.10. Consider the exact sequence
0→ X → X ⊕Ω Y → Y → 0.
Then the following assertions are equivalent:
(i) Ω is a G-centralizer,
(ii) the diagonal action
(
u(g) 0
0 v(g)
)
on X ⊕Ω Y is a bounded extension of u(g).
Note that the diagonal action in (ii) is to be understood as defined first on X ⊕Ω Y00 then
extended by density to X ⊕Ω Y = X ⊕Ω Y00.
Proof. Consider the diagonal action (x, y) 7→ (u(g)x, v(g)y) on X ⊕Ω Y00. Saying that it is
bounded is equivalent to the inequality
‖u(g)x− Ωv(g)y‖X + ‖v(g)y‖Y ≤ C(‖x− Ωy‖X + ‖y‖Y ),
for all y ∈ Y00. which is easily equivalent to the condition
‖u(g)Ωy − Ωv(g)y‖X ≤ C‖y‖Y .

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2.2. G-centralizers and L∞-centralizers. It seems to be well-known that in most cases,
when X, Y are Ko¨the spaces on the same measure space S, and denoting by U the group of units
in L0(S), then U-centralizers are actually the same as L∞-centralizers. This may be recovered
as a consequence of the following more general fact. According to [12] p22, a homogeneous map
Ω : Y y X is 0-linear (also called z-linear, see [25, 11]) if
‖
n∑
i=1
Ω(yi)‖ ≤ K
n∑
i=1
‖yi‖
for some fixed K and all yi’s such that
∑n
i=1 yi = 0. A map is 0-linear if and only if its is
quasi-linear and the twisted sum it induces is locally convex, [12] Proposition 1.6.e., and this
always happens when for example X and Y are B-convex. So 0-linearity will always be included
in the package of any study of an exact sequence
0→ X → Z → Y → 0
where Z is Banach.
Note that if X is a G-space, then the action g 7→ u(g) induces canonically a ℓ1(G)-module
structure onX , so it makes sense to talk about centralizers Ω in the sense of this module structure,
i.e., such that
‖Ω(ay)− aΩ(y)‖ ≤ C‖a‖‖y‖,
for some fixed C and all a ∈ ℓ1(G), y ∈ Y .
Proposition 2.11. Let Ω : Y y X be a 0-linear G-centralizer between G-Banach spaces.
Then Ω is an ℓ1(G)-centralizer between the ℓ1(G)-modules Y and X.
Proof. Using 0-linearity we note that for all y ∈ Y00, and all λi’s such that
∑
i |λi| = 1,
‖Ω(
∑
i
λiu(gi)y)−
∑
i
λiv(gi)Ωy‖ ≤ ‖
∑
i
λiΩ(u(gi)y)−
∑
i
λiv(gi)Ωy‖+
∑
i
λi‖u(gi)y‖
≤ C‖y‖+D‖y‖.

Corollary 2.12. Assume X is a B-convex Ko¨the space and Ω : X y X. Let U be the group
of units of the Ko¨the structure. Then the following are equivalent:
(a) Ω is an U-centralizer,
(b) Ω is an L∞-centralizer.
Proof. The set of convex combinations of units is dense in the ball of L∞. Assume Ω is a
U-centralizer and let T = ∑i λigi be a convex combination of units gi’s in U . By Proposition
2.11,
‖Ω(Ty)− TΩ(y)‖ ≤ K‖y‖
for all y ∈ Y00. We use density to conclude that ‖Ωa − aΩ‖ ≤ K for all a in the unit ball of
L∞. 
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2.3. G-equivariance.
Definition 2.13 (G-equivariant). Let Ω : Y y X be quasi-linear between the G-spaces Y
and X. We say that Ω is G-equivariant if [u(g),Ω, v(g)] = 0 for every g ∈ G.
It is therefore obvious that G-equivariant maps, as well as their bounded perturbations, are,
in particular, G-centralizers. The validity of the converse will be studied at the end of this
section.
Example 2.14. A natural example of equivariant map is the Kalton-Peck map K(f) =
f log(|f |/‖f‖) on a p-convex Ko¨the space, which is U-equivariant for the group U of units.
Note that it is not equivariant with respect to the associated module structure (the L∞-
structure) however. In general equivariance of quasi-linear maps with respect the the module
structure seems to be only possible in trivial cases.
Example 2.15.
(1) If X and Y have unconditional bases and G = {−1, 1}N with its natural action, then
any linear G-equivariant map is diagonal.
(2) If X and Y have symmetric bases and G = {−1, 1}N× S∞ with its natural action, then
any linear G-equivariant map is homothetic.
Proof. Here S∞ denotes the permutation group of N. If en is the n-vector of the basis,
and gen = en while gem = −em for m 6= n, then g(Ωen) = Ωgen = Ωen, which implies that
Ωen = λnen for some λn. Therefore Ω is diagonal. In the symmetric case, a similar reasoning
gives additionally that λn is constant, hence the map is homothetic. 
2.4. Almost transitivity. Recall that a group G acts almost transitively on the sphere SX
of a space X if the orbit Gx is dense in SX for some (and therefore for all) x ∈ SX , [27]. If G
is a bounded group acting on X , it is said to act almost transitively if there is some G-invariant
renorming of X for which G acts almost transitively on the sphere associated to this G-invariant
renorming. Since all G-invariant renormings are then multiple of each other [13], this definition
is independent of the choice of a G-invariant renorming. The following shows that in general
non-boundedly trivial twisted sums Y ⊕Ω X , almost transitive groups acting boundedly on Y
and X are not centralized by Ω.
Proposition 2.16. Assume Ω : Y y X is a G-centralizer for which Ωy0 ∈ X for some
y0 6= 0. Assume that G acts almost transitively on Y . Then Ω is bounded from Y into X.
Proof. We may assume y0 ∈ SY with respect to an equivalent invariant norm for the action
v of G on Y and use also a norm on X invariant under the action u of G. If y ∈ SY is such that
v(g)y0 = y for some g ∈ G, then
‖Ω(y)− u(g)Ωy0‖X = ‖[u(g),Ω, v(g)]y0‖X ≤ C
therefore
‖Ωy‖Y ≤ C + ‖Ωy0‖X ,
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so Ω is bounded on a dense subset of SY and therefore bounded as a homogeneous map. 
Since the isometry group of Lp(0, 1) is almost transitive [18] and since Kalton-Peck map is
not trivial [23], we deduce:
Corollary 2.17. Kalton-Peck map on Lp(0, 1) is not a G-centralizer, if G is the group of
linear isometries on Lp with its canonical action.
2.5. G-centralizers versus G-equivariant maps. While it is obvious that a bounded
perturbation of a G-equivariant map is always a G-centralizers, we investigate here the validity
of the converse assertion.
Question 2.18. Is a G-centralizer always a bounded pertubation of a G-equivariant map?
Similarly
Question 2.19. Is a linear G-centralizer always a bounded perturbation of a linear G-
equivariant map?
Note that the question was considered, solved positively and used in the case of certain ℓ∞-
module spaces in [6]. We shall extend this by giving positive answers when G is an amenable
group, or when G acts on a scale of interpolation of two spaces under certain conditions, and a
counter-example to Question 2.19 with a non amenable group. We first need an extension of the
notion of a space being complemented in its bidual, for G-spaces.
Note that X being a G-space induces a natural G-space structure on X∗ and X∗∗, and that
in this situation X embeds as a G-subspace of X∗∗. To state the results of this section beyond
the reflexive case, we use the following definition.
Definition 2.20. A G-Banach space X is G-complemented in its bidual if there exists a
G-equivariant projection P of X∗∗ onto X. When G is the isometry group of X, we say that X
is equivariantly complemented in its bidual.
Of course this holds whenever X is reflexive but we also have the following list of examples:
Example 2.21. The following hold:
(a) If Y is a G-space, then Y ∗ is G-complemented in its bidual,
(b) Any maximal Ko¨the function space is complemented in its bidual by a U-equivariant
projection, where U is the group of units,
(c) The space L1 is equivariantly complemented in L
∗∗
1 by its canonical norm 1 projection.
Proof. (a) If X = Y ∗ then define the usual projection P : Y ∗∗∗ → Y ∗ by P (x∗∗) = x∗∗|Y . If
T = h∗ for h acting on Y , then
(PT ∗∗x∗∗)(y) = (T ∗∗x∗∗)(y) = x∗∗(T ∗y) = x∗∗(h∗∗y) = x∗∗(hy) = Px∗∗(hy) = gPx∗∗(y).
(b) Recall that a Ko¨the space is maximal if whenever (fn) is an increasing sequence in
X converging almost everywhere to f , with fn ≥ 0 and supn ‖fn‖X < ∞, then f ∈ X and
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‖f‖X = supn ‖fn‖X . Separable spaces are maximal if and only if they do not contain a copy
of c0. The reasoning is due to F. Cabello and appears in [11]. We have X = Y
′
00, where Y00 is
the subspace spanned by the characteristic functions of sets of finite measure in X ′, and by [11]
Lemma 3.13, X is complemented in Y ∗00 by an L∞-module projection, therefore a U-equivariant
projection. We refer to [11] Lemma 3.13 for details.
(c) By classical results the canonical norm 1 projection P : L∗∗1 → L1 is the unique L-
projection of L∗∗1 onto L1. Since T
−1PT ∗∗ is also an L-projection whenever T is a surjective
isometry on X , it follows that P = T−1PT ∗∗, i.e. PT ∗∗ = TP . 
Proposition 2.22. Let X, Y be G-spaces, with X G-complemented in its bidual. If G is
an amenable group then any (linear) G-centralizer Ω : Y y X is at bounded distance to a
G-equivariant (linear) map.
Proof. Recall that Y00 is a dense subspace of Y invariant under an action g 7→ v(g) and
on which Ω is defined, and Ω may take values in X∞ ⊃ X , on which G acts as g 7→ u(g). Let
B : Y00 → X be the bounded map defined by
By = P (
∫
G
(u(g)−1Ωv(g)y − Ωy)dµ(g))
where we integrate in the weak-star sense with respect to a left G-invariant measure and project
with a G-equivariant projection P . We note that for h ∈ G,
Bv(h)y = P
∫
G
(u(g)−1Ωv(gh)y − Ωv(h)y)dg = P
∫
G
(u(gh−1)−1Ωv(g)y − Ωv(h)y)dg =
P
∫
G
(u(h)u(g)−1Ωv(g)y − u(h)Ωy + u(h)Ωy − Ωv(h)y)dg = u(h)By + u(h)Ωy − Ωv(h)y,
or in other words,
[u(h), B, v(h)] = −[u(h),Ω, v(h)].
Let ω : Y y X be defined as
ω = B + Ω
(note that it is defined from Y00 into X∞). Then [u(g), ω, v(g)] = 0 for all g ∈ G, i.e., ω is
G-equivariant, and linear whenever Ω is. 
Corollary 2.23. Let X, Y be G-spaces, with X G-complemented in its bidual. If G is an
amenable group and Ω : Y y X is a trivial G-centralizer then Ω is boundedly equivalent to a
linear G-equivariant map.
Proof. From Ω = B + L, B bounded, L linear, it follows that also L is a G-centralizer.
Then apply the previous proposition. 
As a consequence we obtain the following result which was essentially observed in [9] Proof
of Theorem 4.4; contained in that proof is the fact that a linear U-equivariant map on a super-
reflexive Ko¨the space is a diagonal map (i.e. of the form Λ(x) = g.x for appropriate g.
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Corollary 2.24. Let X, Y be superreflexive Ko¨the spaces on the same measure space S. If
Ω : Y y X is a trivial L∞(S)-centralizer then it is boundedly equivalent to a diagonal map.
2.6. An example. We finally provide a non amenable group G and two examples of triv-
ial G-centralizers on the Hilbert space H which are not boundedly equivalent to a linear G-
equivariant map, showing that the assumption of amenability was necessary in the results of the
previous subsection.
The example is based on a classical construction of a bounded, non-unitarizable representation
of the non amenable group F∞ (the free group with countably infinitely many generators) on
the sum H ⊕ H of two copies of the Hilbert, see Pytlic-Szwarc [29], and [26, 28] for further
descriptions. Quite interestingly the condition that the centralizer is not at bounded distance to
an equivariant one appears to be strongly related to the condition that the representation is not
unitarizable - recall that by Dixmier [16], this is only possible when G is non amenable.
Following [17] we extend F∞ to G = Aut(T ) where T is the Cayley graph of F∞ with respect
to its free generating set. Note that G contains a copy of F∞ and therefore is not amenable, and
acts in a natural way on ℓ2(T ) as well as on C
T , ℓ∞(T ) or ℓ1(T ), by the unitary representation
u: u(g)x = (x(g−1t))t∈T
If R : ℓ∞(T )→ ℓ∞(T ) is defined by
R(et) =
∑
s∈F∞,t<s,|s|=|t|+1
es,
(where the infinite sum may be understood in the weak*-sense) then [u(g), R] : ℓ2(T ) → ℓ2(T )
has norm at most 2 for all g ∈ G [17].
In the terminology of the present paper, R is a G-centralizer ℓ2(T )y ℓ2(T ), which is trivial
since linear. The map R is defined on ℓ2(T ) with values in X∞ := ℓ∞(T ), and the action of G
on ℓ2(T ) extends to X∞.
We may also obtain a G-centralizer through the dual situation, with the “left shift” operator
L which is continuous from ℓ1(T ) to ℓ1(T ). It is defined as L(et) = etˆ where tˆ is the predecessor
of t along T , and L(e∅) = 0. Since L+R commutes with every g ∈ Aut(T ), we have [u(g), L] =
−[u(g), R] (seen as operators on ℓ2(T )) and so L is also a G-centralizer L : ℓ2(T ) y ℓ2(T ) (this
time defined from Y00 := ℓ1(T ) into ℓ2(T )).
Proposition 2.25. The linear Aut(T )-centralizer R is not boundedly equivalent to a linear
Aut(T )-equivariant map defined on ℓ2(T ). The linear Aut(T)-centralizer L is not boundedly
equivalent to a linear Aut(T )-equivariant map defined on ℓ1(T ).
Proof. Since R takes values in ℓ∞(T ) but not in ℓ2(T ), such a a linear Aut(T )-equivariant
map would have the same property. But it is proved in [17] that any linear (unbounded) map
Aut(T )-equivariant map from ℓ2(T ) to C
N must be homothetic, and in particular it must take
value in ℓ2(T ).
Regarding L, the linear equivariant map ℓ would have to be continuous from ℓ1(T ) to ℓ2(T ).
The dual map would then be continuous from ℓ2(T ) to ℓ∞(T ), and therefore would be homothetic,
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so ℓ itself would be homothetic. So L would be ‖.‖ℓ2(T ) − ‖.‖ℓ2(T ) bounded. This is false, since
for x =
∑
t∈N et, where N is a family of n elements of F∞ of length 1, we have
‖L(x)‖2 = ‖ne∅‖2 = n
while
‖x‖2 =
√
n.

Question 2.26. Show that the linear Aut(T )-centralizers R and L on ℓ2(T ) are not at
bounded distance to an Aut(T )-equivariant quasi-linear map ?
With these considerations, we obtain restrictions on the possible almost transitive extensions
of Aut(T ) on the Hilbert, a question of [17].
Remark 2.27. If Aut(T ) extends to a bounded almost transitive group G′ on ℓ2(T ), then
{Lg − gL, g ∈ G′} is unbounded (i.e. ‖.‖ℓ2(T ) − ‖.‖ℓ2(T ))-unbounded on ℓ1(T )).
Proof. If so we may define Y00 := span{gℓ1(T ), g ∈ G′}, which is G′-invariant, and note
that G′ acts boundedly on ℓ2(T ), restricting to a group action on Y00 and extending to a group
action on X∞ = ℓ2(T ). If the set {Lg − gL, g ∈ G′} were bounded, i.e. L a G′-centralizer, then
by Lemma 2.16, then L would be bounded, which is not the case. 
So in particular we obtain from abstract considerations that {Lu − uL, u ∈ U(ℓ2(T ))} must
be unbounded (here U(H) denotes the unitary group).
3. Actions on interpolation scales
We dedicate this section to the fundamental case of exact sequences induced by complex
interpolation scales. We show that in many natural cases, there is a strong relation between
global actions of G on the scale and the local (meaning, in a fixed θ) commutator relations
between the “differential” Ωθ (the quasi-linear map induced by the scale on Xθ) and elements of
G. In the best cases we shall achieve equivalence, fully characterizing certain global behaviour
of G by the local commutator properties of elements of G with the differential. This will also
provide us with a list of natural examples of G-centralizers and G-equivariant quasi-linear maps.
3.1. Complex interpolation induces G-centralizers.
Here we discuss the Rochberg-Weiss case of an exact sequence
0→ Xθ → dXθ → Xθ → 0,
induced in θ by a complex interpolation scale (X0, X1)t, 0 ≤ t ≤ 1. The induced quasi-linear map
is denoted by Ωθ, or Ωθ(X0, X1) when necessary, and will be called the differential of the scale
in θ (we avoid the terms “derivative” or “derivation” appearing in other works because of the
confusion which may arise with the notion, central to the present paper, of derivation g 7→ d(g)
as the upper right term of a matrix of a representation of G, see the forthcoming Section 4).
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When we are studying quasi-linear maps Ω : X y X on a G-space X (i.e. when Y = X in
the previous definition, and furthermore when the representations u and v of G on X are equal),
then we may for simplicity identify u(g) and g, i.e. in that case we shall consider operators of
the form
(
g d(g)
0 g
)
, instead of the more tedious
(
u(g) d(g)
0 v(g)
)
mentioned in the introduction.
For the full Rochberg-Weiss method to define a quasi-linear map induced by complex in-
terpolation, we refer to [30], see also [22] or for more details, [9]. We recall a few basic facts
here starting with Caldero´n complex interpolation method [7]. An interpolation pair (X0, X1)
is a pair of Banach spaces, both of them linearly and continuously contained in a bigger Haus-
dorff topological vector space Σ which can be assumed to be Σ = X0 + X1 endowed with the
norm ‖x‖ = inf{‖x0‖0 + ‖x1‖1 : x = x0 + x1 xj ∈ Xj for j = 0, 1}. The pair will be called
regular if, additionally, ∆ = X0 ∩ X1 is dense in both X0 and X1. We denote by S the com-
plex strip defined by 0 < Re(z) < 1. The Caldero´n space C = C(S, X0 + X1) is the space of
bounded continuous functions F : S → X0 + X1 which are analytic on S and such that the
maps t 7→ F (k + it) ∈ Xk are continuous and bounded, k = 0, 1, endowed with the norm
‖F‖C = sup{‖F (k + it)‖Xk : t ∈ R, k = 0, 1} <∞. The space
Xz = {x ∈ Σ : x = f(z) for some f ∈ C}
is endowed with the norm ‖x‖z = inf{‖f‖C : x = f(z)}, i.e. is isometric to C/ ker δz where δz
is the evaluation map in z. There are also some technical modifications of the Caldero´n space
leading to the same Xz’s which may be employed if necessary: one is the space F∞z , as in [15]
or [9], where the continuity is replaced by an L∞-condition on the border; see e.g. [9] Section 5
for details.
It is known that for each z ∈ S, the map δ′z is continuous and surjective from ker δz to
Xz, which leads to a twisted sum of Xz with istelf which can be described using the so-called
differential map given by
(1) Ωz = δ
′
zBz,
where Bz : Xz → C is a homogeneous bounded selection for the evaluation map δz : C → Σ.
Formally Ωz is defined from Xz to X0 + X1 and it is known that Ωz : Xz y Xz is quasi-linear
and therefore defines a twisted sum Xz ⊕Ωz Xz.
Note that various choices of selection Bz lead to various differentials Ωz, but the difference
between two of these differentials is always a bounded map, so both choices produce boundedly
equivalent twisted sums. In many cases, there is a unique minimal selection Bz(x), i.e. a unique
analytic map of norm equal to ‖x‖z and such that (Bz(x))(z) = x, and therefore a canonical
induced Ωz.
As a fundamental example, if X0 = L∞(µ) and X1 = L1(µ), then Xθ = Lp(µ) with p = 1/θ,
Bθ(f) for positive normalized f is given by the formula
Bθ(f)(z) = f
z/θ,
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and
Ωθ(f) = (Bθ(f))
′(θ) = pf log(f) = pK(f),
where K is Kalton-Peck map.
Recall that an operator T acts on the scale defined by the complex interpolation pair (X0, X1)
if it is a bounded operator defined on X0 +X1, which is bounded as an operator from Xi to Xi,
i = 0, 1. By the Riesz-Thorin theorem [31], it follows that it is bounded from Xθ to Xθ for all
0 < θ < 1, with the estimate
‖T‖L(Xθ) ≤ ‖T‖1−θL(X0)‖T‖θL(X1).
Definition 3.1. Let (X0, X1) be a complex interpolation pair. A bounded group (resp. semi-
group) G of operators on X0+X1 acts on the scale if G acts as a bounded group (resp. semigroup)
on Xi, i = 0, 1.
Riesz-Thorin theorem implies that G acting on the scale also acts as a bounded semigroup
(resp. group) on Xθ for all 0 < θ < 1; also, that if G acts as an isometry group on the scale
(meaning as an isometry group on Xi, i = 0, 1), then it also acts as an isometry group on Xθ,
0 < θ < 1, as well as on X0 +X1 and X0 ∩X1. The same holds replacing “isometry group” by
“semigroup of contractions”.
Note also that if a semigroup G acts on the scale, then G acts boundedly on Caldero´n space,
by (g.f)(z) = gf(z); we denote by g˜ the operator on Caldero´n space associated to g ∈ G.
Furthermore if G acts as an isometry group on the scale, then its action on Caldero´n space is
isometric and therefore preserves the set of minimal functions. This also holds with F∞θ instead
of C.
Proposition 3.2. Let (X0, X1) be a regular interpolation pair. Then every bounded semi-
group G of operators on the scale makes the associated quasi-linear map Ωθ : Xθ y Xθ a G-
centralizer on the G-space Xθ.
Proof. Here Ωθ is defined on Xθ with values in X0+X1. Clearly any bounded perturbation
of a G-centralizer is again a G-centralizer, so we may assume Ωθ = δ
′
θBθ where Bθx is some
function in Caldero´n space such that (Bθx)(θ) = x and ‖Bθx‖ ≤ C‖x‖θ. In this context, using
that the function (g˜Bθ)x− Bθgx belongs to ker δθ for x ∈ Xθ, we have for all x ∈ Xθ,
‖(gΩθ − Ωθg)x‖θ = ‖gδ′θBθx− δ′θBθgx‖θ
= ‖δ′θ((g˜Bθ)x− Bθgx)‖θ
≤ c‖gBθx− Bθgx‖θ
≤ c‖gBθx‖+ c‖Bθgx‖θ
≤ Cc‖x‖θ.

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We observe the following isometric version of Proposition 3.2. Recall that a regular interpo-
lation pair is optimal if for every 0 < θ < 1, every point in Xθ admits a unique minimal function
in F∞θ , see [9] Definition 5.7. In [15], Proposition 3, Daher proved that a regular pair of reflexive
spaces where X0 is strictly convex is optimal.
Proposition 3.3. Let (X0, X1) be an optimal interpolation pair. Then Ωθ is equivariant with
respect to the semigroup of contractions on the scale which act as isometric embeddings on Xθ.
In particular, Ωθ is equivariant with respect to the group of isometries acting on the scale.
Proof. The map Ωθ is defined as δ
′
θBθx, where Bθx is uniquely defined by (Bθx)(θ) = x
and ‖Bθx‖ = ‖x‖θ. If g is a contraction on the scale, then g˜ also acts as a contraction on the
space F∞θ . Since ‖g˜Bθx‖ ≤ ‖Bθx‖ = ‖x‖θ = ‖gx‖θ if g is also an isometric embedding on Xθ,
and g˜Bθx(θ) = gx, we deduce that
g˜Bθx = Bθgx.
Derivating in θ implies that Ωθg = gΩθ.

We may join Proposition 3.2 to Corollaries 2.23 and 2.24 to obtain:
Corollary 3.4. Let (X0, X1) be a regular interpolation pair. Assume Xθ is reflexive, and
that G is an amenable group acting on the scale. Then
(a) the map Ωθ is boundedly equivalent to a G-equivariant map.
(b) if trivial, then the map Ωθ is boundedly equivalent to a linear G-equivariant map.
Corollary 3.5. For a scale of superreflexive Ko¨the spaces, if U is the group of units, then
(a) Ωθ is boundedly equivalent to a U-equivariant map,
(b) if Ωθ is trivial then it is boundedly equivalent to a diagonal map.
Note that the case of triviality for differentials of Ko¨the interpolation scales has been com-
pletely solved in [9], based on the remarkable results of Kalton [21].
3.2. Scales of Ko¨the spaces. In this subsection we investigate converses to Propositions
3.2 and 3.3. Kalton has proved the following stability result: the spaces at the endpoints of an
interpolation scale of uniformly convex spaces X0, X1 are uniquely determined, up to equivalence
of norms, by the pair formed by the space Xθ and the differential Ωθ in any fixed 0 < θ < 1, see
[21, 20]. We state a quantified version of this result:
Lemma 3.6. [Uniform bounded stability] Assume (X0, X1) is a interpolation pair of super-
reflexive Ko¨the spaces on a measure space S, with derivative Ωθ in θ. Then there exists a map
C 7→ K(C) such that whenever (Y0, Y1) is another pair of supereflexive Ko¨the spaces on S such
that Yθ = Xθ with C-equivalence of norm, and ‖Ωθ − Ωθ‖ ≤ C where Ωθ is the derivative of
(Y0, Y1) in θ, then the norms ‖.‖Xi and ‖.‖Yi are K-equivalent.
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Proof. This can be obtained from the techniques of [21] and using the description of the
uniqueness case in [9]. To avoid technicalities in the present paper, we use a general uniformity
argument. If for some C and each n, (Xn0 , Y
n
0 ), (Y
n
0 , Y
n
1 ) were two pairs for which the conclusion
of the theorem does not hold for C and K = n, then the pairs (X0, X1) and (Y0, Y1), with
Xi = (
∑
nX
n
i )ℓ2 and Yi = (
∑
n Y
n
i )ℓ2 would induce spaces Xθ and Yθ which are equal with
C-equivalence of norms, and whose derivatives are C-boundedly equivalent; however the norms
on Yi and Xi cannot both be equivalent for i = 0, 1, contradicting the uniqueness in Kalton’s
theorem (see [21], in the version presented in [9] Theorem 3.4). 
Theorem 3.7. Assume (X0, X1) is a interpolation pair of superreflexive Ko¨the spaces on a
measure space S. Let G be a bounded group of operators on Xθ containing the group U of units of
the measure space underlying the Ko¨the structure as a subgroup, Then the following are equivalent
(a) Ωθ defined on a G-invariant dense subspace Y00 of X0 ∩X1 is a G-centralizer,
(b) Ωθ defined on Xθ is a G-centralizer,
(c) G acts on the scale.
Proof. (c) ⇒ (b) is Proposition 3.2 and (b) ⇒ (a) is trivial. Assume conversely Ωθ is a
G-centralizer defined on Y00. For g ∈ G, and i = 0, 1, we define ‖x‖gi = ‖gx‖i which is a norm on
Y00 (whose completion is g
−1Xi ⊂ X∞). It is classical and easy to check that the the interpolated
norm of ‖.‖g0 and ‖.‖g1 in θ is
‖x‖gθ = ‖gx‖Xθ ,
which is therefore equivalent to ‖.‖θ with a uniform constant. Also if for each x ∈ Y00, Bθ(x) is
some C-optimal function in θ for x in the original scale, then
Gθ(x) := g
−1Bθ(gx)
defines a C‖G‖2-optimal function in the scale of ‖.‖gt for θ in x ∈ Y00 (note that Gθ is well
defined since Bθ(x)(z) belongs to XRe(z) for all z ∈ S and since g−1 was assumed to act on
X∞ ⊃ X0 +X1 ⊃ Xθ).
Therefore
Ωgθ(x) := (Gθ(x))
g(θ) = g−1(Bθ(gx))
g(θ) = g−1Ωθ(gx), ∀x ∈ Y00
defines a differential associated to the scale of ‖.‖gt . Since Ωθ is a G-centralizer, we have that Ωgθ
is boundedly equivalent to Ωθ, with a uniform constant. Since G contains the group U of units,
Ωθ and Ω
g
θ are L∞-centralizers (with uniform constant). By the quantified uniqueness theorem
of Kalton, Lemma 3.6, we deduce that the norm ‖.‖i and ‖.‖gi are equivalent, with a constant
independent of g ∈ G. This means that G acts as a bounded group on the scale. 
Example 3.8. The isometry group of Lp(0, 1) if 1 < p < +∞, p 6= 2 (resp. the group of
isometries of L2(0, 1) preserving disjointness) does not act boundedly on the scale of Lp-spaces,
or equivalently, the Kalton-Peck L∞-centralizer on Lp(0, 1) is not a centralizer for that group.
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Proof. This was already observed in Corollary 2.17. We give a more explicit proof based
on a computation of the associated commutators, with further application in mind. By Banach-
Lamperti’s formula, [18] Chapter 3, elements of the group G defined in the statement are known
to have the form
T (f)(s) = ǫ(s)w(s)1/p(f ◦ φ)(s),
where ǫ is a unimodular map, φ a Borel isomorphism of [0, 1] and w the Radon-Nikodym derivative
of φ. It follows in particular that
T (hf) = (h ◦ φ).f
whenever h ∈ L∞. We compute [K, T ] for T ∈ G. For f simple function of norm 1, we have
[K, T ]f = (Tf) log |Tf | − T (f log f) = (Tf) log |Tf | − (Tf) log(|f ◦ φ|)
= (Tf) log
|Tf |
|f ◦ φ| =
1
p
log(w)(Tf)
We see therefore that [K, T ] is a linear map, not uniformly bounded over all choices of w. 
3.3. Rigid interpolation scales.
Definition 3.9. Let (X0, X1) be an optimal pair of interpolation, and let 0 < θ < 1. Assume
that whenever, Y0, Y1 ⊂ X0 +X1 defines another regular pair of interpolation such that Xθ = Yθ
isometrically and such that Ωθ(X0, X1) = Ωθ(Y0, Y1), it follows that Xt = Yt isometrically, for all
0 < t < 1. Then we say that the scale (Xt)t is θ-rigid on S. The scale is said to be rigid on S, if
it is θ-rigid on S for all 0 < θ < 1.
Note that a scale being rigid on S implies that Xi = Yi isometrically, i = 0, 1, as soon as the
scale satifies that ‖x‖i = limt→i ‖x‖t, i = 0, 1 for x ∈ X0 ∩X1, a condition which is satisfied for
most examples. See [24] for more information in this direction.
It is an open question of [9] whether all optimal scales of interpolation are rigid, even in the
special case when Ωθ(X0, X1) is bounded; this is solved in [9] under the assumption Ωθ(X0, X1) =
0, or (under technical restrictions) Ωθ(X0, X1) linear. We give some additional partial answers:
Proposition 3.10. Assume (X0, X1) is an optimal interpolation pair such that either
(a) X0 and X1 have a common monotone basis (en), in which case we let En = [e1, . . . , en];
or
(b) X0 and X1 are rearrangement invariant spaces on [0, 1], in which case we let En the
subspace generated by the characteristic functions of the intervals
(
(k − 1)/2n, k/2n),
k = 1, . . . , 2n
Assume the restriction of Ωθ to SXθ ∩ En is locally Lipschitz on a dense open subset for each n.
Then the scale defined by (X0, X1) is rigid on S.
Proof. Note that [9] Proposition 5.3. guarantees that Ωθ(En) ⊂ En for each n. According
to [9] Theorem 5.11, for x ∈ X0 ∩X1 normalized, the optimal analytic function F xθ satisfies
(1) F (0) = x and F ′(t) = iΩθ(F (t)).
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where F (t) = F xθ (θ + it), and F takes values in SXθ . We claim that this equation has a unique
holomorphic solution in each of the cases (a) and (b), for x in the corresponding dense open
subset. Admitting the claim, since the norms on Xt, 0 < t < 1 are uniquely determined by the
function F xθ ’s, they are uniquely determined by the norm on Xθ and by the map Ωθ for x in the
dense open subsets of (a) or (b). Therefore Xt = Yt, 0 < t < 1.
To prove the claim, we use that Ωθ is locally Lipschitz to note that if F and G satisfy (1) for
x in the dense open subset of SXθ ∩ En, then
‖F (t)−G(t)‖ = ‖i
∫ t
0
Ωθ(F (s))− Ωθ(G(s))‖ds ≤ K
∫ t
0
‖F (s)−G(s)‖
for some K and t close enough to 0, so
max
0≤s≤t
‖F (s)−G(s)‖ ≤ Kt max
0≤s≤t
‖F (s)−G(s)‖
and F (s) = G(s) on some small enough interval [0, t]. By holomorphy F = G. So there is a
unique holomorphic function with values in SXθ satisfying (1). 
Example 3.11. Scales of p-convexifications of r.i. Ko¨the spaces on N or on [0, 1] (such as
scales or Lp-spaces and of ℓp-spaces) are rigid on S.
Proof. The centralizer induced in θ by a scale of p-convexifications is, up to a scalar multiple,
the Kalton-Peck map on Xθ, [11] Corollary 5.5. In the case of discrete spaces we apply the
previous proposition to the open set U = {x = (xi)i ∈ Cn : xi 6= 0 ∀i = 1, . . . , n}. It is clear that
x 7→ x log(|x|) is C1 on some neighborhood of any y ∈ U , so the local Lipschitz property will be
satisfied. The same idea applies to the scale of r.i. spaces on [0, 1]. 
Rigidity of scales such as ℓp or Lp scales has the following application:
Theorem 3.12. Let (X0, X1) be a rigid interpolation pair on S, and let G be a group of
isometries on Xθ. Then the following are equivalent:
(a) Ωθ defined on a G-invariant dense subspace Y00 of X0 ∩X1 is G-equivariant,
(b) Ωθ defined on Xθ is G-equivariant,
(c) G acts as an isometry group on the interior of the scale.
Proof. It is an isometric version of the proof of Theorem 3.7, using rigidity instead of
Kalton’s stability theorem. For g ∈ G, and i = 0, 1, we define ‖x‖gi = ‖gx‖i which is a norm on
Y00 (whose completion is g
−1Xi ⊂ X∞). The interpolated norm of ‖.‖g0 and ‖.‖g1 in θ is given by
‖x‖gθ = ‖gx‖Xθ = ‖x‖θ
Also if x ∈ Y00 and Bθ(x) is the minimal function in θ for x in the original scale then
Gθ(x) = g
−1Bθ(gx)
defines the minimal function in the scale of ‖.‖gt for θ in x.
Therefore if Ωgθ defines the derivation associated to the scale of ‖.‖gt ,
Ωgθ(x) := (Gθ(x))
′(θ) = g−1(Bθ(gx))
′(θ) = g−1Ωθ(gx) = Ωθ(x), ∀x ∈ Y00.
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We apply the rigidity hypothesis to conclude. 
3.4. Almost transitivity on scales.
Proposition 3.13. Let (X0, X1) be an interpolation pair with (a) a common Schauder basis,
or (b) a common Ko¨the space structure. Let 0 < θ < 1 be such that Ωθ is unbounded. Then no
bounded group acting on the scale can act almost transitively on Xθ.
Proof. In case (a) for x ∈ c00, the minimal function Bθx may be chosen to have the same
range as x, so to take values in c00 and then Ω(x) = δ
′
θBθx will be finitely supported. A similar
situation holds for Ko¨the spaces since then Dom Ωθ := {f ∈ Xθ : Ω(f) ∈ Xθ} is non empty
(actually dense) according to [2]. Therefore the condition of Lemma 2.16 is satisfied. So if
a quasi-transitive group G acted boundedly on the scale, then Ω would be a G-centralizer by
Proposition 3.2, therefore would be bounded by Lemma 2.16, a contradiction. 
The above has consequences for the possible almost transitive bounded groups on the Hilbert,
as follows. Recall that if X is either a superreflexive Ko¨the space, or a space with shrinking basis,
then the natural interpolation of X with its antidual is hilbertian, see [11] Propositions 6.1 and
6.2 for a description of this result of F. Watbled [32].
Proposition 3.14. Assume X is either
(a) a supereflexive Ko¨the space on a measure space S different from L2(S), or
(b) a space with a shrinking basis such that the map Ω1/2 induced by interpolation on the
Hilbert space (X,X
∗
)1/2 is unbounded.
Assume G is an almost transitive bounded group of automorphisms of H. Then G cannot act
boundedly on the scale, i.e. cannot act boundedly on both X and X
∗
.
Two examples illustrating these propositions for the scale of Lp(0, 1)-spaces come to mind.
The group Gsym acts boundedly on the scale, but is not almost transitive on any Lp(0, 1). The
group of isometries of Lp(0, 1), p 6= 2, or of isometries preserving disjointness on L2(0, 1), is
known to be almost transitive, but does not act boundedly on the scale, Example 3.8.
4. Compatibility of group actions
The example of Pytlic and Szwarc in Section 3 indicates that bounded representations on a
twisted sum, extending a representation on the first summand, may be obtained by triangular
representations through the use of a derivation of g 7→ d(g), serving as the upper right entry of
the associated matrix. Derivations have been defined and studied previously on direct sums of
Banach spaces, but as far as we know, not on twisted sums. They should not be confused with
the “differential” Ωθ, the quasi-linear map defining a twisted sum induced by an interpolation
scale.
We give a general definition below, extending the classical language of derivations to the case
of twisted sums. Unless specified otherwise in what follows G is a semigroup.
24 JESU´S M. F. CASTILLO AND VALENTIN FERENCZI
4.1. Compatibility.
Definition 4.1 (Derivations). Let X, Y be G-spaces with respective actions g 7→ u(g) and
v(g).
We say that g 7→ d(g) is a derivation associated to the actions u and v of G if
(a) for all g ∈ G, d(g) : Y y X is a (possibly unbounded) linear map
(b) for all g, h ∈ G, d(gh) = u(g)d(h) + d(g)v(h).
Definition 4.2 (Compatibility). The following are equivalent for G-spaces X and Y with
respective actions u and v, and g 7→ d(g) : Y y X associated derivation:
(a) G acts boundedly on X ⊕Ω Y by
g 7→
(
u(g) d(g)
0 v(g)
)
.
(b) The homogeneous maps B(g) := [u(g),Ω, v(g)] + d(g), g ∈ G are uniformly bounded.
If (a)-(b) hold for some choice of derivation g 7→ d(g), then we say that (the action u, v of) G is
compatible with Ω, or compatible with the twisted sum X ⊕Ω Y , or that Ω is compatible with
(the action u, v of) G),
Proof. That (a) defines a group representation is equivalent to the derivation formula.
Assertion (a) for a given g ∈ G and upper bound C is equivalent to
‖u(g)x+ d(g)y − Ωv(g)y‖X + ‖v(g)y‖Y ≤ C(‖x− Ωy‖X + ‖y‖Y ),
for all y ∈ Y00, x ∈ X∞, which is easily equivalent to the condition
‖u(g)Ωy − Ωv(g)y + d(g)y‖X ≤ C‖y‖Y .

Remark 4.3. It should be stressed that if Ω and Ω′ are two equivalent quasilinear maps,
then a group G is compatible with Ω if and only if its it compatible with Ω′; if d is a derivation
associated to the compatibility of G with Ω and L a linear map such that Ω−Ω′−L is bounded,
then d′(g) = d(g) + [u(g), L, v(g)] witnesses that G is compatible with Ω′. So compatibility is a
“truly” homological property.
The G-centralizers are just special examples of compatible quasi-linear maps for which the
derivation is 0. The “compatibility” terminology is inspired from [10], where complex structures
where analysed. Conditions for the existence of a “compatible” complex structure, i.e. of a
complex structure u on X extending to a complex structure on X⊕ΩY and inducing the complex
structure v on Y , is the main objective of [10]. The existence of such a complex structure
corresponds exactly to the group {1, i,−1,−i}, with the actions defined by i 7→ u and i 7→ v
on X and Y respectively, being compatible with Ω in our setting; the derivation condition boils
down to 0 = d(−1) = ud(i) + d(i)v, an easy fact which was observed directly in [10].
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4.2. Linear perturbations of G-centralizers. Clearly another example is provided with
the derivation d(g) = [u(g), L] of Pytlic and Szwarc from Subsection 2.6. It turns out that more
generally such derivations are still closely related to the G-centralizer definition.
Proposition 4.4. Let Ω : Y y X be quasi-linear between the G-spaces Y and X. The
following are equivalent, for L : Y y X linear.
(a) the quasi-linear map Ω+ L is a G-centralizer.
(b)
g 7→
(
u(g) 0
0 v(g)
)
defines a bounded representation of G on X ⊕Ω+L Y .
(c)
g 7→
(
u(g) [u(g), L, v(g)]
0 v(g)
)
defines a bounded representation of G on X ⊕Ω Y .
(d) The quotient map q : X ⊕Ω Y → Y admits a G-equivariant linear lifting defined by
y 7→ (Ly, y).
Proof. Recall that Ω is actually defined from some Y00 to X∞ and therefore the above has
meaning for L : Y00 → X∞. The result follows easily from Proposition 2.10, the observation that(
u(g) [u(g), L, v(g)]
0 v(g)
)
=
(
Id −L
0 Id
)(
u(g) 0
0 v(g)
)(
Id L
0 Id
)
,
and from the immediate fact that y 7→ (Ly, y) being G-equivariant means(
u(g) d(g)
0 v(g)
)(
Ly
y
)
=
(
Lv(g)y
v(g)y
)
which is equivalent to the identitly d(g)y = [u(g), L, v(g)]y on Y00. 
Example 4.5 (Pytlic-Szwarc). Recall that G = F∞ (or even G = Aut(T ))) and L the left
shift from ℓ1(T ) to ℓ2(T ). While
g 7→
(
λ(g) 0
0 λ(g)
)
is a unitary action of the group G on ℓ2(T )⊕ ℓ2(T ),
g 7→
(
λ(g) [λ(g), L]
0 λ(g)
)
is shown to be another bounded action on ℓ2(T )⊕ ℓ2(T ), or equivalently,
g 7→
(
λ(g) 0
0 λ(g)
)
is a bounded action of G on ℓ2(T )⊕L ℓ2(T )).
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What is remarkable and leads to deep results here is that G is centralized by two essentially
different quasi-linear maps (namely Ω = 0 and Ω = L).
Example 4.6. In [1] Proposition 6.1, a bounded representation of the group G = 2<ω on
c0 is defined, with the property of being SOT-discrete but without discrete orbits. The space
where it is defined is actually defined as the sum of c0 with R
2, but here we choose to simplify
the example by using R instead of R2, at the cost of losing the property about discrete orbits,
which is irrelevant for our present purposes.
We see G as the subgroup of eventually 1 sequences (αi)i in {−1, 1}ω. We denote by (ei)i
the canonical basis of c0. In the notation of the present paper, G acts on X := c0 by g 7→ u(g),
defined as the multiplication action
u(g)(
∑
i
xiei) =
∑
i
αixiei, if g = (αi)i.
The action g 7→ v(g) is just the action of G on Y := R by the identity map. The action of G on
X ⊕ Y ≃ c0 is given by
g 7→ λ(g) =
(
u(g) d(g)
0 v(g)
)
where d(g) : R→ c0 is defined as
d(g)(y) := y
∑
αi=−1
ei,
if g = (αi)i. This is easily checked to be an action, and is clearly bounded since d(g) is uniformly
bounded by 1.
We note here that the action u of G on X = c0 extends naturally to an action on X∞ := c,
and that if A : R→ c is defined by
−2A(y) = y1,
where 1 is the constant sequence equal to 1, then for every g,
[u(g), A, v(g)]y = −y
2
(u(g)1− 1) = x
k∑
i=1
eni = d(g)y.
So Proposition 4.4 (c) is satisfied.
Again note here that the action of G is compatible with two natural and different centralizers
(Ω = 0 and Ω = A) and this, together with the fact that A is defined through a superspace of
c0, seems to be the root of the non-trivial properties of the associated representation.
4.3. An action of Isom(Lp) on Kalton-Peck space. It is natural to ask whether the
compatibility of an action of a (semi)group G with a quasi-linear Ω must imply that Ω is a
linear perturbation of some G-centralizer; or in other words, whether every derivation is of the
form d(g) = [u(g), L, v(g)] for some linear L. In this subsection we prove that it is not the case;
surprisingly Kalton-Peck map itself provides the answer. First we note a simple criteria under
which the answer is positive.
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Proposition 4.7. Assume G has a compatible action on Y ⊕ΩX, and that for some y ∈ Y00,
Y000 := {v(g)y, g ∈ G} is linearly independent and with dense linear span. Then Ω is a linear
perturbation of a G-centralizer on Y000.
Proof. We define a linear map L by some choice of Ly ∈ Y and then Lv(g)y := u(g)Ly +
d(g)y ∈ X∞, and extend by linearity to the span Y000 of v(G)y. Then we note that d(g)y =
−[u(g), L, v(g)]y for all y ∈ Y000. Therefore Ω is a linear perturbation of a G-centralizer defined
on Y000. 
Example 4.8. The action of F∞ on ℓ2(T ) satisfies the above (pick y = e∅). Therefore it is no
surprise that the derivation of [29] defining a bounded representation on ℓ2(T )⊕ ℓ2(T ) is defined
through some (unbounded) linear map.
In what follows Lp denotes the Lebesgue space Lp(0, 1).
Theorem 4.9. The natural action on Lp of Isom(Lp), 1 < p <∞, p 6= 2 (resp. the action on
L2 of the group of isometries of L2 preserving disjointness) is compatible with the differential of
the scale of Lebesgue spaces in Lp, or equivalently with the Kalton-Peck map K on Lp. Therefore
this action extends to a bounded action on the associated Kalton-Peck space Zp(0, 1).
However K is not a linear perturbation of a Isom(Lp)-centralizer.
Proof. According to the computation in Example 3.8, [g,K] is linear for every g; on the
other hand g 7→ [g,K] always satisfies the derivation property, for simple algebraic reasons.
Picking therefore d(g) = −[g,K] we obtain a linear derivation proving the compatibility of the
action. In other words,
g 7→ g˜ :=
(
g −[g,K]
0 g
)
defines a bounded representation of Isom(Lp) on Zp(0, 1) = Lp ⊕K Lp.
On the other hand if there existed a linear lifting L of the quotient map, G-equivariant on
some dense Y00, then for some fixed y0 ∈ Y00, Lgy0 = g˜Ly0 would hold for all g. This would
imply that L is bounded on the orbit of Gy0 and therefore on some dense subset of the sphere of
Y by almost transitivity of the isometry group. This would imply that the Kalton-Peck map is
trivial, a contradiction. 
In the case p = 2, the compatibilty of the group of disjoint isometries of L2 with Kalton-Peck
map does not extend to the full unitary group:
Proposition 4.10. The natural action of the unitary group on ℓ2 (resp. L2) is not compatible
with the Kalton-Peck map.
Proof. This essentially follows from the fact ([10]) that some complex structure on H does
not extend to a complex structure on Z2, if we know that this complex structure is unitary. Since
this last fact is not obvious in the description given in [10] we give a simpler proof still inspired
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on their work. For Ψ quasilinear and [xi] a finite sequence of n normalized vectors quasi-linear,
denote as in [10]
∇[xi]Ψ = Ave±
∥∥∥∥∥Ψ
(
n∑
k=1
±xi
)
−
n∑
k=1
±Ψ(xi)
∥∥∥∥∥ ,
where the average is taken over all the signs ±1, whenever this formula makes sense.
Assume U(ℓ2) is compatible with K and let u 7→ d(u) be the associated derivation. Linearity
of d(u) implies, with the notation of Definition 4.2, that
∇[xi]uK ≤ ∇[uxi]K +∇[xi]B(u).
The quantity ∇[xi]B(u) is bounded by C
√
n by the paralelogram law in the Hilbert. It is proved
in [10] (Subsection 3.2 page 9) that there exist two orthonormal sequences of n vectors [xi], [yi]
such that ∇[xi]K = 12
√
n log n and ∇[yi]K ≤ D
√
n for some uniform constant D ([xi] may be
chosen to be the canonical basis vector while [yi] is Rademacher-like). Picking u to be some
unitary operator taking xi to yi, i = 1, . . . , n, and n large enough, we get a contradiction. A
very similar computation holds on L2 through the fact that the restriction of the Kalton-Peck of
L2 to an ℓ2 subspace generated by disjoint characteristic functions of intervals, coincides up to a
linear term, with the Kalton-Peck map on ℓ2. 
It is worth noting that the result of Theorem 4.9 may also follow from more general arguments.
Any isometry on Lp = (L∞, L1)θ,
T (f)(t) = ǫ(t)w(t)1/p(f ◦ φ)(t) = ǫ(t)w(t)θ(f ◦ φ)(t)
may be seen as induced by the analytic family of isometries
Tz(f)(t) = ǫ(t)w(t)
z(f ◦ φ)(t)
defined on LRe(z) for z ∈ S, where “analytic” means that z 7→ Tz is an analytic map in the
appropriate setting (see [8]). According to [8] and under the appropriate technical restrictions,
the commutator relation holds in this case:
[Tθ,Ωθ] = −dTt
dt
(θ).
This follows from derivating in θ the identity: Bθ(Tθx)(z) = (Tz(Bθx)(z)) where Bθ(x) is the
minimal function with value x in θ. Such is the situtation if Tθ is an isometry on Lp as above and
noting that Ωθ = pK. In other words, the isometry group on Lp extends to a group of operators
on the Kalton space Zp(0, 1) of the form(
Tθ
1
p
dTz
dz
(θ)
0 Tθ
)
,
in which Tθ 7→ dTzdz (θ) defines a derivation (in the sense of Definition 4.1) because it is, well, a
derivation (with respect to z)!
Another example, defined on the Kalton-Peck sequence space and which appears in the works
of Kalton-Peck and Kalton [23, 19] can be understood in this setting:
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Example 4.11. Let G be the semigroup of contractions on ℓp of the form
Tu(x) = x.u :=
∑
n
xnun, ∀x = (xn)n ∈ ℓp,
whenever u = (un)n is a disjoint sequence of normalized blocks of ℓp. Then G, with its canonical
action on ℓp, is compatible with Kalton-Peck map K on ℓp.
Proof. We claim that G extends to a bounded semigroup of operators by
g 7→ g˜ :=
(
g d(g)
0 g
)
where the derivation is defined by
d(Tu)x := x.K(u) =
∑
n
xnK(un).
This is a usual computation in Kalton-Peck spaces and is easy to check. What is less obvious is
that this also follows from the consideration of an analytic family of operators on the interpolation
scale (Xz)z∈S associated to X0 = ℓ∞ and X1 = ℓ1, i.e. Xz = ℓ1/Re(z) for z ∈ S, as follows. Let
θ = 1/p. Let Tu,z be the norm 1 operator on Xz defined by
Tu,zx = x.sgn(u)|u|pz.
It has norm 1 because the blocks sgn(u)|u|pz are normalized in ℓ1/Re(z). The map z 7→ Tu,zx is
analytic. As in the previous proof, this implies compatibility of G with a derivation which is
computed as an appropriate multiple (due to the fact the Kalton-Peck map is not the differential
map of the scale in θ but only a multiple of it) of
dTu,z
dz
(θ) = x.p log |u|u = px.K(u).

As a last example we note the following
Example 4.12. Let (X0, X1) be an optimal interpolation pair of uniformly convex and uni-
formly smooth spaces and 0 < θ < 1. The semigroup of rank 1 contractions on Xθ is compatible
with Ωθ. The extension to a semigroup of contractions on Xθ ⊕Ωθ Xθ is given by
g 7→ g˜ :=
(
g d(g)
0 g
)
,
where
d(φ⊗ x) = Ω∗θ(φ)⊗ x+ φ⊗ Ωθ(x),
whenever x ∈ Xθ, φ ∈ X∗θ , and where Ω∗θ denotes the quasi-linear map induced on X∗θ by the
identity X∗θ = (X
∗
0 , X
∗
1 )θ.
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Proof. If g is a rank 1 contraction on Xθ defined by
g(y) =< φ, y > x
with φ, x of norm at most 1, we denote by F the minimal function associated to x in θ and G
the minimal function associated to φ in θ (for the dual pair (X∗0 , X
∗
1 )). Then
gz(y) :=< G(z), y > F (z)
defines an analytic family of rank 1 contractions on Xz such that gθ = g. The associated
derivation is
d(g)(y) =
dgz
dz
(θ)(y) =< Ω∗θ(φ), y > x+ < φ, y > Ωθ(x).
We can check directly that this derivation witnesses the compatiblity with Ωθ. Indeed
[g,Ωθ](y) =< φ,Ωθ(y) > x− < φ, y > Ωθ(x)
therefore
(d(g)− [g,Ωθ])(y) = (< Ω∗θ(φ), y > − < φ,Ωθ(y) >)x
which is known to be bounded by classical duality results, see [30] and [14]. 
4.4. From uniformly bounded extensions to bounded representations. To end this
section, assuming X ⊕Ω Y is a twisted sum of G-spaces, we investigate to which extent the
existence of a uniformly bounded family of extensions of maps u(g) on X to maps Tg on X⊕Ω Y
already implies that there is a bounded representation of G on this space extending u. This will
provide an answer to a question on complex structures from [10].
Proposition 4.13. Let Ω be quasi-linear between the G-spaces Y and X. Assume that for
every g ∈ G there is an extension Tg of u(g) to X ⊕Ω Y of the form
Tg =
(
u(g) Lg
0 v(g)
)
,
and that supg∈G ‖Tg‖‖T−1g ‖ < +∞. If G is an amenable group and X is G-complemented in its
bidual, then G is compatible with Ω. Furthermore the associated derivation g 7→ d(g) may be
chosen to be at uniform distance to g 7→ Lg.
Proof. We may assume without loss of generality that Le = 0 (where e denotes the unit of
G) and from the fact that
T−1g =
(
u(g) Lg
0 v(g)
)−1
=
(
u(g−1) −u(g−1)Lgv(g−1)
0 v(g−1)
)
,
we may also assume that Lg−1 = −u(g−1)Lgv(g−1), i.e. Tg−1 = T−1g . For h ∈ G note that
TghTh−1 also defines a map extending u(g) on X and inducing v(g) on Y , and bounded with
bound independent of g, h. In other words and after an easy computation,
[u(g),Ω, v(g)] + u(gh)Lh−1 + Lghv(h
−1)
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is bounded with uniform bound C. What we do now is average over h the maps TghTh−1 , using the
amenability of G. The only relevant term is the upper-right term of the matrix so we concentrate
on it: using a left-invariant measure on G and a G-equivariant projection P from X∗∗ onto X
we define
d(g) = P (
∫
h∈G
u(gh)Lh−1 + Lghv(h
−1)dµ(h)),
where the integral is in the w∗-sense, and note that [u(g),Ω, v(g)]+d(g) is also uniformly bounded
by C, i.e. the maps
(
u(g) d(g)
0 v(g)
)
are uniformly bounded. To conclude it only remains to prove
that d is a derivation. For g, k in G,
u(g)d(k) + d(g)v(k) = P (
∫
h∈G
u(gkh)Lh−1 + u(g)Lkhv(h
−1) + u(gh)Lh−1v(k) + Lghv(h
−1k))
= P (
∫
h∈G
u(gkh)Lh−1 +
∫
h∈G
Lgkhv(h
−1) +
∫
h∈G
u(g)Lhv(h
−1k) +
∫
h∈G
u(g)u(h)Lh−1v(k))
which is equal to d(gk), taking into account that
Lhv(h
−1k) + u(h)Lh−1v(k) = (Lhv(h
−1)− u(h)u(h−1)Lhv(h−1))v(k) = 0.

Corollary 4.14. Consider a twisted sum of Banach spaces X ⊕Ω Y and let u (resp. v) be
a complex structure on X (resp. Y ). If there exists a bounded map on X ⊕Ω Y extending u and
inducing v, then this map may be chosen to be a complex structure.
Proof. The above method applies without the assumption that X is G-complemented in its
bidual, since the group G = {i,−1,−i, 1} is finite and therefore the average used in the proof is
just a finite average. Actually if L is such that(
u L
0 v
)
is bounded, then the computation above gives that(
u 1
2
(L+ uLv)
0 v
)
is a complex structure (which is immediately checked directly). 
In the terminology of [10], whenever (u, v) are compatible operators relative to X⊕ΩY , which
are complex structures, then they actually induce a compatible complex structure on X ⊕Ω Y .
This had been proved only in some special cases by those authors (see [10], Corollary 2.2).
Problem 4.15. Find an example of a semigroup G and Ω quasi-linear between the G-spaces
Y and X, such that for every g ∈ G there is an extension Tg of u(g) to X ⊕Ω Y of the form
Tg =
(
u(g) Lg
0 v(g)
)
,
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with supg∈G ‖Tg‖‖T−1g ‖ < +∞, but such that the action (u(g), v(g)) of G is not compatible with
Ω. Find such an example where G is a group.
5. Exact sequences of G-spaces
In this final section we use a more holomogical language, shifting our point of view from
compatibily of group actions with exact sequences of Banach spaces to “equivalence of exact se-
quences of G-spaces”. Instead of investigating the existence of a derivation g 7→ d(g) witnessing
the compatibility of some Ω with an exact sequence of G-spaces, we assume compatibility and
wish to compare the possible choices of derivations. More generally we shall compare compat-
ible sequences of G-spaces together by comparing both the associated Ω’s and the associated
derivations.
5.1. Equivalence and ExtG(Y,X).
Definition 5.1. An exact sequence of Banach G-spaces is an exact sequence where the objects
are G-spaces and the arrows are G-equivariant continuous linear maps.
More explicitely an arrow between two G-Banach spaces X and Y (with actions u and v
respectively) is a continuous linear map T from X to Y such that Tu(g)x = v(g)Tx for all x ∈ X
and all g ∈ G.
With this in mind it is clear what an exact sequence
0 −−−→ X i−−−→ Z q−−−→ Y −−−→ 0
of G-spaces is; we call u, λ, v the actions of G on X,Z, Y respectively. Note that iX is a subspace
of Z such that the natural action of G on iX (by g 7→ iu(g)i−1) extends to the action g 7→ λ(g)
on Z. So modulo seeing i as an inclusion map, and X as a subspace of Z, we are describing the
familiar context of an action of G on Z restricting to an action on X and inducing an action on
Y = Z/X . This also means that we may represent λ(g) on X ⊕Ω Y as
λ(g) =
(
u(g) d(g)
0 v(g)
)
which, according to Definition 4.2, means that
[u(g),Ω, v(g)] + d(g)
is uniformly bounded over g ∈ G. Summing up
Definition 5.2. An exact sequence of G-spaces
0→ X → Z → Y → 0
is represented by the pair (Ω, d), where Ω is quasi-linear between the G-spaces Y and X and
g 7→ d(g) is an associated derivation between Y and X, if
[u(g),Ω, v(g)] + d(g)
is uniformly bounded over g ∈ G.
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As in the theory of exact sequences of Banach spaces, quasi-linear maps should only be
relevantly defined up to bounded plus linear perturbation. Actually it is clear from Definition
5.2 that if (Ω, g 7→ d(g)) represents an exact sequence of G-spaces then so do (Ω +B, g 7→ d(g))
for bounded B, and (Ω + L, g 7→ d(g)− [u(g), L, v(g)]) for linear L.
To better understand this and following cohomology tradition, we define and characterize
equivalence of two exact sequences of G-spaces
0 −−−→ X i−−−→ Z1 q−−−→ Y −−−→ 0
0 −−−→ X −−−→
j
Z2 −−−→
p
Y −−−→ 0
represented by the pairs (Ω1, d1) and (Ω2, d2) respectively, similarly to the notion of equivalence
of exact sequences of Banach spaces.
Proposition 5.3 (Equivalence). Under the notation above, the following assertions are equiv-
alent:
(a) The following diagram of G-spaces commutes for some arrow T
0 −−−→ X i−−−→ Z1 q−−−→ Y −−−→ 0∥∥∥ yT ∥∥∥
0 −−−→ X −−−→
j
Z2 −−−→
p
Y −−−→ 0.
(b) Ω1 − Ω2 is boundedly equivalent to a linear map L such that d1(g) − d2(g) =
−[u(g), L, v(g)] for all g ∈ G.
If (a)-(b) holds we say that the two exact sequences of G-spaces are equivalent, and that the pairs
(Ω1, d1) and (Ω2, d2) are equivalent. When necessary we denote these equivalence relations by
∼G.
Proof. Writing Zi = X ⊕Ωi Y , (a) implies equivalence of the exact sequences as Banach
spaces, therefore Ω1 − Ω2 is boundedly equivalent to a linear map L, which equivalently means
that the matrix
T =
(
Id −L
0 Id
)
defines an isomorphism between Z1 and Z2. Additionally this isomorphism has to be an arrow,
i.e. is G-equivariant: λ2(g)T = Tλ1(g), for all g. Equivalently(
u(g) d2(g)
0 v(g)
)(
Id −L
0 Id
)
=
(
Id −L
0 Id
)(
u(g) d1(g)
0 v(g)
)
i.e.
−u(g)L+ d2(g) = d1(g) + Lv(g).
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
Recall that for X, Y Banach, Ext(Y,X) denotes the set of equivalence classes of exact se-
quences
0→ X → Z → Y → 0,
which corresponds to equivalence of the corresponding Ω’s (and where Z is possibly quasi-
Banach).
Definition 5.4 (The space ExtG(Y,X)). Assume X and Y are G-spaces given with their
actions u and v respectively. We denote by ExtG(Y,X) the set of equivalence classes of exact
sequences of G-spaces
0→ X → Z → Y → 0
under the equivalence ∼G defined above.
As was observed earlier G-spaces are automatically ℓ1(G)-modules, and note that arrows also
respect this module structure. So our definitions fit in the cohomology theory of A-modules,
or in other words, assuming Ω is 0-linear, see Proposition 2.11, ExtG(Y,X) can be seen as
ExtA(Y,X) as considered in [3], [4], with A = ℓ1(G). Also in the above and to extend the
classical Ext(Y,X)-case, Z could be a quasi Banach G-space instead of Banach, with the obvious
definition. In practice though, we shall always deal with the case of 0-linear Ω’s, i.e. when Z is
necessarily a Banach space (e.g. if X and Y are both B-convex).
The exact sequence corresponding to Ω = 0, d(g) = 0 is the zero sequence of ExtG(Y,X). We
therefore define
Definition 5.5. An exact sequence of G-spaces is G-trivial, or G-splits, if it is equivalent to
the zero sequence.
An element (Ω, d) of ExtG(Y,X) is trivial if it is equivalent to (0, 0), i.e. if its associated
exact sequence of G-spaces G-splits.
We have the following list of characterizations of G-splitting sequences. We say that a G-
subspace Y of a G-space is G-complemented when it is complemented by a G-equivariant pro-
jection.
Proposition 5.6. Consider an exact sequence of G-spaces
0→ X →i Z →q Y → 0.
Then the following assertions are equivalent:
(i) The sequence G-splits,
(ii) The quotient map q admits a G-equivariant linear bounded lifting T ,
(iii) iX admits a G-invariant complement W ,
(iv) iX is G-complemented in Z,
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(v) if Ω is the associated quasilinear map, there exists a linear map ℓ such that Ω − ℓ is
bounded and d(g) = −[u(g), ℓ, v(g)] for all g ∈ G.
Proof. We may assume X is a subspace of Z and i the inclusion map. (i) and (v) have
already been noted to be equivalent by definition. (ii) ⇒ (iii) Pick W = TY . (iii) ⇒ (iv)
Use p be the projection onto X associated to the decomposition Z = X ⊕W . (iv) ⇒ (ii) Let
Tx = (Id − p)y˜ where y˜ is any element of Z such that π(y˜) = y. Finally in (ii) T being linear
bounded is equivalent to the existence of ℓ such that T (y) = (ℓy, y) with ℓ − Ω bounded, and
G-equivariance of T is equivalent to the formula d(g) = −[u(g), ℓ, v(g)]. So (ii) and (v) are
equivalent. 
5.2. Three examples. The following terminology is classical.
Definition 5.7. A derivation g 7→ d(g) associated to G-spaces Y and X with actions v
and u respectively is inner if there exists a a linear bounded map A : Y → X such that d(g) =
[u(g), A, v(g)] for all g ∈ G.
Example 5.8. Assume (Ω, d1) defines an exact sequences of G-spaces
0→ X → X ⊕Ω Y → Y → 0.
Then
(Ω, d1) ∼ (Ω, d2),
for some map d2, if and only d2 − d1 is an inner derivation.
Example 5.9. The two exact sequences of Aut(T )-spaces from the example of Subsection
2.6
0 −−−→ ℓ2(T ) i−−−→ ℓ2(T )⊕ ℓ2(T ) q−−−→ ℓ2(T ) −−−→ 0
and
0 −−−→ ℓ2(T ) −−−→
j
ℓ2(T )⊕L ℓ2(T ) −−−→
p
ℓ2(T ) −−−→ 0.
associated to (Ω = 0, d(g) = 0) and (Ω = L, d(g) = 0) are not equivalent, although they are
obviously equivalent as exact sequences of Banach spaces. Actually the second one, although it
splits in the Banach space category, does not G-split.
Proof. If it splitted, then (0,−[u(g), L]) would be trivial, and then according to Example 5.8,
g 7→ [u(g), L] would have to be an inner derivation, a contradiction. 
Example 5.10. The exact sequence of G-spaces
0→ c0 → c0 ⊕ R→ R
associated to Ω = 0 and d(g) = [u(g), A, v(g)] from Example 4.6 splits as a sequence of Banach
spaces but does not G-split. In other words
Ext(R, c0) = {0},
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but
ExtG(R, c0) 6= {0},
where c0 is equipped with u and R with v.
Proof. Assume for contradiction that it G-splits, and therefore let L be such that L is
bounded (from R to c0) and d(g) = −[u(g), L, v(g)]. Then we note that if B := L − A then for
all g ∈ G, u(g)B = Bv(g) = B. Therefore B(1) is an element of c which is invariant under all
u(g), which implies that B(1) = 0 and B = 0. Then L = A and this contradicts that L takes
values in c0. 
5.3. A theorem on equivalence of exact sequences of G-spaces.
Theorem 5.11. Assume G is an amenable group and that the G-space X is G-complemented
in its bidual. Then two exact sequence of G-spaces
0 −−−→ X i−−−→ Z1 q−−−→ Y −−−→ 0
0 −−−→ X −−−→
j
Z2 −−−→
p
Y −−−→ 0.
are equivalent in the G-space category if and only if they are equivalent in the Banach space
category. Furthermore both the amenability and the complementability conditions are necessary.
Proof. The counterexamples are provided by the examples of Remarks 5.9 and 5.10. In
the first case G is not amenable and X is the Hilbert. In the second G is amenable (actually
even abelian) but X = c0 is not complemented in its bidual ℓ∞; more strikingly maybe, c0 is not
G-complemented in c.
It is trivial that if the sequences are equivalent as sequences of G-spaces then they are equiv-
alent as sequences of Banach spaces. Conversely, assume they are equivalent and let T be an
isomorphism such that holds:
0 −−−→ X i−−−→ Z1 q−−−→ Y −−−→ 0∥∥∥ yT ∥∥∥
0 −−−→ X −−−→
j
Z2 −−−→
p
Y −−−→ 0.
As usual u (resp. v) is the action on X (resp. Y ) and for j = 1, 2 let g 7→ λj(g) be the action
on Zj, with associated derivation g 7→ dj(g). Let also Ωj , j = 1, 2 be associated to the first and
second sequences respectively. Since the sequences are assumed equivalent, Ω2−Ω1 is boundedly
equivalent to a linear map ℓ, so up to replacing Ω1 by Ω1 + ℓ and d1(g) by d1(g)− [u(g), ℓ, v(g)]
we may assume Ω1 = Ω2, called Ω from now on.
We note that Tg := λ2(g
−1)Tλ1(g) , instead of T , also makes the diagram commute. It
remains to use amenability to average Tg over g ∈ G.
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To do this under our hypotheses, we write each Tg operator on X ⊕Ω Y as a matrix
Tg =
(
Id Lg
0 Id
)
,
noting that the Lg are uniformly bounded, and define the average through a left invariant measure
on G and p an equivariant projection from X∗∗ onto X as
R :=
(
Id L
0 Id
)
with
Ly := p
( ∫
h∈G
(Lhy)dµ(h)
)
,
with an integral in the w∗-sense. It is clear that R makes the diagram commute. To prove
that it is G-equivariant we claim that Lv(g) + d1(g) = d2(g) + u(g)L. This is immediately
seen to be equivalent to Rλ1(g) = λ2(g)R; or from another point of view, this means that
d1(g) − d2(g) = [u(g), L, v(g)] and therefore is an inner derivation. So the claim concludes the
proof of Theorem.
To prove the claim note that the definition of Tg implies that Thλ1(g) = λ2(g)Thg which
translates as Lhv(g)− u(g)Lhg = d2(g)− d1(g). Therefore
Lv(g)y + d1(g)y = p
( ∫
h∈G
Lhv(g)ydµ(h)
)
+ d1(g)x = d2(g)y + p
( ∫
h∈G
u(g)Lhgydµ(h)
)
= d2(g)y + p
( ∫
h∈G
u(g)Lhydµ(h)
)
= d2(g)y + u(g)Ly.

Corollary 5.12. Assume G is an amenable group and that the G-space X is G-
complemented in its bidual. Then any exact sequence of G-spaces
0→ X → Z → Y → 0
G-splits if and only if it splits. Furthermore both the amenability and the complementability
conditions are necessary.
Corollary 5.13 (Uniqueness of compatible action). Assume G is an amenable group and
that the G-space X is G-complemented in its bidual. Let Ω be a quasi-linear map between the
G-spaces Y and X. Then all compatible actions of G on X⊕Ω Y are conjugate, in the sense that
whenever
λi(g) =
(
u(g) di(g)
0 v(g)
)
define bounded representations of G on X ⊕Ω Y , i = 1, 2, there exists a linear bounded map
A ∈ L(Y,X) such that for all g ∈ G,
λ2(g) =
(
Id A
0 Id
)
λ1(g)
(
Id −A
0 Id
)
.
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6. Questions and comments
6.1. G-centralizers and actions on scales.
Question 6.1. Let (X0, X1) be a regular interpolation pair. Let G be an amenable group
acting boundedly on Xθ y Xθ. Show that if Ωθ is a G-centralizer on Xθ then G acts as a
bounded group on the scale.
6.2. Spaces and their biduals. Note that if X is a G-space, then we have a canonical
exact sequence of G-spaces
0→ X → X∗∗ → X∗∗/X → 0
In particular assuming u(g) = g, i.e. G is initially a bounded semigroup of operators on X , we
may write
g∗∗ =
(
g d(g)
0 v(g)
)
,
and we have a linear derivation d(g) : X∗∗/X → X .
If X is G-complemented in its bidual then this sequence G-splits, but it would be interesting
to investigate other cases.
Question 6.2. What can be said of this derivation if X is the James space and G its isometry
group?
Remark 6.3. Consider
0→ c0 → ℓ∞ → ℓ∞/c0 → 0
and G = U = {−1, 1}N the group of units. The induced derivation d(g) : ℓ∞/c0 y c0 is not
of the form [g, L, v(g)] since there is no G-equivariant lifting L of the quotient map. Indeed for
g ∈ {−1, 1}<N, v(g) = Id, and gL = Lv(g) = L for those g would imply L = 0, which is absurd.
Question 6.4. What can be said of the induced derivation d(g) : ℓ∞/c0 y c0?
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