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ABSTRACT 
 
 
Many theories, methods, and practices are utilized to evaluate teachers with the 
intention of determining teacher effectiveness to better inform decisions about retention, 
tenure, certification and performance-based pay.  In the 21
st
 century there has been a 
renewed emphasis on teacher evaluation in public schools, largely due to federal “Race to 
the Top” funding and the emergence of value-added models for determining teacher 
performance in relation to student achievement.  Bearing that in mind, this study was 
designed to address the question: Where are the consistency and differentiation among 
criteria used to measure teacher effectiveness ratings when a 21
st
 century, Race to the 
Top driven, standards- and teacher-effects-based model (Danielson and McGreal, 2000; 
Stake, 2006) is compared to a traditional, objectives-based model (Tyler, 1940), using the 
same population over a single school year, while also using different evaluators for each 
model?  An answer proved to be elusive because almost no variation was discovered in 
the traditional model data, while no variation was discovered in the 21
st
 century model 
data.  A strong proportion (0.99) of selected scores in both models was discovered, but 
the lack of variance across all scores limits generalizability to a larger population.  The 
proportion indicates that for the population in this study (n=80), despite the additional 
time needed to implement the 21
st
 century model and its higher ordinal scaling, the 21
st
 
century model did not meet its primary goal of better recognizing effective teaching than 
the traditional model.  Changes to the structure and/or implementation may be required 
for the 21
st
 century model, so that more dispersion can be identified and reported, which 
will theoretically better inform decisions about retention, tenure, certification and 
performance-based pay. 
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CHAPTER 1 
INTRODUCTION 
Statement of the Problem 
Many theories, methods, and practices are utilized to evaluate teachers with the 
intention of determining their effectiveness to better inform decisions about retention, 
tenure, certification and performance-based pay.  In the 21
st
 century there has been a 
renewed emphasis on teacher evaluation in public schools, largely due to federal “Race to 
the Top” funding and the emergence of value-added models for determining teacher 
performance in relation to student achievement.  The renewed emphasis on teacher 
evaluation leads to this central question, which is addressed in this dissertation:  Where 
are the consistency and differentiation among criteria used to measure teacher 
effectiveness ratings when a 21
st
 century, Race to the Top driven, standards- and teacher-
effects-based model is compared to a traditional, objectives-based model using the same 
population over a single school year, while also using different evaluators for each 
model?   
Context of the Problem 
Over time, the focus on measuring teaching and learning has changed from measuring 
whether certain objectives have been taught and subsequently learned, to that of a battle 
between what Danielson and McGreal (2000) call “quality assurance” and “professional 
learning.”  New teacher evaluation tools, such as the “Framework for Teaching Model” 
offered by Danielson and McGreal, offer a chance to shift the focus of teacher 
evaluations.  The shift is from certain observable teacher traits defined by a list and 
sometimes measured through standardized tests, to a more flexible system guided by 
2 
 
standards and rubrics, which reveal if a teacher is effective by examining whether an 
appropriate balance is present among the content, teacher, student, and context using 
varied sources of data.  Authors such as Darling-Hammond (2009), Danielson and 
McGreal (2000), Fink (1995), as well as Haefele (1980) believe that evaluations can be 
used to assist teachers to improve as well as offer a sense of quality assurance that good 
learning is occurring.  Bill Gates (2012) in a New York Times opinion-editorial piece 
wrote that “developing a systematic way to help teachers get better is the most powerful 
idea in education today.”  But there is a limit to the change.  A new system cannot be 
cumbersome, or the benefits of having a more flexible system will be outweighed by a 
procedural nightmare.  Such is the case in Tennessee (Winerip 2011), where pressure 
from being awarded Race to the Top funds has led to questionable use of a dearth of 
student-achievement data which are linked to all teacher evaluations, and the number of 
required evaluations per teacher increased exponentially overnight.   
The emergence of the mandatory, yet punitive No Child Left Behind (NCLB) Act and 
the optional, incentive based “Race to the Top” grant brought teacher evaluation to the 
forefront of the public’s attention by placing federal money and subsequent community 
pressure on schools to improve.  Improvement that is largely measured through student 
test scores on standardized tests.  At the center of the public call for improving schools, 
are the teachers.  NCLB requires all teachers to be “highly qualified” through a formula, 
while Race to the Top links teacher evaluation and student scores to ensure that “highly 
qualified” teachers are those whose students exhibit “growth” annually.  While both 
NCLB and Race to the Top employ standardized tests to define results, the accountability 
is measured differently, and pressure is realized in different ways.  The burden of NCLB 
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is largely felt at the school level because reports are issued about whether a school meets 
annual yearly progress, not whether a teacher is meeting annual yearly progress with 
his/her students.  The gravity of Race to the Top is realized at the teacher, principal, and 
school levels because teachers’ and principals’ evaluations are tied to individual student 
growth, and the cumulative nature of measuring student growth impacts a school’s 
reputation (Lohman, 2010).  For better and worse, NCLB and Race to the Top have both 
made teachers accountable to everyone.      
Teacher evaluations are an accepted part of being an educator who is accountable.   
Evaluations are employed for a variety of purposes, such as determining teacher 
retention, tenure, or performance-based pay.  Ultimately, good evaluation augments the 
practice of the evaluand, i.e., the subject of an evaluation, as well as the evaluators and 
other stakeholders, such as parents.  Guba and Lincoln (1981) define evaluation as “a 
process for describing an evaluand and judging its merit and worth” (p. 35).  This process 
is echoed in the writings of Scriven (1967) as well as Worthen, Sanders, and Fitzpatrick 
(1997), who believe that no matter what the intended use or the structure of the 
evaluation model, determining merit and worth give the model its purpose.  Closer 
inspection of the work of Guba and Lincoln (1981) reveals that the function of evaluation 
is to place a value or a judgment on the entity being evaluated, i.e., the evaluand, “but 
there are two senses in which an entity may have value” (p. 39):  merit and worth.  The 
authors envision merit as value that is both intrinsic and context-free, while they 
simultaneously view worth as value that is both extrinsic and context-determined.  The 
distinction between the two terms can be seen in gold, i.e., the inherent beauty of gold has 
“merit,” but the price that a person is willing to pay for gold gives it “worth.”  In an 
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evaluation, a teacher can be judged by the merit of his/her craft, by his/her worth to the 
school, or both.  It should be noted that the critical term that ties both merit and worth 
together is “value,” which is what is most often measured in any evaluation.  Stufflebeam 
(2001) believes that “sound evaluations are grounded in clear and appropriate values and 
criteria” (p.1).  It is essential that both value and criteria be considered in any evaluation 
tool.  Furthermore, Guba and Lincoln (2001) note that judgments about merit and worth 
can be made in a formative (proposed or developing situation) manner, in a summative 
(developed situation) manner, or both depending on how the evaluation is structured.  
Their Fourth Generation Constructivist methodology works best for the evaluand, 
evaluators, and other stakeholders when both are incorporated.  Scriven (1967), Stake 
(2006), Alkin (2004), Sanders and Horn (1998) concur that formative and summative 
components have a key role in optimal evaluation. 
A number of government entities, groups, organizations, and consortiums have 
developed methods of recognizing teacher effectiveness while attempting to help them 
improve, i.e., recognizing that teachers have certain criteria to satisfy as part of their jobs, 
but that they also have value as teachers.  The list includes National Board for 
Professional Teaching Standards (NBPTS) Certification, Interstate Teacher Assessment 
and Support Consortium (INTASC), Performance Assessment for California Teachers 
(PACT), Connecticut’s BEST Program, Denver’s ProComp System, the TAP System, 
Dallas’ Value Added Accountability System (VAAS), DC’s IMPACT Program, 
Educational Value Added Assessment System (EVAAS), National Commission on 
Teaching and America’s Future (NCTAF), the Bill and Melinda Gates Foundation 
Measures of Effective Teaching (MET) Project, the TEACH Act, and the New Teacher 
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Project (TNTP).  Being evaluated is a reality of the teaching profession, but the manner 
in which it is conducted varies.  Models such as Guba and Lincoln’s (2001, 1989), and 
Lincoln and Guba’s, (2004) Fourth Generation or Constructivist Evaluation,  Patton’s 
Utilization-Focused Evaluation (U-FE) (2004, 2002) and Qualitative Evaluation (2003), 
Stufflebeam’s (2007) Context, Input, Process, Product (CIPP), House and Howe’s (2000) 
Democratic Evaluation, Hunter’s Decision-Making (1986), Greene’s, along with 
Caracelli and Graham, (1989) Mixed-Method Evaluation, Sanders’, along with Horn, 
(1998) Value-Added Assessment, and the aforementioned Danielson and McGreal’s 
(2000) Framework for Teaching are a few of the manners in which teachers and schools 
can and have been evaluated.  
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CHAPTER 2 
REVIEW OF THE LITERATURE 
Defining Teacher Effectiveness 
Why is evaluation such a critical component of education?  Ideally because 
evaluation can be used to assist teachers in learning to teach effectively; although, 
evaluation ultimately comes down to a struggle between policy makers and educators 
attempting to navigate the true purposes of teaching, which will become evident in this 
review of the literature.  What place does evaluation occupy in teacher and school 
improvement in the 21
st
 century?  What does the literature on teacher evaluation say 
about determining teacher effectiveness and how it can be measured?  What makes one 
method of examining teacher effectiveness better than another?  The answers to these 
questions are not simple, which is apparent through this review of the literature centered 
on teacher effectiveness and evaluation.  Included in the review is an examination of 
teacher evaluation history, theory, methodology, and practices.     
Marzano (2003) believes that effective teachers “have a profound influence on 
student achievement and ineffective teachers do not” (p. 75).  But what makes a teacher 
effective?  Darling-Hammond, Amrein-Beardsley, Haertel, and Rothstein (2012, p. 13) 
revealed what the cumulative research says about effective teachers.  First, teachers 
understand subject matter deeply and flexibly.  Second, they connect what is to be 
learned to students’ prior knowledge and experience.  Third, they create effective 
scaffolds and supports for learning.  Fourth, they use instructional strategies that help 
students draw connections, apply what they’re learning, practice new skills, and monitor 
their own learning.  Fifth, they assess student learning continuously and adapt teaching to 
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student needs.  Sixth, they provide clear standards, constant feedback, and opportunities 
for revising work.  Finally, they develop and effectively manage a collaborative 
classroom in which all students have membership. 
However, it seems from a review of the literature that there are three problems that 
exist when learning to teach effectively; problems that must be considered when 
implementing or retooling an evaluation system.  These three problems, which were 
addressed by Hammerness et al. (2005), are as follows.  The first is the problem of what 
Lortie (1975) calls the apprenticeship of observation.  Essentially, it is difficult for 
teachers to forget what they learned from their own schooling.  Teachers hold onto 
exemplars of both good and bad teaching that they have been exposed to during years of 
schooling, and do not have a consistent ability to separate the good from the bad.  An 
effective evaluation system can reinforce exemplary teaching strategies and identify 
ineffective teaching strategies.  The second problem is what Kennedy (1999) calls 
enactment, which means that it is difficult to think like an effective teacher and to put it 
into action.  Donovan, Bransford, Pellegrino (1999), while examining the nature of 
learning through the How People Learn (HPL) Framework, revealed the complexities of 
effective teaching.  They iterated four components to the HPL Framework that effective 
teachers need to balance: (1) learner-centered instruction, (2) knowledge-centered 
instruction, (3) assessment-centered instruction, and (4) community-centered instruction.  
While each component can and must be treated separately, they are interconnected and 
must be treated as such.  It is undoubtedly a complex task.  Kennedy (1999) also points 
out that becoming an effective teacher who is able to merge theory and practice is 
difficult, even with years of experience.  It is especially difficult for novice teachers who 
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only have their own experiences as a student to guide them; and as noted in the problem 
of apprenticeship of observation, these experiences can hurt as well as help the novice 
teacher’s ability to do his/her job.  This is tied to what Dewey (1938/1997) refers to as 
mis-educative experiences that can hinder the progress of learning.  The problem of 
enactment must be considered when designing an evaluation system.  As Darling-
Hammond (2009) points out, peer review and mentoring can be seen in evaluation 
systems that are truly concerned with helping teachers get better.  
The third problem according to Jackson (1974) is complexity.  Just as it is a challenge 
to juggle the many students that are a teacher’s charge, and the different types of 
instruction they require, it is also difficult to serve what Goodlad (1984) identifies as the 
four purposes of school:  (1) academic, (2) vocational, (3) civic or social, and (4) 
personal.  In reality, a functional evaluation system will recognize that school is more 
than academics.  That reality is related to Stufflebeam’s (2001) argument about values in 
education and evaluation.  As Noddings (1992) points out, each student has different 
instructional needs, and it is the moral obligation of each teacher to care enough to give 
each student the opportunity to realize the purposes of schooling; teaching truly is a 
complex profession and good evaluation tools will reflect that reality.  Effective 
evaluation systems must therefore aid school systems in finding solutions to 
Hammerness’ et al. (2005) three problems by assisting all teachers to become effective, 
and able to think critically about their teaching.  This point is underscored by Danielson 
and McGreal (2000), who found that there is often no distinction afforded to novices and 
experienced teachers in many evaluation systems.  Their model is predicated on the 
assumption that all teachers should be able to perform at a certain skill level from the 
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start, but that it is unrealistic to expect novice teachers to perform at the same level as 
peers with more experience; therefore evaluation systems should reflect that difference.  
In Coventry, Rhode Island, for example, non-tenured and tenured teachers are treated 
differently.  Non-tenured teachers “are observed by their principal or department head at 
least twice annually, while tenured teachers are observed by their principal at least once” 
according to White (2004, p. 2).  Furthermore, the frequency of tenured teachers’ 
evaluations are based on their ratings, ranging from every four years to annually; teachers 
receiving the lowest rating are also assigned a mentor.  As referred previously, Darling-
Hammond (2009) finds mentoring to be a key component of a successful evaluation 
system.   
Berliner (1992/2008) echoes this sentiment as he has examined the nature of 
expertise.  His work focuses on what experts can do and what novices will hopefully be 
able to do.  The people who are able to teach effectively, in spite of the previously 
identified three problems that can plague the teaching profession, are considered experts.  
Hatano and Oura (2003) further categorized experts as either adaptive or routine.  
Adaptive experts “go beyond the routine competencies, and can be characterized by their 
flexible, innovative, and creative competencies within the domain, rather than in terms of 
speed, accuracy, and automaticity of solving familiar problems” (p. 28); while the latter 
type of expert, the routine, is not the ideal.  Berliner (1992/2008) acknowledges that 
experts in all domains perform routines, but what he chooses to focus his writing on are 
the more ideal, adaptive experts.  He considers that “experts are more sensitive than 
novices to task demands and the social situation when solving problems” (p.814), which 
ties to the problem of apprenticeship of observation because experts can more easily 
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separate effective practices from ineffective.  He continues with his proposition that 
“experts have fast and accurate pattern-recognition capabilities; novices cannot always 
make sense of what they experience” (p. 817), which connects to the problem of 
enactment.  He also writes that “experts are opportunistic in their problem solving” (p. 
814) and that “experts often develop automaticity for the repetitive operations that are 
needed to accomplish their goals” (p. 812), which ties to the problem of complexity.  It is 
therefore imperative that evaluation systems make the distinction between novices and 
experts to provide novices with the additional support, such as expert mentors, which are 
required to advance in the profession, and hopefully become adaptive experts themselves.   
An effective evaluation system would identify the ideal state for teachers and provide 
them with the support to reach that state.  This conclusion is further supported by 
Westerman (1991).  She employed reflective practices in her study to learn that the major 
differences between novice and expert teachers are the result of different thinking about 
teaching and learning.  She wrote that while “teachers develop expertise in both 
pedagogical and content knowledge … (that alone) is not enough to become an expert 
teacher … the two forms of knowledge must interact in teaching” (p. 300).  Shulman 
(1988) identifies this as pedagogical content knowledge.  An effective evaluation system 
should incorporate the importance of developing and celebrating pedagogical content 
knowledge.  Another theme, which can be seen in the literature related to evaluation 
assisting teachers to improve, is reflection.  This is a concept which Schon (1987) 
believes is critical in becoming a better practitioner, and can enable all teachers to 
become adaptive experts (Hatano and Oura 2003).   
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Teacher Evaluation Theory 
It should be noted at this point that “product” and “personnel” evaluations systems can 
have similar applications in education.  In some cases it is difficult to tease those 
applications or purposes apart.  For example, evaluations of teachers in a particular 
program can be used to determine if the product, e.g. the program, is working.  Even 
though this dissertation is primarily focused on personnel evaluation, program evaluation 
will find its way into it.  Here, some approaches found from reviewing the literature on 
evaluation are intentionally ignored because they lack personnel relevance.   
Fink (1995) writes that in an evaluation, it is critical that both a global assessment of 
teaching quality, as well as an analytical and diagnostic measure of teaching quality, are 
discovered.  By doing so, teacher evaluations (1) can indicate how close a teacher is to 
achieving his/her potential, (2) document where a teacher’s quality of teaching is for 
others to see, as well as (3) act as a source of psychological satisfaction when a teacher is 
discovered to be working to potential.  Both Shulman (1988) and Fink (1995) believe that 
multiple methods must be used to evaluate teachers because each method has its own 
strengths and weaknesses.  To illustrate this point it is helpful to turn to Haefele (1980), 
who iterates that there are eleven popular approaches to evaluate teachers.  These 
approaches include teacher and student testing, observing teachers, student ratings of 
teachers, interviewing teachers, and simulating lesson situations.  Each comes with 
strengths and weaknesses.  Even within a chosen approach, evaluators may utilize it 
differently if circumstances change.  For example a study conducted by Isaacs (2003) 
found that a change in how the day was scheduled, i.e., from traditional to block, caused 
the evaluators to use the same evaluation tool differently.  Shulman and Fink argue that 
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by using multiple methods, a better picture of what actually transpires in classrooms can 
be gleaned.  This is illustrated by the aforementioned NBPTS Certification, which 
incorporates multiple methods to evaluate teaching and learning including videotaping, 
testing, and use of a portfolio, which can be utilized in a variety of schedules.      
Guba and Lincoln (1981) examined a number of evaluative paradigms, and hold that 
“two paradigms have emerged as the most widely used:  the scientific and naturalistic” 
(p. 55).  The authors chose to focus their work on “most widely used” as opposed to 
“best” since each paradigm reviewed offered advantages and disadvantages, and there 
was no right or wrong paradigm.  The authors (1981) point out that the scientific 
paradigm is common in the social-behavioral sciences, but is really more geared for the 
“hard sciences” since the data tend to converge into a single truth or answer.  This is not 
always practical when dealing with human subjects.  In the social-behavior sciences, 
there tends to be multiple realities or truths as the data collected tends to diverge into 
multiple truths or answers.  The authors (1981) write that “it is our position that the 
naturalistic paradigm is … more useful for social-behavioral inquiry and certainly for 
responsive naturalistic evaluation” (p. 56).  In reality, while teacher improvement should 
be the goal, teacher evaluations are about getting answers.  It is certainly desirable to be 
able to say that someone is a good or bad teacher, but the authors’ conclusion indicates 
that it is not that simple.  When dealing with people as evaluands, e.g. teachers, there is 
not a single answer and the teacher evaluation process needs to reflect that if it is to assist 
teachers in improving their practice.     
Alkin and Christie (2004a) further addressed the issue of how evaluation can and 
should be examined.  Their review of the evaluation literature revealed that Campbell’s 
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concept of quasi-experimental design has played a critical role in evaluation because 
“randomization” is not always possible in the naturalistic paradigm, as it typically is in 
the scientific paradigm.  This is especially true in educational evaluation where students 
are “assigned” to teachers based on age, past courses taken, intelligence quotient, 
reception of special services, residence, etc.  Alkin and Christie (2004a) stressed that 
Campbell did not intend to apply his quasi-experimental design to evaluation, but 
Suchman and Cook saw its application to evaluation and education, respectively; hence 
Shadish and Luellen (2004) refer to Campbell as “the accidental evaluator” (p. 80).  The 
reality is that the purpose of any evaluation can and should dictate the paradigm and 
design.  Patton (2002) writes that when developing an evaluation protocol, four items 
must be kept in mind:  (1) the purpose, (2) the type(s) of data collected, (3) the design, 
and (4) the focus of the evaluation.  He also believes that it is critical to identify who will 
be most impacted by an evaluation, and then tailor the evaluation so that those most 
impacted become the most likely to utilize the data and findings, i.e., his U-FE model 
(2004, 2002).  Preskill (2004) agrees that the “learning process” of evaluation “should 
result in findings that are useful and used” (p. 345) by all stakeholders.    
20
th
 Century Teacher Evaluation 
To understand the current state of evaluation today, it is essential to review it 
from a historical perspective.  Alkin (2004), Danielson and McGreal (2000), Stufflebeam 
and Webster (1980), as well as Guba and Lincoln (1981) provide the backbone of the 
historical overview of the evaluation literature.  Their reviews along with the specific 
cited references in the prospective paragraphs will relate the evolution of educational 
evaluation.   
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Guba and Lincoln (1981) write that towards the end of the Second World War, 
evaluation could be characterized in six ways.  First, evaluation was considered 
synonymous and interchangeable with measurement.  Second, the concepts of 
measurement and evaluation were tied to the aforementioned scientific paradigm only.  
Third, these two concepts of measurement and evaluation were about individual 
differences, and in education, about differences related to content, and did not involve 
teaching methodology.  Fourth, evaluation and measurement were not used for programs 
or curricula.  Fifth, evaluation was “oriented to standardized and objective measures that 
were norm referenced” (p. 3).  Sixth, evaluation and measurement were concepts that 
were adopted by schools because of the “prevailing industrial metaphor” (p. 3) that 
schools were organized around at the time.   
The authors (1981) saw the beginning of a divergence from these six 
characterizations in Tyler’s (1940) process of evaluation.  While the goal was still to 
determine if the content or objectives were being taught, and not how they were being 
taught (methodology), there was a nod to an evolution of evaluation in relation to 
measuring programs and curricula.  Tyler’s greatest contributions were (1) teasing apart 
the concepts of evaluation and measurement; with the latter being a tool that can be used 
to determine the previous, and  (2) shifting the focus of evaluation toward programs and 
curricula, although not to teaching methodologies.  Over the next twenty years, it became 
obvious that Tyler’s model of evaluation was not enough of a divergence from past 
practices of evaluation.  According to Guba and Lincoln (1981) as well as Alkin and 
Christie (2004a), Cronbach wrote about difficulties with a teacher-behavioral-objectives-
focused model like Tyler’s, which drove evaluation at that time (1960s), but was also 
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losing popularity.  The most important argument that arose at that time was that the 
decision makers, who attempted to teach the objectives, were not considered.  Essentially, 
one could have the best objectives, but if they are not being presented in a learnable way, 
they would tend not be learned.  As a result, a shift was made from the objectives-
oriented evaluation to a decisions-oriented evaluation as a model which considered both 
objectives and teaching methodology.  Cronbach’s et al. (1980) idea was to characterize 
the situation through evaluation for others, who could then make a decision about what 
was going on.  Greene (2004) writes that “Cronbach sought an engaged, influential role 
for evaluation.  And so he framed evaluation as a fundamentally educative endeavor” (p. 
179).  Decisions-oriented evaluation is most well-known today through Stufflebeam’s 
(2007, 2004) CIPP model, where the evaluators’, evaluands’, and other stakeholders’ 
roles are clearly defined through clear and unambiguous contracts aimed at making 
decisions about the data.    
Concurrently, as the decisions-oriented models were becoming more prominent, 
two other models of evaluation were conceptualized (1960s/1970s).  First, based on the 
ideas put forth by Scriven (1979, 2007), an effects, or consumer-oriented, evaluation 
system was developed.  The concept was unique because it was free of goals or 
objectives and focused on evaluative judgments.  His concept of evaluation can be boiled 
down to making value judgments about what has worth and what does not.  A concept 
that is supported and expounded upon by House (2004), who notes that there is a fact-
value dichotomy that evaluators struggle with because facts are empirical and values are 
chosen, yet both play a role in evaluation.  It is also noteworthy that Scriven made a large 
contribution with “meta-evaluation,” which is the evaluation of evaluations, to determine 
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the successes and failures of any evaluative system.  This is a concept that is relevant to 
this dissertation.  While the aforementioned decisions-oriented model (Cronbach and 
Stufflebeam) involved objectives, it primarily focused on the decision makers, i.e., those 
that made decisions about how objectives should be taught.  Scriven’s effects-oriented 
model on the other hand did not focus on objectives at all.  Instead Scriven’s model 
required more of an open mind for the evaluator to determine what has worth and what 
does not.  Ultimately, the effects-oriented model did not take root as a primary evaluation 
system because objectives are an important part of teaching and learning.  Second, based 
on the ideas of Eisner (1975), a judge or connoisseur-oriented evaluation model was 
developed, using the teaching of art to make his point.  The idea was that teaching is 
complex and has value, similar to art.  Evaluation is about what the judge, as a measuring 
instrument, observes, and then decides the value or worth of the data collected.  The 
approach did not jettison objectives or teaching methods, but certainly the emphasis 
shifted to a “beauty is in the eyes of the beholder” approach.   
According to Guba and Lincoln (1981) the focus ultimately turned to the 
important work of Robert Stake.  He (1970) first gained notoriety with an objectives-
focused model of evaluation, similar to Tyler’s, in which he stressed that objectives are 
judgment data, which have value.  As a result, he argued at the time that what actually are 
measured are the priorities of the objectives.  However, according to Guba and Lincoln 
(1981) by 1975, Stake’s focus had shifted toward an effects-oriented model similar to 
what Scriven (1979) had written about, but did not eliminate objectives or goals as 
Scriven had, which was a critical change.  Stake called it a responsive model (2006, 
2004), and Stufflebeam and Webster (1980) also referred to it as a client-centered or 
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effects-oriented model.  According to Guba and Lincoln (1981), Stake’s model is 
organized through “the concerns and issues of stake-holding audiences” (p. 23).  His shift 
in thinking from objectives-focused to combining objectives and effects was significant 
because it was a shift toward less formal evaluation with a continuously evolving design 
in which decisions made by the evaluator were subjective.  Responsive evaluation 
requires the evaluator to make a judgment, however, that judgment is also framed by 
objectives in such a way that the stakeholders can make their own interpretation because 
there are multiple realities.  What makes it “responsive,” is the involvement of all 
stakeholders in making value judgments about stated objectives and the witnessed effects.   
Guba and Lincoln (1981) wrote that “it is our position that responsive evaluation 
as proposed by Stake…offers the most meaningful and useful approach to performing 
evaluations” (p. 33).  The authors believe that because the information that is generated is 
what audiences are looking for, and is also what evaluators require to modify, adapt, 
critique, or certify the objectives and effects, which they desire to evaluate.  As an aside, 
Guba and Lincoln’s (2001, 1989), and Lincoln and Guba’s, (2004) Fourth generation or 
constructivist model, also takes into account all stakeholders, which is what they (1981) 
embraced the most about Stake’s responsive evaluation.  The authors believe that the 
competing views of reality of all stakeholders must be taken into account by the 
evaluator, which makes it the function of the evaluator to construct a “reality” that the 
majority of stakeholders can accept.  While this is more relevant in the case of program 
evaluation than in the case of personnel evaluation, its presence here has value because it 
is the function of the evaluator to construct meaning for an evaluand through an 
evaluation.  Yet, Stake’s (2006, 2004) responsive model is quite relevant today for 
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personnel evaluation.  He writes that “responsive evaluation works to re-establish an 
orientation to the experience of individual persons, however large the group” (p. 3).  This 
is in stark contrast to the over simplified standards-only based evaluation that is the result 
of the No Child Left Behind (NCLB) ideology, which de-personalizes evaluation and 
focuses entirely on easy-to-measure results.  De-personalization of teacher evaluation and 
effectiveness has been compounded by the value-added requirements tied to Race to the 
Top funding that is intended to improve teacher evaluation systems.  While value-added 
measures provide better data than that collected by a single-shot test as NCLB advocates 
for, it still has flaws (Harris, 2011), and will be addressed later in this review. 
Stufflebeam and Webster (1980) make reference to a number of additional 
approaches to evaluation in education which impact current evaluation systems; three of 
which will be addressed now.  First, Lindquist (1940) was instrumental in identifying 
problems with educational testing theory, while helping to develop some of the first 
testing programs, such as the Iowa Testing Program.  Testing plays a major role in 
modern evaluation of teachers and schools, most notably in states where Race to the Top 
grants were received. The problems he identified are often ignored by those using tests 
for evaluative purposes, such as the perils of making judgments about schools without 
using properly randomized sampling.  Value-added methods of evaluating teachers, such 
as those championed by Sanders and Horn (1998) where annual testing is advocated for 
all subjects and all grades to measure teacher effectiveness, are another example in which 
Lindquist’s testing impact is felt, but not necessarily his cautions.  Second, Lessinger 
(1976, 1970) was interested in ensuring accountability through evaluation.  Alkin and 
Christie (2004b) separate accountability into (a) social and (b) fiscal control both of 
19 
 
which have implications in modern evaluation.  Lessinger’s (1976, 1970) fiscal control 
approach can be boiled down to “auditing” educational programs and personnel, i.e., 
ensuring that taxpayers, parents, students, etc. are getting the best “bang for their buck.”  
As Lessinger (1976) puts it “educators can no longer ‘make due (sic)’ with the limited 
concept of evaluation … (they) need to supplement the conventional concept with the 
related twin concepts of quality control and quality assurance” (p. 503).  The cry for 
quality control and assurance is pervasive in the world of education today.  For example, 
the Clark County (Nevada) school board in Las Vegas recently adopted a new school 
ranking system called the School Performance Framework, which “seeks to measure 
student achievement among (Las Vegas’) 217 elementary schools and 59 middle schools” 
(Takahashi, 2012, February 24).  Las Vegas follows cities such as New York City, Los 
Angeles, Denver, and Miami in attempting to ensure accountability for the public through 
teacher evaluation. 
According to Stufflebeam and Webster (1980), third is the system of accreditation 
and certification that is currently prevalent in education.  School districts and personnel 
are subject to accreditation and certification, respectively.  While the standards of both 
have changed over time, they have been a mainstay in education since early 1900s.  For 
example, the Standards for Accreditation in the Commission on Institutions of Higher 
Education revised their accreditation standards for 2011 (New England Association of 
Schools and Colleges).  Another example is recent changes in educator certification 
revealed by the Department of Education in the state of Rhode Island (RI certification 
redesign).  Highlighted in the redesign is a tiered system with an emphasis on 
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effectiveness based upon evaluation ratings, which connects certification to the piloted 
evaluation system to be analyzed in this dissertation. 
21
st
 Century Teacher Evaluation 
Danielson and McGreal (2000) find that many modern evaluation systems are 
flawed.  They believe that as the research on student learning and teaching has changed, 
so must our beliefs on how teaching is evaluated.  They argue that unfortunately much of 
the evidence about evaluation is written before the turn of the 21
st
 century, and steeped in 
20
th
 century thinking about evaluation.  In the opinion of Danielson and McGreal, 
evaluation systems were stuck in the 1970s and 1980s.  While Hunter’s (1986, 1976) 
work has been well received, Danielson and McGreal employ her work as a jumping off 
point to demonstrate that the view of teaching and learning has indeed changed.  
Evaluation systems that followed her seven elements in lesson design are, according to 
the authors (2000), as outdated as the mindset that lessons can be designed in seven steps 
and that following the steps would indicate that one is an effective educator.  Hunter 
(1986) argues that her Teacher-Decision Making Model has been misunderstood, and she 
defended it by stating “unfortunately, well-meaning but uninformed observers of teaching 
have created a checklist of these lesson elements that has become a national obsession” 
(p. 174).  These checklists are precisely what Danielson and McGreal (2000) were 
referring to.  Two instruments that she (1986, 1976) developed as part of her Teacher-
Decision Making Model are the (1) Instructional Skills Observation Instrument (ISOI), 
which measures the aforementioned seven elements, and (2) Teacher Appraisal 
Instructional Improvement Instrument (TAIII), which measures teacher growth.  Both 
instruments have influenced Danielson and McGreal’s (2000) standards-based model; as 
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they wrote that “this approach made a significant contribution to education because it 
clearly confirmed the critical role that teachers play in student learning” (p. 14).  The 
approach that they refer to is the teacher “effects” approach championed by authors such 
as Hunter, Scriven, and Stake, while operating on the premise that there must be realistic 
goals, objectives, or standards for teachers to achieve.  Danielson and McGreal (2000) 
suggest that both the evaluator and evaluand determine together what those goals should 
be and how they are to be measured.  Thus, the “effect” that teachers have can be 
equitably measured while employing objectives, goals, and standards that are important 
to all stakeholders. 
Scriven (1979) was mentioned previously in this paper for his effects-oriented 
evaluation system that was free of objectives.  That approach was still visible in his work 
in 2004.  His focus was on what teachers are able to accomplish in the classroom, and 
Danielson and McGreal (2000) write should also be a part of any evaluation system.  
Haefele (1993) stresses that “a clear sense of purpose” should be a part of any evaluation 
system.  This concept is critical in determining the design of an evaluation system.  
Danielson and McGreal (2000) are quick to point out the significance of that concept.  
There is an obvious present-day struggle between policy makers and educators.  As 
Takahashi (2012, March 9) writes, the school district in Las Vegas “is focusing on a 
phrase more likely to be heard in a boardroom than in a classroom: Return on 
Investment.”  What that boils down to is a competition between the “two principal 
purposes of teacher evaluation … (1) quality assurance and (2) professional 
development” (Danielson and McGreal, 2000, p. 8) with the policy makers focused on 
the previous and educators focused on the latter.  This struggle is not easily decided, and 
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must be kept in mind when designing an evaluative tool.  The authors (2000) roughly 
equate the quality assurance and professional development purposes to (1) summative 
and (2) formative evaluation.  The twin concepts were given life by Scriven in 1967 to 
acknowledge, as Danielson and McGreal (2000) have, that there is a constant struggle 
between the intended purposes and actual uses of evaluation.  Sadler’s (1989) model of 
formative assessment stresses that feedback is critical for the learner, the feedback must 
be linked to visible goals, and strategies for improvement must accompany the feedback.  
Looking back at one’s progress in terms of success and failure is the critical piece of 
Schon’s (1987) concept of reflective practice, which is defined as an inquiry-based 
process that involves solving problems and reconstructing meaning.  All of these 
concepts are enhanced in consideration of Dewey’s (1938/1997) belief that genuine 
education comes about through experience in a real world setting.   
If an evaluation system is going to be utilized to improve instruction, the ideas of 
Sadler, Schon, Scriven, Dewey, Stake, Danielson, McGreal, and others mentioned 
previously must be considered by both policy makers and educators when making 
decisions about evaluation.  Fetterman (2004, 2000) adds that evaluation concepts, 
techniques, and findings should be employed to “empower” stakeholders to foster 
improvement.  Danielson and McGreal (2000) stress that because of the struggle, 
“(m)any teacher evaluation systems serve neither the accountability (quality assurance) 
nor the professional development function” (p. 9).  This is an unfortunate but real 
thought.  This dissertation will examine the relative effectiveness between criteria in a (1) 
dated objectives based evaluation system, which is not focused on teacher effects, but is 
embraced by a teachers’ union for its simplicity and historical success, and a (2) recently 
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developed standards based system which is focused on teacher effects, funded by Race to 
the Top, and driven by policy makers looking for greater accountability.   Ultimately 
Danielson and McGreal (2000) offer suggestions about how to develop an evaluation 
system that can assure quality teaching while promoting professional development.  The 
critical component, they suggest, is dialogue. 
“Framework for Teaching” in Action 
The aforementioned Framework for Teaching model (Danielson and McGreal, 2000) 
influenced the evaluation systems in the school districts of Cincinnati (Ohio), Washoe 
County (Reno and Sparks, Nevada), Coventry (Rhode Island), as well as the Vaughn 
Charter School in Los Angeles.  Cincinnati, Washoe, and Coventry heeded the advice of 
Danielson and McGreal by treating novices and veterans differently, rewarding 
successful veterans with varied semi-annual evaluations, i.e., two to five years, based on 
previous ratings instead of opting for annual reviews regardless of previous ratings.  
Vaughn treated all teachers the same, but it should be noted that it served a much smaller 
population than any of the other three.  All four included administrators as evaluators, 
with two also using peer reviewers (Cincinnati and Vaughn), one using self-review 
(Vaughn), and one using department heads (Coventry) as well.  A study conducted by 
Heneman, Milanowski, Kimball, and Odden (2006) endeavored to discover if these 
standards-based evaluation systems could also be used as merit- or skill-based pay 
systems.  Their study is timely because school budgets nationwide are stressed and, as 
Odden and Picus (2011) write, teachers are currently paid chiefly for experience, which is 
not directly linked to teacher effectiveness, and as a result is not an adequate allocation of 
resources.  Odden and Picus are advocating for tying effectiveness to salary, which 
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makes all the sense in the world.  However, accurately measuring teacher effectiveness is 
more easily said than accomplished, and very controversial.  The authors (2011) also 
believe that resources must be prioritized to help teachers to be effective, which is not 
always a priority, especially when merit based pay is considered.   
In their study, Heneman et al. (2006) “assessed the relationship between teachers’ 
performance evaluation scores and student achievement by correlating teachers’ overall 
evaluation scores with estimates of the value-added academic achievement of the 
teachers’ students” (p. 4).  The test scores that they used ranged from second through 
eighth grade depending on whether standardized tests were available that fit into their 
value-added model (VAM); the study took place over a three year period.  This limiting 
factor in the study is addressed by Fuhrman (2010).  She stressed that one of the biggest 
issues with VAMs is that not all subjects are tested each year, yet test scores are a big 
component of value-added calculations.  Correlations in Heneman et al. (2006) study 
were discovered between the teacher evaluation ratings and the “estimates of average 
student achievement in reading and mathematics.”  The correlations ranged from a high 
of .48 in reading for Cincinnati and Vaughn in year one to .01 in math for Coventry in 
year one.  The data also included one negative correlation of -.20 in math for Coventry in 
year two.  On average, a positive correlation was found in all four school (districts) in 
both reading and math.   The correlations ranged from what the authors referred to as 
“substantial” for Vaughn and Cincinnati (above .30) to smaller for Washoe and Coventry 
(lower than .30).  What can be gleaned from their study is that there is a relationship 
between teacher evaluations using the Framework for Teaching model and student scores 
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on standardized tests in these school (districts), albeit a potentially weak relationship.  
White (2004) had similar conclusions while studying Coventry (RI) only.   
Heneman et al. (2006) believe that their study provides justification for a merit or 
skill based pay system.  This is likely up for further debate because merit pay is certainly 
controversial, and the authors’ formula for determining merit was not very sophisticated, 
and applied to only a portion of teachers in the school districts.  Their desire to 
demonstrate that a merit- or skill-based pay system is possible is not out of the norm in 
education today, and as such they provided an example of the type of thinking that is 
occurring through their study.  Denver’s ProComp system is generally well-received, but 
it is also very well-funded to be able to give teachers the option of going the traditional 
experience based pay scale or the non-traditional merit pay-based scale.  Teachers can 
earn more money by choosing the merit based pay scale, but proving merit is certainly 
more of a challenge (Welcome to teacher ProComp).  Hanushek and Rivkin (2010) argue 
that a hybrid pay system, where experience and value-added measures both play a role, 
has promise. 
Value-Added Models of Teacher Evaluation 
According to Fuhrman (2010) value-added models “refer to a variety of sophisticated 
statistical techniques that measure student growth and use one or more years of prior 
student test scores, as well as other background data, to adjust for pre-existing differences 
among students while calculating contributions to student test performance” (paragraph 
4).  Hill, Kapitula, and Umland (2010) add that these techniques involve formulas that 
utilize (1) univariate response, (2) multivariate response, or (3) covariate adjusted 
methods, depending on how the student-level factors involved are incorporated into the 
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value-added formula.  This demonstrates the difficulty that has been realized in 
developing usable VAMs.  Sanders introduced the concept into education while utilizing 
up to five years of testing data (Sanders and Horn, 1998, Butrymowicz and Garland, 
2012) to ensure that covariates were not needed in his recommended longitudinal 
multivariate response model known as the Tennessee Value-added Assessment System 
(TVAAS).  Butrymowicz and Garland write “Sanders and others say that including 
student (covariates) could bias the scores by making it easier for teachers of 
disadvantaged students to be rated more highly.”  Sanders (2006) believes that the use of 
longitudinal data eliminate many of the influences on student achievement which 
simplifies the process and eliminates the need for student covariates.  Not surprisingly, 
his findings (2006) rated models involving either multivariate or univariate response 
models ahead of a model involving an analysis of covariance.  It should be noted that 
Sanders and Horn (1998) neglected to offer their value-added formula for others to verify 
their beliefs, an omission that is not typically overlooked by more recent studies 
involving VAMs, e.g. studies by Stronge, Ward, and Grant (2011); Briggs and Domingue 
(2011); Hill et al. (2010); and White (2004) .   
The inclusion or not of covariates, and if included which covariates to choose, is the 
subject of fierce debate among the supporters of VAMs.  VAMs are presently used in 
practice to measure teacher effectiveness, while they are theoretically intended to 
measure student growth.  Darling-Hammond et al. (2012) wrote that VAMs “do not 
actually measure most … factors” (p. 8) that influence student achievement.  While 
teachers are indeed an important factor in student achievement, there are many other 
factors, such as class size, home supports, peer culture, summer learning loss, and the 
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specific tests that are being used to measure student achievement, which cumulatively 
influence student growth.  It is important to recognize Marzano’s (2003) belief that “the 
impact of the individual teacher could have a greater impact on student achievement than 
… school-level factors” (p. 77); yet “student-level factors account for the lion’s share of 
variance in student achievement” (p. 125).  Therefore, VAMs that fail to adequately 
consider and incorporate school-level, and more importantly, student-level factors, are 
doomed from the start.  Yet, how to incorporate them varies from model to model.  For 
example, Sanders and Horn (1998) believe that teacher effectiveness is the major 
determinant of student academic progress and it is both additive and cumulative, and 
stress that it is a strong reason why covariates are not necessary in VAMs. 
What makes VAMs so interesting to so many stakeholders is that value-added theory 
is centered on a simple premise of discovering a way to easily measure the effects of 
effective teaching.  However, as was pointed out previously and will be seen in this 
section, VAMs are not effective models of evaluation on their own, if they are effective 
at all.  As such, this section will focus on the realities of VAMs.  Glass (1990) made an 
important and relevant point about the use of student achievement data, well before 
VAMs were a trend.  He writes that “student achievement data cannot tell teachers how 
to teach; they are not viewed as credible for distinguishing good teachers from bad ones; 
and data once gathered will tend to be used” (p. 8).  This viewpoint is more poignant 
today because VAMs are gaining momentum nationwide, and his cautions are clearly not 
adhered to concerning the type, volume, and questionable use of student achievement 
data, which has been collected and is increasingly being called for today.  His review of 
literature related to “using student test scores to evaluate teachers,” as well as experiences 
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with a half dozen sites looking to implement merit pay systems, led to five conclusions 
regarding the use of student achievement data to evaluate teachers:  (1) it should only 
occur at the school level; (2) it needs to be combined with other measures; (3) it is “too 
susceptible” to bias, error, and manipulation of data and results; (4) it makes teaching to 
the test the same as teaching and learning; and (5) it is often symbolic to reassure the 
public that good teaching and learning is occurring.  While his cautions were largely in 
response to merit pay systems, he was ultimately looking into the future of teacher 
evaluations, and was quite right about the pitfalls of using student test scores to evaluate 
teachers.   
Stronge, Ward, and Grant (2012) conducted a two phase study involving a VAM 
(phase I) and classroom observations (phase II) because they believe that “teachers have 
a measureable impact on student learning” (p. 348).  In their study they determined the 
top and bottom quartile of teachers in phase I, and then compared those two groups in 
phase II by looking at fifteen predetermined teacher effectiveness variables.  While the 
authors acknowledge that “there is considerable debate as to whether we should judge 
teacher effectiveness based on teacher inputs (e.g., qualifications), the teaching process 
(e.g., instructional practices), the product of teaching (e.g., effects on student learning), or 
a composite of these elements” (p. 340), it is obvious from the setup of their study that 
Stronge et al. (2012) believe that the composite measure is best.  Hanushek and Rivkin 
(2010) would agree with that philosophy.  Stronge et al. (2012) found that there was a 
higher correlation between all the teacher effectiveness variables and the top quartile of 
teachers when compared to the bottom quartile.  The variables included management, 
responsibility, and complexity.  In many cases the bottom quartile correlations were 
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negative indicating that they had positive VAM ratings, yet did not exhibit the teacher 
effectiveness variables.  This could mean that the teacher effectiveness variables were 
poorly chosen, but that seems unlikely as the top quartile correlations were all positively 
correlated, as high as .60 for two of the variables.  Based on their findings, it can be 
concluded that VAM ratings can have a place in evaluation, but that these ratings must be 
tied to other factors to “triangulate” a teacher effectiveness rating.           
Hill et al. (2010) examined VAMs in relation to teacher subject knowledge and 
ratings from observations because they discovered that the literature on evaluation is 
lacking in actual proof that VAM scores equal good teaching.  In their study, they utilized 
multiple models to make their VAM calculations, acknowledging the debate over 
whether to use covariance or not, and how much longitudinal data are needed.  They 
provided a comprehensive list of the considerations that creators of any VAM must take 
into account.  They are: (1) choosing student covariates, (2) composing peer groups, (3) 
the number of years of student data to use, (4) the VAM formula, and (5) which tests to 
use and how often they should test the students.  These are considerations that cannot be 
taken lightly because the decisions made will impact the VAM scores.  Not surprisingly, 
their study revealed mixed results when correlating VAM scores to instructional ratings, 
evaluations, and subject matter knowledge.  Much of the mixed results can be attributed 
to the different decisions they made for each of the three models tested related to the 
aforementioned five considerations.  What the authors concluded was that better 
observational instruments are needed, and VAMs can be used as part of those instruments 
but not as the only one.  Their cautious conclusion was made in light of decisions that are 
employed nationwide for rewards, remediation, and removal based on evaluation ratings. 
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    The conclusion reached by Hill et al. (2010), that better observational instruments 
are needed, is echoed in data obtained by The New Teacher Project (TNTP) in their 
report The Widget Effect (Weisberg, Sexton, Mulhern, and Keeling, 2009).  The twelve 
school districts that they examined in four states (Arkansas, Colorado, Illinois, and Ohio), 
revealed that 99 percent of teachers evaluated in those districts with a binary 
(satisfactory/unsatisfactory) evaluation tool were rated as satisfactory.  The districts that 
utilized three or more rating options, rated 94 percent of teachers as satisfactory or above.  
While there are certainly issues with VAM calculations, e.g. the strong denouncements in 
New York City and Los Angeles concerning public releasing of teacher ratings based 
largely on VAM data that have been found to be questionable (Butrymowicz and 
Garland, 2012, Santos and Gebeloff, 2012, Briggs and Domingue, 2011), it would seem 
that 94 percent satisfactory ratings make a strong statement that many traditional 
evaluation models are not getting the job done in terms of helping teachers to become 
more effective.  The reality is that most teachers do well on traditional evaluation models.  
TNTP concludes that what new evaluation systems need are (1) performance standards, 
(2) multiple rating options to determine if those standards are being met, (3) monitoring 
of evaluator judgments, (4) frequent feedback to teachers about their performance as 
measured by various methods related to the standards, (5) tying the professional 
development into the aforementioned four goals, and (6) making the evaluations count.  
While the agendas and outcomes of the work of Hill et al. (2010), Danielson and 
McGreal (2000), and TNTP may be different, the essence is the same:  Better 
observational instruments are needed to help teachers to become more effective at their 
craft. 
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Harris (2011) stresses that there is too much speculation about what to do with VAM 
data, and researchers and districts need to figure out what to do with it.  He recognizes 
the flaws in VAMs, but notes that they are less biased than one-shot student tests being 
linked to teacher ratings because VAMs can at least consider previous schooling quality 
and non-school factors.  Bias in evaluation is a concept that House (2004) believes can 
only be avoided what all relevant interests, values, and perspectives are considered, 
engaged, and deliberated by all stakeholders, i.e., House and Howe’s (2000) Deliberative 
Democratic Evaluation.  Harris (2011) concludes as the authors in the previous 
paragraphs do that if VAMs are to be used, they should be combined with other measures 
to determine teacher effectiveness ratings.  Harris also argues that “the statistical 
properties of value-added measures are unlikely to improve much; according to 
Campbell’s law, using the measures in high-stakes decisions will probably distort the 
measures themselves and make matters worse” (p. 827).  He believes that use of VAMs 
need to be studied in the schools to better understand what the data actually are actually 
interpreted to mean, a point that Hill et al. (2010) stressed in their study.                  
Darling-Hammond et al. (2012) identified three problems from a review of the 
literature on VAMs.  First, VAM scores of teacher effectiveness are inconsistent.  
Teachers might be found to be effective as calculated by one model, and ineffective by a 
different model.  Similarly, teachers might be found to be effective when one 
standardized test is used, then ineffective when another test is used despite all other 
portions of the VAM calculation being the same.  This is why Fuhrman (2010) wrote that 
VAMs are not good for measuring individual teachers.  Instead VAMs are of better 
cumulative use to a school or district when taking a teacher effectiveness temperature.  
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Second, teachers’ value-added performance is affected by the students assigned to them.  
This point was addressed earlier by Alkin and Christie (2004a) reviewing the work of 
Campbell, Cook, and Suchman related to quasi-experimental design and the lack of 
randomization of how students are typically assigned to teachers.  Darling-Hammond et 
al. (2012) note that “students aren’t randomly assigned to teachers – and statistical 
models can’t fully adjust for the fact that some teachers will have a disproportionate 
number of students who have greater challenges … and those whose scores on traditional 
tests may not accurately reflect their learning” (p. 10).  Third, value-added ratings cannot 
disentangle the many influences on student progress.  “Value-added ratings often don’t 
agree with ratings from skilled observers and are influenced by…” (p. 11) many other 
factors, some of which are mentioned in the previous paragraph.  The authors provide an 
example of a Houston teacher who was rated as a Teacher of the Year, annually exceeded 
expectations based on an evaluator, yet was dismissed when a VAM based evaluation 
was adopted.  This extreme example illustrates the pitfalls of VAMs.  The authors’ 
(2012) cautions are relevant even in lesser cases when a VAM is not used to determine 
whether to retain or dismiss a teacher but instead to establish a merit or skill based pay 
system as Heneman et al. (2006) suggested.   
Butrymowicz and Garland (2012) add to the list of problems that Darling-Hammond 
et al. (2012) identified.  First, Butrymowicz and Garland (2010) agree that the formulas 
vary, as do the results both within and among formulas.  Second, they point out that only 
a fraction of areas and grades are actually tested.  Third, there is typically not enough data 
to run VAM, especially in the cases of (a) number of years of student data leading to an 
overcompensation of some factors in the model while ignoring others, and (b) multiple 
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teachers being impacted by a single student, yet not having the same effect on that 
student.  Fourth, the impact that a public release of information will have could be similar 
to the cases in Los Angeles and New York City in which teacher evaluation scores were 
taken out of a larger context.  This impact prompted Gist (2012), Commissioner of the 
Rhode Island Department of Education, to send a letter to all Rhode Island educators that 
the “data and the results concerning your evaluation … will remain confidential 
(paragraph 4).”  Fifth, VAMs are rife with (a) bias, especially inherent in the assigning of 
students, and (b) measurement errors as both Phillips (2012) and Weinberg (2012) 
conclude.  Ultimately Butrymowicz and Garland (2012) conclude that more tests during 
the year and more years of testing will help to improve the reliability, but that will still 
not account for all factors which influence a student’s test scores including random error.  
Baker et al. (2010) reverberated the aforementioned problems with VAMs in their brief.  
They write that “used with caution, value-added modeling can add useful information to 
comprehensive analyses of student progress and can help support stronger inferences 
about the influences of teachers, schools, and programs on student growth” (p. 20). 
The Impact of “Race to the Top” 
The two rounds of competition for Federal Race to the Top funds targeted to improve 
teacher evaluation systems led to pressure on the winning states, and a demand by the 
government and the public for accountability for how that money was being used.  The 
two states that won the first round in March 2010 were Tennessee and Delaware.  The 
impact was nearly immediate.  Already, teacher evaluations in Tennessee require student 
achievement data to constitute 35 percent of a teacher’s evaluation score (Butyrymowicz 
and Garland, 2012).  According to Heitin (2011) These VAM scores are under 
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considerable fire because Tennessee is “struggling more or less unsuccessfully with the 
same issue that every state and district struggles with as they leap into meaningful teacher 
evaluation … they don’t have (student) assessments for the majority of staff” or for 
multiple years in some cases.  Non-tested areas will use school-wide math and reading 
scores in VAM calculations, which means some teachers are rated on scores for which 
they only have indirect impact, if at all.  Tennessee is also struggling with the increased 
number of evaluations from once every five years to four times a year because they have 
gone from one end of the observation spectrum to the other.  Decisions about tenure and 
probation will be made based on the teacher evaluation scores in the 2011-2012 school 
year.  Delaware “will tie test scores to teacher evaluations this year but will not impose 
negative consequences for low scores until it approves achievement measures for non-
tested areas” (Heitin, 2011).   
Other states such as Rhode Island, one of ten winners in the second round, are taking 
more time than Tennessee and Delaware to pilot the evaluation system, but have a long 
term goal of tying teacher evaluations to teacher recertification.  Instead of using state 
assessment data in VAM calculations for their non-tested areas, teachers will be asked to 
create their own goals, known as student-learning objectives (SLOs), and with an 
evaluator, help determine measurements for those SLOs (RI Certification redesign, 2012; 
RI Department of Elementary and Secondary Education, 2012).  According to 
Butrymowicz and Garland (2012) “Colorado is planning to use off-the-shelf assessments 
and school-generated methods to gauge how teachers in subjects like physical education 
and music are performing,” despite not winning a Race to the Top award.  These two 
alternatives to forcing student scores on standardized assessments into VAMs makes for 
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an interesting solution to the problems that have been addressed in this review concerning 
VAMs because many of the student covariates can be considered at the evaluator-
evaluand level with the potential that no two solutions are identical.    
Summarization 
It is interesting to see what good teacher evaluation looks like from the perspective of 
a teacher (Ferlazzo, 2010) and a principal (Weinberg, 2012).  Ferlazzo lists five aspects.  
First, he is observed by “instructionally savvy supervisors” who know him, care about 
him, and want him to improve.  Second, his supervisors recognize the advantage of being 
“data-informed” over “data-driven” with the difference being the use of test scores as a 
tool to inform decisions as opposed to test results completely driving instruction.  Third, 
they use multiple types of data in his evaluation.  Fourth, he gets regular feedback from 
students, colleagues, and parents.  Fifth, he reflects on what he is doing, something that 
Schon (1987) and Marzano (2003) agree is critical for teacher improvement.  Weinberg 
finds that student testing scores are taking over the teacher evaluations in New York State 
and the principals’ evaluations are being cast aside.  He notes that “movement toward a 
more rigorous teacher evaluation system is a good thing,” and he also believes that they 
need to define what they value most and then determine how to measure those; a belief 
that Stufflebeam (2001) would support.  It appears that the “powers that be” are placing 
the most value on student test scores, while Ferlazzo (2010) and Weinberg (2012) do not.  
Rather Ferlazzo and Weinberg see student test scores as data that can be used to inform 
decisions on teaching and learning, and improve teacher effectiveness.    
Darling-Hammond’s et al. (2012) review of the VAM literature lauded the process 
which is followed by teachers to earn NBPTS Certification.  “Standards-based evaluation 
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processes,” such as National Board Certification or the Framework for Teaching, “have 
also been found to be predictive of student learning gains and productive for teacher 
learning” (p. 14).  Their belief is in line with the bulk of this literature review that 
demonstrates that positive evaluator-evaluand relationships, where both sides learn and 
gain from each other while using multiple measures to frame their discussions about 
standards of practice and the effects those standards are having on teacher effectiveness, 
are critical to effective evaluation.  The objective is to improve the effectiveness of the 
teachers through a productive and constructive evaluation system that also assures all 
stakeholders of the quality of teaching and learning that is occurring in schools.  After all, 
Weiner (2012) writes that “none of us would want to have our job performance judged on 
an outcome that we don’t really control.  Research suggests that a student’s teacher for a 
single given school year influences as little as 5 to 10 percent of her or his test score 
growth (paragraph 6).”  With all the different VAM formulas, problems, and 
considerations, proceeding with caution is warranted, and when VAMs are to be 
included, it should only be a part of a composite measure and not as the driving force 
behind determining individual teacher effectiveness.  The history of and work on teacher 
evaluation theories, methodologies, and practices of authors such as Stake (2006), 
Danielson and McGreal (2000), and many others mentioned in this review of the 
literature must be considered as the public cry for quality assurance and pressure created 
from Race to the Top are too often driving teacher evaluation decisions at the expense of 
improving teacher effectiveness. 
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CHAPTER 3 
METHODOLOGY 
Background 
As the state of Rhode Island (RI) was preparing to standardize the teacher 
evaluation system in response to Race to the Top funding, and a suburban school district 
in the State agreed to a full pilot of that system, there was an opportunity to examine if 
there were similarities and/or discrepancies between a currently used professional 
evaluation form in that school district (Binding Model A) and the new rubrics that are 
part of the RI Model Educator Evaluation System (Pilot Non-Binding Model B).  During 
the 2011-2012 school year, two evaluation systems were used in the suburban school 
district (Models A and B).  Per a recent memorandum of agreement (September 2011) 
between the school district and the teachers union, the RI Model (B) was utilized as a 
pilot, while the current District Professional Evaluation Model (Model A) stayed in place 
as the primary evaluation tool in the 2011-2012 school year as it has been throughout the 
life of the current teachers union contract, which started in the 2008-2009 school year.   
The 2011-2012 RI Model evaluation system (Model B) was written as a pilot.  
The evaluation considered “three central components:  Professional Practice, Professional 
Responsibilities, and Student Learning” (p. 9).  The summary of the 2011-2012 RI Model 
was focused on several key words which can be seen in the literature and were written 
about previously in this dissertation.  Most notably are “professional growth” and 
“quality assurance.”  Danielson and McGreal (2000) write about the balance between 
professional development and quality assurance.  It is no surprise to see that those two 
items appear in the six standards that the RI Model is based.  The data collected in this 
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study permit inferences about whether there was indeed a balance or if there was a trend 
toward professional growth or quality assurance.   The RI Model can be classified as a 
standards-based model that informs the effect that teachers have on student achievement 
(Stake, 2006, Danielson and McGreal, 2000).  It should be noted that the 2011-2012 RI 
model differs from Danielson and McGreal’s Framework for Teaching Model (2000) in 
two major ways.  First, in the RI Model all teachers undergo a full evaluation annually.  
Danielson and McGreal’s Model rewards teachers for achieving a high overall score by 
not having to undergo the full process annually.  Second, the RI Model does not treat 
tenured and non-tenured teachers differently as the Danielson and McGreal model does.  
It should be noted that starting in the 2011-2012 school year all first-year Rhode Island 
teachers are enrolled in a RI Department of Education Induction Program, which is 
essentially a mentorship program, and is a requirement of the Race to the Top award 
given to Rhode Island.  This support might have aided first year non-tenured teachers in 
instructional practices and use of student data in their classrooms, as that is a stated goal 
of the program.  It is also a first step toward what Danielson and McGreal suggest for 
novices and experts.  Coventry (RI) has a model (Heneman et al., 2006; White, 2004) 
which has similarities to the 2011-2012 RI Model, but is actually more in line with the 
model suggested by Danielson and McGreal because it meets the two aforementioned 
conditions.   
In the 2011-2012 RI Model (Model B) teachers were asked to begin the process 
by (1) self-assessing, (2) setting professional growth goals through a Professional Growth 
Plan, and (3) setting student learning objectives.  Using those three sources of data, and 
data collected from multiple observations, teachers were asked to discuss their progress 
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with an evaluator while receiving feedback.  Ideally, each teacher had three conferences, 
i.e., beginning, middle, and end of year.  A final evaluation rating was determined using 
the data collected and the rubrics afforded each teacher who was evaluated.  The final 
evaluation rating was not considered in this dissertation as there is no equivalent for the 
District Professional Evaluation Model (Model A), which is best be classified as a 
traditional, objectives based model (Tyler, 1940).   
Classroom observations for Model B fell into two categories.  First were long, 
announced observations.  Each teacher had one of these observations.  They should have 
been “at least 30 minutes, scheduled in advance with the teacher, (where) written 
feedback and a post-observation conference are required” (The Rhode Island model: 
Teacher guidebook, p. 29).  Second were short, unannounced observations.  They should 
have been “about 15 minutes, not scheduled in advance.  (These observations are) 
followed-up with feedback, but no conference (is) required.” (The Rhode Island model: 
Teacher guidebook, p. 29). 
Justification for the Study 
This study was designed to address the central question:  Where are the 
consistency and differentiation among criteria used to measure teacher effectiveness 
ratings when a 21
st
 century, Race to the Top driven-, standards-, and teacher-effects-
based model (Danielson and McGreal, 2000, Stake, 2006) is compared to a traditional, 
objectives-based model (Tyler, 1940) using the same population over a single school 
year, while also using different evaluators for each model?  There are two reasons why 
such a study, which was designed to address that question, was worthwhile.  First, for the 
pilot (Model B) there was shift from department chairs as primary evaluators, who are 
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members of the teachers’ union, to school administrators as primary evaluators, who are 
not members of the teachers’ union.  The department chairs remained primary evaluators 
for Model A.  Shulman (1988) would advise caution about this modification because the 
change from evaluators that have pedagogical content knowledge in their respective 
content areas to those that have pedagogical knowledge about the same content areas 
could impact the overall ratings.   
Second, the sources of data that were used in Model B were more clearly defined 
and richer than those in Model A.  Under the current and binding evaluation system 
(Model A), department chairs act as the primary and sole evaluators of teachers.  Per the 
school district policy manual, the Professional Evaluation Model (Model A) is a 
“constructive and positive procedure…designed to improve instruction based on the 
promulgation of effective and efficient instructional methods.”  Evaluators are permitted 
one announced visit to tenured teachers per year and four announced visits (one per 
quarter) to each non-tenured teacher per year to collect evidence to complete an end-of-
year evaluation.  Tenure is typically achieved after three years of teaching, and is based 
on department head recommendation and end-of-year evaluations.  Each visit to the 
classroom is followed by a one on one evaluator-evaluand debriefing, although there is 
no rubric to guide it.  A meeting prior to each visit is not mandatory and thus inconsistent 
in both inter- and intra-department situations.  Informal observations are based on other 
professional behavior observed during the course of the year, but care must be taken to 
document such evidence used in the final evaluation because unannounced visits are not 
part of the system, and thus not usable sources of evidence.  Observable behavior is 
permitted only if proper documentation is provided to the evaluand that information 
41 
 
outside of the formal observation will be used; such documentation can be appealed.  In 
the piloted evaluation system (Model B), the department chairs had a role as secondary or 
complementary evaluators.  They continued to be somewhat involved in the process of 
evaluation, albeit in a less significant role, and one that was constantly evolving as the 
pilot was implemented.  Department chairs conducted two of the three short unannounced 
visits in Model B.  For Model B, the principal and the two assistant principals were the 
primary evaluators who conducted the formal announced visits and one informal 
unannounced visit to all teachers.  The administrators conducted one-on-one meetings 
with each teacher to determine goals for the year prior to any observations.   
Administrators also conducted middle of the year “check-in” meetings with each teacher 
as well as end of the year meetings to discuss whether the goals were achieved.  A series 
of rubrics were used to guide the discussions and evidence was gathered through the 
formal and informal visits as well as the one-on-one meetings.  Department heads played 
the role of guiding the goal setting, conducting two of the three unannounced classroom 
observations, and were largely not be involved in the one-on-one meetings.  So they were 
able to see some of what occurred in the classroom and had some input in the final 
evaluation for Model B.  It should be noted, that per the aforementioned memorandum of 
agreement, evidence gathered as part of classroom visits for Models A and B were not 
utilized as evidence in the other model, i.e., evidence gathered from an observation for 
Model A was not used as evidence in Model B.   
In this study, the data from Models A and B were compared for the 2011-2012 
school year for a population (n) of 80 from a district school.  Data were available after the 
completion of the 2011-2012 school year (June 30, 2012) in the form of evaluations using 
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the binding school district professional evaluation checklist Model A (see Appendix A).  
It was also available at the same time in the form of the rubrics proposed through the 
non-binding RI Model Educator Evaluation System Model B (see Appendix B), e.g. the 
(1) Teacher Professional Practice rubric and the (2) Professional Responsibilities rubric.  
It needs to be noted that Model B also called for a third source of data, two Student 
Learning Objectives (SLOs) for each evaluand.  However, the SLOs do not have a 
complementary portion in Model A and as a result were not factored into this study.  
Certainly, the presence of SLOs in Model B is further evidence of the consistent richness 
of data for all evaluands, which is additionally available in Model B as compared to 
Model A.  As referenced in the review of the literature, the SLOs are intended to bring a 
value-added component to Model B as required by the Race to the Top award given to 
Rhode Island.  It is a unique solution to many of the aforementioned value-added 
problems associated with using standardized student testing data.  Whether Rhode 
Island’s solution and the additional data are useful or not cannot be decided in this study.  
The checklist from Model A and the rubrics form Model B were contrasted and compared 
to determine similarities and differences.   This led to two important research questions 
that guided this dissertation.  First, were the scores in Models A and B related?  Second, 
if so, what were the magnitude and reliability of that relationship?  The questions were 
addressed at the criterion level as Model A does not call for an overall score, and as 
indicated previously, Model A does not have an equivalent of the SLOs.  The overall 
reliability of the relationship was also addressed.  
Analysis of the Data 
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 Once the data were collected for both models, an opportunity to find the 
similarities and discrepancies between the teacher evaluation scores in Models A and B 
presented itself because the aligned criteria were able to be placed side by side for 
teachers evaluated (see Table 1 on the next page); additionally the differences between 
Models A and B were discussable in relation to actual data to demonstrate what was 
missing in either or both models.  Where possible, the data are displayed and were 
analyzed in the following manners.  First, a contingency table (Weiss, 2005) was 
generated for matching criteria of both models to display the consistencies and 
discrepancies for individual criterion of evaluand scores between both models.  Special 
attention was paid to the differing ordinal scaling for the models when generating Table 
1.  The professional evaluation checklist for Model A used a binary scale:  satisfactory 
(2), and unsatisfactory (1). The teacher professional practice rubric for Model B 
employed a quaternary scale: exemplary (4), proficient (3), emerging (2), and 
unsatisfactory (1).  The professional responsibilities rubric for Model B utilized a tertiary 
scale:  exceeds expectations (3), meets expectations (2), and does not meet expectations 
(1).  A cross tabulation was completed to determine which criteria cover the same or 
similar concepts (see Table 1).  There are three critical questions which arise and are 
addressed in the next paragraph:  How did the criteria scores from Model A to Model B 
associate, relate, or correlate?  How strong was the association or difference between the 
criteria scores?  How reliable was the association between criteria scores in Models A 
and B?   
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Table 1: Alignment of Criteria between Model A and Model B 
WPS Professional Evaluation 
Checklist 
(Model A) 
Pilot Teacher Professional Practice 
Rubric 
(Model B) 
Pilot Professional Responsibilities 
Rubric 
(Model B) 
1     
2     
3 2G   
4     
5     
6   2A, 2B, 3A, 3B 
7   1A, 1B, 3A, 3B 
8   3A, 3B 
9     
10 4E   
11     
12 4C 2A 
13 2A, 2C   
14 1A, 1B, 1C, 1D   
15 2D   
16 3D   
17 2B, 2F   
18 4B   
19 3A, 3C   
20     
21 2E, 2H, 3B, 4D   
22 4A   
No Link   4A, 4B, 4C, 4D 
 
Second, a Mann-Whitney U Test (Weiss, 2005, DeCoster, 2004) was conducted 
to determine how the criterion scores between the two models related.  The scores were 
ranked and then a determination was made concerning where the distribution of score-
ranks differed when comparing the two models.  Model A used a binary scoring system 
(satisfactory/ unsatisfactory), and it is useful to know what “satisfactory” and 
“unsatisfactory” scores associate with respectively when compared to the tertiary and 
quaternary scored criteria in the Model B rubrics.  The Mann-Whitney U Test was the 
best choice in the case of comparing two variables with different levels, i.e., two levels 
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(Model A) versus three or four levels (Model B).  Third, a Cramer’s V coefficient 
(Nominal association: Phi and Cramer's V, n.d., Nominal measures of correlation, n.d.) 
was calculated, where possible, to examine any “Mann-Whitney-discovered” 
relationships between associated criterion scores (see Table 1), and determine how strong 
those relationships are between scores, i.e., calculating the degree of association that 
might exist between criteria scores in the two models.  Because Mann-Whitney U Tests 
indicate where the distribution of score-rankings are against each other, it is necessary to 
calculate a Cramer’s V coefficient, where possible, to provide more characterization 
about the relationship that was discovered through the Mann-Whitney.  Cramer’s V 
verifies how much symmetry there is between the criteria in the two models, and further 
characterizes the association.  A “V coefficient” was calculated, where possible, instead 
of the often used “phi coefficient” because the coefficients are for polychotomous and 
dichotomous variables respectively.  Model B utilized polychotomous variables and 
therefore required the use of a V coefficient calculation instead of phi.  Fourth, where it 
was possible, after determining where the agreement existed (Mann-Whitney) and how 
strong the agreement might be (Cramer’s V) between criteria in Models A and B, it was 
additionally important to determine the generalizability of the level of relatedness 
between the two models as a whole, i.e., summarizing the probability of agreement with a 
single index.  A Cohen’s kappa correlation (DeCoster, 2004, Agresti, 2002) aids in that 
determination.  Where conductible, this calculation was utilized to determine the 
reliability, i.e., the consistency of the criteria scores from Model A to Model B.  In other 
words, did a “satisfactory” score in Model A consistently correlate to a specific score(s) 
in Model B?  While there was some expected variability because Model A used a binary 
46 
 
scoring system and Model B used a tertiary-quaternary scoring system, this correlation 
calculation, where possible, indicated how much variability existed and how reliable the 
association might be between the criterion scores in the two models.  Where and when 
reliability exists, this calculation permits generalizations about what a criterion score in 
Model A correlates to in Model B, and vice versa.     
Before the data were obtained, they were closed (2011-2012 school year only) 
and de-identified at the source.  To ensure that no de-identified group was smaller than 5, 
de-identification and grouping occurred in the following manner.  Students currently take 
three state assessments that equate to three subjects, which are English Language Arts 
(ELA), mathematics, and science.  The state assessment is called the New England 
Common Assessment Program (NECAP).  Teachers were grouped into (1) NECAP and 
(2) non-NECAP sub-groups, which included both the “tenured” and “non-tenured” 
teachers.  A non-tenured sub-group was not treated separately because Model B does not 
treat them separately, and the sub-group (n=6) is too small to guarantee anonymity.  
While Model A does treat tenured (one observation annually) and non-tenured (four 
observations annually) teachers differently, it should not have made a significant 
difference in the criteria ratings because previous evaluations for tenured teachers were as 
likely to influence ratings as additional observations for non-tenured teachers.  As noted 
previously, the non-tenured first year teachers (n=3) received additional support through 
the RI Induction Program.  The NECAP sub-group consisted of ELA, mathematics, and 
science (n=36), while the non-NECAP sub-group consisted of business, foreign language, 
physical education, health, social studies, special education, art, and technology (n=44).  
The groupings were determined because of the NECAP group’s ability to incorporate 
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NECAP student data into their SLOs if they chose to do so, while the non-NECAP group 
did not have that option.  Department heads were not included in the study groups (n=9) 
because they had the same primary evaluator for both Models A and B, the building 
principal.   
Model A had a scale of 2 and no rubric was afforded the evaluator or the person 
being evaluated.  Therefore, the evidence collected had the potential to be inconsistent 
from department to department or even within a department.  Model B had scales of 4 
and 3 respectively, but rubrics were afforded to both the evaluators and to the evaluand.  
Several questions emerged from this discrepancy.  First, what did a 2 from Model A 
equal in Model B?  Second, how strongly did a 1 from Model A equate to a 1 from Model 
B?  Third, what was the correlation among Model A scores (2, 1) and Model B scores (4, 
3, 2, 1)?  It was most interesting to compare the data from the models because a constant 
population over one school year existed. 
 Two predictions were made about the data before analyzing it.  First, it was 
predicted that a score of 1 from Model A would have a strong correlation to a score of 1 
from Model B.  Second, it was predicted that a score of 2 from Model A would have a 
strong correlation to the cumulative scores of both 4 and 3 from Model B.  However, it 
was unclear what a score of 2 from Model B might correlate with.  Once the data were 
collected and analyzed, the questions that follow were addressed.  First, was 
differentiation evident when Model A was compared to Model B?  If so, why was the 
differentiation significant in relation to the literature on teacher evaluation and 
effectiveness, i.e., Stake, Danielson and McGreal, Tyler, other models, etc.?  What would 
the discovery of differentiation reveal about the teaching and learning that was or is 
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occurring?  Does that differentiation also signify that the extra time and effort that was 
spent on Model B was worth it?  Second, if differentiation was not evident, how could 
that extra time and effort be better utilized?  Third, regardless of how much or little 
differentiation was discovered, are there mechanisms in place that will permit the system 
to adjust to any problems that were encountered as part of the Model B pilot?    
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CHAPTER 4 
FINDINGS 
The Data Revealed 
 The data collected for both the District Professional Evaluation Model (Model A) 
and the Rhode Island Model (Model B) were closed so that only data from the 2011-2012 
school year were included in this study.  The data were de-identified at the source prior to 
collection to guarantee anonymity.  De-identified variable data were obtained for eighty 
teachers (n=80), and analyzed as a whole group and two sub-groups, which are described 
in the next paragraph.   
Description of Sub-Groups 
Students currently take three state assessments that equate to three subjects, which 
are English Language Arts (ELA), mathematics, and science.  The state assessment is 
called the New England Common Assessment Program (NECAP).  To maintain 
anonymity for the sub-groups, the teachers (n=80) were divided into (1) NECAP and (2) 
non-NECAP sub-groups.  The NECAP sub-group consists of ELA, mathematics, and 
science (n=36), while the non-NECAP sub-group consists of business, foreign language, 
physical education, health, social studies, special education, art, and technology (n=44).  
“Tenured” and “non-tenured” teachers were mixed into the whole group and two sub-
groups.  Non-tenured sub-groups were not created because Model B does not treat them 
separately, and the sub-group (n=6) is too small to guarantee anonymity.  Department 
heads were not included in the study (n=9) because unlike the other teachers in the study, 
they had the same primary evaluator for both Models A and B, and anonymity cannot be 
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guaranteed based on the sub-group size.  The data from Model A will be addressed first 
in this section (page 50), followed by the data from Model B (page 53).   
Data for Model A, The District Professional Evaluation Model 
There are twenty-two criteria for Model A.  These criteria will also be referred to as 
variables or objectives from this point forward.  Since Model A employs a binary scale, 
there are two potential scores for each criterion: satisfactory (2), and unsatisfactory (1).  
In Table 2, the dispersion of “satisfactory” and “unsatisfactory” scores for all eighty 
teachers (n=80) of the de-identified Model A data is visible.  Table 2 indicates that the 
teachers almost exclusively earn satisfactory ratings for each of the twenty-two variables 
in Model A (x  percentage of 98.6).   
Table 2: Model A (Professional Evaluation Model) Scores for n=80 Teachers
a
 
Variable Number (n) 
with 
Satisfactory 
Score 
Percentage 
with 
Satisfactory 
Score 
Number (n) 
with 
Unsatisfactory 
Score 
Percentage 
with 
Unsatisfactory 
Score 
Average Variable 
Score 
(Satisfactory=2; 
Unsatisfactory=1) 
1 80 0.0 0 0.0 2.00 
2 80 0.0 0 0.0 2.00 
3 79 98.8 1 1.2 1.99 
4 78 97.5 2 2.5 1.98 
5 79 98.8 1 1.2 1.99 
6 79 98.8 1 1.2 1.99 
7 79 98.8 1 1.2 1.99 
8 79 98.8 1 1.2 1.99 
9 77 96.2 3 3.8 1.97 
10 79 98.8 1 1.2 1.99 
11 79 98.8 1 1.2 1.99 
12 78 97.5 2 2.5 1.98 
13 80 0.0 0 0.0 2.00 
14 79 98.8 1 1.2 1.99 
15 79 98.8 1 1.2 1.99 
16 79 98.8 1 1.2 1.99 
17 80 0.0 0 0.0 2.00 
18 80 0.0 0 0.0 2.00 
19 77 96.2 3 3.8 1.97 
20 79 98.8 1 1.2 1.99 
21 79 98.8 1 1.2 1.99 
22 78 97.5 2 2.5 1.98 
Average 78.9 98.6 1.1 1.4 1.98 
a. Shaded variables indicate alignment with variables in Model B (see Table 1 for specifics) 
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Examination of Table 2 provides evidence that on average, 78.9 teachers out of 80 earned 
a satisfactory rating for the twenty-two variables of Model A.  This equates to 98.6 
percent of teachers earning a “satisfactory” rating across all variables in Model A with 
only 1.4 percent earning an “unsatisfactory” rating.  The average scores received by 
teachers for each variable in Model A, ranging from 1.97 to 2.00 (x  78.9 teachers for 
n 80 receiving a “satisfactory” score per variable), are visible.  Table 2 reinforces the 
reality that teachers almost exclusively received “satisfactory” ratings in Model A, where 
the average score is 1.98 out of 2.00 for all variables on the binary scale, as well as those 
variables aligned with Model B criteria.   
On average, 78.9 teachers (n=80) scored a satisfactory rating for each of the twenty-
two variables in Model A.  The high percentage (98.6%) of “satisfactory” scores in the 
Model A data illustrated in Table 2 makes further examination of exemplar criteria with 
the least “satisfactory” scores (n=77), and exemplar criteria with the most “satisfactory” 
scores (n=80) worth looking at in more detail.  First, criteria nine and nineteen have the 
lowest percentage of teachers with “satisfactory” ratings at 96.2 (x  score   1.97, n=77); 
these two variables are defined as “personal qualifications: response to 
recommendations” and “technique: effective use of time” respectively.  Second, criteria 
one, two, thirteen, seventeen, and eighteen resulted in 100 percent (x  score   2.00, n=80) 
of the teachers earning satisfactory ratings; these variables require the evaluator to make 
decisions on “personal qualifications: appearance and manner,” “personal qualifications: 
self-control,” “technique: knowledge of subject area(s),” “technique: skill in 
questioning,” as well as “technique: clarity of explanation” respectively.  Beyond the 
brief definitions exemplified in the previous two sentences, there are no further 
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descriptions of or rubrics for any of the other variables in Model A.  All the definitions 
for Model A can be seen in Appendix A.  Variables one, two, and nine do not align with 
similar criteria in Model B, while variables thirteen, seventeen, eighteen, and nineteen do 
align (see Table 1 in Chapter Three).  This is important because it indicates that 
regardless of whether variables have comparable criteria in both models or not, similar 
rates of satisfaction are visible.  It also indicates that some of what is measured by Model 
A is not measured by Model B, and the opposite is also true.  
Table 3 further characterizes the high percentage of “satisfactory” data exhibited in 
Table 2 by dividing the “satisfactory” scores for both of the aforementioned sub-groups, 
i.e., NECAP and non-NECAP, across each of the twenty-two variables of Model A.   
Table 3: Model A Satisfactory Scores for NECAP and non-NECAP sub-groups
a 
Variable Number (n) with 
Satisfactory Score 
(NECAP Group, 
n=36) 
Percentage with 
Satisfactory Score 
(NECAP Group, 
n=36) 
Number (n) with 
Satisfactory Score 
(non-NECAP 
Group, n=44) 
Percentage with 
Satisfactory Score 
(non-NECAP 
Group, n=44) 
1 36 100.0 44 100.0 
2 36 100.0 44 100.0 
3 35 97.2 44 100.0 
4 34 94.4 44 100.0 
5 35 97.2 44 100.0 
6 35 97.2 44 100.0 
7 35 97.2 44 100.0 
8 35 97.2 44 100.0 
9 33 91.7 44 100.0 
10 35 97.2 44 100.0 
11 35 97.2 44 100.0 
12 34 94.4 44 100.0 
13 36 100.0 44 100.0 
14 35 97.2 44 100.0 
15 35 97.2 44 100.0 
16 35 97.2 44 100.0 
17 36 100.0 44 100.0 
18 36 100.0 44 100.0 
19 34 94.4 43 97.8 
20 35 97.2 44 100.0 
21 35 97.2 44 100.0 
22 34 94.4 44 100.0 
Average 35 97.1 44 99.9 
a. Shaded variables indicate alignment with variables in Model B (see Table 1 for specifics) 
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Examination of the data from Tables 2 and 3 shows that all but one of the unsatisfactory 
scores (  =1.1 “unsatisfactory” score per variable for n 80, 1.4 percent “unsatisfactory” 
scores across all variables) were assigned to teachers in the NECAP group.  The small 
difference between the sub-groups in Table 3, e.g. 97.1 average percentage with 
satisfactory scores for the NECAP sub-group and 99.9 average percentage with 
satisfactory scores for the non-NECAP sub-group, could be attributed to a number of 
potential influences.  These influences could include: (1) increased pressure from the 
requirement of NECAP testing in English Language Arts, mathematics, and science; (2) 
an evaluator’s interpretation of the criteria in Model A; (3) lack of adequate professional 
development for evaluators and teachers on the use of Model A; (4) teachers who are not 
as competent with the criteria measured in Model A; (5) another unanticipated, 
unverifiable condition this study is not designed to detect; or (6) any combination of 
those possible factors. 
Data for Model B, The Rhode Island Model 
There are thirty-one criteria, objectives, or variables in Model B.  Twenty-one of the 
variables are sub-divided into (a) Model B Professional Practice, and are scored by a 
quaternary scale: exemplary (4), proficient (3), emerging (2), and unsatisfactory (1).  The 
remaining ten variables are sub-divided into (b) Model B Professional Responsibilities, 
and are scored by a tertiary scale: exceeds expectations (3), meets expectations (2), and 
does not meet expectations (1).  Table 4 displays the data for Model B Professional 
Practice and Professional Responsibilities where each of the eighty teachers (n=80) 
received scores of proficient (3), and meets expectations (2) respectively for all of the 
twenty-one Professional Practice and ten Professional Responsibilities variables.   
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Table 4: Model B (RI Model) Professional Practice and Responsibilities Scores for n=80 Teachers 
Variables for 
Professional Practice 
(PP)  
Number (n) with Score of 
Proficient for 
Professional Practice 
Variables
a 
Variables for 
Professional 
Responsibilities (PR) 
Number (n) with Score of 
Meets Expectations for 
Professional 
Responsibilities 
Variables
b 
PP 1A 80 PR 1A 80 
PP 1B 80 PR 1B 80 
PP 1C 80 PR 2A 80 
PP 1D 80 PR 2B 80 
PP 2A 80 PR 3A 80 
PP 2B 80 PR 3B 80 
PP 2C 80 PR 4A 80 
PP 2D 80 PR 4B 80 
PP 2E 80 PR 4C 80 
PP 2F 80 PR 4D 80 
PP 2G 80   
PP 3A 80   
PP 3B 80   
PP 3C 80   
PP 3D 80   
PP 4A 80   
PP 4B 80   
PP 4C 80   
PP 4D 80   
PP 4E 80   
a. All scores are “3” or “proficient” on the quaternary scale 
b. All scores are “2” or “meets expectations” on the tertiary scale  
Table 4 illustrates that the collected data have no variance in any of the criteria scores for 
Model B, i.e., 100 percent of n 80 teachers received scores of “3” or “proficient” on the 
Professional Practice quaternary scale and “2” or “meets expectations” on the 
Professional Responsibilities tertiary scale.  As with the small variance found in Model 
A, there are a variety of potential influences for the absence of variance in Model B 
scores.  These influences could include: (1) “satisfactory” teaching for all eighty teachers 
measured; (2) an evaluator’s interpretation or misinterpretation of the criteria in Model B; 
(3) lack of adequate professional development for evaluators and evaluands on utilization 
of the new model; (4) another unanticipated, unverifiable condition this study is not 
designed to detect; or (5) any combination of those possible factors. 
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Relating the Data of Models A and B 
Table 5 illustrates via proportions how the preponderance of “satisfactory” scores found 
in the Model A data strongly relate to the unvaried “proficient” and “meets expectations” 
scores in Model B Professional Practice and Responsibilities data.   
Table 5: Relationship among Aligned Model A and Model B Scores Expressed through Proportions
a 
Model A Variables Number of 
Teachers in Model 
A with 
“Satisfactory (2)” 
Scores 
Number of 
“Proficient (3)” 
and/or “Meets 
Expectations (2)” 
Scores in Aligned 
Criteria for  Model 
B
b
  
Proportion of Model 
A “Satisfactory” 
Scores to Model B 
“Proficient” and/or 
“Meets 
Expectations” 
Scores
a
 
  
1 80   
2 80   
3 79 80 0.99 
4 78   
5 79   
6 79 80 0.99 
7 79 80 0.99 
8 79 80 0.99 
9 77   
10 79 80 0.99 
11 79   
12 78 80 0.98 
13 80 80 1.00 
14 79 80 0.99 
15 79 80 0.99 
16 79 80 0.99 
17 80 80 1.00 
18 80 80 1.00 
19 77 80 0.96 
20 79   
21 79 80 0.99 
22 78 80 0.98 
Average 78.9   
Average for Shaded Rows
b 
78.9 80 0.99 
a. The proportion is calculated by taking the number from column two (numerator) and dividing it by 
the number from column three (denominator), e.g. in Model A Variable 3, 79 is divided by 80 for 
a proportion of 0.99. 
b. See Table 1 for alignment of Model B variables to Model A variables listed in column one; shaded 
variables indicate alignment with variables in Model B 
“Satisfactory (2)” scores in Model A on average are proportioned very strongly (0.99) 
with “proficient (3)” and “meets expectations (2)” scores in Model B Professional 
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Practice and Responsibilities respectively.  The proportions in Table 5 are defined as the 
relationship between “satisfactory” Model A scores, which are aligned with “proficient” 
and/or “meets expectations” Model B scores in Professional Practice and Responsibilities 
rubrics for n=80 teachers.  The proportions were calculated by utilizing the number of 
teachers with “satisfactory” scores for each aligned variable in Model A as the numerator 
and dividing it by the denominator, i.e., the number of aligned “proficient” and/or “meets 
expectations” scores from Model B Professional Practice and Responsibilities 
respectively.   
The Data Analyzed 
 When this study was proposed, it was not predicted that there would be virtually 
no variance across all variables in the scores for the Model A binary scale (x  satisfactory 
score of 1.98, x  satisfactory percentage of 98.6); and no variance across all variables for 
the scores in Model B, i.e., x  score of 3.00 (x  percentage of 100.0) for the Professional 
Practice quaternary scale, and x  score of 2.00 (x  percentage of 100.0) for the Professional 
Responsibilities tertiary scale.  More dispersion of the scores was anticipated, but not 
obtained.  Analysis of the sample data points to a strong proportion (0.99, see Table 5) of 
shared criteria between “satisfactory (2)” scores in Model A and “proficient (3)” scores in 
Model B Professional Practice, as well as between “satisfactory (2)” scores in Model A 
and “meets expectations (2)” in Model B Professional Responsibilities.  What that 
amounts to is “satisfactory” strongly proportioned (0.99) with “proficient” and “meets 
expectations” in the variables that align between Models A and B.   
A strong relationship between satisfactory ratings or the equivalent in both 
models was predicted by the New Teacher Project (TNTP), which coordinated in 2011-
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2012 with the Rhode Island Department of Education on Model B, in their 2009 report 
titled “The Widget Effect” (Weisberg, Sexton, Mulhern, and Keeling, 2009).  As 
mentioned in the literature review, TNTP examined twelve school districts in four states 
(Arkansas, Colorado, Illinois, and Ohio).  Their report revealed that 99 percent of 
teachers evaluated in those districts with a binary (satisfactory/unsatisfactory) evaluation 
tool were rated as “satisfactory.”  The districts that utilized three or more rating options, 
rated 94 percent of teachers as “satisfactory” or above.  For comparison’s sake to Model 
A, which lacks a composite score, it can reasonably be extrapolated that approximately 
99 percent of the criteria in the binary tools examined by TNTP were marked as 
satisfactory.  In this study, Model A, a binary evaluation tool, rated 98.6 percent of the 
criteria as satisfactory compared to the 99 percent that TNTP reported, which is a virtual 
match.  The Model B Professional Practice and Professional Responsibilities tools 
resulted in overall proficient (3) and meets expectations (2) scores for all teachers (n=80) 
respectively in the study.  These scores represent equivalent “satisfactory” ratings of 100 
percent, which is higher than the equivalent ratings found in Model A of 98.6 percent, or 
in the TNTP report of 94 percent.  Of course, percentages reported by TNTP of 99 and 94 
percent, as well as the 98.6 percent reported for Model A in this study, are extremely 
close to the 100 percent reported for Model B, so it is arguable that the difference is 
small. 
Despite the obvious relationship between scores of “2” in binary Model A and 
scores of “3” in quaternary Model B Professional Practice as well as “2” in tertiary 
Model B Professional Responsibilities (proportion=0.99, see Table 5), it is necessary to 
see if that relationship is generalizable through non-parametric statistics. Mann-Whitney 
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U Tests (Weiss, 2005, DeCoster, 2004) were conducted to characterize how the criterion 
scores between the two models are related.  Based on the limited variance which exists, 
the scores were ranked so that a determination could be made concerning where the 
score-ranks differ, if at all, when the two models are compared.  The Mann-Whitney U 
Test is the best choice in the case of comparing two variables with different levels, i.e., 
two levels (Model A) versus three or four levels (Model B), thus only variables which 
shared criteria (see Table 1) were tested.  For example, a Mann-Whitney U Test was 
conducted for Model A Variable Number 12 with both Model B Variable Number 4C 
Professional Practice and Model B Variable Number 2A Professional Responsibilities 
(see Tables 6, 7, and 8 on the next page). 
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 Tables 6, 7, and 8 represent typical characterizations of the relationship between 
variable data in Models A and B, which were discovered through Mann-Whitney U 
Tests.  Tests were not run on variables which did not align (see Table 1) because there 
was no need to compare variables which do not measure similar characteristics.  Similar 
tests to the exemplar in Tables 6, 7, and 8 were run on all variables which did align (see 
Table 9); however, Mann-Whitney U Tests cannot be performed on empty groups, i.e., 
must have at least two groups with data, e.g. “satisfactory” and “unsatisfactory” groups.  
Table 6: Exemplar Descriptive Statistics for Aligned Variables in Models A and B 
 N Mean Std. Deviation Minimum Maximum 
Model B Variable #4C 
Practice 
80 3.00 .000 3 3 
Model B Variable #2A 
Responsibilities 
80 2.00 .000 2 2 
Model A Variable #12 80 1.98 .157 1 2 
Table 7: Exemplar Ranks for Aligned Variables in Models A and B 
 Model A Variable #12 N Mean Rank Sum of Ranks 
Model B Variable #4C 
Practice 
Unsatisfactory 2 40.50 81.00 
Satisfactory 78 40.50 3159.00 
Total 80   
Model B Variable #2A 
Responsibilities 
Unsatisfactory 2 40.50 81.00 
Satisfactory 78 40.50 3159.00 
Total 80   
Table 8: Exemplar Test Statistics for Aligned Variables in Models A and B
a
 
 Model B Variable #4C Practice Model B Variable #2A 
Responsibilities 
Mann-Whitney U 78.000 78.000 
Wilcoxon W 3159.000 3159.000 
Z .000 .000 
Asymp. Sig. (2-tailed) 1.000 1.000 
Exact Sig. [2*(1-tailed Sig.)] 1.000
b
 1.000
b
 
a. Grouping Variable: Model A Variable #12 
b. Not corrected for ties. 
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For example, a U Test could not be performed between Model A Variable Number 17 
with either Model B Variable Number 2B Professional Practice or Model B Variable 
Number 2F Professional Practice because Model A Variable Number 17 only has 
“satisfactory” scores.  The exemplar Mann-Whitney U Test results in Tables 6, 7, and 8 
were performed because there are two groups for Model A Variable Number 12. 
 Table 9 on the next page presents the data that were obtained for all the conducted 
Mann-Whitney U Tests (n=80).  The means (  ), standard deviations (s), and Mann-
Whitney U scores varied slightly for variables in Model A depending on whether there 
was one (  =1.99, s=.112, U=39.50), two (  =1.98, s=.157, U=78.00), or three (  =1.96, 
s .191, U 115.50) “unsatisfactory” scores attributed to the variable.      
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Table 9: Mann-Whitney U Test Data Sorted by Aligned Variables
a 
 Variables in 
Model A 
Variables in 
Model B PP
b 
Variables in 
Model B PR
c 
Number of 
Model A 
Satisfactory 
Scores
d 
Mean 
Rank 
Mann-
Whitney U 
Score 
Z Score Asymptotic 
Significance 
(1-tailed) 
3  2G   79 (1) 40.50 39.50 .000 .500 
6  2A 79 (1) 40.50 39.50 .000 .500 
6   2B 79 (1) 40.50 39.50 .000 .500 
6    3A 79 (1) 40.50 39.50 .000 .500 
6    3B 79 (1) 40.50 39.50 .000 .500 
7  1A 79 (1) 40.50 39.50 .000 .500 
7   1B 79 (1) 40.50 39.50 .000 .500 
7   3A 79 (1) 40.50 39.50 .000 .500 
7  3B 79 (1) 40.50 39.50 .000 .500 
8  3A 79 (1) 40.50 39.50 .000 .500 
8   3B 79 (1) 40.50 39.50 .000 .500 
10 4E  79 (1) 40.50 39.50 .000 .500 
12 4C   78 (2) 40.50 78.00 .000 .500 
12  2A  78 (2) 40.50 78.00 .000 .500 
13
e 
2A  80 (0)     
13
e 
2C   80 (0)     
14 1A   79 (1) 40.50 39.50 .000 .500 
14 1B  79 (1) 40.50 39.50 .000 .500 
14 1C  79 (1) 40.50 39.50 .000 .500 
14 1D  79 (1) 40.50 39.50 .000 .500 
15 2D   79 (1) 40.50 39.50 .000 .500 
16 3D   79 (1) 40.50 39.50 .000 .500 
17
e 
2B   80 (0)     
17
e 
2F  80 (0)     
18
e 
4B   80 (0)     
19 3A   77 (3) 40.50 115.50 .000 .500 
19 3C    77 (3) 40.50 115.50 .000 .500 
21 2E  79 (1) 40.50 39.50 .000 .500 
21 2H   79 (1) 40.50 39.50 .000 .500 
21 3B  79 (1) 40.50 39.50 .000 .500 
21 4D   79 (1) 40.50 39.50 .000 .500 
22  4A 
 
78 (2) 40.50 78.00 .000 .500 
a. Mann-Whitney U Tests were not performed for variables that do not align between models; no 
variance in Model B scores 
b. Professional Practice 
c. Professional Responsibilities 
d. Number of Model A unsatisfactory scores in parentheses 
e. Mann-Whitney U Tests cannot be performed on empty groups 
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Conclusions about the data presented in Table 9 are as follows.  In Chapter Three 
(Methodology), it was hypothesized that scores in Model A of “2” or “satisfactory” and 
“1” or “unsatisfactory” would correlate with different scores in Model B Professional 
Practice (quaternary scale) and Professional Responsibilities (tertiary scale).  However, 
regardless of whether there were one, two, or three “unsatisfactory” scores, the obtained 
Z scores were .000 (see Table 9) for all Mann-Whitney U Tests conducted.  The Z score 
refers to the degree to which the variable data differ from data that would be expected 
under the null hypothesis (H0): the median ranks in the Model B ratings are the same for 
teachers receiving “satisfactory” or “unsatisfactory” scores.  Since the p value obtained in 
the Mann-Whitney U Tests is greater than an alpha value of .05, i.e. two-tailed=1.000, 
one-tailed=.500 (see Table 9), and the Z scores of .000 are not greater than 1.96 for a two 
tailed test, the results obtained through the Mann-Whitney U Tests are not statistically 
significant, and thus the sample data in this study do not support the null hypothesis that 
for the greater population, ratings in Model A and Model B are related.  It is therefore 
alternatively hypothesized (Ha) and generalized that the median ranks in the Model B 
ratings are not the same for teachers receiving “satisfactory” or “unsatisfactory” scores.  
Yet, the collected data points to a relationship (proportion=0.99) which exists for the 
population in this study (see Table 5).  This proportion can be translated to indicate:  
while the relationship between scores in Model A and B are not generalizable, in this 
study (n=80) scores of “2” in Model A are strongly related to scores of “3” and “2” for 
aligned variables in Model B Professional Practice and Professional Responsibilities 
respectively (proportion=0.99).   
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Since a statistically significant relationship between aligned ratings in Model A 
and B was not discovered through Mann-Whitney U Tests, there was no relationship to 
examine through a Cramer’s V coefficient (Nominal association: Phi and Cramer's V, 
n.d., Nominal measures of correlation, n.d.) calculation, i.e., cannot calculate the degree 
of association that exists between criteria scores in the two models, when the association 
is non-existent, and variables from Model B are constant because there is no variability in 
the scores.  Similarly, since no statistically significant agreement was found (Mann-
Whitney) and the strength of agreement (Cramer’s V) between criteria in Models A and 
B was not calculable, it was not necessary to determine the generalizability of the level of 
relatedness between the two models as a whole, i.e., cannot summarize the probability of 
non-existent agreement with a single index.  Resultantly, a Cohen’s kappa correlation 
(DeCoster, 2004, Agresti, 2002) was not calculated because it was already obvious that 
there was no reliability or generalizability with the collected data, i.e., no consistency of 
the criteria scores from Model A to Model B due to almost no variability in Model A 
scores and no variability in Model B scores.  While the data revealed that a score of 
“satisfactory” for variables in Model A is strongly proportioned (0.99) to scores of 
“proficient” and “meets expectations” for aligned variables in Model B Professional 
Practice and Professional Responsibilities, Mann-Whitney U Tests revealed that the 
relationship is not generalizable.  This reality will be addressed in Chapter Five. 
What If There Was Variance in Model B Data? 
The absence of variance in Model B data prevented the discovery of a statistically 
significant relationship through Mann-Whitney U Tests, and the subsequent 
characterization of that relationship through Cramer’s v coefficients and Cohen’s kappa 
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correlations.  What if there was some variance in Model B scores?  This section will 
examine that possibility.  There were two reasons that made the examination worthwhile.  
First was to demonstrate that the methodology in this dissertation was sound.  Second 
was to show how little variance was needed to discover a statistically significant 
relationship.  The supposition in this section was limited to the parameters of the variance 
in Model A, i.e., since no variable in Model A contained more than three scores of 
“unsatisfactory,” theoretical changes to variable scores in Model B were limited to three 
modified scores or less from “proficient (3)” to “emerging (2)” for quaternary Model B 
Professional Practice variables and two scores or less from “meets expectations (2)” to 
“does not meet expectations (1)” for tertiary Model B Professional Responsibilities 
variables.  The decision of how many scores to change was determined by Model A and 
B variable alignment (see Table 1), and how much variance, i.e., zero, one, two, or three 
“unsatisfactory” scores which actually exist in Model A (see Table 2).  For example, 
Model A variable nineteen aligns to Model B Professional Practice variables 3A and 3C.  
Since Model A variable nineteen has three “unsatisfactory” scores (n 3), three scores for 
Model B Professional Practice variables 3A and 3C were subsequently changed from 
“proficient (3)” to “emerging (2)” in this theoretical exercise.  The distribution of 
“satisfactory (2)” and “unsatisfactory (1)” scores exhibited in Table 2 dictated the 
remaining “what if” adjustments to Model B data.  For aligned Model B Professional 
Responsibilities variables, scores of “meets expectations (2)” were changed to “does not 
meet expectations (1)” for each corresponding Model A “unsatisfactory” score variables 
aligned with Model B.  No scores in Model B were adjusted to levels above “proficient” 
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or “meets expectations” because it is impossible to determine which scores in Model A 
might be on the higher end of “satisfactory.” 
Once the theoretical adjustments were made to the Model B data, artificially 
creating variance, Mann-Whitney U Tests were run.  With as little as one scoring change 
to any Model B variable, i.e., “proficient,” n 79 and “emerging,” n 1, the Z scores 
exceeded 1.96 for a two tailed test with an alpha level less than .0005. Therefore with 
little variance in both Models A and B, the tests were considered statistically significant 
in this “what if” scenario, leading to acceptance of the null hypothesis (H0): the median 
ranks in the Model B ratings are the same for teachers receiving “satisfactory” or 
“unsatisfactory” scores; and afforded an ability to calculate Cramer’s v coefficients and 
Cohen’s kappa correlations.  This “what if” finding supports the null hypothesis that for 
the greater population, ratings in Model A and Model B are related.  In this theoretical 
exercise, this relationship was forced, but it is still noteworthy because only a maximum 
of three changes were made per variable, and in most cases it was only one change out of 
eighty (n=80). 
Table 10 characterizes the inter-rater agreement that was discovered in this 
theoretical exercise.  Cramer’s v coefficients revealed that very good agreement between 
aligned variables in Models A and B would be achieved if variance existed for two or 
more variables in Model B.  The relationship between Model A variables and Model B 
Professional Practice variables would not be very generalizable to a larger population 
based on Cohen’s kappa correlations because only poor to fair agreement was discovered.  
However, the relationship between Model A variables and Mode B Professional 
Responsibilities variables would be with good to very good agreement found.  This 
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discrepancy is likely due to the quaternary nature of Model B Professional Practice 
variables versus the tertiary nature of Model B Professional Responsibilities.     
Table 10: Theoretical Strength of Agreement Levels if Variance Existed in Model B
a 
 One Change to Model 
B Data
b 
Two Changes to 
Model B Data
b 
Three Changes to 
Model B Data
b 
Cramer’s v coefficient 
for Model B 
Professional Practice 
and Responsibilities 
Variables 
Moderate Agreement Very Good Agreement Very Good Agreement 
Cohen’s kappa 
correlation for Model 
B Professional 
Practice Variables 
Poor Agreement Fair Agreement Fair Agreement 
Cohen’s kappa for 
Model B Professional 
Responsibilities 
Good Agreement Very Good Agreement  
a. Theorized if there was actual variance in the Model B scores, i.e., if scores of “1” or 
“unsatisfactory” in Model A aligned to scores of “2” or “emerging” for Model B Professional 
Practice and/or “1” or “does not meet expectations” for Model B Professional Responsibilities. 
b. Since no variable in Model A contained more than three scores of “unsatisfactory,” theoretical 
changes to variable scores in Model B were limited to three changed scores or less of “emerging” 
for Model B Professional Practice and two scores or less of “does not meet expectations” for 
Model B Professional Responsibilities.  The decision of how many scores to change was made 
based on which Model A and B variables aligned, and how much variance existed in Model A.     
Of course, the characterizations in Table 10 are theoretical in nature because no variance 
actually exists in the collected Model B data.  The characterizations are impacted by the 
“what if” decision to reduce the scores in Model B by one, as they were in Model A, i.e., 
from a “3” to “2” for the quaternary Model B Professional Practice variables and from 
“2” to “1” for the tertiary Model B Professional Responsibilities variables, just as 
“unsatisfactory” scores are a reduction to “1” from the “2” of “satisfactory” in Model A.  
In a larger population, there is no way to know if this “what if” relationship could 
actually occur.  This supposition relies on the assumption that the spacing between 
numbers in the binary, tertiary, and quaternary scales is the same, despite the reality that 
the spacing likely is not equivalent.  
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 CHAPTER 5 
CONCLUSION 
Overview of the Findings 
This study was designed to address the question: Where are the consistency and 
differentiation among criteria used to measure teacher effectiveness ratings when a 21
st
 
century, Race to the Top driven, standards- and teacher-effects-based model (Danielson 
and McGreal, 2000, Stake, 2006) is compared to a traditional, objectives-based model 
(Tyler, 1940) using the same population over a single school year, while also using 
different evaluators for each model?  An answer to this question proved to be elusive.  
More dispersion of scores among the variables in both models was anticipated than was 
found.  While there is an un-generalizable, yet strong relationship (proportion=0.99, see 
Table 5 on page 55) for shared criteria between scores of “2” on Model A with scores of 
“3” on Model B Professional Practice and “2” on Model B Professional Responsibilities, 
there are an absence of data to indicate how the other possible scores in Model A (District 
Professional Evaluation Model) and Model B (RI Model) might relate.  Therefore, the 
proportion (0.99) discovered in this study is important to note, but loses some value 
because it is not generalizable, and there are no variable data that point to the existence of 
additional correlations for other potential variable scores between the two models.  The 
proportion indicates that for the population in this study (n=80), despite the additional 
time needed to implement Model B and the higher ordinal scaling afforded it, Model B  
did not meet its primary goal of better recognizing effective teaching than Model A.   
Despite the change in primary evaluators and the more clearly defined variables 
that exist in Model B compared to primary evaluators and variables in Model A, collected 
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data did not result in a substantial and anticipated dispersion of scores.  While department 
heads, as primary evaluators in Model A, were involved in Model B as secondary 
evaluators, it would seem from the data that their input was exactly that: secondary.  This 
is a reasonable conclusion because some teachers earned better scores on Model B 
aligned variables than their Model A counterparts, but the opposite did not occur.  The 
department heads’ demotion to secondary evaluators in Model B may have negatively led 
to data collection issues.  The reason is because administrators, as primary evaluators, 
may lack the pedagogical content knowledge (Shulman, 1988) that department heads 
assumedly possess.  It is conversely possible that the required evaluand-evaluator 
meetings and additional data utilized in Model B influenced the slightly improved scores 
compared to the few “unsatisfactory” scores (x  1.1 score per variable, 1.4 percent 
“unsatisfactory” scores) recorded for Model A.   
The abundance of “satisfactory” scores found in Model A, which might be 
attributable to (a) satisfactory teaching or (b) a lack of detail concerning how each 
variable is defined, is still exhibited as a strong proportion (0.99) for aligned variables 
with “proficient” and “meets expectations” in Model B despite the more clearly defined 
and richer definitions available to the evaluators in Model B.  Resultantly, two inferences 
for this unanticipated outcome are surmised: either (1) the additional definition enabled 
the school administrators to confirm in Model B what the department chairs found in 
Model A, the binding, established model; or (2) more adequate professional development 
is required for evaluators on utilization of Model B, the non-binding, first-year pilot, so 
that more dispersion can be identified and reported.  With Model B becoming “binding” 
in the 2012-2013 school year (Abbott, 2012), it would be worth studying how the 2011-
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2012 Model A scores compared to the 2012-2013 Model B scores to see if the “non-
binding” designation for Model B scores obtained in this study impacted the sample data.   
If the first inference in the previous paragraph is true, then it can be argued that 
there is measurable room for growth in evaluand abilities and the corresponding scores in 
Model B to a level which exceeds satisfaction, proficiency, or meeting expectations.  
Under this condition, Model B is poised to assist teachers to improve by providing 
feedback about what “exemplary” and “exceeding expectations” looks like compared to 
“satisfactory, proficient, or meeting expectations” (Darling-Hammond, 2009; Danielson 
and McGreal, 2000; Fink, 1995; Haefele, 1980).  If the second inference is true, 
additional and targeted professional development for both evaluators and evaluands 
should improve the data collection processes by enabling evaluators to more easily 
observe and identify the range of abilities which exist in their evaluands (Danielson and 
McGreal, 2000).  This statement is made under the assumption that Model B is presently 
designed and/or revised for the 2012-2013 school year to be sensitive enough to measure 
the evaluand differences, which the model is aimed to quantify above, at, and below the 
levels of satisfaction, proficiency, or meeting expectations.  Targeted professional 
development should make the range of abilities more recognizable to both evaluators and 
evaluands in Model B because of the existing, clearer, and richer definitions of the 
variables.  Improved evaluand demonstration and evaluator recognition would also better 
inform discussion in required meetings between evaluators and evaluand concerning 
Model B scores. 
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Context of Implementation 
Before placing the findings of this study into context with the literature on teacher 
effectiveness and evaluation, it is important to note that in late-August 2011, Hurricane 
Irene impacted the beginning stages of implementation of the pilot.  The implementation 
plan was to have three hours of professional development in this district on one morning 
in late-August, which was targeted to introduce teachers to Model B.  A follow-up hour 
of professional development in September at a faculty meeting was intended to reinforce 
that introduction.  Both sessions were introductory in nature and were intended to precede 
the beginning of the year conferences between evaluator and evaluand, which were 
scheduled to be completed by the end of October.  Announced observations were then 
scheduled to follow in November and early-December with mid-year conferences 
subsequently scheduled in December and in early-January 2012.  Due to the number of 
school days (four) that were rescheduled because of Hurricane Irene, and the subsequent 
decision to cancel the three-hour professional development session in late-August, the 
time schedule for Model B was later than the previously described schedule for the entire 
school year.  The combined introductory four hours of professional development were 
instead split into two, one-hour sessions, with one taking place in September and the 
other one in October.  This decision eliminated two, planned hours of introductory 
professional development.  Three hours of one-day professional development did occur 
as originally planned in mid-March, and more professional development was provided as 
a portion of each monthly faculty meeting throughout the school year.  Professional 
development of evaluators was largely unaffected because their professional development 
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did not need to be approved by the teachers’ union, which teacher professional 
development required.   
Due to the late start of the pilot, beginning-of-the-year conferences were 
rescheduled for late-November and early-December with announced observations 
occurring largely in late-December and January.  Mid-year conferences did not transpire 
until February and early-March, which placed the pilot approximately one month and a 
half behind schedule at that point.  This reality put inadvertent pressure on all parties to 
complete the rest of the process, i.e., three unannounced visits and end-of-the-year 
conferences between early-April and early-June instead of late-February to mid-April.  
The process was originally slated to be completed by mid-May, but in reality finished in 
mid-June.  It cannot be determined if this compacted schedule influenced the data; 
however, it may have impacted the evaluators and evaluands by not permitting the 
intended time to think and discuss, as well as to receive the intended amount of 
professional development and to implement those learned practices.        
Context of the Findings 
The influence of Stake’s (2006) responsive evaluation, as well as Danielson and 
McGreal’s (2000) Framework for Teaching model can be seen in Model B.  The premise 
of being able to utilize realistic objectives to frame an evaluation model around the 
discovery of the “effect” that a teacher has on students, while valuing input from all 
stakeholders and permitting time for reflection (Schon, 1987), has strong support 
(Darling-Hammond, Amrein-Beardsley, Haertel, and Rothstein, 2012).  Thirty-one 
objectives or variables in Model B are designed to enable the evaluator to collect data 
about each evaluand, and then make a summative judgment (Sadler, 1989; Scriven, 1967) 
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about whether the evaluand is effective or not.  Model B is also designed to offer 
formative feedback (Sadler, 1989; Scriven, 1967) to every evaluand after each 
observation and meeting.  Conversely, the influence of Tyler’s (1940) objective-focused 
model is obvious in the examination of Model A; it is designed to determine whether 
(satisfactory) or not (unsatisfactory) an evaluand has met each of the twenty-two 
objectives, as opposed to whether or not he/she is effective.  A summative judgment 
about effectiveness is typically withheld in Model A, although it can be offered in the 
evaluator’s remarks section, and subsequently embraced or rebuffed in the evaluatee’s (or 
evaluand’s) remarks section.  In Model A, formative feedback is inconsistent for both 
inter- and intra-department because it is not built into the evaluation model.   
Despite the description in the previous paragraph and the review of the literature 
in Chapter Two, which point to the obvious advantage Model B should possess over 
Model A in determining teacher effectiveness, the data in this study indicate similar 
findings for both Models A and B.  While the terminology is different for Model A 
versus Model B, e.g. satisfactory versus proficient and meets expectation, the result is 
similar: a strong relationship (proportion=0.99) exists for all shared variables between a 
“2” in Model A and a “3” and “2” in Model B Professional Practice and Responsibilities 
respectively.  Based on the higher ordinal scaling, which is afforded to Model B (Rhode 
Island model: Teacher guidebook), it was anticipated that a larger dispersion of scores 
would have been discovered; it was not.  The data actually reveal a “larger” dispersion of 
scores in Model A (x  98.6 percent satisfactory scores; x  1.4 percent for unsatisfactory 
scores).  The lack of variance suggests that Model B did not meet its primary goal of 
better recognizing effective teaching than Model A.   
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Evaluation can and should be utilized to assist teachers to become more effective 
at their practice.  Model B is designed to meet the State of Rhode Island’s Race to the 
Top funding requirement to encourage and reward effective teachers through evaluation.  
How teachers will be rewarded is not immediately clear because those who exceed 
proficiency or expectations are not rewarded as Danielson and McGreal (2000) suggest, 
and as is seen in districts like Coventry (Rhode Island), Cincinnati (Ohio), and Washoe 
County (Nevada) with semi-annual evaluations based on teacher ratings (Heneman, 
Milanowski, Kimball, and Odden, 2006; White, 2004).  Presently, there is no extrinsic 
motivation for a teacher being evaluated by Model B to exceed or meet proficiency or 
expectations.  Model B has the same rewards and ramifications system as Model A, 
which equates to no rewards; ramifications are extremely limited to teacher removal in 
only very severe cases.  According to Rhode Island Department of Education Deputy 
Commissioner Abbott (2012) through the Rhode Island (RI) Model, appropriate 
recognition and/or other incentives will need to be created by districts for teachers who 
are rated as highly effective, while evaluation ratings will also need to be factored into 
employment renewal, tenure, and dismissal decisions, especially for those who 
consistently demonstrate poor performance.  However, it would appear that no teacher 
represented in this study is in danger of poor performance based on the Model B data 
collected.  The message from the Rhode Island Department of Elementary and Secondary 
Education is clear that effective teaching is not presently being recognized statewide.  
Through the increased detail and richness of variables, Model B or the RI Model, is 
designed to better recognize effective teaching than traditional, objectives-based models, 
such as Model A or the District Professional Evaluation Model, while meeting the 
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requirements of Race to the Top funding.  The findings in this study do not indicate that 
effective teaching was better recognized in Model B; rather, they indicate that 
satisfactory, proficient, or effective teaching is recognized just as adeptly as it is in Model 
A.   
The most significant place that the RI Model differs from the Danielson and 
McGreal’s (2000) Framework for Teaching model is that teachers are not rewarded with 
semi-annual evaluations based on desirable ratings.  However, there is a second 
significant difference between the Framework for Teaching model and Model B, which 
the review of the literature suggests is an issue: novices and experts are not evaluated 
differently.   Danielson and McGreal (2000) write that there is often no distinction 
afforded to novices and experienced teachers in many evaluation systems.  The authors’ 
(2000) model is predicated on the assumption that all teachers should be able to perform 
at a certain skill level from the start, but that it is unrealistic to expect novice teachers to 
perform at the same level as peers with more experience; therefore evaluation systems 
should reflect that difference.  In Coventry, Rhode Island, for example, non-tenured and 
tenured teachers are treated differently.  Non-tenured teachers “are observed by their 
principal or department head at least twice annually, while tenured teachers are observed 
by their principal at least once” according to White (2004, p. 2); however, observations 
do not necessarily equate to evaluations.   
While Model A does treat non-tenured teachers differently with an increased 
number of observations during the year as compared to tenured teachers, i.e., four 
observations versus one observation, Model B does not treat them differently as 
Danielson and McGreal (2000) suggest.  The few “novice” or “non-tenured” teachers 
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(n 6) were grouped with the “experts,” “veteran,” or “tenured” teachers (n 74) in this 
study because the non-tenured group was too small to guarantee anonymity.  However, 
the findings in this study do not suggest that grouping non-tenured and tenured teachers 
together impacted the data positively or negatively.  The review of the literature suggests 
that ignoring the difference among novices and veterans will inhibit novices’ capacity to 
become adaptive experts (Hatano and Oura, 2003) who will have a greater effect on 
student learning.  Since Model B is designed to meet a Race to the Top funding 
requirement to encourage and reward effective teachers through evaluation, ignoring the 
difference between novice and expert abilities sets the model up to be less effective for 
two reasons.  First, the novices of today will become the experts of tomorrow when they 
receive the appropriate support.  An evaluation model that does not assist novices to 
become experts is making it more challenging for novices to become experts.  Second, 
the system is biased toward teachers with more experience, and resultantly the data is 
biased against novice teachers, who need additional support.  Some of the bias should be 
eliminated through the Rhode Island Department of Education Induction Program 
because it is designed to aid all Rhode Island first-year teachers in instructional practices 
and the use of student data in their classrooms.  However, the program is flawed because 
only first-year teachers are enrolled, and novices need more additional support than what 
can be given in one year to become experts (Berliner, 1992/2008). 
Preskill (2004) writes that the “learning process” of evaluation “should result in 
findings that are useful and used” (p. 345) by all stakeholders.  The amount of additional 
time and energy that is invested in Model B by the designers, evaluators, and evaluands is 
intended to result in findings that are useful and used by all stakeholders (Guba and 
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Lincoln, 1981), but that extra time does not appear to lead to better recognition of 
effective teaching than Model A, based on the sample data.  The findings in this study 
indicate that there are many teachers in the suburban school district who are meeting 
proficiency or expectations.  However, the intervention of common sense, and the 
analysis performed in Chapter Four, would lead to the assumption that not every teacher 
in this study (n=80) is precisely meeting expectations for every variable in Model B.  
There are likely some teachers that exceed, while others are approaching or are not 
meeting proficiency or expectations.  While an effective evaluation system identifies the 
ideal level of performance for teachers and provides them with the support to reach that 
level of performance, the findings in this study do not mean that Model B is effective or 
ineffective.  Further study will need to be conducted to draw a conclusion one way or 
another.  Time will need to pass, revisions will need to be made, and pitfalls, such as 
inconsistent professional development and a lack of rewards, will need to be avoided 
before a true picture of the value of Model B (RI Model) for all stakeholders is realized, 
and whether the additional time required evaluating teachers for the RI Model is worth 
the investment (Danielson and McGreal, 2000).   
The lack of dispersion of scores does not mean that Model B is ineffective.  
Rather, it reinforces the idea of having at least one pilot year to collect data about the 
process and the product of the evaluation, and subsequently make revisions.  This is 
opposed to evaluations in Tennessee and Delaware where pilot years were not employed 
(Butyrymowicz and Garland, 2012; Heitin, 2011), and decisions were made immediately 
about teacher effectiveness without the benefit of a pilot and successive revision.  Final 
revisions for the 2012-2013 version of the RI Model (The Rhode Island model guides and 
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forms, 2012) were made by the end of May 2012, which was prior to the Rhode Island 
Department of Elementary and Secondary Education receiving data on final evaluations, 
similar to data utilized in this study.  Howell (2012) writes that the school district “hasn’t 
operated the pilot for a full academic year and the critical component of teacher 
evaluations isn’t scheduled until the end of the academic year” (paragraph 5), which was 
in mid-June 2012.  Despite that reality, the revised RI Model will be implemented 
statewide during the 2012-2013 school year with evaluator training beginning in June 
2012, according to Rhode Island Department of Education Commissioner Gist (Howell, 
2012).  While the benevolent intention is to give teachers the summer vacation to review 
the revised RI Model objectives and rubrics, revisions were made on incomplete data and 
could result in similar findings in the 2012-2013 school year to what was discovered in 
this study. 
Value-Added Models 
 The concept of value-added models (VAMs), championed by Sanders (2006; 
Sanders and Horn, 1998), is intended to uncover a manner of easily measuring the effects 
of effective teaching.  In the review of the literature in Chapter Two, VAMs were found 
not to be effective models of evaluation on their own, especially for individual teachers, 
if they are effective at all (Stronge, Ward, and Grant, 2012; Darling-Hammond, Amrein-
Beardsley, Haertel, and Rothstein, 2012 ; Hanushek and Rivkin, 2010; Fuhrman, 2010).  
Model B contains a value-added component, i.e., student-learning objectives (SLOs), 
which was not factored into this study because there was no value-added component in 
Model A.  Model B was designed to employ realistic objectives to discover the “effect” 
that a teacher has on students.  In addition to the thirty-one objectives or variables 
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common to all evaluands, which guide the evaluator in collecting data about each 
evaluand, there are also two individualized SLOs per evaluand which factor into the 
evaluator’s summative judgment (Sadler, 1989; Scriven, 1967).  As written previously, 
summative judgments were also not factored into this study because Model A does not 
require them.  In Model B, each SLO and how to measure it is determined by the 
evaluand with input from the evaluator, so that the possibility exists that no two teachers 
have the same SLOs.  
Teachers in the New England Common Assessment Program (NECAP) sub-group 
(English Language Arts, mathematics, and science) have the option of including NECAP 
targets into their SLOs.  The Partnership for Assessment of Readiness for College and 
Careers (PARCC) assessments will replace the equivalent NECAP tests for English 
Language Arts and mathematics in the 2014-2015 school year, and could similarly be 
factored into the design of SLOs.  It is possible that NECAP or PARCC assessments 
might become a mandatory requirement of SLOs, but that determination has not yet been 
made.  Regardless of whether NECAP or PARCC assessments will be required to be part 
of specified teachers’ SLOs, value-added measures must be used with caution in making 
determinations about future rewards or ramifications.  Since the literature on VAMs 
suggests that regardless of design, VAMs are not effective on their own (Darling-
Hammond et al., 2012; Stronge, Ward, and Grant, 2012; Butrymowicz and Garland, 
2012), the design of the RI Model to include SLOs as a portion of a teacher evaluation, 
and not as the entire evaluation, is in line with the literature review in Chapter Two of the 
need for triangulating a teacher effectiveness rating.  Each year, decisions about the 
design of, implementation of, and formula for inclusion of SLOs will be made.  As those 
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decisions are made, the reality discovered in this literature review about VAMs needs to 
be kept in mind.  Follow-up research that examines the impact of SLOs in determining 
teacher effectiveness will be needed to properly inform those decisions. 
Accountability 
Lessinger (1976) writes that “educators can no longer ‘make due’ (sic) with the 
limited concept of evaluation … (they) need to supplement the conventional concept with 
the related twin concepts of quality control and quality assurance” (p. 503).  The cry for 
quality control and assurance is pervasive in the world of education today.  Las Vegas, 
New York City, Los Angeles, Denver, and Miami (Takahashi, 2012, February 24) are 
examples of cities attempting to ensure accountability for the public through teacher 
evaluation.  But to accurately ensure quality, there has to be an element of professional 
growth in any evaluation system to enable teachers to become more effective.  Danielson 
and McGreal (2000) wrote about the important balance between professional 
development and quality assurance in the design and implementation of any evaluation 
tool.   
The 2011-2012 RI Model evaluation system (Model B) considered both 
professional development and quality assurance along with “three central components:  
Professional Practice, Professional Responsibilities, and Student Learning” (p. 9); 
although the planned professional development was affected by Hurricane Irene, as 
previously addressed in this chapter.  In Chapter Three (Methodology) it was written that 
the gathered data would permit inferences about whether there is indeed a balance or if 
there is a trend toward professional growth or quality assurance.  Based on the large 
proportion (0.99) of aligned variables between Models A and B discovered in the data, it 
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can be inferred that either:  (1) Model B is poised to assist teachers to improve by 
providing feedback about what “exemplary” and “exceeding expectations” look like 
compared to “satisfactory, proficient, or meeting expectations,” which the data suggest 
most teachers are doing; or (2) additional and targeted professional development for both 
evaluators and evaluands is needed improve the data collection processes by enabling 
evaluators to more easily see and identify the range of abilities which actually exists in 
their evaluands.  Either way, the findings in this study do not prove whether an 
appropriate balance between professional development and quality assurance exists in the 
RI Model.  However, there were four decisions that would hint that there is a slanting 
toward attempting to assure quality and accountability at the expense of thorough 
professional development.  First was the reduction in the amount of professional 
development in the wake of Hurricane Irene.  Second was finalizing the 2012-2013 RI 
Model without collecting all the 2012-2013 data and feedback (Howell, 2012).  Third 
was proceeding with full implementation of the revised RI Model, or district-designed 
equivalent, statewide during the 2012-2013 school year (Abbott, 2012) despite cautions 
from school district administrators and teachers (Howell, 2012).  Fourth was tying RI 
Model evaluation ratings to teacher certification beginning on August 31, 2017 (Rhode 
Island Department of Elementary and Secondary Education, 2012).  
National Board for Professional Teaching Standards Certification 
Assuming that a greater dispersion of scores is discovered in a future study of RI 
Model data, it would prove interesting to compare summative, criterion, and SLO scores 
from teachers that possess National Board for Professional Teaching Standards (NBPTS) 
Certification to those that do not.  Interestingly, Smith and Strahan (2004) defined 
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“expert teachers” as those that had received NBPTS Certification.  Such a study would be 
targeted to determine how strongly NBPTS Certification correlates to ratings of 
“exceeding proficiency or expectations” in the RI Model.  Darling-Hammond Amrein-
Beardsley, Haertel, and Rothstein’s (2012) review of the VAM literature lauded the 
process that is followed by teachers to earn NBPTS Certification.  “Standards-based 
evaluation processes,” such as National Board Certification, “have also been found to be 
predictive of student learning gains and productive for teacher learning” (p. 14).  An 
examination using NBPTS Certification could validate future RI Model ratings if it is 
discovered that exceeding proficiency or expectations is strongly correlated to NBPTS 
Certification.  If such a correlation is not discovered, it could inform future revisions of 
the RI Model. 
Culminating Judgments 
Because more dispersion of scores among the variables in both Models A and B 
was anticipated than was found when the data were collected (n=80), no definitive 
answer can be drawn about the central question:  Where are the consistency and 
differentiation among criteria used to measure teacher effectiveness ratings when a 21
st
 
century, Race to the Top driven-, standards-, and teacher-effects-based model (Danielson 
and McGreal, 2000, Stake, 2006) is compared to a traditional, objectives-based model 
(Tyler, 1940) using the same population over a single school year, while also using 
different evaluators for each model?  The strong relationship (proportion=0.99) for 
shared criteria between scores of “2” on Model A with scores of “3” on Model B 
Professional Practice and “2” on Model B Professional Responsibilities is important.  
However, the discovered proportion cannot be generalized to a larger population through 
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non-parametric statistics, e.g. Mann-Whitney U Tests, Cramer’s V coefficients, and 
Cohen’s kappa correlations (see Chapter 4), due to the small variability in Model A and 
no variability in Model B.  The “what if” findings in Chapter 4 suggest that any variance 
in Model B scores would result in statistically significant conclusions about 
generalizability of agreement.  However, no variance actually exists in Model B data.  
Therefore, it is concluded for the population in this study (n=80), despite the additional 
time afforded to implement Model B and its higher ordinal scaling, that the existence of a 
strong relationship (proportion=0.99) between certain scores indicates that Model B did 
not meet its primary goal of better recognizing effective teaching than the Model A.  
Further study is needed to see if variance exists for Model B/RI Model data in a larger 
population and/or for a different school year.   
However, two important contrasting inferences can be drawn from the review of 
the literature and the findings in this study.  First, the higher ordinal scaling of the criteria 
in the 21
st
 century, Race to the Top driven, standards- and teacher-effects-based model 
(Model B/RI Model) enabled the school administrators to confirm what the department 
chairs reported in the lower ordinal scaling of the traditional, objectives-based model 
(Model A/District Professional Evaluation Model).  If so, Model B is poised to assist 
teachers to improve by providing feedback about what “exemplary” and “exceeding 
expectations” look like compared to “satisfactory, proficient, or meeting expectations.”  
Second, more adequate professional development is required for evaluators on utilization 
of the higher ordinal scaling of Model B.  This is so that more dispersion of scores can be 
identified and reported. In turn, more dispersion of scores will theoretically better inform 
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future decisions about retention, tenure, certification, performance-based pay, or other 
rewards and ramifications.   
Future study is needed to determine which of the two inferences is more valid.  
Such study can and should inform decisions about future revisions to the RI Model which 
is designed to be successful by requiring additional and targeted professional 
development (Abbott, 2012), while efficiently and accurately measuring teacher 
effectiveness, meeting the requirements of Race to the Top funding, and assuring the 
public of improved teacher quality.    
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