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A B S T R A C T
Logic regression (LR), not to be confused with logistic regression, is a well-known alternative tree-based method
and powerful statistical learning technique that can be used to classify a binary response using Boolean com-
binations of binary predictors. In our case, given the binary states of the components of a network and its
corresponding operating or failed status, LR can quantify the importance of the interactions of components
according to their predictive capabilities (strength for classification). Meaning that, unlike traditional ap-
proaches in the reliability field, a completely different assumption is used. This paper shows the application of
logic regression in six networks. Each example is characterized by a matrix representing the status of each
component and a vector showing the corresponding network status. These data are analytically derived or using
simulation procedures. The results show that LR could be considered as an additional assessment tool, where the
most important effects (single or interactions) of components emerge naturally as a result of an optimization
problem. As a byproduct, LR is also able to detect possible minimal cut/path sets.
1. Introduction
Importance measures provide information on the critical compo-
nents in a system. For networks, many indexes have been proposed to
perform such evaluation. In general, these measures require knowledge
of the network topology (e.g., centrality measures [1]), and in some
cases, information on specific characteristics of the components (e.g.,
link capacity for flow-based proxy measures, such as betweenness [2]).
In the reliability area, importance measures consider three different
classes (reliability, lifetime, and structure) as well as how the system
performance is modeled (e.g., a continuity criterion or a max-flow re-
quirement among two selected nodes). For instance, Kuo and Zhu [3]
present a complete classification of such measures. Besides, these
measures have been defined for either individual components or groups
of selected components. In this last case, such measures quantitatively
assess the specified interaction of components.
In terms of applications, the literature has shown that different
importance measures could produce different importance values of
components [3,4], since they are based on different assumptions. For
example, the B-structure index [3] takes into account where a compo-
nent is located, while the criticality index [3] also considers the relia-
bility of each component.
Typically, all the approaches studied for assessing the importance of
components in the reliability area are based on the knowledge of the
structure-function (SF) or the reliability function of the system [3]. In
some instances, analytical expressions are available or approximated
expressions are derived (meta-models), mainly through machine
learning (ML) methods [5,6,7,8]. It is also possible to use Monte Carlo
simulation to numerically quantify importance measures by assessing
the reliability of the system under specific conditions (for example,
some importance measures require the evaluation of the reliability of
the system when selected components are functioning or failed). Con-
sequently, different measures described in the literature are analytically
evaluated or numerically approximated, or depend on the type of meta-
model derived. For example, in a support vector machine (SVM) [6]
model, only a numerical approximation is possible, while in a Decision
Trees (DT) [7] model both evaluations are possible.
In this paper, each component, as well as the system status, are
modeled by Boolean or binary variables, representing their operating or
failed status. As a novel approach in the reliability field, the importance
of components is assessed using Logic Regression (LR). Logic regression,
developed by Ruczinski et al. [9], is a flexible method of regression able
to model complex interactions between Boolean explanatory variables
and binary outputs. In this case, the “quality of the fitted models” is
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determined by the respective objective functions of the regression class
(e.g., misclassification error) [10].
The basic idea behind LR is the following: a set of given different
states of the system (defined by the states of the components) and their
corresponding system conditions (operating or failed) is examined to
assess whether a proposed model (based on logical expressions AND/
OR of the state of components) can be used to adequately mimic the
system behavior. Note that this procedure is quite similar to other ap-
proaches used in the reliability context to derive approximated models
using ML techniques, such as neural networks (NN) [11], SVM [6], DT
[12], and Logic Learning Machine (LLM) [13], among others. Although
many of the ML-based approaches allow computing the importance of
individual variables, they do not directly quantify the importance of
combinations of variables (that is, interactions) [14,15].
For example, in the DT approach [7,12], trees allow showing in-
teractions since each path corresponds to a sequence of values asso-
ciated with the predictor variables, which indicates the possible inter-
actions between them. However, the initial selection of the most
important variable (that is, its main effect) determines the main effects
of the rest of the predictive variables, which can cause pure interactions
to be lost [16,17].
LR has been successfully used in the study of interactions between
single nucleotide polymorphisms (SNPs) for understanding the genetic
causes of complex diseases [18]. In this case, no-model is available and,
based on a large set of SNP measurements LR is used to derive an
analytical model. This model is built on combinations of SNPs that
increase the risk of developing a disease as well as quantifying the
importance of these interactions [18].
The approach to be used in this paper could be considered as an
additional assessment tool, where the most important effects (main or
interactions) emerge naturally as a result of an optimization problem.
Considering that LR has not been used in the reliability area, the aim of
this paper is to show the application of LR in systems modeled as net-
works, assess the importance of key components/interactions, as well
as, pinpoint the advantages of such assessment.
The paper is organized as follows: Section 2 introduces LR, while
Section 3 describes the applications performed. Finally, Section 4
contains the conclusions.
2. Logic regression
Let X1, …, Xk be binary variables (representing the state of each
component), and Y be a response variable (representing the state of the
system). As mentioned earlier, "Logic regression is an adaptive dis-
crimination and regression procedure that employs Boolean combina-
tions of logic variables as predictors" [10] such as the state of each
component. These predictors could be combined using the logical op-
erators ∧ (AND) and ∨ (OR) to derive additional logical expressions
such as L = (x1 ∧ x3) ∨ x2. The term x1 ∧ x3 represents the interaction
between variables x1 and x3. Also, the operator ! is used to perform the
logical NOT operation. For example, if A denotes the occurrence of an
event, !A corresponds to the absence of the event [19]. (Note that the
use of the operator ! could be used to model non-coherent systems [3]).
In our case, if LR uses a logical expression L, then a system state will be
classified as operational if L is true and otherwise as failed.
In LR, each logical expression is modeled by a logical tree. Fig. 1
shows an example of a logical tree of size one and three leaves [19]. The
tree is evaluated using a bottom-up approach. In this case, the logical
result is given by A ∧ (B ∨ C).
The trees can also be expressed using the disjunctive normal form
(DNF), which allows a useful representation of the interactions [18].
For example, the DNF is L = A ∧ (B ∨ C) = (A ∧ B) ∨ (A ∧ C), and, L
comprises two prime implicants, (A ∧ B) and (A ∧ C) [19].
Several logical expressions Lt, t = 1,. . ., T, can be defined using a
generalized linear model [9] g(E(Y)) = β0 + β1L1 + ∙ ∙ ∙ + βTLT, where
g(▪) is a link function relating the response variable and related
covariates, T is the number of Boolean expressions in the model, βi,
i= 0,…, T are the regression parameters, and Li is a Boolean expression
of the binary predictors Xjs (The value of T is determined automatically
by the procedure (see examples); however, algorithms could define a
maximum possible value). The link function can be a linear regression
for continuous outcomes or, as in our binary problem, a logit function
[20] (See appendix A for additional details).
Different combinations of logical trees must be defined and assessed
to obtain the best logical regression model. Since it could be impossible
to perform a thorough evaluation of all the different logical trees, au-
thors suggested different probabilistic search algorithms [20] (e.g., si-
mulated annealing [21] or genetic programming [22]).
For example, simulated annealing [21] select a random initial L and
modifies the structure of the current L by selecting a set of six opera-
tions (or “moves”) [10]. For example: a variable or its complement is
replaced by another variable; an OR is replaced by an AND, or vice
versa; or a branch is removed from the tree. These “moves” generate
new logic trees that are assessed by an objective function (i.e., the
misclassification rate in our problem). Details of this approach could be
found in [9,10]). An example of a final model is shown in Fig. 2 [18].
The DNF of the logic regression tree model displayed in Fig. 2 is
given by L = A ∧ !B ∨ C ∧ !E ∨ D ∧ !E. This logic expression consists of
three predictor interactions A ∧ !B, C ∧ !E, and D ∧ !E, and it is true if at
least one of these conjunctions is true. To avoid redundancy, the DNF
should consist only of prime implicants (PI) [18].
Fig. 1. Example of a logic regression tree: 1 tree and 3 leaves [19].
Fig. 2. Example of a final logic regression tree model L=
(A∧!B)∨(C∧!E)∨(D∧!E) [18].
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It is important to note that the original LR algorithm proposed by
Ruczinski et al. [9], converges to a single model. This represents an
important disadvantage since having a single model makes that small
changes in the data could produce “highly varied interpretations” [23].
An alternative to solve the problem of instability is the use of en-
semble methods, such as bagging [24], boosting [25], and random
forests [26]. These methods rely on the simultaneous analysis on sev-
eral sets of trees instead of a single tree. Different approaches have been
proposed and are currently implemented in R, such as Monte Carlo
Logic [27], Logic Feature Selection (logicFS) [18], LForest [28],
LBoosting [29]. The use of several sets of trees also allows quantitative
evaluations of the importance of variables as well as of interactions.
For example, in logicFS (the procedure used in Section 4 to illustrate
LR), “logic regression is applied to several bootstrap samples drawn
from the data” [18]. The procedure is based on:
1) Draw a bootstrap sample of size n from the n observations of the
given data set.
2) Construct a logic regression model based on the bootstrap sample.
3) Convert each of the logic expressions into a DNF consisting of prime
implicants.
4) Repeat steps 1) –3) B times.
Note that in step 2) an LR model is built based on a bootstrap
sample. This fact allows that the data not belonging to the bootstrap
samples (i.e., the out-of-bag (oob) observations) are used to assess the
importance of the prime implicants [18].
The importance of a prime implicant P (a variable or an interaction)
VIMsingle is computed by comparing the performance of the model (the
number of oob observations correctly classified) when P is included in
the model or not [18]:
= + +VIM 1
B






“where Lb is the set of prime implicants identified in the bth iteration of
logicFS with b = 1, . . ., B; Nb is the number of oob observations in the
bth iteration that are correctly classified by the logic regression model
constructed in the bth iteration; and +N /Nb b is the number of oob ob-
servations correctly classified by the bth model after P has been removed
from / added to the model” [18].
A large value implies high importance while a value near zero in-
dicates that the term analyzed has no importance for the classification.
As mentioned in [19] “A prime implicant showing negative importance
is obstructive for a good classification since the number of mis-
classifications will increase if this interaction is added to the model.”
The importance measure just defined depends on the size of the data
set. Therefore a normalization using its standard error could be used
[19].
3. Applications
In this section, six examples of networks are analyzed using the LR
approach. LogicFS is the R procedure selected among the im-
plementation of LR. Comparison with other procedures (such as Monte
Carlo Logic [27], LForest [28], LBoosting [29]) are part of future works.
In all of the examples, the procedure logicFS [18] is used with the
following parameters: B = 200, annealing_control (start temperature,
end temperature, number of iteration) = (2,−2, 2000). The selection
of the parameters for logicFS, according to Ruczinski et al. [9], involves
some trial and error, “since in practice the cooling scheme depends on
the data we are analyzing”. The decision for selecting the number of
bootstrap and annealing parameters is also based on CPU time re-
quirements. For example, the ratio between performing 20,000 an-
nealing iterations vs 2000, is approximately 10 times, for the first
example (Section 3.1). The format output of logicFS is maintained in
this paper (i.e., the operator ! is used to show the logical NOT opera-
tion).
As previously mentioned, the main goal of this paper is the assess-
ment of the importance of interactions among components, a char-
acteristic that many of the ML-based approaches used in the reliability
field do not quantify. For this reason, no comparison in terms of the
“best technique” is evaluated.
Since every run (that is, a complete bootstrap evaluation, as de-
scribed in Section 2) starts with a random initialization, 20 independent
runs are performed to cope with the probabilistic nature of the solution.
The importance VIMsingle of components/interactions are compared
through their estimated cumulative distribution function (CDF) (based
on 20 samples), using both the approach presented in [30] and a
multicriteria method (TOPSIS) for ranking.
Basically, each CDF is an “alternative” while the selected 20 per-
centiles are used as the “set of criteria”. The multicriteria approach
considers the effect of each attribute (equal weights) and produces a
unique score in [0,1] for each CDF, representing its aggregated value.
Scores are ranked in increasing order, i.e., a score of 1 means the “best”
CDF. The evaluation of alternatives based on multiple criteria is per-
formed using the R package TOPSIS. Of course, any multicriteria
method could be used or a different number of independent runs or
percentiles could be selected.. Note that since no comparison is made
among systems, importance measures are not normalized.
As it is customary in assessments of this type, simulated examples
are used to derive the results from LR and compare with the main
characteristic of the cases studied. To this aim, we examine the results
of two possible real situations. First, a known SF is used and the ca-
pacity of the LR for detecting the corresponding structure is assessed, as
well as the importance of the components/interactions, using the fol-
lowing examples: 1) The first example is related to the classical five-
component bridge system; 2) The second example illustrates a 10-
component system with a known hypothetical SF; 3) The third example,
modeled through a set of known minimal cuts, corresponds to an
electrical power system with a performance function that considers the
generation and load in the system (i.e., the performance function con-
sider the topology of the network as well as the capacitated char-
acteristic of the link, generations and loads); 4) The fourth example is
related to a non-coherent system with a known SF (as mentioned in [4],
non-coherent systems pose additional theoretical issues when im-
portance measures need to be evaluated); and 5) The fifth example
analyzes a 65-component system with a known hypothetical SF.
Second, an unknown SF is analyzed. For this reason, the last ex-
ample is based on a 21-components network, used in several publica-
tions [8,31,36]. In this case, only random samples of the system state
are available. In addition, the system analyzed is a capacitated network,
whose performance is assessed through a max-flow model [32], using
the igraph library in the R environment (the procedure is able to con-
sider both directed and undirected links with no additional network
transformation by the user).
In all examples, we included the CPU time as reported by the
command Sys.time() in the R environment (ΔSys.time() = time dif-
ference between the TOPSIS evaluation and the reading of the data set.
CPU time are based on an Intel CORE i5, running Windows 10).
3.1. Cut-sets in a network
Fig. 3 shows a reliability block diagram of a network with five
components. It is easy to show that, under the continuity criterion as
performance function, there are four minimum cut-sets: C1=(1,2), C2
=(4,5), C3=(1,3,5) and C4=(2,3,4).
To illustrate the LR approach, consider Table 1. This table shows the
25=32 possible states of the system (0 => failed) (the Table is built
using the R function expand.grid(replicate(m,0:1,simplify = FALSE)),
where m = 5 is the number of components). The first 16 rows
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correspond to failed states of the system while the rest correspond to
operating states. For example, in the state 1, components 1, 2 and 3 are
not-operating, components 4 and 5 are operating and the system is
failed (i.e., Xi=1 means component i is operating).
Fig. 4 shows the results of two independent runs of logicFS: in the x-
axis is reported the importance value of the components VIMsingle, while
y-axis shows the interactions devised. As previously indicated, no
normalization of importance values is performed. For example, in
Fig. 4a, the two more important interactions are !X1 & !X2 (that is, both
x1 AND x2 failed) and !X4 & !X5, while in Fig. 4b the ranking for these
two interactions is reversed.
For this reason, logicFS is evaluated 20 times, and the estimated
CDF of the importance values of each interaction is compared. Fig. 5
shows the estimated CDF of the interactions derived by logicFS for this
example. The legends of the CDFs have been suppressed to clearly show
their behavior. For the following discussion, it is irrelevant to know
which curve corresponds to which interaction.
Each plot represents the approximated CDF of the importance
VIMsingle for a specific interaction. Note that there are two CDF at the
right-side that are far apart of the rest and represent the most important
interactions. However, these two curves intersect, meaning that no one
CDF statistically dominates the other. A similar situation could be seen
for the rest of the curves on the left side of the graph.
Fig. 6 shows the CDFs of the first four more important interactions
(according to the TOPSIS evaluation). For example, the CDF labeled as
!4&!5 means that components 4 AND 5 are both failed. In this graph,
the interactions are shown in order of importance (from right to left).
The ranking is derived using the multicriteria approach described early
(ΔSys.time()=23 s).
For example, the most important interactions (group shown on the
right side) correspond to the two second order minimal cuts C1 and C2,
followed by the two third order cuts (group shown on the left side) C3
and C4, previously defined. The CDFs in each of the groups are almost
identical. Indeed, the multicriteria comparison based on the percentiles
of the CDF shows the following scores for each minimal cut-set:
Score_C1=0.99, Score_C2=0.98, Score_C3=0.26 and Score_C4=0.26.
So, in terms of dominance, the importance could be approximated as
2 ≈ 1≻ 3 ≈ 4, that is, C1 and C2 are the most equally important (≈)
and dominate (≻) C3≈C4. It is important to mention that the rest of
interactions detected by logicFS (shown in Fig. 5) have a low score in
the multicriteria evaluation. For example, the interaction (1 & 4 & !5) is
ranked in the fifth position with a score of 0.09. Note that, in general,
the plots of the CDF show a qualitative behavior of the important in-
teractions. In our proposal, the score of the multicriteria procedure
represents the only quantitative criterion for ranking the importance of
components/interactions.
If the system output is interchanged, that is every failed state is
replaced by an operating state, the most important interactions derived
by logicFS correspond to the minimal paths. Fig. 7 shows the CDFs
corresponding to this case. For example, the CDF labeled as 1&4 means
component 1 AND component 4, are both operating.
Note that second-order paths are more important that third-order
path (in this case, the multicriteria scores are: Score for path (1,4)=
1.00; Score for path (2,5)= 0.97; Score for path (1,3,5)= 0.26 and
Score for path (2,3,4)=0.26).
This result shows that, for this example, LR is able to automatically
derive both the set of min-paths as well as the set of min-cuts. The
importance values of second-order cuts/paths are practically equal. The
same behavior is observed in the case of the third-order interactions.
It is important to realize that the values of the importance of the
interactions derived, do not consider the reliability of the components,
and therefore, must be considered as importance measures based on the
topology of the network and the performance function of the system.
The comparison of a different IM vs classical IM poses a philoso-
phical conflict since different IMs assess different aspects of the im-
portance that is quantified as well as the correct application for the
proposed goal. In the end, the ranking of components could be equal or
different, but their likeness or resemblance always depends on whether
the IMs are mathematically equivalents.
A keen reader would also detect that, from an empirical point of
view, the comparison with any other IM poses another dichotomy. As it
is well known, the IM assessment is based on a priori knowledge of min
cutsets of the considered system (or the SF). If LR can detect the min-
cuts of a system, then any IM could be assessed directly from the de-
finition (Note that the classification of an “interaction” as a mincut is a
simple deterministic procedure). On the other side, if the set of min-cuts
is not known, the IM could not be assessed.
Even if IM measures could be calculated only for components, our
approach, as previously mentioned, automatically determines the set of
the most important “interactions”. For example, in cases 3.4 to 3.6, the
most important results correspond to the interaction of components
(i.e., single components are not ranked among the most important).
Appendix B shows the comparison between the ranking derived by
LR and using The Joint Reliability Importance (JRI) [3,37] for this
example. In this case, the importance rankings obtained with our ap-
proach seems more consistent with the a priori theoretical results than
the JRI values.
Fig. 3. A five-component network.
Table 1
Failed states associated to Fig. 3.
State x1 x2 x3 x4 x5 System Operating (=1)/Failed (=0)
1 0 0 0 1 1 0
2 0 0 0 0 0 0
3 0 0 0 1 0 0
4 0 0 0 0 1 0
5 0 0 1 1 1 0
6 0 0 1 0 0 0
7 0 0 1 1 0 0
8 0 0 1 0 1 0
9 0 1 0 0 0 0
10 0 1 0 1 0 0
11 0 1 1 0 0 0
12 1 0 0 0 0 0
13 1 0 0 0 1 0
14 1 0 1 0 0 0
15 1 1 0 0 0 0
16 1 1 1 0 0 0
17 0 1 0 1 1 1
18 0 1 0 0 1 1
19 0 1 1 1 1 1
20 0 1 1 1 0 1
21 0 1 1 0 1 1
22 1 0 0 1 1 1
23 1 0 0 1 0 1
24 1 0 1 1 1 1
25 1 0 1 0 1 1
26 1 0 1 1 0 1
27 1 1 0 1 1 1
28 1 1 0 1 0 1
29 1 1 0 0 1 1
30 1 1 1 1 1 1
31 1 1 1 1 0 1
32 1 1 1 0 1 1
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3.2. Simulation study
The second example corresponds to a hypothetical 10 independent
binary components, and a system status generated using only four min-
cuts: (2), (3), (4,9), and (4,5,6). This means that the components not
belonging to any of the minimal cut-sets do not affect the system status,
and therefore, they should be considered as non-important.
The system states consist of 210 possible combinations. As in the
previous example, the system states are generated using the R function
expand.grid(replicate(m,0:1,simplify = FALSE)),with m = 10. The status
of the system is generated by evaluating each of the 1024 states for the
given set of min-cuts. In this example, Xi=1 means component i is not-
operating.
Fig. 8 shows the result derived for a single run of logicFS. Compo-
nents 2 and 3 appear as the most important single components (these
components are first-order minimal cuts), with almost similar
importance values. As expected, the ranking is completed by the second
order minimal cut-set (4,9), followed by the third minimal cut-set
(4,5,6). In the fifth position, logicFS detect the interaction (4,5,6,8)
corresponding to a cut-set, even if it is not a minimum cut. However,
the importance of this interaction is almost zero, meaning that the in-
teraction is indeed, not important. The rest of the interactions have
values of importance negative and, as previously mentioned, are con-
sidered non-important interactions [19].
Fig. 9 shows the CDF of each on the interactions derived by logicFS,
after 20 independent runs. Note that the CDF for the importance of
components 2 and 3 (shown in the right side) are almost equal (in this
case, the multicriteria scores are: Score for min-cut (2)= 0.99; Score for
min-cut(3) = 0.99; Score for min-cut (4,9)= 0.26 and Score for min-cut
(4,5,6)=0.07; Score for cut(4,5,6,8)=0.001) (ΔSys.time()=106 s).
This example shows that logicFS is able to detect the terms used to
define the hypothetical SF. The rest of the interactions detected are
Fig. 4. Results of two independent runs of logicFS.
Fig. 5. Estimated CDFs of the interactions derived by logicFS. Legends are omitted for clarity.
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correctly labeled as non-important, and no one of the components not
belonging to the predefined cut-sets participates in the set of important
interactions.
3.3. Power system
Consider the electric power system shown in Fig. 10 [33]. The
system fails when a set of lines fails such that the remaining network
has insufficient capacity to supply the total load of 25 MW. Under this
assumption, the following set of minimal cuts, up to the 4th order, is
derived by [33]:
(2), (3), (4,9), (5,7), (5,9), (9,10), (4,5,6), (4,8,10), (5,6,8), (5,6,10),
(6,8,9), (4,6,7,10)
(Note: A detailed analysis of the system shows that the list of min-
cuts proposed by Anders is not complete since, at least three second-
order minimal cuts are missing: (1,7), (1,8) and (1,9). However, these
cuts are no considered in this example).
The system states consist of 210 possible states. As in the previous
example, the system states are generated using the R functions ex-
pand.grid(replicate(m,0:1,simplify = FALSE)),with m= 10. The status of
the system is generated by evaluating each of the 1024 states using a
max-flow algorithm, implemented in the R package igraph. For ex-
ample, the system state with x2 failed and the rest of components op-
erating, produce a total flow of 20 MW that is, a failed system state. In
this example, Xi=1 means component i is not-operating.
Table 2 shows the components/interactions detected by of logicFS,
arranged in decreasing score magnitude (i.e., after the TOPSIS proce-
dure). In this table: cells in bold correspond to real min-cuts, cells
highlighted correspond to cut terms and cells in italics correspond to
single components (no first-order cuts). Note that logicFS can again
detect components/interactions that correspond to the set of all the
minimal cuts.
The results also show that specific single components, such as 5 or 9
(which are not first- order cuts), are listed as important components,
Fig. 6. The CDFs of the first four important interactions: on the right-side, the
first two most important second order min-cuts.
Fig. 7. The CDFs of the first four important interactions corresponding to min-paths: on the right-side, the first two most important interaction.
Fig. 8. Results of a single run of logicFS.
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mainly, since these components belong to several minimum cut-sets.
For example, component 9, listed in the third position of importance,
belongs to three second-order min-cuts (ranked in positions 9,10 and
23), and to one third-order min-cut (ranked in position 25). Component
5, listed in the fourth position, belongs to two second-order min-cut
(ranked in positions 4 and 23) and three third-order min-cuts (in po-
sitions 27, 30 and 31). These rankings for component 9 and 5 are in
concordance with the concepts of structure importance measures, “which
measures the relative importance of various components with respect to
their positions” in the system [3]. In particular, the structure im-
portance measure proposed by Butler [34] compares the importance of
components in cut-sets, using both a list of minimal cut-sets and a
lexicographic order.
This example shows that logicFS can assess the importance of
Fig. 9. The CDFs of the first four important interactions corresponding: on the
right-side, the CDFs for component 2 and 3.
Fig. 10. An electric power system [33].
Table 2
Components/interactions detected by logicFS (arranged in decreasing score
magnitude, left to right, by row).
3 2 9 5
5,7 4,8,10 5,6 4,10
9,10 4,9 4,6,10 4,7,10
4,6,7,10 1,4,10 !1,4,10 4,!6,8,10
!1,4,8,10 1,4,8,10 4,7,8,10 8,9
6,9 1,4,7,10 5,9 !1,4,7,10
6,8,9 1,4,6,10 5,6,10 6,9,10
8,9,10 4,5,6 5,6,8
Fig. 11. Estimated CDFs of the interactions derived by logicFS. Legends are
omitted for clarity.
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components/interactions, and the list of the interaction detected could
also correspond to min-cuts. However, it is important to mention that
the main objective of LR is the detection of important interactions.
Fig. 11 shows the estimated CDFs of all the interactions derived for
this example, while Fig. 12 shows the first six best CDFs. Note that the
curves in Fig. 12 show the qualitatively results of LR. It is evident that
the importance associated with components 3 and 2 are almost iden-
tical (Score for min-cut (3)= 0.99; Score for min-cut (2) = 0.99).
Component 9 appears clearly in the third position (shown in the center
of the graph and Score for component (9) = 0.57) while the rest of
CDFs have low importance (Score for component (5)= 0.26; Score for
min-cut (5,7)=0.11 and Score min-cut (4,8,10)=0.10) (ΔSys.time()
=113 s).
This example clearly shows that the primary goal of the approach
based on LR is the detection of important components/interactions.
Please note that it is possible that there are important single compo-
nents that are not first-order cuts.
Appendix B shows the comparison between the ranking derived by
LR and using JRI for this example. In this case, the importance rankings
derived with our approach are highly concordant with the IM quanti-
fied by JRI (rankings correlation = 0.86).
3.4. Application to a leak-protection system (Non-Coherent-System)
This example shows the results of applying LR to a non-coherent
system. The system corresponds to a leak protection system (Fig. 13)
discussed in [35]: “The system is designed to protect against an ignition
following a gas release; hence the system is in a failed state if a gas leak
occurs and an ignition results”. Six main events are identified [35]:
1) Leaking Flange(LF);
2) Leaking Pipe (LP)
3) Valve Works (IV)
4) Controller Works (C)
5) Ignition Source Occurs (II) and
6) Pressure Relief Valve fails (PRV)
Beeson and Andrews [35] shows that the system can be modeled by
the following eight prime-implicant sets of the system: {LP,!IV,!C,PRV},
{LP,IV,II}, {LF,C,II}, {LF,IV,II}, {LF,C,II}, {LF,!IV,!C, PRV},{LP,II,PRV},
and {LF, II,PRV} where:
!IV=Valve Fails; !C]Controler fails.
The 26 system states derived from the R functions expand.grid(re-
plicate(m,0:1,simplify = FALSE)), with m = 6, are evaluated using the
eight prime-implicant set. LogicFS detects 38 possible interactions, in-
cluding the eight prime-implicant sets. Table 3 shows the interactions,
arranged in decreasing importance magnitude, left to right, by row
(prime-implicant are highlighted in bold). Fig. 14 shows the CDFs of the
six more important interactions considering the score from TOPSIS
(1.00, 0.55, 0.54, 0.50, 0.48, 0.45, respectively). Note that the CDF of
the interaction (LP&II) clearly dominates the rest of CDFs (ΔSys.time()
=34 s).
As in the previous examples, logicFS is able to extract the terms that
define the known SF.
Fig. 12. The CDFs of the first six important interactions corresponding: on the
right-side, the CDFs for component 2 and 3, middle for component 9.
Fig. 13. Leak protection system [35].
Table 3
Possible interactions detected by logicFS (cells in bold represent prime-im-
plicants).
LP-II LF-IV-II LF-!IV-!C-PRV LP-!IV-!C-PRV
LF-II LF-II-PRV LP-C-II LP-IV-II
!IV-!C-PRV LP-II-PRV !LF-LP-II LF-C-II
!IV-!C-!II-PRV LF-!IV-PRV LF-!LP-II !LF-LP-C-II
LF-!C-II-PRV LF-!LP-!IV-PRV LF-LP-II LF-!C-PRV
LF-!IV-II-PRV LF-IV-!C-II LP-!IV-C-II LF-!LP-IV-II
LP-!IV-II LF-!LP-II-PRV LP-!C-II-PRV LP-C-II-!PRV
LP-IV-!C-II LP-II-!PRV LP-!IV-II-PRV LF-C-II-PRV
LF-!LP-!C-PRV LF-!IV-C-II LF-IV-C-II !LF-LP-IV-II
LF-IV-II-PRV LF-C-II-!PRV
Fig. 14. The CDFs of the first six important interactions.
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3.5. Simulation study of a 65-component system
This example considers a 65-component system. The performance
function is simulated by a set of 20 min-cuts (randomly derived, with
one second-order min-cut and 19 3rd-4th-order min-cuts) and using a
random balanced data set with 9126 rows. The set of min-cuts is:
(8, 11), (44,33,6), (36,29,14), (14,4,16), (13,26,44,16), (43,41,9),
(10,40,33,21), (15,24,14,41), (30,21,39,7), (45,19,2), (27,32,8,5),
(42,24,39),(14,10,37),(6,28,16), (8,15,14), (12,36,17), (32,1,19,39),
(17,12,38,32), (43,30,13), (39,17,9).
Fig. 15 shows the estimated CDF of the interactions derived by lo-
gicFS for this example (Scores from TOPSIS are: 1.00, 0.44, 0.44, 0.42,
041, and 0.40, respectively). Note that the second-order min-cut dom-
inates the rest of the interactions. All the interactions shown correspond
to min-cuts. LogicFS detects 323 possible interactions including the 18
out of 20 min-cuts (ΔSys.time() = 625 s). In other words, the capability
of LR, as a tool for assessing the importance of interactions between
components shown in the previous examples, is also present in this
realistic size example.
3. 6 Application to a network with unknown structure function
The last example corresponds to the network shown in Fig. 16 [31].
The network has 21 components (links) with an assumed capacity of
100 units. A system failure occurs when the max-flow between nodes s
and t (s-t max-flow) falls below 200 units (a specified threshold).
In this example, no SF is provided. Therefore, the state space (221
possible system states) is randomly sampled and a data set with 20,000
different states is generated (the state of components is modeled as a
Bernoulli process with a probability of 0.5). Each system state is eval-
uated using the max-flow algorithm, implemented in the R package
igraph (The data set is available as an additional file).
A balanced sample of 1000 system states (i.e., 500 failed and 500
operating system states) is randomly selected among the 20,000
available samples. As in previous examples, 20 independent runs are
evaluated. In this example, Xi=1 means component i is operating.
Table 4 shows the 28 interactions detected by logicFS, corre-
sponding to second or third order min-cuts (In [31], the authors report
111 min-cuts). Only those cells shown in bold do not correspond to a
minimal cut.
Fig. 15. The CDFs of the first six important interactions for a hypothetical 65-
components network.
Fig. 16. A 21-link network [31].
Table 4
Interactions detected by logicFS ordered by their TOPSIS score.
Rank Interaction Score Rank Interaction Score
1 !2&!15 0.98774932 15 !1&!6&!15 0.20542247
2 !4&!21 0.90455264 16 !1&!6&!17 0.20310586
3 !2&!17 0.88818519 17 !1&!6&!21 0.15428932
4 !4&!15 0.84301764 18 !1&!6&!8 0.10566829
5 !4&!17 0.82619594 19 !1&!20&!21 0.10235327
6 !2&!21 0.77012331 20 !18&!20&!21 0.10011478
7 !8&!21 0.71501826 21 !7&!20&!21 0.06546112
8 !8&!17 0.65025929 22 !1&!17&!19 0.06049999
9 !8&!15 0.59834107 23 !10&!21 0.04786657
10 !4&!8 0.59109267 24 !6&!15&!18 0.03873344
11 !2&!8 0.49252818 25 !1&!7&!20 0.03604279
12 !20&!21 0.40849832 26 !1&!17&!20 0.03595849
13 !1&!19&!20 0.23438734 27 !4&10&!17 0.01612868
14 !18&!19&!20 0.21191903 28 !2&10&!17 0
Fig. 17. The CDFs of the first six important interactions.
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Fig. 17 shows the first six more important interactions detected by
logicFS. Interactions are listed in descending order of the score obtained
in the multicriteria evaluation (for example, the interaction !2&!15 is
more important than interaction !2&!17) (ΔSys.time()=347 s).
4. Conclusions
This article shows the use of Logical Regression as a valid approach
to quantify the importance of component interactions (single or mul-
tiple) in systems modeled as networks. Logical Regression provides
another interesting approach for evaluating the importance of compo-
nents/interactions of a system. Indeed, unlike traditional approaches in
the field of reliability, the measures of importance are based on a dif-
ferent assumption (i.e., minimization of misclassification errors). In
other words, important interactions between components appear as
result of an optimization approach (i.e., the classical approach of as-
sessing the importance of specified components is not required).
Although LR has been successfully applied in the genetic field (where
an a priori model is not known), its usage in reliability systems has not
been reported.
LR is applied to a set of problems that could arise in the reliability
field. In particular, we consider problems with known or unknown
Structure Function: starting from a matrix with the states of each
component and the corresponding state of the system, LR can derive the
importance of interactions of components. The importance of the de-
tected interactions is, at least qualitatively, in agreement with the ex-
pected analytical results. Additionally, the detailed analysis of the re-
sults of the interactions detected with LR, shows that many of the
interactions correspond to real min-cuts (or min-paths) of the network
under analysis. This fact means, for example, that, as in other ML-based
approaches [8], LR could also be used to extract a set of possible
minimum cuts. In this case, any classical importance measures could
also be quantified [3,37].
To cope with the probabilistic nature of the solution of Logic
Regression (based in simulated annealing), 20 independent runs were
performed, and the importance of components/interactions were
compared through their estimated cumulative distribution function
using a multicriteria method (TOPSIS) for ranking.
Each analyzed example considers all possible states of the system or
a specific subset of possible states of the system (components modeled
as a Bernoulli process with a probability of 0.5). This means that the
importance values of the interaction derived from the use of LR should
be considered as measures of importance, based solely on the topology
of the network and the performance function of the system under study.
Of course, if the states of the system are generated considering the real
reliability of the components, the measures of importance derived from
the use of LR should also reflect this fact. However, additional com-
puting time could be required.
The results of the presented examples show that LR could be con-
sidered as an additional evaluation tool, to be used especially in cases
where only samples of the system states (generated from the Structure
Function or measured) are available, and numerical values of important
interactions are required.
Future work would include testing the state samples generated,
considering component reliability, as well as comparing other LR pro-
cedures implemented in R.
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Appendix A
Generalized linear models (GLMs) extend the linear modeling framework to variables that are not normally distributed, for example, to model
binary or count data as in our problem. The linear model assumes that the conditional expectation of Y (the response variable) is equal to a linear
combination E(Y |X) = XTβ. In our case, the model is: g(E(Y)) = β0 + β1L1 + ∙ ∙ ∙ + βTLT, where g(▪) is a link function relating the response variable
and related covariates, T is the number of Boolean expressions in the model, βi, i = 0,…, T are the regression parameters, and Li is a Boolean
expression of the binary predictors Xjs.
The link function can be of several types, like a linear regression for continuous outcomes, Cox proportional hazard models or, as in our binary
problem, a logit function:
(g(E[Y]) = log(E[Y]/(1-E[Y]))) [20].
In general, any type of model can be considered as long as an objective or scoring function can be defined (such as the residual sum of squares, the
negative partial likelihood, or the misclassification rate in our problem). Such score function is used to quantify the “quality” of the model. In our
case, the search of the appropriate Boolean combinations is performed using a simulated annealing search algorithm or a genetic programming
approach. For example, using a simulated annealing approach, the pseudo-code is [9,10,20,21]:
Input: a data set, the maximum number nleaf of leaves, the number niter of iterations used in the annealing, an annealing cooling scheme, the
maximum number ntree of trees. Let fj()=the misclassification rate of the j model
Randomly select L0 (an initial logic tree) and fit the LR model (quality is f0)
For i = 1 to niter of
{
Randomly select Li apply a selected move to the logic tree or add a new tree
Fit the LR model and determine the quality fi
Compare the quality of model i and model i-1: if fi >fi-1, select model i. In other case, accept model i with some probability of acceptance
(considering the cooling scheme, i.e., the current temperature of the cooling scheme. Note: There are different cooling schema. For example, slightly
lower the temperature at each step of the algorithm or keep the temperature constant for a selected number of iterations and then lower it)
}
Appendix B
In this section, we compare the rankings derived by our approach, for selected cases, with two well-known importance measures: The Birmbaun
index (BI), for single components and The Joint Reliability Importance (JRI) [3,37]. These measures “evaluates the rate at which systems reliability
improves as component reliability improves” [3]. However, they are independent of the reliability of components considered.
According to theorem 7.1.3, [3], in “a coherent system with independent components, the JRI between components i and j is calculated as:
JRI (i, j; p) = R(1i, 1j, p) − R(1i, 0j, p) − R(0i, 1j, p) + R(0i, 0j, p)” where:
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p= (p1, p2, .., pn) = vector of reliability of each component
R(p)= System reliability as a function of p
R(1i, 1j, p) = evaluation of R(p) with components i and j in working states (similar interpretation for R(1i, 0j, p), R(0i, 1j, p), R(0i, 0j, p), where 0k
means component k is failed).
A similar expression is derived in [37] for JRI of multicomponents. Values reported assuming that all components have pi=0.5.
a) Case 3.1
In terms of dominance, the importance derived by LR could be stated as 2 ≈ 1 ≻ 3≈ 4, that is, C1 and C2 are the most equally important (C1≈C2)
and dominate (≻) C3≈C4. That is C1≈ C2 ≻ C3≈C4.
Using JRI, the following results are obtained:
JRI(C1) = JRI(1,2) = JRI(C2) = JRI(4,5) = −0.5 (the minus sign means that “ … one component becomes more important when the other
fails).
These interpretations show that JRI measures the interactions of two components on systems reliability” [37].) In addition, JRI
(1,3,5) = JRI = (2,3,4) = 0.5, which indicates that components (1,3) (resp (2,3)) have higher JRI when component 5 (resp 4) is working than when
it is failed [37].
a) Case 3.3
The Birmbaun index (BI) for single components, based on the given set of min-cuts is shown in Table B.1. The rankings of components coincide
with those reported in [33].










Table B.2 shows the ranking based on the results of LogicRegression and JRI, for the most important interactions. The correlation among ranks is
0.86.
Table B.2 Ranking based on the LogicRegression and JRI
Interaction TOPSIS score Ranking LR BM/JRI Ranking JRI
2 0.99 1 0.160156 1
3 0.99 1 0.160156 1
9 0.57 3 0.113281 3
5 0.26 4 0.099656 5
5,7 0.110 5 0.050781 6
4,8,10 0.109 6 0.109375 4
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