Abstract. The paper examines a test for smoothness/breaks in a nonparametric regression model with dependent data. The test is based on the supremum of the di¤erence between the one-sided kernel regression estimates. When the errors of the model exhibit strong dependence, we have that the normalization constants to obtain the asymptotic Gumbel distribution are data dependent and the critical values are di¢ cult to obtain, if possible. This motivates, together with the fact that the rate of convergence to the Gumbel distribution is only logarithmic, the use of a bootstrap analogue of the test. We describe a valid bootstrap algorithm and show its asymptotic validity. It is interesting to remark that neither subsampling nor the sieve bootstrap will lead to asymptotic valid inferences in our scenario. Finally, we indicate how to perform a test for k breaks against the alternative of k + k0 breaks for some k0.
INTRODUCTION
The literature on breaks/continuity on parametric regression models is both extensive and exhaustive in both econometric and statistical literature, see Perron (2006) for a survey. Because as in many other situations an incorrect speci…cation of the model can lead to misleading conclusions, see for instance Hidalgo (1995) , it is of interest to develop tests which do not rely on any functional speci…cation of the regression model. Although some work has been done in the nonparametric setup, the literature appears to focus mostly on the estimation of the break point, see for instance Müller (1992) , Chu and Wu (1992) and Delgado and Hidalgo (2000) , rather than on the testing of its existence. With this view, the purpose of this paper is to …ll this gap by looking at testing for the hypothesis of continuity against the alternative of the existence of (at least) one discontinuity point in a nonparametric regression model, although we shall indicate how to perform a test for k breaks against the alternative of k + k 0 breaks for some k 0 .
More speci…cally, we consider the regression model (1.1) y t = r (x t ) + u t ; t = 1; :::; n, where we assume that the homoscedastic errors fu t g t2Z follow a covariance stationary linear process, to be more precise in Condition C1 below. We shall assume that x t is deterministic, say a time trend. A classical example of interest in time series is a polynomial trend, that is x t = t; t 2 ; :::; t p , and/or when regressors are of the type "cos t 0 " and/or "sin t 0 ", where 0 6 = 0. The latter type of regressors can be convenient when the practitioner suspects that the data may exhibit some cyclical behaviour. Hence, one possible hypothesis of interest is to know if such a deterministic trend and/or cyclical behaviour has breaks. Of course, we can allow for stochastic covariates x, Date: 20 March 2015.
We like to thank Marie Huskova for their comments on a previous version of the paper. Of course, any remaining errors are our sole responsibility. however this is beyond the scope of this paper as the technical aspects are quite di¤erent than those with deterministic regressors.
Our main goal is to test the null hypothesis r (x) =: E (y j x) is continuous being the alternative hypothesis that there exists a point in X such that r (x) is not continuous, and where herewith X denotes the domain of the variable x. We are also very much interested into the possible consequence of assuming that the errors u t exhibit strong dependence, as opposed to weak dependence, and in particular the consequence on the asymptotic distribution of the test.
In this paper the methodology that we shall follow is based on a direct comparison between two "alternative" estimates of r (x). More speci…cally, based on a sample fy t ; x t g n t=1 , the test is based on global measures of discrepancy between nonparametric estimates of E (y j x) when we take only observations at the right and left of the point x 2 X . For that purpose, we have chosen the supremum norm, e.g. a Kolmogorov-Smirnov type of test. Alternatively we could have employed the L 2 norm, see among others Bickel and Rosenblatt (1973) .
One of our main …ndings of the paper is that the constant n used to normalize the statistic (see Theorem 1 below) depends on the so-called strong dependent parameter of the error term. However, due to the slow rate of convergence to the Gumbel distribution and that the implementation of the test can be quite di¢ cult for a given data set, we propose and describe a bootstrap algorithm. So in our setup bootstrap algorithms are not only necessary because they provide more reliable inferences, but due to our previous comment regarding its implementation. The need to use resampling/subsampling algorithm leads to a rather surprising result. In our context, subsampling is not a valid method to estimate the critical values of the test. The reason being, as Theorem 1 below illustrates, see also the comments after Theorem 2 in Section 4, the implementation of the test requires the estimation of some normalization constants which subsampling is not able to compute consistently. Because the well known possible problems of the moving block bootstrap with strong dependence data, and that the sieve bootstrap is neither consistent when we allow for strong dependence, we will propose an algorithm in the frequency domain which overcomes the problem.
The paper is organized as follows. In the next section, we describe the model and test. Also, we present the regularity conditions and the one-sided kernel estimators of the regression function. Section 3 presents the main results of the paper. Due to the nonstandard results obtained in Section 3, Section 4 describes and examines a bootstrap algorithm, showing the validity in our context. The bootstrap is performed in the frequency domain and it extends results to the case when the errors are not necessarily weakly dependent. Section 5 gives the proofs of the results which rely on a series of lemmas in Section 6.
THE MODEL AND TEST. REGULARITY CONDITIONS
As we mentioned in the introduction, our main concern is to test the null hypothesis that r (x) is continuous being the alternative hypothesis that there exist a point in X such that the function r (x) is not continuous. So, noting that continuity of r (x) means that 8x 2 X , r + (x) = r (x), where r (x) = lim z!x r (z), we can set our null hypothesis H 0 as (2.1)
being the alternative hypothesis the negation of the null. The null hypothesis in (2:1) and the nonparametric nature of r (x) suggests that we could base the test for the null hypothesis H 0 in (2:1) on the di¤erence between the kernel regression estimates of r + (x) and r (x). To that end, we shall employ one-sided kernels as proposed by Rice (1984) since in our context they appear necessary since the implementation of the test requires the estimation of r + ( ) and r ( ), that is estimates of r (z) at z+ and z , respectively. Denoting by K + (x) and K (x) one-sided kernels, that is kernel functions taking values for x > 0 and x < 0, respectively, we estimate r + (x) and r (x) at points x q = q=n, q 2 Q n , where Q n = fq : n < q n ng, by
where henceforth we abbreviate K t n by K ;t , n = [na] and a = a (n) is a bandwidth parameter such that a ! 0 as n increases to in…nity, and where for notational simplicity we shall take x t = t=n henceforth. Thus, the test for H 0 in (2:1) becomes
Remark 1. It is worth mentioning that to take the supremum on [0; 1] or at point j=n, for integer j, is the same as b r a;+ (x q ) = b r a;+ (x) for all x 2 (x q 1 ; x q ].
Next, let's introduce the following regularity conditions: C1: fu t g t2Z is a covariance stationary linear process de…ned as
where f" t g t2Z is an iid sequence with E (" t ) = 0, E " 2 t = 2 " , E j" t j` = `< 1 for somè > 4. Also, the spectral density function of fu t g t2Z , denoted f ( ), can be factorized as
where g ( ) = 1 e ij 2d , h ( ) = jB ( )j 2 , B ( ) = P 1 j=0 b j e ij ; and P 1 k=0 k 2 jb k j < 1. The case d = 0 refers to weak dependence, whereas the case 0 < d < 
, where ( ) denotes the gamma function such that (c) = 1 for c = 0 and (0) = (0) = 1, and p (L) and q (L) are the autoregressive and moving average polynomials with no common roots and outside the unit circle. The latter implies that
We …nish pointing out that the sole motivation to assume homoscedastic errors is only for notational simplicity as well as to shorten the arguments of the already technical proofs and eases some of the arguments for the proof of the validity of the bootstrap described in Section 4 below.
where 0 < 2 and R (x) is a polynomial of degree [ 1] with [z] denoting the integer part of z. Condition C2 is only slightly stronger than functions r (x) which are Lipschitz continuous of order if 0 < 1, or r (x) is di¤erentiable with derivative satisfying a Lipschitz condition of degree 1, if 1 < 2. For instance, when = 2, C2 means that r (x) is twice continuously di¤erentiable.
, and therefore K (x), satisfying C3 can be obtained from any function (x) with domain in [0; 1] as K + (x) = (x) (c 1 + c 2 x), where c 1 and c 2 are the solutions to
As an example let (x) = x (x + 1), then K + (x) = 12x (1 x) (3 5x), see Delgado and Hidalgo (2000) .
Our next condition deals with the bandwidth parameter a.
C4:
As n ! 1, (i) (na) 1 ! 0 and (ii) (na) 1 2 d a D < 1, with as in C2. Part (i) is standard in kernel regression estimation, whereas part (ii) needs more explanation. The latter di¤ers from the analogue assumed by Robinson (1997) . Contrary to the latter work, we do not need to assume that n 1 2 d a ! 0 as n ! 1. This allows us to choose the optimal bandwidth parameter a, in the sense of being the value a which minimizes the M SE of the nonparametric regression estimator. More precisely, suppose that d = 0 and = 2. Then, it is known that the optimal choice of a satis…es a = Dn 1=5 for some …nite positive constant D, which corresponds to the choice of the bandwidth parameter by, say, cross-validation. Also, note that for a given degree of smoothness on r (x), that is in C2, the bandwidth parameter converges to zero slower as d increases. That is, given a particular bandwidth it requires less smoothness in r (x).
We …nish indicating how we can extend our testing procedure to the case where we know that there exist k breaks and we want to test the existence of k 0 additional ones. That is, our null hypothesis is that
x k x, where the functions r i (x) are continuous being the alternative hypothesis that there exist k 0 points in X for which r i (x) are not continuous, for some i = 1; :::; k + 1. We now describe or envisage how we can modify our test in (2:3). To that end, let
where
That is e Q n is the set of points q 2 Q n which do not belong to the set [ 
. Then if k 0 is a known a priory positive integer, the test can be based on
To examine the asymptotic behaviour of the test is beyond the scope of this paper and it will be discussed in a di¤erent manuscript.
RESULTS
Before we examine the properties of T d in (2:3), we shall …rst examine the covariance of e r a (q) at two points q 1 q 2 2 Q n , where in what follows e r a (q) =: b r a;+ (q) b r a; (q). Also de…ne b (q 1 ; q 2 ) =: (q 2 q 1 ) = n and # (d) = 2 (1 2d) cos 1 2 d . Proposition 1. Assuming C1 C4 , under H 0 , for any n < q 1 q 2 n n, as n ! 1,
where b := lim n!1 b (q 1 ; q 2 ) is …nite and
Proof. The proof is omitted since it proceeds as that in Robinson (1997) .
Proposition 1 indicates that the covariance structure is independent of the points at which r (x) is estimated and only depends on the distance among the points where we estimate r (x).
The next proposition deals with the correlation structure of e r a (q) as b (q 1 ; q 2 ) ! 0 and when b (q 1 ; q 2 ) ! 1 as n ! 1. In what follows, D will denote a positive …nite constant.
Proof. The proof of this proposition or any other result is con…ned to Section 5 below.
Proposition 3. Assuming C1 C4 , for any …nite collection q j , j = 1 ; :::; p, such that q j 2 Q n and for any z such that q j 1 q j 2 nz > 0 , as n ! 1,
First of all, we observe that the lack of asymptotic bias when the bandwidth parameter a is chosen optimally. This is in clear contrast to standard kernel regression estimation results, for which a bias term appears in the asymptotic distribution, when a is chosen to minimize the M SE, e.g. when a is chosen as in C4. Moreover, the latter result together with Proposition 1 implies that e r a (q) has asymptotically stationary increments, which are key to obtain the asymptotic distribution of T d .
Before we present our main result, we shall give a proposition which may be of independent interest. Proposition 4. Let u t = P 1 j=0 # j " t j and f" t g t2Z is a zero mean iid sequence of standard normal random variables. Then under C1 and C3, we have that
We now give the main result of this section. Let n = ( 2 log a) 1=2 .
where is as given in Proposition 2,
and Y (t) is a stationary mean zero Gaussian process with covariance structure
.
POWER OF THE TEST.
A desirable and important characteristic of any test is its consistency, that is under the alternative hypothesis the probability of rejection converges to 1 as n ! 1. In addition to examine the limiting behaviour under local alternatives enables to make comparisons between di¤erent consistent tests. We begin with the latter. To that end, we consider the following sequence of local alternatives
where r n x 0 = n d 1=2 j2 log aj 1=2 r with r 6 = 0 and r (x) satis…es C2 for x 6 = x 0 . Then, we have the following:
exp 2e
where n was given in Theorem 1 and % (K + ) = max =1 ;:::; n
Note that % (K + ) is not necessarily equal to 1 as would be the case if K + ( ) were nonnegative. This is because the condition
From Corollary 1, one would expect that for …xed alternatives
and r (x) satis…es C2 for x 6 = x 0 , we should have
that is, the test is consistent. This is con…rmed in the next corollary.
Although Theorem 1 gives asymptotic justi…cation for our test T d under H 0 , we observe that the normalization constant n depends not only on d but more importantly on J . The latter quantity is very di¢ cult to compute except for the special cases = 1 or 2, see Pickands (1969) , where
, where E is a constant which depends on K + although easy to obtain. More speci…cally, in our context, although d can be estimated, we face one potential di¢ culty when implementing the test. As we observe from (the proof of) Proposition 2, depends on K + and d, so that to obtain J does not seem an easy task. Under these circumstances, a bootstrap algorithm appears to be a sensible way to proceed.
THE BOOTSTRAP APPROACH
The comments made at the end of Section 3 and in the introduction suggest that to perform the test we need the help of bootstrap algorithms. In a context of time series, several approaches have been described in the literature. However, as we indicated in the introduction and after Corollary 2, the subsampling is not an appropriate method, neither the sieve bootstrap of Bühlmann (1997) as the latter is not consistent for the sample mean of the error term with strong dependent data. Recall that in our context the statistical properties of the sample mean plays an important role into the asymptotic distribution of the test.
Due to this, in this section we describe and examine a bootstrap algorithm in the frequency domain similar to that proposed by Hurvich and Zeger (1987) , although they did not provide its justi…cation and our conditions are signi…cantly weaker than theirs. Two di¤erences of our bootstrap procedure with moving block bootstrap (M BB) described in Künsch (1989) , say, are that (a) it is not a subset of the original data, and (b) the bootstrap data, say fu t g n t=1 , is covariance stationary as we have that Cov (u t ; u s ) is a function of jt sj. Herewith, by Cov (z 1 ; z 2 ) or, say E (z), we mean the covariance or expectation conditional on the data.
We now describe our main ingredients of the bootstrap and its justi…cation. Suppose that in C1, d = 0, that is u t = P 1 k=0 b k " t k . Then, using the identity
which can be considered as a "discrete" Cràmer representation of fu t g n t=1 , and Bartlett's approximation of w u ( j ), see Brockwell and Davis's (1991) Theorem 10.3.2, we obtain that
where " " should be read as "approximately". Because C1 allows for strong dependence, the previous arguments suggests the approximation
However the lack of smoothness of 1 e i j d around j = 0 and results given in Robinson's (1995a) Theorem 1 at frequencies j for …xed j indicate that for those frequencies the approximation in (4:2) seems to be invalid. Observe that these frequencies are precisely the more relevant ones when examining the asymptotic behaviour of b r a; (q) in (2:2). So we consider
It is easy to show that the right side of (4:3) preserves (asymptotically) the covariance structure of fu t g t2Z .
We now describe the bootstrap in the following 6 STEPS. STEP 1 : Let b t = arg max t2Qn jb r a;+ (t) b r a; (t)j, and obtain the centered residuals b u t = e u t n 1 P n t=1 e u t , t = 1; :::; n, where e u t = y t b r a (t) with
and b r a;+ (t) and b r a; (t) given in (2:2). It is worth indicating that we could have computed the residuals using an estimate of the regression model under the null hypothesis of continuity, i.e. b r a;+ (t) , t n 1 2 (b r a;+ (t) + b r a; (t)) , n < t n n b r a; (t) , t > n n.
However, as it is well known, it is always preferable to obtain the residuals under the alternative hypothesis, as in (4:5), than under the null hypothesis.
where 0 < < 1=2, and
, and where
is the periodogram of fb u t g n t=1 , with m 1 + mn 1 ! 0. We de…ne our estimator of 2 h ( ) = jB ( )j 2 by
Our third step describes how to obtain w " ( j ), j = 1; :::;ñ.
STEP 3 :
Let f" t g n t=1 be a random sample from standard normal and obtain its discrete Fourier transform,
" t e it j , j = 1; :::;ñ, with n j = j , j = 1; :::;ñ, and z denoting the conjugate of z. STEP 4 : Compute
where e g 1=2 j ; b d is given in (4:4),
, j = 1; :::;ñ
, and for r = 0; :::
Remark 2. (i) It is worth mentioning that the way to obtain the bootstrap observations u t in STEP 4, together with the de…nition of b h ( ) in (2:4), has some similarities with the autoregressive-aided bootstrap in Kreiss and Paparoditis (2003).
(ii) There are doubts that STEP 3 can be modi…ed to allow f" t g n t=1 to be a random sample from the empirical distribution of fb u t g n t=1 , following arguments in Huskova et al. (2008) . However the latter will lengthen the arguments and the proof considerably and it is then beyond the scope of this paper.
The modulus square of b
A ( ) in (4:8) is an estimator of h ( ) in (2:4) and it comes from the so-called canonical spectral decomposition of h ( ), see for instance Brillinger (1981, p: 78 79).
STEP 5 : Compute b r a (t) as in (4:6) and then y t = b r a (t) + u t ; t = 1; :::; n.
STEP 5 employs the same bandwidth as that in STEP 1, so that the standard requirement of an additional bandwidth e, such that a = o (e), in computing the bootstrap analogue of (1:1), see for instance Härdle and Marron (1991) , is not needed. The reason comes from the observation that the bias of the nonparametric estimator of r + ( ) r ( ) is o a 2 instead of the usual O a 2 . Our …nal step is: STEP 6 : Compute b r a;+ (q) and b r a; (q), q 2 Q n , as in (2:2) but with y t replaced by y t and the same bandwidth parameter a employed in STEP 1. Then we compute the bootstrap version of T d as
The next proposition examines the behaviour of b d given in (4:7).
Proof. The proof is omitted as it follows step by step that of Robinson's (1997) Theorem 3, after noting that in our case we do not have his terms I and I . Let us introduce the following condition on the smoothing parameter m and the bandwidth parameter a.
C5:
As n ! 1, (i) D 1 n 1=3 < a < Dn 1=4 and (ii) D 1 n 3=5 < m < Dn 3=4 . The next proposition discusses the bias of the nonparametric estimator e r a (q) = b r a;+ (q) b r a; (q).
Proposition 6. Assuming C1 C3 , with = 2 there, and C5 , under
Proposition 7. Denote E (u`u 0 ) = j`j . Assuming C1 C3 with = 2 there, and C5 , we have that for q 2 Q n ,
Proof. The proof proceeds as that of Hidalgo's (2007) Proposition 4.2 and thus it is omitted.
Theorem 2. Under the same conditions of Proposition 7 and H
where n and n were de…ned in Theorem 1.
We now comment on Theorem 2 and also the important reason why subsampling is not a valid procedure as we now argue. To obtain a critical value, say x ( ), for which exp 2e x( ) = 1 , is the same as to …nd the value, say z n ( ), which obeys the equality
However the value z n ( ) depends on both n and n and thus, indirectly, on the choice of the bandwidth parameter a. In fact, since the constants n and n are not possible to be computed, in practice we would only hope to obtain the critical values via z n ( ). So, when employing the bootstrap sample, we are bound to obtain z n ( ), for which
As with the original data, the value z n ( ) depends on both n and n and thus on the choice of a. The latter has thus to be kept in mind when computing z n ( ). But recall that one requirement for the bootstrap to be (asymptotically) valid is that z n ( ) needs to satisfy jz n ( ) =z n ( ) 1j p ! 0. It is obvious that, for the latter expression to hold true, we need the constants n and n to be the same for both T d and T d , or that their ratio converges to one in probability. This is obviously possible only if the bandwidth parameter a is the same when estimating the regression function with both the original fy t g n t=1 and bootstrap fy t g n t=1 data.
PROOFS OF THE MAIN RESULTS
Proof of Proposition 2. We shall begin with the case d>0. Abbreviating b (q 1 ; q 2 ) by b, Proposition 1 implies that
Noting that for`> 0 and d > 0,` (2007), we have that the …rst term on the right of (5:1) is
proceeding as in Hidalgo
for …nite b. Likewise the last three terms on the right of (5:1) are, respectively,
Hence, gathering (5:2) and the last displayed expressions, we conclude that 
Observe that by uniform integrability of u 2 t and that Propositions 1 and 2 imply that the covariance of e r a (q) = b r a;+ (q) b r a; (q) at two points q 1 and q 2 converges to zero when jq 1 q 2 j nz > 0, for any z > 0, we conclude that the covariance of the asymptotic distribution of the estimators is zero by Theorem A of Ser ‡ing (1980, p:14) .
On the other hand, under H 0 and standard kernel manipulations, we obtain that E (b r a;+ (q) r (q=n)) =
From here and after an obvious change of variables, (5:3) holds true because Q (x) is twice continuously di¤erentiable and
Proof of Proposition 4. We shall consider the case that K +;t (0) = 1, u t;n = P 1 j=0 # j " t j the general case follows after observing that by Abel summation by parts
and then that P s t=1 jK +;t (0) K +;t+1 (0)j < D by C3. First we observe that we can write u t as follows
So, it su¢ ces to show (3:1) when u t is replaced by u 1;t and u 2;t . That is,
and u 1;t = P t 1 j=0 # j " t j and u 2;t = P 1 j=0 # j+t " j . We shall prove (5:4) for j = 2 …rst. After standard algebra and inequalities, for some 2 (1; 2), we have that the left side is bounded by
The expression inside the absolute value of …rst term of (5:5) is
But by well known results due to Komlós, Major and Tusnady, sup
, so that the right side of the last displayed equality becomes
because j# j # j+1 j Dj d 2 by C1, and hence the …rst term of (5:5) is o p n d+1=4 . Next, proceeding similarly, we have that by Abel summation by parts, the expression inside the absolute value of the second term of (5:5) is
because > 1 implies that
and P s t=1 # s 2 +t = O s d . So, it remains to examine the third term of (5:5). Proceeding as before we have, by Abel summation by parts, that it is
by standard manipulations. This completes the proof of (5:4) for j = 2. We now show (5:4) for j = 1. First,
where S`= Pp =1 " p and S`= Pp =1 " p . From here the proof follows as in Lemma 5 of Marinucci and Robinson (2003) since s = P s j=0 # j satis…es their Assumption 1. Proof of Theorem 1. Because the asymptotic independence of the distributions of max q and min q and the asymptotic distributions of sup i X i and inf i X i are the same, it su¢ ces to show that, for x > 0,
To that end, we will show that n First by standard arguments, Propositions 3 and 4 implies that the …nite dimensional distributions converge to those of a Gaussian process G (u), whereas, by Proposition 2, the correlation structure of G (u) satis…es the conditions in Bickel and Rosenblatt (1973) or Pickands (1969) . So, to complete the proof it su¢ ces to show the tightness condition for the process n d (e r a (q)). To that end, we shall denote X ;n (e q) = 1 d f(b r a;+ (q) Eb r a;+ (q)) (b r a; (q) Eb r a; (q))g := X +;n (e q) + X ;n (e q) .
Next Proposition 2 implies that the process X +;n (e q) has independent and stationary increments, that is for e q 2 [c 1 ;
, X +;n (e q) are (asymptotically) independent with the same …nite dimensional distributions.
Because G ( ) has continuous paths, by Billingsley's (1968) Theorem 15.6, it su¢ ces to show the Kolmogorov's moment condition E jX +;n (e q 2 ) X +;n (e q)j jX +;n (e q) X +;n (e q 1 )j D je q 2 e qj for some > 0, > 0 and where 0 e q 1 < e q < e q 2 D. Observe that we can consider only the situation for which n 1 < e q 2 e q 1 , since otherwise the left side is trivially zero. Because for any 0 a < b < c D, jc bj jb aj jc aj 2 by Cauchy-Schwarz inequality, the last displayed inequality holds true if (5.7)
E jX +;n (e q 2 ) X +;n (e q 1 )j 2 D je q 2 e q 1 j 1+ .
It su¢ ces to consider je q 2 e q 1 j < 1, the case je q 2 e q 1 j 1 is trivial since the left side of (5:7) is bounded provided that 1. By de…nition, X +;n (e q 2 ) X +;n (e q 1 ) is
Choose = 1 in (5:7). Because ne q = q, C3 implies that K +;t = D (t= n) (1 + o (1)), and the second moment of the third term of (5:8) is bounded by
so that we have that the last term of (5:8) satis…es the inequality (5:7). Similarly, because K +;t = D (1 t= n) (1 + o (1)) as t ! n by C3, we obtain that the second term of (5:8) is bounded by D je q 2 e q 1 j 2 (1 (1 (e q 2 e q 1 ))) 2d D je q 2 e q 1 j 2+2d because 0 < e q 2 e q 1 < 1. Finally, by continuous di¤erentiability of K + (u) for u 2 (0; 1), we obtain that the second moment of the middle term in (5:8) is bounded by D (e q 2 e q 1 )
So, (5:7) holds true choosing = 1 and = 1 and hence X +;n (e q) is tight. By identical arguments, X ;n (e q) is also tight, which implies that the process n But this is the case because by standard kernel manipulations and that C3 implies that K + (x) = K ( x), we obtain that under H a given in (3:2),
by Brillinger (1981, p.15) as R 1 0 j@K + (u) =@uj du < 1 and where q 0 =n is the closest point to x 0 . The conclusion is standard because sup q2Qn
d r n x 0 = r, so following the arguments preceding (5:6), it su¢ ces to show that
which is the case as we now argue. Proceeding as with Theorem 1, the last expression holds true because: (a) the …nite dimensional distributions of n Proof of Corollary 2. Since for any sequence of random variables, X 1 ; :::; X n , Pr fmax i n X i > xg Pr fmax i=k;:::;n `Xi > xg, it su¢ ces to show that there exists q 2 Q n , such that
for all x > 0. Choose q = q 0 , with q 0 as in Corollary 1. Proceeding as in the proof of Proposition 3, we have that n d log 1 n ! 1. The conclusion now follows by standard arguments.
Proof of Proposition 6. By de…nition and because E u t = 0,
So, we need to show that the right side is o p n d 1=2 . Because K + (t= n) = K ( t= n) by C3, it su¢ ces to show that
We begin with (a). By Proposition 3, we have that
On the other hand, because d < 1=2, and = 2, the proof of Proposition 3 implies that
by C5 and that d < 1=2. Next we show part (b). By de…nition, it equals
where K t s = 1 2 (K +;t s + K ;t s ). Let's examine the contribution due to K +;t q , that from K ;t q being similarly handled. The second moment is
From here we conclude that part (b) and the proof of the proposition.
Proof of Theorem 2. As we argue with (5:6), we only need to show that
for x > 0. To that end, we will show that n Arguing as in the proof of Theorem 1, it su¢ ces to show the moment condition (5.10) E X +;n (e q 2 ) X +;n (e q 1 ) 2 DH n (e q 2 ; e q 1 ) je q 2 e q 1 j
1+
with n 1 < e q 2 e q 1 and H n (e q 2 ; e q 1 ) = O p (1). It su¢ ces to consider je q 2 e q 1 j < 1, the case je q 2 e q 1 j 1 is trivial since the left side of (5:10) is bounded in probability.
By de…nition, X +;n (e q 2 ) X +;n (e q 1 ) is DH n (e q 2 ; e q 1 ) je q 2 e q 1 j 2+2d , because 0 < e q 2 e q 1 < 1 and choosing H n (e q 2 ; e q 1 ) = D n DH n (e q 2 ; e q 1 ) je q 2 e q 1 j 2 , because d < 1=2. So, (5:10) holds true choosing = 1 and hence X +;n (e q) is tight. On the other hand, proceeding similarly as with X +;n (e q), X ;n (e q) = 1 n 1 2 +d n X t=1 u t K e q t n , e q = 1= n; 2= n; :::; [a] 1 , is also tight. So, n 1 2 b d b r + (q) b r (q) is tight, which concludes the proof of the theorem because from (??), we have that the correlation structure converges in probability to that given in Proposition 2.
AUXILIARY LEMMAS
In what follows ' ( j ) will be abbreviated as ' j for a generic ' ( ) function. Let us introduce the following notation. Let h`(d) = Let e h`= (2m + 1)
Lemma 7. Assuming C1 C3 and C5 , we have that for all > 0 ,
where & q ( j ) = b k ;q ( j ) e g 1 =2 j ; b d b B ( j ) with b k ;q ( j ) = P n t=1 K ;t q e it j .
Proof. The proof is identical to that of Hidalgo's (2007) Lemma 7.9 and thus it is omitted.
