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Uvod
Slika 0.1: Kontrola naprava
Promatracˇe dogadaja dalo bi se svrstati u dvije skupine: aktivne i pasivne. Osvrne
li se cˇovjek oko sebe, te postavi li si logicˇna pitanja: zasˇto i kako okom zapazˇene stvari
funkcioniraju/desˇavaju se, josˇ uvijek ne izlazi iz okvira pasivnog promatracˇa. Ukoliko
njegov interes za nekim predmetom poraste i pozˇeli zadrijeti u neku dublju analizu, te
ako se josˇ k tomu njegovo znanje odlikuje matematikom, tada se on pomalo pripaja sku-
pini aktivnih promatracˇa. Nastojati c´e vizualizirane dogadaje pretocˇiti u jezik diferenci-
jalnih jednadzˇbi, koje bi na njemu razumljiv nacˇin opisale promatrano. Tehnologija danas
dozˇivljava izuzetan napredak. Nazˇalost, nesrec´e u zracˇnom, cestovnom i pomorskom pro-
metu su neizbjezˇna sastavnica danasˇnjice. Cˇeste su glasine pad aviona, potonuc´e broda,
gubitak kontrole nad automobilom ... Svjedocˇi se i cˇinjenici da cˇovjek po pitanju obavlja-
nja uobicˇajenih fizicˇkih radnji biva sve ljeniji, te svojim znanjem nastoji kreirati nesˇto sˇto
bi mu posluzˇilo kao adekvatna zamjena - roboti i drugi uredaji. Programira ih i kontrolira
za obavljanje njemu napornih i dosadnih radnji. Izuzetna eksplozija napretka pripisuje se
robotici. Vremenom si cˇovjek - aktivni promatracˇ - postavlja prirodna pitanja: kako iz-
vesti kontrolu? Kako odrzˇati robota na nogama? Kako upravljati automobilom, a da se
pri tome osjete sˇto manje oscilacije na cesti? Kako upravljati avionom, a da broj prituzˇbi
na nekomfornost vozˇnje od strane putnika bude minimalan? Takoder, moglo bi se rec´i da
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jednadzˇbe i priroda izvode istu skladbu na razlicˇite nacˇine - svaka koristi vlastitu melo-
diju. Mnogi vanjski cˇimbenici ometaju kontrolu neke naprave. Vjetrovi i nemirna mora
otezˇavaju upravljanje brodom. Krivudave ceste uzrokuju nekomfornu vozˇnju automobi-
lom.
Predmet interesa ovoga rada upravo je pokusˇati rekonstruirati neke od navedenih po-
java. Opisati ih linearnim jednadzˇbama. Promatrati promjene obzirom na razlicˇito zadane
parametre i vanjske utjecaje. Iskljucˇivo c´e se promatrati sistemi diferencijalnih jednadzˇbi
kontrolirani LQR (eng. Linear Quadratic Regulator) kontrolom. Kako se princip rada LQR
metode bazira na metodi premjesˇtanja polova (eng. Pole-placement), predstavljene su i
usporedbe sa navedenom metodom. U prvom poglavlju cˇitatelja se upoznaje sa pojmom
sistem, kontinuiranost, diskretnost, linearizacija ... Za kontrolu sistema je nuzˇna povratna
informacija sistema ili povratna veza ( eng. feedback). Stoga se cˇitatelja nastoji upoznati
i s tim pojmom. Nastoji se okruzˇiti ga dobro poznatom sredinom za bolje razumijevanje
teksta danog u sljedec´em poglavlju u kojem se definira pojam optimalne kontrole (eng. op-
timal control) sistema. Dokazuje se egzistencija LQR kontrole sistema i naglasˇava vazˇnost
Riccatijeve jednadzˇbe (eng. Riccati equation) u samom procesu kontrole. Isticˇe se Bellma-
nov princip (eng. Bellman principal) kao polazna tocˇka za dokaze postojanja optimalnosti
rjesˇenja. U dodatku se navode rezultati koji se koriste za dokaze egzistencije rjesˇenja sis-
tema obicˇnih diferencijalnih jednadzˇbi, te Bellmanova teorija funkcionala.
Da bi se izbjeglo pripajanje josˇ jednog cˇlana skupini pasivnih promatracˇa, ovim radom
pokusˇati c´e se napraviti optimalna kontrola nekih od navedenih pojava, a potom i simulacija
istih u programskom jeziku - Matlab.
Poglavlje 1
Linearni dinamicˇki sistemi
U svrhu boljeg razumijevanja i realizacije upravljanja nekim sistemom u okvirima teorije
kontrole i upravljanja, nuzˇno je razjasniti pojam sistem, njegovu upravljivost, stanja, kon-
tinuiranost ili diskretnost, vremensku varijabilnost ili invarijantnost ... Kako c´e se u radu
promatrati i problem ”Aktivna suspenzija automobila na cesti” potrebno je upoznati se
s terminom ”automobilska suspenzija”. Sistem suspenzije vozila odgovoran je za udob-
nost i sigurnost u vozˇnji. Da bi se osigurala ova svojstava uvode se aktivne komponente
(moguc´e i poluaktivne) koje omoguc´uju sistemu suspenzije adaptiranje raznim uvjetima
vozˇnje. Sigurnost i komfor ugrozˇene su radi neravnina na cesti koje uzrokuju vibracije
kotacˇa i vozila. Stoga je neophodno osigurati zadovoljavajuc´e prigusˇenje koje se postavlja
na amortizer. Njegova je pak uloga da podizˇe, odnosno spusˇta kotacˇe automobila obzirom
na prepreku na koju naide na cesti. Time se uspijeva prigusˇiti vibracija. Diferencijalne jed-
nadzˇbe sistema koje opisuju stanja upravo navedenog modela, posluzˇit c´e kao ulaznica u
pocˇetne definicije i teoreme. Tokom rada c´e se svi problemi ove prirode svesti na linearne
diferencijalne jednadzˇbe oblika (1.1) i (1.2), dobivene kao ishod fizikalno - matematicˇkih
principa i zakona:
x˙(t) = Ax(t) + Bu(t) (1.1)
y(t) = Cx(t) + Du(t), (1.2)
uz pocˇetno stanje sistema x(0) = x0.
x(t) { vektor stanja
u(t) { vektor upravljanja (ulaza)
y(t) { vektor izlaza
A { matrica koeficijenata sustava
B { matrica ulaza sustava
C { matrica izlaza sustava
D { matrica prijenosa sustava
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Rjesˇenje sustava obicˇnih diferencijalnih jednadzˇbi, danih u kompaktnom zapisu
x˙(t) = Ax(t) + Bu(t)
x(0) = x0,
jest funkcija x(t) = eA(t−t0)x0 +
t∫
t0
eA(t−τ)Bu(τ)dτ.
U nastavku se za rjesˇenje sustava 1.1 i 1.2 koristi oznaka φ(n; x0, t), gdje je n ∈ N.
1.1 Sistem (objekt)
Dohvatljivost stanja sistema
Sljedec´e definicije preuzete su iz [6].
Definicija 1.1.1. Neka je X = Rn skup stanja (sistema kakav je promatran povisˇe), gdje je
n ∈ N. Stanje x¯ ∈ X je dohvatljivo (eng. reachable) iz nultog inicijalnog stanja (x(0) = x0)
ako postoji ulaz u¯(t) i konacˇno vrijeme T¯ takvo da vrijedi φ(n; x0, T¯ ) = x¯(T¯ ).
Xreach je skup svih dohvatljivih stanja x ∈ X. Xreach ⊆ X.
R(A, B) = [B, AB, A2B, ....] definira matricu dohvatljivosti. (Rn(A, B) = [B, AB, ...., An−1B]).
Definicija sistema
Definicija 1.1.2. U teoriji kontrole i upravljanja pojam sistem podrazumijeva:
(a) T - skup koji oznacˇava vrijeme
(b) X - neprazan skup stanja
(c)U - neprazan skup ulaznih varijabli
(d) preslikavanje Φ : Dφ −→ X, gdje je Dφ = {(τ, σ, x, ω)|σ, τ ∈ T , σ ≤ τ, x ∈ X, ω ∈
U[σ,τ)}.
Vrijede sljedec´a svojstva:
(1) neka je σ ∈ T takav da je σ < τ, te ω ∈ U[σ,τ]. Postoji barem jedan takav par (σ,ω) sa
svojstvom da je ω dohvatljiv iz x, tj. (τ, σ, x, ω) ∈ Dφ.
(2) ako je ω ∈ U[σ,µ) dohvatljiv iz x , tada je restrikcija ω1 := ω [σ,µ) dohvatljiva iz x za
svaki τ ∈ [σ, µ). Takoder je i ω2 := ω [τ,µ) dohvatljiva iz φ = (τ, σ, x, ω1).
(3) ako su σ, τ i µ elementi skupa T sa svojstvom σ < τ < µ, te za ω1 ∈ U[σ,τ), ω2 ∈ U[τ,µ)
i x ∈ X vrijede relacije φ(τ, σ, x, ω1) = x1 i φ(τ, σ, x1, ω2) = x2, tada je ω = ω1ω2 takoder
dohvatljiva iz x i φ(µ, σ, x, ω) = x2.
(4) za bilo koje σ ∈ T i x ∈ X je ν ∈ U[σ,σ) i φ(σ,σ, x, ν) = x.
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Za sistem sa izlazom (eng. output) definira se josˇ i :
(5) Y - prostor varijabli izlaza
(6) preslikavanje h : T × X → Y (eng. measurement map).
Σ = (T ,X,U,Φ) oznacˇava sistem.
”Aktivna suspenzija ” primjer je jednog vremenski invarijantnog, linearnog, kontinuiranog
sustava. Navode se sljedec´e definicije u svrhu tocˇnog znacˇenja opisa upravo spomenutog
sustava.
Vremenska-invarijantnost sistema
Definicija 1.1.3. Sistem Σ je vremenski-invarijantan (eng. continuous time-invariant) ako
za bilo koje ω ∈ U[σ, τ), x ∈ X, µ ∈ T (µ dohvatljiv iz x) i translaciju ωµ ∈ U[σ+µ,τ+µ) takvu
da je ωµ(t) = ω(t − µ) (dohvatljivu iz x) vrijedi φ(τ, σ, x, ω) = φ(τ + µ, σ + µ, x, ωµ). Za
sisteme sa izlazom je h(τ, x) nezavisno preslikavanje po τ.
Definicija 1.1.4. Sistem sa definiranim pocˇetnim uvjetom je par (Σ, xo) gdje je Σ sistem, a
xo je pocˇetno stanje .
Definicija 1.1.5. Vremenski diskretan sistem (eng. discrete-time system) je sistem za kojeg
je T = Z.
1.2 Linearizacija diskretnih sistema
Kako bi se mogao definirati vremenski diskretan linearan sistem treba definirati prijelaz u
iduc´e stanje sistema funkcijom : P(t, x, u) = φ(t +1, t, x, ω), gdje je ω = u(t) za t ∈ Z. Defi-
nira se ε kao ε = ε(φ) = {(t, x, u) ∈ Z×X×U t.d (t + 1, t, x, u) ∈ Dφ}. Neka je K polje R ili
C. Kartezijev produkt bilo koja dva vektora prostoraX odnosnoU ima vektorsku strukturu
prostora definiranu operacijama po koordinatama : (x, u) + k(t, v) = (x + kz, u + kv).U[σ,τ)
(za σ < τ) je vektorski prostor sa operacijama po tocˇkama : (kω + ν)(t) = kω(t) + ν(t).
Definicija 1.2.1. Vremenski sistem Σ je potpun ako je za svako stanje sistema svaki ulaz
dohvatljiv: Dφ = {(τ, σ, x, ω)|σ ≤ τ, x ∈ X, ω ∈ Uσ,τ)}.
Definicija 1.2.2. Vremenski diskretan sistem Σ je linearan ako je :
(a) potpun
(b) X iU su vektorski prostori
6 POGLAVLJE 1. LINEARNI DINAMICˇKI SISTEMI
(c) P(t, . , .) je linearna funkcija za svaki element skupa Z.
Sistem sa izlazom je linearan ako je dodatno :
(1) Y vektorski prostor
(2) h(t, . ) je linearna funkcija za svaki t element skupa Z.
Definicija 1.2.3. Sistem je konacˇno-dimenzionalan ako suU ,X iY konacˇno-dimenzionalni.
Tada je dimenzija od Σ zapravo dimenzija od X.
Napomena 1.2.4. Linearnost sistema je ekvivalentna egzistenciji linearnih preslikavanja
A(t) : X → X i B(t) : U → X, t ∈ Z.
Tada je P(t, x, u) = A(t)x + B(t)u. Za sistem sa izlazom je h(t, x) = C(t)x, gdje je C(t) :
X → Y za t ∈ Z.
Prezentirani su primjeri u kojima A(t), B(t), C(t) i D(t) ne ovise o t. Rijecˇ je o vremenski
invarijantnim sistemima. Snazˇan ”alat” koji doprinosi kompaktnijim zapisima i upravlja-
nju samih sistema je linearizacija diskretnih odnosno kontinuiranih sistema. Bez smanje-
nja opc´enitosti promatra se glatkoc´a vremenski diskretnog sistema u realnom slucˇaju, jer
se u kompleksnom slucˇaju radi ista stvar posebno nad realnim posebno nad imaginarnim
dijelovima. Neka je Σ vremenski diskretan sistem. Za svaki t element skupa Z je skup
εt = {(x, u)|(t, x, u) ∈ ε} ⊆ X ×U u domeni funkcije P(t, . , .).
Definicija 1.2.5. Neka je k ∈ {0, 1, 2, ..,+∞},m ∈ Z i n ∈ Z. Vremenski diskretan sistem
klase Ck (nad K) je sistem koji zadovoljava sljedec´a svojstva:
(1) X je otvoren podskup od Kn
(2)U je otvoren podskup od Km
(3) za t ∈ Z je skup εt otvoren i preslikavanje P(t, . , .) je klase Ck.
Definicija 1.2.6. Neka je Σ vremenski diskretan sistem nad R klase C1. Pretpostavka je
da je Γ = (ξ¯, ω¯) trajektorija gibanja za Σ na intervalu I. Linearizacija od Σ oko Γ je
linearan vremenski diskretan sistem Σ∗[Γ] koji je dan s funkcijom lokalanom po vremenu -
(Rn,Rm,P∗) gdje je
P∗(t, . , . ) =
P(t, . , . )∗[ξ¯(t), ω¯(t)], t ∈ I0, t < I
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Za sistem Σ sa izlazom je Σ∗[Γ] je vremenski diskretan linearan sistem sa izlazom za
kojeg je Y = Rp i za kojeg je definiran gornji P te je
h∗(t, . ) =
h(t, . )∗[ξ¯(t)], t ∈ I0, t < I.
Ako je I = Z i ako su ξ¯ i ω¯ konstante takve da je ξ¯(t) = x i ω¯(t) = u, tada je Σ∗[Γ]
linearizacija od Σ oko (x, u).
Osim vremenski diskretnih proucˇavaju se i vremenski neprekidni (kontinuirani) sis-
temi. Grubo govorec´i, rijecˇ je o sistemima opisanim diferencijalnim jednadzˇbama x˙(t) =
f (t, x, u). Prije definicije neprekidnih sistema u okviru teorije kontrole i upravljanja, nuzˇno
je navesti rezultate o egzistenciji i jedinstvenosti rjesˇenja problema sa pocˇetnim vrijed-
nostima.: ξ˙ = f (t, ξ(t)) uz pocˇetni uvjet ξ(σo) = xo, gdje je ξ(t) ∈ X ⊆ Rn. Zasˇto ?
Sama definicija neprekidnog sistema pretpostavlja egzistenciju rjesˇenja navedenog pro-
blema. Najjednostvniji pristup je definirati rjesˇenje na intervalu I kao lokalno apsolutno
neprekidnu funkciju ξ : I → X takvu da je integral u jednadzˇbi ξ(t) = xo +
t∫
σ0
f (τ, ξ(τ))dτ
dobro definiran. Neka vrijede sljedec´a svojstva funkcije f :
(H1) f (. , x) : I → Rn je izmjeriva za svaki fiksni x
(H2) f (t , .) : Rn → Rn je neprekidna za svaki fiksni t, gdje je I interval u R, a X otvoren
podksup u Rn.
1.3 Egzistencija i jedinstvenost rjesˇenja sistema
Navodi se glavni teorem o egzistenciji i jedinstvenosti rjesˇenja ODJ-a (obicˇnih diferenci-
jalnih jednadzˇbi) koji je dokazan pozivom na [6].
Teorem 1.3.1. Neka jeX ⊆ Rn otvoren skup iI ⊆ R interval. Neka funkcija f : I×X → Rn
zadovoljava hipoteze (H1) i (H2) i ima sljedec´a svojstva:
1) f je lokalno Lipschitzova funkcija po x{ || f (t, x)− f (t, y)|| ≤ α(t)||x−y|| za svaki xo ∈ X,
realni broj ρ > 0 i lokalno integrabilnu funkciju α : I → R+ takvu da je kugla Kρ(x0)
sadrzˇana u X (x, y ∈ Kρ(xo)).
2) f je lokalno integrabilna funkcija po t { za svaki fiksni xo ∈ X i za svaki t ∈ I pos-
toji lokalno integrabilna funkcija β : I → R+ takva da je || f (t, xo)|| ≤ β(t). Tada za svaki
par (σo, xo) ∈ I × X postoji neprazni podinterval J ⊆ I (relativno otvoren u I) i postoji
rjesˇenje ξ problema sa pocˇetnim uvjetom na J sa sljedec´im svojstvom:
ako je ζ : J′ → X neko drugo rjesˇenje problema sa pocˇetnim uvjetom gdje je J′ ⊆ I, tada
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je nuzˇno J′ ⊆ J i ξ = ζ na J′. ξ je maximalno rjesˇenje problema sa pocˇetnim uvjetom na
intervalu I.
Prije dokaza samog teorema nadvodi se da tvrdnja vrijedi i za funkcije uniformne
na kompaktima. Za svaki kompakt K ⊆ X, svaki t ∈ I i x ∈ K postoji lokalno in-
tegrabilna funkcija γ takva da je || f (t, x)|| ≤ γ(t). Za dani xo ∈ K, postoje funkcije
ρ > 0, α i β kao u iskazu teorema takve da za svaki x ∈ Kρ(xo) i svaki t ∈ I vrijedi
|| f (t, x)|| ≤ || f (t, xo)||+|| f (t, x)− f (t, xo)|| ≤ β(t)+ρα(t).Neka su Kρ(xo) kugle koje cˇine otvo-
ren pokrivacˇ skupa K. Tada postoji konacˇan potpokrivacˇ kugala sa centrima u x1, x2, .., xl,
te je γ(t) = max{γx1 , ...γxl}. Kako je γxo je lokalno integrabilna funkcija, onda je i γ(t)
lokalno integrabilna.
Dokaz. Egzistencija
Bez gubitka opc´enitosti, pretpostavlja se da je I , {σo} jer bi inacˇe problem bio trivija-
lan. Najprije se pokazuje da postoji δ > 0 takav da problem sa pocˇetnim vrijednostima
ima rjesˇenje na intervalu [σo, σo + δ] ∩ I. Ako je σo desna krajnja tocˇka intervala I,
onda to jest ocˇito. Pretpostavi se da to nije slucˇaj. Za dani xo uzimaju se ρ i lokalno
integrabilne funkcije α i β kao u iskazu teorema. Radi lokalne integrabilnosti, funkcija
a(t) =
t+σo∫
σo
α(τ)dτ→ 0 kad t → 0+ i slicˇno vrijedi i za b(t) :=
t+σo∫
σo
β(τ)dτ. Ovako definirane
funckije a(t) i b(t) su nenegativne i neopadajuc´e. Tada postoji δ > 0 takav da je σo + δ ∈ I
i
(i) a(t) ≤ a(δ) = ε < 1, za svaki t element skupa [0, δ]
(ii) a(t)ρ + b(t) ≤ a(δ)ρ + b(δ) < ρ, za svaki t element skupa [0, δ]
Neka je ξo ≡ xo na intervalu [σo, σo + δ] i neka je kugla radijusa ρ sa centrom u xo u pros-
toru Con(σo, σo + δ) definirana kao B¯ = K¯ρ(xo).Neka je ξ ∈ B¯. Definira se operator S : B¯→
Con(σo, σo + δ) sa (Sξ)(t) := xo +
t∫
σo
f (τ, ξ(τ))dτ. Za τ ∈ [σo, σo + δ]), ξ(τ) pripadaju kom-
paktnom skupu K. Iz dodatnog dijela teorema sa funkcijama uniformnima na kompaktu
vrijedi da je funkcija f (. , ξ(.)) lokalno integrabilna i da je
t∫
σo
|| f (τ, ξ(τ))||dτ ≤
t∫
σo
γ(τ)dτ. S
je dobro definiran i Sξ je apsolutno neprekidan operator za svaki ξ.
Dodatno, B¯ je invarijantan obzirom na S. Doista, za ξ ∈ B¯ i prema lemi A.0.4, biraju se
L = [σo, δ + σo], g ≡ 0 te isti α, β, xo, ξ i f kao vrijednosti koje su vec´ definirane. Neka
su X = Kρ(xo), Xo = {xo}, ζ = ξo i zo = xo. Posebno, neka je ξ¯ = Sξ i ζ˜ = ξo. Zakljucˇi se
da je ||Sξ − ξo||∞a(δ) + b(δ) < ρ. S se mozˇe shvatiti kao preslikavanje sa B¯ → B¯. Time je
pokazana trazˇena invarijantnost.
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Dalje, zˇeli se pokazati da je S kontrakcija. Ponovno, primjenjujuc´i lemu A.0.4 za dane
ξ, ζ ∈ B¯ neka je X = Xo = Kρ(xo). α, f i xo su kao i dosada, te g = f , β ≡ 0 i L = [σo, σo +
δ]. U istoj toj lemi nejednakosti (1 i 3) u normi ∞ isˇcˇezavaju, pa ostaje ||Sξ − Sζ ||∞ ≤
λ||ξ − ζ ||∞. S je kontrakcija!
Iz teorema A.0.7 slijedi da za fiksnu tocˇku ξ, za koju vrijedi ξ = Sξ, upravo ta tocˇka i
definira rjesˇenje problema sa pocˇetnim vrijednostima na intervalu [σo, δ + σo]. Slicˇno se
zakljucˇi i za σo koji ne smije biti lijeva krajnja tocˇka od I, te da postoji rjesˇenje na inter-
valu [σo−δ, σo]. Uzmu li se u obzir oba rjesˇenja zakljucˇi se da postoji rjesˇenje na intervalu
[σo − δ, σo + δ]. Ako je σo u nekom slucˇaju krajnja desna tocˇka intervala I, dobije se
rjesˇenje na intervalu [σo, σo + δ], ili [σo − δ, σo] ukoliko je to bila lijeva krajnja tocˇka istog
intervala. U svakom slucˇaju rjesˇenje je definirano u okolini σo unutar intervala I. Taj
rezultat lokalne egzistencije vrijedi za svaki inicijalni par (σo, xo).
Jedinstvenost
Sada se pokazuje da ukoliko su ξ i ζ dva rjesˇenja problema sa pocˇetnim uvjetom na inter-
valu J ⊆ I, tada je ξ = ζ na J . Dokazuje se njihovo podudaranje za t ∈ J i σo ∈ J u
slucˇaju kad je t ≥ σo (slucˇaj t ∈ σo je analogan). Najprije se pokazuje da se ξ i ζ poduda-
raju na nekom moguc´e malom intervalu [σo, σo + δ] sadrzˇanom u J . Neka je δ > 0.
Izabere se ρ za zadani xo. Radi neprekidnosti od ξ i ζ postoji δ dovoljno malen takav da
ξ(t) i ζ(t) (za t ∈ [σo, σo + δ]) oboje pripadaju Kρ(xo). Koristi se lema A.0.4 i uzimaju se
X = Xo = X te f , xo, ξ, ζ i α kao ranije. Neka je zo = xo, g = f , L = [σo, σo + δ] i β ≡ 0.
Opet, termini 1 i 3 iz nejednakosti u lemi A.0.4 isˇcˇezavaju u ∞, pa ostaje ||ξ(t) − λ(t)|| ≤
t∫
σo
α(τ)||ξ(τ) − ζ(τ)||dτ za sve t ∈ [σo, σo + δ]. Sada, ukljucˇujuc´i lemu A.0.5 uz izbor kons-
tante c = 0, funkcija lijeve strane mora biti 0. To dokazuje jedinstvenost egzistencije danog
malenog intervala.
Neka se pak pretpostavi da egzistira neki t > σo takav da je (za t ∈ J) ξ(t) , ζ(t). Definira
se σ1 := inf{t} ∈ J (za {t > σo | ξ(t) , ζ(t)}). Sada je ξ = ζ na [σo, σ1) i opet radi
neprekinutosti od ξ i ζ vrijedi ξ(σ1) = λ(σ1). Gornja lokalna jedinstvenost vrijedi za svaki
pocˇetni σo ∈ I i svaki xo ∈ X. Ukoliko se ovo primijeni na prethodni problem sa pocˇetnim
vrijednostima uz izbor σ1 kao pocˇetnim vremenom i x1 := ξ(σ1) kao pocˇetnim stanjem,
slijedi da je ξ = ζ na intervalu [σ1, σ1 + δ] za δ > 0. To je u kontradikciji sa definicijom od
σ1.
Postojanje maksimalnog rjesˇenja
Nadalje, zˇeli se pokazati da postoji maksimalno rjesˇenje pocˇetnog problema. Promatra se
τmin := inf{t} ∈ I kao rjesenje pocˇetnog problema na [t, σo], te τmax := sup{t} ∈ I kao
rjesˇenje na [σo, t]. Rezultat lokalne egzistencije daje τmin < τmax. Promatra se otvoreni
interval (τmin, τmax). Rjesˇenje na tom intervalu postoji jer postoji i jedinstveno je rjesˇenje
na intervalu (sn, tn)( sn ↓ τmin i tn ↑ τmax). Kako se bira J ? Ako su τmin i τmax oboje u
interioru od I tada je J = (τmin, τmax). Ako je τmin lijeva krajnja tocˇka intervala I, tada
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rjesˇenje postoji u intervalu J koje sadrzˇi τmin. Slicˇno je i za τmax. U tom slucˇaju je J
relativno otvoren u I i neprazan. Sˇtovisˇe, ako je τmin u interioru od I tada nema rjesˇenja ζ
koje je definirano na [τmin, σo]. Zasˇto ? Zbog teorema o lokalnoj egzistenciji primijenjenim
na problem pocˇetnih vrijednosti sa ξ(τmin) = ζ(τmin), slijedi da postoji rjesˇenje na intervalu
(τminδ, τmin], ali i na intervalu (τminδ, σo]. To je u kontradikciji sa τmin. Zakljucˇi se da bilo
koje rjesˇenje problema sa pocˇetnim vrijednostima mora imati domenu koja ukljucˇuje J , a
radi toga posljednji dio teorema slijedi zbog jedinstvenosti. 
Za dokaz iduc´e leme koristi se propozicija A.0.1.
Lema 1.3.2. (Egzistencija rjesˇenja sistema obicˇnih diferencijalnih jednadzˇbi sa pocˇetnim
uvjetom)
Funkcija desne strane (A.0.2, eng. RHS - Right-Hand-Side) ima sljedec´e svojstvo { za
svaka dva realna broja σ i τ takva da je σ < τ, izmjeriv i omeden ω ∈ U[σ, τ) i x0 ∈ X
postoji neprazan interval J ⊆ I = [σ, τ] koji je relativno otvoren u I. J sadrzˇi σ, te
postoji rjesˇenje sustava jednadzˇbi
ξ˙(t) = ( f (t), ξ(t), ω(t)) ∈ J (1.3)
ξ(σ) = x0. (1.4)
Rjesˇenje je maksimalno i jedinstveno. Za neko drugo rjesˇenje ζ : J ′ → X definirano na
J ′ ⊆ I, nuzˇno vrijedi J ′ ⊆ J i ξ = ζ na J ′. Ako je J = I, tada je ω dohvatljivo iz x0.
Dokaz. Neka je f funkcija desne strane. Definira se funkcija g(t, x) := f (t, x, ω(t)) =
f˜ (pi(t), x, ω(t)) na I × X (pi i f˜ su iz definicije A.0.2 ). f zadovoljava sva tri svojstva iz
definicije RHS funkcija. Prema drugom svojstvu iz te definicije je f˜ neprekidna funkcija
na S × X × U, gdje je S metricˇki prostor. Stoga je g(t, x) neprekidna funkcija po x za
svaki fiksni t ∈ R, pa je zadovoljena hipoteza (H2). Preslikavanje I → U ×S je izmjerivo
(rijecˇ je o preslikavanju t → (ω(t), pi(t)). Prema tome g(. , x) je kompozicija izmjerive i
neprekidne funkcije, te je zbog toga izmjeriva funkcija po t, za svaki fiksni x. Time je
zadovoljena i hipoteza (H1). Vrijede uvjeti u teoremu 1.3.1. Prema propoziciji A.0.1 treba
provjeriti da za svaki kompaktan podskup K ⊆ X, x0 ∈ X,x ∈ X i t ∈ I postoji lokalno
omedeno izmjerivo preslikavanje α i β takvo da je |g(t, x0)| ≤ β(t) i |g(t, x0)| ≤ α(t). Kako
je ω omeden i pi lokalno omeden postoje kompaktni skupovi K1, K2 takvi da je ω(t) ∈
K1 i pi(t) ∈ K2 za svaki t element skupa I. Radi neprekidnosti od f˜ i f˜x postoje gornje
mede M1 za | f˜ | i M2 za | f˜x| na K2 × K × K1. Tada su α ≡ M2 i β ≡ M1 zˇeljene funkcije.
Time se kompletiraju uvjeti teorema 1.3.1, pa slijedi egzistencija i jedinstvenost. 
Lema 1.3.3. (Definicija sistema preko RHS funkcija )
Neka je f funkcija desne strane i neka je Φ(τ, σ, x, ω) = ξ(τ), gdje je ξ(τ) jedinstveno
rjesˇenje jednadzˇbi 1.3 i 1.4 (na [σ, τ]) i ξ(τ) dohvatljiv iz x0 naD = {(τ, σ, x, ω)|σ < τ, x ∈
X, ω ∈ U[σ,τ)}. Tada je Σ f = (R,X,U,Φ) sistem.
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Definicija 1.3.4. Vremenski kontinuiran sistem je sistem tipa Σ f , gdje je f funkcija desne
strane. Vremenski kontinuiran sistem sa izlazom je sistem Σ koji je vremenski kontinuiran,
Y je metricˇki prostor i h : T × X → Y neprekidna funkcija.
Definicija 1.3.5. Neka je k ∈ {1, 2, ...,∞} i m ∈ Z(m < 0). Vremenski neprekidan sistem je
klase Ck ako jeU otvoren potprostor od Km za kojeg vrijedi da se S i f˜ (iz definicije A.0.2)
mogu izabrati tako da je S otvoren potprostor Euklidskog prostora, a f˜ je klase Ck. Ako je
Σ sistem sa izlazom, tada je Y otvoren potprostor Euklidskog prostora Kp i h(t, . )i svaki t
je funkcija klase Ck.
1.4 Linearizacija neprekidnih sistema
Neka je X = Kn,U = Km, te f (t, x, u) = A(t)x + B(t)u (A(t) je n × n matrica, B(t) je n × m
matrica). f : R × X ×U → X je linearna funkcija u (x, u) za fiksni t i lokalno omedena u
tocˇki t za fiksni par (x, u). Prema definiciji A.0.2 je f funkcija desne strane.
Definicija 1.4.1. Vremenski neprekidan sistem Σ je linearan (i konacˇno-dimenzionalan,
K = R ili C ) ako je klase C1 i:
(a) X = Kn,U = Km
(b) f (t, . , .) je linearna funkcija za svaki t element skupa R. Sistem sa izlazom Σ je
linearan ako je dodatno:
(1) Y = Kp
(2) h(t, . ) linearna funkcija za svaki t element skupa R.
Dimenzija od Σ je dimenzija od X.
Definicija 1.4.2. Neka je Σ vremenski kontinuiran sistem klase Ck na R. Pretpostavka je
da je Γ = (ξ¯, ω¯) trajektorija gibanja za Σ na intervalu I. Linearizacija od Σ oko Γ je
vremenski neprekidan linearan sistem Σ∗[Γ] sa funkcijom f∗ lokalnom po vremenu gdje je
f∗(t, ., .) =
 f (t, ., .)∗[ξ¯(t), ω¯(t)], t ∈ I0, t < I.
Ako je Σ sistem sa izlazom, tada je Σ∗[Γ] vremenski neprekidan linearan sistem sa izlazom
za kojeg je definirana gornja funkcija f i za kojeg je Y = Rp te je
h∗(t, .) =
h(t, .)∗[ξ¯(t)], t ∈ I0, t < I.
Neka je I = R te ξ¯ i ω¯ konstante za koje vrijedi ξ¯(t) = x i ω¯(t) = u tada je Σ∗[Γ]
linearizacija od Σ u (x, u).
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Upravljivost sistemom
Poznavajuc´i definiciju sistema, njegovu linearizaciju, kontinuiranost odnosno diskretnost,
zˇeli se rec´i nesˇto i o upravljivosti samim sistemom. Dohvatljivost sistema mozˇe se definirati
i na sljedec´i nacˇin. Promatra se Σ = (T ,X,U,Φ) kao proizvoljan sistem.
Definicija 1.4.3. Neka je (x, t) ∈ X×T . Par (z, τ) se mozˇe dohvatiti iz (x, σ) ako i samo ako
postoji put u Σ na [σ, τ] cˇije je pocˇetno stanje x, a krajnje z. To znacˇi da postoji ω ∈ U[σ,τ)
takva da je φ(τ, σ, x, ω) = z. Kazˇe se josˇ da se (x, σ) mozˇe kontrolirati preko (z, τ). Neka
su x i z oboje elementi skupa X,T ≥ 0 (T ∈ τ) i postoje σ i τ oba iz T sa svojstvom
τ−σ = T. Da se (z, τ) mozˇe dohvatiti iz (x, σ) (z se mozˇe dohvatiti iz x u vremenu T) znacˇi
da se x mozˇe kontrolirati sa z (ili z se mozˇe dohvatiti iz x) ako to vrijedi za najmanje jedan
T . (oznaka: (x, σ) { (z, τ)). .
Termin x {T z znacˇi da se z mozˇe dohvatiti iz x u vremenu T .
Definicija 1.4.4. Sistem Σ je upravljiv na intervalu [σ, τ] ako za bilo koje elemente x i z
skupa X vrijedi (x, σ) { (z, τ). Sistem je upravljiv u vremenu T ako za svaka dva broja
x ∈ X i z ∈ X vrijedi x {T z.
Za potrebe prepoznavanja upravljivosti nekog sistema navodi se sljedec´a karakteriza-
cija.
Teorem 1.4.5. n-dimenzionalni vremenski diskretni linearni sistem Σ je upravljiv ako i
samo ako je rang R(A, B) = n.
Dokaz. Poznato je da iz Hamilton-Cayleyeva teorema vrijedi An = α1I+α2A+ ...+αnAn−1
gdje je XA(s) = det(sI − A) = sn − αnsn−1 − ... − α2s − α1 karakteristicˇni polinom od A.
Nakon mnozˇenja izraza za An matricom A
An = α1I + α2A + ... + αnAn−1 /*A
dobije se An+1 = α1A + α2A2 + ... + αnAn. Supstitucijom sa An = α1I + α2A + ... + αnAn−1,
dobije se An+1 = α1A+α2A2+...+αn(α1[I+α1A+...+αnAn−1]) = αnα1I+(α1+αnα2)A+...+
(αn−1 + (αn)2An−1. Dakle, An+1 je linearna kombinacija matrica Ai, i ∈ {0, 1, ..., n−1}. Isto
bi vrijedilo i za sve druge potencije od A koje se mogu prikazati kao linearne kombinacije
nizˇih potencija matrice A. Znacˇi, za svaki vektor v se linearna ljuska Aiv, i ≥ 0 podudara sa
linearnom ljuskom Aiv, i < n. Ako se to primijeni na svaki stupac matrice B, zakljucˇi se da
c´e uvjet rang R(A, B) = n biti narusˇen ako i samo ako postoji neki n-dimenzionalni vektor
ψ , 0 takav da je ψAiB = 0 za svaki i ≥ 0. To znacˇi da postoji linearno preslikavanje
x → ψx koje isˇcˇezava za sva stanja koja su dohvatljiva iz nultog inicijalnog stanja. Dakle,
sistem je upravljiv. 
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Neka su : R(x) = {z ∈ X|x { z},C(x) = {z ∈ X|z { x},RT (x) = {z ∈ X|x { z}.
Termin, x ∈ X je ravnotezˇno stanje u vremenski-invarijantnom sistemu je pretpos-
tavlja da postoji u ∈ U takav da za svaki T ∈ T+ (T ∈ T takav da je T > 0) vrijedi
φ(T, 0, x, ω) = x, gdje je ω = u. Za vremenski-diskretne sisteme je P(x, u) = x, a za vre-
menski neprekidne f (x, u) = 0.
Korolar 1.4.6. Neka je X vektorski prostor nad poljem K, x ravnotezˇno stanje, T ∈ T+ i
dimX = n < ∞. Neka je definiran potprostor RT (x). Tada vrijedi:
(a) ako je T = Z onda je Rn = R(x)
(b) ako je T = R onda je Rε = R(x) za svaki ε > 0.
Dokaz. Neka je 0 = τ0 < τ1 < τ2 < ... < τn+1 rastuc´i niz elemenata u T i neka je (za
svaki i ∈ Z) Xi := Rτi (x). Kada bi Xi bio sadrzˇan u Xi+1, tada bi dimXi+1 > dimXi i
dimXn+1 ≥ n+1 > dimX, a to je kontradikcija. U svakom takvom lancu skupa dohvatljivih
stanja postoji i, takav da Xi = Xi+1. Kako je za bilo koje S i T ∈ T+,T > 0 i RS (x) =
RS+T (x), nuzˇno je RS(x) = R(x) (To se vidi tako sˇto za neki k nenegativan cijeli broj
vrijedi RS+kT (x) = RS (x). Kako ? Birajuc´i k=1, raspisˇe se RS+(k+1)T (x) = RT (RS+kT (x)) =
RT (RS(x)) = RS+T (x) = RS(x)). Stoga, neka je z ∈ R(x). Postoji t ∈ T takav da je
z ∈ Rt(x). Neka za k vrijedi S + kT > t tada je z ∈ RS+kT (x) = RS(x). Iz Xi = Xi+1 se
zakljucˇi da je RTi(x) = R(x). U slucˇaju (a) uzme se τi = i, a u slucˇaju (b) τi = iε/n. 
Korolar 1.4.7. (a) n-dimenzionalni vremenski diskretni linearni sistem je upravljiv akko
R(0) = Rn(0) = X.
(b) Vremenski kontinuiran linearni sistem je upravljiv akko je R(0) = Rε(0) = X za ε > 0,
odnosno, akko je C(0) = Cε(0) = X za svaki ε > 0.
Dokaz. Ako je Σ upravljiv, tada za svaki x ∈ X vrijedi R(x) = X. Prema korolaru 1.4.6 je
Rn(0) = X (u vremenski diskrentom slucˇaju), odnosno Rε(0) = X za ε > 0 (u neprekidnom
slucˇaju). Ako je RT (0) = X za T > 0 tada je Σ upravljiv jer ukoliko za sve y ∈ X vrijedi
0 {T y, tada je (0, 0) { (y,T ) za sve y ∈ X. Σ je upravljiv na [0,T ]. Zasˇto? Neka su
(x, σ) i (z, τ) dva para za koje vrijedi y := z − φ(τ, σ, x, 0). Ako je (0, σ) { (y, τ) tada je
(x, σ) { (z, τ), pa je sistem upravljiv. Jednak zakljucˇak vrijedi i u neprekidnom slucˇaju, tj.
CT (0) = X (u tom slucˇaju je (x, 0) { (0,T ), pa slijedi upravljivost Σ na [0,T ]). 
Teorem 1.4.8. n-dimenzionalni vremenski neprekidan linerani sistem Σ je upravljiv akko
je rang R(A, B) = n.
Dokaz. ⇐= Ako je rang(A, B) < n tada postoji vektor redak β , 0 tako da βAiB = 0 za i ≥
0. Ako svaki element od R(0) = R1(0) ima oblik
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x =
1∫
0
eA(1−t)Bω(t)dt =
1∫
0
eA(t)Bω(1 − t)dt (1.5)
tada vrijedi da je βx = 0 za takav x. Stoga R(0) , X, pa sistem prema (a) dijelu korolara
1.4.7 nije upravljiv.
=⇒ Ako sistem nije upravljiv tada postoji β , 0 takav da je βx = 0 za svaki x u pot-
prostoru R(0). Razmatra se kontrola ω(t) = B∗eA∗(1−t)β∗ na intervalu [0, 1], gdje ”*” pred-
stavlja konjugiranje i transponiranje. Iz izraza 1.5, slijedi 0 = βx =
1∫
0
βeA(t)BB∗eA
∗
β∗dt =
1∫
0
||B∗eA∗(t)β∗||2dt. Stoga je βetAB = 0. 
Osmotrivost sistema
Na pocˇetku rada je definiran sistem diferencijalnih jednadzˇbi i njegovo rjesˇenje za pocˇetno
stanje x(t0) = x0 je oznacˇeno sa φ(n; x0, t).
Definicija 1.4.9. Stanje x¯ ∈ X nije osmotrivo ako je y(t) = Cφ(0, x¯, t) = 0 za t ≥ 0 (ako
ga ne mozˇemo razlikovati od nultog inicijalnog stanja). Xunabs = skup svih stanja koja
nisu osmotriva. Sistem je osmotriv ako je Xunabs = ∅. Matrica osmorivosti je On(C, A) =
[C,CA, ...,CAn−1]T
(O(C, A) = [C,CA, ...] ).
Slijede dva teorema o osmotrivosti bez dokaza (dokazuju se sasvim analogno prethodno
dokazanim teorema o upravljivosti).
Teorem 1.4.10. n-dimenzionalni vremenski diskretan linearni sistem Σ je osmotriv akko je
rang O(A, B) = n ili ekvivalnetno akko je (AT ,CT ) upravljiv.
Teorem 1.4.11. n-dimenzionalni vremenski neprekidan linearan sistem Σ je osmotriv akko
je rang O(A,C) = n ili ekvivalentno akko je (AT ,CT ) upravljiv.
1.5 Zatvoreni sistemi ili sistemi s povratnom vezom
Egzistencija kontrole sistema s povratnom vezom
Iduc´e podrucˇje interesa je kontrola nad samim sistemom. Promatraju se dvije osnovne
klase kontrolnih sistema - sistemi otvorene petlje ili otvoreni sistemi (eng. open-loop sys-
tems) i sistemi zatvorene petlje ili zatvoreni sistemi (eng. closed-loop systems). Sistem
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otvorene petlje je tip sistema koji koristi samo jedan ulazni signal za dobivanje izlaza.
Kontrolor otvorenog sistema je tip kontrolora koji racˇuna ulaz sistema koristec´i se jedino
tekuc´im (sadasˇnjim) stanjem. Za izracˇun da li su izlazi sistema postigli zˇeljenu vrijednost
ulaza sistema ne koristi se povratna veza. Kontrola otvorenih sistema je korisna za dobro
definirane sisteme gdje veza izmedu ulaza i rezultirajuc´eg stanja mozˇe biti izmodelirana
matematicˇkim formulama. Primjer je izracˇun voltazˇe koja je potrebna elektricˇnom motoru
koji ”vozi” konstantno opterec´enje, da bi postigao zˇeljenu brzinu. To je dobra aplikacija za
kontrolu otvorenih sistema. Kad opterec´enje ne bi bilo poznato, odnosno, kad bi se brzina
motora mijenjala kao funkcija po opterec´enju ili voltazˇi, onda bi u tom slucˇaju kontrolor
otvorenog sistema bio nedovoljan za osiguranje kontrole brzine. Jedan takav primjer je
sistem koji prezentira tekuc´u vrpcu. Taj sistem se giba konstantnom brzinom. Zahvaljujuc´i
voltazˇi sistem c´e se gibati, ali razlicˇitim brzinama ovisno o opterec´enju motora (tezˇina
objekta na vrpci). Da bi se vrpca gibala konstantnom brzinom, voltazˇa motora mora biti
namjesˇtena u ovisnosti o teretu. U tom slucˇaju, neophodan je zatvoreni sistem. To je tip sis-
tema koji automatski mijenja izlaz koji se temelji na razlici izmedu signala povratne veze
i ulaznog signala. U njemu se neki ili svi izlazi koriste kao ulazi. U zatvorenom sistemu
senzor pamti izlaz (recimo brzinu automobila) i sˇalje podatke u kontrolor koji ukljucˇuje
kontrolu za postizanje zˇeljenog izlaza. Izlaz sistema y(t) se vrati nazad preko mjerenja
senzora F u referentnu vrijednost r(t). Kontrolor C uzima gresˇku e izmedu: reference i
izlaza da promijeni ulaz u u sistem sa kontrolom P. To je zatvoreni ili kontrolor povratnom
vezom.
Slika 1.1: Kontrola povratnom vezom
Na slici 1.1 je prikazana kontrola sistema povratnom vezom ili zatvoreni sistem.
Kontrola povratnom vezom se u osnovi dijeli na:
(a) povratnu vezu stanja sistema - sve se varijable stanja mjere i mogu koristiti
u povratnoj vezi
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(b) povratnu vezu izlaza sistema - samo neke izlazne varijable se mjere i mogu
koristiti kao povratna veza
Predmet interesa je stabilnost sistema. Promatra se ponovno sistem s pocˇetka rada x˙(t) =
Ax(t) + Bu(t), gdje su t ≥ 0, A ∈ Rnxn, B ∈ Bnxm, a n i m nenegativni cijeli brojevi.
K = C ili R. Sistem se modificira uvodec´i zamjenu u(t) = Fx(t) + v(t), t ≥ 0, gdje je
v vanjski ulaz, a F : X → U proizvoljno preslikavanje - povratna veza stanja. Svrha
zamjene je iz nestabilizabilnog para (A, B) dobiti stabilizabilan par (A + BF, B). Prema
tome, istrazˇuju se upravljivost i spektar matrice A + BF. Podrucˇje stabilnosti oznacˇi se sa:
C− = {s : Re(s) < 0}. Podrucˇje nestabilnosti oznacˇi se sa: C+ = {s : Re(s) ≥ 0}. (A, B) je
stabilizabilan par ako postoji F : X → U takvo da je σ(A + BF) ⊂ C−, gdje je σ spektar
matrice.
Sljedec´i teorem je preuzet iz [7].
Teorem 1.5.1. (Teorem o egzistenciji preslikavanja s povratnom vezom (eng. feedback))
Par (A,B) je upravljiv akko za svaki skup λ od n kompleksnih brojeva koji je simetricˇan
obzirom na realnu os postoji preslikavanje F : X → U takvo da je σ(A + BF) = λ.
Dokaz. Neka je B = {b} = b. Linearna ljuska skupa {b} oznacˇena je sa B, gdje je b ∈ X.
Promatra se slucˇaj d(B) = 1.
Oznacˇi se B = ImB, te < A|B >= B + AB + ... + An−1B. Proucˇava se jednadzˇba sistema
x˙ = Ax + bu. Neka je (A, b) upravljiv. Buduc´i je < A|B >=< A|b >= X to vektori
{b, Ab, ..., An−1b} tvore bazu zaX. A je ciklicˇka matrica, a b je generator. Neka je minimalni
polinom od A dan sa α(λ) = λn − (a1 + a2λ + ... + anλn−1).
A =

0 1 0 0 0 · · · 0 0
...
. . .
...
0 0 0 0 0 · · · 0 1
a1 a2 a3 a4 a5 · · · an−1 an
 , b =

0
0
...
0
1

(To je standardna kanonska forma upravljivog para (A, b)). λ = {λ1, ..., λn} i raspisˇe se (λ-
λ1)∗ ...∗ (λ−λn) = λn− (aˆ1 + aˆ2λ+ ...+ aˆnλn−1). Neka je f ′ vektor redak (aˆ1−a1, ..., aˆn−an).
Matrica A+b f ′ ima istu formu kao matrice u kanonskoj formi upravljivog para, gdje mjesto
ai stoji aˆi, i ∈ N.
Sada se promatra slucˇaj d(B) > 1.
=⇒ Kako za svaki b , 0, b ∈ B vrijedi: ako je (A, B) upravljiv postoji F : X → U takav da
je (A + BF, b) upravljiv. Tada je za b = Bu ∈ B i F1 : X → U, par (A + BF1, b) upravljiv.
Definira se preslikavanje b : R → X. Iz σ(A + BF1 + b f ′) = λ ⇒ da je F = F1 + u f ′
trazˇeno preslikavanje.
⇐= Neka su λi, (i ∈ N) realne i razlicˇite svojstvene vrijednosti od A takve da λi , σ(A)(i ∈
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N). Izabere se F takav da σ(A + BF) = {λ1, ..., λn}. Neka je xi ∈ X(i ∈ N) odgovarajuc´i
svojstveni vektor : to znacˇi (A + BF) xi=λixi, i ∈ N⇒ xi = (λiI−A)−1BFxi, i ∈ N. Definira
se
αo(λ) = α(λ)
α1(λ) = λn−1 − (a2 + a3λ + ... + anλn−2)
.
.
.
αn−1(λ) = λ − an
αn(λ) = 1,
tada je (λI − A)−1 = ∑nj=1 α j(λ)α(λ) A j−1 za αi(λ) ∈ C/σ(A), i ∈ N.
Sada je xi :=
∑n
j=1 α
j(λi)A j−1BF, xi ∈ < A|B >, i ∈ N. < A|B >= X jer je X linearna
ljuska elemenata xi. Slijedi da je par (A, B) upravljiv. 

Poglavlje 2
LQR kontrola
Kao sˇto je i recˇeno u uvodu, ovdje c´e se kao aktivni promatracˇ pojava danasˇnjice koris-
titi diferencijalne jednadzˇbe za formiranje sistema koji c´e tu pojavu najbolje opisati. Zˇeli
se postic´i optimalna kontrola. Opc´i problem optimalne kontrole vezˇe se uz minimizaciju
odgovarajuc´eg funkcionala. U linearno-kvadratnoj regulaciji sistema jednadzˇbi taj c´e funk-
cional biti kvadratan po odgovarajuc´oj varijabli. Glavno uporisˇte ovog rada (u teorijskom
konceptu) je pokazati teorem o egzistenciji i jedinstvenosti optimalne kontrole linearno-
kvadratnog sistema baziranom na rjesˇenju algebarske Riccatijeve jednadzˇbe. Zanimljiva je
veza LQR optimalne kontrole i rjesˇenja neprekidne algebarske Riccatijeve jednadzˇbe (eng.
CARE ili continuous-time algebraic Riccati equation). Tu premosnicu je kreirala lijepa
teorija slavnog Richarda Ernesta-Bellmana - americˇkog primijenjenog matematicˇara koji
se proslavio doprinosima u dinamicˇkom programiranju. Na njegovu teoriju nadovezuje se
josˇ ljepsˇa teorija Wiliama Rowana Hamiltona - irskog matematicˇara, neophodna za opise
ponasˇanja i postojanja rjesˇenja CARE-a, te na koncu za same uvjete egzistencije optimal-
nosti nekog problema. LQR kontrola spada u tzv. grupu optimalnih i robusnih kontrola
(eng. robust control) (robusnost je vezana za sposobnost sistema da se odupre razlicˇitim
poremec´ajima), cˇiji se problemi rjesˇavaju minimizacijom normi. Polazec´i od opc´eg pro-
blema optimalne kontrole i koristec´i Bellmanovu invarijantu, dobiju se Hamilton-Jacobi-
Bellmanove jednadzˇbe za optimalnost rjesˇenja. Koristiti c´e se svi rezultati vezani za Bel-
lmanovu teoriju iz dodatka B. Rjesˇava se (konacˇni) LQR problem u formi povratne veze
stanja izracˇunate rjesˇenjem Riccatijeve matricˇne jednadzˇbe, te (beskonacˇni) LQR problem
cˇije rjesˇenje se trazˇi u formi vremenski invarijantne povratne veze stanja sistema izracˇunate
rjesˇenjem algebarske Riccatijeve jednadzˇbe.
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2.1 Opc´i problem optimalne kontrole
Konacˇno-dimenzionalni slucˇaj problema optimalne kontrole
x(t) { n-dimenzionalni vektor stanja u vremenu t
u(t) { r dimenzionalni vektor kontrole (ulaza) u vremenu t (r < n)
f { n-dimenzionalni vektor funkcija
φ i θ{ skalarne funkcije (neprekidne)
u[to,T ] { vrijednost funkcije u(t) na [to,T ] ,gdje su to i T poznati.
Problem je opisan jednadzˇbama :
x˙(t) = f (x(t), u(t), t), t ∈ [to,T ], gdje su t0,T i x(to) poznati (rjesˇenje sistema je funkcija:
x(t) = x(to)+
T∫
t
f (x(τ), u(τ), τ)dτ i jedinstvena je radi neprekinutosti funkcija φ i θ te uvjeta
da u(t) bude po dijelovima neprekidna funckija).
Sˇto znacˇi uvesti optimalnu kontrolu navedenog sistema?
Definira li se
I(to, x(to), u[to,T ]) =
∫ T
to
φ(x(t), u(t), t)dt + θ(x(T ),T ), (2.1)
gdje je θ(x(T ),T ) rubni uvjet, tada optimalnost znacˇi: odredi u[to,T ] tako da I(to, x(to), u[to,T ])
bude minimalne vrijednosti.
Kako nac´i minimalnu vrijednost navedenog funkcionala ?
Definira se Bellmanova funkcija
V(x(t), t) := inf
u[t,T ]
T∫
t
φ(x, u, τ)dτ + θ(x(T ),T ) (2.2)
za proizvoljan t ∈ [to,T ] i proizvoljni pocˇetni x(t). Potom se primijeti da je minimum
funkcionala I(to, x(to), u[to,T ]) zapravo vrijednost V(x(t), t) za t = to. Koristec´i se Bellma-
novim principom optimalnosti, dolazi se do Hamilton-Jacobi-Bellmanovih jednadzˇbi za
optimalnost (kako je to napravljeno u dodatku B). Te jednadzˇbe su dane zapisom :
− ∂V
∂t
= inf
u(t)
[φ(x, u, t) +
∂VT
∂x
f (x, u, t)]. (2.3)
Definira li se
J(x, u,
∂V
∂x
, t) := φ(x, u, t) +
∂VT
∂x
f (x, u, t) (2.4)
dobije se kompaktniji zapis jednadzˇbi za rjesˇenje V(x(t), t) dan sa :
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− ∂V
∂t
= inf
u(t)
J(x, u,
∂V
∂x
, t) (2.5)
V(x(T ),T ) = θ(x(T ),T ). (2.6)
Neka je definirana funkcija:
u∗(t) = Arg[inf
u(t)
J(x, u,
∂V
∂x
, t)], t ∈ [to,T ]. (2.7)
Sada se rukuje svim potrebnim alatom za dokazivanje egzistencije rjesˇenja minimiza-
cije funkcionala I(to, x(to), u[to,T ]).
Teorem 2.1.1. Egzistencija optimalne kontrole opc´eg konacˇno-dimenzionalnog problema
Pretpostavi se da je V(x, t) neprekidno diferencijabilna funkcija i da zadovoljava 2.5 i 2.6,
te da postoji funkcija u∗[to,T ] kao u 2.7 za t ∈ [to,T ] koja zadovoljava J∗ = infu(t) J(x, u,−
∂V
∂x , t). Tada je u
∗[to,T ] optimalna kontrola koja minimizira I(to, x(to), u[to,T ]), te je mini-
malna vrijednost funkcionala V(x(to), to).
Dokaz. Funkcionalu I(to, x(to), u[to,T ]) pribroji se vrijednost
∫ T
to
dV(x(t),t)
dt dt − [V(x(T ),T ) −
V(x(to), to)] (time se vrijednost funkcionala ne mijenja). Uz derivaciju po vremenskoj va-
rijabli
dV(x(t), t)
dt
=
∂V(x(t), t)
∂t
+
∂VT (x(t), t)
∂x
f (x(t), u(t), t) (2.8)
dobije se: I(to, x(to), u[to,T ]) =
∫ T
to
(φ(x, u, t)+ ∂V(x(t),t)
∂t +
∂VT (x(t),t)
∂x f (x(t), u(t), t))dt+θ(x(T ),T )
− V(x(T ),T ) + V(x(to), to). Koristec´i se s 2.4, 2.5, 2.6 i zapisom J∗ = infu(t) J(x, u, ∂V∂x , t) je
I(to, x(to), u[to,T ]) = V(x(to), to)+
∫ T
to
(J(x, u, ∂V
∂x , t)−J∗(x, u∗, ∂V∂x , t))dt. Buduc´i da je za svaki
u, J∗(x, u∗, ∂V
∂x , t) ≤ J(x, u, ∂V∂x , t) to prethodno definirani integral I(to, x(to), u[to,T ]) ima
minimalnu vrijednost u 0 koja je zadovoljena za u[to,T ] = u∗[to,T ]. Minimalna vrijednost
funkcionala I(to, x(to), u[to,T ]) je V(x(to), to) = I(to, x(to), u∗([to,T ]) ≤ I(to, x(to), u[to,T ]),
za sve u[to,T ].

Beskonacˇno-dimenzionalni slucˇaj problema optimalne kontrole
U ovom je slucˇaju opis problema dan jednadzˇbama: x˙(t) = f (x(t), u(t)) gdje je samo x(0)
poznat. Nac´i optimalnu kontrolu ovome sistemu znacˇi nac´i minimalnu vrijednost funkci-
onala I(x(0), u[0,∞ >) = ∫ ∞
0
(ψ(x(t), u(t))dt. Kako je osigurana jedinstvenost rjesˇenja?
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Kontrola u(t) se trazˇi u obliku µ(x(t)), gdje je funkcija µ neprekidna po varijabli x(t). Koji
se u(t) mogu uzimati u obzir kao kandidati za kontrolu navedenog sistema? Neka je
Ω skup svih u(t) = µ(x(t)), takvih da je µ neprekidna po x(t). Ako se izabere u(t) ∈ Ω i
ukljucˇi u sistem jednadzˇbi x˙(t) = f (x(t), u(t)), te ako vrijedi limt→∞ x(t) = 0 za svaki x(0)
tada je takav u(t) prihvatljiv i ide u smjeru optimizacije. To se svojstvo zove asimptoticˇka
stabilnost sistema. Kako nac´i minimalnu vrijednost navedenog funkcionala? Prema
istom principu kao u konacˇno-dimenzionalnom slucˇaju, definira se Bellmanova funkcija:
V(x(t)) = infµ∈Ω I(x(t) − µ), te se V(x(0)) prihvac´a kao vrijednost trazˇenog minimuma.
Neka je
µ∗ = Arg inf
µ∈Ω
∫ ∞
0
ψ(x(t), µ(x(t))dt. (2.9)
Teorem 2.1.2. Egzistencija optimalne kontrole opc´eg beskonacˇno-dimenzionalnog pro-
blema
Neka postoji kontrola u = µ∗(x(t)) i neprekidno-diferencijabilna funkcija V(x) takva da za
svaki x vrijedi 0 ≤ V(x) ≤ xT V x (T = T T > 0), te
(a) ∂V
T
∂x f (x(t), µ
∗(x(t)) + ψ(x(t), µ∗(x(t))) = 0
(b) ∂V
T
∂x f (x(t), u(t)) + ψ(x(t), u(t)) ≥ 0 za svaki u.
Odnosno, J(x, ∂V
∂x , u) ≥ J(x, ∂V∂x , µ∗(x)) = 0. Tada je µ∗(x(t)) optimalna kontrola koja mini-
mizira funkcional I(x(0), u[0,∞ >).
Dokaz. Neka je u(t) = µ∗(x(t)). Tada je dVdt x(t, x(0), µ
∗) = ∂V
T
∂x f (x, µ
∗) + ∂V
∂t =
∂VT
∂x f (x, µ
∗) =
−ψ(x, µ∗(x)) (koristec´i uvjet (a) u iskazu teorema ). Ako se taj izraz integrira od 0 do τ,
tada je V(x(T ))−V(x(0)) = − ∫ τ
0
ψ(x, µ∗(x))dt. Buduc´i je V(x(τ)) ≤ xT (τ)T x(τ) i x(τ)→ 0
slijedi limτ→∞ V(x(τ)) = 0, pa je zbog toga V(x(0)) = I(x(0), µ∗). S druge strane, uzme
se neka proizvoljna dopustiva kontrola u(t) = µ(x(t)) sa x(t, x(0), µ) kao odgovarajc´im
rjesˇenjem sistema x˙(t) = f (x(t), u(t)). Integrirajuc´i (b) dio iskaza teorema od 0 do τ,
gdje se uzima da je u(t) = µ(x(t)) dobiva se : V(x(T )) − V(x(0)) = ∫ τ
0
∂VT
∂x f (x, µ(x))dt ≥
− ∫ τ
0
ψ(x(t), µ(x(t))dt, odnosno V(x(0)) ≤ V(x(τ))+∫ τ
0
ψ(x(t), µ(x(t)))dt. Pusti se da τ→ ∞
i koristi se gornji zakljucˇak da limτ→∞ V(x(τ)) = 0 i da je V(x(0)) = I(x(0), µ∗). Dobije se :
I(x(0), µ∗) ≤ I(x(0), µ). Stoga je V(x(0)) = infµ∈Ω I(x(0), µ).

2.2 LQR problem optimalne kontrole
LQR kontrola konacˇno-dimenzionalnog sistema
Slijedi li se princip opc´eg slucˇaja optimalne kontrole za konacˇno-dimenzionalni problem
uz specificˇan odabir Bellmanove funkcije V(x(t), t), mozˇe se pokazati egzistencija opti-
malne LQR kontrole koja potrebuje rjesˇenje matricˇne Riccatijeve jednadzˇbe. Neka su
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A(t), B(t),Q(t) te R(t) vremenski-varijabilne matrice odgovarajuc´ih dimenzija. Q(t) je si-
metricˇna pozitivno semidefinitna matrica, a R(t) je simetricˇno pozitivno definitna. Neka
je M simetricˇno pozitivno semidefinitna matrica. Sistem diferencijalnih jednadzˇbi za pro-
blem LQR kontrole u konacˇno-dimenzionalnom slucˇaju dan je sa: x˙(t) = A(t)x(t)+B(t)u(t),
gdje su to i x(to) poznate vrijednosti. Pripadni funkcional koji se zˇeli minimizirati je:
I =
∫ T
to
[xT (t)Q(t)x(t) + uT (t)R(t)u(t)]dt + xT (t)Mx(t) (ima kvadratni izgled po varijablama
x(t) i u(t), pa odatle i naziv linearno-kvadrati sistem). Iz Hamilton-Jacobi-Bellmanovih
jednadzˇbi je:
− ∂V(x(t), t)
∂t
= inf
u(t)
[xT (t)Q(t)x(t) + uT (t)R(t)u(t) +
∂VT
∂x
(A(t)x(t) + B(t)u(t))] (2.10)
V(x(T ),T ) = xT (T )Mx(T ). (2.11)
Iz dokaza teorema 2.1 je u∗(t) = infu(t) J(x, u, ∂V∂x , t) (za t ∈ [to,T ]) =
= infu(t)[φ(x, u, t) + ∂V
T
∂x f (x, u, t)] =
= infu(t)(xT (t)Q(t)x(t) + uT (t)R(t)u(t) + ∂V
T
∂x (A(t)x(t) + B(t)u(t)) =
= infu(t)(R(t)u(t)u(t) + BT (t)∂V∂x u(t)), iz cˇega slijedi da je 0 =
∂d
∂duu(t)(R(t)u(t) ∗ u(t) +
BT (t)∂V
∂x u(t)) = 2R(t)u
∗(t) + BT (t)∂V
∂x . Dakle, u
∗(t) = (−1/2)R−1(t)BT (t)∂V
∂x je optimalna
LQR kontrola za konacˇno-dimenzionalni problem. Medutim, ova lijepo obradena teorija
kao takva nije numericˇki najbolje izvediva. Cˇlan ∂V
∂x u izrazu za u
∗(t) odudara antipatijom.
Lakotne okolnosti daje teorija talijanskog matematicˇara Jacopa Francesca Riccatija. Na-
ime, ako je pretpostavka da je V(x(t), t) = xT (t)P(t)x(t) za P(t) simetricˇnu matricu, tj. da je
funkcija V(x(t), t) kvadratna po x(t) (sˇto ima smisla, jer je takvog izgleda i cˇitav funkcional
I), tada uz ovu supstituciju i izraz za kontrolu u∗(t) iz 2.10 i 2.11 slijedi :
− xT (t)P˙(t)x(t) = [xT (t)Q(t)x(t) + 2xT (t)P(t)A(t)x(t) − xT (t)P(t)B(t)R−1(t)BT (t)P(t)x(t)]
(2.12)
xT (T )P(T )x(T ) = xT (T )Mx(T ). (2.13)
Kako za antisimetricˇne matrice S (t) vrijedi xT (t)S (t)x(t) = −xT (t)S (t)x(t) to iz zapisa
2P(t)A(t) = P(t)A(t) + AT (t)P(t) + P(t)A(t) − AT (t)P(t) slijedi drugi zapis za 2.12 i 2.13:
−xT (t)P˙(t) − x(t) = xT (t)[Q(t) + P(t)A(t) + AT (t)P(t) − P(t)B(t)R−1(t)BT (t)P(t)]x(t).
Korolar 2.2.1. Dovoljni uvjeti za optimalnost rjesˇenja konacˇno-dimenzionalnog pro-
blema LQR kontrole
Ako postoji rjesˇenje P(t) Riccatijeve matricˇne jednadzˇbe
−P˙(t) = Q(t) + P(t)A(t) + AT (t)P(t) − P(t)B(t)R−1(t)BT (t)P(t), t ∈ [to,T ] uz uvjet
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P(T ) = M, tada je optimalna kontrola dana sa
u∗(t) = R−1(t)BT (t)P(t)x(t), gdje je K(t) = R−1(t)BT (t)P(t) i P(t) simetricˇna matrica.
Geometrijski osvrt na pronalazak optimalne (LQR) kontrole
konacˇno-dimenzionalnog problema i opis metode premjesˇtanja polova
Djelovati na sistem optimalnom kontrolom na neki nacˇin znacˇi moc´i operirati njegovom
potpunom upravljivosˇc´u. To bi u drugu ruku znacˇilo da je moguc´e definirati stanje sistema
u bilo kojem vremenu t. Nasˇavsˇi optimalnu kontrolu u∗(t) = −K(t)x(t) i vrac´ajuc´i je natrag
u izraz x˙(t) = A(t)x(t) + B(t)u(t), dobije se x˙(t) = (A(t) − B(t)K(t))x(t). Vec´ je recˇeno da
je u∗(t) birana na nacˇin da stabilizira sistem (asimptoticˇka stabilnost). Potpuna upravljivost
omoguc´uje prebacivanje polova sistema sa povratnom vezom (−Kx(t)) na bilo koju stranu
kompleksne ravnine. Polovi takvog sistema su svojstvene vrijednosti matrice A−BK. LQR
kontrola napravi upravo to ! Prebaci polove u svrhu stabilizacije bez da je na ’aktivnom
promatracˇu’ da smisˇlja gdje c´e prebaciti polove i koliko puta, te do koje udaljenosti od
realne osi. Ona odmah generira K bez tog dodatnog napora. Neka se lokacije polova
trebaju birati.
Pravo je pitanje po kojem bi se principu locirala nova mjesta ?
Taj je problem poznat kao Pole-placement ili premjesˇtaj polova. Za ODJ 1. i 2. reda bi
to bilo lako. Relacije izmedu ulaznog zahtjeva i lokacije polova su poznate, pa se polovi
premjeste tako da idu ususret ulaznim zahtjevima. Kod ODJ-a visˇih redova je ideja polove
prebaciti 5 - 10 puta dalje u lijevu poluravninu u odnosu na dominantne polove. Svrha je da
imaju sˇto neznatnije utjecaje na ulazni zahtjev. Ako se promatra otvoren sistem (sistem bez
povratne veze, izvorne jednadzˇbe stanja) i onda ubaci odgovarajuc´i K dobije se povratna
veza (feedback ili closed loop) sistema. Umjesto ulaza u, stoji novi ulaz u − Kx koji je
prebacio polove (odgovarajuc´e) u svrhu stabilizacije sistema! Neka je H Hamiltonova
matrica, a X1 stabilan svojstveni potprostor koji je invertibilan i realan, dok je X2 samo
stabilan i realan. Definira se H = Im[X1X2]T kao u 4. poglavlju.
2.3 Glavni teorem egzistencije optimalne LQR kontrole
Navodi se centralni rezultat problema LQR kontrole.
Teorem 2.3.1. Ako je (A,B) stabilizabilan par i (C,A) osmotriv tada algebarska Riccati-
jeva jednadzˇba ima jedinstveno pozitivno semidefinitno rjesˇenje P, a optimalna kontrola za
odgovarajuc´i LQR problem je u∗(t) = −R−1BT Px(t), te je (A − BR−1BT P) stabilna .
Dokaz. Ako je par (A,B) stabilizabilan i par (C,A) osmotriv tada H nema svojstvenih vri-
jednosti na imaginarnim osima ( pokazano u 4. poglavlju) i X1 je invertibilna matrica. Pret-
postavi se da X2X−11 = P nije stabilizabilan. Tada (A − BR−1BT P)x = λx, Reλ ≥ 0, x , 0.
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Ako se izraz (A−BK)T P+P(A−BK)+PBR−1BT P+Q = 0 pomnozˇi s lijeva sa x∗, a s desna sa
x, te se uvrsti da je BT Px = 0 i Cx = 0, dobije se (λ+λ∗)x∗Px+x∗PBR−1BT Px+x∗CTCx = 0.
Od tu izlazi da je Ax = λx i Cx = 0. Ukoliko je par (C,A) osmotriv nuzˇno je x=0 tako
da λ za koji je Reλ ≥ 0 ne mozˇe biti svojstvena vrijednost od A − BK. Lako je pro-
vjeriti optimalnost, tj. da u∗ = −Kx minimizira I. Primijeti se da je
∞∫
0
d
dt (x
T Px)dt =
xT Px|t→∞ − xT Px|t=0. Neka je u(t) = −Kx(t) + v(t) tako da ˙x(t) = (A − BK)x(t) + Bv(t)
i pretpostavi se da je v(t) takav da je
∞∫
0
vT (t)v(t)dt < ∞ i x(t) → 0 kad t → ∞. Sada je
I − xT (0)Px(0) =
∞∫
0
(xT [(A−BK)T P + P(A−BK)]x + xT [Q + PBR−1BT P]x + vT Rv)dt. Kako
je (A−BK)T P+ P(A−BK) = −Q−PBR−1BT P, to je I = xT (0)Px(0)+
∞∫
0
vT Rvdt. Minimum
se postizˇe za v = 0. 

Poglavlje 3
Primjene LQR kontrole i usporedba sa
metodom premjesˇtanja polova
3.1 Lopta i greda
Prezentiran je primjer iz [9].
Uvod
Slika 3.1: Lopta i greda
Zaplovi li se mislima malo dublje u djetinjstvo, zasigurno naviru slike najraznovrsnijih
drusˇtvenih igara. Vec´ina njih je cˇist produkt djecˇje masˇte. Zamisli se tanka greda (oblika
letve ) duljine 1m sa blagim udubljenjem na sredini. Neka je greda okovana sa strane tako
da loptica koja se kotrlja naprijed-nazad nema moguc´nost ispadanja po strani. Na kraje-
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vima grede nalazi se po jedno dijete koje ju je cˇvrsto primilo rukama. Cilj igre je dovesti
lopticu koja se kotrlja u stanje mirovanja. Pobjednik je onaj par koji za to treba minimalno
vremena. Izuzme li se dvostruko hvatisˇte na gredi i greda pricˇvrsti servo-mehanizmom
(elekticˇnim motorom, recimo) s jedne strane, formuliran je problem koji se upravo zˇeli
prikazati. Ukoliko motor napravi pomak za kut θ, tada se greda izdigne za kut α, te se
lopta pocˇne gibati. Inspiracijom igara iz djetinjstva nastoji se kontrolirati polozˇaj loptice
na gredi. Neka je loptica tezˇine 110g i radijusa 1.5 cm u pocˇetku u stanju mirovanja negdje
na gredi. Nakon pokretanja motora zˇeli se postic´i njezino stanje mirovanja u vremenu od
maksimalno 3 sekunde, ali i uz uvjet da loptica ide maksimalno 5 cm naprijed-nazad u
odnosu na pocˇetni polozˇaj. Cˇak i da je greda u ”skoro” horizontalnom polozˇaju, bez kon-
trole bi loptica kad-tad pala sa grede. Postavljeni su senzori za ocˇitavanje trenutnog nagiba
grede i polozˇaja lopte na njoj.
Slika 3.2: Lopta i greda
Formulacija vremenski neprekidnog sistema diferencijalnih jednadzˇbi
Problem je izrazito jednostavan. Modelira se problem gibanja loptice naprijed-nazad. Rijecˇ
je o 1D-problemu. Neka je r pozicija lopte na gredi, J moment inercije lopte na gredi, m
masa lopte, L duljina grede, te g gravitacijsko ubrzanje. Trenje izmedu lopte i grede je
zanemarivo. Iz Lagrangeove jednadzˇbe gibanja za loptu dobije se 0 = (J/R2 + m)r¨ +
mgsinα − mrα˙2. Nuzˇna je linearna aproksimacija sistema, pa se uzima linearizacija oko
kuta α=0. Sada je (J/R2 + m)r¨ = −mgα. Kako dovesti u relaciju kuteve θ i α? Neka je d
razmak izmedu poluge (koja povezuje gredu i motor ) i samog motora (3.3).
Tada je α = (d/L)θ. Konacˇno, supstitucijom se dobije (J/R2 +m)r¨ = −mg(d/L)θ. Da bi
se dobio sistem diferencijalnih jednadzˇbi definiraju se polozˇaj lopte r, brzina gibanja lopte
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Slika 3.3: Poluga i motor
r˙, kut α i promjena nagiba kuta grede α˙. Sistem jednadzˇbi je

r˙
r¨
α˙
α¨
 =

0 1 0 0
0 0 −mg/(J/R2 + m) 0
0 0 0 1
0 0 0 0


r
r˙
α
α˙
 +

0
0
0
1
 u.
Gledajuc´i upravo definirani sistem jasno je da se kontrola pozicije lopte nec´e izvoditi
kontrolom preko θ nego kontrolom momenta grede α. Izlaz je y = [1 0 0 0][r r˙ α α˙]T , jer
je interes pozicija lopte tj. r.
Analiza stabilnosti dobivenog sistema
Da bi se vidjelo je li izvedeni sistem diferencijalnih jednadzˇbi stabilan nade se transfer
funkcija sistema. Koriste se Laplaceove transformacije nad gornjim sistemom jednadzˇbi,
te se dobije (J/R2 + m)R(s)s2 = −mg(d/L)θ(s). Transfer funkcija je P(s) = R(s)/θ(s) =
−mgd/L(J/R2 + m)s2. Iz θ(s) = 0 se dobiju polovi sistema (rjesˇenja kvadratne jednadzˇbe
s2 = −J/(R2m).
Sˇto je transfer funkcija opc´eg sistema s pocˇetka rada ?
To je matematicˇka prezentacija relacije izmedu ulaza i izlaza linearnog vremenski- invari-
jantnog sistema sa trivijalnim pocˇetnim uvjetom . Djelujuc´i Laplaceovim transformacijama
na taj sistem dobije se novi sistem
sU(s) = AU(s) + Buˆ(s)
Y(s) = CU(s) + Duˆ(s),
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gdje je uˆ(s) ulazna informacija u sistem na koju je primjenjena Laplaceova transformacija.
Za vremenski neprekidan ulazni signal u(t) i izlaz y(t), transfer funkcija P(s) je linearno
preslikavanje Laplaceove transformacije ulaza - U(s) = L{u(t)} u Laplaceovu transforma-
ciju izlaza - Y(s) = L{y(t)}.Odnosno, Y(s) = P(s)U(s). L{u(t)} = (sI−A)−1Buˆ(s), odnosno
L{y(t)} = (C(sI−A)−1)B+D)uˆ(s) . Unosˇenjem sljedec´ih naredbi u programski jezik Matlab
1 s=tf('s');
2 P=-m*g*d/L/(J/Rˆ2 +m)/sˆ2;
3 pzmap(P);
vidi se da je otvoreni sistem (bez povratne veze) 2. reda sa 2 pola u ishodisˇtu koor-
dinatnog sustava. Nestabilan je ( ”Geometrijski osvrt” neposredno prije iskaza teorema
2.3.1).
Slika 3.4: Polovi sistema
Kontrolirati ovaj sistem neophodna je stvar. Napravljena je LQR kontrola za stabiliza-
ciju sistema i dana je usporedba sa metodom premjesˇtanja polova. Nuzˇni uvjeti za LQR
kontrolu sistema diferencijalnih jednadzˇbi jesu njegova upravljivost i osmotrivost. Poziva
se
1 ball ss=ss(A,B,C,D);
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Slika 3.5: Nestabilan sustav
gdje su korisˇtene sljedec´e matrice za formiranje sistema
A =

0 1 0 0
0 0 −mg/(J/R2 + m) 0
0 0 0 1
0 0 0 0

B = [0 0 0 1]T ,C = [1 0 0 0] i D = 0.
1 upravljiv=ctrb(ball ss);
2 upravljivost=rank(upravljiv);
3 osmotriv=obsv(ball ss);
4 osmotrivost=rank(osmotriv);
Matrice upravljivosti i osmotrivosti su punog ranga (4). Dakle, sva su stanja upravljiva i
osmotriva. Mogu se kontrolirati. Za LQR kontrolu nuzˇno je definirati matrice Q i R (koje
su redom procjene za relativne tezˇine odstupanja stanja sistema odnosno ulaza u sistem).
Q = CTC =
Q =

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
 .
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Varirane su vrijednosti Q(1, 1) i R (koja je u ovom slucˇaju 1 × 1 matrica ). Biran je ulaz
vrijednosti 0.85V u sistem (da bi se pratilo gibanje loptice na gredi duljine tocˇno 1 m).
Slucˇaj a)
Za izbor
1 Q(1,1)=90;
2 R=0.1;
3 K=lqr(A,B,Q,R);
dobije se
K = [30 20.5933 49.4767 9.9475].
Naredbom
1 sys cl=ss(A-BK,B,C,D);
formira se sistem diferencijalnih jednadzˇbi s povratnom vezom (closed-loop sistem ili feed-
back). Za simulaciju ponasˇanja dinamicˇkog sistema obzirom na ulaz korisˇtena je naredba
lsim. Unosˇenjem sljedec´ih naredbi
1 t=0:0.01:5;
2 u=0.85*ones(size(t));
3 [y,t,x]=lsim(sys cl,u,t);
4 plot(t,y);
primjeti se gibanje lopte i do 10 cm dalje od pocˇetnog polozˇaja, te vrijeme potrebno za
smirenje lopte od oko 4.5 sekundi. Neprihvatljivo ponasˇanje sistema uzrokovano izborom
koeficijenata Q(1, 1) i R.
Slucˇaj b)
Izborom
1 Q(1,1)=9000;
2 R=0.0001;
na iste ulazne podatke i simulacijom na nacˇin ekvivalentan prethodnome smanji se vrijeme
do smirenja ispod 2 sekunde, ali lopta i dalje ’sˇec´e’ 10 cm dalje od pocˇetnog polozˇaja.
Kako god se birala ta dva koeficijenta, oscilacije su uvijek jednake dok se vrijeme smirenja
uspijeva iskontrolirati. Ako se pogleda
1 eig(A-BK);
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(a) Losˇa LQR kontrola sis-
tema
(b) Bolja LQR kontrola sis-
tema
primjete se svojstvene vrijednosti oblika
−a + bi
−a − bi
−b + ai
−b − ai.
Otvoreni sistem ima 2 pola (transfer funkcija je 2. reda ), dok zatvoreni sistem ima 4 pola
(transfer funkcija je 4. reda). Sistem dakle ima dva dominantna pola koji trebaju imati
direktan utjecaj na stabilizaciju, a preostala dva tek neznatan. Ideja je kontrola sistema
razmjesˇtanjem polova u svrhu boljih rezultata u odnosu na LQR kontrolu.
Metoda premjesˇtanja polova
Za stabilizaciju sistema, a time i dizajn zatvorenog (closed-loop) sistema treba procijeniti
pozicije polova za zatvoreni sistem na temelju pozicija otvorenog (open-loop) sistema. Na
koji nacˇin? Ovdje se navodi algebarski dokaz. Neka su ωn prirodna frekvencija i ζ omjer
prigusˇivacˇa. Vrijede sljedec´e relacije: dozvoljene oscilacije (u %) = 100 exp−ζpi
√
(1−ζ2) T s =
4/(ζωn), gdje je T s vrijeme smirenja. Uvazˇavajuc´i T s = 3 sekunde i dozvoljene oscilacije
iznosa 5%, dobije se ζ = 0.7 i ωn = 1.90. Dominantni polovi su rjesˇenja kvadratne
jednadzˇbe s2 + 2ζωns + ωn2 = 0.
Ako se pogleda slika 3.7 jasno je da c´e se ta prva dva pola birati kao −2 + 2i i −2 −
2i ili malo dalje. Preostala dva pola biraju se i od 10 do 40 puta dalje od navedenih,
da bi imali sˇto neznatniji utjecaj na stabilizaciju. Kako bi se izbjegla nepomicˇna gresˇka
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Slika 3.7: Izbor lokacija za idealne polove
(eng. steady-state error) skalira se vrijednot ulaza u sistem, u smislu dodaje se adekvatna
konstanta postojec´oj referenci. Tu konstantu daje funkcija koju je potrebno vlastorucˇno
implementirati. Ona trazˇi skalar, koji c´e eliminirati gresˇku obzirom na ulaz za neprekidan
sistem sa jednim ulazom.
Slucˇaj a)
Izaberu se polovi
1 p 1=-2+2;
2 p 2=-2-2i;
3 p 3=-20;
4 p 4=-80;
Pozivom
1 K=place(A,B,[p 1,p 2,p 3,p 4]);
dobije se K = 103[1.8286 1.0286 2.008 0.104].
Kao ulaz u sistem izabrana je voltazˇa jakosti 0.95 V( s ciljem da slika prikazuje gibanje
lopte na gredi duljine tocˇno 1 m). Vazˇno je primjetiti kako je rijecˇ o ulazu vec´e vrijednosti
u odnosu na ulaz biran kod LQR kontrole. Zasˇto ? Za ulaz 0.95 V (kod LQR kontrole)
lopta padne s grede - ode dalje od 1m. Ako se pak djeluje na sistem s ulazom 0.85 V
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(metoda premjesˇtanja polova) uocˇi se losˇija kontrola sistema u odnosu na ulaz od 0.95
V. Dakle, moguc´e je postic´i bolju stabilnost. Simulacijom dinamicˇkog sistema se odmah
primjeti bolje ponasˇanje u odnosu na LQR kontrolu. Lopta radi oscilacije manje od 5cm
od pocˇetnog polozˇaja, ali treba visˇe od 3.5 sekundi za smirenje. Losˇ izbor polova.
(a) Losˇiji izbor polova sis-
tema (b) Bolji izbor polova sistema
Slucˇaj b)
Izborom polova
1 p 1=-4+2.5i;
2 p 2=-4-2.5i;
3 p 3=-30;
4 p 4=-90;
dobiju se oscilacije lopte manje od 1 cm, te vrijeme smirenja ispod 2 sekunde.
Zakljucˇak
Napravljen je detaljni prikaz izbora koeficijenata za matrice Q i R iz LQR kontrole, te
polova u metodi premjesˇatnja polova. Ovo je jedan od primjera u kojem je prikazana
uspjesˇnija kontrola premjesˇtanjem polova. Da je recimo bilo dovoljno gibanje lopte visˇe
od 5 cm od pocˇetnog polozˇaja, tada bi se birale manje vrijednosti imaginarnih dijelova
svojstvenih vrijednosti u odnosu na realne dijelove. Da je zahtjev bio josˇ manje vrijeme
smirenja u odnosu na prethodno izabrano, birali bi se polovi koji su udaljeniji u odnosu na
prethodno birane.
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Parametri korisˇteni u modelu
r - pozicija lopte
α - kut nagiba grede
θ - kut zakreta motora
J - inercija lopte - 9.99 ∗ 10−6kgm2
L - duljina grede 1m
m - masa lopte - 0.011kg
R - radijus lopte -0.015m
d- udaljenost poluge do drzˇacˇa na motoru - 0.03m
g - gravitacijsko ubrzanje - 9.81m/s2
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3.2 Robot koji balansira svoju tezˇinu
Slika 3.9: Model
Prezentiran je primjer iz [2], koristec´i rezultate iz [8].
Uvod
Ode li se jednakim brojem koraka nazad u vrijeme, mozˇda ne istog trena, ali je sigurno
jedna od slika iz djetinjstva njihaljka. Silom se pokrene njihaljka i sve vec´im utjecajem te
sile, njihanje je sve brzˇe. Njihaljka bi se nakon nekog vremena, ovisno o brzini njihanja
(masi djeteta na njoj) zaustavila. Zamisli se njihaljka okrenuta naopako, ali neka mjesto
uzˇeta stoji neki kruti nesavitljivi materijal koji ju povezuje sa nekom podlogom. To je
problem obrnutog njihala. Njihalo se njisˇe u obrnutom polozˇaju i nastoji se stabilizirati u
nekom kratkom roku radec´i male oscilacije. Neka josˇ obrnuto njihalo stoji na dva kotacˇa,
tj. moguc´a su gibanja kompletnog modela u ravnini. U ovom trenu primjeti se analogija
ponasˇanja dosad opisanog modela sa modelom malog robota. Interes je da mali robot stoji
na svoja dva kotacˇa i odrzˇava uspravan polozˇaj radec´i dozvoljene oscilacije. Ukoliko ga se
u takvom polozˇaju lagano nagne (pogura se), treba se ponovno vratiti u prethodni polozˇaj
za manje od 5 sekundi uz dozvoljene oscilacije od 5 %. Uz navedeno, trazˇi se da radi
eventualne pomake od maksimalno 5 cm udaljenosti od pocˇetnog polozˇaja. Ulaz u for-
mulirani sistem je voltazˇa. Robot dobije izvor energije i krene u jednom smjeru. Senzori
prepoznaju nagnutost robota u odnosu na vertikalni polozˇaj i ovisno o referentnoj vrijed-
nosti robot se treba kretati u suprotnom smjeru. Sˇto to znacˇi ? Dobivsˇi napon, zaputi se
u jednom smjeru napravivsˇi neki nagib prema upravo smjeru gibanja. Ukoliko je taj kut
nagiba vec´i od referentnog, senzori mu ’sˇalju’ poruku da se vrati u suprotnom smjeru, a pri
38
POGLAVLJE 3. PRIMJENE LQR KONTROLE I USPOREDBA SA METODOM
PREMJESˇTANJA POLOVA
tome se ne pomicˇe visˇe od 5 cm od pocˇetnog polozˇaja. U roku od 5 sekundi je stabilan. To
znacˇi da nakon 5-te sekunde samo lagano oscilira oko vertikalnog polozˇaja, bez kretanja, tj.
gibanja. Stanja sistema mjere se akcelerometrom i zˇiroskopom. Osnovna razlika izmedu
ta dva senzora je sˇto akcelerometar ne mozˇe mjeriti nagib robota obzirom na vertiklanu os.
To cˇini zˇiroskop. On pomazˇe akcelerometru u identifikaciji orijentacije. Akcelerometar
mjeri linearnu akceleraciju temeljenu na vibraciji i obzirom na informacije iz zˇiroskopa
odreduje orijentaciju robota. Problem je sˇto se tijekom mjerenja gravitacijskog ubrzanja na
akcelerometru javlja sˇum, pa izmjereno stanje sistema nije realno. Problem sa zˇiroskopom
je drift (vremenski). Taj vremenski otklon javlja se usred dugorocˇnog korisˇtenja senzora.
Te moguc´e poremec´aje - sˇumove i vremenske driftove nuzˇno je ukloniti filtrom. Korisˇten
je Kalmanov filtar (sekcija 4.2).
Formulacija vremenski neprekidnog sistema diferencijalnih jednadzˇbi
Problem je u odnosu na prethodni slucˇaj puno slozˇeniji. Formuliraju se jednadzˇbe koje
opisuju dinamiku kretanja robota na nacˇin da se najprije opisuje dinamika kretanja kotacˇa,
a potom i dinamika promjene nagiba tijela robota na principu obrnutog njihala. Navode se
oznake korisˇtene u izvodu.
Mp { masa tijela robota (bez kotacˇa)
Mw { masa kotacˇa (po 1 na svakoj strani)
Jw { moment inercije kotacˇa robota
Jr { moment inercije rotora motora
Jp { moment inercije tijela robota
NL,NR,RR,RL { sile akcije i reakcije izmedu kotacˇa i postolja na kojem je robot
RwR,RwL { sile trenja izmedu zemlje (postolja) i kotacˇa
Lp { udaljenost centra kotacˇa i centra gravitacije cˇitavog robota
τR { okretni moment rotora motora (upotrijebljeni)
τm { okrenti moment motora
R { otpor
k f { konstanta trenja
km { konstanta okretnog momenta
ka { povratna EMF konstanta ili konstanta brzine motora
α{ kutna akceleracija vratila (spaja kotacˇe robota)
θwL, θwR { kut rotacije kotacˇa (lijevog i desnog)
θp { kut rotacije postolja (tijela robota)
θ˙w { kutna brzina kotacˇa
Va { voltazˇa
Najprije se izvodi jednadzˇba gibanja motora. Koristec´i se Newtonowim zakonom giba-
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Slika 3.10: Desni kotacˇ modela
nja, suma svih sila cˇije je djelovanje horizontalno obzirom na x-os je
∑
Fx = Ma (gdje je
M masa, a a akceleracija). Primjenjeno na sliku 3.10 izlazi Mw ¨xwR = RwR − RR. Suma sila
oko centra kotacˇa je
∑
Mo = Jα (J = inercija, α = kutna akceleracija), a njezina primijena
na sliku 3.10 daje
Jw ¨θwR = τR − RwRr. (3.1)
Neka je okrenti moment motora dan sa : τm = JR dwdt + τR. Ako je C ukupni okretni moment
motora, tada je
C = τm − τR = JR dwdt = −(kmka)/R ¨θwR + (kmVa)/R (gdje je dwdt = −((kmka)/(JRR))w +
(1/(JRR))Va − τR/JR), dwdt kutna brzina motora). Ako se 3.1 zapisˇe preko C izlazi Jw ¨θwR =−((kmka)/R) ˙θwR + (km/R)Va − RwRr i mozˇe se izraziti RwR. Dobiju se jednadzˇbe za lijevi
kotacˇ i desni kotacˇ :
Mw ¨XwL = −((kmka)/Rr) ˙θwL + (km/(Rr))Va − (Jw/r) ¨θwL − RL (3.2)
Mw ¨XwR = −((kmka)/Rr) ˙θwR + (km/(Rr))Va − (Jw/r) ¨θwR − RR. (3.3)
Kutna akceleracija se mozˇe transformirati u linerano gibanje (jer se ono odvija na centru
kotacˇa) jednadzˇbama:
¨θwRr = ¨XwR → ¨θwR = ¨XwR/r
¨θwRr = ˙XwR → ˙θwR = ˙XwR/r
(analogno za lijevi kotacˇ).
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Ovom supstitucijom 3.2 i 3.3 postaju
Mw ¨XwL = −((kmka)/Rr)θwL + (km/(Rr))Va − Jw/(r2) ¨XwL − RL (3.4)
Mw ¨XwR = −((kmka)/Rr) XwR + (km/(Rr))Va − Jw/(r2) ¨XwR − RR. (3.5)
Zajedno daju jednadzˇbu gibanja kotacˇa robota:
2[Mw + Jw/(r2)]X¨w = −2(kmka)/(Rr2)X˙w + 2(km/(Rr))Va − (RL + RR).
Time je obavljen laksˇi dio posla. Treba dobiti sustav koji opisuje gibanja postolja robota
bez kotacˇa.
Slika 3.11: Postolje modela
Koristi se princip obrnutog njihala, koji predstavlja model za izvod jednadzˇbi gibanja
postolja robota. Suma momenta oko centra mase njihala je:
∑
Mo = Jα, a njezina primjena
na sliku 3.11 daje
− (RL + RR)Lp cos θp − (NR + NL)Lp sin θp − (τR + τL) = Jpθ¨p. (3.6)
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Okretni moment koji se javlja na njihalu pod utjecajem motora je slicˇan ukupnom momentu
motora C i iznosi: τR + τL = −2(kmka)/(Rr)X˙ + 2(km/R)Va. Ako se posljednji izraz uvrsti u
3.6 izlazi
− (RL +RR)Lp cos θp− (NR + NL)Lp sin θp = ((−2(kmka/(Rr))X˙ +2(km/R)Va)+ Jpθ¨p). (3.7)
Pomnozˇi se 3.6 sa −Lp, te se iz sustava jednadzˇbi kojeg cˇine dobivena jednadzˇba i pret-
hodna 3.7 dobije
Jpθ¨p − 2kmka/(Rr)X˙ + 2(km/R)Va + MpLpg sin θp + MpL2pθ¨p = −MpLpX¨ cos θp. (3.8)
Koristec´i se Newtonovim zakonom gibanja, sume sila koje djeluju u horizontalnom polozˇaju
su :
∑
Fx = MpX¨, a u vertiklanom polozˇaju
∑
Fxp = MpX¨ cos θp. Primjeni li se to na sliku
3.11 dobije se redom:
(RL + RR) = MpX¨ + MpLpθ¨p cos θp − MpLpθ˙p2 sin θp, (3.9)
te
(RL + RR) cos θp + (PL + PR) sin θp − Mpg sin θp − MpLpθ¨p = MpX¨ cos θp (3.10)
Da bi se iz jednadzˇbe gibanja kotacˇa robota eliminirao izraz (RR + RL) koristi se jednadzˇba
3.9 kao supstitucija izraza. Slijedi,
2(Mw+Jw/r2)X¨ = −2(kmka)/(Rr2)X˙+2(km/(Rr))Va−MpX¨−MpLPθ¨p cos θp+MpLpθ˙p2 sin θp.
(3.11)
Jednadzˇbe 3.11 i 3.8 predstavljaju nelinearan model jednadzˇbi koji opisuje gibanje ro-
bota! Kao i kod prethodnog primjera jednadzˇbe je potrebno linearizirati. Pretpostavi
se θp = pi + θ, gdje je θ mali kut koji ”gleda” prema gornjoj vertikalnoj osi. Tada je
cos θp = −1, sin θp = −θ i (dθpdt )2 = 0. Nakon sredivanja dobije se linearni model diferenci-
janih jednadzˇbi koje opisuju gibanje robota:
θ¨ = MpLp/(Jp + MpLp2)X¨ + 2(kmka)/(Rr(Jp + MpLP2))X˙ − 2km/R(Jp + MpLp2)Va +
MpgLp/(Jp + MpLp2)θ
X¨ = 2km/(Rr(2Mw+2Jw/r2+Mp))Va−2(kmka)/Rr2(2Mw+2Jw/(r2)+Mp)X˙+MpLp/(2Mw+
2Jw/(r2) + Mp)θ¨
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Sustav linearnih jednadzˇbi dinamike robota:

X˙
X¨
θ˙
θ¨
 =

0 1 0 0
0 Z (Mp2gLp2)/α 0
0 0 0 1
0 Y MpgLpβ/α 0


X
X˙
θ
θ˙
 +

0
2km(Jp + MpLp2 − MpLpr)/(Rrα)
0
2kmka(rβ − MpLp)/(Rrα)
 Va
Z = 2kmka(MpLpr − Jp − MpLp2)/(Rr2α)
Y = 2kmka(rβ − MpLp)/(Rr2α)
β = (2Mw + 2Jw/(r2) + Mp)
α = [Jpβ + 2MpLp2(Mw + Jw/(r2))]
y =
[
1 0 0 0
0 0 1 0
] 
X
X˙
θ
θ˙

Dakle, u izlazu se promatra polozˇaj robota i nagib, tj. kut do vertiklane osi.
Analiza stabilnosti dobivenog sustava
Kod provjere stabilnosti dobivenog sustava nuzˇno je definirati parametre sustava i proma-
trati reakciju izlaza obzirom na ulaz. Nakon formiranja sustava i unosˇenja sljedec´ih naredbi
u Matlab
1 t=0:0.1:1;
2 u=4.75*ones(size(t));
3 [y,t]=lsim(transfer funk,u,t);
4 plot(t,y);
gdje je transfer funk transfer funkcija dobivenog sistema. Sustav je nestabilan - robot
padne (slicˇno kao sˇto je i u prethodnom primjeru loptica pala s grede).
Pozivom eig(A) dobije se eig(A) = [0 − 0.0078 − 13.1202 13.1183]T . 2 svojstvene
vrijednosti su u desnoj poluravnini pa je nuzˇno stabilizirati sistem, tj. postic´i da odgo-
varajuc´om kontrolom sustava i odabirom ulaza novoformirana matrica sustava ima sve
svojstvene vrijednosti u negativnoj poluravnini.
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LQR kontrola sistema
Napravljena je LQR kontorla sistema s korisˇtenjem Kalmanova filtra na senzorima i bez
njega. Svrha je bolja predodzˇba i usporedba. Potom je napravljena usporedba sa metodom
premjesˇtanja polova. Nuzˇni uvjeti za kontrolu sistema su, kao i obicˇno, njegova upravlji-
vost i osmotrivost. Sistem je upravljiv i osmotriv, sˇto znacˇi da se sva stanja sistema mogu
kontrolirati. Matrica Q = CTC=
Q =

1 0 0 0
0 0 0 0
0 0 1 0
0 0 0 0
 .
Koeficijent Q(1, 1) je procjena za relativnu tezˇinu odstupanja polozˇaja robota, a Q(3, 3)
kuta. R je 1 × 1 matrica i to je procjena za relativnu tezˇinu odstupanja ulaza. Uzima se
R = 1, jer je ulaz voltazˇa pa je pretpostavka da nema odstupanja. Dakle, potrebno je varirati
dva koeficijenta matrice Q. Q(1, 1) odgovoran je za stabilizaciju polozˇaja i primjeti se da je
za vec´e vrijednosti robot stabilniji. Q(3, 3) pak odgovara za stabilizaciju nagiba i za manje
vrijednosti je kut od vertiklane osi manji. Robotu je dan izvor energije, voltazˇa jakosti 4.75
V .
Slucˇaj a)
Za izbor
1 Q(1,1)=500;
2 Q(3,3)=50;
i bez Kalmanova filtriranja moguc´ih poremec´aja dobije se, analognim pozivima kao u pri-
mjeru 3.1, da je K = 103[−0.0224 − 0.0297 1.5982 0.1236].
Simulacijom dinamicˇkog sistema vidi se da robot ode na manje od 20 cm udaljenosti od
pocˇetnog polozˇaja i da je vrijeme umirivanja oko 8 sekundi. Nedopustivo ponasˇanje! Kako
je moguc´i problem zanemarivanje drifta na zˇiroskopu i sˇuma na akcelerometru, to je za
isti izbor matrica Q i R implementiran Kalmanov filtar. Za matrice Qn i Rn izabrane su
Qn = 5000, te
Rn =
[
1 0
0 10000
]
.
Sljedec´im pozivom
1 [kest,L,P]=kalman(sys ss,Q n,R n);
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dobije se matrica Kalmanova filtra - kest, koja se koristi za dobivanje regulatora sistema.
Zadac´a regulatora sistema je da povezˇe matricu - kest i linearno-kvadratnu optimalnu ma-
tricu K na nacˇin da stvori novu povratnu vezu koja omoguc´uje kompenzaciju poremec´aja.
1 regulator=lqgreg(kest,K);
Najprije se filtriraju podaci na akcelerometru, pa su izabrani
Cn = [1 0 0 0];
Dn = 0;
Formira se novi sistem
1 novi ss=ss(A-BK,B,C n,D n);
kojem je potrebno zadati prethodni izlaz kao novi ulaz pomoc´u povratne veze ili feedbacka
pozivom
1 novi=feedback(novi ss,regulator);
Ako se unesu naredbe
1 t=0:0.01:5;
2 u=4.75 *ones(size(t));
3 [y,t]=lsim(novi,u,t);
vidi se da je sistem bolje kontroliran. Pomak je oko 18 cm (sˇto je bolje od slucˇaja bez
procjenitelja stanja), a vrijeme smirivanja je ispod 5 sekundi. Kako nisu zadovoljene refe-
rentne vrijednosti, nuzˇan je neki drugi izbor koeficijenata matrice Q. Ako se umjesto Cn
stavi Cn1 = [0 0 1 0] i ponovi postupak tada su filtrirani podaci na zˇiroskopu. Ponovno,
napredak je ocˇit, ali nezadovoljavajuc´i.
Slucˇaj b)
Izborom:
Q(1, 1) = 10000;
Q(3, 3) = 30;
dobije se K = 103[−0.1 − 0.07 1.85 0.1451].
Simulacijom dinamicˇkog sustava vidi se da robot napravi pomak manji od 5 cm od pocˇetnog
polozˇaja, ali je i ukupno vrijeme smirenja iznosa manjeg od 5 sekundi. Ako se kao u pret-
hodnom slucˇaju i za isti izbor matrica Qn i Rn uzme u obzir moguc´i drift na zˇiroskopu ili
sˇum na akcelerometru dobije se neznatno brzˇa stabilizacija nagiba robota (za oko 0.5 se-
kundi), dok je polozˇaj i dalje ispod 5cm.
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(a) Losˇ izbor LQR kontrole
bez Kalmanova filtra
(b) Losˇ izbor LQR kontrole sa
Kalmanovim filtrom
(a) Dobar izbor LQR kontrole
bez Kalmanova filtra
(b) Dobar izbor LQR kontrole
sa Kalmanovim filtrom
Metoda premjesˇtanja polova
Ako se pogledaju svojstvene vrijednosti matrice A − BK, za K dobiven LQR kontro-
lom vidi se da je eig(A − BK) = [−13.1172 + 0.0794i;−13.1172 − 0.0794i;−1.8194 +
1.8026i;−1.8194 − 1.8026i]T .
Nuzˇno je izabrati lokaciju 4 pola u lijevoj poluravnini. Za pocˇetak, biraju se polovi
blizu upravo ispisanim vrijednostima eig(A − BK).
Slucˇaj a)
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Neka je
1 P 1=[-10.1410+0.7342i -10.1410-0.7342i -1.0818+1.0768i
-1.0818-1.0768i];
Pozivom
1 K=place(A,B,P 1);
dobije se
K = 103[−0.0213 − 0.0241 1.3170 0.0994];
Simulacijom dinamicˇkog sistema uocˇi se pomak vec´i od 20 cm i vrijeme do smirenja blizu
7 sekundi.
(a) Losˇ izbor polova sistema
bez Kalmanova filtra
(b) Losˇ izbor polova sistema
sa Kalmanovim filtrom
Slucˇaj b)
Drugim izborom polova, tako da budu blizˇi svojstvenim vrijednostima A − BK
1 P 2=[-13.1410+0.7342i -13.1410-0.7342i -3.0818+1.0768i
-3.0818-1.0708i];
dobije se promjena polozˇaja manja od 3 cm i vrijeme potrebno do smirenja ispod 3 sekunde.
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(a) Dobar izbor polova sis-
tema bez Kalmanova filtra
(b) Dobar izbor polova sis-
tema sa Kalmanovim filtrom
Zakljucˇak
Ponovno je metoda premjesˇtanja polova dala bolji rezultat. Moguc´e je dobro iskontrolirati
sustav kombinirajuc´i ove dvije metode. Najprije je pronaden K pozivom LQR metode, a
potom su se polovi u metodi premjesˇtanja polova birali obzirom na polove dobivene LQR
kontrolom uz velik stupanj slobode oko izbora lokacije za iste.
Korisˇteni parametri modela su :
Mp = 4.325 kg
Mm = 0.671 kg
Lp = 1.5 cm
R = 7.7 cm
dp = 0.01124 kg/m2
Jw = 2.3250 kgm2
ka = 4.58 ∗ 10−2 (konstanta)
km = 4.58 ∗ 10−2 (konstanta)
R = 2.49 Ω
Va = 4.75 V
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3.3 Aktivni ovjes kotacˇa sa hidraulicˇkim aktuatorom
Slika 3.16: Aktivni ovjes 1
Prezentiran je primjer iz [4].
Uvod
Vjerojatno je svatko imao priliku nekoliko puta dozˇivjeti neudobnu vozˇnju nekim vozilom
na cesti. Ponekad se cˇovjek povede mislima pa ne opazi ’lezˇec´eg policajca’, te ’preleti’
preko istog brzinom vec´om od propisane. Osjete se jake oscilacije. Sˇtovisˇe, desi se odskok
od sjedisˇta automobila. Predmet interesa analize ovog problema je da taj vertiklani pomak
vozacˇa (moguc´e i drugih putnika) bude sˇto je manji moguc´. Za informaciju o trenutnom
vertikalnom polozˇaju korisˇteni su senzori postavljeni na kotacˇe automobila. Zˇeli se postic´i
udobna vozˇnja. Referentne vrijednosti su: da oscilacije auta na cesti budu oko 5 % i da
nakon sˇto auto naleti na prepreku nastavi mirnu vozˇnju za oko 3 sekunde vremena. Sˇto to
znacˇi ? Ako je povisˇenje na cesti 10 cm, tada je maksimalna dozvoljena oscilacija +5mm
ili -5mm. Promatraju se rezultati ponasˇanja formuliranog dinamicˇkog sistema obzirom na
profil ceste i obzirom na brzinu automobila kojom nalijec´e preko postavljenog uzvisˇenja, a
koja se povec´ava zadajuc´i i vec´u snagu hidraulicˇkog aktuatora. Promatrani su naleti auto-
mobila na dva razlicˇita profila ceste.
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Formulacija vremenski neprekidnog sistema diferencijalnih jednadzˇbi
Dizajnira se sistem diferencijalnih jednadzˇbi koji opisuje rad aktivnog ovjesa na jednom
kotacˇu automobila. Drugim rijecˇima, koristi se 1/4 modela radi pojednostavljenja pro-
blema. Nomenklatura korisˇtena u zadatku:
mp { masa putnika na sjedisˇtu
ms { masa 1/4 automobila
mus { masa ovjesa (sa kotacˇem)
kp {koeficijent krutosti izmedu sjedisˇta i 1/4 automobila (N/m)
ks {koeficijent gipkosti izmedu sˇasije i auta (N/m)
kt { koeficijent gipkosti vanjske gume auta (N/m)
cp {koeficijent prigusˇenja sjedisˇta u (Ns/m)
cs { koeficijent prigusˇenja ovjesa u (Ns/m)
fa { snaga hidraulicˇkog aktuatora
r(t) { profil ceste
Slika 3.17: Aktivni ovjes 2
Koristec´i se Newtonovim zakonom primjenjenim na modelu tipa 3.17 te supstitucijom
x1 = xp
x2 = x˙p
x3 = xs
x4 = x˙s
x5 = xus
x6 = x˙us
dobiju se tri jednadzˇbe:
mp x˙2 + kp(x1 − x3) + cp(x2 − x4) = 0 / : mp
ms x˙4 + kp(x3 − x1) + cp(x4 − x2) + ks(x3 − x5) + cs(x4 − x6) − fa = 0 / : ms
mus x˙6 + ks(x5 − x3) + cs(x6 − x4) + kt(x5 − r(t)) + fa = 0 / : mus.
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Nakon dijeljenja sa odgovarajuc´im masama dobije se :
x˙2 = −(kp/mp)(x1 − x3) − (cp/mp)(x1 − x3)
x˙4 = −(kp/ms)(x3 − x1) − (cp/ms)(x4 − x2) − (cs/ms)(x4 − x6) + ( fa/ms)
x˙6 = −(ks/mus)(x5 − x3) − (cs/mus)(x6 − x4) − (kt/mus)(x5 − r(t)) − ( fa/mus).
Sistem diferencijalnih jednadzˇbi koji opisuje aktivnu suspenziju na kotacˇu je :

x˙1
x˙2
x˙3
x˙4
x˙5
x˙6


0 1 0 0 0 0
−kp/mp −cp/mp kp/mp cp/mp 0 0
0 0 0 1 0 0
kp/ms cp/ms −(kp + ks)/ms −(cp + cs)/ms ks/ms cs/ms
0 0 ks/mus cs/mus −(ks + kt)/mus −cs/mus


x1
x2
x3
x4
x5
x6

+

0
0
0
fa/ms
kt/musr(t) − fa/mus
 .
Kompaktniji zapis
x˙ = Ax +

0 0
0 0
0 0
1 0
0 0
−1 (kt/mus)

[
fa
r(t)
]
.
Razlika u odnosu na prethodne primjere je sˇto je broj ulaza dvostruko vec´i. Ulaz u
sistem je profil ceste i snaga aktuatora. y = [1 0 0 0 0 0]x, jer je interes udobnost vozˇnje,
tj. vertiklani pomak vozacˇa na sjedisˇtu automobila.
Analiza stabilnosti dobivenog sistema
Nakon formiranja sustava diferencijalnih jednadzˇbi zadaje se neki profil ceste na kom se
tocˇno vide povisˇenja, tj. udubljenja. Pozivom eig(A) dobije se eig(A) = [−8.7042 +
58.1381i − 8.7042 − 58.1381i − 9.1478 + 12.6558i − 9.1478 − 12.6558i − 1.1530 +
4.6507i − 1.1530− 4.6507i] i cˇini se kako je sistem stabilan (sve su svojstvene vrijednosti
u lijevoj poluravnini). Medutim, njegovo ponasˇanje ne zadovoljava trazˇene referentne vri-
jednosti. Auto prelijec´e preko prepreke (5cm povisˇenja) snagom aktuatora od 15kW (60
kW na cˇitav automobil) i vide se oscilacije od 25 cm prema gore i 12.5 cm prema dolje,
te smirenje do mirne vozˇnje u trajanju od 4.5 sekundi. Smanji li se snaga aktuatora, tj.
nalijec´e li se na istu prepreku manjom brzinom, npr. 5 kW (20kW na cˇitav automobil),
ishod je ponovno neprihvatljiv. Oscilacije su preko 12.5 cm gore i oko 5 cm prema dolje.
Potrebno vrijeme do mirne vozˇnje je nesˇto manje od 4.5 sekundi. Nuzˇna je kontrola sis-
tema !
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(a) Nekontroliran sustav s vec´om
brzinom - ulazom
(b) Nekontroliran sustav s manjom
brzinom - ulazom
LQR kontrola sistema
Napravljena je stabilizacija sistema LQR regulatorom sistema te su proucˇavana ponasˇanja
sistema obzirom na vec´e ili manje brzine naleta na neki od dva prikazana profila ceste.
Prije same kontrole, kao obicˇno, provjerena je upravljivost i osmotrivost sistema. Matrica
Q = CTC= 
1 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

,
dok je R 2×2 matrica jer su 2 ulaza u sistem. Potrebno je varirati Q(1, 1), te x i y koeficijente
iz
R =
[
x 0
0 y
]
.
x je odgovoran za stabilizaciju obzirom na snagu aktuatora odnosno brzinu, dok je y odgo-
voran za stabilizaciju sistema obzirom na profil ceste.
Slucˇaj a)
Neka je Q(1, 1) = 900, a x = 50, y = 100 te
R =
[
50 0
0 100
]
.
Pozivom
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1 K=lqr(A,B,Q,R);
dobije se
K =
[
0.0268 0.0025 0.0213 0.0047 −0.0139 0.0001
1.6381 0.1255 1.1338 0.1757 −0.4896 0.0047
]
.
Simulacijom dinamicˇkog sistema vidi se smirenje na cesti za manje od 1 sekunde. Oscila-
cije su oko 1.5 cm prema gore, a trebale bi biti oko 1.25 mm na 2.5 cm povisˇenja (preko
kojeg ovaj put automobil prelazi). Kontrola je losˇa. Cˇak i uz smanjenje snage aktuatora, tj.
naletom manjom brzinom ne dobiju se referentne vrijednosti. Snaga aktuatora smanjena je
sa 15 kW na 5 kW. Smirenje do mirne vozˇnje je ispod 1.5 sekundi, ali su oscilacije na cesti
oko 1.25 cm (trebalo bi biti ispod 0.9 mm) na povisˇenje iznosa 1.8 cm .
(a) Losˇ izbor LQR kontrole - prva
cesta (vec´a brzina)
(b) Losˇ izbor LQR kontrole - prva
cesta (manja brzina)
Pokazˇe se da puno manje vrijednosti koeficijenata x i y daju puno bolju kontrolu.
Slucˇaj b)
Za isti profil ceste kao u slucˇaju a) te isti Q(1, 1) neka je
R =
[
0.1 0
0 0.1
]
.
Tada je
K =
[
0.9587 0.0264 0.0819 0.0089 −0.0063 0.0003
85.0971 2.7090 9.445 0.925 −0.4303 0.0365
]
.
Simulacijom se vidi smirenje ispod 1 sekunde, a oscilacije su oko 0.5 mm na 1.5 cm
povisˇenja na cesti (snaga aktuatora je 15 kW). I za manje brzine automobila, recimo snagu
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aktuatora 5 kW vide se oscilacije manje od 0.5 mm ma 2.8 cm povisˇenja na cesti i smirenje
postignuto za manje od sekunde.
(a) Dobar izbor LQR kontrole -
prva cesta (vec´a brzina)
(b) Dobar izbor LQR kontrole -
prva cesta (manja brzina)
Baci li se pogled na svojstvene vrijednosti eig(A − BK) =
[
−18.8003 + 71.4080i −18.8003 − 71.4080i −44.597 + 29.2368i −44.5971 − 29.2368i −16.6079 −12.0464
]
primijeti se, kako su od njih 6 ukupno, dvije daleko u lijevoj poluravnini za razliku od
eig(A). Te dvije imaju neznatan utjecaj na stabilnost sistema. To je vazˇno saznanje za
odabir polova u metodi premjesˇtanja polova, koja je napravljena radi usporedbe. Slucˇaj a)
i Slucˇaj b) su primjenjeni na josˇ jedan profil ceste na kojem su 3 uzastopna povisˇenja i 2
uzastopna udubljenja. Slucˇaj a) daje ocˇekivano losˇe rezultate. Naletom na tek neznatno
povisˇenje snagom aktuatora od 15 kW osjete se oscilacije iznosa 5 mm. Snagom aktuatora
od 5 kW oscilacije bivaju nesˇto manje i iznose 0.7 cm na 1.8 cm povisˇenja. Sveukupno,
losˇe ponasˇanje sistema!
Slucˇaj b) pak daje ocˇekivano dobre rezultate. Oscilacije su oko 0.5 mm na 1.5 cm
povisˇenja naletom sa jacˇom snagom aktuatora. Manjom snagom aktuatora postizˇu se os-
cilacije manje od 0.5 mm naletom na oko 2.8 cm povisˇenja. Vrijeme smirivanja do mirne
vozˇnje je referentno i malo je vec´e od 1 sekunde.
Metoda premjesˇtanja polova
Slucˇaj a)
Ovdje je ponovno napravljena usporedba rezultata koje daje LQR regulacija sistema i me-
toda premjesˇtanja polova. Kako je uocˇeno da su 2 pola udaljenija od preostala 4 izborom
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(a) Losˇ izbor LQR kontrole - druga
cesta (vec´a brzina)
(b) Losˇ izbor LQR kontrole - druga
cesta (manja brzina)
(a) Dobar izbor LQR kontrole -
druga cesta (vec´a brzina)
(b) Dobar izbor LQR kontrole -
druga cesta (manja brzina)
polova
P1 =
[
−27.8915 + 7.1878i −27.8915 − 7.1878i −7.1426 + 6.0345i −7.1426 − 6.0345i −3.7942 −3.0043
]
te pozivom
1 K=place(A,B,P);
dobije se da je
K =
[−76.1282 −8.0153 92.4357 25.3126 32.8296 −2.9196
−0.0258 −0.0038 0.1161 0.0145 −1.0489 0.0033
]
.
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Simulacijom dinamicˇkog sustava sa ovakvim vrijednostima postizˇe se smirenje automobila
do mirne vozˇnje ispod 2.5 sekundi, ali i oscilacije od preko 10 cm (snaga aktuatora je 15
kW a povisˇenje 5 cm). To je neprihvatljivo. Smanji li se brzina automobila, smanjenjem
snage aktuatora na 5 kW, ponovno se osjete oscilacije koje prelaze okvire referentnih vri-
jednosti te iznose oko 10 cm, a vrijeme smirenja je oko 2.5 sekundi. Losˇ izbor polova.
(a) Losˇ izbor polova - prva cesta
(vec´a brzina)
(b) Losˇ izbor polova - prva cesta
(manja brzina)
Slucˇaj b)
Ukoliko se ’zadnja’ 2 pola u izboru P1 premjeste puno dalje u lijevu poluravninu i time
izgube znacˇaj u sudjelovanju stabilnosti sistema primjeti se referentno ponasˇanje sistema
obzirom na ulaz. Izborom
P2 =
[
−27.8915 + 7.1878i −27.8915 − 7.1878i −7.1426 + 6.0345i −7.1426 − 6.0345i −360.7942 −360.0043
]
uocˇi se da je vrijeme smirenja ispod 1 sekunde. Oscilacije su oko 2 mm na 2.65 cm (snaga
aktuatora je 15 kW) povisˇenja. Za dostizanje reference smanji se snaga aktuatora na 5 kW.
Automobil radi jednake oscilacije (2 mm ), ali na povisˇenja iznosa cˇak 4.25 cm.
Ukoliko se pogleda 2. profil ceste primjeti se analogno ’ponasˇanje’. Za isti izbor polova
P1 vrijeme smirenja je oko 2.5 sekundi. Oscilacije su oko 10 cm na 2.8 cm povisˇenja na
cesti. Losˇ izlaz uocˇi se i za smanjenu brzinu.
Za izbor polova P2 postizˇe se vrijeme smirenja automobila do mirne vozˇnje u vrijed-
nosti od oko 1.5 sekundi te oscilacije iznosa 0.9 mm na 1.8 cm povisˇenja. Snaga aktuatora
je iznosa 15 kW. Prihvatljivo ponasˇanje sistema. Smanji li se snaga aktuatora na 5 kW
postizˇu se oscilacije oko 0.8 mm na cˇak 3 cm povisˇenja.
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(a) Dobar izbor polova - prva cesta
(vec´a brzina)
(b) Dobar izbor polova - prva cesta
(manja brzina)
(a) Losˇ izbor polova - druga cesta
(vec´a brzina)
(b) Losˇ izbor polova - druga cesta
(manja brzina)
(a) Dobar izbor polova - druga
cesta (vec´a brzina)
(b) Dobar izbor polova - druga
cesta (manja brzina)
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Zakljucˇak
I metoda premjesˇtanja polova i LQR kontrola sistema daju jednake rezultate. Najbolji is-
hod zabiljezˇen LQR kontrolom sistema jesu oscilacije automobila iznosa 0.5 mm na 2.8
cm povisˇenja na cesti. Metoda premjesˇtanja polova daje slicˇan ishod { 0.8 mm na 3 cm
povisˇenja na cesti.
Parametri korisˇteni u modelu
mp = 60 kg
ms = 290 kg
mus = 59 kg
kp = 10507 N/m
ks = 16812 N/m
kt = 190000 N/m
cp = 875.6 Ns/m
cs = 1000 Ns/m
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3.4 Quadrotor
Za kraj je ilustriran primjer LQR kontrole objekta koji se dizˇe u zrak. Za razliku od pret-
hodnih primjera, ovaj je puno slozˇeniji.
Slika 3.27: Quadrotor
Prezentiran je primjer iz [5].
Uvod
Vjerojatno cˇovjek osjeti veliko zadovoljstvo ukazˇe li mu se prilika okusˇati cˇar vozˇnje he-
likopterom ili avionom. Vjerovatno i vozˇnja helikopterom nije toliko komforna koliko
vozˇnja nekim drugim zracˇnim prijevozom. Vec´ini puno pristranija i poznatija stvar jest sve
vec´i napredak i modernizacija djecˇjih igracˇaka. Auti na daljinsko upravljanje, roboti pa
i letec´i avioni pravo su malo djecˇje carstvo. Kako su do sada prikazivani samo primjeri
kontrole naprava koje se gibaju na nekoj podlozi, pravi je izazov pokusˇati iskontrolirati
nesˇto sˇto bi se ponasˇalo stabilno i u zraku - lebdec´i. Quadrotor ili quadcopter je naprava
koja izvrsno imitira let helikoptera. Podizˇu ga i pokrec´u 4 rotora. Prednost u odnosu na
helikopter je sˇto upotrebom cˇetiri rotora, svaki pojedini rotor jest manjeg promjera od od-
govarajuc´eg rotora helikoptera. Postizˇe se da rotori potrebuju manju kineticˇku energiju za
vrijeme letenja. Svaki rotor proizvodi silu potiska i moment u centru rotacije, te silu otpora
u suprotnom smjeru od kretanja letjelice. Ukoliko se svi rotori vrte istom kutnom brzinom
tako da se svaka dva nasuprotna vrte u istom smjeru (u smjeru kazaljke na satu ili suprotno
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od smjera kazaljke na satu) tada ukupan moment i kutna akceleracija oko vertikalne osi
jesu nula. Radi toga rotor za stabilizaciju oko vertiklane osi (kao kod helikoptera) nije po-
treban. Zakret oko vertiklane osi postizˇe se razlikom momenata izmedu rotora koji se vrte
u smjeru kazaljke na satu i onih suprotnog smjera kazaljke na satu. Povec´a li se potisna
sila jednog od rotora u paru i smanji druga postizˇe se zakret oko pripadne horizontalne osi.
U prvom dijelu kontrole nad ovim objektom promatra se brzina uspinjanja quadrotora u
Slika 3.28: Pozicije rotora na napravi
vremenskom intervalu od 10 sekundi. Zadaju se jednaki potisci na sva 4 rotora i postizˇe se
kretanje quadrotora samo po z-osi. Zˇeli se postic´i brzina vec´a od 15 km/h u zadanom vre-
menskom roku - 10 sekundi. Prikazuju se ishodi slucˇajeva kada se u obzir uzima moguc´i
poremec´aj uzrokovan zemljinom gravitacijom i bez poremec´aja. U drugom dijelu kon-
trole zˇeli se postic´i da quadrotor dode na koordinate (5, 8, 30) - gledajuc´i sve tri -x,y,z osi
u intervalu od 10 sekundi. Za odredivanje trenutnog nagiba, orijentacije i polozˇaja qu-
adrotora koristi se senzorska plocˇica koja sadrzˇi zˇiroskop, akcelerometar, magnetometar i
barometar. Zˇiroskop sluzˇi za dobivanje vrijednosti kutne brzine oko pojedine osi quadro-
tora. Kratkorocˇno je tocˇan, no nakon nekog vremena pojavi se drift. Akcelerometar mjeri
akceleraciju u pojedinoj osi. Osim dinamicˇke akceleracije dobije se i vrijednost ubrzanja
gravitacijskog polja, te se iz ocˇitanja pojedinih osi akcelerometra dobije nagib u odnosu
na ravninu. Problem je sˇum koji se javlja na njemu. Uloga magnetometra je racˇun kuta
izmedu cˇipa i magnetskog polja. Tako se mozˇe izracˇunati smjer u kom je quadrotor okre-
nut. Barometrom se, mjerec´i atmosferski tlak, odreduje visina na kojoj se letjelica nalazi.
Svaki senzor ima odredenu gresˇku, pa se ne mozˇe koristiti sam za sebe. Potrebna je fuzija
senzora, za sˇto se koristi ”Direction cosine marix”, DCM (algoritam) koji se odvija na mi-
krokontroloru postavljenom na modulu. Radi iznimne slozˇenosti samog problema ne radi
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se josˇ i filtriranje podataka kao kod slucˇaja sa robotom. To sve je ukljucˇeno u algoritam
implementiran na mikrokontroloru u cˇiju se dubinu ne zalazi. Stoga se, kontrolirajuc´i po-
lijetanje quadrotora, ponasˇa kao da tih gresˇaka nema. Ponovno, najprije je pokazan slucˇaj
kontrole kad nije ukljucˇen poremec´aj uzrokovan gravitacijom, a potom slucˇaj kad je po-
remec´aj ukljucˇen, pa obzirom na njega sistem u ulazu dobije potrebnu - pojacˇanu snagu za
”pokretanje” naprave u visinu.
Formulacija vremenski neprekidnog sistema diferencijalnih jednadzˇbi
Nomenklatura koja c´e se koristiti u ovom primjeru:
u, v,w { brzine u lokalnom kooridnatnom sustavu (duzˇ osi x,y i z)
φ, θ, ψ{ kutevi zakreta u lokalnom koordinatnom sustavu (duzˇ osi x,y i z)
p, q, r { kutne brzine u lokalnom kooridnatnom sustavu (duzˇ osi x,y i z)
xe, ye, ze { brzine u globalnom kooridnatnom sustavu (duzˇ osi x,y i z)
L { udaljenost motora do z-osi
F { sile
m { masa quadrotora
g { gravitacijsko ubrzanje
M { moment
Jxx, Jyy, Jzz { moment inercije oko x, y i z osi
Slika 3.29: Zakreti oko osi koordinatnih sustava (lokalnih i globalnih)
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Rotacija oko x-osi quadrotora dobije se iz jednadzˇbi dinamike:
x˙ = x
y˙ = y cos φ − z sin φ
z˙ = y sin φ + z cos φ.
Rotacija oko x-osi je
Tx =
1 0 00 cos φ − sin φ0 sin φ cos φ
 .
Rotacija oko y-osi quadrotora dobije se iz jednadzˇbi dinamike :
x˙ = z sin φ + x cos φ
y˙ = y
z˙ = z cos φ − x sin φ.
Rotacija oko y-osi je
Ty =
 cos θ 0 sin θ0 1 0− sin θ 0 cos θ
 .
Rotacija oko z-osi quadrotora dobije se iz jednadzˇbi dinamike:
x˙ = x cosψ − y sinψ
y˙ = x sinψ + y cosψ
z˙ = z.
Rotacija oko z-osi je
Tz =
cosψ − sinψ 0sinψ cosψ 00 0 1
 .
Da bi se dobila brzina naprave po x-osi, y-osi i z-osi koristi se vektorski umnozˇak kut-
nih brzina i ukupne matrice rotacije T = TxTyTz.
T =
cos θ cosψ cosψ sin θ sin φ − cos φ sinψ cos φ cosψ sin θ + sin φ sinψcos θ sinψ cos φ cosψ + sin θ sin φ sinψ − cosψ sin φ + cos φ sin θ sinψ− sin θ cos θ sin φ cos θ cos φ
 .
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Tada je brzina u zemljinom kooridnatnom sustavu obzirom na brzine u, v,w:x˙ey˙ez˙e
 = T
uvw
 .
Raspisujuc´i taj izraz dobije se :
x˙e = cos θ cosψu + (cosψ sin θ sin φ − cos φ sinψ)v + (cos φ cosψ sin θ + sin φ sinψ)w
y˙e = cos θ sinψu + (cos φ cosψ + sin θ sin φ sinψ)v + (− cosψ sin φ + cos φ sin θ sinψ)w
z˙e = − sin θu + cos θ sin φv + cos θ cos φw.
Kutne brzine se dobiju iz Eulerove rotacijske matrice :
pqr
 =
φ˙00
 +
1 0 00 cos φ sin φ0 − sin φ cos φ

0θ˙0
 +
1 0 00 cos φ sin φ0 − sin φ cos φ

cos θ 0 − sin θ0 1 0sin θ 0 cos θ

00
ψ˙

,tj. φ˙θ˙
ψ˙
 =
1 sin φtanθ cos φ tan θ0 cos φ − sin φ0 sin φ cos θ cos φ cos θ

pqr
 .
Ako se uvazˇi 2. Newtonow zakon mehanike F = ma i primjeni na ovaj model, tada
slijedi
d
dt
uvw
 =
 u˙v˙w˙
 + Coriolisov e f ekt =
 u˙v˙w˙
 +
pqr
 x
uvw
 .
Tocˇnije 
FxFyFz
 +
 − sin θmgcos θ sin φmgcos θ cos φmg

 1/m =
 u˙v˙w˙
 −
qw − rvru − pwpv − qv
 .
Raspisujuc´i taj izraz izlazi,
u˙ = 1m (Fx − sin θmg) − qw + rv
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v˙ = 1m (Fy + cos θ sin φmg) − ru + pw
w˙ = 1m (Fz + cos θ cos φmg) − pv + qu.
Nadalje, jednadzˇba momenta je M = Jw˙ + w × Jw, tj.
MxMyMz
 =
Jxx 0 00 Jyy 00 0 Jzz

p˙q˙r˙
 +
pqr
 x
Jxx 0 00 Jyy 00 0 Jzz

pqr
 ,
dobije se  p˙q˙r˙
 =
1/Jxx 0 00 1/Jyy 00 0 1/Jzz

 Mx − (Jzz − Jyy)qrMy − (Jxx − Jzz)prMz − (Jyy − Jxx)pq
 .
Josˇ se zapisˇe odnos djelovanja sile potiska na propelerima i momenata na osima naprave:

F1
F2
F3
F4
 = k

u1
u2
u3
u4
 .
Moment oko x-osi je Mx = L(F2 − F4), oko y-osi My = L(F3 − F1), a moment oko
z-osi se gleda kao momentna reakcija na vrtnju propelera. Recimo propeler koji pro-
izvodi silu potiska F2 ima pozitivan smjer rotacije gledajuc´i os z. No, u letjelici stvara
reakciju suprotnog smjera, pa se u jednadzˇbu unosi s negativnim predznakom. Stoga je
Mz = cL(−F2 − F4 + F1 + F3). Nelinearizirani model prikaza je

p˙
q˙
r˙
u˙
v˙
w˙
φ˙
θ˙
ψ˙
x˙e
y˙e
z˙e

=

0 −(Jxx + Jyy)/Jxxr 0 0 0 0 0 0 0 0 0 0
−(Jxx + Jzz)/Jyyr 0 0 0 0 0 0 0 0 0 0 0
−(Jyy + Jxx)/Jzzr 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 r −q 0 0 0 0 0 0
0 0 0 −r 0 p 0 0 0 0 0 0
0 0 0 q −p 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
0 sin φtanθ cos φtanθ 0 0 0 0 0 0 0 0 0
0 cos φ − sin φ 0 0 0 0 0 0 0 0 0
0 sin φ cos θ cos φ cos θ 0 0 0 0 0 0 0 0 0
0 0 0 cos θ sinψ cos φ cosψ + sin θ sin φ sinψ − cosψ sin θ + cos φ sin θ sinψ 0 0 0 0 0 0
0 0 0 − sin θ cos θ sin θ cos θ cos φ 0 0 0 0 0 0

∗
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p
q
r
u
v
w
φ
θ
ψ
xe
ye
ze

+

0 Lk/Jxx 0 −Lk/Jxx
−Lk/Jyy 0 Lk/Jyy 0
cLk/Jzz −cLk/Jzz cLk/Jzz −cLk/Jzz
0 0 0 0
0 0 0 0
−k/m −k/m −k/m −k/m
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


u1
u2
u3
u4
 +

0
0
0
− sin θ
cos θ sin φ
cos θ cos φ
0
0
0
0
0
0

g
y =

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


p
q
r
u
v
w
φ
θ
ψ
xe
ye
ze

+

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0


u1
u2
u3
u4

Model je potrebno linearizirati. Odabire se sljedec´a vrijednost nagiba kuta: θ = 0 i
φ = 0 - u horizontalnoj orijentaciji naprave. Tada je uvrsˇtavanjem sljedec´ih vrijednosti:
sin φ = φ, cos φ = 1, sin θ = 1 i cos θ = 1 postignuta linearizacija. Za let u istoj tocˇki sve
pozicije, brzine i kutevi brzine su nula osim kutnog zakreta na z-osi. Uzima se ψ = ψ0.
Tada je linearizirani model:
p˙
q˙
r˙
u˙
v˙
w˙
φ˙
θ˙
ψ˙
x˙e
y˙e
z˙e


0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 −g 0 0 0 0
0 0 0 0 0 0 g 0 0 0 0 0
1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 cos φ0 − sin φ0 0 0 0 0 0 0 0
0 0 0 sin φ0 cos φ0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0


p
q
r
u
v
w
φ
θ
ψ
xe
ye
ze


0 Lk/Jxx 0 −Lk/Jxx
−Lk/Jyy 0 Lk/Jyy 0
cLk/Jzz −cLk/Jzz cLk/Jzz −cLk/Jzz
0 0 0 0
0 0 0 0
−k/m −k/m −k/m −k/m
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0


u1
u2
u3
u4
 +

0
0
0
0
0
1
0
0
0
0
0
0

g
y =

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1


p
q
r
u
v
w
φ
θ
ψ
xe
ye
ze

+

0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0
0 0 0


u1
u2
u3
u4

Analiza stabilnosti dobivenog sistema jednadzˇbi
Sustav je na granici stabilnosti, tj. labilan eig(A) = [0 0 0 0 0 0 0 0 0 0 0 0]T . I najmanji
poremec´aj uzrokovao bi nestabilnost sistema. Nuzˇno je projektirati regulator za stabiliza-
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ciju.
LQR kontrola sistema
Prije nego se krene sa projektiranjem optimalnog regulatora za quadrotor, potrebno je odre-
diti svojstva sustava - upravljivost i osmotrivost. Provjerom kao i ranije, sustav je upravljiv
i osmotriv. Matrica
Q = CTC =

1 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 1

.
Na poziciji Q(4, 4),Q(5, 5) i Q(10, 10),Q(11, 11) nalaze se koeficijenti matrice Q odgo-
vorni za brzine duzˇ x i y osi u lokalnom , tj. globalnom koordinatnom sustavu, cˇijom
varijacijom se postizˇe kontrola sustava.
R =

x 0 0 0
0 x 0 0
0 0 x 0
0 0 0 x

Na dijagonali matrice R biraju se isti koeficijenti, jer su sva cˇetiri motora ista. Zadaje se
isti napon na sva cˇetiri motora. Iznos napona je 11V.
Slucˇaj a)
Izborom Q(i, i) = 0.1, i ∈ {4, 5, 10, 11}, te R(i, i) = 0.01, i ∈ {1, 2, 3, 4} i R(5, 5) = 100
postizˇe se brzina od oko 0.423529m/s = 1.5247km/h, tj. quadrotor se popeo na 3.6 m
u vremenu od 8.5 sekundi. Kako bi se uklonilo odstupanje prac´enja reference po z - osi,
dodaje se kompenzacija konstantnog poremec´aja gravitacije. Vrijednost kompenzacijskog
vektora v odredi se iz −k/m(u1 +u2 +u3 +u4) = −g, v = u1 = u2 = u3 = u4 =⇒ −k/m(4v) =
−g =⇒ 4v = gm/k =⇒ v = gm/(4k). Ta je vrijednost ista za sva cˇetiri motora, jer sva cˇetiri
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istovremeno rade i svaldavaju gravitaciju. Formira se u = −Kx + v, umjesto dosadasˇnjeg
u = −Kx. Ishod je brzina od 0.55882352941m/s = 2.01176470008km/h. Motori su dobili
vec´u snagu obzirom na poremec´aj i stvorili vec´i potisak. No, ponovno nije zadovoljena
referentna vrijednost brzine u vremenu 10 sekundi.
Slucˇaj b)
Primjeti se poboljsˇanje ukoliko se vrijednosti na dijagonali od R (bez R(5, 5)) povec´aju. Za
izbor Q(i, i) = 0.1, i ∈ {4, 5, 10, 11} i R(i, i) = 0.1, i ∈ {1, 2, 3, 4} te R(5, 5) = 10, pozivom
LQR regulatora sistema postizˇe se brzina iznosa 1.21m/s = 4.35789km/h, a uz kompen-
zaciju poremec´aja 1.70588m/s = 6.14km/h. Izbor matrica Q i R je i dalje losˇ.
Slucˇaj c)
Izborom Q(i, i) = 0.01, i ∈ {4, 5, 10, 11} i R(i, i) = 1, i ∈ {1, 2, 3, 4}, te R(5, 5) = 200 postizˇu
se referentne vrijednosti. Sada je brzina od 4.23529m/s = 15.247km/h. Ako se ukljucˇi
poremec´aj gravitacije postizˇe se brzina i do 5.41176m/s = 19.482km/h. Qudarotor odlazi
na visinu 46 m u roku 8.5 sekundi.
(a) Slucˇaj a) (b) Slucˇaj b)
Ukoliko se zˇeli postic´i da quadrotor dode na odredene kooridnate u prostoru zadaju
se najprije razlicˇiti naponi na motore. Neka su zadane vrijednosti napona na motorima:
11.2V,
11.7V, 11.12V i 9.995V .
Slucˇaj a)
Izborom kao ranije Q(i, i) = 0.1, i ∈ {4, 5, 10, 11} te R(i, i) = 0.1, i ∈ {1, 2, 3, 4, }, a R(5, 5) =
300 dobije se sljedec´i ishod: qudarotor u vremenu od 10 sekundi, dode na poziciju (1.6, 2.5,
12). Ukljucˇi li se kompenzacija obzirom na poremec´aj, letjelica dospije na josˇ manju vi-
sinu, jer ovaj put snaga dana motorima treba izdrzˇati i putanje duzˇ x i y-osi. Problem je
izbor Q i R matrica u LQR kontroli.
Slucˇaj b)
Povec´a li se vrijednost koeficijenata R(i, i) = 1, i ∈ {1, 2, 3, 4}, quadrotor bez ukljucˇenog
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(a) Slucˇaj c)
(b) Slucˇaj a) uz kompenzaciju po-
remec´aja gravitacije
(a) Slucˇaj b) uz kompenzaciju po-
remec´aja gravitacije
(b) Slucˇaj c) uz kompenzaciju po-
remec´aja gravitacije
poremec´aja gravitacije dolazi na koordinate (5.1, 8.1, 38). Promjenivsˇi samo R(i, i), i ∈
{1, 2, 3, 4}, quadrotor ide prema referentnoj visini od 30 m. Ukljucˇi li se poremec´aj uzro-
kovan gravitacijom, naprava dolazi na (5.1, 8.05, 31.5).
Slucˇaj c)
Malim korekcijama popravljaju se pomaci od (0.1, 0.05, 1.5), te naprava dolazi na koordi-
nate (5, 8.1, 30.5)(ukljucˇena je kompenzacija). Korekcija je izbor koeficijenta R(5, 5) = 10.
Slucˇaj d)
Izborom R(5, 5) = 5.5, dostizˇu se koordinate (5.1, 8.1, 30.00) u vremenu od 10 sekundi.
Ukoliko bi se, rukovodec´i se ovom logikom, pokusˇalo ic´i prema nizˇim vrijednostima koefi-
cijenta R(5, 5), quadrotor stizˇe na manje visine (manje od 30 m). Recimo izborom R(5, 5) =
5. Prihvati se R(i, i) = 1, i ∈ {1, 2, 3, 4},R(5, 5) = 5.5, te Q(i, i) = 0.1, i ∈ {4, 5, 10, 11} kao
najbolji izbor koeficijenata za LQR kontrolu sistema u svrhu postizanja zadanih koordinata
u vremenu od 10 sekundi.
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(a) Losˇ izbor LQR kontrole bez
kompenzacije poremec´aja gravita-
cije
(b) Losˇ izbor LQR kontrole uz
kompenzaciju poremec´aja gravita-
cije
(a) Dobar izbor LQR kontrole bez
kompenzacije poremec´aja gravita-
cije
(b) Dobar izbor LQR kontrole uz
kompenzaciju poremec´aja gravita-
cije
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(a) Quadrotor blizˇe zadanim ko-
oridnatama
(b) Quadrotor pogada zadane ko-
ordinate
Parametri korisˇteni u modelu
m = 0.32 kg
L = 0.21 m
k = 0.225 (konstanta)
c = 0.1 (konstanta)
Jxx = 0.0142 kg/m2
Jyy = 0.0142 kg/m2
Jzz = 0.0071 kg/m2

Poglavlje 4
Riccatijeva jednadzˇba
4.1 Simetricˇna rjesˇenja neprekidne algebarske
Riccatijeve jednadzˇbe
Hermitska rjesˇenja
Pozivajuc´i se na [1] i [3] dani su sljedec´i rezultati.
Promatra se CARE (eng. continuous-time algebraic Riccati equation) oblika AT P + PA −
PBR−1BT P + Q = 0. Kompaktniji zapis ove jednadzˇbe je
A∗X + XA + XDX −C = 0, (4.1)
gdje je A∗ = AT ,D = −BR−1BT , X = P, te C = −Q. Definiraju se matrice
T =
[
A D
C −A∗
]
M = i
[
A D
C −A∗
]
H =
[−C A∗
A D
]
J =
[
0 −I
I 0
]
Hˆ = i
[
0 I
−I 0
]
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Najprije se navode rezultati koji daju egzistenciju i jedinstvenost hermitskog rjesˇenja jed-
nadzˇbe 4.1. Neka je G(X) = rang[In X]T ⊂ Cm+n, gdje je X m×n matrica (m i n su prirodni
brojevi), a G(X) je graf od X.
Propozicija 4.1.1. Ako je X rjesˇenje algebarske Riccatijeve jednadzˇbe sa grafom G(X)
tada je X hermitsko rjesˇenje akko je G(X) Hˆ-neutralno. X je hermitsko rjesˇenje akko je
G(X) H-neutralno.
Sˇto znacˇi da je potprostor H-neutralan ? Najprije se navodi jedan rezultat sa podrucˇja
indefinitne linearne algebre. Funkcija [ , ] : Cn × Cn → C (gdje je Cn { n- dimenzionalan
kompleksni Hilbertov prostor) definira indefinitni unutarnji produkt na Cn ako vrijedi:
(i) linearnost u 1.argumentu: [αx1 + βx2, y] = α[x1, y] + β[x2, y] za svaka dva x1, x2 ∈ Cn i
kompleksne brojeve α i β,
(ii) antisimetricˇnost: [x, y] = [y, x] za svaka dva broja x, y ∈ Cn
(iii) ako je za svaki y ∈ Cn i x = 0, [x, y] = 0.
Neka je H invertibilna hermitska matrica dimenzije n × n tada formula [x, y] = (Hx, y) za
svaka dva broja x, y ∈ Cn definira unutarnji indefinitini produkt na Cn. Potprostor M ⊂ Cn
je H-neutralan ako za svaki x ∈ M vrijedi [x, x] = 0 (gdje je [x, y] = (Hx, y) za svaka dva
x, y ∈ Cn).
Teorem 4.1.2. Pretpostavi se da je D ≥ 0 i da je par (A,D) upravljiv. Nadalje, neka alge-
barska Riccatijeva jednadzˇba ima hermitsko rjesˇenje i neka jeN+ spektralni potprostor od
M sa odgovarajuc´im svojstvenim vrijednostima u otvorenoj gornjoj poluravnini. Tada za
svaki M-invarijantni potprostorN ⊂ N+ postoji jedinstveno hermitsko rjesˇenje X algebar-
ske Riccatijeve jednadzˇbe tako da je rang[I X] ∩ N+ = N . Isto tako, ako je X hermitsko
rjesˇenje algebarske Riccatijeve jednadzˇbe, tada rang[I X] ∩ N+ jest M-invarijantan.
Lema 4.1.3. Neka H:
(a) nema svojstvenih vrijednosti na imaginarnoj osi
(b) ima stabilan svojstveni potprostor X1 koji je kompleksan i X2 koji je kompleksan i inver-
tibilan. Tada je :
(1) X∗1X2 hermitsko rjesˇenje, tj. (X
∗
1X2)
∗ = X∗1X2
(2) P = X2X−11 je hermistka matrica, tj. P = P
∗.
4.1. SIMETRICˇNA RJESˇENJA NEPREKIDNE ALGEBARSKE RICCATIJEVE
JEDNADZˇBE 73
Dokaz. Za proizvoljnu matricu H− vrijedi H[X1 X2]T = [X1 X2]H−, gdje je H− matrica
cˇiji je spektar u lijevoj otvorenoj poluravnini. Mnozˇec´i taj izraz sa [X∗1 X
∗
2]J dobije se[
X∗1 x
∗
2
]
JH
[
X1
X2
]
=
[
X∗1 X
∗
2
]
J
[
X1
X2
]
H−. (S )
JH =
[
0 −I
I 0
] [
A −BR−1BT
−Q −AT
]
=
[
Q AT
A −BR−1BT
]
Obje strane od (S) su hermitske. Tada je
(−X∗1X2 + X∗2X1)H− = H∗−[x∗1 X∗2][X2 − X1]T = −H∗−[−X∗1X2 + X∗2X1]. (4.2)
Jednadzˇba 4.2 je tipa X3A3 +A∗3X3 = 0 i kako je σ(A3) ⊂ C−, jedinstveno rjesˇenje je X3 = 0.
Tada je X∗1X2 = X
∗
2X1 i P = X2X
−1
1 hermistko rjesˇenje buduc´i da je P = (X1)
−1∗(X∗1X2)X
−1
1
hermitska matrica.

Pod kojim uvjetima je X1 invertibilan? U dokazu leme koristi se najprije sljedec´i rezul-
tat.
Lema 4.1.4. H je nesingularna matrica sa inercijom (n, n, 0) (n - negativnih,n - pozitivnih
svojstvenih vrijednosti).
Dokaz. Jednadzˇba 4.1 je invarijantna ako se umjesto A zapisˇe A + iαI, gdje je α ∈ R. Tada,
ako H nema zˇeljenu inerciju, A se zamjeni sa A + iαI. Za α dovoljno velik, inercija od H
jest jednaka inerciji od [
0 −iαI
iαI 0
]
.
Vidi se da je inercija ove matrice (n, n, 0).

Lema 4.1.5. Ako H nema svojstvenih vrijednosti na imaginarnoj osi, tada je X1 invertibilan
akko je (A, B) stabilizabilan.
Dokaz. Ako je X1 invertibilan, tada je P = X2X−11 stabilizabilno rjesˇenje. To povlacˇi da je
A − BR−1BT P stabilno sˇto znacˇi da par (A, B) mora biti stabilan. Neka je H[X1 X2]T =
[X1 X2]T H−. Treba pokazati da je X1 invertibilan. Dokaz se svodi na kontradikciju.
Pretpostavi se da postoji x , 0 takav da je ili X1x = 0 ili x∗X∗1 = 0 ili x ∈ KerX1.
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Ako se AX1 − BR−1BT X2 = X1H− pomnozˇi s lijeva sa x∗X∗2 i s desna sa x te se iskoristi
X∗1X2 = X
∗
2X1, dobije se −x∗X∗2BR−1BT X2x = x∗X∗2X1H−x = x∗X∗1X2H−x = 0. Od tu izlazi
x∗X∗2BR
−1BT X2x = 0 ili BT X2x = 0. Iz AX1 − BR−1BT X2 = X1H− dobije se X1H−x = 0,
uz H−(KerX1) ⊂ KerX1. Ako je KerX1 , 0 tada postoji x , 0 t.d x ∈ KerX1 i λ ∈ C−.
Koristec´i −QX1 − AT X2 = X2H− te mnozˇec´i ga sa x i uzimajuc´i H−x = λx dobije se
(AT + λI)X2x = 0 ili x∗X∗2(A + λ
∗I) = 0. Kombinirajuc´i BT X2x = 0 i x∗X∗2(A + λ
∗I) = 0
dobije se x∗X2∗[A − (−λ∗)I B] = 0. Kako je −λ∗ u desnoj poluravnini, iz stabilizabilnosti
od (A, B) slijedi x∗X∗2 = 0 i [X1 X2]
T x = 0. [X1 X2]T ima rang vrijednosti n pa je stoga
x = 0. Tada KerX1 = 0 i X1 je invertibilan.

Realna simetricˇna rjesˇenja
Lema 4.1.6. Neka H:
(a) nema imaginarnih svojstvenih vrijednosti
(b) ima stabilni svojstveni potprostor X1 koji je realan i X2 koji je realan i invertibilan, tada
P = X2X−11 jest rjesˇenje algebarske Riccatijeve jednadzˇbe P = X2X
−1
1 i (A − BR−1BT P) je
stabilan.
Dokaz. Neka za neku matricu H− (kao u ranijem slucˇaju) vrijedi[
A −BR−1BT
−Q −AT
] [
X1
X2
]
=
[
X1
X2
]
H−
gdje je σ(H−) u danoj lijevoj poluravnini. Tada[
A −BR−1BT
−Q −AT
] [
I
X2X1−1
]
=
[
I
X2X1−1
]
X1H−X1−1
mnozˇec´i s lijeva sa [−X2X−11 I] izlazi[
−X2X1−1 I
] [ A −BR−1BT
−Q −AT
] [
I
X2X1−1
]
= 0
i P = X2X−11 rjesˇava algebarsku Riccatijevu jednadzˇbu. Dobije se A − BR−1BT (X2X−11 ) =
X1H−X−11 t.d. je σ(A − BR−1BT P) = σ(H−). Neka je V = Im[X1 X2]T T = Im[X1T X2T ]T ,
gdje je T invertibilan. P = (X2T )(X1T )−1 = X2X−11 je jedinstveno i stabilno rjesˇenje, jer je
σ(A − BR−1BT P) u otvorenoj lijevoj poluravnini.

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Teorem 4.1.7. Pretpostavka je da za algebarsku Riccatijevu jednadzˇbu sa realnim koefi-
cijentima i matricama A,D i C vrijedi da je D ≥ 0, a par (A,D) upravljiv i da postoji
najmanje jedno hermitsko rjesˇenje (ne nuzˇno realno i simetricˇno). Neka je N˜+ spektralni
potprostor od M sa odgovarajuc´im svojstvenim vrijednostima u 1. kvadrantu poluravnine
{λ ∈ C|Imλ > 0,Reλ ≥ 0}. Za svaki M-invarijantni potprostor L˜ ⊂ N˜+ postoji jedinstveno
realno simetricˇno rjesˇenje X jednadzˇbe 4.1 tako da je rang[I X]T ∩ N˜+ = L˜.
Isto tako, ako je X realno simetricˇno rjesˇenje jednadzˇbe 4.1, tada je potprostor rang[I X]T∩
N˜+ M- invarijantan.
Dokaz. Neka je N++ spektralni potprostor od M u otvorenom prvom kvadrantu, {λ ∈
C|Imλ > 0,Reλ > 0}. Tada je N++ ⊂ N˜+ ⊂ N+ (gdje je N+ spektralni potprostor prostora
M koji sadrzˇi svojstvene vrijednosti koje se nalaze u gornjoj kompleksnoj poluravnini).
Za dani M-invarijantni potprostor L˜ ⊂ N˜+, neka je L++ = L˜ ∩ N++. L neka je suma
dva potprostora, L˜ i L++ = {< x1, ..., x2n >∈ C2n| < x1, ..., x2n >∈ L++}. Ako vektori
f0, ..., fk ∈ C2n tvore Jordanov lanac za M sa svojstvenom vrijednosti λ0 tada vektori
f0,− f1, f2, ...,+ fk,− fk tvore Jordanov lanac za M sa svojstvenom vrijednosti −λ0. Pot-
prostor L++ je M-invarijantan i L++ ∩ N˜+ = {0}. Sˇtovisˇe, potprostor L ima svojstvo da
< x1, ..., x2n >∈ L implicira
< x1, ..., x2n >∈ L. (4.3)
L je M-invarijantan i L ∩ N˜+ = L˜. Prema teoremu 4.1.2, postoji jedinstveno hermitsko
rjesˇenje X tako da je rang[I X] ∩ N+ = L i X je realan. X je rjesˇenje jednadzˇbe 4.1 i L i
N+ zadovoljavaju svojstvo 4.3. Stoga je rang[I X] ∩ N+ = L. Medutim X je jedinstveno
rjesˇenje, pa je X = X. Postoji realno simetricˇno rjesˇenje X, realne algebarske Riccatijeve
jednadzˇbe tako da vrijedi rang[I X]T ∩ N˜+ = L˜. Neka su X i Y dva realna simetricˇna
rjesˇenja realne algebarske Riccatijeve jednadzˇbe i pretpostavi se da je
rang[I X]T ∩ N˜+ = rang[I Y]T ∩ N˜+. (4.4)
Prema teoremu 4.1.2 je 4.4 M-invarijantan potprostor. Uzimajuc´i kompleksno konjugirane
vrijednosti prostora N˜+ slijedi :
rang[I X]T ∩ N˜− = rang[I Y]T ∩ N˜− (4.5)
gdje je N˜− = {< x1, ..., x2n >∈ C2n| < x1, ...mx2n >∈ N˜+} kompleksno konjugirani prostor
prostora N+. Ali kako je N˜− spektralni potprostor prostora M sa odgovarajuc´im svojstve-
nim vrijednostima u kvadrantu {λ ∈ C|Reλ ≤ 0, Imλ > 0}, kombinirajuc´i 4.4 i 4.5 dobije se
rang [I X]T ∩ N+ = rang[I Y]T ∩ N+. Teorem 4.1.2 daje jedinstvenost, pa je X = Y . 
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Rjesˇenje Riccatijeve matricˇne jednadzˇbe
U korolaru 2.2.1 navodi se da je jedan od uvjeta optimalnosti rjesˇenja problema LQR kon-
torle postojanje rjesˇenja Riccatijeve matricˇne jednadzˇbe. Ako se ta nelinearna matricˇna
jednadzˇba u iskazu korolara zapisˇe u linearnom matricˇnom obliku[ ˙X(t)
˙Y(t)
]
=
[
A(t) −B(t)R−1(t)BT (t)
Q(t) −AT (t)
] [
X(t)
Y(t)
]
,
[
X(T )
Y(T )
]
=
[
I
M
]
izlazi da je P(t) = Y(t)X(t)−1 njezino rjesˇenje.
4.2 Kalmanov filtar
Ukratko o Kalmanovu filtru
Teoretski gledano Kalmanov filtar je procjenjitelj stanja linearno- kvadratnog sistema koji
je uznemiren bijelim sˇumom. Bijeli sˇum je neki slucˇajno generirani signal sa konstan-
tim iznosom spektralne gustoc´e. Statisticˇki gledano, on je uvijek optimalan procjenjitelj
neke gresˇke u kvadratnoj funkciji. U kontroli dinamicˇkih sistema nije uvijek pozˇeljno niti
moguc´e mjeriti svaku varijablu koju se zˇeli kontrolirati. Kalmanov filtar indirektnim mje-
renjima daje znacˇenje o nedostajec´im informacijama. On se koristi za predvidanje nekih
pojava ili dogadaja opisanih dinamicˇkim sistemima kao sˇto su tok rijeka tijekom poplave,
gibanja nebeskih tijela ili cijena trzˇisˇnih artikala. Cˇemu naziv ’filtar’ ? Filtar je fizicˇki
uredaj za uklanjanje nezˇeljenih dijelova. Dvije najvazˇnije uloge navedenog filtra su :
(a) procjena stanja dinamicˇkih sistema
Bilo koji dogadaj koji se zˇeli opisati dinamicˇkim sistemom ne daje egzaktnu vrijednost
nekog sistema. Uvijek se zˇeli neka precizna procjena obzirom na vrijeme. Kalmanov filtar
dopusˇta procjenu stanja dinamicˇkog sistema s random izabranim karakteristikama koristec´i
statisticˇke informacije.
(b) analiza procijenjenih stanja sistema
Koriste se neki moguc´i tipovi senzora za procjenu stanja odgovarajuc´ih sistema. Cilj ana-
lize je izracˇunati (odrediti) koje tipove senzora (i kako ih ) najbolje koristiti za mjerenje
dizajna.
Neprekidni slucˇaj Kalmanovog filtra u linearnoj formi
x { vektor stanja lineranog dinamicˇkog sistema (n-dim)
z, y { vektori izmjerenih vrijednosti (l-dim)
ω{ sˇum u procesu (r-dim)
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v { sˇum izmjeren uredajem (npr. senzorom- l-dim)
K { Kalmanova matrica
P { matrica kovarijance (nesigurno) procijenjenih stanja
Q { matrica kovarijance sˇumova u procesu (r × r- dim )
R { matrica kovarijance dobivena mjerenjima (l × l- dim)
H { matrica osjetljivosti mjerenja (l × n- dim)
f i h { dovoljno glatke funkcije klase C2(Rn × R)
Neka je zadan nelinerani dinamicˇki sistem :
x˙(t) = f (x(t), t) + ω(t)
sa nelineranim modelom mjerenja :
z(t) = h(x(t), t) + v(t).
Tada su diferencijalne jednadzˇbe procjene stanja opisane sa :
˙ˆx(t) = f (xˆ(t), t) + K(t)[z(t) − zˆ(t)],
a zˆ(t) su ’predvidena’ mjerenja definirana sa zˆ(t) = h(xˆ(t), t).
Lineariziraju se jednadzˇbe sistema. Linearna aproksimacija jednadzˇbi je:
F[1](t) ≈ ∂ f (x,t)
∂x x=xˆ(t)
H[1](t) ≈ ∂h(x,t)
∂x x=xˆ(t) .
Jednadzˇbe sa Kalmanovim filtrom su:
P˙(t) = F[1](t)P(t) + P(t)F[1]
T
(t) + G(t)Q(t)GT (t) − K(t)R(t)K−T (t)
K(t) = P(t)H[1](t)R−1(t).
Stabilnost Kalmanovog filtra
Dinamicˇka stabilnost sistema odnosi se na karakteristike varijabli stanja, a ne na procjenu
gresˇke. Zanemare li se akutalna mjerenja u procesu, onda rezultirajuc´e jednadzˇbe karakte-
riziraju stabilnost samog filtra. U neprekidnom slucˇaju - to su jednadzˇbe:
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˙ˆx(t) = [F(t) − K(t)H(t)]xˆ(t).
Rjesˇenja jednadzˇbi Kalmanovog filtra su uniformno asimptoticˇki stabilna. U mate-
maticˇkom smislu to znacˇi: limt→∞ ||xˆ(t)|| = 0 ili limk→∞ ||xˆk(+)|| = 0.
Dodatak A
Rezultati nuzˇni za dokaze teorema o
egzistenciji rjesˇenja ODJ-a
Propozicija A.0.1. (Lokalno Lipschitzovo svojstvo )
Neka f : I × X → Rn zadovoljava pretpostavku (H1) gdje je X otvoren u Rn i I interval.
Neka je za svaki t ∈ I funkcija f (t, . ) klase C1 i za svaki kompaktni skup K ⊆ X postoji
lokalno integrabilna funkcija α : I → R+ takva da je
||∂ f
∂x
(t, x)|| ≤ α(t) (A.1)
za svaki x ∈ K . Tada x zadovoljava lokalno Lipschitzovo svojstvo iz teorema 1.3.1. Ako je
f nezavisna po t onda je nejednakost A.1 automatski zadovoljena.
Dokaz. Neka je za proizvoljni xo ∈ X i β dana kugla Kβ(xo) ⊆ X. Neka svojstvo iz iskaza
vrijedi za svaki kompaktni skup K = Kβ(xo). Za bilo koja dva elementa x i y u K, z izmedu
x i y i za svaku kooordinatu fi, i = {1, ..., n} funkcije f (koristec´i se teoremom srednje
vrijednosti primijenjenim na funkcije fi(γx+(1−γ)y) za γ ∈ [0, 1]) vrijedi fi(t, x)− fi(t, y) =∑n
i=1
∂ fi
∂x j
(t, z)(x j−y j). Za neku konstantu c, slijedi da je || f (t, x)− f (t, y)|| ≤ cα(t)||x−y||.Ako
je f nezavisan po t, tada omedenost na kompaktnim skupovima osigurava neprekidnost od
∂ f
∂x . 
Neka je K = R ili C, U metricˇki prostor (potprostor od Rm ili Cm), a m nenegativni
cijeli broj.
Definicija A.0.2. Neka je X otvoren podskup od Kn te U i S dva metricˇka prostora
(medusobno razlicˇita). Neka su dane funkcije f : R ×U ×U → Kn, f˜ : S ×X ×U → Kn
i pi : R→ S.
Funkcije desne strane (eng. right-hand side funtions, RHS) su preslikavanja f (t, x, u) =
f˜ (pi(t), x, u) za koja vrijede sljedec´a svojstva:
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• za fiksne s i u je f˜ (s, ., u) klase C1
• f˜ i f˜x su neprekidne na S × X ×U
• pi je lokalno omedena i izmjeriva funkcija.
Napomena A.0.3. Ako neprekidno diferencijablina funkcija f : X ×U → Kn ne ovisi o t,
tada je ona funkcija desne strane.
Lema A.0.4. Neka su f i g :L ×X → Rn funkcije koje zadovoljavaju hipoteze (H1) i (H2),
gdje je L interval u R. Neka su Xo ⊆ X ⊆ Rn dva podskupa i ξ : L → X i ζ : L → Xo
neprekidne funkcije. Neka postoje dvije lokalno integrabilne funkcije α, β : L → R+. Neka
za svaki x ∈ X, svaki y ∈ X i za svaki t ∈ L vrijedi || f (t, x) − f (t, y)|| ≤ α(t)||x − y||. Isto
tako neka je || f (t, x) − g(t, x)|| ≤ β(t) za svaki x ∈ Xo i t ∈ L. Tada za proizvoljne xo ∈ Rn,
zo ∈ Rn , σo ∈ L i
ξ¯(t) := xo +
t∫
σo
f (τ, σ(τ))dτ (A.2)
ζ¯(t) := zo +
t∫
σo
g(τ, σ(τ))dτ (A.3)
vrijedi
||ξ¯(t) − ζ¯(t)|| ≤ ||xo − zo|| +
t∫
σo
α(τ)||ξ(τ) − ζ(τ)||dτ +
t∫
σo
β(τ)dτ za t ≥ σo.
Dokaz. f (τ, ξ) − g(τ, ζ) = f (τ, ξ) − f (τ, ζ) + f (τ, ζ) − g(τ, ζ)/|| ||
|| f (τ, ξ) − g(τ, ζ)|| ≤ || f (τ, ξ) − f (τ, ζ)|| + || f (τ, ζ) − g(τ, ζ)||
||ξ¯(t) − ζ¯(t)|| = ||xo − zo +
t∫
σo
f (τ, σ(τ)) − g(τ, σ(τ))dτ|| ≤ ||xo − zo|| +
t∫
σo
|| f (τ, ξ) − f (τ, ζ)|| +
|| f (τ, ζ) − g(τ, ζ)|| ≤ ||xo − zo|| +
t∫
σo
α(τ)||ξ − ζ || + β(τ)dτ 
Lema A.0.5. (Bellman-Gronwallova lema)
Neka je dan interval I ⊆ R, konstanta c ≥ 0 i neka su dane dvije funkcije α, β : I → R+
takve da je α lokalno integrabilna funkcija, a β neprekidna. Neka za neki σ ∈ I i t ∈ I(t ≥
σ) vrijedi β(t) ≤ ζ(t) = c +
t∫
σ
α(τ)β(τ)dτ. Tada je β(t) ≤ ce
t∫
σ
α(τ)dτ
.
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Dokaz. ζ(t) = α(t)β(t) ≤ α(t)ζ(t) i ζ˙(t)−α(t)ζ(t) ≤ 0 za svakit. Neka je pi(t) = ζ(t)e−
t∫
σ
α(τ)dτ
lokalno apsolutno neprekidna funkcija i p˙i(t) = [ζ˙(t)− α(t)ζ˙(t)]e−
t∫
σ
α(τ)dτ ≤ 0. pi je nerastuc´a
funkcija i ζ(t)e
−
t∫
σ
α(τ)dτ
= pi(t) ≤ pi(σ) = ζ(σ) = c. Slijedi tvrdnja. 
Takoder, navodi se jedan rezutlat s podrucˇja metricˇkih prostora poznat pod imenom
Teorem kontrakcije. Koristi se u dokazu glavnog teorema prilikom pokazivanja da je jedno
od preslikavanja kontrakcija.
Definicija A.0.6. Neka je (X, d) metricˇki prostor. Presikavanje T : X → X je kontrakcija
ako postoji konstanta 0 ≤ c < 1 takva da je d(T (x),T (y)) ≤ cd(x, y) za svaka dva broja
x, y ∈ X.
Teorem A.0.7. (Teorem kontrakcije ) Neka je(X, d) potpun metricˇki prostor. Neka je T :
X → X kontrakcija. Tada postoji tocˇno jedno rjesˇenje x ∈ X takvo da je T (x) = x.
Dokaz. Dokaz je konstruktivan. Neka je xo ∈ X neka proizvoljna tocˇka. Za svaki n ≥ 0 de-
finira se niz xn ∈ X sa xn+1 = T (xn). Radi jednostavnije notacije se xn oznacˇi kao xn = T nxo.
Najprije se pokazˇe da je xn Cauchyjev niz. Ako je n ≥ m ≥ 1 tada iz definicije kon-
trakcije i nejednakosti trokuta vrijedi: d(xn, xm) = d(T nxo,T mxo) ≤ cmd(T n−mxo, xo) ≤
cm[d(T n−mxo,T n−m−1xo)+d(T n−m−1xo,T n−m−2xo)+...+d(T xo, xo)] ≤ cm[∑n−m−1k=0 ck]d(x1, xo) ≤
cm[
∑∞
k=0 c
k]d(x1, xo) ≤ (cm/(1 − c))d(x1, xo). Slijedi da je niz xn Cauchyjev.
Kako je po pretpostavci X potpun, to xn konvergira ka x ∈ X. Neprekidnost od T povlacˇi
da je limes fiksna tocˇka x ∈ X : T x = T limn→∞ xn = limn→∞ T xn = limn→∞ xn+1 = x. Ako
su x i y dvije fiksne tocˇke, tada je 0 ≤ d(x, y) = d(T x,Ty) ≤ cd(x, y). Ako je c < 1, tada je
d(x, y) = 0. To znacˇi da je x = y. Pa je takva tocˇka jedinstvena. 

Dodatak B
Bellmanova teorija funkcionala
Veza funkcionala I i Bellmanovog funkcionala je dana sa :
V(x(t), t) = inf
u[t,T ]
{ T∫
to
φ(x, u, τ)dτ + θ(x(T ),T )
}
(B.1)
za proizvoljni t ∈ [to,T ]. Koristec´i se Bellmanovim principom optimalnosti je vrijednost
V(x(to), to) minimalna za funkcional I(to, x(to), u[to,T ]).
BELLMANOV PRINCIP OPTIMALNOSTI
V(x(t), t) = infu[t,t1][
t1∫
t
φ(x, u, τ)dτ + V(x(t1), t1)], gdje je x(t1) stanje sistema u vre-
menu t1. To se vidi direktnim raspisivanjem. Za izbor t1 ∈ [t,T ] vrijedi V(x(t), t) =
infu[t,T ][
t1∫
t
φ(x, u, τ)dτ +
T∫
t1
φ(x, u, τ)dτ + θ(x(T ),T )] =
=infu[t,t1]∪u[t1,T ][
t1∫
t
φ(x, u, τ)dτ +
T∫
t1
φ(x, u, τ)dτ + θ(x(T ),T )] =
=infu[t,t1][
t1∫
t
φ(x, u, τ)dτ + infu[t1,T ]
T∫
t1
φ(x, u, τ)dτ + θ(x(T ),T )].
HAMILTON-JACOBI-BELLMANOVE JEDNADZˇBE
Diferencijalna forma upravo definiranog Bellmanovog funkcionala V(x(t),t) (ukoliko t1 →
t i uz odgovarajuc´u pretpostavku na glatkoc´u navedenog funkcionala) definira Hamilton-
Jacobi -Bellmanove jednadzˇbe. Neka je t1 = t+ M t. Raspisˇe se V(x(t), t) =
infu[t,t+Mt][
t+Mt∫
t
φ(x, u, τ)dτ + V(x(t+ M t), t+ M t)]. Ako se primijeni teorem srednje vrijed-
nosti i ako se pretpostavi da se V(x(t+ M t), t+ M t) mozˇe razviti u Taylorov red oko
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V(x(t), t) tada je za neki α ∈ [0, 1]:
V(x(t), t) = infu[t,t+Mt][φ(x(t + α M t), u(t + α M t), t + α M t) M t + ∂V
T
∂x x˙ M t +
∂V
∂t M t + O(M
t)2] = V(x(t), t)+ ∂V
∂t M t+ infu[t,t+Mt][φ(x(t+α M t), u(t+α M t), t+α M t) M t+
∂VT
∂x f (x, u, t) M
t + O(M t)2].
Odnosno, −∂V
∂t = infu[t,t+Mt][φ(x(t +α M t), u(t +α M t), t +α M t) M t +
∂VT
∂x f (x, u, t)+O(M t)].
Kad M t → 0 tada je −∂V
∂t = infu(t)[φ(x, u, t) +
∂VT
∂x f (x, u, t)]. To su tzv. Hamilton- Jacobi-
Bellmanove jednadzˇbe za optimalnost. J(x, u, ∂V
∂x , t) = φ(x, u, t) +
∂VT
∂x f (x, u, t) i vrijedi
infu(t) J(x, u, ∂V∂x , t) = J
∗. Dakle, −∂V
∂t = J
∗ sa rubnim uvjetima V(x(T ),T ) = θ(x(T ),T ).
Sljedec´i teorem daje nuzˇne i dovoljne uvjete za egzistenciju optimalne kontrole koja mini-
mizira vrijednost I(to, x(to), u[to,T ]) .
Teorem B.0.8. Neka je funkcija V(x, t) diferencijabilna i neprekidna i zadovoljava −∂V
∂t =
J∗ uz rubne uvjete V(x(T ),T ) = θ(x(T ),T ). Neka je u∗(t) = Arg[infu(t) J(x, u, ∂V∂x , t)], t ∈
[to, t] po dijelovima neprekidna funkcija koja zadovoljava infu(t) J(x, u, ∂V∂x , t) = J
∗. Tada
u∗[to,T ] jest optimalna kontrola koja minimizira funkciju I(to, x(to), u[to,T ]) i minimalna
vrijednost funkcije je V(x(to), to).
Dokaz.
∫ T
to
dV(x(t),t)
dt dt = { koristec´i Newton-Leibnizovu formulu }=V(x(t), t)
∣∣∣∣T
to
= V(x(T ),T )−
V(x(to), to). Oznacˇi se :∫ T
to
dV(x(t), t)
dt
dt − (V(x(T ),T ) + V(x(to), to) = 0. (B.2)
U I(to, x(to), u(to)) se pribroji B.2. I(to, x(to), u[to,T ]) =
∫ T
to
φ(x, u, τ)dτ + θ(x(T ),T ) +∫ T
to
∂V(x(t),t)
∂t − V(x(T ),T ) + V(x(to), to). Ako se u prethodno uvrsti da je dV(x(t),t)dt = ∂V(x(t),t)∂t +
∂VT (t,x(t))
∂x f (x(t), u(t), t) i iskoriste sljedec´e jednadzˇbe
J(x, u,
∂V
∂x
, t) = φ(x, u, t) +
∂VT
∂x
f (x, u, t). (B.3)
inf
u(t)
J(x, u,
∂V
∂x
, t) = J∗. (B.4)
− ∂V
∂t
= J∗. (B.5)
V(x(T ),T ) = θ(x(T ),T ), (B.6)
tada daljnjim raspisom slijedi
∫ T
to
[φ(x, u, τ)+ ∂V
T (t,x(t)
∂x f (x(t), u(t), t)+
∂V(x(t),t)
∂t ]dt+θ(x(T ),T )−
V(x(T ),T ) + V(x(to), to) = V(x(to), to) +
∫ T
to
(J(x, u, ∂V
∂x , t) − J∗(x, u∗, ∂V∂x , t))dt.
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Kako je J∗(x, u∗, ∂V
∂x , t) ≤ J(x, u, ∂V∂x , t), tada I(to, x(to), u[to,T ]) ima minimum u 0 koji je
postignut za u[to,T ] = u∗[to,T ]. Minimalna vrijednost funkcionala I je u V(x(to), to), te je
I(to, x(to), u[to,T ]) ≥ I(to, x(to), u∗[to,T ]) = V(x(to), to) za svaki u[to,T ]). 
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Sazˇetak
Predmet ovog rada je sustavni pregled problema numericˇke matematike koji se javlja u
inzˇenjerskim primjenama teorije kontrole i upravljanja. Razraden je problem postizanja
optimalne kontrole nad zadanim objektom koji je prikazan kao linearan sistem jednadzˇbi:
x˙(t) = A(t)x(t) + B(t)u(t), uz poznate vrijednosti pocˇetnih podataka to i x(to).
Primjeri ukljucˇuju linearno- kvadratnu regulaciju spomenutog sistema koja je postignuta
minimizacijom pripadnog funkcionala :
I =
∫
toT [xT (t)Q(t)x(t) + uT (t)R(t)u(t)]dt + xT (t)Mx(t).
Korisˇtene su Riccatijeve matricˇne jednadzˇbe i u tom kontekstu je zapisan navedeni funk-
cional. U okviru rezultata Riccatijeve teorije dani su i dovoljni rezultati za optimalnost
rjesˇenja problema LQR kontrole.
Pokazano je kako se ti koncepti javljaju npr. pri konstrukciji aktivnog ovjesa automobila
(kako bi se prigusˇile oscilacije pri vozˇnji po neravnoj cesti) ili kod uredaja koji treba ba-
lansirati svoju tezˇinu (drzˇec´i se u uspravnom polozˇaju na svoja dva kotacˇa uz dopusˇtene
male oscilacije). Moguc´e sˇumove na senzorima uklanjalo se Kalmanovim filtrom. Varirao
se izbor matrica Q i R i ovisno o tome pratilo ponasˇanje sistema na iste ili razlicˇite ulazne
podatke. Dana je i usporedba sa metodom premjesˇtanja polova, na cˇijem se principu bazira
metoda LQR kontrole.

Summary
The subject of this paper is a systematic overview of numerical techniques in engineer
applications of the control theory. The problem of achieving the optimal control of a sys-
tem of linear equations- x˙(t) = A(t)x(t) + B(t)u(t) is elaborated. Examples include linear-
quadratic regulation of the before mentioned system, which is achieved by minimization
of the related functional:
I =
∫
toT [xT (t)Q(t)x(t) + uT (t)R(t)u(t)]dt + xT (t)Mx(t).
Riccati matrix equations were used, and in this context, the mentioned functional is no-
ted. Along with the results of Riccati theory, sufficient results of optimality for solving the
problem of LQR control are also provided.
It is also illustrated how these concepts appear e.g. in constructing active suspension of cars
(in order to dampen the oscillations while driving on bumpy roads) or in appliances that
need to regulate their own weight (to maintain an upright position on its two wheels with
minute oscillations allowed). Possible buzzes on the sensors were removed by Kalman’s
filter. The choice of Q and R matrices was varied and depending on it, system behavior on
the same or different input data was monitored. The comparison with the Pole-placement
method, which the LQR method is based on, is provided as well.
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