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ON INTERACTION BETWEEN FALLING BODIES AND
THE SURROUNDING FLUID
FRANK T. SMITH AND ANDREW S. ELLIS
Abstract. Interactions between a ﬁnite number of bodies and the surrounding
ﬂuid, in a channel for instance, are investigated theoretically. In the planar model
here the bodies or modelled grains are thin solid bodies free to move in a nearly
parallel formation within a quasi-inviscid ﬂuid. The investigation involves numerical
and analytical studies and comparisons. The three main features that appear are a
linear instability about a state of uniform motion, a clashing of the bodies (or of
a body with a side wall) within a ﬁnite scaled time when nonlinear interaction takes
effect, and a continuum-limit description of the body–ﬂuid interaction holding for
the case of many bodies.
§1. Introduction. The study of interactions between moving solid bodies and
the surrounding ﬂuid has many natural, industrial and biomedical applications.
These and background motivations are considered in §1.1. Previous studies are
discussed in §1.2, and §1.3 focuses on the present work.
1:1. Applications and motivation. A great many applications arise across
nature such as with falling leaves and moving seeds and coffee grains (e.g. [4,
7, 27, 52]), not to forget the motion of frozen ice particles and hailstones as
well as sedimentation and ﬂuidization phenomena. Applications also arise in
sporting contexts such as running and cycling groups and to some extent in long-
distance swimming competitions. The behaviours of various swarms similarly
have an interactive ﬂuid-dynamical element to them, while a communication
to the authors has pointed out the collisions of ships due to rushing water and
suction between them, as occurred for example during the UK–Iceland cod war
and the similar danger of suction for barges in the Suez Canal.
Three industrial applications are concerned with the falling of lumps of ice
into an engine intake in an aerodynamic safety context, the travel of wind-
blown particles of ice along a wing surface again in the aerodynamic safety
context, and the falling of rice grains down a chute in a food-sorting context. In
addition various disintegration, deposition, oil-well and sequestration modelling
applications exist for interactions between solid bodies and ﬂuids.
There are also many biomedical applications in principle, for example to
travel of solids within vessels of major networks in the human body. Speciﬁc
applications are to transport of blood clots, embolization procedures in stroke
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treatment (transportation of glue), drug delivery to tumours via a capillary
network, the passage of cells through vessels of lateral dimension comparable
with the effective cell diameter, and deposition of tiny particles in branching
systems [3, 5, 6, 9, 10, 12, 18, 21, 24, 37, 42, 47–49, 53]. One fundamental
question is how far and where small objects will travel when transported, which
is a global network issue as well as depending on the shapes of the objects and
of the local vessels.
The solid–ﬂuid interactions of general interest are with or without side walls
being present, although in the food-sorting application which we keep tentatively
in mind there is interest in the shaping of the chute side walls. In the latter
application the grains travel as a monolayer down an inclined chute (which
has a free-surface top), fall from the bottom of the chute and then pass an
optical system that can detect defective grains. A powerful jet of air is ﬁred
to eject a defective grain. Since the grains falling off the chute typically are not
uniformly distributed but clustered and inhomogeneous, the air jet removes other
grains surrounding the target grain which may not themselves be defective. An
industrial goal is to increase uniformity of “product feed” to reduce the ejection
difﬁculty whilst maintaining a high throughput of grains. The ideal situation is
for an evenly spaced and uniformly ordered array of grains to fall down and off
the chute such that each grain is aligned with an ejector. This points to a study
of air effects on arrays of grains and the role of the chute wall.
Numerical estimates concerning food sorting are of interest here. The chute-
based global Reynolds number of the ﬂow is ReD LV= where L. 1 m/
is the chute length, V   4:5 m s 1 is the grains’ terminal velocity and  
1:5  10 5 m2 s 1 is the kinematic viscosity of air. Thus Re  3  105 and
therefore the dimensional boundary layer thickness  D O.Re 1=2L/  2 mm;
hence the global boundary layer thickness is of the order of the grain size (see
below), and so we might expect inviscid air effects to be signiﬁcant toward the
bottom of the chute. On the other hand the grain-based local Reynolds number is
given by lV = with l now being the length of a rice grain, which is typically
of the order of 5 mm. Thus locally Re  1:5  103. The local dimensional
boundary layer thickness is then approximately 0.1 mm, which is nominally
small relative to the grain size. Overall, then, a nominal inviscid approximation
seems reasonable.
Aspects of the above applications motivate, however remotely, the present
study into body–ﬂuid interactions. The present paper will refer to the immersed
bodies as “grains”, considering them as long or thin bodies. These merit
particular attention because in principle they overlap and align readily compared
with spherical grains, for example, and so are potentially suitable for sorting
purposes among others.
1:2. Previous studies. Concerning existing granular ﬂow theories, usually
problems in granular mechanics deal with phenomena such as avalanches, lahars
(landslides), pharmaceutical processes, powders in rotating drums and chute
ﬂows [19, 35, 40]. There are some well-developed theories of chute ﬂows
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particle contacts are signiﬁcant and the ﬂows can be many particles deep.
A standard approach here is to postulate interesting so-called “constitutive
relations” that are crucial to the granular ﬂow [1, 11, 25, 26, 29, 40]. These
studies often address the particle forces alone, neglecting the multiphase nature
of granular materials, especially for rapid ﬂows [11]. The constitutive relations
typically focus on the shear forces and stress tensors obtained from the particle–
particle collisions, and the notion of granular temperature is often introduced as
an analogue to kinetic theories of ideal gases.
On the other hand, suspension ﬂow studies tend to be concerned with sparser
grain ﬂows where the interstitial ﬂuid is important for the grain dynamics
[13, 22, 30, 55, 56], suchasinthestudyofaeolianorﬂuvialtransport[54]. These
studies address interesting issues such as entrainment, which are potentially
relevant to some body–ﬂuid interactions of present concern.
Other investigations include relevant works by Guazzelli [20], for example
on oscillations in sedimentation of spheres and ﬁbres, bubbles in ﬂuidized beds
and migration of particles, and [34, 38, 57] on bubble formations and clusters.
The nonlinear multi-body interactions addressed by [8, 39, 43, 44] for in-series
wakes and by [37, 45, 46] for internal branching motions are also relevant even
though they assume ﬁxed bodies in steady ﬂow.
1:3. The present study. The rapid monolayers in sorting and related
applications, for example, appear to be atypical for a granular ﬂow, and enduring
contacts are not thought to be as signiﬁcant here; frequent binary impacts are
more typical. The issues involved seem to lie between or outside the arenas of
existing granular ﬂows and suspension ﬂows. The current focus is on substantial
interactions in which the ﬂuid ﬂow is at relatively high rates producing rather
a ﬂow multi-structure. The grains respond nonlinearly by means of their own
induced motion which in turn affects the ﬂuid ﬂow nonlinearly. In terms of
grains falling down and off a chute, for example, we concentrate on the grain–
ﬂuid interactions occurring at the lower end of the chute where the ﬂuid response
is effectively inviscid due to the increased velocity of the grains. The upper part
of the chute where viscous or viscous-inviscid behaviour is more appropriate is
considered in [15], while a continuum model for the bulk properties of the grain
motion without air effects is addressed in [16].
For the comparatively fast motion of grains when they are in a nearly
parallel formation within the surrounding ﬂuid, a two-dimensional unsteady ﬂow
approximation is taken here as a starting point, from which the main ﬁndings
should extend to three dimensions except for swirl and similar effects. The
primary aim is to investigate a model for nonlinear interactions between one
or more falling grains of uniform density contained within side walls. The
investigation aims to examine linear stability properties concerning the ideal
of a perfectly parallel motion of the grains and then nonlinear behaviour, the
possibility of contacts or clashes between the grains, the issue of a rational
continuum limit for the case of many grains, and even to gain some insight
into bouncing of the grains after clashing occurs. This, to repeat, is all within
the conﬁnes of a two-dimensional theory which may neglect signiﬁcant three-
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Section 2 describes the grain–ﬂow interaction model and solution structure
which leads to a nonlinear system of difference, longitudinal-differential and
integral equations for the motion of one or a ﬁnite number of grains in
surrounding ﬂuid. Section 3 examines the linear and nonlinear evolution
properties for various cases of conﬁgurations. Most cases are found to yield
a clash of one or more grains at the leading edge of the conﬁguration within
a ﬁnite scaled time, in contrast with previous interesting work on single grains
or other bodies in quite different settings [31, 32, 36, 41, 50, 59], but possibly
tying in with earlier work [2, 17, 23, 58]. The typical present clash is examined
in detail in §4. The continuum limit is then explored in §5, leading to lateral-
differential and integral dependence coming into play. Further comments, which
include reconsideration of the sorting application and three-dimensionality as
well as removal of the side wall effects, are made in §6.
§2. Fluid–grain interaction and governing equations. The conﬁguration of
concern here has grains falling through ﬂuid down a vertical chute as drawn
in Figure 1. The model interactions between grains and ﬂuid which we study
assume that the ﬂuid is in effect incompressible and inviscid and that, as a
starting point, the entire motion takes place in a two-dimensional plane marked
out by Cartesian coordinates x; y as shown, with an asterisk signifying a
dimensional quantity. Thus the grains themselves are taken as two-dimensional
andinadditionitisassumed, againasastartingpoint, thattheyarenearlyvertical
in a sense to be deﬁned. The focus here is on thin straight grains, effectively ﬂat
plates as in Figure 1, although the same ﬂow–solid interaction structure applies
to cases with thickness and camber. A single thin straight grain with side walls
is shown in Figure 1(a). This is extended to multiple grains in Figures 1(b)
and (c); in Figure 1(c) their leading edges are aligned with each other, as are their
trailing edges. The grains form an unknown row-like pattern and they are ﬁnite
in number. (Concerning the food-sorting context, there are no back wall effects
included as the presence of the chute manifests itself only as side walls as for a
channel in the x–y plane.) There are still at least two signiﬁcant length scales.
The representative vertical or longitudinal extent of the grains from leading to
trailing edge is L
1 and the horizontal or lateral distance in y is L
2. The typical
speed of descent over the time scales of interest is written as U and is taken as
given, having been determined by gravity, air resistance and other forces during
the descent. Velocity components are u; v, pressure is p; t denotes the time
and  is the ﬂuid density.
The interaction structure below holds for all the conﬁgurations in Figure 1.
In Figure 1(b) the second group (the upper group, which has four grains) and any
subsequent groups of grains have negligible inﬂuence on the ﬁrst group (of ﬁve
grains) however, and interaction for the ﬁrst group involves an extension of that
for the aligned conﬁguration in Figure 1(c) anyway. So we concentrate below on
the cases of Figure 1(a) and (c). Further, the restriction to two spatial dimensions
at this stage has been explained already, although some similar features are to be
expected in three dimensions with small gaps present.144 F. T. SMITH AND A. S. ELLIS
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Figure1:Sketches(nottoscale)of(a)asinglethinstraightgrainfallingthroughﬂuid, (b)more
grains falling, with a leading group of ﬁve and a second group of four, and (c) many grains,
with aligned leading and trailing edges, showing the main notation and interaction features
involved, where for convenience (c) has been rotated through 90 degrees relative to (a) and (b).
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Non-dimensional quantities are to be used for convenience in a frame moving
down vertically with the grains at speed U, such that
x   x
0 D L
1x; y D L
1y; .uv/ D U.u; v/; (2.1a)
p D U2p; t D L
1t=U: (2.1b)
Here we choose L
1 as the main dimensional length scale for convenience,
which makes the typical range of x be unity and that of y be , where  
L
2=L
1. Also u; v are the ﬂuid or grain velocity components in terms of x; y
respectively, p is the dynamic pressure to within a constant and t denotes time in
non-dimensional form with an origin shift. The location x
0 allows for the shift
in the longitudinal origin associated with the original grain descent relative to
the side walls, and this is taken to be moving at effectively constant speed during
the present grain–ﬂuid interactions. The governing equations in full for the ﬂuid
are the continuity and Navier–Stokes equations and for the grains are those of
rigid body motion. The ﬂuid and the grains interact by virtue of the unknown
movements of the individual grains when subjected to ﬂuid dynamic forces and
the equally unknown ﬂow of the ﬂuid affected by the moving boundaries.
Our interest in most of this paper is in the cases where the characteristic
length ratio  D L
2=L
1, which is also a measure for the typical angle of the
ﬂuid ﬂow vectors within the ﬂuid gaps and for the inclinations of the grains from
the vertical, is small; §6 considers extending this. The ﬁnitely many gaps have
thicknesses of order  in y and so the ﬂow solution expands in the fashion
.u; v; p/ D .un; O vn; pn/ C    with x; t of O.1/ and y D  O y; (2.2)
in the majority of the ﬂow ﬁeld. The typical size of y represents the distance
across the chute as well as the ﬂuid gap thicknesses, while that of v in (2.2)
is inferred from the continuity equation. Here un; O vn; pn; O y are of order unity,
and n runs from 1 to N in the successive N gaps for N   1 grains in a row
between the side walls O y D 0 and O y D 1. The integer N  2. The ﬂuid ﬂow
equations in each gap are therefore those of thin inviscid layers,
@un=@x C @ O vn=@ O y D 0; (2.3a)
@un=@t C un@un=@x C O vn@un=@ O y D  @pn=@x; (2.3b)
0 D  @pn=@ O y; (2.3c)
from the balances of continuity, longitudinal momentum and lateral momentum
respectively. These hold provided not only that  is small but also 2 Re is
large, as we shall suppose, where Re is the characteristic longitudinal Reynolds
number UL
1= and  is the kinematic viscosity of the ﬂuid. The negligible
inertial impact in (2.3c) implies that pn is an unknown function of x; t only. For
each grain and gap x lies between zero and unity longitudinally, while laterally
the total extent in O y is between zero at one wall and unity at the other. The
oncoming ﬂuid motion effectively has un D 1; O vn D 0; pn D 0 due to the frame
of reference. We note also that gravity as well as viscous and wall-contact effects146 F. T. SMITH AND A. S. ELLIS
are neglected during the current interactions, with gravity having served to ﬁx
the typical descent (terminal) speed as mentioned previously. The boundary
conditions in the lateral sense are the kinematic ones
O vn D @fm=@t C un@fm=@x on O y D fm.x; t/ with m D n; n   1; (2.3d)
for each solid grain boundary given by the unknown position fn.x; t/, n D 1 to
N   1, and
O v1 D 0 on O y D 0; O vN D 0 on O y D 1; (2.3e)
for tangential ﬂow at the straight solid side walls. (See also the comments
about ﬂow separation below.) Here (2.3d) is for cases where the grains are
thin compared with the gap widths, our main cases of concern, although
signiﬁcant grain thickness can be incorporated by allowing different fn (say,
f n
) variations on either side of each grain.
At the trailing edges where x is unity, Kutta conditions apply as the individual
gap ﬂows enterinto the common wake, requiring the pressuresacross all the gaps
to be equal there,
p1 D p2 D    D pN at x D 1: (2.3f)
In contrast the velocities un at the trailing edges are unequal generally, admitting
vortex sheets into the common wake.
A further signiﬁcant feature which is associated with upstream inﬂuence in
the whole system is that streamwise jumps (Euler jumps, as in [8]), in pressure
must be allowed at the leading-edge station (x D 0). The reason stems from
the hyperbolic nature of the gap ﬂows in (2.3a)–(2.3c), which indicates zero
upstream inﬂuence in general and so a possible contradiction with the equi-
pressure requirement (2.3f) at each trailing edge as the different gap ﬂows
usually produce different pressures at the trailing edges if they begin with
identical leading-edge pressures. The resolution is provided by a ﬂow solution
discontinuity which can occur in a self-consistent manner only in the vicinity
of the leading edges, where all the upstream inﬂuence is focused in a sense. It
follows that in general the incident pressure of zero just ahead of the nth leading
edge is different from the two distinct values pn.0C; t/; pnC1.0C; t/ (n; nC1
respectively, say) holding oneither sideof the nth grainjust downstream. Instead
the scaled Bernoulli quantity p C 1
2u2 and the scaled vorticity are conserved
across the leading-edge station and give rise to the conditions that p C 1
2u2 D 1
2
and @u=@y is zero at the onset of each gap ﬂow, in view of the incident uniform
stream and pressures.
The streamwise length scale involved in the comparatively short region
necessary to smooth out the leading-edge jumps is of order  , the same as the
lateral scale of the gaps, and the sizes of the velocity components and pressure
are clearly given by u  v  1; p  1 respectively. Hence the leading-edge
region is controlled by quasi-steady planar Euler dynamics spanning the entire
chute from wall to wall, with the thin grains appearing as ﬂat plates aligned
with the incident uniform stream, and that scenario leads to conservation of
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to Laplace’s equation for the scaled stream function. The ﬂow enters and leaves
the present Euler region unidirectionally but with an overall displacement of its
streamlines accompanied by pressure changes, inside each gap, consistent with
the upstream-to-downstream jumps described above, and with smooth attached
ﬂow in between such that the stream function is an unknown constant on each
of the quasi-semi-inﬁnite grains. Relatively thin viscous boundary layers are
generated of course on every local leading-edge surface here, and these are
supposed to remain broadly attached, for some grain surface shapes at least (with
local rounding, say), before forming the beginnings of a relatively small Blasius-
like effect on each grain over the longer scale of (2.3a)–(2.3f). Substantial
leading-edge separations are thus discounted.
We assume also that no substantial ﬂow separation takes place anywhere.
On the longer major length scale of (2.3a)–(2.3f) the ﬂow therefore remains
irrotational to leading order virtually everywhere in the ﬂow ﬁeld and the
scaled vorticity is identically zero. Hence the thin-layer scalings above yield
the requirement that un D un.x; t/ must be independent of O y. It follows then
from (2.3a) that O vn varies linearly between its values on the nth and (n   1)th
grain surface. So the equations of motion within the ﬂuid gaps become
@. fn   fn 1/=@t C @.un. fn   fn 1//=@x D 0; (2.4a)
@un=@t C un@un=@x D  @pn=@x; (2.4b)
where the inﬂuence of the unknown gap width ( fn   fn 1) now shows up. The
Euler jumps local to the leading edges also impose the constraints
pn C 1
2un
2 D 1
2 at x D 0C; (2.4c)
whereas the Kutta conditions at the successive trailing edges yield
pn D e.t/ for all n at x D 1 ; (2.4d)
with the unknown downstream pressure level e being independent of n. If for
convenience we also deﬁne f0 D 0; fN D 1 for the side wall surfaces at all t then
the overall mass-conservation balance requires
N X
1
un. fn   fn 1/ D 1 at x D 1 ; (2.4e)
in view of the incident conditions ahead of the array of grains. Equations (2.4a)–
(2.4e) describe the ﬂuid-dynamical part of the interactive motion.
In the solid-body part of the motion each grain is driven predominantly here
by the ﬂuid-dynamical pressure forces acting laterally on either of its surfaces.
At this stage it is useful to be more explicit for thin grains which are also
straight (zero camber). The grain positions can then be speciﬁed simply by
fn.x; t/ D hn.t/ C .x   1
2/n.t/; (2.5a)
with hn, n giving the midpoint of the nth grain and the grain’s angle of
inclination in turn and being unknown functions of time t; see Figure 1(c) again.
The midpoint positions are the centres of mass for grains which, as here, have148 F. T. SMITH AND A. S. ELLIS
uniform density distribution. In consequence the equation of lateral motion for
each grain takes the form
Mnd2hn=dt2 D
Z 1
0
.pn   pnC1/ dx: (2.5b)
Here Mn is the scaled mass of the nth grain per unit width normal to the x–
y plane, given by Mn  M
n=.L1
2/ where the dimensional grain mass M
n
might vary over the .N   1/ grains and the relations (2.1a) and (2.1b) are taken
into account. Similarly, the equation of angular motion of each grain gives
Ind2n=dt2 D
Z 1
0

x  
1
2

.pn   pnC1/ dx; (2.5c)
where the scaled moment of inertia In  I
n=.L1
4/ and I
n is the
dimensional moment of inertia of the nth grain. Clearly the non-
dimensionalizationhere, comparedwiththatonthemass Mn above, isinkeeping
with the moment of inertia being the product of the mass and the square of a
radius of inertia. The central case of .Mn; In/ D .M; I/ being independent of n
will be our concern here.
The system controlling the grain–ﬂuid interactions is (2.4a)–(2.4e), (2.5a)–
(2.5c) subject to suitable initial conditions, with n running from 1 to N (the
number of gaps) in (2.4a)–(2.4d) and from 1 to N   1 (the number of grains)
in (2.5a)–(2.5c). The unknown ﬂuid pressures and longitudinal velocities pn,
un respectively for n D 1 to N depend on x; t, and the trailing-edge pressure e
is also unknown at each time t, while the unknown grain midpoint positions
and angles hn; n respectively for n D 1 to N   1 also depend on the scaled
time t alone. Thickness and camber can readily be incorporated as indicated
after (2.3e). Approximate orders of magnitude are also noteworthy in that
from (2.4b) the pressure p is of order u2 which is O.t 2/ from (2.4a) and (2.4b)
since x is typically of order unity. Accordingly both sides of (2.5b) and (2.5c)
balance as O.t 2/, a feature which is accommodated in the study in the next
section and agrees with an added-mass interpretation used in §4. This is reﬁned
in §§4, 5 where the balance just mentioned no longer holds.
We comment ﬁnally here on Figure 1(b) again in which leading edges and
trailing edges are not aligned. As an Euler jump occurs at each such leading
edge and an equi-pressure requirement holds at each trailing edge, the second
group in the ﬁgure has no effect on the ﬁrst. Further, the dynamics of the ﬁrst
group is very similar to that of an aligned group highlighted in the present work.
§3. Linear and nonlinear behaviour.
3:1. Nonlinear study and solutions. The nonlinear behaviour of the grains–
ﬂuid system was investigated through numerical studies based on ﬁnite
differencing as follows. For the current ﬂat-plate cases numerical and analytical
treatments were possible in parts of the scheme and their results agreed. We
present the numerical treatment because of its wider potential use.
Initial values denoted by a superscript .0/ are set for the arrays
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the next time stage an estimate is ﬁrst made for the scaled trailing-edge pressure
level e. Then for each n, with a speciﬁed small spatial step x, (2.4a) is treated
in the discretized form

Hn C .n 1   n/

x  
1
2

uni
D

cn  

dHn
dt

x  
1
2

 
1
2

dn 1
dt
 
dn
dt

x  
1
2
2
; (3.1a)
and solved for the un D uni values at the next time stage from i D 1 to O I .x D 0
to 1/ where x D .i   1/x and . O I   1/x D 1. Here Hn D h
.0/
n   h
.0/
n 1 is the
scaled gap width at the midway station, n D  
.0/
n , and similarly for the
temporal derivatives, while cn follows from the starting value un1 of un at x D 0
whichisguessed, correspondingtoaguessforthevalueofthescaledpressuren
at the leading-edge station in view of (2.4c). The cn values actually give the mass
ﬂux at the station of the centre of mass. Further, the grain-position dependence
of (2.5a) is clearly incorporated in (3.1a) and below. Next (2.4b) is discretized as
.qni   qni 1/=x D  .uni 1   u
.0/
ni 1/=t; (3.1b)
for i  2, where pn  1
2.1   u2
n/ C qn and qn is zero at the leading edge
from (2.4c). This enables the qni to be determined from i D 1 to O I and thus
the pni values are determined. The constraint (2.4d) is then addressed. Iterations
are performed to update the starting value un1 (and hence cn and n, given by
1
2.1   u2
n1/), re-solve (3.1a) and (3.1b) for the velocities and pressures, examine
the difference between the trailing-edge pressure pnI and the estimated level e,
and continue iterating until that difference is suitably small. The procedure
is carried out over all the n values, taking account of the ﬁxed values of
f0; fN, at which stage in effect (2.4a)–(2.4d) are satisﬁed in discrete form for
all n D 1 to N. The summation on the left-hand side in (2.4e) is then done,
including all the downstream-end values un O I; this summation is equivalent to P
cn, from (3.1a). The sum found is generally different from the value of unity
required by the right-hand side, and so iterations are made of the pressure level
e in order to reduce the left–right difference in (2.4e) to within a very small
tolerance.
To complete the description of the time stage, (2.5b) is integrated to give the
updated dhn=dt and hn arrays, for all n, using the pressure distributions worked
out as in the previous paragraph. Likewise (2.5c) is integrated for dn=dt and
then n for all n, following which the coefﬁcients in (3.1a) can be updated to
start another iteration, until convergence. The same approach is used to advance
to the next time stage, with the pni
.0/ being updated to pni; h
.0/
n to hn, and so on
throughsubsequenttimestages. Thetreatmentcopedwiththeadded-masseffect,
covered a signiﬁcant range of .M; I/ values, and used typical time steps t and
spatial steps x of 10 4   10 5 and 0:005 in turn for most cases considered.
The results are presented in Figures 2–7. See also [4] on ﬂuttering leaves and
[52] on ﬂapping ﬂags. Figures 2 and 3 show the solutions obtained for N D 2,150 F. T. SMITH AND A. S. ELLIS
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Figure 2: Results for N D 2 (1 grain) when .M; I/ is .1; 2/: (a) positions, mass ﬂux;
(b) angles; (c) velocity proﬁles; (d) pressure.
i.e. for a single grain, under different speciﬁc conditions. The former ﬁgure is
for an .M; I/ pair of .1; 2/ with f1 equal to 1=2 initially while d1=dt is 0:1
and c1 is 1=2 initially. Figure 2(a) shows the evolution of 1   f1 at the leading
and trailing edges (LE.2/; T E.2/ respectively) and c2, while Figure 2(b) shows
; d=dt; d2=dt2, with d=dt remaining almost constant until near the end of
the calculation run, and Figure 2(c) and (d) present the velocity and pressure
proﬁles .u1; u2; p1; p2/ towards the end of the run. Figure 3 has the same
quantities plotted and the same initial conditions but with .M; I/ equal to
.10; 20/. We recall that the gap widths are f1; .1   f1/ for N D 2. In all cases
studied, including those presented in the ﬁgures, the motion of the grain and
the surrounding ﬂuid seems to continue smoothly until the gap width at some
location approaches zero. The common location is the leading edge of the grain.
The time involved appears to be ﬁnite on the present scale according to checks
made on the accuracy of the solution, indicating the possibility of a ﬁnite-time
clash or an approach to such a clash arising. During the onset of an apparent
clash the velocities within the closing gap become relatively large, as might be
expected physically, and likewise for the pressure magnitudes.
Figure 4 then presents results obtained for N D 2 with an .M; I/ of .1; 1/ but
witharelativelysmallinitialdisturbancetouniformﬂowasthestartingconditionON INTERACTION BETWEEN FALLING BODIES AND THE SURROUNDING FLUID 151
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Figure 7: Solutions when N D 11; 21.
at time zero. This is indicated in the plot of d=dt.0/, while also shown (as
RATIO) is the evolution of .d2=dt2/=.d=dt/. An extended period of growth
of the disturbance is observed, and it appears to take an exponential form (since
RATIO is nearly constant then), until signiﬁcant nonlinear effects come into
action quite late on in the evolution and these lead on into behaviour similar to
that described for the previous two ﬁgures. Here and in all the other Figures 2, 3,
5–7 there seems to be an implied self-supporting interplay between the ﬂuid and
the grain motion. In such interplay, approximately, a grain movement involving
a slight increase in the gap width (or a rotation) on one side of the grain raises the
ﬂuid-induced pressure on that side, and correspondingly reduces the pressure on
the opposite side, thereby causing a reinforcement of the grain movement, and
so on. This interplay in the present inviscid-dominated interactions (it tends to
be absent in viscous-dominated settings) will be investigated analytically in the
next subsection.
The results in Figure 5 are for N D 3 and in Figure 6 are for N D 4 and
N D 7. These and related results show that the trends suggested in the earlier
ﬁgures for N D 2 tend to continue for higher values of N. Small initial
disturbances are found to grow in amplitude with increasing time, pointing to
nonlinear interaction as being inevitable, and such interaction then eventually
produces a solid-to-solid clash within a ﬁnite time at a leading-edge location,
according to all the studies made. Figure 5(a–c) also covers three different
combinations of .M; I/ values, namely .10; 20/; .1; 2/ and .1; 1=2/, for each of
which the evolutionary trends are the same at heart; the quantities H1; H2; : : :
or 1; 2; : : : refer to the respective gap widths at the midway station. Figure 6(b)
also illustrates the typical effects of halving the time step, which are tiny, as are
those of the spatial step.
Further increased values of N, namely 11 and 21, yield the results given in
Figure 7. Again the earlier mentioned trends of growth and clashing tend to
be conﬁrmed, with one leading-edge gap in particular apparently approaching
zero in a ﬁnite time for each case. In addition, however, the cases of 11 and 21
indicate that a large-N limit may be showing signs of emerging as the results154 F. T. SMITH AND A. S. ELLIS
for the two cases, started from broadly the same initial conditions, are somewhat
similar in terms of the evolution viewed over the large spatial scale in Figure 7.
The nonlinear behaviour shown highlights three major features above all,
namely an apparent growth of small disturbances, an apparent clashing of a
grain with a neighbouring grain or with a side wall within a ﬁnite time, and
the issue of what happens if there are many grains in the system. These features
are discussed in the next subsection, in §§4 and 5 respectively, with methods
covering any .M; I/ values.
3:2. Linear behaviour. Small disturbances from a uniform state, say for
relatively early times, yield useful analytical insights as well as checks here. The
simplest uniform state is for a single thin straight grain and two equal gaps for
which N D 2; f0 D 0; f2 D 1; h1 D 1
2; 1 D 0, and un D 1; pn D 0 for n D 1; 2.
Small disturbances in the form h1 D 1
2 C Q h exp.Qt/; 1 D Q  exp.Qt/ and so on,
with explicit time dependence as shown, can then be considered.
Omitting details, it is found that the eigenrelation for the unknown
constant Q is
 .3M C 1/

I C
1
180

Q5  

3MI C
M
10
C 4I C
1
20

Q4
C

M
2
  6I  
1
5

Q3 C

M  
1
3

Q2 D 0: (3.2)
This polynomial equation has two trivial equal roots Q D 0 which correspond
to a uniform translation of the grain. The values of the other three roots (say,
Q1; Q2; Q3) depend on the parameters M; I as studied in Figure 8. Although
the ﬁgure deals with an extensive range of .M; I/ values for completeness, the
trend is quite clear. Whenever M > 1
3 there is a single positive real root Q3
whereas the other two roots Q1; Q2 are either real and negative or complex
conjugate values with a negative real part. So the dominant root Q3 indicates
instability in the sense of exponential growth of the disturbance in time, while
the roots Q1; Q2 yield temporal stability. There are other conditions on M; I
which affect the appearance of an unstable mode or not, but the criterion M > 1
3
is the major one.
The dominant root from (3.2) yields good agreement with the growth seen in
the nonlinear numerical results earlier for speciﬁc values of M; I. In particular
for .M; I/ equal to .1; 1/ the predicted Q3 value from (3.2) is 0:103; this value is
very close to the growth rate (denoted RATIO) found in the computed nonlinear
case of Figure 4 at low amplitudes. We shall return in §5 to the case of unequal
gaps as well as to the properties of small disturbances for many gaps.
§4. Clashes of grains. A “clash” appears to be the typical ﬁnal outcome of
the nonlinear results above, in which the scaled gap width tends to zero. We note
previous numerical studies of other unsteady-ﬂow conﬁgurations [2, 17, 23, 58]
which have pointed to ﬁnite-time clashing, in contrast with steady-ﬂow studies
of ground effects [28, 51] for example. A description of a ﬁnite-time clash asON INTERACTION BETWEEN FALLING BODIES AND THE SURROUNDING FLUID 155
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Figure 8: The left-hand side LHS of the polynomial equation (3.2) (divided by Q2) for various
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guided by the computational results is now sought analytically for the case of a
single grain (a straight thin body) along with gaps labelled 1; 2, with a view to
extending it afterwards to the multi-grain regime. Thus, based on (2.4a)–(2.5c),
the system to be addressed is
u1 D
Tc1   .x   1
2/P h1   1
2.x   1
2/
2 P 1U
Th1 C .x   1
2/1U
; (4.1a)
u2 D
T1   c1 C .x   1
2/P h1 C 1
2.x   1
2/
2 P 1U
T1   h1   .x   1
2/1U
; (4.1b)
@un
@t
C un
@un
@x
D  
@pn
@x
; (4.1c)
pn C
1
2
u2
n D
1
2
at x D 0; (4.1d)
p1 D p2 at x D 1; (4.1e)
M R h1 D
Z 1
0
.p1   p2/ dx; (4.1f)
I R 1 D
Z 1
0

x  
1
2

.p1   p2/ dx; (4.1g)
where a dot denotes the ordinary derivative d=dt, while un; pn are unknown
functions of x; t and n D 1; 2 in (4.1c) and (4.1d). The properties
f1 D h1.t/ C .x   1
2/1.t/; c1 C c2 D 1; f0 D 0; f2 D 1
have been used above, while as mentioned earlier (4.1c) and so on can be
integrated analytically but the existing forms seem to yield a clearer picture.156 F. T. SMITH AND A. S. ELLIS
The response as t ! t0  is of interest here, with t0 being a ﬁnite scaled time at
which without loss of generality the gap width h1 C .x   1
2/1 becomes small at
some point, speciﬁcally at the leading edge x D 0.
An argument can be made ﬁrst for an approach to a similarity form as
t ! t0  in which h1   h
.0/
1 ; 1   
.0/
1 are of order .t0   t/, say, with the power
 being positive and with the limiting values (constants) h
.0/
1 ; 
.0/
1 satisfying
h
.0/
1 D 1
2
.0/
1 : (4.2)
Equation (4.2) corresponds to a clash at the leading edge x D 0C. The
inferred size for c1 is then of order .t0   t/ 1 however, from the numerator
in (4.1a), and so then the numerator in (4.1b) suggests the value  D 1; this is
in order to prevent u1; u2 being of opposite sign to each other if  < 1, hence
provoking unrealistic reversed ﬂow, and also to allow c1 to have a substantial
role. Here the condition 
.0/
1 < 1 is assumed which implies that gap 2 remains
open everywhere whereas gap 1 is closing at the leading edge. The expansion
called for then has
.h1; 1/ D .h
.0/
1 ; 
.0/
1 / C .t0   t/.h
.1/
1 ; 
.1/
1 / C 1.h
.2/
1 ; 
.2/
1 / C    (4.3a)
c1 D c
.1/
1 C P 1c
.2/
1 C    (4.3b)
with the function 1.t/ to be found and such that 1  .t0   t/ in view of the
ordering in (4.3a). It follows that the velocities are given by
u1 D
Tfc
.1/
1 C .x   1
2/h
.1/
1 C 1
2.x   1
2/2
.1/
1 g C P 1fF C Gx C Hx2g C    U
Tx
.0/
1 C .t0   t/fh
.1/
1 C .x   1
2/
.1/
1 g C    U
;
(4.4a)
u2 D
Tf1   c
.1/
1   .x   1
2/h
.1/
1   1
2.x   1
2/2
.1/
1 g C P 1f F   Gx   Hx2g C    U
Tf1   x
.0/
1 g C .t0   t/f h
.1/
1   .x   1
2/
.1/
1 g C    U
;
(4.4b)
from (4.1a) and (4.1b), while (4.1c) and (4.1d) then yield the induced pressures
as
pn D
1
2
.1   u2
n/  
Z x
0
@un
@t
dx (4.4c)
for n D 1; 2. The integral in (4.4c) acts as the temporal derivative of a velocity
potential. The constants F; G; H are of order unity, F being the combination
c
.2/
1 C 1
2 P 1h
.2/
1   1
8 P 1
.2/
1 while G; H are linearly dependent on h
.2/
1 ; 
.2/
1 . Also
we observe that the leading terms in u1; u2 for x of O.1/ are independent of
time t. The properties in gap 1 are of most immediate concern as they show
the existence of not only global effects associated with x  1 but also a local
region near the leading edge in gap 1 where x is of order t0   t because of the
denominator containing x
.0/
1 in (4.4a). Such a leading-edge effect is absent in
the gap 2 behaviour since there the contribution f1   x
.0/
1 g remains of order
unity throughout. The pressure response and hence grain motion associated withON INTERACTION BETWEEN FALLING BODIES AND THE SURROUNDING FLUID 157
gap 1 can be deduced from (4.4a) and (4.4c) in composite form by allowing for
the two streamwise length scales involved. It is taken of course that h
.1/
1 > 1
2
.1/
1
which corresponds to the gap width being positive rather than negative just prior
to the clash. The properties in gap 1 also require the relation
c
.1/
1   1
2h
.1/
1 C 1
8
.1/
1 D 0 (4.5)
to hold, which has the effect of keeping u1 ﬁnite as x tends to zero in the leading
terms in u1 just mentioned. The reason for this, in brief, is that otherwise u1
would be of order 1=.t0   t/ in the leading-edge region, making p1 of the same
order for all x of O.1/ including the trailing-edge station and mismatching with
the pressure response p2 there.
Seeking a ﬁrst possible term which is non-zero in the ﬂuid acceleration
@u1=@t as t ! t0  near the leading edge, we anticipate that P 1 is small
(essentially repeating the condition stated after (4.3b)) but exceeds O.t0   t/.
Hence (4.4a) yields a dominant contribution, with  denoting .h
.1/
1   1
2
.1/
1 /=
.0/
1
which is positive,
@u1
@t
D

F

.0/
1
C O.x/

@t
 P 1
x C .t0   t/ C O.x.t0   t//

: (4.6a)
The pressure response p1 in (4.4c) for n D 1 is therefore mainly from the integral
part which gives
p1 D  

F

.0/
1
C O.x/

@t

P 1ln

 1x C t0   t
t0   t

; (4.6b)
in contrast with the localized part 1
2.1   u2
1/ which is of order unity because
of (4.4a) combined with (4.5). Similarly, the ﬂuid acceleration @u2=@t
throughout gap 2 has the form of an O.1/ function of x multiplied by R 1 in
view of (4.4b). In consequence the induced pressure p2 in gap 2 comes from the
integrated unsteady part in (4.4c) with n D 2, in the main, giving
p2 D O. R 1/ C O.1/ (4.6c)
in gap 2. The trailing-edge condition (4.1e) now requires the expressions in
(4.6b) and (4.6c) to be equal at x D 1 and so, given the logarithmic factor
in (4.6b), P 1ln.t0   t/ must be constant to leading order. Accordingly the result
P 1 D  .ln.t0   t// 1 C O.1/; (4.7a)
1 D .t0   t/f.ln.t0   t// 1 C O.1/g (4.7b)
applies without loss of generality for the temporal dependence as t ! t0 . A
constant multiplicative factor of order unity could be inserted in (4.7a) and (4.7b)
but instead this is taken to be absorbed into the corresponding coefﬁcients
in (4.3a), (4.3b), (4.4a) and (4.4b). The earlier suppositions that 1  .t0   t/
and P 1  .t0   t/ are seen to be borne out by (4.7a) and (4.7b), as a check.158 F. T. SMITH AND A. S. ELLIS
Turning to the grain motion produced, we have the left-hand side of (4.1f)
being of size O R .1/ from the expansion (4.3a) whilst the right-hand side is
dominated by the integral of p1 over all x from comparing the pressures in (4.6b)
and(4.6c). Formallytheright-handsideisthusthelarger. Thatagainnecessitates
P 1ln.t0   t/ being constant and so leads to (4.7a) and (4.7b). In (4.1g) likewise
the right-hand side overwhelms the left, and p1 overwhelms p2, yielding (4.7a)
and (4.7b) again. This is in effect the added-mass interpretation appearing again
but now the actual mass and moment of inertia factors M; I have negligible
inﬂuence.
The prime predictions for the clash behaviour near t D t0 are there-
fore (4.2), (4.5), (4.7a) and (4.7b) in a sense. Comparisons with the nonlinear
numerical solutions presented in §3 are fairly supportive of the current predic-
tions.
Quantitative comparisons are given in Figure 9 for a case with one grain and
are in terms of the leading-edge grain positions, rotation rates, accelerations,
ﬂow velocities, pressures and a number of speciﬁc test properties suggested
by the analysis just above, such as the relation in (4.5). Figure 9(a) presents
the pressure proﬁles just prior to the envisaged clash, tending to conﬁrm the
quite rapid variation in p1 compared with that of p2, in line with (4.6b)
and (4.6c). Figure 9(b) shows the evolution of the leading-edge position f1.0; t/,
i.e. h1   1
21 as denoted by LE(1), and the left-hand side (LHS) of (4.5); both
quantities appear to approach zero as implied by (4.2) and (4.5) in turn. Likewise
Figure 9(c) indicates that the inverses of the leading-edge velocity u1.0; t/ (see
1/LEU)andoftheaccelerationtermd2h1=dt2 (seeAccelnand0.01/Acceln)tend
slowly to zero in keeping with the predictions in (4.3a) and (4.4a) with (4.7a)
and (4.7b).
§5. Many grains. The interest now is in understanding the combined motion
of the ﬂuid and grains when there are a large number of grains, N  1, with the
typical gap width being small of order 1=N. A clue to the interaction structure
is then provided by the linear analysis for a single grain as summarized in the
second half of §3 except with one of the basic gap widths becoming small. It is
found that the grain acceleration has negligible inﬂuence then and the reduced
gap problem becomes a closed one. The same conclusion holds for nonlinear
cases.
For the multi-grain scenario the gap width . fn   fn 1/ is expected typically
to be of order N 1, whereas all other quantities in the controlling equations
(2.4a)–(2.4e), (2.5b) and (2.5c) remain of order unity as N becomes large.
In detail, x is O.1/ in order to cater for the whole grain length, while the
characteristic velocity u is envisaged as O.1/ to balance the jump effect in (2.4c)
at each leading edge, and so the representative time scale might be expected
to be of O.1/ based on jxj=juj or on comparing the ﬂuid acceleration and
inertia contributions. It follows that the induced pressure p is also generally
of order unity in view of (2.4b) and (2.4c) in the ﬂuid. As far as the grain
motion is concerned, however, the fact that . fn   fn 1/ is small forces the
typical midpoint displacement h and the rotation angle  in (2.5a) to remainON INTERACTION BETWEEN FALLING BODIES AND THE SURROUNDING FLUID 159
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Figure 9: Comparisons between the predictions of the analysis in §4 for clashes and full
evolution results as in §3.
small, again of the order N 1. Hence the acceleration term on the left-hand
side of (2.5b) is O.N 1/ in contrast with the right-hand side which is O.1/. A
similar contrast occurs in (2.5c). In consequence the contributions from grain
acceleration become negligible. The added-mass interpretation is thus similar to
that in the previous section.
In the limit, putting fn   fn 1 D R.x; O y; t/ d O y and letting N tend to
inﬁnity leads to the continuum equations which are, from substitution
into (2.4a), (2.4b), (2.5b) and (2.5c),
@R
@t
C
@
@x
.uR/ D 0; (5.1a)
@u
@t
C u
@u
@x
D  
@p
@x
; (5.1b)
0 D
@
@ O y
Z 1
0
p.x; O y; t/ dx

; (5.1c)
0 D
@
@ O y
Z 1
0

x  
1
2

p.x; O y; t/ dx

; (5.1d)160 F. T. SMITH AND A. S. ELLIS
in turn, subject to the constraints
Z 1
0
uR d O y D 1 at x D 1; (5.1e)
p C 1
2u2 D 1
2 at x D 0; (5.1f)
p D e.t/ at x D 1; (5.1g)
Z 1
0
R d O y D 1 for all x; t; (5.1h)
from (2.4e), (2.4c) and (2.4d) and the chute shape respectively, and with
R.x; O y; t/ D a.O y; t/ C .x   1
2/b.O y; t/ (5.1i)
for the main case here of ﬂat grains. Here a; b are the unknown midpoint-
position and angle functions respectively, p.x; O y; t/; u.x; O y; t/ act in effect as
the induced pressure and velocity of the ﬂuid–grain mixture, R.x; O y; t/ acts as
an effective shape, slope or transverse density function, while d O y is essentially
a ﬁxed small increment in O y. In the above setting other cases of non-ﬂat grains
can be covered by altering the shape dependence in (5.1i) (this aspect is similar
to the point made in §2 concerning grain thickness effects), while in (5.1g) e.t/
denotes the unknown pressure at the beginning of the wake extended from that
in (2.4d), with the constraint (5.1g) being the effective Kutta condition which
acts across the whole trailing-edge line. See Figure 10(a). We observe that if the
leading- and tailing-edge positions are curved rather than straight as in the ﬁgure
then the same ﬂuid–grain interaction structure applies. An implicit assumption
also in the above is that there are no signiﬁcant sublayers in terms of O y, for
instance near the outer walls.
A study of the full nonlinear system (5.1a)–(5.1i) has still to be carried out,
based perhaps on a numerical treatment as in the ﬁrst half of §3 and an analytical
investigationakintothatin§4concerningclasheswithinaﬁnitetime. Linearized
properties are worth considering ﬁrst here. Since a simple steady solution with
uniform motion is u D 1; R D 1 with p D e D a D b D 0, a perturbation in the
form
.u; R; p; e; a; b/ D .1; 1; 0; 0; 0; 0/ C Q .Q u; Q R; Q p; Q e; Q a; Q b/ C    (5.2)
is considered, where the amplitude Q  is small. Substitution into (5.1a)–(5.1i)
yields the linear equations
@ Q R
@t
C
@ Q R
@x
C
@ Q u
@x
D 0; (5.3a)
@ Q u
@t
C
@ Q u
@x
D  
@ Q p
@x
; (5.3b)
@
@ O y
Z 1
0
Q p.x; O y; t/ dx

D 0 (5.3c)
@
@ O y
Z 1
0
x Q p.x; O y; t/ dx

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Figure 10: For the continuum limit in §5: (a) a sketch of the interaction structure showing the
main continuum region (shaded) and the leading and trailing edges, with or without side walls
being present; (b) the left-hand side of (5.8) versus Q, indicating the roots Q1; Q2; Q3.
together with
Z 1
0
.Q u C Q R/ d O y D 0 at x D 1; (5.3e)
Q p C Q u D 0 at x D 0; (5.3f)
Q p D Q e.t/ at x D 1; (5.3g)
Z 1
0
Q R d O y D 0 for all x; t; (5.3h)
and for the speciﬁc ﬂat case
Q R D Q a C .x   1
2/Q b: (5.3i)162 F. T. SMITH AND A. S. ELLIS
Seeking eigenmodes now we replace Q R  ! Q R exp.QT/ in the spirit of §3.2,
implying that (5.3a) and (5.3b) are replaced by
Q Q R C
@ Q R
@x
C
@ Q u
@x
D 0; (5.4a)
QQ u C
@ Q u
@x
D  
@ Q p
@x
; (5.4b)
while (5.3c)–(5.3i) remain unaltered in essence, although the appearance of t is
now suppressed. The solution is expressible in terms of the velocity potential
.x; O y/ such that Q u D @=@x and of a mass function S such that Q R D @S=@x,
yielding
Q p D Q R C Q.S   /; (5.5a)
Q u

D
@
@x

D   Q R   QS; (5.5b)
and so
@
@ O y
Z 1
0

@
@x
C Q

dx

D 0; (5.6a)
@
@ O y
Z 1
0
x

@
@x
C Q

dx

D 0; (5.6b)
.0; O y/ D 0; (5.6c)
@
@x
.1; O y/ C Q.1; O y/ D constant; (5.6d)
Z 1
0
@2
@x2 d O y D 0: (5.6e)
In addition, the speciﬁc form (5.3i) requires  to be cubic in x, from (5.5b), say
 D
3 X
kD0

x  
1
2
k
O Ak.O y/; (5.6f)
for some functions O Ak of O y to be found. Applying (5.6a)–(5.6d), we ﬁnd that the
four conditions
O A0   1
2 O A1 C 1
4 O A2   1
8 O A3 D 0; (5.7a)
Q O A0 C .1 C 1
2Q/ O A1 C .1 C 1
4Q/ O A2 C .3
4 C 1
8Q/ O A3 D constant; (5.7b)
Q O A0
0 C O A0
1 C 1
12Q O A0
2 C 1
4 O A0
3 D 0; (5.7c)
1
12Q O A0
1 C 1
6 O A0
2 C 1
80Q O A0
3 D 0 (5.7d)
must hold, in the light of (5.6c), (5.6d), (5.6a) and (5.6b) respectively. The
constant in (5.7b) is a normalization factor, as is that in (5.6d). The effect
of (5.6e) is addressed later. The four conditions serve to control the four
unknown functions O A0
0; O A0
1; O A0
2; O A0
3 self-consistently once (5.7a) and (5.7b)
have been differentiated with respect to O y, provided that Q satisﬁes theON INTERACTION BETWEEN FALLING BODIES AND THE SURROUNDING FLUID 163
eigenrelation
Q3
120
C
3Q2
20
 
3Q
5
  1 D 0: (5.8)
The three roots for Q are real, say Q1; Q2; Q3, and one of them Q3 is positive,
giving instability; see Figure 10(b).
The completeness of the solution necessitates checking back, however. For
eachroot Q,(5.7a)–(5.7d)determine O A0
1; O A0
2; O A0
3 intermsoftheunknown O A0
0.O y/,
say in the form O A0
k D k O A0
0 for k D 0 to 3, with 0 D 1 and with 1; 2; 3 being
known constants. On integration, therefore,
O Ak.O y/ D k O A0.O y/ C k (5.9a)
for k D 0 to 3 with 0 D 0 and k constants. So (5.7a) and (5.7b) give two
equations for the three unknowns 1; 2; 3 and the required third equation
stems from (5.6e) which has not been used yet but now yields the constraint
k D  k
Z 1
0
O A0.O y/ d O y for k D 2; 3: (5.9b)
Here O A0.O y/ remains arbitrary, so the integral shown also remains arbitrary, and
hence (5.9b) acts as a single constraint of the form 32 D 23 on 2; 3. The
solution is thereby completed.
The initial-value linearized problem in which appropriate conditions are
imposed at time t D 0 returns us to the system (5.3a)–(5.3i) of course. The
solution then can be expressed in terms of the eigenmodes described in the
previous paragraph, with a velocity potential  satisfying Q u D @=@x again,
(5.6a)–(5.6e) with Q replaced by @=@t, and  being cubic in x as in (5.6f)
essentially. In particular,
 D
3 X
rD1
3 X
kD0

x  
1
2
k
O A
.r/
k O .y/ exp.Q.r/t/; (5.10)
where the three roots of the cubic equation (5.8) are written as Q D Q.r/ for
r D 1; 2; 3. The functions O A
.r/
0 are determined by the initial conditions at
t D 0, while the other three functions O A
.r/
k for k D 1; 2; 3 then follow from the
reasoningconcernedwith(5.9a)and(5.9b). Thusthelinearinitial-valueproblem
combined with the equations and conditions in (5.3a) and (5.3i) appears to be
well posed, and it leads in general to an exponential growth of the perturbations,
inferred from the positive root of (5.8), at large times. This ﬁnding applies
for any O.1/ values of the scaled mass and moment of inertia M; I since the
continuum theory is independent of those parameters, and the same point applies
to the nonlinear system (5.1a)–(5.1i) and the stability result (5.8).
§6. Further comments.
6:1. Thecontinuumlimit. Animmediatepointtomakeisthatthecontinuum-
limit behaviour suggested in the previous section goes through similarly for
other effective shapes R of grain or thin body just as well as for the straight
shapes examined in detail above. In particular, it would be interesting to study164 F. T. SMITH AND A. S. ELLIS
the nonlinear form (5.1a)–(5.1i) numerically and the possible clashes within
the system for any grain shape function R, where this function acts also as a
slope or a density distribution within the continuum equations obtained. We
note that lateral pressure gradients are non-zero in effect in the continuum-limit
case, despite the presence of thin gaps and thin bodies throughout. A similar
point about effective lateral pressure gradients arises in the study of multiple
branching ﬂows in [46]. It is noteworthy also in the present setting of nonlinear
interactions between nearly parallel grains and the surrounding ﬂuid that the
results for relatively few grains (in the range 11–21, say) as described in §3
shows signs of independence of grain number emerging, thus implying support
for the continuum-limit model of §5.
A closely similar continuum-limit structure holds for non-straight leading
edges and trailing edges and also for successive patches of grains.
Thecontinuumlimitasdescribedintheprevioussectionisindependentofthe
mass and moment of inertia of the grains; here as well as in the events concerned
with clashing summarized below the ﬂuid-dynamic pressures have to adjust
to produce zero net force and torque on the grain(s) effectively. This feature
of the continuum theory assumes the scalings of mass and moment presented
originally in §2 are little altered as the number of grains increases. The feature
can be enhanced simply, however, to allow for more substantial grain mass and
moment. It is of further importance that the limit theory in §5 holds also for
the lubrication regime which has viscous domination and for the intermediate
interacting unsteady boundary layer regime which has a viscous-inviscid balance
as well as for the inviscidly dominated regime at the heart of this paper.
6:2. Clashes. Concerning clashes or contacts between grains, most cases
examined in the computational study in §3 yield a leading-edge clash, that is, a
clash focused at the leading edge of the conﬁguration between just two grains
or between a grain and a wall. Flat-on clashes where contact happens along the
entire length of the grain(s) may also occur in principle and have been considered
in several papers in settings quite different from the present one, while trailing-
edge clashes similarly seem likely to be possible in principle, but these have
not been observed in any full-scale computational solutions so far and they are
not addressed here. The analysis in §4 points to a rather sensitive dependence
on time (see (4.7a), (4.7b)) as the ﬁnite-time clash appears and this type of
dependence seems to be borne out by the comparisons with the computational
behaviour of §3. We should observe again here that the analysis predicts a ﬁrst
possible term governing the clashing process and there may be circumstances in
which the coefﬁcient of that term is identically zero in practice. In similar vein,
the main result for two grains clashing at the leading edge is exactly the same
as for one grain hitting a wall as in (4.7a) and (4.7b). Following on also from
§4 is the intriguing question of whether the grain–ﬂuid interaction during a clash
becomes mainly a local or a global phenomenon. The answer is “local” just by
a fraction according to the comparison between the induced pressures in (4.6a)
and (4.6b) that leads to the temporal response in (4.7a) and (4.7b). Moreover,
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order in the sense that the motion of the typical grain itself becomes a secondary
inﬂuence, in a similar way to that of a grain near a side wall.
It would be interesting to explore the effects of thickness and camber here,
as well as non-aligned leading and trailing edges as in Figure 1(b). These
extensions involve essentially the same ﬂuid–grain interactions as above.
6:3. Instabilities. Apart from the continuum limit and the ﬁnite-time
clashing process above, a highlight of the grain–ﬂuid model is that an apparently
novel instability is present. Here the exponential growth involved as found
in §3.2 for one grain and in §5 for many grains in effect is for some cases
relatively small, indicating perhaps that the ideal of perfectly parallel grain
movement might persist for some while, for instance in the higher parts of a
chute. Eventually, however, the growth does force the system into the nonlinear
stage of §3.1 and thence, we believe, typically into a clash. Very near a wall the
instability is dominated by the local gap effects only, as if for a grain which has
zero mass and zero moment of inertia as described at the start of §5. It would
be interesting to extend the instability analysis to deal with any number of grains
but, of more importance probably, to admit three spatial dimensions.
6:4. Follow-on issues. Many further questions of practical and/or theoretical
concern arise. These concern especially: phenomena associated with bouncing
of the grains straight after a clash and even repeated clashes; three-dimensional
effects as mentioned already; non-straight side wall shapes concerned with chute
shape design; the question of whether a grain or an array of grains can get stuck
in a bend, modelling rice grains in a chute or bodies entering an engine intake;
top-heavy or bottom-heavy grains where the centre of mass is adjusted; stability
behaviour for many different conﬁgurations (e.g. varying parameters in §3.2; see
below); other shapes of grain, particularly with regard to the leading edge at a
clash; applying the present ﬁndings on interactions at comparatively high ﬂow
rates.
Other issues surround the intermediate regime mentioned earlier (e.g. what
becomes then of the self-supporting interplay found in §3) as well as the
extremes of relatively small or large grain mass or moment of inertia. One
particular issue is the extension to wider chutes, or side walls spaced further
apart, and even to grain–ﬂuid interactions without side walls. This extension,
which amounts to allowing the longitudinal and lateral length scales to be more
wide-ranging, appears to be perfectly feasible by means of the continuum limit
for example, since the main assumption in the continuum formulation is local,
that the representative gap width and body width are small, and the effective
global width between the side walls acts only as a passive factor. The side
walls can also be completely removed in the discrete case on the assumption
that the variations in gap pressure greatly exceed the ambient variations, as in
the clashing phenomena.
Connecting back further with the original applications, however remotely, we
observe that the geometric factors (e.g. the ratio ) involved in determining the
scaled mass M and moment of inertia I can affect those values considerably.166 F. T. SMITH AND A. S. ELLIS
They could possibly be manipulated to produce by design an M value below
one-third, to reduce instability as in §4. For the food-sorting example, however,
150 grains on a chute of width 30 cm produce a representative  of about 0.4.
Coupled with a representative mass M for a rice grain of 0:025 g and density 
for air of 0:0012 g cm 3, this gives M equal to about 30; even allowing for
appreciable three-dimensional factors seems unlikely to reduce the value below
1=3. On the other hand the effects of moving the centre of mass, for instance, as
well as the role of grain thickness in the grain–ﬂuid interactions need further
study here. There is also the important extension to three dimensions to be
considered as stated previously, even if the broad ﬁndings of clashes, instability
and continuum effects remain unaltered. Concerning the nominally inﬁnite
velocity of ﬂuid at the leading edge (§4) at a clashing the present analysis will
actually break down just before solid–solid contact due to thickness, viscous,
Knudsen or surface-roughness effects and presumably lead to a ﬁnite collision
velocity in particular. The subsequent phenomena during and after collision also
merit further investigation, although qualitatively we might expect the process of
ﬂuid–solid interaction in §§2–5 to repeat itself after a bouncing between bodies
or between a body and a wall.
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