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Abstract
The 7nite di&erence method (FDM) using the Shortley–Weller approximation can be viewed as a special
kind of the 7nite element methods (FEMs) using the piecewise bilinear and linear functions, and involving
some integration approximation. When u∈C3( ;S) (i.e., u∈C3;0( ;S)) and f∈C2( ;S), the superconvergence rate
O(h2) of solution derivatives in discrete H 1 norms by the FDM is derived for rectangular di&erence grids,
where h is the maximal mesh length of di&erence grids used, and the di&erence grids are not con/ned to
be quasiuniform. Comparisons are made on the analysis by the maximum principle and the FEM analysis,
conversions between the FDM and the linear and bilinear FEMs are discussed, and numerical experiments are
provided to support superconvergence analysis made.
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1. Introduction
Recently, Yamamoto and his colleagues report some new discoveries for second-order elliptic
equations by the Shortley–Weller approximation to the traditional 7nite di&erence method (FDM).
Since the associated matrix A of the FDM is an M matrix, the maximum principle can be used to
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yield the error bounds of the nodal solutions. When u∈C3;1( ;S) the maximal errors O(h2) is derived
for the solutions at interior nodes, and O(h3) for those at the nodes close to the boundary, see [14].
The notation Ck;
( ;S) denotes the HLolder (locally HLolder) continuity of kth-order derivatives,
sup
(P;Q)∈ ;S
P =Q
|Dk(P)− Dk(Q)|
‖P − Q‖
 ¡∞;
where ‖P‖ is the Euclidean norm.
In this paper, we follow the ideas in [8–10] that the FDM can be viewed as a special 7nite
element method (FEM) using the piecewise bilinear and linear functions, and using speci7c rules of
integrations. For the smooth solution u∈C3( ;S), the solution derivatives in a discrete H 1 norm are
proved to be O(h2) for the rectangular di&erence grids. The di&erence grids may not be con/ned to
be quasiuniform, and the assumption C3( ;S) (=C3;0( ;S)) is weaker than C3;1( ;S) in [14].
Superconvergence of the solutions obtained from FEMs is given in many reports, such as [6,7,13,15–
18,21], and in particular in the monographs: [19,20,3,11]. They may fall into two categories of su-
perconvergence: global and locally pointwise; this paper introduces the superconvergence in discrete
H 1 norms, which may fall into the global superconvergence.
This paper is organized as follows. In the next section, we interpret the Shortley–Weller di&erence
approximation as a kind of FEMs. In Section 3, superconvergence of solution derivatives is explored,
and in Section 4, comparisons of the traditional FDM analysis and the FEM analysis are made. In
Section 5, conversions between the FDM and the linear and bilinear FEMs are discussed, and in the
last section, numerical experiments are provided to support the theoretical analysis made.
2. The FDMs
Consider the Poisson equation with the Dirichlet boundary condition
−Nu=−
(
92u
9x2 +
92u
9y2
)
= f(x; y); (x; y)∈ S; (2.1)
u= g(x; y); (x; y)∈; (2.2)
where S is a polygonal domain,  is the exterior boundary 9S of S, and f and g are smooth
enough (see Fig. 1). The domain S is split by di&erence grids into small rectangles ij and triangles
ij. Denote ui; j = u(xi; yj), where (i; j) (=(xi; yj)) denotes the location of di&erence nodes. Let
hi= xi+1− xi; kj=yj+1−yj, and the maximal mesh spacing h=maxi; j{hi; kj}. By following [8–10],
the conventional FDM can be regarded as a special kind of FEMs using piecewise bilinear and linear
interpolatory functions v1(x; y) on ij, and ij, respectively (see Fig. 2),
v1(x; y) =
1
hikj
{(xi+1 − x)(yj+1 − y)vij + (x − xi)(yj+1 − y)vi+1; j
+(xi+1 − x)(y − yj)vi; j+1 + (x − xi)(y − yj)vi+1; j+1)} for (x; y)∈ ij (2.3)
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Fig. 1. Partition of the FDM on a polygonal domain S.
Fig. 2. A rectangle ij .
and
v1(x; y) = vi; j +
(x − xi)
hi
(vi+1; j − vi; j) + (y − yj)kj (vi; j+1 − vij) for (x; y)∈ij : (2.4)
The boundary di&erence nodes (i; j) are placed on 9S and the triangles ij are located near the
boundary 9S of S. Hence, the total number of ij is much less than that of ij, see Fig. 1.
Let Vh (⊆ H 1(S)) denote a 7nite-dimensional collection of the piecewise bilinear and linear
functions v in (2.3) and (2.4) satisfying (2.2), and by V 0h those in (2.3) and (2.4) satisfying v= 0,
(x; y)∈. The FDM involving integral approximation on  can be expressed by: Find uh ∈Vh such
that
aˆh(uh; v) = fˆ h(v) ∀v∈V 0h ; (2.5)
where
aˆh(u; v) =
∫̂ ∫
S
∇u∇v ds (2.6)
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and ∫̂ ∫
S
∇u∇v ds=
∑
ij
[
[∫ ∫
ij
∇u∇v ds+
[∫ ∫
ij
∇u∇v ds
]
; (2.7)
fˆ h(v) =
∫̂ ∫
S
fv ds=
∑
ij
[
[∫ ∫
ij
fv ds+
[∫ ∫
ij
fv ds
]
: (2.8)
The approximate integrals in (2.7) and (2.8) are evaluated by the following speci7c rules (see
Fig. 2):
[∫ ∫
ij
∇u∇v ds=
[∫ ∫
ij
uxvx ds+
[∫ ∫
ij
uyvy ds; (2.9)
[∫ ∫
ij
uxvx ds
=
hikj
2
[
ux
(
i +
1
2
; j
)
vx
(
i +
1
2
; j
)
+ ux
(
i +
1
2
; j + 1
)
vx
(
i +
1
2
; j + 1
)]
; (2.10)
[∫ ∫
ij
uyvy ds
=
hikj
2
[
uy
(
i; j +
1
2
)
vy
(
i; j +
1
2
)
+ uy
(
i + 1; j +
1
2
)
vy
(
i + 1; j +
1
2
)]
; (2.11)
[∫ ∫
ij
fv ds=
hikj
4
[fijvij + fi+1; jvi+1; j + fi;j+1vi; j+1 + fi+1; j+1vi+1; j+1]; (2.12)
where ux(i+1=2; j)=ux(xi+1=2; yj); xi+1=2= 12(xi+xi+1), and the rectangle: ij={(x; y) | xi6 x6 xi+1;
yj6y6yj+1} in Fig. 2. For the down triangle ij = {(x; y) | xi6 x6 xi+1; 06y6yj +
kj=hi(x − xi)},
[∫ ∫
ij
∇u∇v ds=
[∫ ∫
ij
(uxvx + uyvy) ds
=
hikj
2
[
ux
(
i +
1
2
; j
)
vx
(
i +
1
2
; j
)
+ uy
(
i; j +
1
2
)
vy
(
i; j +
1
2
)]
; (2.13)
[∫ ∫
ij
fv ds=
hikj
8
(2fijvij + fi+1; jvi+1; j + fi;j;+1vi; j+1): (2.14)
The special rules (2.9)–(2.14) are varieties of the central rule in numerical integration. Eq. (2.10)
results from the following approximation:
[∫ ∫
ij
uxvx ds ≈ Area( ij)× (uxvx)i+1=2; j+1=2 ≈ hikj × 12{(uxvx)i+1=2; j + (uxvx)i+1=2; j+1} (2.15)
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and Eq. (2.14) from
[∫ ∫
ij
fv ds ≈ Area(ij)× (fv)(Pcen) ≈ hikj2 ×
1
4
{2(fv)ij + (fv)i+1; j + (fv)i; j+1};
where Pcen is the centroid of ij. The 7nite di&erence equations at the interior nodes (i; j) are
obtained from (2.5),
−(kj−1 + kj)
2hi
(ui+1; j − ui; j)− (kj−1 + kj)2hi−1 (ui−1; j − ui; j)
− (hi−1 + hi)
2kj
(ui; j+1 − ui; j)− (hi−1 + hi)2kj−1 (ui; j−1 − ui; j)
=
(hi−1 + hi)(kj−1 + kj)
4
fi;j: (2.16)
Dividing two sides of (2.16) by (hi−1 + hi)(kj−1 + kj)=4 gives exactly the Shortley–Weller approxi-
mation in [2,14]. The associated linear algebraic equations are given directly from (2.16),
Ax˜ = b˜; (2.17)
where x˜ is the unknown vector consisting of the solutions uij at interior nodes (i; j), b˜ is the known
vector, and the matrix A is symmetric and positive de7nite. In fact, by noting the bilinear interpolant
functions (2.3), we have from (2.10),
[∫ ∫
ij
uxvx ds=
hikj
2
{(
ui+1; j − ui; j
hi
)(
vi+1; j − vi; j
hi
)
+
(
ui+1; j+1 − ui; j+1
hi
)(
vi+1; j+1 − vi; j+1
hi
)}
: (2.18)
Hence, aˆh(vh; vh) is a quadratic form of x˜, and the solution uh can also be expressed as
I(uh) = min
v∈Vh
I(v); (2.19)
where
I(v) = 12 aˆh(v; v)− fˆ h(v) = 12 x˜TAx˜ − x˜Tb˜; v∈Vh: (2.20)
Eq. (2.16) can easily be derived. Hence, the solution vector x˜ (i.e., uij) is easily obtained from the
Gaussian elimination or from other iteration methods. Note that for nonuniform di&erence grids, the
Shortley–Weller approximation for Poisson’s equation in the formulation of [2,14] is not symmetric.
It is also interesting to note that the matrix A in (2.17) is the inverse of a Green matrix in the GD
decomposition of the inverse of the block tridiagonal matrix corresponding to the Shortley–Weller
approximation, see [22], where GD denotes a product of a Green matrix and a diagonal matrix.
3. Superconvergence analysis
Let = u− uh, then the optimal convergence rate of the numerical solutions
‖‖1 = ‖u− uh‖1; S =O(h) (3.1)
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is given in [4]. In this paper, we pursue superconvergence, based on the discrete H 1 norms
‖v‖21 = ‖v‖
2
1; S = |v|
2
1; S + ‖v‖
2
0; S ; (3.2)
|v|21 = |v|
2
1; S =
∑
ij
[
[∫ ∫
ij
(∇v)2 ds+
[∫ ∫
ij
(∇v)2 ds
]
; (3.3)
‖v‖20 = ‖v‖
2
0; S =
∑
ij
[
[∫ ∫
ij
v2 ds+
[∫ ∫
ij
v2 ds
]
: (3.4)
The discrete formulas,
∫̂∫
ij
(∇v)2 ds; ∫̂∫ij(∇v)2 ds; ∫̂∫ ij v2 ds and ∫̂∫ij v2 ds, are given by
(2.9)–(2.14). Then the superconvergence rates of
‖‖1 = O(h2) and ‖‖1 = O(h3=2) (3.5)
can be achieved by the FDM for the partitions
S =
⋃
ij
ij (3.6)
and
S =
(⋃
ij
ij
)
∪
(⋃
ij
ij
)
; (3.7)
respectively. Let us prove these conclusions. First, the following error bounds of solution uh can be
obtained from (2.5), see [10],
‖u− uh‖16C
{
inf
vh∈Vh
‖u− vh‖1 + sup
w∈V 0h
|(∫∫S −∫̂∫S)∇u∇w ds|
‖w‖1
+ sup
w∈V 0h
|(∫∫S −∫̂∫S)fw ds|
‖w‖1
}
: (3.8)
Throughout this paper, C denotes a constant independent of h, but its values may be di&erent in
di&erent places. We have the following lemma.
Lemma 3.1. Let
u∈C3( ;S) (3.9)
hold, where Ck( ;S) (=Ck;0( ;S)) denotes the space of functions having kth-order continuous deriva-
tives. Then
inf
v∈Vh
‖u− v‖16Ch2: (3.10)
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Proof. Let uI be the piecewise bilinear and linear interpolatory function of u on the di&erence
partition of S. We have
inf
v∈Vh
‖u− v‖16 ‖u− uI‖1: (3.11)
Denote  = u− uI . Since ‖ ‖0; S = 0; we have
‖u− uI‖21 = ‖ ‖
2
1; S = | |
2
1; S
=
∑
∀ ij
hikj
2
[
 2x
(
i+
1
2
; j
)
+ 2x
(
i+
1
2
; j+1
)
+ 2y
(
i; j+
1
2
)
+ 2y
(
i+1; j+
1
2
)]
+
∑
∀ij
hikj
2
[
 2x
(
i+
1
2
; j
)
+ 2y
(
i; j+
1
2
)]
6Ch4
∑
ij
hikjM 23 (u)6Ch
4; (3.12)
where Mn(u) = max i+j=k6n
(x;y)∈S
|9ku=9xi 9yj|. The desired result (3.10) is obtained from (3.11)–(3.12);
this completes the proof of Lemma 3.1.
Lemma 3.2. Let (3.9) and
f∈C2( ;S) (3.13)
hold. Suppose (3.6), i.e., S consists of only rectangles. Then there exist the bounds∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
∇u∇w ds
∣∣∣∣∣6Ch2M3(u)‖w‖1 ∀w∈V 0h ; (3.14)
∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
fw ds
∣∣∣∣∣6Ch2M2(f)‖w‖1 ∀w∈V 0h : (3.15)
Proof. Since∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
∇u∇w ds
∣∣∣∣∣6
∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
uxwx ds
∣∣∣∣∣+
∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
uywy ds
∣∣∣∣∣ ; (3.16)
we only prove the bound of one term in the right-hand side of (3.16),∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
uxwx ds
∣∣∣∣∣6Ch2M3(u)‖w‖1 ∀w∈V 0h : (3.17)
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By using Taylor’s formula we obtain∫ ∫
ij
g ds=
hikj
2
[
g
(
i +
1
2
; j
)
+ g
(
i +
1
2
; j + 1
)]
+ R(1)i; j ; (3.18)
where the truncation errors are
R(1)i; j = hikj
{
1
12
(
h2i
92g˜(1)ij
9x2 + k
2
j
92g˜(2)ij
9y2
)
+
1
32
hikj
[
92g˜(3)ij
9x9y −
92g˜(4)ij
9x9y
]}
; (3.19)
g˜(k)ij = g(#
(k)
ij ); #
(k)
ij ∈ ij ; k = 1; 2; 3; 4: (3.20)
Since w(∈V 0h ) is a bilinear function on ij, we have from (2.3)
wxx = wyy = 0 in ij ; (3.21)
wxy =
1
hikj
[wij − wi+1; j − wi;j+1 + wi+1; j+1] in ij : (3.22)
Letting g= uxwx, we have
gxx = uxxxwx; gyy = uxyywx + 2uxywxy; gxy = uxxywx + uxxwxy: (3.23)
We apply (3.19) to the integration (2.10), to yield the following error bound through some manip-
ulation:∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
uxwx ds
∣∣∣∣∣ =
∣∣∣∣∣∑
ij
(∫ ∫
ij
−
[∫ ∫
ij
)
uxwx ds
∣∣∣∣∣=∑
ij
R(1)ij
6C
{
h2M3(u)
∑
ij
hikj|wx($ij)|+
∣∣∣∣∣∑
ij
hik3j
92u˜(1)ij
9x9y wxy
∣∣∣∣∣
+
∣∣∣∣∣∑
ij
h2i k
2
j
(
92u˜(2)ij
9x2 −
92u˜(3)ij
9x2
)
wxy
∣∣∣∣∣
}
; (3.24)
where $ij ∈ ij ; u˜(k)ij = u(#(k)ij ) and #(k)ij ∈ ij ; k = 1; 2; 3. Bounds of the 7rst term of the right-hand
side in (3.24) can be obtained from the Schwarz inequality
h2M3(u)
∑
ij
hikj|wx($ij)|6 h2M3(u)
∑
ij
hikj
[∣∣∣∣wx (i + 12 ; j
)∣∣∣∣+ ∣∣∣∣wx (i + 12 ; j + 1
)∣∣∣∣]
6Ch2M3(u)|w|16Ch2M3(u)‖w‖1: (3.25)
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For the third term on the right-hand side of (3.24), we can see from (3.9), (3.22) and the Schwarz
inequality,∣∣∣∣∣∑
ij
h2i k
2
j
(
92u˜(2)ij
9x2 −
92u˜(3)ij
9x2
)
wxy
∣∣∣∣∣6CM3(u)h
∣∣∣∣∣∑
ij
h2i k
2
j wxy
∣∣∣∣∣
6CM3(u)h
∑
ij
hikj[|wij − wi+1; j − wi;j+1 + wi+1; j+1|]
6CM3(u)h
∑
h2i kj
( |wi+1; j − wi;j|
hi
+
|wi+1; j+1 − wi;j+1|
hi
)
6CM3(u)h2|w|16CM3(u)h2‖w‖1: (3.26)
Next, let us consider the second term of the right-hand side in (3.24),∣∣∣∣∣∑
ij
hik3j
92u˜(1)ij
9x9y wxy
∣∣∣∣∣=
∣∣∣∣∣∑
ij
k2j
92u˜(1)ij
9x9y [wij − wi+1; j − wi;j+1 + wi+1; j+1]
∣∣∣∣∣
=
∣∣∣∣∣∑
j
k2j
∑
i
92u˜(1)ij
9x9y [wij − wi+1; j − wi;j+1 + wi+1; j+1]
∣∣∣∣∣ : (3.27)
Denote PijPi; j+1 as a vertical segment of 9 ij, between the di&erence vertices (i; j) and (i; j+1). From
the assumption that S consists of rectangles only, we may locate the vertical segments PijPi; j+1 either
inside of S (Case I) or just on the boundary 9S (Case II). Since the Dirichlet boundary condition
(2.2) gives∑
ij
∑
Case II
|wi;j+1 − wij|= 0; w∈V 0h ; (3.28)
we obtain∣∣∣∣∣∑
ij
hik3j
92u˜(1)ij
9x9y wxy
∣∣∣∣∣ (3.29)
6
∑
j
k2j

∑
i
Case I
|wi;j+1 − wij|
∣∣∣∣∣92u˜
(1)
ij
9x9y −
92u˜(1)i−1; j
9x9y
∣∣∣∣∣+ ∑
i
Case II
92u˜(1)ij
9x9y |wi;j+1 − wij|
 (3.30)
=
∑
ij
Case I
k2j |wi;j+1 − wij|
∣∣∣∣∣92u˜
(1)
ij
9x9y −
92u˜(1)i−1; j
9x9y
∣∣∣∣∣
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6 CM3(u)h
∑
j
k2j
∑
i
Case I
|wi+1; j − wi;j|
= CM3(u)h
∑
j
k2j hi
∑
i
Case I
|wi+1; j − wij|
hi
6 Ch2M3(u)|w|16Ch2M3(u)‖w‖1; (3.31)
where we have also used the Schwarz inequality. The desired result (3.17) is obtained from (3.24)–
(3.26) and (3.31); this completes the proof of (3.14).
For (3.15) we have similarly from Taylor’s formula∫ ∫
ij
g ds=
hikj
4
(gij + gi+1; j + gi; j+1 + gi+1; j+1) + R
(2)
ij ; (3.32)
where the truncation errors
R(2)ij =−
1
12
hikj
(
h2i
92g˜(1)ij
9x2 + k
2
j
92g˜(2)ij
9y2
)
− 3
32
h2i k
2
j
(
92g˜(3)ij
9x9y −
92g˜(4)ij
9x9y
)
: (3.33)
Letting g= fw, we have
gxx = fxxw + 2fxwx; gyy = fyyw + 2fywy; gxy = fxyw + fxwy + fywx + fwxy: (3.34)
Hence, we can obtain similarly∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
fw ds
∣∣∣∣∣=
∣∣∣∣∣∑
ij
(∫ ∫
ij
−
[∫ ∫
ij
)
fw ds
∣∣∣∣∣
=
∑
ij
R(2)ij 6Ch
2M2(f)
∑
ij
hikj[|w(#(1)ij )|+ |wx(#(2)ij )|+ |wy(#(3)ij )|]
+C
∣∣∣∣∣∑
ij
h2i k
2
j wxy(f(#
(4)
ij )− f(#(5)ij ))
∣∣∣∣∣6Ch2M2(f)‖w‖1: (3.35)
This completes the proof of Lemma 3.2.
Lemma 3.3. Let (3.9) and (3.13) hold. Suppose (3.7), i.e., S consists of ij, as well as ij located
only close to 9S. Then there exist the error bounds,∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
∇u∇w ds
∣∣∣∣∣6Ch3=2‖w‖1 ∀w∈V 0h ; (3.36)
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∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
fw ds
∣∣∣∣∣6Ch3=2‖w‖1 ∀w∈V 0h : (3.37)
Proof. It follows that∣∣∣∣∣
(∫ ∫
S
−
∫̂ ∫
S
)
∇u∇w ds
∣∣∣∣∣6
∣∣∣∣∣∑
ij
(∫ ∫
ij
−
[∫ ∫
ij
)
∇u∇w ds
∣∣∣∣∣
+
∣∣∣∣∣∑
ij
(∫ ∫
ij
−
[∫ ∫
ij
)
∇u∇w ds
∣∣∣∣∣ : (3.38)
We have from (2.13)∣∣∣∣∣∑
ij
(∫ ∫
ij
−
[∫ ∫
ij
)
∇u∇w ds
∣∣∣∣∣6CM2(u)h∑
ij
∫ ∫
ij
|∇w| ds
6CM2(u)h
√∑
ij
| ij | |w|1; S6CM2(u)h3=2‖w‖1: (3.39)
In the last inequality of (3.39), we have applied the bounds
∑
ij |ij |6Ch, based on the assumption
that all ij are closed to 9S, where | ij | denotes the area of triangle ij.
We may follow the proof in Lemma 3.2, and only notice the di&erent estimates, in particular,
those for the 7rst term in the right-hand side of (3.38). In fact, the bounds of (3.27) and (3.29)
should be modi7ed as follows:∣∣∣∣∣∑
ij
hik3j
92u˜(1)ij
9x9y wxy
∣∣∣∣∣6CM3(u)h∑
j
k2j
∑
i
Case I∗
|wi;j+1 − wi;j|
+CM2(u)
∑
j
k2j
∑
i
Case II∗
|wi;j+1 − wi;j|
6C[h2M3(u) + h3=2M2(u)]‖w‖1; (3.40)
where Case I∗ denotes the case where both Pi;j and Pi;j+1 are interior di&erence nodes, and Case II∗
the case of either Pi;j ∈ 9S or Pi;j+1 ∈ 9S.
As a consequence, the bounds (3.36) are proven from (3.38)–(3.40), and (3.16)–(3.27) in Lemma
3.2; the proof of (3.37) is also similar. This completes the proof of Lemma 3.3
Note that for O(h3=2) in (3.36), we do not need the assumption of the Dirichlet condition (2.2).
Based on (3.8) and Lemmas 3.1–3.3, we have the following theorem.
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Theorem 3.1. Let all the conditions in Lemmas 3.1–3.3 hold. Then the solution uh from the
Shortley–Weller approximation (2.5) has the error bound,
‖uh − u‖16Cht; (3.41)
where t = 2 and 32 for partitions (3.6) and (3.7), respectively.
Remark 3.1. Let us derive the global superconvergence of the Shortley–Weller di&erence approxi-
mation. From the norm equivalence, we have
|uI − uh|1; S6C|uI − uh|1; |uI − uh|0; S6C|uI − uh|0 (3.42)
and then
‖uI − uh‖1; S6C‖uI − uh‖1 = O(ht); (3.43)
where ‖v‖1; S and |v|k;S are the Sobolev norms. This implies that there also exists the superclose O(ht)
for the solutions from the Shortley–Weller approximation. By a posteriori interpolant polynomials,
we may also achieve the global superconvergence O(ht) for the Shortley–Weller approximation, see
[10,11].
4. Comparisons of analytical approaches
This paper presents an analytical approach of the FEM analysis for the Shortley–Weller
approximation, because the Shortley–Weller approximation can be regarded as the bilinear and linear
elements using special rules of integration. Such a theoretical analysis was reported in [8–10] for
combining the FDM with the FEM and other methods. In this paper, we apply the FEM analysis for
the Shortley–Weller approximation to the smooth Poisson equation with the Dirichlet condition. The
disadvantage of the FDM is that the di&erence grids are con7ned to be the coordinate lines. For the
Cartesian coordinates the di&erence lines are parallel to the axes X and Y . Therefore, good di&erence
grids can be found only for rather simple solution domains. However, once such di&erence grids
are obtained, the linear algebraic equations (2.16) are formulated immediately. This is remarkable
advantage over the FEM where the formulation of algebraic equations is usually complicated.
Consider the smooth solutions in Section 3, u∈C3( ;S). We may derive more estimates of di&erent
norms, directly from Theorem 3.1. De7ne the average errors for all interior nodes (i; j)
Av=
∑
ij
|i:j|
Num
; (4.1)
Dv=
∑
ij
|x(i + 12 ; j)|+ |y(i; j + 12)|
Num
;
where Num is the total number of interior nodes (i; j). We have the following corollary.
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Corollary 4.1. Let all conditions in Theorem 3.1 hold. Also assume the total number of ij and
ij is Num = O(h−2). Then there exist the error bounds
Av=O(ht); Dv=O(ht); (4.2)
where t = 2 and 32 for partitions (3.6) and (3.7), respectively.
Proof. We only show the second bound of (4.2). From the assumption Num = O(h−2), we have
from the Schwarz inequality
Dv6 C
∑
ij
h2
(∣∣∣∣x (i + 12 ; j
)∣∣∣∣+ y (i; j + 12
))∣∣∣∣∣
6C
√√√√∑
ij
∫ ∫
ij
2x
(
i +
1
2
; j
)
+ 2x
(
i +
1
2
; j + 1
)
+ 2y
(
i; j +
1
2
)
+ 2y
(
i + 1; j +
1
2
)
6C‖‖16Cht: (4.3)
This completes the proof of Corollary 4.1.
Corollary 4.2. Let S =
⋃
ij ij and (3.9) and (3.13) hold. Also assume that ij are quasiuniform
h
minij{hi; kj}6C; (4.4)
where C is a constant independent of h. Then
max
ij
|ij|=O(h2); (i; j) near 9S; (4.5)
where = u− uh: Moreover for /nite i or j, the average nodal solutions along the directions y and
x have the bounds
Ei =
1
n− 1
n−1∑
j=1
|ij|=O(h2:5); Ej = 1n− 1
n−1∑
i=1
|ij|=O(h2:5): (4.6)
Proof. From the centroid rule, we have from [5, p. 292],∫ xi+1
xi
f(x) dx = hif(xi+1=2) +
∫ xi+1
xi
f′′(t),i(t) dt; (4.7)
where xi+1=2 = 12(xi + xi+1), and the functions are
,i(x) =
{
1
2 (x − xi)2 for xi6 x6 xi + hi2 ;
1
2 (xi+1 − x)2 for xi + hi2 6 x6 xi+1:
(4.8)
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Also we have
(uh)i+1; j = (uh)i; j +
∫ xi+1
xi
(uh)x dx: (4.9)
Furthermore, we have from (4.9) and (4.7)
i+1; j = ij +
∫ xi+1
xi
x dx
= i; j + hi(x)i+1=2; j +
∫ xi+1
xi
,i(t)xxx(t; y) dt
= i; j + hi(x)i+1=2; j +
∫ xi+1
xi
,i(t)uxxx(t; y) dt; (4.10)
by noting (uh)xxx = 0. Hence we have
|i+1; j|6 |i; j|+
√
hi
kj
√
hikj(x)2i+1=2; j +O(h
3)
= |i; j|+
√
hi
kj
√∫ ∫
ij
(x)2i+1=2; j +O(h
3)
6 |i; j|+ C‖‖1 + O(h3); (4.11)
where we have used hi=kj6C due to the quasiuniform assumption of ij. For the Dirichlet condition,
0; j = 0, then from (4.11) we conclude that 1; j = O(h2) and then i; j = O(h2) for 7nite i. This is
(4.5).
Next, we show only the left side result of (4.6). We have from (4.10)
2i+1; j6 2
2
i; j + 2h
2
i (x)
2
i+1=2; j +O(h
6): (4.12)
Then
n−1∑
j=1
∫ yj+1
yj
2i+1; j dy6 2
n−1∑
j=1
∫ yj+1
yj
2i; j dy + 2
n−1∑
j=1
∫ yj+1
yj
h2i (x)
2
i+1=2; j dy +O(h
6): (4.13)
Moreover,
n−1∑
j=1
∫ yj+1
yj
h2i (x)
2
i+1=2; j dy6Ch
∑
ij
∫ ∫
ij
(x)2i+1=2; j6Ch ‖‖
2
1: (4.14)
Hence, we have from (4.13) and (4.14)
n−1∑
j=1
∫ yj+1
yj
2i+1; j dy6 2
n−1∑
j=1
∫ yj+1
yj
2i; j dy + Ch ‖‖
2
1 + O(h
6): (4.15)
This gives
n−1∑
j=1
∫ yj+1
yj
2i+1; j dy6 2
n−1∑
j=1
∫ yj+1
yj
2i; j dy +O(h
5): (4.16)
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Since 20; j = 0 we conclude for 7nite i
n−1∑
j=1
∫ yj+1
yj
2i; j dy =O(h
5): (4.17)
Finally, we have from the Schwarz inequality
Ei =
1
n− 1
n−1∑
j=1
|i; j|6Ch
n−1∑
j=1
|i; j|6C
√
h
√√√√n−1∑
j=1
2i; j
6C
√√√√n−1∑
j=1
kj2i; j6C
√√√√n−1∑
j=1
∫ yj+1
yj
2i; j dy (4.18)
by noting h6Ckj. The left side result of (4.6) follows from (4.18) and (4.17). This completes the
proof of Corollary 4.2.
Besides the H 1 estimates in the FEM analysis, there exist rich results of the maximal estimates
and superconvergence. Superconvergence has been studied by eastern and western scientists. Local
pointwise superconvergence is obtained only on the nodes in a subdomain D(b S) of S usually,
where D b S implies dist(9D; 9S)¿ 0. Chinese scholars have provided some sharper results even on
the solution errors at the nodes near the boundary 9S, see [3]. Consider the following linear FEM:
To seek uh ∈Wh such that (cf. (5.8) later)
a(uh; v) = f(v) ∀v∈W 0h ; (4.19)
where a(u; v)=
∫∫
s ∇u∇v ds; f(v)=
∫∫
s fv, and Wh and W
0
h denote the 7nite-dimensional collections
of the piecewise linear interpolant functions satisfying u| = f and u| = 0, respectively. We have
the following proposition.
Proposition 4.1. Let u∈C2( ;S); S=⋃ijij, and ij be quasiuniform. Then the solution from (4.19)
has the error bound,
max
ij
|ij|=max
ij
|(uh)ij − uij|=O(h2): (4.20)
Moreover, let u∈C3( ;S); S=⋃ij ij=⋃ij(+ij ∪−ij ), and ij be uniform. Then there exist the error
bounds,
max
ij
|(x)i+1=2; j|=max
ij
|((uh)x)i+1=2; j − (ux)i+1=2; j|=O(h2); (4.21)
max
ij
|(y)i; j+1=2|=max
ij
|((uh)y)i; j+1=2 − (uy)i; j+1=2|=O(h2): (4.22)
Also
max
ij
|(uh)ij − uij|=O(h3); (i; j) near 9S: (4.23)
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Fig. 3. Two triangles −ij and +ij of the rectangle ij .
Proof. Eq. (4.20) is obtained from maxS |uh−u|=O(h2) given in [3, p. 192]. When two neighbouring
triangles are formed to be nearly a parallelogram, and when u∈C3( ;S) and ±ij are uniform, the errors
at the nodal derivatives are O(h2) on the midpoints along 9±i; j (see [3, p. 294]). When ij=+i; j∪−i; j
are uniform, two neighbouring triangles along directions x and y do form a parallelogram. Then Eqs.
(4.21) and (4.22) are obtained.
Next, from (4.10) we have
i+1; j = ij + hi(x)i+1=2; j +O(h3): (4.24)
The desired result (4.23) follows from (4.21) and (4.24). This completes the proof of Proposition
4.1.
Note that the integral
∫∫
S fv has no errors in (4.19). More exploration needs to be done for
locally pointwise superconvergence involving integration for the FEMs. However, Proposition 4.1
can be applied to the Shortley–Weller approximation for the Laplace equation. In fact, suppose that
there exists a particular solution ;u to satisfy the Poisson equation: −N;u=f. Then let v= u− ;u, we
obtain
Nv= 0; (x; y)∈ S; v= g(x; y)− ;u; (x; y)∈: (4.25)
Hence, the Poisson equation may be reduced to the Laplace equation with di&erent Dirichlet boundary
conditions, and the numerical solutions can also be obtained by the Shortley–Weller approximation.
5. Other conversions between FDM and FEM
Let us apply Proposition 4.1 to the Shortley–Weller approximation for Poisson’s equation. Choose
the piecewise linear functions on the triangulation of S =
⋃
ij ij =
⋃
ij(+ij ∪ −ij ). Take the down
triangle −ij in Fig. 3 as example, the local linear function on −ij is expressed as
v= vij +
x − xi
hi
(vi+1; j − vij) + y − yikj (vi; j+1 − vij); (x; y)∈
−
ij : (5.1)
Then we have∫ ∫
−ij
∇u∇v ds= hikj
2
[
ux
(
i +
1
2
; j
)
vx
(
i +
1
2
; j
)
+ uy
(
i; j +
1
2
)
vy
(
i; j +
1
2
)]
: (5.2)
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Similarly,∫ ∫
+ij
∇u∇v ds= hikj
2
[
ux
(
i +
1
2
; j + 1
)
vx
(
i +
1
2
; j + 1
)
+ uy
(
i + 1; j +
1
2
)
vy
(
i + 1; j +
1
2
)]
: (5.3)
Denote by Wh the 7nite-dimensional collection of the piecewise interpolant linear functions on S
satisfying (2.2), and by W 0h those satisfying v|S = 0. Comparing (5.2) and (5.3) with (2.10) and
(2.11), we have for u∈Wh and v∈W 0h∫ ∫
+ij
∇u∇v ds+
∫ ∫
−ij
∇u∇v ds=
[∫ ∫
ij
∇u∗∇v∗ ds; (5.4)
where u∗ ∈Vh and v∗ ∈V 0h . Note that Vh and V 0h are the 7nite-dimensional collections of piecewise
bilinear functions given in Sections 2 and 3 already.
Next, the rule for
∫∫
±ij is chosen the same as (2.14)
[∫ ∫
−ij
fv ds=
hikj
8
[2fijvij + fi+1; jvi+1; j + fi;j+1vi; j+1];
∫̂ ∫
/+ij
fv ds=
hikj
8
[2fi+1; j+1vi+1; j+1 + fi+1; jvi+1; j + fi;j+1vi; j+1]: (5.5)
Then for w∈W 0h ,
[∫ ∫
+ij
fw +
[∫ ∫
−ij
fw =
[∫ ∫
ij
fv; (5.6)
where v∈V 0h . Therefore, the Shortley–Weller approximation (2.16) for Poisson’s equation can also
be expressed by the following linear FEM: To seek uh ∈Wh such that
a(uh; v) = fˆ(v) ∀v∈W 0h ; (5.7)
where
a(u; v) =
∫ ∫
S
∇u∇v ds; fˆ(v) =
∫̂ ∫
S
fv=
∑
ij
[∫ ∫
ij
fv: (5.8)
Below, let us consider three kinds of FEMs: To seek uEh ; u
D
h ; uh ∈Vh such that∫ ∫
S
∇uEh∇v=
∫ ∫
fv ∀v∈V 0h ; (5.9)∫ ∫
S
∇uDh∇v=
∫̂ ∫
fv ∀v∈V 0h ; (5.10)∫̂ ∫
S
∇uh∇v=
∫̂ ∫
fv ∀v∈V 0h ; (5.11)
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where uEh ; u
D
h ; uh are the solutions from the FEM, the FDM and the Shortley–Weller approximation,
respectively. For (5.10), there is no error for the divergence integration, the homogeneous di&erence
equations (e.g., those for the Laplace equation) are exactly the same as those from the FEM, (5.9).
But the nonhomogeneous part is the same as that of the Shortley–Weller approximation, (5.11).
First, after some manipulation we obtain from (5.10) the interior di&erence equations of nine nodes,
−1
6
kj + kj−1
2
{
4
(
ui+1; j − uij
hi
− uij − ui−1; j
hi−1
)
+
(
ui+1; j+1 − ui; j+1
hi
− ui; j+1 − ui−1; j+1
hi−1
)
+
(
ui+1; j−1 − ui; j−1
hi
− ui; j−1 − ui−1; j−1
hi−1
)}
− 1
6
hi + hi−1
2
{
4
(
ui; j+1 − uij
kj
− ui; j − ui; j−1
kj−1
)
+
(
ui+1; j+1 − ui+1; j
kj
− ui+1; j − ui+1; j−1
kj−1
)
+
(
ui−1; j+1 − ui−1; j
kj
− ui−1; j − ui−1; j−1
kj−1
)}
=
(hi + hi−1)(kj + kj−1)
4
fij; (i; j)∈ S: (5.12)
Second, denote the interior Shortley–Weller approximation from (5.11) divided on two sides by a
factor (hi + hi−1=2)(kj + kj−1=2),
(/hu)ij = (/xhu)ij + (/
y
hu)ij = fij; (5.13)
where
(/xhu)ij =
1
hi + hi−1
2
{
ui+1; j − uij
hi
− ui; j − ui−1; j
hi−1
}
;
(/yhu)ij =
1
kj + kj−1
2
{
ui; j+1 − uij
kj
− ui; j − ui; j−1
kj−1
}
: (5.14)
Also by dividing both sides of (5.12) by (hi + hi−1=2)(kj + kj−1=2), we obtain
− 16 {4(/xhu)ij + (/xhu)i; j+1 + (/xhu)i; j−1)
− 16 {4(/yhu)ij + (/yhu)i+1; j + (/yhu)i−1; j = fij: (5.15)
For the uniform squares hi = kj = h, Eq. (5.15) leads to the di&erence equations,
− 16 {2(ui+1; j + ui−1; j + ui; j+1 + ui; j−1 − 4uij)
+ 2 (ui+1; j+1 + ui−1; j−1 + ui+1; j−1 + ui−1; j+1 − 4uij)}= h2fij; (5.16)
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called the FDM with nine nodes in this paper. In fact, the Shortley–Weller approximation rotating
by 0=4 from the Cartesian coordinates XOY gives
(/roth u)ij =
1
2(ui+1; j+1 + ui−1; j−1 + ui+1; j−1 + ui−1; j+1 − 4uij): (5.17)
Hence, Eq. (5.16) can also be interpreted as a variety of the Shortley–Weller approximation
− 16 (2(/hu)ij + 4(/roth u)ij) = h2fij: (5.18)
The maximal nodal errors of the numerical solutions from (5.18) (e.g., (5.16)) are still O(h2M4(u)),
but the more nonzero coeTcients are involved in the interior di&erence equations. However, the
following di&erence equations with a di&erent combination of (/hu)ij and (/roth u)ij o&er much smaller
maximal errors O(h4M6(u)), see [2],
− 16{4(ui+1; j + ui−1; j + ui; j+1 + ui; j−1 − 4uij)
+(ui+1; j+1 + ui−1; j−1 + ui+1; j−1 + ui−1; j+1 − 4uij)}= h2
(
fij +
h2
12
Nfij
)
; (5.19)
which is called the Bramble–Hubbard scheme in this paper, and expressed simply by
− 16 (4(/hu)ij + 2(/roth u)ij) = h2
(
fij +
h2
12
Nfij
)
: (5.20)
Third, when hi= kj=h, the interior di&erence equations are obtained from the bilinear FEM (5.9)
− 16 (2(/hu)ij + 4(/roth u)ij) =
h2
36
{16fij + 4(fi+1; j + fi−1; j + fi;j+1 + fi;j−1)
+ (fi+1; j+1 + fi−1; j−1 + fi+1; j−1 + fi−1; j+1)}: (5.21)
Note that the nonhomogeneous term on the right-hand side of (5.21) also involves nine nodal
values. Obviously, the Shortley–Weller approximation is simplest in algorithms, and the FEM is
most complicated. We write the di&erence equations of (5.9)–(5.11) in the forms of matrix and
vector,
AEx˜ =Db˜; AEx˜ = b˜; Ax˜ = b˜; (5.22)
respectively, where AE and D are also symmetric and positive de7nite matrices, and x˜ and b˜ are
given in (2.17). Denote AE = (a∗ij). When hi = kj = h, we can see from (5.21)
a∗ii ¿ 0; a
∗
ij6 0; i = j; (5.23)
a∗ii¿
n∑
j=1∧j =i
|a∗ij| ∀i; (5.24)
a∗i0 ;i0 ¿
n∑
j=1∧j =i0
|a∗i0 ;j|; ∃i0: (5.25)
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Hence, matrix AE of (5.22) is also an M matrix, and the maximal errors of (5.18) and (5.21) can
be derived from the maximum principle. However for nonuniform grids, the o&-diagonal matrices
of AE may also be positive, and the maximum principle is no longer valid for the FEM solutions.
In fact, to satisfy (5.23)–(5.25), we can derive the following necessary and suTcient condition for
the nonuniform equations (5.12) of the FEM,
4hihi−1¿ kj(kj + kj−1); 4hihi−1¿ kj−1(kj + kj−1);
4kjkj−1¿ hi(hi + hi−1); 4kjkj−1¿ hi−1(hi + hi−1): (5.26)
When the uniform rectangular meshes are used, e.g., hi = h and kj = k, condition (5.26) leads to
2h2¿ k2; 2k2¿ h2; (5.27)
which gives√
2
2
h6 k6
√
2h (5.28)
for the bilinear FEM to apply the analysis of the maximum principle.
6. Numerical experiments
Choose (2.1) and (2.2), S = {(x; y) | − 16 x6 1; 06y6 1} and u = sin 0x sin 0y, then f =
202u. Let ij be nonquasiuniform. Denote h = 1=N; N is even, and choose x2i = 2ih and x2i+1 =
x2i + 3h, and y2j = 2jh and y2j+1 = y2j + 3h. The maximal ratio of mesh spacing is given by

=maxij{hi; kj}=minij{hi; kj}= (2− 3)=3. In computation, we choose 3=1; 0:5; 0:1; 0:01 and 0.001.
Denote the division numbers along x and y by 2N and N , respectively. Then the interior di&erence
grids (i; j) = (xi; yj), where 16 i6 2N − 1 and 16 j6N − 1. Numerical results are provided in
Tables 1–5. We can see the following asymptotic rates for all 3 in Tables 1–5
‖‖0 = O(h2); ‖‖1 = O(h2); Con(A) = O(h−2);
Av=O(h2); Avx =O(h2); Avy =O(h2); (6.1)
Table 1
Error norms and condition number with uniform di&erence grids
N 4 8 16 32
‖‖0 0.375 0:916(−2) 0:228(−2) 0:568(−3)
‖‖1 0:904(−1) 0:222(−1) 0:554(−2) 0:138(−2)
maxij |ij| 0:530(−1) 0:130(−1) 0:322(−2) 0:804(−3)
maxij |(x)i+1=2; j| 0:760(−1) 0:199(−1) 0:503(−2) 0:126(−2)
maxij |(y)i; j+1=2| 0:760(−1) 0:199(−1) 0:503(−2) 0:126(−2)
Av 0:294(−1) 0:623(−2) 0:143(−2) 0:341(−3)
Avx 0:356(−1) 0:844(−2) 0:207(−2) 0:514(−3)
Avy 0:240(−1) 0:704(−2) 0:190(−2) 0:494(−3)
1 0:375(−1) 0:496(−2) 0:628(−3) 0:788(−4)
2 0:530(−1) 0:916(−2) 0:123(−2) 0:157(−3)
Con(A) 9.90 41.0 165 660
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Table 2
Error norms and condition number with nonuniform di&erence grids as 3 = 0:5
N 4 8 16 32
‖‖0 0:800(−1) 0:170(−1) 0:450(−2) 0:998(−3)
‖‖1 0.264 0:654(−1) 0:163(−1) 0:408(−2)
maxij |ij| 0.126 0:252(−1) 0:584(−2) 0:143(−2)
maxij |(x)i+1=2; j| 0.243 0:667(−1) 0:172(−1) 0:424(−2)
maxij |(y)i; j+1=2| 0.223 0:699(−1) 0:176(−1) 0:430(−2)
Av 0:444(−1) 0:105(−1) 0:244(−2) 0:589(−3)
Avx 0.102 0:254(−1) 0:625(−2) 0:155(−2)
Avy 0:678(−1) 0:204(−1) 0:560(−2) 0:147(−2)
1 0.126 0:186(−1) 0:247(−2) 0:317(−3)
2 0.110 0:186(−1) 0:236(−2) 0:228(−3)
Con(A) 14.1 55.4 221 880
Table 3
Error norms and condition number with nonuniform di&erence grids as 3 = 0:1
N 4 8 16 32
‖‖0 0.145 0.323 0:786(−2) 0:195(−2)
‖‖1 0.386 0:912(−1) 0:225(−1) 0:560(−2)
maxij |ij| 0.209 0:462(−1) 0:112(−1) 0:277(−2)
maxij |(x)i+1=2; j| 0.549 0.138 0:344(−1) 0:861(−2)
maxij |(y)i; j+1=2| 0.502 0.133 0:338(−1) 0:855(−2)
Av 0:731(−1) 0:193(−1) 0:470(−2) 0:115(−2)
Avx 0.144 0:423(−1) 0:109(−1) 0:275(−2)
Avy 0.724 0:318(−1) 0:957(−2) 0:258(−2)
1 0.209 0:333(−1) 0:441(−2) 0:562(−3)
2 0.207 0:332(−1) 0:433(−2) 0:545(−3)
Con(A) 62.8 225 876 0.348(4)
max
ij
|ij|=O(h2); max
ij
|(x)i+1=2; j|=O(h2); max
ij
|(y)i; j+1=2|=O(h2);
1 = O(h3); 2 = O(h3); (6.2)
where
Av=
1
Num
∑
ij
|(i; j)|; Avx = 1Num
∑
ij
∣∣∣∣x (i + 12 ; j
)∣∣∣∣ ;
Avy =
1
Num
∑
ij
∣∣∣∣y (i; j + 12
)∣∣∣∣ ;
1 = max
i; j
{|1; j|; |2N−1; j|; |i;1|; |i;N−1|}; 2 = max
i; j
{|2; j|; |2N−2; j|; |i;2|; |i;N−2|}; (6.3)
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Table 4
Error norms and condition number with nonuniform di&erence grids as 3 = 0:01
N 4 8 16 32
‖‖0 0.163 0:370(−1) 0:902(−2) 0:224(−2)
‖‖1 0.386 0:907(−1) 0:223(−1) 0:556(−2)
maxij|ij| 0.231 0:523(−1) 0:128(−1) 0:317(−2)
maxij|(x)i+1=2; j| 0.661 0.161 0:396(−1) 0:995(−2)
maxij|(y)i; j+1=2| 0.665 0.160 0:398(−1) 0:994(−2)
Av 0:775(−1) 0:218(−1) 0:538(−2) 0:132(−2)
Avx 0.139 0:452(−1) 0:119(−1) 0:302(−2)
Avy 0:629(−1) 0:335(−1) 0:110(−1) 0:283(−2)
1 0.231 0:371(−1) 0:490(−2) 0:621(−3)
2 0.231 0:370(−1) 0:489(−2) 0:619(−3)
Con(A) 619 0.217(4) 0:841(4) 0.334(5)
Table 5
Error norms and condition number with nonuniform di&erence grids as 3 = 0:001
N 4 8 16 32
‖‖0 0.165 0:374(−1) 0:914(−2) 0:227(−2)
‖‖1 0.385 0:904(−1) 0:223(−1) 0:554(−2)
maxij|ij| 0.233 0:530(−1) 0:129(−1) 0:321(−2)
maxij|(x)i+1=2; j| 0.673 0.163 0:404(−1) 0:101(−1)
maxij|(y)i; j+1=2| 0.673 0.163 0:401(−1) 0:101(−1)
Av 0:779(−1) 0:220(−1) 0:545(−2) 0:134(−2)
Avx 0.138 0:454(−1) 0:120(−1) 0:305(−2)
Avy 0:616(−1) 0:336(−1) 0:105(−1) 0:285(−2)
1 0.233 0:375(−1) 0:495(−2) 0:627(−3)
2 0.233 0:375(−1) 0:495(−2) 0:627(−3)
Con(A) 0.619(4) 0.217(5) 0.839(5) 0.333(6)
where Num is the total number of the errors related. The condition number of the associated matrix
A is de7ned by
Con(A) =
4max(A)
4min(A)
; (6.4)
where 4max(A) and 4min(A) are the maximal and minimal eigenvalues of matrix A, respectively.
Eqs. (6.1)–(6.2) coincide very well with the analysis in Sections 3 and 4. Note that the di&erence
grids are not required to be quasiuniform, see Table 5 with 3=0:001 where the condition number is
large, but its increasing rate is still O(h−2). The errors at N =32 in Table 5 are roughly equivalent
to those at N =16 in Table 1, where the uniform grids are used. This fact also gives a validation for
the local re7nements in Part II [12] for unbounded derivatives near the boundary. Eq. (6.2) veri7es
again the high order convergence rate O(h3) of nodal errors near the boundary in [14].
Next, we choose the uniform grids with hi = kj = h, and carry out numerical experiments by
(5.16), (5.21), and the Bramble–Hubbard scheme, (5.20). Error norms and condition number are
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Table 6
Error norms and condition number with hi = kj = h by the FDM with nine nodes
N 4 8 16 32
‖‖0 0.118 0:278(−1) 0:685(−2) 0:170(−2)
‖‖1 0.446 0.106 0:262(−1) 0:654(−2)
maxij|ij| 0.167 0:393(−1) 0:969(−2) 0:241(−2)
maxij|(x)i+1=2; j| 0.398 0.101 0:252(−1) 0:631(−2)
maxij|(x)i; j+1=2| 0.398 0.101 0:252(−1) 0:631(−2)
Av 0:927(−1) 0:189(−1) 0:429(−2) 0:102(−2)
Avx 0.186 0:427(−1) 0:104(−1) 0:258(−2)
Avy 0.126 0:356(−1) 0:995(−2) 0:247(−2)
1 0.118 0:150(−1) 0:189(−2) 0:236(−3)
2 0.118 0:278(−1) 0:371(−2) 0:471(−3)
Con(A) 5.22 20.8 82.8 331
Table 7
Error norms and condition number with hi = kj = h by the bilinear FEM
N 4 8 16 32
‖‖0 0.352 0:902(−2) 0:227(−2) 0:568(−3)
‖‖1 0.235 0:606(−1) 0:153(−1) 0:382(−2)
maxij|ij| 0:498(−1) 0:128(−1) 0:321(−2) 0:803(−3)
maxij|(x)i+1=2; j| 0.215 0:588(−1) 0:150(−1) 0:378(−2)
maxij|(y)i; j+1=2| 0.215 0:588(−1) 0:150(−1) 0:378(−2)
Av 0:276(−1) 0:614(−2) 0:142(−2) 0:341(−3)
Avx 0.101 0:249(−1) 0:620(−2) 0:154(−2)
Avy 0:677(−1) 0:208(−1) 0:569(−2) 0:148(−2)
1 0:352(−1) 0:488(−2) 0:626(−3) 0:787(−4)
2 0:498(−1) 0:902(−2) 0:123(−2) 0:157(−3)
Con(A) 5.21 20.7 82.8 331
listed in Tables 6–8, and their comparisons are given in Table 9. From Table 9, among the three
schemes of O(h2), it seems that the Shortley–Weller approximation is the best, by noting that the
norm ‖‖ = 0:138(−2) at N = 32 is smaller than ‖‖ = 0:362(−2) from the bilinear FEM, and
‖‖ = 0:654(−2) from the FDM with nine nodes, and that the maximal nodal derivative errors
from the Shortley–Weller approximation are about one-third of those from the bilinear FEM, see
Tables 1 and 7. Since the Shortley–Weller approximation is simplest in algorithms, it should be
recommended. Note that in this paper we provide superconvergence analysis for all three kinds of
FEMs in (5.9)–(5.11), and in the next paper we will, for all of them, explore superconvergence of
unbounded derivatives near the boundary.
From Table 8, we can see the asymptotic rates for the Bramble–Hubbard scheme,
‖‖0 = O(h4); ‖‖1 = O(h2); Con(A) = O(h−2);
Av=O(h4); Avx =O(h2); Avy =O(h2); (6.5)
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Table 8
Error norms and condition number with hi = kj = h by the Bramble–Hubbard scheme in [2]
N 4 8 16 32
‖‖0 0:477(−2) 0:285(−3) 0:176(−4) 0:110(−5)
‖‖1 0.101 0:214(−1) 0:512(−2) 0:127(−2)
maxij|ij| 0:674(−2) 0:403(−3) 0:249(−4) 0:155(−5)
maxij|(x)i+1=2; j| 0:931(−1) 0:210(−1) 0:510(−2) 0:126(−2)
maxij|(y)i; j+1=2| 0:931(−1) 0:210(−1) 0:510(−2) 0:126(−2)
Av 0:374(−2) 0:194(−3) 0:110(−4) 0:658(−6)
Avx 0:436(−1) 0:891(−2) 0:210(−2) 0:517(−3)
Avy 0:294(−1) 0:743(−2) 0:193(−2) 0:496(−3)
1 0:477(−2) 0:154(−3) 0:485(−5) 0:152(−6)
2 0:674(−2) 0:285(−3) 0:952(−5) 0:302(−6)
Con(A) 7.04 27.8 110 440
Table 9
Comparisons of error norms and condition number with hi = kj = h at N = 32 by di&erent methods,
the notation “∗” indicates the best results among those in Tables 1, 6 and 7
Tables Table 1 Table 6 Table 7 Table 8
‖‖0 0:568(−3)∗ 0:170(−2) 0:568(−3)∗ 0:110(−5)
‖‖1 0:138(−2)∗ 0:654(−1) 0:362(−2) 0:127(−2)
maxij|ij| 0:804(−3) 0:241(−3) 0:803(−3)∗ 0:155(−5)
maxij|(x)i+1=2; j| 0:126(−2)∗ 0:631(−2) 0:378(−2) 0:126(−2)
maxij|(y)i; j+1=2| 0:126(−2)∗ 0:631(−2) 0:378(−2) 0:126(−2)
Av 0:341(−3)∗ 0:102(−2) 0:341(−3)∗ 0:658(−6)
Avx 0:514(−3)∗ 0:258(−2) 0:154(−2) 0:517(−3)
Avy 0:494(−3)∗ 0:247(−2) 0:148(−2) 0:496(−3)
1 0:788(−4) 0:236(−3) 0:787(−4)∗ 0:152(−6)
2 0:157(−3)∗ 0:471(−3) 0:157(−3)∗ 0:302(−6)
Con(A) 660 331∗ 331∗ 440
max
ij
|ij |=O(h4); max
ij
|(x)i+1=2; j|=O(h2); max
ij
|(y)i; j+1=2|=O(h2);
1 = O(h6); 2 = O(h6): (6.6)
The maximal solution error O(h4) is consistent with [2], and the maximal errors near the boundary
are even smaller, being i = O(h6); i = 1; 2. Since ‖‖0 = O(h4), we may expect ‖‖1 = O(h3).
However, the numerical results are still ‖‖1 = O(h2). Below we give a brief explanation and an
improved computational algorithm.
Suppose that u∈C4( ;S), and uij = u(xi; yj) + O(h4) and ui+1; j = u(xi+1; yj) + O(h4) from the
Bramble–Hubbard scheme. Then we have
ui+1; j − uij
h
=
u(xi+1; yj)− u(xi; yj)
h
+O(h3): (6.7)
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Fig. 4. A 3× 3 fashion of ij .
From the Taylor formula,
u(xi+1; yj)− u(xi; yj)
h
=
9u
9x (xi+1=2; yj) + O(h
2M3(u)): (6.8)
Combining (6.7) and (6.8) gives∣∣∣∣ui+1; j − uijh − 9u9x (xi+1=2; yj)
∣∣∣∣=O(h2): (6.9)
This is the reason for the Bramble–Hubbard scheme to have the low convergence rate ‖‖1 =O(h2).
In order to raise the derivative errors, we may adopt an a posteriori interpolant polynomial of
order three on a 3× 3 nodes shown on Fig. 4. The Lagrange interpolant polynomial of order three
is given in [1],
P3(x) =
3∑
i=0
Ti(x)ui; 06 x6 3; (6.10)
where ui = u(x)|x=i and the polynomials are
T0(x) =− 16 (x − 1)(x − 2)(x − 3); T1(x) = 12 x(x − 2)(x − 3);
T2(x) =− 12 x(x − 1)(x − 3); T3(x) = 16 x(x − 1)(x − 2): (6.11)
Let S=
⋃
ij ij be split into the 3× 3 fashion as in Fig. 4: 3×3ij =
⋃2
r;‘=0 i+r; j+‘ (some overlap may
be allowed). For each 3 × 3 di&erence grids, we formulate the a posterior interpolant polynomials
of order three, based on the solutions uB−Hh from the Bramble–Hubbard scheme,
7puB−Hh =
3∑
r;‘=0
Tr
(
x − xi+r
h
)
T‘
(
y − yj+‘
h
)
(uB−Hh )i+r; j+‘; (x; y)∈ 3×3ij : (6.12)
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Let u∈C4( ;S), we can easily prove the following derivative errors:
max
(x;y)∈ 3×3ij
∣∣∣∣∣9k7puB−Hh9xi9yk−i − 9ku9xi9yk−i
∣∣∣∣∣=O(h4−k); k = 0; 1; 2; 3: (6.13)
Therefore, for the uniform grids with hi = kj = h, the Bramble–Hubbard scheme is strongly recom-
mended.
7. Concluding remarks
1. This paper explores superconvergence of derivatives for the Shortley–Weller approximation.
The main results are given in Theorem 3.1. When u∈C3( ;S) (i.e., u∈C3;0( ;S)) and f∈C2( ;S), the
superconvergence rate O(h2) of solution derivatives in the discrete H 1 norms by the Shortley–Weller
approximation is derived for rectangular di&erence grids, where h is the maximal mesh length of
di&erence grids used, and the grids are not con/ned to be quasiuniform. The quasiuniform assumption
in [9] is removed in this paper, which is veri7ed by the numerical results as 3 down to 0.001 in
Table 5, which indicates the maximal ratio of mesh spacing is 
 = 1999. Note that the assumption
C3( ;S) (=C3;0( ;S)) is weaker than C3;1( ;S) in [14].
2. The superconvergence of the discrete H 1 norms proposed in this paper is equivalent to some
mean of nodal derivatives proposed in this paper, see Corollaries 4.1 and 4.2. Remark 3.1 implies
that the superconvergence in this paper may fall into the global superconvergence. Moreover, we
also con7rm the new result in [14] that the maximal nodal errors are O(h3) near the boundary, based
on Proposition 4.1.
3. In Section 5, we consider three kinds of FEMs, (5.9)–(5.11), and display a deeper relation
between the FDM and the FEM. Based on numerical results in Tables 1 and 6–8, the Shortley–
Weller approximation is the best. The superconvergence analysis of this paper and the next study in
[12] can be applied to all of them. Not only can the FEM analysis be employed to the Shortley–
Weller approximation, but also the traditional FDM analysis using maximum principle to the bilinear
FEM with the uniform rectangles satisfying (5.28).
4. We also carry out the numerical experiments for the Bramble–Hubbard scheme, and the maximal
nodal errors are O(h4) numerically. By means of the a posteriori interpolant (6.12), the derivatives of
order k have the errors O(h4−k); k=1; 2; 3. For the uniform ij with hi=kj=h, the Bramble–Hubbard
scheme is strongly recommended due to high convergence rates.
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