Abstract. Highly-accurate numerical methods that can efficiently handle problems with interfaces and/or problems in domains with complex geometry are essential for the resolution of a wide range of temporal and spatial scales in many partial differential equations based models from Biology, Materials Science and Physics. In this paper we continue our work started in 1D, and we develop high-order accurate methods based on the Difference Potentials for 2D parabolic interface/composite domain problems. Extensive numerical experiments are provided to illustrate high-order accuracy and efficiency of the developed schemes.
Introduction
Designing numerical methods with high-order accuracy for problems with interfaces (for example, models for composite materials or fluids, etc.), as well as models in domains with complex geometry is crucial for modeling of problems from Biology, Materials Science and Physics. Furthermore, interface problems result in non-smooth solutions (or even discontinuous solutions) at the interfaces, and therefore standard numerical methods (finite-difference, finite-element methods, etc.) in any dimension will very often fail to produce accurate approximations of the solutions to the interface problems, and thus special numerical algorithms have to be developed for the approximation of such problems.
There is extensive literature that addresses problems in domains with irregular geometries and interface problems. For example, among finite-difference/finite-volume based methods for such problems are the Immersed Boundary Method (IB) ( [33, 34] , etc.), the Immersed Interface Method (IIM) ( [1, 20, [23] [24] [25] , etc.), the Ghost Fluid Method (GFM) ( [15, 27, 28] , etc.), the Matched Interface and Boundary Method (MIB) ( [46, 48] , etc.), the method based on the Integral Equations approach, ( [30] , etc.) and among the most recent methods are Cartesian Grid Embedded Boundary Method ( [9] ), Multigrid Method for Elliptic Problems with Discontinuous Coefficients on an Arbitrary Interface ( [8] ), the Virtual Node Method in [18] and the Voronoi Interface Method in [17] . Among the finite-element methods for interface problems are ( [5, 7, 43, 45, 47] , etc.). These methods are robust interface methods that have been applied to solve many problems in science and engineering. For a detailed review of the subject the reader can consult, for example, [25] . However, in spite of great advances in the numerical methods for interface problems and problems in domains with complex geometry, it is still a challenge (especially for time-dependent problems) to design high-order accurate and efficient methods for such problems.
We develop in this work numerical algorithms based on the Difference Potentials Method (DPM). DPM was originally proposed by V.S. Ryaben'kii in 1969 in his Doctor of Science Habilitation Thesis, see [37, 38, 41] . DPM on its own, or in combination with other numerical methods, is an efficient technique for the numerical solution, as well as for the discrete modeling of interior and exterior boundary value problems in domains with arbitrary geometry. The main idea behind DPM is to reduce uniquely solvable and well-posed boundary value problems to pseudo-differential boundary equations with projections. Methods based on Difference Potentials introduce computationally simple auxiliary domains. After that, the original domains are embedded into auxiliary domains (and the auxiliary domains are discretized using regular structured grids). Next, DPM defines a Difference Potentials operator and constructs discrete pseudo-differential Boundary Equations with Projections to obtain the value of the solution at the points near the continuous boundary of the original domain (at the points of the discrete grid boundary which straddles the continuous boundary from the inside and outside of the domain). Using the reconstructed values of the solution at the discrete grid boundary, the approximation to the solution in the domain is obtained through the discrete generalized Green's formula (see about DPM, for example in, [14, 16, 38, 41] and about recent developments on DPM in [2, 3, 6, 10, 12, 13, 19, 29, 31, 32, 39, 40, 42, 44] , etc.).
In this paper, we start by extending the work on high-order accurate Difference Potentials methods started in 1D in [3] to 2D linear parabolic interface models (with fixed smooth curvilinear interfaces) and we construct both second-order (DPM2) and fourth-order (DPM4) accurate methods (in time and space) for such problems.
At this point we are not aware of any other fourth-order method for such 2D parabolic interface problems. Moreover, numerical experiments in Section 6 indicate that the developed methods preserve high-order accuracy on the interface problems not only in the solution, but also in the discrete gradient of the solution.
The main complexity of the high-order methods based on Difference Potentials developed in this work reduces to several solutions of simple auxiliary problems on structured Cartesian grids. The proposed numerical methods are not restricted by the type of the boundary or interface conditions (as long as the continuous problems are well-posed), and are also computationally efficient since any change of the boundary/interface conditions affects only a particular component of the overall algorithm, and does not affect most of the numerical algorithm. Furthermore, the construction of the Boundary Equations with Projections on the discrete grid boundaries makes it possible to reconstruct the solution near the interface (from both sides) with high-order accuracy. Finally, the developed methods based on Difference Potentials approach handle non-matching interfaces/(and/or) grids with ease and are well-suited for the development of parallel algorithms.
The paper is organized as follows. In Section 2, we introduce the formulation of the problem. Next, to illustrate the unified approach behind the construction of DPM with different orders of accuracy, we construct methods based on Difference Potentials with second-and with fourth-order accuracy in space and time in Section 3.1 and in Appendix Section 7 for single domain 2D parabolic models. In Section 4, we extend the developed methods to 2D parabolic interface/composite domain model problems. For the reader's convenience, we give a brief summary of the main steps of the presented numerical algorithms in Section 5. Finally, we illustrate the performance of the proposed Difference Potentials Methods, DPM2 and DPM4 in several challenging numerical experiments in Section 6. Some concluding remarks are given in Section 7.
Parabolic interface and composite domain models
In this work we are concerned with the numerical solution of the parabolic interface/composite domain problems on Ω defined inside some bounded auxiliary domain
∂u Ω1 ∂t − L 1 u Ω1 = f Ω1 (x,y,t), (x,y) ∈ Ω 1 and t ∈ (0,T ] (2.1) ∂u Ω2 ∂t − L 2 u Ω2 = f Ω2 (x,y,t), (x,y) ∈ Ω 2 and t ∈ (0,T ] (2.2) subject to the appropriate interface/matching conditions on Γ:
α 1 u Ω1 − β 1 u Ω2 = μ 1 (x,y,t), (x,y) ∈ Γ and t ∈ (0,T ] (2.3) α 2 ∂u Ω1 ∂n − β 2 ∂u Ω2 ∂n = μ 2 (x,y,t), (x,y) ∈ Γ and t ∈ (0,T ], (2.4) boundary condition on the exterior boundary ∂Ω 1 :
l(u Ω1 ) = ψ 1 (x,y,t), (x,y) ∈ ∂Ω 1 and t ∈ (0,T ], (2.5) and initial conditions: Here, for brevity of notation, we use u Ω1 := u Ω1 (x,y,t) to denote the solution to (2.1)-(2.7) in domain Ω 1 and u Ω2 := u Ω2 (x,y,t) to denote the solution to (2.1)-(2.7) in domain Ω 2 . Operator l in (2.5) is the boundary operator that defines boundary conditions on the exterior boundary ∂Ω 1 (for example, Dirichlet or Neumann, etc.). We consider, here, the composite domain Ω = Ω 1 ∪ Ω 2 separated by an interface curve Γ, which is a closed smooth curve (we assume in this work that the interface curve Γ is at least in C 2 ) and Ω ⊆ Ω 0 , see Figure 2 .1. We assume in this work that L s , s ∈ {1,2} are second-order linear elliptic differential operators of the form
Here, λ s > 0 are positive piecewise-constant coefficients defined in larger auxiliary subdomains Ω 0 s ⊃ Ω s . The sources f Ωs (x,y,t) are sufficiently smooth functions defined in each subdomain Ω s , the functions μ s (x,y,t) are sufficiently smooth functions defined on Γ and the function ψ 1 (x,y,t) is a sufficiently smooth function defined on ∂Ω 1 . For the sake of simplicity, we assume that α 1 ,α 2 ,β 1 ,β 2 are constant coefficients in this work. We assume that the continuous problem (2.1)-(2.7) is well-posed (see for example, [21] and [22] for some existence, uniqueness and regularity results). Furthermore, we consider operators on the left-hand side of (2.1)-(2.2) that are well-defined on some larger auxiliary domain Ω (2) Note, that methods developed in this paper are well-suited for variable coefficient problems and models in heterogenous media [11, 12, 41] , as well as for nonlinear parabolic models, and these will be a part of the future study [4] .
Single domain
To simplify the construction of the high-order methods for parabolic interface problems, we first develop high-order methods for parabolic models in a single domain. In Section 4 we generalize this approach to parabolic interface and composite domain problems (2.1)-(2.7).
Consider a linear second-order parabolic equation defined in a domain Ω ⊂ R 2 :
subject to the appropriate boundary conditions:
and initial conditions:
where Ω ⊂ Ω 0 and Γ := ∂Ω, see Figure 3 .1. Here, again, we use u := u(x,y,t) to denote the solution to (3.1)-(3.3) in the domain Ω and the operator l in (3.2) is the boundary operator that defines boundary conditions on the exterior boundary ∂Ω.
Similar to the interface problem (2.1)-(2.7) we assume that L in (3.1) is the secondorder linear elliptic differential operator of the form smooth function defined on Γ. We assume that the continuous problem (3.1)-(3.3) is well-posed. Moreover, we consider here the operator on the left-hand side of the Equation (3.1) that is well-defined on some larger auxiliary domain: we assume that for any sufficiently smooth function f (x,y,t) on Ω 0 , the Equation (3.1) defined on a larger domain Ω 0 has a unique solution u on Ω 0 satisfying the given initial conditions and boundary conditions on ∂Ω 0 .
3.1.
High-order accurate methods based on difference potentials for parabolic problems. The current work is an extension of the work started in 1D settings in [3] to the 2D parabolic models. For the time being we restrict our attention here to problems with piecewise-constant coefficients. However, the construction of the methods given below allows for the direct extension to parabolic problems in heterogeneous media, which will be a part of our near future research. In this work, the choices of the underlying second-order or the fourth-order in space and time approximation, (3.9)-(3.10) combined with (3.13), or (3.9)-(3.10) combined with (3.15) were employed with the goal of efficient illustration and implementation of the ideas, as well as for the ease of the future extension to models in heterogeneous media. Note, that the approach presented here based on Difference Potentials can be similarly used with any other suitable underlying high-order discretization of the given continuous model. Similar to [3] , we will illustrate our ideas below by constructing the second and the fourth-order schemes together, and will only comment on the differences between them.
Introduction of the Auxiliary Domain: Place the original domain Ω in the computationally simple auxiliary domain Ω 0 ⊂ R 2 that we will choose to be a square. Next, introduce a Cartesian mesh for Ω 0 , with points x j = jΔx,y k = kΔy,(k,j = 0,1,...). Let us assume for simplicity that h := Δx = Δy. Define a finite-difference stencil
j,k with its center placed at (x j ,y k ), to be a 5-point central finite-difference stencil of the second-order method, or a 9-point central finite-difference stencil of the fourth-order method, respectively, see Figure 3 .2: figure) , [2] . 
Remark 3.1. From here on, κ either takes the value 5 (if the 5-point stencil is used to construct the second-order method), or 9 (if the 9-point stencil is used to construct the fourth-order method).
− , γ will be used to develop high-order methods in 2D based on the Difference Potentials idea.
Construction of the System of the Discrete Equations: We first discretize Equation (3.1) in time, which yields a time-discrete reformulation of the parabolic Equation (3.1) of the form:
Given numerical solutions u n , n ≤ i at previous time levels, find u i+1 such that
Here, the operator L Δt [u i+1 ] denotes the linear elliptic operator applied to u i+1 ≈ u(·,t i+1 ) and F i+1 is the right-hand side obtained after time-discretization of (3.1) (see Appendix Section 7 for details). Note, in this paper, we consider the second-order trapezoidal scheme or the second-order backward difference scheme (BDF2) as the time discretization for the construction of the second-order accurate in space Difference Potentials Method (DPM2). The fourth-order backward difference discretization in time (BDF4) is considered for the construction of the fourth-order accurate in space Difference Potentials Method (DPM4). Therefore, the linear operator L Δt [u i+1 ] in (3.7) in this work takes the general form: 
The fully discrete system of the Equations (3.9) is obtained here by discretizing (3.7) with either the second-order centered finite difference in space (3.13) or with the fourth-order "direction by direction" approximation in space (3.15) . Hence, similar to a time-discrete linear operator (3.9) in this work takes the general form:
with coefficient σ 2 defined as above for each time discretization. The fully discrete righthand side in (3.9) takes a form as given below for each time and space discretization:
(1) Second-order discretization in space with trapezoidal time discretization:
(2) Second-order discretization in space with BDF2 time discretization:
The operator Δ h in the above discretization schemes (3.10) and (3.11), and in (3.10) and (3.12) is approximated with second-order accuracy in space using the centered 5-point stencil (3.5):
Fourth-order discretization in space with BDF4 time discretization:
14)
The Laplace operator in the above discretization scheme (3.10) and (3.14) is approximated with fourth-order accuracy using the 9-point direction-by-direction stencil (3.15):
The choice of the time discretization made here has several appealing numerical advantages in terms of stability for diffusion-type operators of the form in (3.1). However, the framework based on Difference Potentials developed in this work is not restricted to these particular choices and the main ideas can be extended directly to other suitable time discretizations. In general, the linear system of the discrete Equations (3.9) will have multiple solutions. Once we close the discrete system (3.9) with the appropriate discrete boundary conditions, the method will result in an approximation of the continuous model (3.1)-(3.3) in domain Ω. To do so very accurately and efficiently, we will construct numerical algorithms based on the idea of the Difference Potentials.
General Discrete Auxiliary Problem: Some of the important steps of the DPM are the introduction of the auxiliary problem, which we will denote as (AP), as well as definitions of the particular solution and Difference Potentials. Let us recall these definitions below (see also [2, 3, 41] , etc.). 
Here, L Δt,h is the same linear discrete operator as in (3.9), but now it is defined on the larger auxiliary domain Ω 0 . It is applied in (3.16) to the function v i+1 defined on N 0 . We remark that under the above assumptions on the continuous model, the (AP) (3.16)-(3.17) is well-defined for any right-hand side function q i+1 on M 0 : it has a unique solution v i+1 defined on N 0 . In this work we supplemented the discrete (AP) (3.16) by the zero boundary conditions (3.17) . In general, the boundary conditions for (AP) are selected to guarantee that the discrete system
The solution of the (AP) (3.16)-(3.17) defines a discrete Green's operator G h Δt . Although the choice of boundary conditions (3.17) will affect the operator G h Δt , and thus the difference potentials and the projections defined below, it will not affect the resulting approximate solution to (3.1)-(3.3), as long as the (AP) is uniquely solvable and well-posed.
Construction of a Particular Solution: Let us denote by
+ the particular solution of the discrete problem (3.9), which we will construct as the solution (restricted to set N + ) of the auxiliary problem (AP) (3.16)-(3.17) of the following form:
The Difference Potential: We now introduce a linear space V γ of all the grid functions denoted by v i+1 γ defined on γ, similar to [3, 41] , etc. We will extend the value v i+1 γ by zero to other points of the grid N 0 . 
Here, P N + γ denotes the operator which constructs the difference potential u defined at the points (x j ,y k ) ∈ γ. Next, similarly to [3, 41] , etc., we can define another operator P γ : V γ → V γ that is defined as the trace (or restriction/projection) of the difference potential P N + γ v i+1 γ on the grid boundary γ:
We will now formulate the crucial theorem of DPM (see, for example [3, 41] , etc.). 
where
18)-(3.19) on the grid boundary γ.
Proof. The proof follows closely the general argument from [41] and can be found, for example, in [3] (the extension to higher-dimensions is straightforward).
Remark 3.4.
(1) Note that at each time level t i+1 , the difference potential
+ , and is uniquely defined once we know the value of the density u i+1 γ at the points of the discrete grid boundary γ.
(2) Note that at each time level t i+1 the density u i+1 γ has to satisfy the Discrete Boundary Equations with Projection,
in order to be a trace of the solution to the difference equation
Coupling of the Boundary Equations with Boundary Conditions:
At each time level t i+1 , the discrete Boundary Equations with Projections (3.23) can be rewritten in a slightly different form as: 24) and is the linear system of equations for the unknown density u i+1 γ . Here, I is the identity operator, P γ is the projection operator, and the known right-hand side
is the trace of the particular solution (3.18) on the discrete grid boundary γ.
The above system of discrete Boundary Equations with Projection (3.24) will have multiple solutions without boundary conditions (3.2), since it is equivalent to the dif-
At each time level t i+1 , we need to supplement it by the boundary conditions (3.2) to construct the unique density u i+1 γ (x,y) ≈ u(x,y,t i+1 ), where u(x,y,t i+1 ) is the solution at (x,y) ∈ γ at time t i+1 to the continuous model (3.1)-(3.3) and u i+1 γ (x,y) is the corresponding value of the discrete density.
Thus, we will consider the following approach to solve for the unknown density u through the values of the continuous solution and its gradients at the boundary of the domain with the desired accuracy: in other words, one can define a smooth extension operator for the solution of (3.1) from the continuous boundary Γ = ∂Ω to the discrete boundary γ. Note that the extension operator (the way it is constructed in this work) depends only on the properties of the given model and only uses the Cauchy data of the solution at the continuous boundary Γ.
For example, the extension operator of u i+1 Γ from Γ to γ at time t i+1 can be defined according to the following 3-term Taylor formula:
Γ ] defines the smooth extension operator of Cauchy data u
at t i+1 from the continuous boundary Γ to the discrete boundary γ, and d denotes the signed distance from the point (x j ,y k ) ∈ γ to the nearest boundary point on the continuous boundary Γ of the domain Ω (the signed length of the shortest normal from the point (x j ,y k ) ∈ γ to the point on the continuous boundary Γ of the domain Ω). We take the signed distance either with sign "+" (if the point (x j ,y k ) ∈ γ is outside of the domain Ω), or with sign "−" (if the point (x j ,y k ) ∈ γ is inside the domain Ω). The choice of a 3-term extension operator (3.25) is sufficient for the second-order method based on Difference Potentials (see numerical tests in Section 6). For example, the extension operator of u i+1 Γ from Γ to γ at time t i+1 can also be defined according to the following 5-term Taylor formula: 
at t i+1 from the continuous boundary Γ to the discrete boundary γ, d denotes the signed distance from the point (x j ,y k ) ∈ γ to the nearest boundary point on the continuous boundary Γ of the domain Ω. As before, we take it either with sign "+" (if the point (x j ,y k ) ∈ γ is outside of the domain Ω), or with sign "−" (if the point (x j ,y k ) ∈ γ is inside the domain Ω). The choice of a 5-term extension operator (3.26) is sufficient for the fourth-order method based on Difference Potentials, see Section 6. To simplify the formulas in (3.25) and (3.26), we employed the following notations:
where (x,y) ∈ Γ denotes the nearest point to (x j ,y k ) ∈ γ. Next, at the fixed time level t i+1 , for any sufficiently smooth single-valued periodic function g(ϑ,t i+1 ) on Γ with a period |Γ|, assume that the sequence denoted by ε N 0 ,N 1 and defined as
(3.27) tends to zero with increasing number N 0 and N 1 of basis functions:
are the selected set of basis functions defined on the boundary of the domain Γ and real numbers (c
are the expansion coefficients in front of the basis functions at time level t i+1 . The parameter ϑ can be thought of as the arc length along Γ, and |Γ| is the length of the boundary. We selected arc length ϑ at this point only for the sake of definiteness. Other parametrizations along Γ are used in the numerical examples (Γ is defined using polar coordinates for the circular domain and is defined using elliptical coordinates for the elliptical domain), see Section 6 and the brief discussion in the Appendix Section 7. In particular, in the Appendix Section 7 we give details of the construction of the extension operators (3.25) and (3.26) using the continuous PDE model (3.1) and the knowledge of the Cauchy data u i+1 Γ . Therefore, at every time level t i+1 , to discretize the elements u
, ϑ∈ Γ from the space of Cauchy data, one can use the approximate equalities:
where Φ Remark 3.5. For smooth Cauchy data, it is expected that a relatively small number (N 0 ,N 1 ) of basis functions are required to approximate the Cauchy data of the unknown solution at time level t i+1 , due to the rapid convergence of the expansions (3.28). Hence, in practice, we use a relatively small number of basis functions in (3.28), which leads to a very efficient numerical algorithm based on the Difference Potentials approach, see Section 6.
In the case of the Dirichlet boundary condition in (3. 
After the selection of the parametrization ϑ of Γ and construction of the extension operator, we use spectral approximation (3.28) in the extension operator u
(3.29) Therefore, at every time level t i+1 , boundary equations (BEP) (3.24) becomes an overdetermined linear system of dimension |γ| × (N 0 + N 1 ) for the unknowns (c
) is solved using the least-squares method, and hence one obtains the unknown density u Generalized Green's Formula:
T ] of the continuous problem (3.1)-(3.3).
Discussion: Note, as the first step of the developed high-order accurate methods based on Difference Potentials, we reformulate the original continuous models (3.1) in the time-discrete form (3.7)-(3.8) using accurate and stable schemes. Hence, we develop high-order accurate Difference Potentials methods for (3.1)-(3.3) by employing the elliptic structure of the continuous models. Furthermore, note that once density u i+1 γ ∈ V γ is obtained with high-order accuracy from the Boundary Equations with Projection (3.24): The approximate solution u
coincides on N + with the solution of the following simple auxiliary problem: 30) subject to the boundary conditions:
Thus, the result of the above Statement 3.1 is the consequence of the sufficient regularity of the exact solution (and domain), Theorem 3.1, the result of the extension operator (3.25) or (3.26), as well as the second-order and the fourth-order accuracy of the underlying discretization (3.9) and the established convergence results and error estimates for the Difference Potentials Method for general linear elliptic boundary value problems in arbitrary domains with sufficiently smooth boundaries [16, 35, 36, 41] . In particular, we can recall, that in [35, 36] it was shown (under sufficient regularity of the exact solution and considered domain), that the Difference Potentials approximate surface potentials of the elliptic operators (and, therefore DPM approximates the solution to the elliptic boundary value problem) with the accuracy of O(h P−ε ) in the discrete Hölder norm of order Q + ε. Here, 0 < ε < 1 is an arbitrary number, Q is the order of the considered elliptic operator (in the current work, Q = 2), and P is the order of the scheme used for the approximation of the elliptic operator (in this work, we have P = 2, if the second-order scheme is considered for the approximation of the elliptic operator, or P = 4, if the fourth-order scheme is used for the approximation of the elliptic operator). Readers can consult [35, 36] or [41] for the details and proof of the general result.
Therefore, in this work, for sufficiently small enough h and Δt, we expect that at every time level t i+1 the constructed discrete solution u (1) The formula
(2) Note that, at each time level t i+1 , after the density u i+1 γ is reconstructed from the Boundary Equations with Projection (3.24), the Difference Potential is easily obtained as the solution of a simple (AP) using Def. 3.2.
Schemes based on difference potentials for interface and composite domains problems
In Section 3.1 we constructed second and fourth-order schemes based on Difference Potentials for problems in the single domain Ω. In this section, we will show how to extend these methods to interface/composite domains problems (2.1)-(2.7).
First, as we have done in Section 3.1 for the single domain Ω, we will introduce the auxiliary domains. We will place each of the original subdomains Ω s in the auxiliary domains Ω 0 s ⊂ R 2 ,(s = 1,2) and will state the auxiliary difference problems in each subdomain Ω s ,(s = 1,2). The choice of the auxiliary domains Ω 0 1 and Ω 0 2 , as well as the auxiliary difference problems, may be made independently of each other. After that, for each subdomain, we will proceed in a similar way as we did in Section 3.1. Also, for each auxiliary domain Ω 0 s we will consider, for example a Cartesian mesh (the choice of the grids for the auxiliary problems will be independent of each other and the grids do not need to conform/align with the boundaries of the subdomains/interfaces). After that, all the definitions, notations, and properties introduced in Section 3.1 extend to each subdomain Ω s in a direct way. As before, index s,(s = 1,2) is used to distinguish between each subdomain. Let us denote the discrete version of the problem (2.1)-(2.7) for each subdomain as:
The difference problem (4.1) is obtained using either the second-order or the fourth-order underlying discretization (3.9). The main theorem of the method for the composite domains/interface problems is given below. 
The obtained discrete solution u continuous model problem (2.1)-(2.7) . Here, index s = 1,2.
Discussion:
The result is a consequence of the results in Section 3.1. We expect that at every time level t i+1 , the solution u [2, 3, 12] ), the same high-order accuracy is preserved in the approximate gradient of the solution. See Section 6 for the extensive numerical results. 
Numerical algorithm
In this section we will briefly summarize the main steps of the algorithm for the reader's convenience:
Step 1: Introduce a computationally simple auxiliary domain and formulate the auxiliary problem (AP).
Step 2: At each time t i+1 compute a Particular Solution, u
, as the solution of the (AP). For the single domain method, see (3.18)-(3.19) in Section 3.1 (DPM2 and DPM4). For the direct extension of the algorithms to interface and composite domains problems, see Section 4.
Step 3: Next, at each time level t i+1 compute the unknown boundary values or densities, u i+1 γ ∈ V γ at the points of the discrete grid boundary γ by solving the system of linear equations derived from the system of Boundary Equations with Projection combined with the extension operator for the density: see (3.24) and (3.29) in Section 3.1, and extension to interface and composite domain problems (4.2)-(4.3) in Section 4.
Remark 5.1. Note, that the computation of the matrix for the system of Boundary Equations with Projection (3.24) is the key contribution to the overall computational complexity of the algorithm. However, if the time step Δt is kept constant, then the matrix associated with the system of Boundary Equations with Projection (3.24) can be computed only once at initial time step and stored. Thus, only the right-hand side will be updated at each time level t i+1 in the linear system of Boundary Equations with Projection (3.24). Therefore, the computations at each time level t i+1 will be performed very efficiently.
Step 4: Using the definition of the Difference Potential, Def. 3.2, Section 3.1, and Section 4 (algorithm for interface/composite domain problems), construct the Difference Potential, P N + γ u i+1 γ from the obtained density, u i+1 γ .
Step 5: Finally, at each time t i+1 , reconstruct the approximation to the continuous solution from u i+1 γ using the generalized Green's formula, u(
.1 in Section 3.1, and see Statement 4.1 in Section 4 (algorithm for interface/composite domain problems).
Numerical tests
In this section, we present several numerical experiments for interface/composite domain problems that illustrate the high-order accuracy and efficiency of the methods based on Difference Potentials presented in Sections 3.1-5.
In all the numerical tests below, similar to our work in 1D [3] , the error in the approximation to the exact solution of the model is determined by the size of the maximum error up to the interface in both subdomains Ω 1 and Ω 2 , Figure 2 .1: [3] we also compute the maximum error of the components of the discrete gradient up to the interface in both subdomains Ω 1 and Ω 2 , which are determined by the following centered difference formulas:
2)
Remark 6.1.
(1) Similar to [2] , below in Section 6.1 we consider interface/composite domain problems defined in domains similar to the example of the domains Ω 1 and Ω 2 illustrated on Figure 2 
Other near-boundary nodes in Ω 
Second-order DPM2 and fourth-order DPM4: numerical results.
In this section we consider parabolic composite domain/interface models of the form (2.1)-(2.2). On several challenging tests below, we numerically verify expected convergence rates O(Δt 2 + h 2 ) for DPM2 and O(Δt 4 + h 4 ) for DPM4. In particular, we consider here the following example of the parabolic interface/composite domains models:
subject to the interface and boundary conditions in the form of (2.3)-(2.5), and initial conditions of the form (2.6)-(2.7). Interface conditions for the numerical tests are computed using the exact solutions u(x,y,t), and the boundary condition on ∂Ω 1 is obtained from the Dirichlet boundary condition of the exact solution u(x,y,t) on the boundary of the exterior domain ∂Ω 1 for all the tests except for the test in Table  6 .5. To illustrate the performance of the proposed methods on different boundary conditions, in Table 6 .5 we consider the mixed boundary conditions (Dirichlet and Neumann boundary conditions) on the boundary of the exterior domain ∂Ω 1 . Again, these boundary conditions are obtained from the Dirichlet and Neumann boundary conditions of the exact solution u(x,y,t). Finally, the initial conditions are obtained using the exact solution u(x,y,0) at time t = 0. The interior and exterior domains for all the tests below are selected as: Tables 6.1-6 .2 and, Tables 6.3-6.19. Hence, the interface between the two subdomains Ω 1 and Ω 2 is defined as:
Also, in the tests in Tables 6.1-6.2 we employ for DPM2 and DPM4 the following auxiliary domains: (6.5) , (6.10) in all the tests in Tables 6.3-6.19 we employ for DPM2 and DPM4 the following auxiliary domains: We consider time interval [0,T ] with T = 0.1 as the final time. The time step was set as Δt = 0.5h for the methods.
For the test in Table 6 .1, the exact solution is defined as (see Figure 6 .1, left plot):
(6.7) For the test in Table 6 .2, the exact solution is defined (see Figure 6 .1, right plot)
(6.8) The exact solution (6.7) for the problem (6.5) with λ 1 = 10 and λ 2 = 1 is continuous across the interface Γ :
, and also has continuous flux across the interface (the exact solution (6.7) is a modified version of the solution for the parabolic interface problem from [26] ). The exact solution (6.8) for the problem (6.5) with λ 1 = 10 and λ 2 = 1 is continuous across the interface Γ, but has the discontinuous flux across the interface. The reader can consult [21, 22] for the analytical results for the parabolic interface problems under continuity assumption on the solution at the interface boundary. As one can see from Tables 6.1-6.2, DPM2 and DPM4 reconstruct solutions and gradient of the solutions to (6.5)-(6.7) and to (6.5)-(6.8) with the second-order and fourth-order accuracy, respectively.
For the next several tests in Tables 6.3-6 .9, the exact solution is defined as (see Figure 6 .2):
(6.9) (the exact solution (6.9) is a modified version of the exact solution for the elliptic interface problem from [25] ). Next, the exact solution for the test problem in Tables 6.10-6.15 below is similar to the exact solution (6.9) but has a much higher frequency (oscillations) in the exterior subdomain Ω 1 , and is defined as (see also Figure 6 .2):
(6.10)
Next, in Tables 6.16-6 .17, we consider additional tests with the exact solution defined as (see also Figure 6 .3):
Finally, the exact solution u(x,y,t) for the test problem in Tables 6. 18-6.19 has jump conditions at the interface that oscillate in time and u(x,y,t) is described below (see also Figure 6. 3):
(6.12)
In the tests in Tables 6.1-6.7 and Tables 6.9-6.19 we consider BDF2 as the time discretization for DPM2, and BDF4 as the time discretization for DPM4. Similar to [3] , we also tested the proposed high-order methods in space using the trapezoidal scheme (TR) as the time discretization. We obtained very similar results between BDF2-DPM2 and TR-DPM2, as well as between BDF4-DPM4 and TR-DPM4. To illustrate this with an example, we give Table 6 .8 for TR-DPM2 that can be compared with results in Table  6 .4 for BDF2-DPM2 on the same test problem. Note that similarly, the accuracy of BDF4-DPM4 and TR-DPM4 was in very close agreement on all the tests we considered. However, TR-DPM4 is much more computationally expensive since it is only secondorder accurate in time, and the required time step Δt = O(h 2 ) is much smaller than the time step Δt = O(h) needed for BDF4-DPM4 to maintain fourth-order accuracy in space.
In all the numerical experiments presented in Tables 6.3-6.19, we consider curves Γ (6.6) with different aspect ratios a/b as the interface between subdomains. Note, that we also performed the same tests using a circle (a = b) as the interface curve, and obtained a similar convergence rate: second-order and fourth-order convergence rate in the maximum error in the solution, as well as in the maximum error in the discrete gradient of the solution for DPM2 and DPM4, respectively. In Table 6 .3, the slow down in the convergence rate for DPM4 on finer meshes is due to the loss of significant digits, as the absolute level of error gets close to machine zero, and in Table 6 .9, the mesh has to be fine enough to obtain the expected convergence rates due to already relatively high aspect ratio of the interface curve (Γ : x 2 + 16y 2 = 1) for the test problem in the table. Furthermore, the results presented in Figure 6 .4 show that the convergence rate in DPM (DPM2 and DPM4) on parabolic interface models is not affected by the size of the aspect ratio of the considered circular/elliptical domains (we obtained overall second-and fourth-order accuracy on the tests considered). Moreover, the accuracy of DPM2 and DPM4 is not affected by the size of the jump ratio in the diffusion coefficients as can be seen from the Tables 6.4-6.7, Tables 6.11, 6.13-6.14 and Tables 6. 16-6.19 or by the considered boundary conditions, see Tables 6.4-6.5. Moreover, as shown in Tables 6.11-6.12, the method is well-suited for domain decomposition approaches or adaptive simulations. In particular, in Tables 6.11-6 .12, we show that when we use a much coarser mesh in the domain Ω 2 with the less oscillatory solution, we obtain an accuracy which is very close to the accuracy we achieved while using the same fine mesh in both domains. All these features demonstrate great robustness and high-order accuracy of the designed numerical schemes for the interface problems (similar properties of DPM2 and DPM4 were shown for the elliptic interface problems [2, 11, 12, 40] ).
Results in Tables 6.1-6 .19 for DPM2 and DPM4 illustrate overall second-order and fourth-order rate of convergence, respectively, in the maximum error in the solution and in the maximum error in the discrete gradient of the solution to the parabolic interface problems. This high-order accuracy of DPM2, and in particular of DPM4, and the efficiency of numerical algorithms based on Difference Potentials are crucial for timedependent problems where lower-order methods can fail to resolve delicate features of the solutions to model problems [3, 4, 13] .
Conclusion
In this paper, we developed efficient high-order accurate methods in time and space based on Difference Potentials for 2D parabolic interface/composite domain models. We gave the construction of high-order accurate methods based on Difference Potentials for single domain, and for the interface/composite domain problems with non-matching interface conditions. The constructed numerical algorithms are not restricted by the choice of boundary or interface conditions, and the main computational complexity of the designed algorithms reduces to the several solutions of simple auxiliary problems on regular structured grids. The methods can handle with ease non-matching grids for the subdomains/domains and are well-suited for parallel computations. Moreover, similar to [2, 3, 12] , 2D numerical tests clearly confirm the capability of the Difference Potentials approach to resolve discontinuities with high-order accuracy at the material interfaces.
At this point the developed methods are constructed for problems in 2D domains with smooth fixed curvilinear interfaces represented by closed curves. For near future and future research, we plan to develop h-adaptive algorithms based on the Difference Potentials approach and extend methods to models that have possible geometric singularities at the interface boundaries as well as to moving/evolving boundary/interface problems. We also plan to extend developed methods to nonlinear models in 2D and 3D.
Appendix.
A.1. Details of the time discretization.. For the reader's convenience we present below details of the time-discrete scheme (3.7). The coefficient σ 2 below is the same as on the left-handside of (3.7):
(1) Trapezoidal scheme in time:
In case of the trapezoidal scheme in time, the linear operator L Δt [u i+1 ] is defined in (3.8), and the right-hand side F i+1 in (3.7) takes the form:
2) The second-order backward difference scheme (BDF2) in time: In case of the second-order backward difference scheme (BDF2) in time, the linear operator L Δt [u i+1 ] is defined in (3.8) (similarly to the Trapezoidal scheme in time), and the right-hand side F i+1 in (3.7) for BDF2 takes the form: 
