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Abstract
Real life reaction–diffusion problems are characterized by their inherent or externally induced uncertainties in the design param-
eters. This paper presents a ﬁnite element solution of reaction–diffusion equations of Wick type. Using the Wick-product properties
and the Wiener–Itô chaos expansion, the stochastic variational problem is reformulated to a set of deterministic variational prob-
lems. To obtain the chaos coefﬁcients in the corresponding deterministic reaction–diffusion, we implement the usual Galerkin ﬁnite
element method using standard techniques. Once this representation is computed, the statistics of the numerical solution can be
easily evaluated. Computational results are shown for one- and two-dimensional test examples.
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1. Introduction
Many reaction–diffusion problems in biology and chemistry are modeled by partial differential equations (PDEs).
These problems have been extensively studied in the literature and their numerical solution can be accurately computed
provided the diffusion coefﬁcients, reaction excitations, initial and boundary data are given in a deterministic way. How-
ever, modeling real-life reaction–diffusion systems is complicated by the high heterogeneity of the diffusion process
combined with insufﬁcient information characterizing the kinetic reactions. An example concerns the spatio-temporal
pattern formation in cell metabolism where the intact living cell is based on a highly complex spatial organization of its
constituents. The reactants mediating, and processed by the chemical pathways of cell are heterogeneously distributed
through the cytoplasm and cell membranes. The diffusion of reactant species among localized reaction regions within
the cell is therefore a central feature of biochemistry. For more details, we refer to [11,5,12] and further references are
cited therein.
The uncertainties mentioned above can be conveniently described by random ﬁelds, whose statistics are usually
inferred from experiments. This requires to include, in the PDEs modeling the problem under consideration, a rational
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assessment of uncertainty. Consequently, this leads to the notion of stochastic partial differential equations (SPDEs). See
the text book [7] for the basics of SPDEs andother related issues.Thenumericalmethods presented in ourwork canbe ap-
plied to arbitrary unsteady semilinear SPDEs, and are formulated here for a class of stochastic reaction–diffusionmodels.
For regular deterministic reaction–diffusion equations, multiplications of the solutions to diffusion and in reaction
terms are performed point-valued in ordinary manner. In the stochastic case, this may cause problems and it is hard
to give a mathematical meaning of this product since the processes are not smooth. To overcome this drawback,
multiplications in the stochastic reaction–diffusion equations are performed using the Wick product. This product can
be interpreted as a regularization procedure in order to handle the equations using the Wick calculus [7,9,1,6], and it
also provides an extension of Itô integration to more than one dimension. A theory of SPDEs where products between
random ﬁelds are interpreted as Wick products was developed in [7]. This allows the use of highly irregula r random
ﬁelds as coefﬁcients in SPDEs and obtain the solution as a stochastic distribution.
The numericalmethods used to approximate solutions to stochastic reaction–diffusion equations should be concerned
with quantifying uncertainties in diffusion and reaction terms among others.Although Monte Carlo simulations are the
most popular techniques to solve such situations, these methods suffer from substantial limitations mainly related to
high amount of computational cost andmemory storage. In this paper, we propose an alternative approach that combines
a ﬁnite element method with Wiener–Itô chaos expansions. Using an orthogonal basis generated by direct products of
Hermite polynomials with Gaussian random variables, we ﬁrst decompose an arbitrary stochastic function into a deter-
ministic part and randomness.Then, the stochastic variational problem is transformed to a sequence of deterministic vari-
ational problems to be solved for chaos coefﬁcients in theWiener–Itô expansion.A backward time integration is used in
the Galerkin ﬁnite element discretization of the problem. Once the chaos coefﬁcients are computed from the determinis-
tic reaction–diffusion equations, the statistical properties of the stochastic solution can be straightforwardly investigated.
Our objective in this work is to implement a robust algorithm for solving SPDEs. The key idea consists on combining
the Wiener–Itô chaos expansions with a Galerkin ﬁnite element discretization to construct a numerical method for
stochastic reaction–diffusion equations. Our method is an extension of the work in Ref. [10] done for steady Wick-
stochastic pressure equation. We should mention that the present method has been analyzed in [13] and a priori error
estimates of the numerical solution has also been given therein. However, to our knowledge, this is the ﬁrst time that
the method is implemented and experimented for a class of two-dimensional boundary value problems. Numerical
illustrations are shown for several examples on both one and two space dimensions. The outline of the paper is as
follows. In Section 2, we recall some preliminaries and notations needed for the formulation of our method.Variational
formulations and discretizations in time and space are presented in Section 3. Section 4 is devoted to details on the
algorithmic implementation of the method. Numerical results and examples are given in Section 5. In Section 6 some
concluding remarks are listed.
2. Reaction–diffusion equations of Wick type
Given a probability sample  of random events, an open bounded domain D ⊂ Rd (d = 1, 2 or 3) with a smooth
boundary D and a time interval [0, T ], we are interested in this paper, to approximate solutions to the stochastic
reaction–diffusion equations
t u − div(D(x,)  ∇u) = f (t, x,), (t, x,) ∈ (0, T ) ×D× ,
u(t, x,) = 0, (t, x,) ∈ [0, T ] × D× ,
u(0, x,) = u0(x,), (x,) ∈ D× , (1)
where u(t, x,) is, for example, the stochastic concentration of some chemical species, D(x,) is the stochastic
diffusion coefﬁcient which can be a smooth or a very rough positive white noise, f (t, x,) is the stochastic reaction
term and u0(x,) is a given initial data. In (1), the symbol  denotes the Wick product which gives a mathematical
interpretation of the product of generalized functions. This allows product of two stochastic processes and it is analogous
to the problem of multiplying two Schwartz distributions. The Wick product becomes the ordinary product whenever
one of the variables in the product is deterministic. Note that the stochastic functions D(x,) and f (t, x,) can
be independent white Gaussian noises with bounded and continuous expectations. We shall approximate numerical
solution to the problem (1) subject to the following assumption:
(A): The diffusion coefﬁcient D(x,) is uniformly positive deﬁnite and essentially bounded in a distribution sense.
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We recast our model problem (1) in a weak form. To do so, we consider the usual deterministic Sobolev spaces
Hs(D) and Hs0 (D). The dual spaces of H
s
0 (D) is denoted by H−s(D). For s = 0, Hs(D) is the Hilbert space L2(D)
whose inner product and norm are denoted by (·, ·) and ‖ · ‖, respectively. The dual space of L2(D) is itself. The
probability space  of the random variable  can be deﬁned as follows:
LetS(Rd) be the Schwartz space of rapidly decaying C∞(Rd) functions, andS′(Rd) be its dual space of tempered
distributions. Then, as shown in [7], there is a probability measure  on the Borel sets B(S′(Rd)) such that  :=
(S′(Rd),B(S′(Rd)), ) is a probability (white noise) space, and  the normalized Gaussian measure satisfying
E[ei〈·,〉] :=
∫
S′(Rd )
ei〈,〉 d() = e−(1/2)‖‖2 ∀ ∈S(Rd),
where E[·] is the expectation operator. The space of random variables with ﬁnite variance is denoted by L2().
To construct the Wiener chaos expansion we denote by I the set of all multi-indices (1, 2, . . .) ∈ NN0 with only
ﬁnitely many i = 0, and let l() := max{i : i = 0}, +  := (1 + 1, 2 + 2, . . .), ! := 1!2! . . ., || :=
∑
ii ,
and <  if i < i for all i ∈ N. For n ∈ N0, x ∈ R deﬁne the Hermite polynomial
hn(x) = (−1)nex2/2 d
n
dxn
(e−x2/2),
and for n ∈ N we deﬁne the Hermite functions
n = 	−1/4((n − 1)!)−1/2e−x2/2hn−1(
√
2x).
Deﬁne the tensor-product

(x) := 
1 ⊗ 
2 ⊗ · · · ⊗ 
d (x) = 
1(x1) ⊗ 
2(x2) ⊗ · · · ⊗ 
d (xd).
For  ∈ I, deﬁne the stochastic variable
H() =
l()∏
j=1
hj (〈, 
j 〉),  ∈S′(Rd),
where 
j is some ordering of d-dimensional multi-indices such that i < j ⇒ |
i |< |
j |. From [7], the family {H}∈I
constitutes an orthogonal basis for L2(), with E[HH] = 
!. Thus, any function f ∈ L2() has a unique
representation (Wiener–Itô chaos expansion)
f =
∑
∈I
fH, ‖f ‖2L2() :=
∫

f ()2 d() =
∑
∈I
f 2 !.
Here f ∈ R denotes the th chaos coefﬁcient of function f. Let V denotes any real separable Hilbert space with inner
product (·, ·)V and let k ∈ R and  ∈ [0, 1]. Deﬁne
(S),k,V :=
{
f =
∑
∈I
fH : f ∈ V ∀ ∈ I and ‖f ‖,k,V <∞
}
,
where the norm ‖ · ‖,k,V is induced by the inner product
(f, g),k,V :=
∑
∈I
(f, g)(!)1+(2N)k, f, g ∈ (S),k,V , (2)
where (2N)k =∏j (2j)kj . Here (S),k,V is called the Kondratiev space of test functions and its dual is denoted
(S)−,−k,V ′ , and is the Kondratiev space of distributions [9,2]. The dual parity between (S)−,−k,V ′ and (S),k,V is
deﬁned by
〈F, f 〉 :=
∫

F()f () d() =
∑
∈I
Ff!.
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For simplicity in the presentation we use the notations (S),k,s,D and (S),k,s,D0 to denote (S)
,k,Hs(D) and
(S),k,H
s
0 (D), respectively, and we omit the parameters , k, s and the domainD whenever it is clear from the context.
From [13], we have for  ∈ [−1, 1]
(S)
,k,1
0 ↪→ (S),k,0 ↪→ (S)−,−k,−1.
Let f =∑∈IfH ∈ (S),k,s,D and  ∈ Nd0 with ||s. Then the derivative Df is deﬁned as
Df :=
∑
∈I
DfH, (3)
where Df is the derivative in the usual weak sense. Hence from the deﬁnition of the inner product (2) and (3)
(f, g),k,1 = (f, g),k,0 + (∇f,∇g),k,0 ∀f, g ∈ (S),k,1.
Here (·, ·),k,1 and (·, ·),k,0 denote the inner products in (S),k,1 and (S),k,0, respectively.
Next we recall the deﬁnition of Wick product [7]. Given f =∑∈IfH and g =∑∈IgH two formal serieses,
the Wick product f  g is deﬁned as
f  g :=
∑
,∈I
fgH+.
TheWick product satisﬁes the commutative, associative and distributive laws. Thus, both (S),k,V and (S)−,−k,V ′ are
algebras with the Wick product as multiplication, compare [15]. Furthermore, for any formal sum f =∑∈IfH, the
zeroth order chaos coefﬁcient f0 := E[f ] and referred to as the generalized expectation. Note that E[f g]=E[f ]E[g]
for any given pair of (generalized) stochastic variables f and g. This property does not hold for the ordinary product.
3. Wick-stochastic ﬁnite element method
3.1. Variational formulation
The starting point of ﬁnite element method is the variational formulation of Eqs. (1) which requires spaces that
incorporate time dependency. To this end, given a pair of Hilbert spaces X and Y such that Y ↪→ X ↪→ Y ′, we deﬁne
W(0, T ;Y ) := {f ∈ L2(0, T ;Y ) : t f ∈ L2(0, T ;Y )}.
It has been shown in [3] that W(0, T ;Y ) forms a Hilbert space with respect to the inner product
(f, g)W(0,T ;Y ) :=
∫ T
0
(f (s), g(s))Y ds +
∫ T
0
(t u(s), t v(s))Y ′ ds,
and W(0, T ;Y ) ↪→ C0(0, T ;X), where C0(0, T ;X) is the space of continuous functions from [0, T ] into X. We also
introduce the bilinear form
A(u, v) := (D  ∇u,∇v) ∀u, v ∈ V .
We deﬁne the variational (weak) formulation of Eqs. (1) as follows:
Find u ∈ W(0, T ;V ) such that
(t u, v) +A(u, v) = (f, v) ∀v ∈ V
u(0) = u0. (4)
The following results have been proven in [13,16].
Lemma 1. Suppose that the diffusion coefﬁcient D satisﬁes the assumption (A). Then the bilinear formA satisﬁes the
following properties:
(i) The function t −→A(u, v) is measurable ∀u, v ∈ V .
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(ii) There exists a constant C such that
|A(u, v)|C‖u‖‖v‖ ∀t ∈ [0, T ] and u, v ∈ V . (5)
(iii) If the coefﬁcient D is small enough, there exist positive constants  and  such that
A(v, v)‖v‖2 − ‖v‖2 ∀t ∈ [0, T ] and v ∈ V .
In what follows we establish the relation between the weak formulation (4) and the corresponding system of deter-
ministic variational problems for the chaos coefﬁcients u with  ∈ I. Let
D =
∑
∈I
DH, u
0 =
∑
∈I
u0H,
and deﬁne the bilinear form B(f, g) as
B(f, g) = (D∇f,∇g)0 ∀f, g ∈ H 10 (D).
It has been shown in [1] that there exists a constant 0<M<∞, independent of t such that
|B(f, g)|M‖f ‖1‖g‖1 ∀t ∈ [0, T ] and f, g ∈ H 10 (D). (6)
Theorem 1. Let u =∑∈I uH be the solution of the variational problem (4). Then the chaos coefﬁcients u of u
satisfy the following system of variational problems:
(i) If = 0, ﬁnd u ∈ H 10 (D) such that
(t u, w) +B0(u, w) = (f, w) ∀w ∈ H 10 (D),
u(0) = u0 . (7)
(ii) If   0, ﬁnd u ∈ H 10 (D) such that
(t u, w) +B0(u, w) = (f, w) −
∑
<
B−(u, w) ∀w ∈ H 10 (D),
u(0) = u0 . (8)
Proof. Assume that u solves (4). Then, in particular
(t u, v) + (D  ∇u,∇v) = (f, v),
u(0) = u0,
holds for v = wH (2N)−k with w ∈ H 10 (D),  ∈ I and t ∈ [0, T ], i.e.,
(t u, w) + ((D  ∇u),∇w) = (f, w).
By deﬁnition of the Wick product we get
(t u, w) +
∑
+=
(D∇u,∇w) = (f, w),
which is equivalent to
(t u, w) +
∑

(D−∇u,∇w) = (f, w).
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Hence, if = 0 we have also = 0 and we get (7). On the other hand if   0, we may write∑

(D−∇u,∇w) = (D0∇u,∇w) +
∑
≺
(D−∇u,∇w),
from which we deduce (8). 
As a consequence of Theorem 1, we may order the set of multi-indices in such a way that when we reach the th
variational problem in (8), we have already solved the variational problems corresponding to all multi-indices  such
that  ≺ .
For N,K ∈ N we deﬁne the cutting IN,K ⊂ I as
IN,K = {0} ∪
N⋃
n=1
K⋃
k=1
{ ∈ Nk0 : || = n and k = 0}. (9)
The resulting space is given by
(SN,K)
−1,k,1
0 :=
⎧⎨
⎩f =
∑
∈IN,K
fH : f ∈ H 10 (D), ‖f ‖−1,k,1 <∞
⎫⎬
⎭ .
It is clear that the setIN,K contains (N +K)!/N !K! multi-indices and (SN,K)−1,k,10 is a subspace ofV for any choice
of N and K.
3.2. Fully discrete problem
For the discretization of the space domain D¯ := D ∪ D we proceed as follows: given h0, 0<h0 < 1, let h be a
space discretization parameter such that 0<h<h0. We generate a quasi-uniform partitionDh ⊂ D¯ of small elements
Kj that satisﬁes the following conditions:
(i) D¯=⋃Nej=1Kj , where Ne is the number of elements of Dh.
(ii) IfKj andKl are two different elements of Dh, then
Kj ∩Kl =
⎧⎪⎨
⎪⎩
Pjl a mesh point, or
j l a common side, or
∅ empty set.
The conforming family of ﬁnite element subspaces for the approximate solution is
Vh = {uh ∈ C0(D¯) : uh|Kj ∈ R(Kj ) ∀j = 1, . . . , Ne},
whereR(Kj ) are spaces of polynomials deﬁned onKj . In the literature of ﬁnite elements,R(Kj ) is P2(Kj ) if the
elements of Dh are simplexes, whereas R(Kj ) is Q2(Kj ) if the elements of Dh are quadrilaterals.
A semi-discrete approximation of (4) is formulated as:
Find uh ∈ W(0, T ;Vh) such that
(t uh, vh) +A(uh, vh) = (f, vh) ∀vh ∈ Vh,
uh(0) = Phu0, (10)
where Ph denotes the H orthogonal projection onto Vh. To discretize the semi-discrete equations (4) in time we use
backward Euler scheme because of its simplicity and unconditional stability. However, other time integration schemes
can be implemented in a similar manner.
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Hence, we divide the time interval [0, T ] into subintervals [tn, tn+1] of length t such that tn = nt . We use Unh to
denote the point-value of the function u at (tn, xh). Thus, a fully discrete approximation of (4) is formulated as:
Find Unh ∈ W(0, T ;Vh), n = 0, 1, . . . , such that(
Un+1h − Unh
t
, vh
)
+A(Un+1h , vh) = (F n+1h , vh) ∀vh ∈ Vh,
Uh(0) = Phu0. (11)
Thus, if Un+1h solves the problem (11), then the chaos coefﬁcients {Un+1h, :  ∈ IN,K} solve the following set of
variational problems:
For each  ∈ IN,K and n = 0, 1, . . . , ﬁnd Un+1h, ∈ Vh such that(
Un+1h, − Unh,
t
, wh
)
+B0(Un+1h, , wh) = (F n+1h, , wh) −
∑
<
B−(Un+1h, , wh) ∀wh ∈ Vh,
Uh,(0) = Phu0.
Note that a convergence analysis along with a priori error estimates has been established in [13] for the semi-discrete
equations (10) and the fully discrete problem (11). Following the same arguments in [13], this analysis can be extended
for other implicit time discterization. For instance, the second-order Crank Nicolson method.
4. Solution procedure and implementation
Let M be the number of mesh points of the partition Dh, then any element h of Vh is expressed as
h =
M∑
j=1
jj (x),
where j = h(xj ), xj being the jth mesh point, {j } are the sets of global nodal basis functions of Vh characterized
by the property j (xi ) = 
ji , with 
ji is the Kronecker delta.
We approximate the ﬁnite element solution to Unh as
Unh, =
M∑
j=1
Unh,,jj . (12)
By virtue of deﬁnitions of the operators given above, it follows that the fully discrete equations (7)–(8) become:
For each  ∈ IN,K , solve for Un+1
(M + tS)Un+1 = MUn + t
⎛
⎝Fn+1 −∑
<
S−Un+1
⎞
⎠ , (13)
where Un+1 , Un and Fn+1 are M-vectors with entries Un+1,j , U
n
,j and F
n+1
,j , j = 1, . . . ,M , respectively. M and S
are sparse M × M-matrices the elements of which are given by
M,ij =
∫
D
,i,j dx and S,ij =
∫
D
D∇,i∇,j dx, i, j = 1, . . . ,M ,
respectively. Note that M is known as mass matrix in the ﬁnite element literature. It is a positive deﬁnite matrix
with a low condition number, independent of h, so that it is very easy to invert even by the diagonal preconditioned
conjugate gradient. The matrix S is known as stiffness matrix in the ﬁnite element literature. It has a condition number
of O(C/h2), where C is a bounded constant. For small h, this condition requires efﬁcient iterative solvers for the linear
system (13).
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Once the chaos coefﬁcients {Uh, :  ∈ IN,K} are calculated, stochastic simulations of the solution can be carried
out as follows. First, generate R independent standard Gaussian variables X()= (Xi())i=1,...,R using some random
number generator, and then form the sums
uh(tn,) =
∑
∈IN,K
Unh,H(X()),
where
H(X()) =
R∏
j=1
hj (Xj ()).
Now we are in a position to complete the implementation of our algorithm. The resultingWick-stochastic ﬁnite element
method we consider for numerical solution of the reaction–diffusion problem (1) consists of the following three main
steps:
For n = 0, 1, . . . , do:
Step 1:
(i) Construct the ordered cutting IN,K as in (9) and set = (0, . . . , 0).
(ii) Compute the vectors Un0, Un+10 and Fn+10 .
Step 2: While  ∈ IN,K do:
(i) Locate the subset I = { ∈ IN,K : < }.
(ii) Compute the sum b =∑< S−Un+1 .
(iii) Update the right-hand side b = MUn + t (Fn+1 − b).
(iv) Solve for Un+1 the linear system: (M + tS)Un+1 = b.
(v) Find the next multi-index  and go to Step 2. Check convergence in time: if ntT go to Step 3.
Step 3:
(i) Reconstruct the simulations of the solution as follows:
(a) Generate a sequence {Xi, i = 1, . . . , R2} of independent Gaussian variables.
(b) For each r = 1, . . . , R
Set X(r) = [X(r−1)K+j ], j = 1, . . . , R
Form realizations of the solution
u(r)(tn+1, xh) =
∑
∈IN,K
Un+1 (xh)H(X(r)).
(ii) Perform some statistics and display the results.
Note that, in the above algorithm, the three steps are independent. Steps 1 and 3 can be viewed as preprocessing and
postprocessing procedures, respectively.Whereas, Step 2 represents the main stage of the algorithm that solves a system
of M((N +K)!/N !K!) algebraic equations. The Step 2(iv) can be solved using the simple LU factorization as in [10].
However, this solver needs explicit storage of the matrices M and S which may limits the robustness of the algorithm.
An efﬁcient technique is to use the Krylov-subspace methods. These solvers do not require the explicit storage of the
iterative matrices. All what is needed, however, is a subroutine that performs a matrix–vector multiplication, see [8]
for details on implementation of Krylov-subspace methods.
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5. Numerical examples
In this section, we perform some numerical tests in Eqs. (1). Although results we present here concern academic
examples only, the method extends to more realistic problems without major conceptual modiﬁcations. Numerical
experiments show that zeroth- and ﬁrst-order Hermite polynomials do not provide a good approximation but in most
cases there is no need to go beyond fourth- or ﬁfth-order Hermite polynomials in the Wiener chaos expansions.
Therefore, for all the results presented in this section, we used the cutting setI1,4 with ﬁve different multi-indices. The
computational domain is divided into uniform mesh of elements with mesh size h. To solve the linear system (13) we
used the preconditioned Bicgstab method [14] with diagonal preconditioning and a tolerance of 10−5 to stop iterations.
The following test examples are selected:
Test 1: D = eW˙ (x) and f = 0.
Test 2: D = 0.1 and f = 1 + W˙ (x).
Test 3: D = eW˙ (x) and f = 1 + W˙ (x).
Here W˙ (x) denotes the white noise (formal derivative of Wiener process). It is numerically approximated using the
Fourier modes as proposed in [4].
In all our computations the time stepsize t is ﬁxed to 10−4 and initial condition is taken as a normal distribution
centered in the spatial domain D and with variance equal to 0.01.
5.1. One-dimensional results
We start by running our code for the one-dimensional cases. The space domain is the intervalD= [0, 1] discretized
into Nx uniform gridpoints. We carry out 100 realizations for each test, then we display the averaged solutions along
with some selected simulations.
In Fig. 1 we plot the results obtained by six different realizations (plotted by solid lines) for Test 1 at t = 0.005.
In this ﬁgure, we also show the averaged solution (plotted by dotted lines) for comparison reasons. As can be seen,
the computed averaged solution preserves the symmetry in the computational domain and, at every realization, the
simulated solution remains close to the averaged one. The evolution in time of averaged solution is shown in the
left column of Fig. 2 at times t = 0, 0.005 and 0.1. The method resolves the diffusive effects accurately without any
nonphysical oscillations.
In order to examine the behavior of the numerical solution with respect to the mesh reﬁning, we plot in the right
column of Fig. 2 the averaged solution at t = 0.005 using a uniform mesh with different number of gridpoints. The
convergence of our method is clearly seen as the number of gridpoints increases. In addition, we have observed that
solutions obtained by a mesh with 160 gridpoints overlap those obtained by the mesh with 80 gridpoints. Therefore, a
mesh of 100 gridpoints as the one used in our computations, is sufﬁcient to provide accurate and efﬁcient solution for
the problem under consideration. Needless to say that reﬁning the grids requires more computational work since large
linear systems have to be solved at each time step in the algorithm.
Next, we run our code for the Test 2 using the same tools to display the results. Thus, in Fig. 3 we plot six different
realizations at t = 0.001 and in Fig. 4 we show time evolution of the averaged solution (left column) and its behavior
on different mesh reﬁnings (right column). The stochastic ﬂuctuations are more visible for Test 2 than Test 1, compare
the results shown in Fig. 3. This is due to the noise introduced by the reaction term f in the reaction–diffusion equation
(1). Note that, even with a large diffusion coefﬁcient as the one we used, it was not possible to damp these ﬂuctuations
as usually happened in deterministic reaction–diffusion problems. In addition, the initial data in Test 2 diffuses with
roughly the same rate as in Test 1 but still the symmetry of the averaged solution is preserved in the computational
domain, see left column in Fig. 4.
Now we turn to compute solutions of Test 3. In this example, both the diffusion coefﬁcient and the reaction term
contain stochastic effects. As in the previous tests, Fig. 5 shows six different realizations at time t = 0.005, whereas
Fig. 6 displays the evolution of the averaged solution at different instants (left column) and gridpoints (right column).
The computed results offer similar behavior as in Test 2.
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Fig. 1. One-dimensional Test 1: six different simulations at time t = 0.005.
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Fig. 2. One-dimensional Test 1: averaged solution at different times with Nx = 100 (left column) and with different mesh points at time t = 0.005
(right column).
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Fig. 3. One-dimensional Test 2: six different simulations at time t = 0.001.
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Fig. 4. One-dimensional Test 2: averaged solution at different times with Nx = 100 (left column) and with different mesh points at time t = 0.001
(right column).
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Fig. 5. One-dimensional Test 3: six different simulations at time t = 0.005.
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Fig. 6. One-dimensional Test 3: averaged solution at different times with Nx = 100 (left column) and with different mesh points at time t = 0.001
(right column).
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Fig. 7. Two-dimensional Test 1: four different simulations at time t = 0.001.
It is worth remarking that, the preprocessing Step 1 and the postprocessing Step 3 in our algorithm require very little
computational work compared to the CPU time needed for solving the deterministic problems in Step 3. For instance, in
all tests presented in this section, more than 67% of computational cost goes into solving Step 2. Therefore, reducing the
CPU time in our algorithm can be hold by considering more efﬁcient solvers for the deterministic reaction–diffusion
equations. Recall that the chaos coefﬁcients are computed in advance and stored in vectors to be used whenever a
simulation of solution has to be repeated.
5.2. Two-dimensional results
We present numerical results for the two-dimensional formulation of Test 1, Test 2 and Test 3. The spatial domain
is the unit square D = [0, 1] × [0, 1] divided into uniform quadrilateral mesh with 40 × 40 gridpoints. For each test
case we perform 50 different realizations and an averaged solution is calculated. To display the results we use the same
tools as in the one-dimensional cases.
In Fig. 7 we report results at time t=0.001 by executing four different realizations inTest 1. Fig. 8 shows the averaged
solution (left column) and the evolution in time of a cross section at y = 0.5 (right column). The algorithm captures the
long term behavior of the numerical averaged solution without breaking the symmetry in the computational domain or
introducing oscillations in the averaged solutions.
The results for Test 2 are given in Figs. 9 and 10. Four selected simulations of the solution are shown in Fig. 9 at
t = 0.01. As has been observed in the one-dimensional form of this test, the stochastic excitations produced by the
reaction function are more detectable in the simulated solutions than in the previous test.
Finally, we present in Fig. 11 the simulated solutions for Test 3 by four different realizations at t = 0.01. As in Test
2, stochastic effects take place in the whole surface plots of the simulated solutions. In the left column of Fig. 12 we
show the surface plot of the averaged solution at time t = 0.001, while in the right column we plot a cross-section at
y = 0.5 for t = 0, 0.001 and 0.01. In this test case, the diffusion process of the initial Gaussian data is faster than those
resulted from Test 2, see Figs. 10 and 12.
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Fig. 8. Two-dimensional Test 1: surface plot of averaged solution at time t = 0.001 (left column) and its cross-section at y = 0.5 for different times
(right column).
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Fig. 9. Two-dimensional Test 2: four different simulations at time t = 0.01.
As a ﬁnal remark, we would like to comment on the number of iterations needed in Bicgstab solver to converge.
Since, the iterate mass matrix in Test 2 is symmetric and diagonal dominant, these properties make the convergence
of Bicgstab solver faster with a mean of 4 iterations per time step. In Test 1 and Test 3, the iterate matrix in (13) loses
the previous properties. For these test cases, the mean number of iterations in Bicgstab solver to reach the tolerance of
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Fig. 10. Two-dimensional Test 2: surface plot of averaged solution at time t = 0.05 (left column) and its cross-section at y = 0.5 for different times
(right column).
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Fig. 11. Two-dimensional Test 3: four different simulations at time t = 0.001.
10−5 was 9 iterations per time step. Nevertheless, our algorithm can be executed with timestep sizes larger enough than
for the explicit time integration methods. For instance, in Test 2 with 80 gridpoints, an explicit time stepping requires
a timestep of order 10−9. Therefore, for the same length of simulation, our algorithm uses fewer steps than an explicit
method, thereby reducing the total computational cost tremendously.
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Fig. 12. Two-dimensional Test 3: surface plot of averaged solution at time t = 0.01 (left column) and its cross-section at y = 0.5 for different times
(right column).
6. Concluding remarks
A robust numerical method for solving the one- and two-dimensional stochastic reaction–diffusion equations of
Wick type has been developed and tested. The method combines the Wiener–Itô chaos expansion with a ﬁnite element
method. An implicit time integration procedure is used to avoid the restriction on timesteps in computations.
The algorithm presented in this paper can be highly optimized for the vector computers, because this does not
require nonlinear solvers and contains no recursive elements. The parallel implementation of the method requires only
interprocessor communication to complete the matrix–vector and vector–vector products required at each iteration.
Some difﬁculties arise from the fact that for efﬁcient vectorization the data should be stored continuously within long
vectors rather than two-dimensional arrays.
Although we have restricted our numerical computations to the linear scalar reaction–diffusion equations, the more
important implication of our research concerns the use of Wick-stochastic ﬁnite element method for nonlinear coupled
reaction–diffusion systems. Our future work is therefore to implement this method for solving nonlinear stochastic
boundary value systems of Wick type in parallel computing using multilevel iterative solvers to speed up the time
integration procedure.
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