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Abstract
In this paper, we deal with a discrete predator–prey system with delay. We first give a sufficient
condition for the uniform persistence of the system. Assuming that the coefficients in the system are
periodic, by generalizing the Yoshizawa’s theorem on the existence of periodic solution for ordinary
differential equations to the difference equations with delays, we obtain the existence of a periodic
solution basing on the uniform persistence result.
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1. Introduction
Recently, Wang and Li in [14] studied the following predator–prey system with
Holling III functional response when τ3(t) ≡ 0

dN1(t)
dt
= N1(t)
(
b1(t) − a1(t)N1(t − τ1(t)) − α1(t)N1(t)1+mN21 (t)N2(t − τ2(t))
)
,
dN2(t)
dt
= N2(t)
(−b2(t) − a2(t)N2(t − τ3(t)) + α2(t)N21 (t−τ4(t))1+mN21 (t−τ4(t))
)
,
(1)
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time t , ai(t), bi(t), αi(t), τi(t) :R → [0,∞) (1 i  4) are bounded nonnegative contin-
uous functions, m is a nonnegative constant. In [14], the authors proved that system (1)
is uniformly persistent under appropriate conditions and obtained sufficient conditions for
the existence of positive periodic solutions for system (1). On the other hand, many au-
thors [1,2,4,10] have argued that the discrete time models governed by difference equations
are more appropriate than the continuous ones when the populations have nonoverlap-
ping generations. Discrete time models can also provide efficient computational models
of continuous models for numerical simulations. Therefore, in this paper we consider the
following discrete predator–prey system

x(n + 1) = x(n) exp(r(n)(1 − x(n−τ(n))
K(n)
− α(n)x(n)1+mx2(n)y(n)
))
,
y(n + 1) = y(n) exp(−b(n)+ β(n)x2(n)1+mx2(n) ), (2)
which can be looked as a discrete analogue of system (1) for a2(t) = τ2(t) = τ4(t) = 0,
where m is a positive constant and {r(n)}, {b(n)}, {K(n)}, {α(n)}, {β(n)} :Z → R and
{τ(n)} :Z → N are bounded nonnegative sequences such that r∗ > 0, K∗ > 0 and b∗ > 0,
here Z is the set of integer numbers, R the set of real numbers, N the set of nonnega-
tive integer numbers, a∗ = supn∈N a(n) and a∗ = infn∈N a(n) for any bounded sequence
{a(n)}.
It is well known what is important whether or not all species in a multispecies commu-
nity can be persistent in theoretical ecology. Though much has been done for persistence of
models governed by differential equations in the literature (see [5,9,13,14,16,17] and the
references therein), there are only several papers (see [3,7,8,11,12,15,18]) on the persis-
tence of discrete models. However, most of the systems considered in the aforementioned
references are autonomous. It is more realistic to model the population growth by nonau-
tonomous difference equations. For example, assuming that they are periodic accounts for
the seasonal fluctuations. For the nonautonomous difference equations, Chen and Zhou
recently in [3,18] studied the persistence and the existence of periodic solutions for Logis-
tic system and Lotka–Volterra competition system without delay. To the delayed discrete
predator–prey system, Rui in [11] and Wang in [15] investigated the existence of positive
periodic solution by using the continuation theorem of coincidence degree theory. As to
the uniform persistence of (2), there is not such work to our knowledge. So one objective
of this paper is to given sufficient conditions for the uniform persistence of system (2).
Another is to build the existence theorem for periodic solutions of system (2) under the
assumption that the coefficients are ω-periodic. Now, we would like to give some notations
and definitions as follows.
Let [a, b] = {a, a + 1, . . . , b} and (a, b) = {a + 1, . . . , b − 1} for a, b ∈ Z and a < b,
Cq = {ϕ : [−τ,0] → Rq} and Cq+ = {ϕ ∈ Cq, ϕ(s)  0 for s ∈ [−τ,0] and ϕ(0) > 0},
here τ ∈ N. Define ‖ϕ‖ = sups∈[−τ,0] |ϕ(s)| for all ϕ ∈ C. Then (C,‖ · ‖) is a Banach
space. Set SB = {ϕ ∈ Cq,‖ϕ‖ < B} for B > 0. Define xn(s) = x(n + s), s ∈ [−τ,0] for
x : [−τ, b] → Rq , here 0 n b and n,b ∈ N.
Definition 1. The system
x(n + 1) = f (n, xn), (3)
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t0(σ,ϕ) such that |x(n,σ,ϕ)| < B for n t0(σ,ϕ), where x(n,σ,ϕ) is the solution of (3)
with xσ = ϕ.
Definition 2. The system
x(i)(n + 1) = x(i)(n) exp(fi(n,x(1)n , x(2)n , . . . , x(q)n )), i = 1,2, . . . , q, (4)
is said to be uniform persistence if there are mi > 0 and Mi > 0 (i = 1,2, . . . , q) such
that lim infn→∞ x(n,σ,ϕ)mi and lim supn→∞ x(n,σ,ϕ)Mi for all (σ,ϕ) ∈ N×Cq+,
where x(n,σ,ϕ) = (x(1)(n, σ,ϕ), x(2)(n, σ,ϕ), . . . , x(q)(n, σ,ϕ)) is the solution of (4)
with xσ = ϕ.
The remainder of the paper is organized as follows. In Section 2, we will give a suf-
ficient condition for the uniform persistence of system (2). In Section 3, by generalizing
the Yoshizawa’s theorem on periodic solution for ordinary differential equations to differ-
ence equations with delays, we will prove that there exist ω-periodic solutions under the
assumption that the coefficients are ω-periodic based on the uniform persistence result.
2. Uniform persistence
In the sequel we assume τ = τ ∗. We begin with some lemmas.
Lemma 1. Assume that {x(n)} satisfies x(n) > 0 and
x(n + 1) x(n) exp(r(n)(1 − ax(n))) (5)
for n ∈ [n1,∞), where a is a positive constant. Then
lim sup
n→∞
x(n) 1
ar∗
exp(r∗ − 1). (6)
Proof. To prove (6), we first assume that there exists a l0 ∈ [n1,∞) such that x(l0 + 1) >
x(l0). This implies from (5) that x(l0) < 1/a. It follows that
x(l0 + 1) x(l0) exp
(
r(n)
(
1 − ax(l0)
))
 x(l0) exp
(
r∗
(
1 − ax(l0)
))
= 1
a
ax(l0) exp
(
r∗
(
1 − ax(l0)
))
 1
ar∗
exp(r∗ − 1),
here we used
max
t∈R
x exp
(
r(1 − x))= exp(r − 1)
r
for r > 0.
We claim that
x(n) 1
ar∗
exp(r∗ − 1) for n ∈ [l0,∞).
Otherwise, there would exist p˜0 ∈ [l0,∞) such that x(p˜0) > 1ar∗ exp(r∗ − 1). Then p˜0 
l0 + 2. Let p0 be the smallest integer such that x(p) > 1∗ exp(r∗ − 1). Then x(p0 − 1) <ar
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This proves the claim.
Now, we assume that x(n + 1)  x(n) for all n ∈ [n1,∞). Therefore, limn→∞ x(n)
exists, denoted by l. We claim that l  1/a. By way of contradiction, assume that l > 1/a.
Then, there exists N ∈ N such that x(n) > 1/a for all n > N . It follows that
x(n + 1) x(n) exp(r∗(1 − ax(n))). (7)
Taking limit in (7) gives l  1/a, which is a contradiction. This proves the claim. Note that
1
r
exp(r − 1) > 1 for r > 0. It follows that (6) holds. This completes the proof. 
Lemma 2. Assume that {x(n)} satisfies
x(n + 1) x(n) exp(r(n)(1 − ax(n))), nN0, (8)
lim supn→∞ x(n)  x∗ and x(N0) > 0, where a is a constant such that ax∗ > 1 and
N0 ∈ N. Then
lim inf
n→∞ x(n)
1
a
exp
(
r∗(1 − ax∗)). (9)
Proof. For each ε > 0, since lim supn→∞ x(n)  x∗, there exists an N1  N0 such that
x(n) < x∗ + ε for all n > N1. There are two cases to be considered.
Case 1. There exists l0 > N1 such that x(l0 + 1) < x(l0). Then x(l0) > 1/a. This implies
that
x(l0 + 1) x(l0) exp
(
r(n)
(
1 − a(x∗ + ε))) 1
a
exp
(
r∗
(
1 − a(x∗ + ε))).
Similar to the proof of Lemma 1, we can prove that
x(n) 1
a
exp
(
r∗
(
1 − a(x∗ + ε))) for all n l0.
This implies that
lim inf
n→∞ x(n)
1
a
exp
(
r∗(1 − ax∗ − ε)).
Setting ε → 0, we can see that (9) holds.
Case 2. For all n > N1, x(n+ 1) x(n). It follows that limn→∞ x(n) exists, denoted by l.
Similar to the proof of Lemma 1, we can prove that l  1/a. Note that ax∗ > 1. It follows
that (9) holds in this case. This completes the proof. 
Lemma 3. Let x∗ = K∗
r∗ exp(r
∗τ ∗ + r∗ − 1). Then for all (n0, ϕ) ∈ N × C2+,
lim sup
n→∞
x(n,n0, ϕ) x∗, (10)
where (x(n,n0, ϕ), y(n,n0, ϕ)) is a solution of (2) such that (xn , yn ) = ϕ.0 0
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that x(n − τ(n)) x(n) exp(−r∗τ ∗). This implies that
x(n + 1) x(n) exp
(
r(n)
(
1 − exp(−r
∗τ ∗)
K∗
x(n)
))
.
By Lemma 1, we can see that (10) holds. This completes the proof. 
Lemma 4. Assume that h(x∗) > 0, here x∗ is the constant given in Lemma 3 and h(x) =
−b∗ + β∗x2/(1 + mx2). Then there exists a M > 0 such that for all (n0, ϕ) ∈ N × C2+,
lim sup
n→∞
y(n,n0, ϕ)M, (11)
where (x(n,n0, ϕ), y(n,n0, ϕ)) is a solution of (2) such that (xn0, yn0) = ϕ.
Proof. We first prove that there exists K > 0 such that for all (n0, ϕ) ∈ N × C2+,
lim inf
n→∞ y(n,n0, ϕ)K. (12)
Since h(0) = −b∗ < 0, there exists ε0 > 0 such that h(ε0) < 0. There exist K > 0 and
T > 2 such that
1 + m(x∗)2
α∗Kr∗
exp(r∗ − 1) < ε0 (13)
and
x∗ exp
(
r∗(T − 2)
(
1 − 1
r∗
exp(r∗ − 1)
))
< ε0. (14)
Note that h(x∗) > 0. there exists M > K + 1 such that
1
h(x∗)
ln
M
K + 1 > T. (15)
By (13)–(15), there exists ε > 0 such that
1 + m(x∗ + ε)2
α∗Kr∗
exp(r∗ − 1) + ε < ε0, (16)
(x∗ + ε) exp
(
r∗(T − 2)
(
1 − 1
r∗
exp(r∗ − 1)
))
< ε0 (17)
and
1
h(x∗ + ε) ln
M
K + 1 > T. (18)
Now, we claim that (12) holds for all (n0, ϕ) ∈ N × C2+. Otherwise, there would exist
(n0, ϕ) ∈ N × C2+ and N1 ∈ N such that
y(n) := y(n,n0, ϕ) > K, n > N1. (19)
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From (15) and (16), we have
x(n + 1) x(n) exp
(
r(n)
(
1 − α∗K
1 + m(x∗ + ε)2 x(n)
))
for all n > N2.
It follows from Lemma 1 that
lim sup
n→∞
x(n) 1 + m(x∗ + ε)
2
α∗Kr∗
exp(r∗ − 1).
This implies that there exists N3 > N2 such that
x(n) <
1 + m(x∗ + ε)2
α∗Kr∗
exp(r∗ − 1) + ε < ε0 for all n > N3,
here we used (16). It follows that
y(n + 1) y(n) exp(h(ε0)) for all n > N3.
This implies that limn→∞ y(n) = 0, which contradicts to (19). The claim holds.
We claim that (11) holds for all (n0, ϕ) ∈ N × C2+. Otherwise, there would exist
(n0, ϕ) ∈ N × C2+ such that
lim sup
n→∞
y(n,n0, ϕ) > M. (20)
Let x(n) = x(n,n0, ϕ) and y(n) = y(n,n0, ϕ). By Lemma 3 there exists N ∈ N such that
x(n) < x∗ + ε, n > N. (21)
By (12) and (20), there exist n2 > n1 > N such that
y(n1)K + 1, y(n2)M, (22)
and
K + 1 < y(n) < M, n ∈ (n1, n2). (23)
From (21) we obtain that y(n + 1)  y(n) exp(h(x∗ + ε)) for all n > N . It follows from
(18) and (22) that
n2 − n1  1
h(x∗ + ε) ln
M
K + 1 > T. (24)
Since T > 2, (n1, n2) is nonempty. By (21) and (23), we obtain that
x(n + 1) x(n) exp
(
r(n)
(
1 − α∗(K + 1)
1 + m(x∗ + ε)2 x(n)
))
, n ∈ (n1, n2). (25)
Now we would consider two cases.
Case 1. There exists p ∈ (n1, n2) such that x(p + 1) > x(p). Similar to the proof of Lem-
ma 1, we can prove that
x(n2 − 1) 1 + m(x
∗ + ε)2
α∗(K + 1)r∗ exp(r
∗ − 1) < ε0,
here we used (16).
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Case 2.1. There exists p1 ∈ (n1, n2) such that
x(p1)
1 + m(x∗ + ε)2
α∗(K + 1)r∗ exp(r
∗ − 1).
It follows that
x(n2 − 1) 1 + m(x
∗ + ε)2
α∗(K + 1)r∗ exp(r
∗ − 1) < ε0.
Case 2.2. For all n ∈ (n1, n2),
x(n) >
1 + m(x∗ + ε)2
α∗(K + 1)r∗ exp(r
∗ − 1).
From (25), we obtain that
x(n + 1) x(n) exp
(
r(n)
(
1 − 1
r∗
exp(r∗ − 1)
))
 x(n) exp
(
r∗
(
1 − 1
r∗
exp(r∗ − 1)
))
for all n ∈ (n1, n2).
It follows from (17) and (21) that
x(n2 − 1) x(n1 + 1) exp
(
r∗(n2 − n1 − 2)
(
1 − 1
r∗
exp(r∗ − 1)
))
 (x∗ + ε) exp
(
r∗(T − 2)
(
1 − 1
r∗
exp(r∗ − 1)
))
< ε0.
In either case, we have
y(n2) y(n2 − 1) exp
(
−b∗ + β
∗(ε0)2
1 + m(ε0)2
)
= y(n2 − 1) exp
(
h(ε0)
)
< y(n2 − 1) <M,
which contradicts to (22). This completes the proof. 
Lemma 5. Assume that
β∗(y∗)2
1 + m(y∗)2 > b
∗, (26)
here y∗ = d∗ exp(r∗(1 − x∗/d∗)), d∗ = K∗ exp(r∗τ ∗(1 − x∗/K∗)). Let
p =
√
b∗
β∗ − mb∗ .
Then
lim sup
n→∞
x(n,n0, ϕ) p for all (n0, ϕ) ∈ N × C2+,
where (x(n,n0, ϕ), y(n,n0, ϕ)) is a solution of (2) such that (xn , yn ) = ϕ.0 0
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N1 ∈ N such that x(n) := x(n,n0, ϕ) < a for all n > N1. It follows that
y(n + 1, n0, ϕ) y(n,n0, ϕ) exp
(
−b∗ + β
∗a2
1 + ma2
)
= y(n,n0, ϕ) exp
(
h(a)
)
, n > N1, (27)
where h(·) is given in Lemma 4. Since h(p) = 0, we have h(a) < 0. It follows from (27)
that
lim
n→∞y(n,n0, ϕ) = 0. (28)
It follows from Lemma 3 that for each ε ∈ (0,1) such that (x∗ + ε)/K∗ + ε > 1, there
exists N2 > N1 such that
α(n)x(n)
1 + mx2(n)y(n) < ε (29)
and
x(n) < x∗ + ε (30)
for all n > N2, where x(n) = x(n,n0, ϕ) and y(n) = y(n,n0, ϕ). It follows from (29) and
(30) that
x(n + 1) x(n) exp
(
r(n)
(
1 − x
∗ + ε
K∗
− ε
))
 x(n) exp
(
r∗
(
1 − x
∗ + ε
K∗
− ε
))
for all n > N2 + τ.
This implies that
x
(
n − τ(n)) x(n) exp(r∗τ ∗(x∗ + ε
K∗
+ ε − 1
))
for all n > N2 + τ.
Thus, we have
x(n + 1) x(n) exp
(
r(n)
(
1 − ε − 1
d∗(ε)
x(n)
))
= x(n) exp
(
(1 − ε)r(n)
(
1 − 1
(1 − ε)d∗(ε)x(n)
))
, n > N2 + τ,
where d∗(ε) = K∗ exp(r∗τ ∗(1 − (x∗ + ε)/K∗ − ε)). Noting that
x∗
(1 − ε)d∗(ε) > 1 and
(
(1 − ε)r(n))∗ = (1 − ε)r∗,
we obtain from Lemma 2 that
lim inf
n→∞ x(n) (1 − ε)d∗(ε) exp
(
(1 − ε)r∗
(
1 − x
∗
(1 − ε)d∗(ε)
))
.
Setting ε → 0, we have
lim infx(n) y∗. (31)
n→∞
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β∗(y∗ − ε0)2
1 + m(y∗ − ε0)2 > b
∗. (32)
By (31), there exists N > N2 + τ such that x(n) > y∗ − ε0 for all n > N . This implies that
y(n + 1) y(n) exp
(
−b∗ + β∗(y
∗ − ε0)2
1 + m(y∗ − ε0)2
)
for n > N.
It follows from (32) that limn→∞ y(n) = ∞, which contradicts to (28). This completes the
proof. 
Lemma 6. Assume that (26) holds. Then there exists η0 ∈ (0,2√m/α∗) such that for all
(n0, ϕ) ∈ N × C2+,
lim sup
n→∞
y(n,n0, ϕ) η0, (33)
where (x(n,n0, ϕ), y(n,n0, ϕ)) is a solution of (2) such that (xn0, yn0) = ϕ.
Proof. By (26), there exists η0 ∈ (0,2√m/α∗) such that
β∗(y∗(η0))2
1 + m(y∗(η0))2 > b
∗, (34)
where
y∗(η0) = c∗(η0) exp
(
r∗
(
1 − x
∗
c∗(η0)
))
and
c∗(η0) = K∗ exp
(
r∗τ ∗
(
1 − x
∗ + η0
K∗
− α
∗
2
√
m
η0
))
.
Now, we would like to prove that (33) holds for all (n0, ϕ) ∈ N × C2+. Otherwise, there
would exist (n0, ϕ) ∈ N × C2+ and N1 ∈ N such that
x(n) < x∗ + η0 and y(n) < η0 (35)
for all n > N1, where x(n) = x(n,n0, ϕ) and y(n) = y(n,n0, ϕ). It follows that
α(n)x(n)
1 + mx2(n)y(n) <
α∗
2
√
m
η0 for all n > N1.
This implies that
x(n + 1) x(n) exp
(
r(n)
(
1 − x(n − τ(n))
K∗
− α
∗
2
√
m
η0
))
for n > N1.
Similar to the argument of Lemma 5, we can obtain that
lim inf
n→∞ x(n) y
∗(η0). (36)
By (34), there exists δ ∈ (0, y∗(η0)) such that
β∗(y∗(η0) − δ)2
∗ 2 > b
∗. (37)
1 + m(y (η0) − δ)
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y(n + 1) y(n) exp
(
−b∗ + β∗(y∗(η0) − δ)
2
1 + m(y∗(η0) − δ)2
)
for n > N2.
This implies that limn→∞ y(n) = ∞, which contradicts to (35). This completes the
proof. 
Now we would like to present our main result as follows.
Theorem 1. Assume that (26) holds. Then the system (2) is uniform persistence.
Proof. Let d∗, y∗ and x∗ be the constants given in Lemma 5. Since
x∗
d∗
= K
∗
K∗
· exp(r
∗ − 1)
r∗
· exp
(
r∗τ ∗x∗
K∗
)
> 1,
we have
x∗
y∗
= K
∗
K∗
exp
(
r∗τ ∗x∗
K∗
)
1
r∗
exp
(
r∗x∗
d∗
− 1
)
> 1.
It follows from (26) that
β∗(x∗)2
1 + m(x∗)2 >
β∗(x∗)2
1 + m(x∗)2 >
β∗(y∗)2
1 + m(y∗)2 > b
∗ > b∗.
This implies that h(x∗) > 0, where h(x) is given in Lemma 4. Therefore the conditions of
Lemma 4 hold. By Lemmas 3 and 4, we only need to prove two claims.
Claim 1. There exists ξ > 0 such that lim infn→∞ x(n,n0, ϕ) ξ for all (n0, ϕ) ∈ N×C2+,
where (x(n,n0, ϕ), y(n,n0, ϕ)) is a solution of (2) such that (xn0 , yn0) = ϕ.
Otherwise, there would exist (σk,ϕk) ∈ N × C2+ such that lim infn→∞ x(n,σk,ϕk) <
1/k2. Choose K0 ∈ N such that 1/K0 < p, where p is given in Lemma 5. By Lemma 5,
for k > K0, there exist
σk < n
(k)
1 < m
(k)
1 < n
(k)
2 < m
(k)
2 < · · · < n(k)j < m(k)j < · · ·
such that limj→∞ n(k)j = ∞,
x
(
n
(k)
j , σk, ϕk
)
 1
k
, x
(
m
(k)
j , σk, ϕk
)
 1
k2
, (38)
and
1
k2
< x(n,σk,ϕk) <
1
k
, n ∈ (n(k)j ,m(k)j ). (39)
By Lemmas 3 and 4, there exists N(σk,ϕk) ∈ N such that
x(n,σk,ϕk) < 2x∗ and y(n,σk,ϕk) < 2M (40)
for n > N(σk,ϕk). It follows that
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(
r∗
(
1 − 2x
∗
K∗
− α
∗
√
m
M
))
= x(n,σk,ϕk) exp(−β) (41)
for n > N(σk,ϕk), where β = r∗(2x∗/K∗ + α∗M/√m − 1) > 0. There exists J (k)1 ∈ N
such that n(k)j > N(σk,ϕk) + τ for j > J (k)1 . By (38) and (41), we have
m
(k)
j − n(k)j 
ln k
β
(42)
for j > J (k)1 and k > K0. There exists K1 > K0 such that
1
k
(
1
K∗
+ 2α∗M
)
<
1
2
and
ln k
β
> τ + 2 for k > K1.
It follows from (39), (40) and (42) that
x(n + 1, σk, ϕk) > x(n,σk,ϕk) exp
(
r∗
(
1 − 1
k
(
1
K∗
+ 2α∗M
)))
> x(n) exp
(
r∗
2
)
for n ∈ (n(k)j + τ,m(k)j ), j > J (k)1 and k > K1.
This implies that
x
(
m
(k)
j
)
> x
(
m
(k)
j − 1
)
exp
(
r∗
2
)
>
1
k2
exp
(
r∗
2
)
,
which contradicts to (38). Thus, we see that Claim 1 holds.
Claim 2. There exists an η > 0 such that lim infn→∞ y(n,n0, ϕ)  η for all (n0, ϕ) ∈
N × C2+, where (x(n,n0, ϕ), y(n,n0, ϕ)) is a solution of (2) such that (xn0, yn0) = ϕ.
Otherwise, there would exist (σk,ϕk) ∈ N × C2+ such that lim infn→∞ x(n,σk,ϕk) <
1/k2. Choose K0 ∈ N such that 1/K0 < η0, where η0 is given in Lemma 6. By Lemma 6,
for k > K0, there exist
σk < n
(k)
1 < m
(k)
1 < n
(k)
2 < m
(k)
2 < · · · < n(k)j < m(k)j < · · ·
such that limj→∞ n(k)j = ∞,
y
(
n
(k)
j , σk, ϕk
)
 1
k
, y
(
m
(k)
j , σk, ϕk
)
 1
k2
, (43)
and
1
k2
< y(n,σk,ϕk) <
1
k
, n ∈ (n(k)j ,m(k)j ). (44)
Since y(n + 1, σk, ϕk) y(n,σk,ϕk) exp(−b∗) for n ∈ N, we have
y
(
m
(k)
j , σk, ϕk
)
 y
(
n
(k)
j , σk, ϕk
) · exp(−b∗(m(k)j − n(k)j )).
It follows from (43) that
m
(k)
j − n(k)j 
ln k
, k > K0. (45)b∗
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β∗(y∗(ε))2
1 + m(y∗(ε))2 > b
∗, (46)
where
y∗(ε) = d(ε) exp
(
r∗(1 − ε)
(
1 − x
∗ + ε
d(ε)
))
and
d(ε) = (1 − ε)K∗ exp
(
r∗τ ∗
(
1 − x
∗ + ε
K∗
− ε
))
.
There exists K1 > K0 such that
ln k
b∗
> τ + 2 and α
∗
2k
√
m
< ε (47)
for k > K1. By Lemmas 3, 4 and Claim 1, there exists N1(σk,ϕk) ∈ N such that
ξ
2
< x(n,σk,ϕk) < x
∗ + ε and y(n,σk,ϕk) < M + 1 (48)
for n > N1(σk,ϕk). There exists J (k)1 ∈ N such that
n
(k)
j > N1(σk,ϕk) + τ for j > J (k)1 .
When n ∈ (n(k)j + τ,m(k)j ), j > J (k)1 and k > K1, by (44), (47) and (48), we have
x(n + 1, σk, ϕk) x(n,σk,ϕk) exp
(
r(n)
(
1 − x
∗ + ε
K∗
− ε
))
.
This implies that
x
(
n − τ(n), σk,ϕk
)
 x(n,σk,ϕk) exp
(
r∗τ ∗
(
x∗ + ε
K∗
+ ε − 1
))
,
here we used x∗/K∗ > 1. It follows that
x(n + 1, σk, ϕk)
 x(n,σk,ϕk) exp
(
r(n)
(
1 − ε − x(n,σk,ϕk)
K∗ exp
(
r∗τ ∗
(
x∗+ε
K∗ + ε − 1
)))) (49)
for n ∈ (n(k)j + τ,m(k)j ), j > J (k)1 and k > K1. There are two cases to be considered.
Case 1. There exists l0 ∈ (n(k)j + τ,m(k)j ) such that
x(l0 + 1, σk, ϕk) < x(l0, σk, ϕk).
Similar to the argument of Lemma 2, we can obtain that x(m(k)j − 1)  y∗(ε). It follows
from (44) and (46) that
y
(
m
(k)
j , σk, ϕk
)
 y
(
m
(k)
j − 1, σk, ϕk
)
exp
(
−b∗ + β∗(y
∗(ε))2
1 + m(y∗(ε))2
)
> y
(
m
(k)
j − 1, σk, ϕk
)
>
1
k2
,
which contradicts to (43).
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cases.
Case 2.1. There exists l0 ∈ (n(k)j + τ,m(k)j ) such that
x(l0 + 1, σk, ϕk) y∗(ε).
This follows that x(m(k)j − 1, σk, ϕk) y∗(ε). We also get a contradiction by the proof of
Case 1.
Case 2.2. For all n ∈ (n(k)j + τ,m(k)j ), x(n,σk,ϕk) < y∗(ε). Note that
e(ε) = 1 − y∗(ε)
(1 − ε)K∗ exp
(
r∗τ ∗
(
x∗ + ε
K∗
+ ε − 1
))
= 1 − exp
(
r∗τ ∗(1 − ε)
(
1 − x
∗ + ε
d(ε)
))
> 0
by the fact that
x∗ + ε
d(ε)
= x
∗ + ε
K∗(1 − ε) exp
(
r∗τ ∗
(
x∗ + ε
K∗
+ ε − 1
))
> 1.
It follows from (45), (47) and (49) that
x
(
m
(k)
j − 1, σk, ϕk
)
 x
(
m
(k)
j − 2, σk, ϕk
)
exp
(
r∗(1 − ε)e(ε)
)
 ξ
2
exp
(
r∗(1 − ε)e(ε)
(
m
(k)
j − n(k)j − τ − 2
)) (50)
for j > J (k)1 and k > K1. There exists M1 > 0 such that
ξ
2
exp
(
r∗(1 − ε)e(ε)M1
)
> y∗.
There exists K2 > K1 such that ln k/b∗ > M1 + τ + 2 for k > K2. It follows from (50) that
x
(
m
(k)
j − 1, σk, ϕk
)
 ξ
2
exp
(
r∗(1 − ε)e(ε)
(
m
(k)
j − n(k)j − τ − 2
))
> y∗
for j > J (k)1 and k > K2. This implies from (26) that
y
(
m
(k)
j , σk, ϕk
)
 y
(
m
(k)
j − 1, σk, ϕk
)
exp
(
−b∗ + β∗(y
∗)2
1 + m(y∗)2
)
> y
(
m
(k)
j − 1, σk, ϕk
)
>
1
k2
,
which contradicts to (43). Thus, the claim holds. This completes the proof. 
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To obtain the conditions for the existence of periodic solutions of system (2) with the
coefficient being periodic with a common period, we first build theorem for the existence
of periodic solution of the system (3).
Lemma 7 [6]. Let S0 ⊆ S1 ⊆ S2 be convex subsets of a Banach space X with S0, S2
compact and S1 open in S2. Let P :S2 → X be a continuous mapping such that for some
integer m > 0 P jS1 ⊆ S2 for 0 j m− 1 and P jS2 ⊆ S0 for m j  2m− 1. Then P
has a fixed point.
Theorem 2. Assume that the solutions of (3) are ultimately bounded with respect to B ,
f (n,ϕ) is continuous on Cq for each n ∈ N and there exists ω ∈ N such that f (n+ω,ϕ) =
f (n,ϕ) for all (n,ϕ) ∈ N × Cq . Then (3) has a ω-periodic solution.
Proof. Since f (n,ϕ) is continuous on Cq for each n ∈ N, for n0 ∈ N, x(n0 + 1, n0, ϕ) =
f (n0, ϕ) is continuous with respect to ϕ ∈ Cq . By induction on n, we can see that the
solution x(n,n0, ϕ) of (3) with xn0 = ϕ is continuous with respect to ϕ ∈ Cq for each
n n0. Now we would like to prove two claims.
Claim 1. For each α  B , there exists a β > α such that |x(n,0, ϕ)| < β for all ϕ ∈ Sα
and n ∈ N, where Sα is the closure of Sα .
Otherwise, there would exist ϕk ∈ Sα and 0 τk < tk (k = 1,2, . . .) such that∥∥xn(·,0, ϕk)∥∥ α, 0 n τk, (51)
α <
∥∥xn(·,0, ϕk)∥∥< k, τk < n < tk, (52)
and ∥∥xtk (·,0, ϕk)∥∥ k. (53)
Let τk = pkω + rk and ψk = xτk (·,0, ϕk), where rk ∈ [0,ω). Since f (n +ω,ϕ) = f (n,ϕ)
for all (n,ϕ) ∈ N × Cq , we have
x(n, rk,ψk) = x(n + pkω, τk,ψk) = x(n + pkω,0, ϕk), n rk. (54)
Since the number of [−τ,0] is τ +1, Sα is compact in Cq . By (51), there exist ψ ∈ Sα , r0 ∈
[0,ω) and {kj } such that ψkj → ψ as j → ∞ and rkj ≡ r0. By the ultimate boundedness
of solutions for (3), there exists N0 > ω such that |x(n, r0,ψ)| < B for n > N0. By the
continuity of f (n,ϕ) in ϕ for each n ∈ Z, we see that x(n, r0, ϕ) is continuous in ϕ. There
exists J1 ∈ Z such that∣∣x(n, r0,ψkj )∣∣< B (55)
for n ∈ [N0,N0 + 2τ ] and j > J1. Choose M1 > B such that sup{|x(n, r0, ϕ)|, n ∈
[r0,N0 + τ ]} < M1. There exists J2 > J1 such that∣∣x(n, r0,ψk )∣∣< M1 (56)j
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Ai(α) = max(Ai−1(α), sup{|f (n,ϕ)|, ϕ ∈ SAi−1(α), n ∈ Z}) for i ∈ [2, τ ]. Since f (n,ϕ)
is periodic on n and continuous with respect to ϕ ∈ Cq , we see that Aτ (α) < ∞. There
exists J3 > J2 such that kj > max(M1,Aτ (α)) for j > J3. When j > J3, we consider
three cases.
Case 1. r0 + τ  tkj − pkj ωN0 + τ . It follows from (54) and (56) that∥∥xtkj (·,0, ϕkj )∥∥= ∥∥xtkj −pkj ω(·, rkj ,ψkj )∥∥= sup
θ∈[−τ,0]
∣∣x(tkj − pkj ω + θ, rkj ,ψkj )∣∣
= sup
θ∈[−τ,0]
∣∣x(tkj − pkj ω + θ, r0,ψkj )∣∣< M1,
which contradicts to (53).
Case 2. tkj − pkj ω > N0 + τ . Since rkj + τ = r0 + τ < N0 + τ , we obtain from (54) and
(55) that∥∥xN0+τ+pkj ω(·,0, ϕkj )∥∥= ∥∥xN0+τ (·, rkj ,ψkj )∥∥= sup
θ∈[−τ,0]
∣∣x(N0 + τ + θ, rkj ,ψkj )∣∣
= sup
n∈[N0,N0+τ ]
∣∣x(n, r0,ψkj )∣∣< B < α,
which contradicts to (52).
Case 3. r0  tkj − pkj ω < r0 + τ . By (3) and (51), we have ‖xtkj (·,0, ϕkj )‖  Aτ (α),
which contradicts to (53). This completes the proof of Claim 1.
By Claim 1, there exist B0 > B , B1 > B0 and B2 > B1 such that for n ∈ N, we have
|x(n,0, ϕ)| < B0 for all ϕ ∈ SB , |x(n,0, ϕ)| < B1 for all ϕ ∈ SB0 and |x(n,0, ϕ)| < B2 for
all ϕ ∈ SB1 . Let S0 = SB0 , S1 = SB1 and S2 = SB2 . Then S0, S1 and S2 are convex subsets
of Cq with S0, S2 compact and S1 open in S2.
Claim 2. There exists T0 ∈ N such that |x(n,0, ϕ)| < B for all ϕ ∈ S2 and n T0.
Otherwise, there would exist ϕk ∈ S2 and nk → ∞ as k → ∞ such that∣∣x(nk,0, ϕk)∣∣ B0. (57)
There exist ϕ ∈ S2 and {kj } such that ϕkj → ϕ. By the ultimate boundedness of so-
lutions, there exists q ∈ N such that |x(n,0, ϕ)| < B for n > qω. Choose p ∈ N such
that (p − 1)qω > τ . There exists J0 ∈ N such that |x(n,0, ϕkj )| < B for n ∈ [qω,pqω]
and j > J0. This implies that ‖xpqω(·,0, ϕkj )‖ < B . It follows that |x(n,0,ψkj )| < B0
for n ∈ N, where ψkj = xpqω(·,0, ϕkj ). Since x(n,0,ψkj ) = x(n + pqω,pqω,ψkj ) =
x(n+pqω,0, ϕkj ) for n 0, we have |x(n,0, ϕkj )| < B0 for n pqω and j > J0, which
contradicts to (57). Thus Claim 2 holds.
Define P :Cq → Cq , Pϕ = xω(·,0, ϕ). Then P jS1 ⊆ S2 for all j ∈ N. Choose m ∈ N
such that mω > T0 + τ , where T0 is given in Claim 2. By Claim 2, we can see that P jS2 ⊆
176 X. Yang / J. Math. Anal. Appl. 316 (2006) 161–177S0 for all j m. Thus, the conditions of Lemma 7 satisfy. Therefore, P has a fixed point,
i.e., (3) has an ω-periodic solution. This completes the proof. 
Corollary 1. Assume that the system (4) is uniform persistence, fi(n,ϕ) (i = 1,2, . . . , q)
are continuous on Cq for each n ∈ N and fi(n +ω,ϕ) = f (n,ϕ) for all (n,ϕ) ∈ N × Cq .
Then (4) has a positive ω-periodic solution.
Proof. We consider the following system:
y(i)(n + 1) = y(i)(n) + fi
(
n, exp
(
y(1)n
)
, exp
(
y(2)n
)
, . . . , exp
(
y
(q)
n
))
,
i = 1,2, . . . , q. (58)
Assume that y(n,σ,ϕ) is a solution of (58) with yσ = ϕ, here ϕ = (ϕ(1), ϕ(2), . . . , ϕ(q)) ∈
Cq , then x(n,σ,ψ) = (x(1)(n, σ,ψ), x(2)(n, σ,ψ), . . . , x(q)(n, σ,ψ)) is a solution of
(4) with yσ = ψ such that ψ = (exp(ϕ(1)), exp(ϕ(2)), . . . , exp(ϕ(q))) ∈ Cq+, where
x(i)(n, σ,ψ) = exp(y(i)(n, σ,ϕ)) (i = 1,2, . . . , q). By the uniform persistence of (4), there
is a t(σ,ϕ) such that mi  x(i)(n, σ,ψ)Mi for all n > t(σ,ϕ), where mi and Mi are con-
stants independent of (σ,ϕ). Let Bi = max(| lnmi |, | lnMi |). Then |y(i)(n, σ,ϕ)| Bi for
all n > t(σ,ϕ) (i = 1,2). This implies that system (58) is ultimately bounded. By Theorem 2,
system has an ω-periodic solution. It follows that (2) has a positive ω-periodic solution.
This completes the proof. 
By Theorem 1 and Corollary 1, we can obtain
Corollary 2. Assume that the conditions of Theorem 1 satisfy and {a(n)}, {b(n)}, {K(n)},
{α(n)}, {β(n)} and {τ(n)} are ω-periodic, where ω is a positive integer. Then (2) has a
positive ω-periodic solution.
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