When using single-point spread unscented Kalman filter, it is found that there may be large errors in estimating Jacobian matrix model with constant, resulting in poor estimation accuracy and even divergence. An improved single-point propagation unscented Kalman filter algorithm is proposed to solve this problem. By introducing the scaling factor, the influence of large distance between sampling points on the center point is reduced. Furthermore, the estimation accuracy and robustness of the single-point spread unscented Kalman filter algorithm are improved. In the simulation experiment, the ungm model is estimated. The performance of the single-point spread unscented Kalman filter, the unscented Kalman filter and the extended Kalman filter with different scaling factors are compared. A better scaling factor value is obtained. The improved algorithm is used to solve the measured data of indoor positioning, which proves the effectiveness of the algorithm.
Introduction
Unscented kalman Filter (UKF) is a filtering method for nonlinear systems proposed by S. Julier et al.Unlike the traditional method of linearizing the nonlinear function, UKF uses the unscented kalman filter to deal with the non-linear transfer problem of mean and covariance based on the framework of kalman filter [1] [2] [3] . Because sigma points are used to approximate the posterior probability density rather than the non-linear function, UKF does not neglect the higher-order terms, which makes UKF have higher calculation accuracy for the non-linear system and effectively overcomes the shortcomings of low estimation accuracy and poor stability of extended kalman filter (EKF) [4] .
UKF has higher accuracy and stability than EKF, but the propagation of sigma points requires a large amount of computation, which makes the computation burden very heavy. In real-time systems, computing time is a major constraint. Many real-time systems have very limited computing power for many reasons [5] , which results in sigma point propagation needs a lot of time to calculate, the use of UKF is limited, EKF has become the current preferred. How to solve the problem of large amount of calculation of UKF has become the key to whether UKF can be applied to real-time systems.
In the existing research, the most important way to reduce the calculation time of UKF is to reduce the number of sigma points, that is, to improve the way of traceless transformation [6, 7] . Julier and Uhlmann proposed a method that only needs to calculate n+1 sigma points [8] , and proposed a new method of SSUT (Spherical Simplex Unscented Transform), which improves the computational efficiency but reduces the estimation accuracy to a certain extent. Document [9] proposes the method of using MUT (Marginal Unscented Transformation) to improve the nonlinear model with linear substructures, which has some limitations. In reference [10] , a SPUKF algorithm (Single Propagation Unscented Kalman Filter) is proposed, which propagates according to the posterior mean state variables. The sigma point is approximated by the first-order Taylor expansion. In the non-linear vehicle model, the calculation time is reduced by 90.5%-92.6%, which greatly improves the speed of UKF operation. However, in practical application, it is found that this method has a large error in estimating Jacobian matrix model with large constants.
In this paper, MSPUKF algorithm (Modified Single Propagation Unscented Kalman Filter) is
proposed. The algorithm of SPUKF is improved by introducing scaling factor lambda before Jacobian matrix. In the simulation experiment, the one-dimensional UNGM model and the multi-dimensional uniformly accelerated linear motion model are estimated. SPUKF is compared with UKF and EKF under different scaling factors, and a better scaling factor value is obtained. It is proved that the improved algorithm under this model has higher accuracy than the original algorithm under almost the same computing time.
SPUKF
SPUKF algorithm is a one-step prediction method similar to EKF in the framework of UKF. It uses sigma point center point and Jacobian matrix to make one-step prediction to reduce computing time. Predictive observations, kalman gain matrix, mean and covariance are calculated in the same way as UKF. The flow chart of the algorithm is as follows: A continuous nonlinear system model is as follows
where  is scale the scale parameter to reduce the prediction error, () i P is the column of the square root of a matrix of formulas.
 is the total differential of F function.
If only the first order term of Taylor expansion is considered, formula [6] can be expressed as
According to literature [11] jt =e F X
At each step, all sigma points are propagated by bringing state variables into Jacobian matrix, which greatly reduces the computational complexity compared with UKF which requires 2n + 1 sigma points to be brought into the matrix for one-step prediction.
Weighted mean and covariance for all sigma points
where i w is the i th weights of sigma points. Measurement update Similar to the UKF updating method, the sigma point set obtained by one step prediction can be brought into the observation equation to obtain the predicted observations.
The mean and variance of the predicted value are obtained by weighted summation.
where R representative measurement noise variance matrix Gain matrices, status updates, and covariance updates are obtained.
According to the above SPUKF algorithm flow, the method obtains the Jacobian matrix by first-order Taylor expansion, and uses the Jacobian matrix to perform one-step prediction of 2n+1 sigma points. Although compared with UKF, the method ignores the second order and above, which may lead to a certain precision drop, but the calculation time is greatly shortened and has reached the level equivalent to EKF.
MSPUKF
The core of SPUKF is the Eq. 7. Since the Jacobian matrix is located at the exponential position, this results in a poor estimation of the Jacobian matrix model with large constants. As can be seen from Figure 1 , in condition of t1   , Increasing the value of the Jacobian matrix from 0 to 5 increases the number of F X   times by 150 times. In actual use, SPUKF can greatly simplify the calculation, but it is very easy to diverge. This causes the distance between other sigma points and the center point to be very large, so that the role of the center point is greatly weakened, which in turn affects the accuracy of the estimation, which will be reflected in the subsequent experiments In summary, in order to improve the estimation accuracy and adaptability of the model, for the Jacobian matrix model with larger constants, 0 jt eX   , it is necessary to introduce a scaling factor to adjust the Eq. 8, assuming the center point of the initial sigma and other The distance of sigma is D, and the scaling factor is calculated as
Where  is the scaling factor, which m is the adjustment parameter. According to theEq. 18, the criterion for adding the scaling factor is given, and the judgment is added to the filtering. If the value of jt  is further than the center point 0 X , the scaling factor  is introduced, and the adaptive adjustment parameter m is used to achieve jt e  an order of magnitude10 times to the center point 0 X . If this is not the case in the estimate, there is no need to introduce a scaling factor. Get a new one-step prediction formula
Filtering other parts with SPUKF will not go into details. This gives the MSPUKF algorithm.
Experiment and Analysis

Ungm Model Simulation
In the simulation of one-dimensional model, taking the ungm model as an example, the model is widely used in the economic field. Because of its high nonlinearity and bimodal characteristics, it is a benchmark for evaluating the performance of nonlinear filters. This section takes this model as an example to simulate the MSPUKF algorithm. Ungm model is
The (k) V is system noise, (k) W is measures noise. In order to prove the effectiveness of the improved algorithm, the initial value of the sigma point is taken as 0 0.1 X  , covariance 1 P  , center point weight is 0, Other sigma point weights are 1 2n , step is 1 t
are gaussian white noise.
According to the preliminary evaluations of Eq. 18.19, the scaling factor 0.1
 
is set as the initial value for simulation research, and the filtering estimation results under different values of the scaling factor are explored. The estimated error mean square error under different scaling factor λ values is obtained by simulation of 500 sampling points Monte Carlo method 100 times. , the mean value of the estimated error mean square starts to increase, which is because the index is too large, and the scaling factor has been difficult to suppress its influence on the estimation accuracy. This means that it is appropriate to set the zoom factor to 10 times the center point.Therefore, under the ungm model, the scaling factor is optimally 0.1. Figure 2 and Figure 3 show the estimated error mean square deviation of the EKF, UKF, SPUKF and MSPUKF scaling factors at 0.1, 0.2, and 0.3, respectively. It can be seen from the figure that the estimation accuracy and stability of the MSPUKF algorithm are much better than the SPUKF and EKF algorithms, which is equivalent to the UKF algorithm. Compare the simulation durations of one simulation under various filtering methods as shown in Table 2 . By comparison, it can be found that in the ungm model, the MSPUKF algorithm is only 41% compared with the UKF, which is equivalent to the EKF, which solves the problem that the UKF is restricted in the use of the real-time system, and improves the universality of the SPUKF through improvement. Sexuality makes the filtering algorithm more perfect.
Indoor Positioning Test
In order to further study the performance of the algorithm, the MSPUKF proposed in this paper is tested and verified. The common UWB positioning system is used in the test, the output frequency is 50Hz, and the maximum positioning distance is 35m.The algorithm is applied to the solution of indoor positioning, and compared with UKF, EKF and SPUKF as the picture shows: Calculation time: UKF5.36s, EKF1.67s, SPUKF1.98s, MSPUKF1.98s.By comparing Figure 5 , Figure 6 and the calculation time, MSPUKF has a lower accuracy than UKF, but compared with EKF and SPUKF, both the stability of the filter and the estimation accuracy have advantages, and the filtering is improved. Great. For computational time, MSPUKF has a computational equivalent to EKF.
Conclusion
The SPUKF algorithm can greatly reduce the computation time of the UKF algorithm, but for the Jacobian matrix model with large constants, it is estimated that there is a large error. This paper proposes an MSPUKF algorithm, which reduces the sigma point by introducing a scaling factor. The influence of the excessive distance on the center point improves the estimation accuracy of SPUKF. In the simulation experiment, the one-dimensional ungm model is estimated, and the performance of SPUKF and UKF, EKF of different value scaling factors λ is compared, and a better scaling factor value is obtained. The improved algorithm is used for the measured data. Verification proves that the improved algorithm has higher precision than the original algorithm under the premise that the calculation time is almost the same.
