Many important image cues such as 'T'-,'X'-and 'L'-junctions have a local two-dimensional structure. Conventional edge detectors are designed for one-dimensional 'events'. Even the best edge operators can not reliably detect these two-dimensional features. This contribution proposes a solution to the two-dimensional problem. In this paper, I address the following:
The inadequacy of differential detectors stems from the implicit assumption that all edges are essentially 1-D. That is, the image function depends primarily on only one of the two spatial co-ordinates defining the intensity matrix. However, the projections of important image cues such as surface corners and intersections give rise to 2-D surface structure.
The simplest example of 2-D image structure is provided by the 'L'-junction or gray-level corner, which corresponds to a corner of a polyhedral surface in the real-world. This is the gray-level structure isolated by the Plessey algorithm described in section 2. Another important intensity structure is the 'T'-junction, typically arising where three polyhedra surfaces meet. Whereas it is possible to write down a mathematical definition for an 'L'-junction [Nagel 83 ), a multitude of parameters are required for a 'T'-junction. 'T'-junctions are relatively simple 2-D structures. Until now, modelling and subsequent use of such gray-level structure has proven beyond the capabilities of machine vision.
Exploiting the high information content implicit within 2-D image structure, defines a richer and sparser image representation than provided by a scheme based on conventional edge points. Such structure has been proposed as the 'interesting' points in the frame-to-frame correspondence, [Barnard- 
Introduction
The purpose of low-level vision is to extract useful information from images. To date, differential edge detectors have proven the best tools for this purpose. However, even the most successful, such as the Canny operator, fail to reliably detect corners and intersections of edge contours (see for example [Canny 83 Fig.6.14b] ). Yet it is these image features which have highest information content.
"The author acknowledges the support of the Science and Engineering Research Council Gray-level corner detection has received some attention in the past [Dreschler-Nagel 81,Zuniga-Haralick 83, Spacek 84, . A detailed review and discussion of these can be found in [Noble 87 ]. Essentially, all have used a measure of 'cornerness' C, denned as the product of gradient magnitude (a measure of 'edgeness') and the rate of change of gradient direction with gradient magnitude (a measure of 'cornerness'). That is, declare a corner if the cornerness is above threshold and the pixel is an edge point. where n nl _ is the curvature in the direction perpendicular to the gradient. Clearly, this measure depends on second differentials of the image function I(x,y). As such, even with noise suppression heuristics, the probability of false corner detection can be expected to be high.
Recently, Harris [Harris 87 ], implemented a corner detector which is novel in so far as the computations are based entirely on first differential quantities. A description of how and why it works is presented in subsequent sections. However, 'L'-junctions are only a special type of 2-D image structure. The Plessey algorithm is incapable of consistently recognising other 2-D features.
With the ultimate goal of defining a 2-D image representation, I have been investigating some of the differential geometric properties of the intensity image structure. I have shown how the differential geometry of a simple facet model can characterise idealised instances of features such as intensity junctions and corners. Recently, Fleck [Fleck 87 ] has implemented an edgefinder that performs remarkably well. The analysis given here and in [Noble 87] provides that program with a theoretical underpinning.
2 The Plessey Corner Finder I first outline the principles underlying the Plessey corner detector. The algorithm can be divided into the following stages:
Assume a window size W = (n x n). For each pixel (i,j) in the image, 1. Find I x and I y using (n x n) first difference approximations to the partial derivatives.
2. Calculate the three quantities / 2 , / 2 , and/,/,,.
3. Using a Gaussian smoothing kernel of standard deviation a, compute the sampled means (/*), (/J), (I z I y ) using the (n x n) neighbouring point samples found in (2).
4. Evaluate the eigenvalues ^!,/i 2 .
If both are 'large', declare a corner.
In the implementation, the 'cornerness' C p i tttty is calculated as the ratio
and a corner marked iff C pU ,, ey is small. The crucial part in the computations proves to be with the method and assumptions used to evaluate the matrix determinant 3 Image Surface Interpretation
Having described the Plessey algorithm, I now present a theoretical explanation of why the corner finder works on real 'L'-junctions. The analysis to follow is developed using some of the results from differential geometry. The relevant definitions are introduced as they appear in the analysis. For more detailed treatment the reader is referred to textbooks such as [Lipschutz 69,Faux-Pratt 79].
One Point Sample Means
Equation 1 Hence the eigen-structure of the image surface is described by the two eigenvalues A, -and associated eigenvectors u, where Consider the first problem:
1. Case 1: Low (or zero) gradient region i.e. a homogeneous patch, well isolated from other edges and image features.
In this situation, I x and /" will be low throughout the window W. Consequently {/J), (J 2 ), and (/ x / v ) 2 , are all nearly zero and both eigenvalues are small.
Case 2:
A step edge, without loss of generality, can be aligned with the y-axis.
For a small enough window kernel, /" =r 0, and everywhere along the edge /" is large. Then, although (Jl) is large, (7 2 ) and {/j/,,) 2 are both approximately zero. Hence (/ 2 }(/ 2 ) -{I t I v Y = 0 as required.
We only need to prove that equation 1 is high at a corner.
To do this we need to consider the more general case of sampled means.
The General Case: Sampled Means
Remember that the critical term in the Plessey algorithm is (Il)(Il) -{I x Iy) 2 . In the previous section where point sample means were assumed, this factor is zero. In general, when using real discrete data, there is no guarantee that this condition is true. Each quantity (/ 2 ) (say), is now dependent on the local variations of I\ within the pixel neighbourhood. Therefore (7|) represents a weighted average value of these neighbouring values. In the following analysis, a Gaussian weight matrix <r(x), is used for this purpose, where its region of definition is over a window xew. 
Here there are n(n -1) different terms of the first sort and n(n -l)/2 of the second, where n is the total number of pixels within the window W.
Re-writing equation 2a purely as a single summation (with n(n-1) terms)
)} (2b)
With equation 2b in mind, consider the cross-product of the two gradients at (ij,y,) and (x 3 ,y 3 ), where a is the angle between the two gradient vector directions.
= || V/(j) || . || VI(j) || sin a,,
(1) Assuming that the angular separation is small, sin a a a (2) Further, for unit displacement ds between (x iy y,) and (ij, t/y), the normal curvature orthogonal to the gradient vector K is given by K =; sin o.
Using these observations

} 2 4 (3)
Compare this with equation 2a. By weighting equation 3 with the appropriate (normalised) product of Gaussians and taking the summation over all (t, j), the two are equivalent. Hence, the Plessey operator measures image curvature.
To complete the theoretical analysis, consider the interpretation of the denominator term in equation 1. Again, for the case of discrete sampled means:
Therefore, the denominator provides a measure of the (Gaussian weighted) 'average strength' or gradient magnitude. proposed an eigen-function representation for the Topographic Primal Sketch (TPS). Gradients, first/second derivatives and the Hessian were used to derive ten pixel labels based on surface and edge properties. However, the calculations of principal curvatures (a crucial part of the scheme) prove complex. Further there is an inherent ambiguity problem with the labelling scheme. An equivalent surface description is provided by using the Gaussian (K) and Mean For the noise-free case, such a geometric classification is complete. 'Interesting' points are associated with neighbourhoods containing strong evidence of two-dimensional intensity variation (elliptic and hyperbolic points). For real data, a purely geometric approach is insufficient. I propose using a statistical analysis of noise to provide 'confidence' in labelling. Preliminary empirical results based on this idea are presented in the next section.
Preliminary Results
Results are presented for running the algorithm on synthetic and real data. The 2-D structure identified by the algorithm for an asymmetric chess board is shown in Figure 3a . A Canny operator assumes that a discontinuity has the local structure of a step. Figure 3b illustrates the result of applying the Canny algorithm to the same chess board as in Figure 3a .
For real images a purely geometric model is inadequate. Figures 4a-e, show the pixel classification for the Cup image. Clusters of hyperbolic and elliptic points appear around object corners and at 'T'-junctions; an observation consistent with Nagel's gray-value corner definition. Namely, a gray-value corner lies between the local maxima of positive Gaussian curvature (elliptic point) and local maxima of negative Gaussian curvature (hyperbolic).
Preliminary empirical investigations suggest that a suitable measure (C) on which to base statistical noise analysis is This measure is closely related to that proposed for the Kitchen-Rosenfeld and Zuniga-Haralick corner detectors. Figure 4f shows the result of thresholding the Cup Image hyperbolic points at a 95 % confidence level on this mea-
Conclusions
This paper has looked at the problem of finding 2-D structure in images. First it was shown how a novel corner detector (in the sense it is based on first differentials) estimates image curvature. This detector is only suitable for 'L'-junctions, as its performance is unpredictable on other higher order structures.
The solution I proposed is based on the geometric properties of the image surface. Future work intends to extend the analysis to real data. In particular I intend to look at
• Statistical noise models to provide a more robust measure of 'confidence' in pixel labelling.
• The topographical relationship between labels to define symbolic tokens for "I"-, 'Y'-and other 2-D structures.
• Model sensitive to the choice of surface function order, window size, and polynomial basis set.
• Ultimately combining all these ideas to provide a robust 2-D image representation.
The work is very much on-going research. Progress to date is encouraging and supports past work on 2-D image structure. More significantly I have demonstrated how by treating the gray-levels as a surface it is plausible to reliably find 2-D cues in real images. 
