1. Introduction
Let p(x) be a polynomial of degree n ≥ 2 with n distinct real roots r 1 < r 2 < · · · < r n . Such a polynomial is called hyperbolic. Let x 1 < x 2 < · · · < x n−1 be the critical points of p, and define the ratios σ k = x k − r k r k+1 − r k , k = 1, 2, ..., n − 1.
(σ 1 , ..., σ n−1 ) is called the ratio vector of p, and σ k is called the kth ratio. Ratio vectors were first discussed in [5] and in [1] , where the inequality 1 n − k + 1 < σ k < k k + 1 , k = 1, 2, ..., n − 1 was derived. In a similar fashion, one can define ratios for polynomial like functions of the form p(x) = (x−r 1 ) m1 · · · (x−r N ) mN , where m 1 , ..., m N are given positive real numbers and r 1 < r 2 < · · · < r N (see [4] ).
In this paper we want to discuss the extension of the notion of ratios to polynomials with complex roots. Thus we let p(z) be a polynomial of degree n ≥ 2 with n distinct complex roots w 1 , ..., w n and critical points z 1 , ..., z n−1 . Numerous papers have investigated the relation between the roots and critical points of a polynomial. The focus of this paper is to investigate that relation in the form of the complex ratios σ k = z k − w k w k+1 − w k , k = 1, 2, ..., n − 1. The main problem is in defining the ratios when there is no natural ordering of roots and critical points as with all real roots. We have to order the {w k } somehow and then determine which {z k } are associated with w k and w k+1 . We use the real parts of the {w k } and the {z k } to do this. For the rest of the paper we concentrate solely on the case n = 3, which is already fairly nontrivial. We do not define the ratios in the case when two roots or critical points have equal real parts(unless the critical points are identical). One could certainly extend the definition to those cases, but the ratios will not be continuous function of the roots. Our definition does extend the definition of the ratios when p is hyperbolic and the ratios are continuous functions of the roots when the roots are all real. For cubic hyperbolic polynomials, the inequality 1
. For complex ratios, we derive separate and sharp upper and lower bounds on the real and imaginary parts, and modulus, of each ratio(see Theorems 1 and 2). For cubic hyperbolic polynomials, it is immediate that σ 1 < σ 2 . In the complex case we prove that Re σ 1 ≤ Re σ 2 (Theorem 3). Indeed, one can have σ 1 = σ 2 (see Theorem 4) . Finally, we show that the ratios are real if and only if the roots of p are collinear(Theorem 5).
2. Main Results
Let p(w) = (w − w 1 )(w − w 2 )(w − w 3 ), = 0, it follows that 1 3 and let
Note that w ∈ C 2 − E ⇐⇒ (w 2 , w 3 ) satisfies (4) . Then
In a similar fashion one can show that
This expression for σ 2 also follows from the equation
( (5)) (5) is easy to prove and the proof is exactly the same as for the case when p has three distinct real roots (see [1] or [3] ). It is now convenient to define the following analytic extensions of σ 1 to w = −1 and of σ 2 to w = 1, respectively.
Since lim
g are each analytic in the region
We can now replace (5) by
Note that f does not extend to be continuous on ∂ (D) because of the discontinuity of √ 3 + w 2 when 3 + w 2 ∈ Γ. Also, for w ∈ ∂ (D) , f (w) does not yield σ 1 and g(w) does not yield σ 2 . Now
Then w 1 = −w 3 , w 2 = tiw 3 , and p(z) = (z 2 − w 2 3 )(z − itw 3 ). If Im w 3 = 0, then the ratios are defined, and a simple computation shows that
One can also compute σ 2 using (5), but we shall not require that here. Notation: We write
is the ratio vector of p(w) = (w − w 1 )(w − w 2 )(w − w 3 ) with w 1 + w 3 = 0, Re w 1 < 0 < Re w 3 , and w = w 2 w 3 We should note here that not every w ∈ D satisfies w = w 2 w 3 for some admissible pair (w 2 , w 3 ). For example, w = 2 cannot occur since w 2 = 2w 3 ⇒ Re w 2 > Re w 3 . Of course the bounds we derive for w ∈ D ∪ ∂ (D) then apply to the subset of values of w which can arise from admissible pairs. In addition, there are admissible pairs (w 2 , w 3 ) such that w∂ (D), such as w 2 = 2i, w 3 = 1. This is not a problem since the bounds we derive below are for w ∈ D ∪ ∂ (D). Finally, the ratios themselves are not defined when w = 1 or w = −1(else the w k are not distinct). The real and imaginary parts of f and of g are each harmonic functions, and we want to apply the Maximum-Minimum Principle for harmonic functions to find bounds on the real and imaginary parts of σ 1 and σ 2 . Since D is unbounded, we shall require the following special case of the Maximum-Minimum Principle for possibly unbounded domains(see [2] , page 8, Corollary 1.10]). Proposition 1: Let u be a real-valued harmonic function in a domain D in R 2 and suppose that lim sup
Remark: As noted in [2] , Proposition 1 remains valid if "lim sup" is replaced by "lim inf" and the inequalities are reversed.
We also need the following Local Maximum-Minimum Principle for harmonic functions for possibly unbounded domains(see [2] , page 23) to prove the sharpness of our bounds on the real and imaginary parts of σ 1 and σ 2 . One can prove these bounds directly, but that involves a two variable optimization problem. Using the Maximum-Minimum Principle reduces it to a one variable optimization problem.
Proposition 2: Let u be a real-valued harmonic function in a domain D in R 2 and suppose that u has a local maximum(or minimum) in D. Then u is constant.
First we require the following lemmas. Lemma 1: (A) The equation 4t √ t 2 − 3 − 5t 2 + 3 = 0 has no real solutions. (B) The equation 4t √ t 2 − 3 + 5t 2 − 3 = 0 has no real solutions.
0, which has no real solutions. That proves (A), and (B) follows in a similar fashion. Lemma 2: (A)The only real solution of the equation
(B) The only real solution of the equation 
. Note that
. Thus by finding the maximum and minimum of Re 1 3 ti + 3 ± i √ t 2 − 3 ti + 1 and Im
we are finding the maximum and minimum of Re f (w) and of Im f (w) as w approaches ∂ (D), and the maximum and minimum of Re σ 1 and of Im σ 1 for
where u 1 (t) = 1 3
and
, and lim
which implies that 0 ≤ Re It also follows easily that u 2 is increasing for t ≤ − √ 3
and decreasing for t ≥ √ 3, which implies that u 2 (t) = 0 and u 2 (t) = 2 3 for
That shows that 0 < Re σ 1 < 2 3 . To finish the proof of part (A), if t > √ 3, let
, and w 3 = 2t + i, while if t < − √ 3, let w 1 = 2t + i, w 2 = t − 2t 2 i, and w 3 = −2t − i. In either case, w = ti and Im 3w To prove part (B), v
. By Lemma 2, v 1 has one real critical point, t = −2 and v 2 has one real critical point, t = 2. Also, v 1 (
Arguing as earlier, by Proposition 1 that proves part (B).
To prove (C), suppose that Im
Im f (w) = 1 3 , which cannot happen by Proposition 2. If
then v 1 (t) = 1 3 by (7). Now it follows easily that the only real solution of 
