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Abstract: Non-line-of-sight imaging has attracted more attentions for its wide applications. 
Even though ultrasensitive cameras/detectors with high time-resolution are available, current 
back-projection methods are still powerless to acquire a satisfying reconstruction of multiple 
hidden objects due to severe aliasing artifacts. Here, a novel back-projection method is 
developed to reconstruct multiple hidden objects. Our method considers decomposing all the 
ellipsoids in a confidence map into several “clusters” belonging to different objects (namely 
“ellipsoid mode decomposition”), and then reconstructing the objects individually from their 
ellipsoid modes by filtering and thresholding, respectively. Importantly, the simulated and 
experimental results demonstrate that this method can effectively eliminate the impacts of 
aliasing artifacts and exhibits potential advantages in separating, locating and recovering 
multiple hidden objects, which might be a good base for reconstructing complex non-line-of-
sight scenes.  
OCIS codes: (280.3640) Lidar; (110.6880) Three-dimensional image acquisition; (110.1758) Computational 
imaging. 
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1. Introduction 
 
Laser imaging techniques have been rapidly developed for many civilian and military 
applications, such as navigation, terrain visualization, obstacle avoidance, weapon guidance, 
and target recognition. In recent years, “seeing around a corner” is becoming a new capability 
for laser imaging which uses reflections from mirror [1,2]or glossy surfaces [3] to extend the 
viewing into non-line-of-sight (NLoS) conditions[4]. Hitherto, most of NLoS imaging 
methods require measuring and analyzing the flight time of the scattering photons traveled 
beyond the line of sight vision except for several methods limited in special conditions such 
as wavefront shaping by spatial light modulators [5], autocorrelation of the speckle pattern 
scattered from a diffuse wall [6], retrieval of the scattered point spread function with the aid 
of a reference object [7], anti-pinhole imaging using an occluder as a lens[8]. Hence NLoS 
imaging systems are strictly dependent on the response time of optical sensors, and then 
ultrasensitive cameras/detectors with high time-resolution are adopted subsequently from 
steak camera [9], intensified Charge-Coupled Device (ICCD) [10,11], photonic mixer devices 
(PMDs) [12,13] to single-photon avalanche diode (SPAD) /array [14-17]. 
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Despite all above hardware available, an enhancement of the imaging qualities of NLoS 
objects is still a bottleneck because that reconstruction of the objects is mathematically 
considered as an ill-posed inverse problem. Approaches including convex optimization and 
back projection have been mainly developed in recent years. The former has advantage in 
good reconstruction quality. Yet, this method heavily requires the priors and a large size of 
the projection matrix resulting in insolubility of this inverse problem [13,18-20]. In addition, 
this method is actually a bulk process since it requires all the projections available before the 
inverse problem is solved. The latter is popularly applied for NLoS imaging because of 
distinct superiorities including free of assumption about the hidden scene geometry [9-11], 
real-time capability [17, 21, 22] as well as relatively robust to noise and erroneous data [15]. 
Therefore, the back projection has been a promising method for the reconstruction of the 
hidden objects.  
      The back-projection methods employed in NLoS imaging field are analogous to the those 
used in computational tomography(CT) field [23], and has similar problems with those of CT 
imaging, i.e. the issue of aliasing artifacts [24]. The so-called artifacts, generally refers to 
those recovered voxels around the objects with non-zero intensity but do not exist in real 
world. The artifacts can be seen as a by-product of back projection due to data under-
sampling and the limitation of projection views [25]. The artifacts can greatly degrade the 
quality of the reconstruction with blurry boundaries, especially for multiple NLoS objects, the 
overlapping among the artifacts of different objects leads to a series of difficulties to separate 
objects, locate position and recover shape. In this case, current back-projection methods are 
powerless to acquire satisfying results [9,15,26,27].  
In this paper, we present a novel method to reconstruct multiple NLoS objects using back 
projection based on ellipsoid mode decomposition (EMD). The basic idea of our method 
focuses on decomposing all the ellipsoids in a confidence map into several clusters of 
ellipsoids belonging to different objects, respectively. Then, each object and its artifacts can 
be subsequently extracted from the confidence map. As a result, each object can be 
individually reconstructed by a procedure of filtering and thresholding. The rest of the paper 
is organized as following: first, we introduce the principle of general back-projection method 
and theoretically develop our method. Second, we compare the simulated results of 
reconstructing multiple objects by using general method and our method. We also 
experimentally demonstrate the feasibility of our method on reconstructing multiple objects. 
Third, potential reasons for the comparative simulated and experimental results are further 
analyzed in view of artifacts.  
2. General method 
       If taking a light path shown in Fig. 1 as an example, the NLoS imaging process is 
described as follows. A pulse laser is directed towards an image screen to form a light source 
point S. The light pulse falling at a point P on the objects is diffused and returns back to the 
image screen. For a given image point Ii, a detector can receive some reflected photons by 
directing its narrow field of view (FOV) to the image point, and a distance geometry can be 
formed as described by Equ. (1).  
                                                      1 2 3 4 .
+ +r r r r ct+ =   
                                               (1) 
Where r2 and r3 are the distances of point P toward the source point S and the imaging point Ii, 
respectively. r1 is the distance  between the source point and the laser, and then r4 is the 
distance  between the image point and the detector. Both r1 and r4  are  independent of the 
objects and can be directly measured in advance. The time intervals t between the laser’s 
synchronous trigger and the received photon are measured and counted repeatedly to form a 
histogram ( , , )iN I tS of photon counts versus time. For a reconstruction of the objects, a large 
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amount of time histograms should be obtained for different pairs of the source point and 
image points by scanning the FOV of the detector throughout the image screen.  
 
Fig. 1. The principle of NLoS imaging. 
The reconstruction of the objects is based on above acquired time histograms. A back 
projection process is performed by projecting the photon counts in each time bin of time 
histogram into a voxelized Cartesian space according to the equation 
1 4 2 3 0
( , , ) ( , , )
− − − − =
=
j
ij i jct r r r r
V x y z N I tS . Each projection ( , , )ijV x y z  corresponds to an 
ellipsoid with focal points at S and Ii, and the time bins of all time histograms are projected 
into the voxels space. That is to say, A mass of overlapping ellipsoids comprises a confidence 
map ( , , )V x y z , in which intensity of each voxel represents the possibility of the objects 
occurring in this voxel.  In the confidence map, every “object” consists of a certain number of 
intersecting ellipsoids, which is defined as an ellipsoid mode of object.  
An ellipsoid mode can be divided into an object and its artifacts. The former refers to those 
voxels mapped to an actual object while the latter represents the rest of voxels but not existing 
in real world. The artifacts can be seen as a by-product of the back projection. The surface 
edges of the object will become blurred due to the existence of the artifacts surrounding it. 
Thus, a procedure of filtering and thresholding is performed for the sake of eliminating the 
artifacts around the object. Generally, a Laplacian filter is firstly used to enhance surface 
edges by computing a second derivative of the confidence map, as given in Eq. (2). Then, a 
thresholding algorithm written as Eq. (3) is further applied to remove artifacts and produce a 
3D reconstruction of the object. 
     
  ( ) ( )2fV x,y,z V x,y,z=∇                                                              (2) 
 ( ) ( )max =ff VV x,y,z constantβ> ⋅                                                 (3) 
The above reconstruction method is feasible to reconstruct single NLoS object but becomes 
inefficient to reconstruct multiple NLoS objects for serious interferences among multiple 
ellipsoid modes. Until now, within our knowledge, the methods suitable to multiple objects 
reconstruction are still lacking and will be quite crucial to NLoS imaging. 
3. Our method 
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3.1 Back projection based on EMD  
As mentioned above, the characteristic of an ellipsoid mode is the coexistence of an object 
and its artifacts. In case of multiple objects, the artifacts will become complex and 
overlapping due to the objects’ different properties such as reflectivity, locations and shapes, 
so general method is ineffective on eliminating the artifacts and reconstructing the multiple 
objects. Here, we design a kind of decomposing criteria, based on which we can decompose 
all the ellipsoids in a confidence map into several ellipsoid modes belonging to different 
objects. Then, each object can be individually reconstructed from corresponding ellipsoid 
mode, respectively. 
 
Fig. 2 Schematic diagram of back projection based on EMD 
The principle of back projection based on EMD is depicted in Fig. 2. Firstly, the time 
histograms acquired by a NLoS system are projected into a voxelized Cartesian space to form 
an initial confidence map. Then decomposing is operated to extract the ellipsoid mode of the 
selected object from the initial confidence map and the rest is a residual confidence map as a 
new confidence map for next decomposing operation, and so on, the ellipsoid modes of the 
objects will be extracted successively by same decomposing operation until all objects have 
been extracted with leaving only the projections from background and noise. By multiple 
decomposing, the initial confidence map is divided into multiple ellipsoid modes. Next, each 
object can be independently reconstructed from its ellipsoid mode after filtering and 
thresholding. Finally, all reconstructed objects are composed into a whole reconstruction of 
the multiple objects. It is emphasized that decomposing operation is crucial to ensure the 
reconstruction quality of the multiple objects.  
3.2 Decomposing criteria 
Because the ellipsoid modes of the different objects will overlap with no obvious boundary 
among each other in the confidence map, it is very different to separate them using 
conventional image segmentation method. Our decomposing operation is based on three 
considerations. Firstly, it involves how the voxels are clustered into the most probable objects, 
respectively. Secondly, it depends on which one among the objects should be selected 
preferentially in this decomposing operation. Lastly, it is concerned how the ellipsoid mode 
of the selected object is extracted from the confidence map. Details of decomposing criteria 
are listed as follows. 
(1) Clustering of voxels in confidence map 
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Since the objects are most likely to appear in the voxels with the maximum intensity in the 
confidence map, our criteria prefers to take a local maximal voxel as the central position of 
certain object.  Considering the shape and volume of the object, those voxels around the local 
maximal voxel have more probability to be part of this object, estimation of which is based on 
two conditions. One is that the distance between an evaluated voxel and the local maximal 
voxel should be within certain range (spatial window), the other is the intensity difference 
between these two voxels should be within certain range (intensity window). Only those 
voxels satisfying above two conditions are clustered into the same object centering on the 
local maximal voxel.   
(2) Selection of preferentially extracted object 
After clustering of the voxels in the confidence map is finished, it is important to select an 
appropriate object that will be extracted from the confidence map in this decomposing 
operation. Our criteria prefer to extract “strong object” which has both high intensity and big 
volume. This way has two advantages. On the one hand, the “strong object” is more apt to 
keep real location and shape under the influence of other “weak objects”, so it is easy to 
drawn “strong object” exactly from confidence map. On the other hand, only after the “strong 
object” is extracted, the “weak objects”  obstructed by the “strong object ” have more 
probability to reveal themselves in residual confidence map so that one of the appeared “weak 
objects” can be found and extracted  in next decomposing operation.  
(3) Extraction of  ellipsoid mode of  selected object 
As one object is considered to be extracted, an issue about how to effectively extract the 
ellipsoid mode of the selected object from the confidence map becomes more important. our  
criteria  is that only the ellipsoids passing through the voxels of the selected object are 
projected again to form an ellipsoid mode of the selected object, and then this ellipsoid mode 
is subtracted from the confidence map to leave an residual confidence map. The benefits of 
extracting an ellipsoid mode include two aspects: One is that the shape of the selected object 
can be individually reconstructed only from its ellipsoid mode that is not affected by the 
ellipsoid modes of remaining objects. The other is that the ellipsoid modes of remaining 
objects can be separated in next decomposing without the interference of this extracted 
ellipsoid mode.  
3.3 procedure of decomposing  
The decomposing procedure is performed by using Matlab software. List of the 
decomposing procedure is briefly provided in Table 1. Before decomposing, the space 
window (hs) and the intensity window (hc) are initialized. 
               
.
.
.
− ≤
− ≤
− ≤
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o s
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z z h
                                                          (4) 
 ( ) ( ) ( ), , , , / , , .− ≤o o o o o o cV x y z V x y z V x y z h                               (5) 
The decomposing procedure actually has a little dependence on the values of hs and hc, thus 
the selection of hs and hc is not quite strict. In our method, hs is selected slightly larger than 
the size of the greatest object in the scene and hc is set as a value of about 0.4.  
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Table 1 List of Decomposing Procedure 
 
4. Results and discussion 
4.1 Simulated results 
 The simulated experiment as is depicted in Fig. 1 has been performed. We assume that the 
image screen parallel to x-y plane is located at z=0 and  positions of the laser and the detector 
are known in advance. The objects with complex shapes can be generated in 3D Max 
software and the model files are imported to MATLAB to define the positions of the objects’ 
points. In our simulation, the round, triangle and square plate with reflectivity of 0.1, 0.3, and 
1.0 are located at different distance from the image screen, respectively. The simulation 
process is composed of forward transmission and inverse reconstruction. In the forward 
transmission, the number of the photons received by the detector is obtained from the 
reflections of all objects points, and specific value is given by the radar equation similar to 
those given by the references[28-30].  Flight time of each photon is given by a ray tracing 
method similar to that given by the reference [31]. For a fixed source point and a set of 
imaging points, a set of time histograms (i.e. TCSPC data) can be acquired by the forward 
transmission process. There are 4024 time bins with the width of 10ps. In order to simulate 
the time response of  the NLoS imaging system due to pulse width of the laser and time jitter 
of the detector, we broaden the time histograms using a Guass Kernel function with full width 
of half maximum (FWHM) of 50ps. In the inverse reconstruction, both general method and 
our method are performed with the time histograms acquired during the forward transmission 
process. The reconstruction region is limited in a cube of 2m×2m×1m divided into 
100×100×50 voxels.  
Typical results of the objects using general method are shown in Fig. 3. From Fig. 3(a), at 
low threshold value of 0.2, the round plate and the triangle plate can be reconstructed but with 
serious shape distortions, while the square plate fails to emerge obviously from its ambient 
artifacts. Although the square plate can be further recovered by increasing threshold value to 
0.25, the round plate and the triangle plate in Fig. 3(b) are greatly distorted under this 
circumstance. As threshold value is increased to 0.3, quite small part of the triangle plate 
remains and the round plate disappears completely, while the square plate acquires an 
acceptable shape shown in Fig. 3(c). Typically, with threshold value up to 0.5, the square 
plate takes on a good shape but both the round plate and the triangle plate disappear 
completely shown in Fig. 3(d). From these changes, it is indicated that general method is 
powerless to reconstruct multiple NLoS objects with different properties such as reflectivity, 
locations and shapes. 
1  for a given confidence map V, initialize hs and hc . 
2 for given any space voxel (xo,yo,zo) , if V (xo,yo,zo) is the maximum value within the space window 
satisfying Equ.(4), find all voxels satisfying  Equ. (5) within this space window. Add up the 
intensity of all these voxels into a sum, save the sum and the positions of these voxels. 
3 repeat above step 2 until all space voxels within V are tested and get a list of sum value 
corresponding to many clusters of the positions of the voxels. 
4 find the maximum in the list of sum value, and then find a cluster of positions of the voxels 
corresponding to the maximum. 
5 perform back projection again but only keep the ellipsoids passing the cluster of positions of the 
voxels determined in step 4 to form an ellipsoid mode, and then subtract the ellipsoid mode from V, 
the rest are used as a new confidence map for next decomposing procedure. 
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Fig. 3 (a)-(d) Simulated results using general method to reconstruct multiple NLoS objects with various threshold 
values such as 0.2, 0.25, 0.3 and 0.5, respectively. 
The simulated results of our method are depicted in Fig. 4. It is seen that the objects are 
well separated and reconstructed at correct locations respectively. Especially, three objects 
are recovered without obvious shape distortions in contrast with the results using the general 
method. Compared with original objects, slight distortions are also observed and possible 
reasons for this phenomenon can be mainly attributed to the missing cone problem [9] which 
is also known to traditional CT field [32].  
 
Fig. 4  Simulated results using our method to reconstruct multiple NLoS objects with 
(a)  a view from the front   and (b)  a view from the side. 
4.2 Experimental results  
For the experimental proof of the theory, we constructed experimental setups as shown in 
Fig. 5(a). The light source is a fiber Laser emitting 90 fs light pulses at a wavelength of 1550 
nm. It operates at a repetition rate of 100MHz with pulse energy of 1 nJ. By an emitting 
collimating lens, the fiber laser is collimated to a narrow Gaussian laser beam with 2mm 
diameter and 2 mrad divergence angle. The detector is a free-running InGaAs/InP SPAD with 
a fiber pigtail for optical input. It can provide the detection efficiency up to 25% with a time 
jitter of about 300 ps. A receiving collimating lens is coupled with the SPAD by a fiber pigtail, 
and the FOV of the detector is limited to 2 mrad. The lens is mounted on a rotating platform 
with adjustable elevation and azimuth angles.  
In Fig. 5(b), an image screen is covered by one white paper with 5cm×5cm grids, on 
which the location marked by red point is selected as a source point and the locations marked 
by 256 blue points as image points. A shielding screen and the floor are covered by a black 
light-absorbing cloth for removing the scatterings from non-interesting things. A Time-
correlated single-photon counting (TCSPC) unit is used to produce time histograms. Each 
time histogram has 1024 time bins with a width of 165 ps. The time histograms were 
collected with the room lights off using 90 s exposure time (high signal-to-noise ratio) to 
avoid the noise effect on the reconstruction quality.  
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The objects used in the experiment include two white rectangle plates with a size of 60 cm 
× 30 cm and one 30 cm × 30 cm white square plate, as shown in Fig. 5(c). All of the objects 
were located outside the direct field of view of the laser and the detector. The objects were 
placed at 0.2m, 0.35m and 0.65m distances from the image screen, respectively. The angles 
between the objects’ plane and axes of (x,y,z) were (30o, 0o, 60o) for the object 1, (0o, 30o, 60o) 
for the object 2 and  (15o, 0o, 75o) for the object 3, respectively.   
 
 Fig. 5 Details of our experiment including (a) photograph of the experimental setups, (b) the source point and image 
points on the image screen, and (c) photograph of the objects. 
The reconstruction results of the objects using both general method and our method are 
compared in Fig. 6. The reconstruction volume is limited within a box of 2m×2m×1m. 
Typical results using general method are shown in Fig. 6 (a) and Fig.6 (c). it is indicated that 
the object 2 takes on an acceptable shape, while the object 1 is concealed deep in its ambient 
artifacts and the object 3 almost disappears. The sizes, locations and orientations of the 
reconstructed objects have obvious deviations from those of real objects. In contrast, if using 
our method, the objects can be clearly separated and reconstructed well. As shown in Fig. 6 (b) 
and Fig. (d), each object takes on a good shape with size, location and orientation identical 
well to those of real object.  
 
Fig. 6.  Reconstruction of the objects from a side view (a) using general method and (b) using our method.    
Reconstruction of the objects from a top view (c) using general method and (d) using our method. 
4.3 Analysis of simulatied results 
We consider comparing the simulated results of general method with those of our method 
by analysis of the initial confidence map and different objects’ ellipsoid modes. For general 
method, typical 2D slices coincided with different objects’ planes in the initial confidence 
map are shown in Fig. 7(a)-(c). Among the objects, the square plate takes on a good shape 
with much higher intensity than that of ambient artifacts in Fig.7(c). In contrast, the round and 
the triangle plates (“weak objects”) in Fig. 7(a) and Fig. 7(b) exhibit serious shape distortions 
and low contrasts to ambient artifacts that mainly come from the square plate. In this case, it 
is hard to separate the objects from aliasing artifacts even with filtering and thresholding as 
shown in Fig. 3. 
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In our method, the initial confidence map is decomposed into three ellipsoid modes 
belonging to different objects, respectively. The ellipsoid mode of the square plate is firstly 
extracted, and typical 2D slices of this ellipsoid mode coincided with three objects’ planes are 
shown in Fig. 7(d)-(f). Fig.7 (f) indicates that the square plate can be distinguished clearly 
from surrounding artifacts. It is also observed that some artifacts of the square plate indeed 
extend to the locations of the round plate and the triangle plate marked in dotted lines in Fig. 
7(d) and Fig. 7(e), which means that these artifacts are successfully integrated into the square 
plate’s ellipsoid mode that is fully extracted from the initial confidence map. 
The ellipsoid mode of the triangle plate is secondly extracted. Typical 2D slices of this 
ellipsoid mode at three objects’ locations are depicted in Fig. 7(g)-(i). Based on the slice 
image shown in Fig. 7(h), the triangle plate exhibits better shape and higher contrast to 
ambient artifacts compared with the result shown in Fig.7(b). It is also seen that there is a 
blank at the location of the square plate marked in dotted lines in Fig.7 (i), which gives a 
proof that the ellipsoid mode of the square plate was removed so completely during last 
decomposing that it has little effect on current decomposing. It is also observed that small 
proportions of artifacts actually extend to the location of the round plate marked in dotted 
lines in Fig. 7(g). Similarly, it means these artifacts are successfully incorporated into the 
triangle plate’s ellipsoid mode that is fully extracted from the initial confidence map. 
 
Fig. 7 (a)-(c) Typical slices of the initial confidence map at the locations of three objects, respectively. (d)-(f) Typical 
slices of the square plate’s ellipsoid mode at the locations of the objects, respectively. (g)-(h) Typical slices of the 
triangle plate’s ellipsoid mode at the locations of the objects, respectively. (j)-(l) Typical slices of the round plate’s 
ellipsoid mode at the  locations of the objects, respectively. 
The ellipsoid mode of the round plate is finally extracted. Typical 2D slices of this ellipsoid 
mode at the objects’ locations are shown in Fig. 7(j)-(l). Fig.7 (j) demonstrates that the round 
plate take on a much better shape and much higher contrast to ambient artifacts compared 
with the result shown in Fig. 7(a). It is also seen that there are blanks at the locations of the 
triangle plate and the square plate marked in dotted lines in Fig.7 (k) and Fig.7 (l), which are 
also proofs that the ellipsoid modes of the triangle plate and the square plate were eliminated 
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from the initial confidence map completely before decomposing the ellipsoid mode of the 
round plate. Ultimately, each object can be independently reconstructed from their own 
ellipsoid modes by filtering and thresholding, respectively, and then all of the recovered 
objects make up a reconstruction of multiple NLoS objects as shown in Fig. 4. 
  4.4 Analysis of experimental results 
We also compare experimental results of general method with those of our method by 
analysis of the initial confidence map and different objects’ ellipsoid modes. In case of using 
general method, the ellipsoid modes of three objects observed in Fig.8 (a) are mixed up 
together. Then it is quite obvious that the object 1 is the “strongest” and  the object 3 is the 
“weakest” without clear boundary between the ellipsoid modes of these two objects. It is 
challenging to reconstruct all the objects even with filtering and thresholding as is shown in  
Fig.6 (a) and Fig.6 (c). Our method well overcomes this limitation. As are demonstrated in 
Fig. 8(b)-8(d), the initial confidence map is decomposed into three ellipsoid modes belonging 
to different objects, respectively. Especially, the ellipsoid mode of the “weakest” object 3 are 
separated perfectly from the ellipsoid mode of  the “strongest” object 1. Each ellipsoid mode 
contains enough information of the objects which can be reconstructed individually by a 
procedure of filtering and thresholding. Finally, the experimental results shown in Fig.6 (b) 
and Fig.6 (d) can be obtained by combining the recovered objects with right sizes, locations 
and orientations together. 
 
Fig. 8 (a) the initial confidence map of three objects, (b) the ellipsoid mode of the object 1, (c) the ellipsoid mode of 
the object 2, (d) the ellipsoid mode of the object 3. 
5. Conclusions 
For imaging of multiple NLoS objects, plenty of artifacts coexist with the objects in 
confidence map. In this case, current back-projection method is unsatisfying and almost hard 
to obtain desirable reconstruction quality. We present a novel method for reconstructing 
multiple hidden objects. In our method, the ellipsoid modes of different objects can be 
successively extracted from the initial confidence map on the basis of decomposing criteria 
including clustering of voxels in confidence map, a selection of preferentially extracted object 
and a specific extraction of ellipsoid mode. Then, each object can be independently 
reconstructed from its ellipsoid modes by a procedure of filtering and thresholding. Results of 
both simulation and experiment have demonstrated the advantages of our method in 
separating objects, locating positions and recovering shapes. Possible reasons for the 
reconstruction results are comparatively analyzed in view of artifacts. This study not only 
emphasizes the effects of artifacts in reconstructing multiple NLoS objects, but also predicts a 
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promising future for our method to reconstruct the actual complex NLoS scene. In addition, 
we think that idea of our method might be transferred to CT field to solve the issue of aliasing 
artifacts. In further investigation, we are trying to reconstruct more complicated NLoS objects 
and develop algorithm optimizations. 
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