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This dissertation presents several methods for overcoming the Big Data
challenges, with an emphasis on data cleaning and knowledge discovery in
process data. Data cleaning and knowledge discovery is chosen as a main
research area here due to its importance from both theoretical and practical
points of view.
Theoretical background and recent developments of data cleaning meth-
ods are reviewed from four aspects: missing data imputation, outlier detection,
noise removal and time delay estimation. Moreover, the impact of contami-
nated data on model performance and corresponding improvement obtained
by data cleaning methods are analyzed through both simulated and indus-
trial case studies. The results provide a starting point for further advanced
methodology development.
It is hard to find a universally applicable method for data cleaning since
every data set may have its own distinctive features. Thus, we have to cus-
tomize available methods so that the quality of the data set is guaranteed. An
vi
integrated data cleaning scheme is proposed, which incorporates model build-
ing and performance evaluation, to provide guidance in tuning the parameters
of data cleaning methods and prevent “over-cleaning”. A case study based on
industrial data has been used to verify the feasibility and effectiveness of the
proposed new method, during which a partial least squares (PLS) model was
built and three univariate data cleaning procedures is tested.
A time series Kalman filter (TSKF) is proposed that successfully han-
dles outlier detection in dynamic systems, where normal process changes often
mask the existence of outliers. The TSKF method combines a time series
model fitting procedure with a modified Kalman filter to deal with additive
outlier (AO) and innovational outlier (IO) detection problems in dynamic pro-
cess data set. A comparative analysis of TSKF and available methods is per-
formed on simulated and real chemical plant data.
Root cause diagnosis of plant-wide oscillations, as a concrete exam-
ple of data cleaning and knowledge discovery in the process data, is provided.
Plant-wide oscillations can negatively influence the overall control performance
of the process and the detection results are often affected by noise at differ-
ent frequency ranges. To address such a problem, an information transfer
method combining spectral envelope algorithm with spectral transfer entropy
is proposed to detect and diagnose such oscillations within a specific frequency
range, mitigating the effects from measurement noise. The feasibility and ef-
fectiveness of the proposed method are verified and compared with available
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1.1 Big data challenge
Recently, the emerging data related problems represented by the term
“Big Data”have challenged both current databases software tools and data
scientists [199]. Big Data are characterized with volume, variety and velocity,
or simply V 3 [350]: the volume of data sets changes between terabytes (1012
bytes) and zettabytes(1021 bytes); data sets contain various structures: process
measurements, text, audio and images [306]; the streaming data obtained from
continuous operation challenge the engineers’ capabilities of performing on-line
data analysis instead of off-line.
The smart manufacturing era [77] has witnessed IP-enabled intelligent
devices such as wireless controllers and sensors being massively instrumented in
the process industries [38] recording real-time process information at a high fre-
quency. To handle such abundant process data, data-driven methods [290, 154]
outperform physical-model based ones in performing tasks such as dimension-
ality reduction, variable selection [67, 207, 191], process monitoring, and fault
detection[168, 195, 64]. For example, the partial least squares (PLS) algorithm
provides process engineers with a powerful tool to quantitatively analyze the
1
near infrared (NIR) spectra during process monitoring [40].
However, data collected from plants usually suffer from lower quality
problems, and they may contain missing values, outliers, noise and multi-
level structures. For example, sampling rates and correlation levels may differ
significantly for variables within the same unit and between different units
[110]. Thus, we have to either clean the data before extracting knowledge
from them[154], or we can make certain improvements on the methods’ ro-
bustness when dealing with contaminated data [238].
1.2 Outline of this work
Since data cleaning serves as a significant step in the knowledge dis-
covering process, it is necessary to explore fast and effective data cleaning
methods to ensure data quality for further analysis [122].
In Chapter 2, data cleaning methods from not only the traditional
applied statistics, but also the state-of-art machine learning discipline will be
reviewed. The methods cover four different aspects: missing data imputation,
outlier detection, noise removal and time delay estimation. In the end of
Chapter 2, based on the literature review, we provide suggestions on evaluating
data cleaning methods and pinpoint challenges and directions for researchers.
The contributions of this dissertation are focused on the following four aspects:
(1) how data cleaning impacts model performance; (2) how to combine data
cleaning method with model performance evaluation; (3) how to improve the
outlier detection performance when dealing with a dynamic data set; (4) how
2
to effectively dampen the noise effect, extract useful information from the
data set and use it in process monitoring in frequency domain. To solve these
challenges, the dissertation is divided into four chapters and a brief description
of each chapter is shown as follows:
Chapter 3 studies the impact of outliers and noise on dynamic model
identification and time delays on partial least squares (PLS) model perfor-
mance. Data from an industrial process and a simulated case are used for the
first and second scenarios. The results validate the argument that contami-
nated data sets negatively affect the model performance and it is necessary to
incorporate data cleaning techniques in such a knowledge discovery process.
Based on the analysis provided on Chapter 3, an integrated data clean-
ing scheme is proposed in Chapter 4 which combines the data cleaning step
with a later stage of model building and performance evaluation. The new
scheme is compared with a robust version of partial least squares (RPLS)
through simulated and industrial case studies and show satisfactory perfor-
mances.
Besides concerns on model performance, intrinsic properties of the data
sets should not be neglected when perform data cleaning, as mentioned in
Chapter 2. For example, the process dynamics contained in the data sets
might mask the existence of outliers. To deal with such a problem, a time
series Kalman filter (TSKF) is devised in Chapter 5 which approximate dy-
namic variations with time-series models and detect the outliers based on the
inconsistencies between model predictions and measurements. Despite the
3
computation cost concerns, the TSKF method can be applied both on-line
and off-line for univariate and multivariate outlier detections, and obtained
satisfactory results based on both simulated and plant data testing.
Chapter 6 provides a knowledge discovery example in the process industries–
studying the information transfer between variables in the plant in the fre-
quency domain. By implementing the spectral envelope method, the dominant
frequency contained in the data set is unveiled and the noise effects are damp-
ened. A spectral transfer entropy method is proposed which can be used in
calculating the entropy transfer between variables at the dominant frequency.
Such strategies are successfully applied in plant-wide oscillation detection and
root cause diagnosis shown by the case studies.
Finally, conclusions of this work will be presented in Chapter 7 in which
the contributions and future directions are indicated.
4
Chapter 2
Overview of data cleaning methods
As mentioned in Chapter 1, data cleaning is critical in the knowledge
discovery process and it is necessary to explore fast and effective ways to
ensure data quality. To get foundational knowledge about such an area, this
chapter provides literature review on current data cleaning methods from the
perspectives of missing data imputation, outlier detection, noise removal and
time delay estimation, as shown in Sections 2.2 ∼ 2.51. Moreover, a brief
introduction to machine learning is provided to facilitate the understanding
of those state-of-art data cleaning techniques. Based on the literature review,
concluding remarks and suggestions are given in Section 2.6.
2.1 A breif introduction to machine learning
Machine learning originates from computer science – focusing on “teach-
ing”machines to “learn”from existing data and guiding exploratory data anal-
ysis (EDA) [217, 51] and data mining [211, 35]. Data cleaning can benefit sig-
1Xu S, Lu B, Baldea M, Edgar TF, Wojsznis W, Blevins T, Nixon M. Data cleaning in
the process industries. Reviews in Chemical Engineering. 2015; 31(5), 453-490.The project
was supervised by Dr. Michael Baldea and Dr. Thomas F. Edgar. Willy Wojsznis, Terry
Blevins and Mark Nixon gave technical support and conceptual advice
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nificantly from machine learning algorithms because the later provide powerful
tools to extract information from available observations that helps improve the
data quality: imputing missing values, detecting outliers, etc.
Generally, machine learning algorithms can be categorized as follows:
• Supervised learning: predicting outputs from inputs based on a func-
tion inferred from a labeled training data set containing satisfactory
inputs and outputs. Supervised learning includes classification and re-
gression, and the corresponding algorithms include naive Bayes classifier
[261], decision trees [251], k-nearest neighbor(kNN) [12], support vector
machine (SVM) [70], regression (linear, logistic,...) and so on.
• Unsupervised learning: extracting patterns (or hidden structure)
from the unlabeled training data without specifying an output value
(or label). Clustering problems are generally considered as unsupervised
learning, and available algorithms include density-based spatial cluster-
ing of applications with noise (DBSCAN) [97] , mean shift [106], k-means
clustering [124] and so on.
2.2 Missing data imputation
2.2.1 Motivation
Missing values in process industries refer to entries in the data set that
have no connection with the real state of the process and take values such as
±∞, 0, nan (not a number). Although it seems that the redundancy provided
6
by a large number of sensors makes missing data no longer a less important
issue, imputing the missing values at the sensor (local) level may not guarantee
satisfactory model performance, especially when the percentage of missing data
is large and the correlations between variables are affected. Usually the missing
value imputation is done by manual screening, but with abundant data newly
generated, it is not feasible to do it by hand and we have to seek automated
ways. The first step for process engineers to find an appropriate method is
to investigate whether the pattern behind missing values is random or not
and possible causes. Commonly faced missing patterns and related causes
are shown in Fig. 2.1: Y1 − Y5 are process variables, a rectangle stands for
measured data points, and the missing data are represented by white spaces
between rectangles.
1. Only one variable (Y5) contains missing values, perhaps due to a single
sensor failure.
2. Observations of variables (Y2−Y5) are missing for the same time stamps,
probably indicating a fault condition occurred in a unit operation leading
to non-responses.
3. Missing values irregularly show up, and this situation is caused by outlier
removal and sensor breakdown or malfunction.




 c  d
1Y 2Y 3Y 4Y 5Y 1Y 2Y 3Y 4Y 5Y
1Y 2Y 3Y 4Y 5Y 1Y 2Y 3Y 4Y 5Y
 b
Figure 2.1: Common missing patterns in the process industries
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A complete data set Y can be partitioned into subsets of observed data
and missing data: Y = (Yobs, Ymis). Define R as a missingness indicator: if
Y is observed, R = 1; otherwise, R = 0. There are generally three missing
patterns [185]:
• Missing completely at random(MCAR):the probability that an el-
ement of the data set is missing depends on neither the observed data
nor the missing ones, in other words:
P (R|Y ) = P (R) (2.1)
where P (R|Y ) is the conditional distribution of R given Y .
• Missing at random (MAR): the probability that an element of the
data set is missing depends on the observed data only, or:
P (R|Y ) = P (R|Yobs) (2.2)
• Missing not at random(MNAR): the probability that an element
of the data set is missing depends on both the observed data and the
missing data, or
P (R|Y ) = P (R|Y ) (2.3)
Two methods can be used in diagnosis of missing patterns [185, 299].
The first method is to examine whether the pattern of group differences of
Ymis and Yobs for a single variable exists for other variables of interest; if a
9
consistent pattern is found, then we can assume that the data are missing
not at random. The second method is to calculate missing data correlation
for variable pairs. After transforming the original data set into a dataset of
binary numbers (1 for observed and 0 for missing), the correlation between the
missing values on each pair of variables can be calculated. Statistical tests can
be applied to evaluate the correlation and estimate the degree of randomness.
Generally, if the randomness is significant for all variable pairs, we can assume
that the data is missing completely at random (MCAR). However, in most
cases, only some pairs of variables give high values of randomness, thus we can
treat the data set as missing at random (MAR), which lays the foundation for
all methods discussed in the following section.
2.2.2 Methods
Since missing value problems are encountered in various disciplines,
several review papers in different research areas have been published, such as
statistics [185], operations management [299], psychology [162, 244, 253, 265,
116, 22], chemometrics [312, 313, 114]. Assuming data are missing at random
(MAR) , this paper will summarize missing value methods that can be applied
in the process industries and introduce the latest machine learning methods
originated from computer science.
10
2.2.2.1 Deletion methods
The simplest procedure to handle incomplete data set is to eliminate
any time point that contains missing values, known as list-wise deletion. How-
ever, such a procedure only works well for large data sets without significant
changes, and it was pointed out that it will sacrifices a large amount of data,
reduce the statistical power and lead to biased parameter estimation with more
uncertainty [185].
Another deletion-based procedure is pairwise deletion, which only re-
moves missing observations for certain variables at a time point if those are
needed in further analyses, and the values of remaining variables at the same
time stamp can still be used in other calculations. Monte Carlo simulation
[162, 244] shows that pairwise deletion outperforms list-wise deletion in ob-
taining more accurate parameter estimation. However, because only missing
values are deleted for certain variables, it will lead to inconsistency in time
stamps for different variables, making it hard to reconstruct the original data
set and interpret the pairwise correlation matrices [253].
2.2.2.2 Replacement methods
Instead of simply deleting missing elements in the original data set, the
replacement-based procedures seek to impute them using available data and
enjoy the advantages such as retaining the sample size and statistical power.
However,such a procedure may introduce bias if the missing data are MNAR
and correlations between variables are significant [185].
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Generally, four types of replacement procedures can be used: mean-
based, hot-deck, regression-based and interpolation-based.
• Mean replacement: We can substitute the missing items with either
unconditional means (not dependent on other variables) or conditional
ones. For categorical variables, instead of using means, we can use the
mode (the value with the highest frequency).
• Hot-deck replacement: A missing value is filled with a value from
anther similar case where the corresponding observation is complete. The
hot-deck imputation can be divided into two stages: the data are first
classified into separate and homogeneous clusters, and then the missing
values are replaced with ones in complete cases at the same cluster.
However, the hot-deck replacement method cannot be implemented if
no similar case can be found.
• Regression replacement: The missing values in a certain variable
(“target variable ”) can be estimated based on other variables in the data
set, assuming they are related to each other. A simple implementation
is to fit a linear model for continuous observations (or logistic regression
for binary variables) using other variables as predictors and the target
variable as response based on available data, and estimate the missing
elements in the target variable using calculated regression coefficients
or weights [184]. However, it is cautioned that the predicted values do
not necessary fall within logical limits of the target variable. Moreover,
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such a procedure will impose extra factor structure on the original data
set and we should avoid including independent variables in such a linear
model [244].
• Interpolation replacement: For a dynamic data set, assuming the
data are missing at random (MAR) and the correlation between vari-
ables are low, the interpolation procedure can help retain the dynamic
nature of the target variable by fitting a polynomial based on neighboring
points and use it to predict the missing points. However, these interpo-
lation methods can not be applied alone, because sometimes there are
not enough neighboring points to be used in polynomial fitting.
2.2.2.3 Model-based methods
The model-based methods assume that the observations of the target
variable follows a distribution model and by estimating the model parameters
based on observed data, we can infer the values of missing values. Generally,
model-based methods include the multiple-imputation (MI) and two closely
related routines: maximum-likelihood [9, 313]. Although the MI algorithm is
less efficient than the maximum-likelihood(ML) algorithm, it accounts for the
uncertainties caused by the missing values. For more information concerning
MI, refer to [259], [264] , [185] and [22].
In semiconductor manufacturing processes, missing values are largely
caused by inconsistent sampling strategies and outlier removal. A minimum
norm estimation method incorporated with Tikhonov regularization algorithm
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was proposed [235] to estimate the missing values for run-to-run EWMA-
controlled processes, which outperforms other ad hoc techniques, such as dele-
tion and mean substitution. It can be used in real-time to produce forecasts
for future batches in a run-to-run scenario; however, the performance of the
method heavily depends on the missing patterns: there is no universal for-
mula applicable to all missing patterns and an irregular pattern might lead
to a singular matrix hard to be inversed. A missing values-Patient Rule In-
duction Method (mPRIM) [173] was proposed which systematically processes
the incomplete data set and optimizes the manufacturing process at the same
time. Though the mPRIM algorithm can be applied to incomplete data sets
with moderate missing rates, it assumes that all variables follow a multivariate
normal distribution, which might not be satisfied.
2.2.2.4 Machine learning(ML) methods
• Unsupervised learning – clustering
The Gaussian mixture model is a desirable candidate for dealing with
processes with multiple operating conditions because the data no long
follow a unimodal Gaussian distribution [333]. In order to handle missing
values, A multi-time-slice dynamic Bayesian network with a mixture of
the Gaussian output (MT-DBNMG) method was proposed and tested
on a continuous stirred tank reactor system and the Tennessee Eastman
process [340].
A fuzzy similarity-based reconstruction method [23] was proposed for
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nuclear power plant on-line monitoring, where the data set exhibits mul-
tidimensional time series features. The method replaces the missing
values with a weighted sum of reference trajectories, and the weights are
proportional to the fuzzy similarities between the reference segments and
the target segment with missing values.
• Supervised learning– classification & regression
A decision tree in data mining is a predictive model that can be used
for either classification or regression tasks [251]. It can be directly
used to predict missing attribute values, and outperforms the “auto-
class”algorithm [55], as shown in the experimental results [174]. For
example, the C4.5 algorithm [241, 240] was applied to improve the sys-
tem identification of blast furnace ironmaking process from incomplete
industrial data [336].
To solve the problem of over-fitting and pruning faced by decision tree
algorithms, the “random forest”was proposed [45] which randomly sam-
ples all trees in a forest with the same distribution to construct a predic-
tive model. The random forest not only is more powerful in predicting
missing values than the decision tree, but also incorporates two ways to
replace missing values in the model training process: a fast way uses me-
dians of available observations for non-categorical variables and modes
for categorical ones, and a slow way iteratively constructs a forest us-
ing means (non-categorical) or modes (categorical) of available values
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weighted by calculated proximities. Because a sampling step is involved
in the random forests procedure, the computational cost increases sig-
nificantly in comparison with the decision tree.
A new missing data imputation strategy based on estimating pairwise
distances has been proposed [92, 93]. To calculate the pair-wise distance
metrics, several machine learning algorithms can be applied, such as the
k-nearest neighbor (kNN), the support vector machine (SVM) [70] and
the Gaussian mixture model [246]. The method incorporates the EM
algorithm to calculate missing values and shows excellent performance
when the missing rate is high.
• Dimensionality reduction
Another way to deal with missing value is to modify the algorithms
themselves so that they can handle incomplete data set. For example,
principal component analysis (PCA) and partial least squares (PLS) are
common dimensionality reduction techniques employed to infer the latent
structure in the data, and several procedures can be incorporated into
the decomposition process and make them still applicable when dealing
with incomplete data sets.
– Matrix factorization: The decomposition of the original data set













where Y is the complete data set, T is the score matrix and P
represents the loading.
Usually, the alternative least squares (ALS)[107, 82] and singular
value decomposition [118] can be applied to minimize the objective
equation shown in Eq. (2.4). If the dimension or rank of matrix
Y is low (often the case in computer vision and patter recognition
field), the Wiberg method [318] can be used to estimate missing
values in PCA modeling [278, 225, 94].
– Other methods:
A single component projection (SCP) derived from the NIPALS al-
gorithm [68, 112] was proposed for PCA and PLS model building
with missing data [219, 218], and it has been applied in concurrent
PLS-based process monitoring with incomplete data sets from the
Tennessee Eastman process [344].
The maximum likelihood was extended to the framework of PCA
to handle missing data faced in multivariate data analysis [315],
and it was later improved using the EM algorithm (EM-PCA)
[313, 214, 42]. A similar method called the conditional mean re-
placement (CMR) or the known-data regression (KDR) algorithm
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has been proposed [219] where only the expectation step of the EM
algorithm is incorporated, and has been extended to dealing with
missing data in the context of exploratory data analysis [17, 18, 50].
A method based on nonlinear programming (NLP) was proposed to
estimate parameters of PCA in the presence of missing observations
[81]. The NLP method bas been compared with the NIPALS-based
one through a simulation example and a case study from pharma-
ceutical industry. An NLP-based method for PLS application was
also reported [237].
Recently, Bayesian inference has gained popularity among the arti-
ficial intelligence and machine learning community. Methods com-
bining the EM algorithm and the Bayesian approach can be used to
solve missing value issues faced in PLS modeling [160], identifying
nonlinear parameter varying systems [85], and state estimation of a
batch process [342]. Other Bayesian methods include the data aug-
mentation, which was used for sampling or iterative optimization
by introducing latent variables [302, 142].
• Neural network
The multilayer perceptron(MLP) belongs to feed-forward artificial net-
work models that map input data to outputs [252]. The MLP was
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proposed to deal with incomplete data set containing categorical vari-
ables [279], and obtained a better result than classic procedures such as
mean/mode-replacement, regression and hot-deck.
The self-organizing map (SOM) [165] and the generative topographic
mapping (GTM) [36] are especially useful in inspecting and visualizing
high-dimensional data. The GTM incorporated with the EM algorithm
shows better performance in dealing with incomplete data sets [305].
2.2.3 Summary and implications
Table 2.1 provides a critical overview and assessment of each missing
data imputation method covered in this section. As shown in the tables,
there is no universally applicable missing imputation method. When selecting
algorithms for a given incomplete data set, several basic factors have to be
considered. First is whether there exists a similar but complete data set that
can be used either as a reference to perform hot-deck or a training data set to
train a model used for missing value prediction. Second is the dimension of
the data set; we should balance between the computational cost and quality of
the prediction. For example, although techniques using maximum-likelihood
can provide the most probable value of missing observations, the process to
obtain such a result will be much more complicated than a simple mean-
imputation. Third is the fraction of missing observations α. If α is sufficiently
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small (for example, α < 1%), a simple pre-processing step can already obtain
desired results and any deviations introduced due to inaccurate imputation
may be neglected. However, with a larger α, errors arising from the simple
pre-processing step become increasingly relevant, and we have to not only
examine the patterns or statistical properties of missing data more carefully,
but also consider the model performance as well. A case study with different
levels of missing data can be found in [189].
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Table 2.1: Critical overview and assessment of missing value imputation meth-
ods
Methods Selected authors Advantages Disadvantages 
List-wise 
deletion 
Little and Rubin 
(2002) 
- Simple 
- Applicable to data sets with a 
low missing rate 
- Sacrifice a large amount of data 
- Reduce statistical power 






Kim and Curry 
(1977) 
- Simple 
- Applicable to data sets with a 
low missing rate 
- More accurate parameter estimation 
than list-wise 
- Generate inconsistency in time 
stamps of variables 
- Hard to reconstruct original data and 
interpret pairwise correlation matrix  
Mean 
replacement 
Little and Rubin 
(2002) 
- Simple 
- Return a complete data set 
- Deflate the variation of a variable 
- Bias the confidence interval 
Hot-deck 
replacement 




- Take advantage of 
information from similar cases 
- Hard to implement if no similar case 
exists 
- May fail to account for the 






- Take advantage of relations 
between variables 
- Simple and  interpretable 
- Predicted values might surpass the 
limit 







Hansson and Wallin 
(2012) 
- Maximize the chance of 
finding the relations observed 
in the data 
- Has solid theoretical basis 
- Hard to derive an analytical 
expression for a likelihood function 
- Not working when data do not follow 




Walczak and Massart 
(2001b) 
Gupta and Chen 
(2011) 
Zhou and Lim (2014) 
- Similar to ML procedure, but 
no analytical expression for 
likelihood function is needed 
- Iterative procedures with a low speed 
of convergence 
- Easily fall into local optimum 






Baraldi and Enders 
(2010) 
- A distribution is obtained for 
a single missing value 
- Account for the uncertainties 
of missing values 





Prabhu et al. (2009)
- Performs well in case of 
varying sampling rates and 
gain mismatch 
- May be used in real-time to 
produce forecasts for future 
batches in a run-to-run 
scenario
- An irregular missing pattern might 
leads to a singular matrix hard to be 
inversed 
- Different formula have to be 
generated for different missing 
patterns
m-PRIM 
Kwak and Kim 
(2012) 
- Applicable to data sets with 
moderate missing rates  
- Simultaneously handles 
missing values and improve 
process 
- Not efficient 
- Assumption that all variables follow 
multivariate normal distribution 
might not be satisfied 
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Table 2.1: Critical overview and assessment of missing value imputation meth-
ods (continued)
Methods Selected authors Advantages Disadvantages 
MT-DBNMG Zhang and Dong (2014) 
- Applicable to incomplete data 
set not following a unimodal 
Gaussian distribution  
- Robust to unknown noises 
- On-line implementation 
- Needs a complete historical data to 




Baraldi et al. (2014)
- On-line implementation
- Applicable to time dependent 
data sets
- Complete reference trajectories 
might not be available
- Difficult to set appropriate tuning 
parameters to calculate similarities 
and weights for different data sets
Decision trees 
Quinlan(1986, 1993) 
Zeng and Gao (2009) 
- Simple to implement and 
interpret 
- Can use both categorical and 
continuous values 
- Fast once rules are developed 
- Robust to outliers 
- A training data set with an 
appropriate size is needed 
- Models are sensitive to small 
variations in data set and easily 
overfit 





- Simple to implement and 
interpreted 
- Can contain both categorical 
and continuous values 
- Fast and scalable 
- Avoid over-fitting and pruning 
- Robust to outliers 
- A training data set with an 
appropriate size is needed 
- A high computational cost 
Pair-wise 
distance 
Eirola et al. (2013, 
2014) 
- Applicable to data sets with a 
high missing rate 
- Account for the uncertainty in 
imputation 
- Not effective when dealing with high 
dimensional data 
- High computational cost 
Matrix 
factorization 
Gabriel and Zamir 
(1979) 
De Ligny et al. (1981) 
Grung and Manne 
(1998) 
Okatani and Deguchi 
(2007) 
Walczak and Massart 
(2001a)  
- Simple and  interpretable 
- Take advantage of all 
information available 
- An optimization step is involved 
which will slow down the process when 
dealing with a large data set 
- Predicted values are not necessarily 
within the limits of a certain variable 
- The covariance matrix might be 






Nelson et al. (1996) 
Nelson (2002) 
Zhao et al. (2014) 
- Simple and interpretable 
- Take advantage of all 
information available 
- Errors will increase with the 
collinearity of the loading vectors 
and noise variances 
- Errors will propagate from one score 
to another through deflation 
- Perform poorly when critical 
combinations of measurements are 
missing 
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Table 2.1: Critical overview and assessment of missing value imputation meth-
ods (continued)
Methods Selected authors Advantages Disadvantages 
Non-linear 
programming 
De la Fuente et al. 
(2010) 
Puwakkatiya-
Kankanamage et al. 
(2014) 
- Guaranteed orthogonal 
loadings and scores 
- A faster convergence rate 
- Simple to interpret the model  
- Applicable to data sets with 
moderate missing rates 
- Have to carefully selecting number of 
principal components 
- May get local optimum solution and 
complicate the problem 





Wentzell et al. (1997) 




- Maximize the chance of finding 
the relations observed in the data 
- Account for the uncertainties 
caused by missing values 
- The covariance matrix may be singular 
- Not working when data do not follow a 
certain distribution and easily fall into 
local optimum 
CMR (KDR) 
Nelson et al. (1996) 
Arteaga and Ferrer 
(2002, 2005) 
Camacho (2010) 
- Simple and interpretable 
- Take advantage of all 
information available 
- Deflate the variation of a variable 




Deng and Huang 
(2012) 
Zhao et al. (2013a) 
- Combine prior information 
with data within a solid 
theoretical framework 
- Maximize the chance of finding 
the relations observed in the 
data 
- Provide interpretable answers 
- Not efficient 
- Hard to select an appropriate prior, 
which will not heavily influence the 
posterior distributions 
- A high computational cost 
- Data set might not follow a certain 





van Dyk and Meng 
(2001) 
Imtiaz and Shah 
(2008) 
- Prevent the deflation of the 
covariance matrix 
- Predict better than matrix-
factorization methods 
- Withstand a high missing rate 
(up to 25%) 
- Fluctuations are shown during the 
converging process 
- An iterative procedure increases the 
computational cost  
- Data set might not follow a certain 





Silva-Ramírez et al. 
(2011) 
- Adaptive learning 
- Can contain both categorical 
and continuous values 
- A training data set is needed 
- Has to carefully tune the learning rate 










Vatanen et al. (2015) 
- Easy to interpret and visualize 
- Suitable for high-dimensional 
data 
- Maximize the chance of finding 
the relations observed in the 
data 
- Require careful initialization 
- Difficult to select the number of map 
units 
- Iterative procedures with a low speed 
of convergence 




Outliers are defined as observations or subsets of observations that do
not show a consistent behavior with the rest of data set from a statistical
perspective [26], and they usually have to be removed before conducting the
data mining step, such as system identification, because the results of model
parameter estimation and data analysis might be negatively affected. In the
process industries, various reasons can cause outliers, such as malfunction of
sensors and inappropriate treatment of missing data.
There are two types of outliers: univariate and multivariate. Univariate
outliers occur only within a single variable context, while multivariate ones
appear when combinations of variables violate a certain boundary. Usually,
multivariate outliers are treated the same way as univariate ones for simplicity;
however, such a procedure has several drawbacks [298]: (1) the interaction
between variables might lead to over-specification of the number of outliers
when neighbors of a single variable exhibit abnormalities; (2) dynamic changes
of groups of variables might mask multivariate outliers so that the latter will
not show significant deviations.
Another way of categorizing outliers is based on their impact on other
observations, especially in a time-dependent data set: additive outliers (AOs)
and innovational outliers (IOs). While the AOs affect the observation only at
that exact time point, the IOs impact a finite number of samples in stationary
processes, e.g., an auto-regressive moving average (ARMA) process, and exert
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permanent effects on the following observations, leading to a transient level
change (TC) or a level shift(LS) for non-stationary processes, e.g., an auto-
regressive integrated moving average(ARIMA) process [56, 43]. In practice,
while inappropriate treatment of missing data is likely to cause AOs, the IOs
are generated due to process disturbances.
2.3.2 Terminology
2.3.2.1 Breakdown point (BDP)
The breakdown point was defined as the largest percentage of outliers
that an algorithm could withstand [120]. We can view the influence of out-
liers from two opposite angles: the masking effect and swamping effect, which
evaluate their impact on the method’s detection rate and mis-identification
rate (type I error) respectively. Consequently, the breakdown points can be
categorized into masking and swamping breakdown points [76].
2.3.2.2 Outlier region
The definition of outlier region can be shown in the following example:








x : |x− µ| > z1−α/2σ
}
(2.5)
where zq is the quantile function which can be calculated from the inverse of the
cumulative distribution function(CDF), Φ, of the standard normal distribution
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2erf−1 (2q − 1) (2.6)
where erf−1 (x) represents the inverse of error function.
For example, if α = 0.05, zq = z1−α/2 = z0.975 = 1.96, which indicates
that for sequence {xk} subject to N (0, 1), the outlier region is composed of
the 5% of total samples with an absolute value larger than 1.96.
2.3.3 Methods
Numerous methods have been provided for outlier detection, and there
are good review papers written by experts from different disciplines, such
as computer science [132], chemometrics [280, 75], etc. Generally, based on
whether we have knowledge on the process model a priori or not, we can catego-
rize them into model-based methods and data-driven methods. In this paper,
we further divide data-driven methods into univariate and multivariate based
on the nature of outliers. While univariate methods are mainly statistical, the
multivariate ones include more advanced machine learning procedures.
2.3.3.1 Data reconciliation and gross error detection methods
Data reconciliation is a technique developed to reduce the effects of
random errors in the data and to obtain more accurate measurements as a
result. The key feature of data reconciliation is that it makes use of process
model constraints and makes sure all the measurements satisfy those con-
straints. There are two types of gross errors: one is measurement related such
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as malfunctioning sensors and the other is process-related such as process
leaks. A good review of data reconciliation and gross error detection methods
for steady-state and linear dynamic systems can be found in [216], together
with industrial applications and software available. Usually techniques from
linear programming [181] or mix-integer programming [282] are incorporated
in solving such a problem. For nonlinear dynamic systems, extended methods
were discussed in [179], [206], [58], [59], [281], and [3].
2.3.3.2 Resistant regression methods
From the perspective of regression theory, removing outliers from data
sets is equivalent to estimating the underlying model of the “meaningful”values.
For data set Z = {(x11, ..., x1p, y1) , ..., (xn1, ..., xnp, yn)}, assume a linear model
exists as shown in Eq. (2.7):
ŷi = xi1θ̂1 + ...+ xipθ̂p (2.7)
where θ̂ =
[
θ̂1, θ̂2, ..., θ̂p
]T
are regression coefficients, {xi1, xi2, ..., xip} are pre-
dictor values, ŷi is the estimated value of yi, and the residual is defined in Eq.
(2.8):
ei = yi − ŷi (2.8)
Several regression techniques, or known as estimators with intrinsic ro-
bustness when faced with outliers are summarized in Table 2.2. The reference
method is ordinary least squares (OLS). Although the estimators are simple
and take advantage of relations between variables, they do not apply to in-
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dependent variables and the iterative procedures of deleting and refitting will
significantly increase the computational cost.
Table 2.2: Robustness attributes of various regression estimators [16]
Estimator Breakdown point(BDP) Efficiency
OLS 0 100
LAV [87] 0 64
LMS [255] 0.5 37
LTS [255] 0.5 8
R-estimates [144] < 0.2 90
M-estimates [137] 0 95
GM-estimates [198] 1/ (p+ 1) 95
S-estimates [254] 0.5 33
GS-estimates [72] 0.5 67
2.3.3.3 Proximity-based methods
Another category of outlier removal methods, proximity-based meth-
ods, are based on estimating data location and scale that can be used to calcu-
late the outlier region defined in the previous section. It is important to point
out that a critical assumption of proximity-based methods is that the data
are independently and identically distributed (i.i.d.) or follow a multivariate
normal distribution. Such an assumption is usually compromised by process
dynamics, and to deal with outlier detection in a dynamic data set, we can
turn to time series methods discussed later. Commonly used proximity-based
methods are introduced below.
• Univariate outlier detection
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– 3σ rule The 3σ rule has been widely used for detecting outliers
from an independent and identically distributed (i.i.d.) data set
{xk} subject to a normal distribution N (µ, σ2). If the following
condition holds:
|xk − µ| > 3σ (2.9)
then xk is an outlier. A similar outlier detection procedure called
the exteme studentized deviate (ESD) identifier was found in [76].
Instead using a constant value 3 in Eq. (2.9), the ESD-identifier
employs a function g (α,N), which can be calculated based on the
number of samples N and the significance level α.
– Hampel identifier Instead of using mean and standard deviation
in Eq. (2.9), the Hampel identifier [121] uses the median med and
median absolute deviation (MAD), as shown in Eq. (2.10):
|xk −med| > g (α,N)MAD (2.10)
where g (α,N) is the function of aggressiveness, the med and MAD





MAD = med (|x1 −med| , ..., |xN −med|) (2.12)
where [A] rounds A to the nearest integer less than or equal to A,
and x1:N , ..., xN :N are the ordered sequence of {xk}.
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– Quartile-based identifier and boxplots Unlike the 3σ rule or
the Hampel identifier, the quartile-based detector uses the interquar-
tile distance (IQD) Q as the scale parameter, which can be calcu-
lated by Eq. (2.13):
Q = Q3 −Q1 (2.13)
where Q1 is the lower quartile, x0.25, and Q3 is the upper quartile,
x0.75. Based on the definition of quartile, we can easily derive an-
other expression for the median calculation shown in Eq. (2.14) in





Thus, for a symmetric data distribution, we can obtain the following
condition to detect outliers [300]:
|xk −med| > 2Q (2.15)
A boxplot can be used as a graphical demonstration of the quartile-
based detector, as shown in Fig. 2.2:
As shown in the figure, any point that lies outside the upper or
lower fences, corresponding to Eq. (2.15), is considered as an out-
lier.
Other proximity-based methods include the Rousseeuw identifier
[255], which uses the middle point as the location estimator and
30
 3 11.5 Q Q 
 3 1Q Q







Figure 2.2: A typical boxplot [105]
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the length of the shortest half sample size as the scale estimator,
and the sequential extreme deviate removal-extreme studentized
deviate(EDR-ESD) identifier [76]. A summary of breakdown points
of proximity-based methods is shown in Table 2.3.
Table 2.3: Breakdown point (BDP) of outlier identifiers
Identifiers Procedure Swamping BDP Masking BDP
3σ rule/ESD single-step 1 1/(N+1)
Hampel single-step → 0.5, as N →∞ 0.5
Quartile-based single-step 0.5 0.25
Rousseeuw single-step → 0.5, as N →∞ 0.5











j ≥ 1 : n+ j − 1 < t∗n+j(α)
2} or k∗ =∞ if no such j exists
• Multivariate outlier detection
We can extend the 3σ rule to the multivariate case and replace µ and σ
in Eq. (2.9) with the multivariate mean µ and the covariance matrix Σ,









(xk − µ) (xk − µ)T (2.16)
A minimum covariance determinant (MCD) estimator was proposed [255]
based on Eq.(2.16), which tries to find a subset Sh of size h (N/2 ≤ h < N)
of the original data set that minimizes the determinant of Σh. Later a re-
weighted strategy was incorporated to improve its robustness (BDP =
N−h
N
) and efficiency [258].
32
Because the covariance matrix Σ is widely used in multivariate data
analysis, incorporating the MCD estimator enhances the capabilities of
many methods to resist outliers, such as the Hotelling’s T 2 used in PCA
and related diagnostic plots [234, 322, 307], and canonical correlation
analysis (CCA)[101].
2.3.3.4 Time series methods
In process industries, sometimes the “time”factor should be involved in
the data analysis, especially for dynamic datasets. As mentioned in the pre-
vious section, some statistical detection methods [120, 121, 26, 255, 256, 231]
no longer obtain a satisfactory performance because the assumption of i.i.d.
is compromised. Traditionally, a moving window technique can be employed
when dealing with time-varying datasets, because a key assumption is that
the data can be treated as i.i.d. within a small enough window size. However,
such a solution does not always give satisfactory results, especially when the
dynamics is significant in the data set. Another solution is to first approximate
the variations using time-series models, such as an autoregressive (AR) model,
and then separate observations that show inconsistencies with the imposed
models using outlier detection methods discussed in the time series literature,
such as likelihood-based methods [103, 54, 56, 148]. In this section, common
outlier detection techniques within the time series context are summarized in
Table 2.4 with corresponding pros and cons. Although time series methods
can process a dynamic data set within a solid theoretical framework and can
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even detect outliers with different properties, it is hard to derive correspond-
ing mathematical formulas and a high computational cost makes them only
applicable to small data sets.
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AR Fox (1972) AO, IO 
- Outperforms methods which are 
based on the i.i.d. assumption 
- Only detects a single 
outlier in the data set 
ARIMA 
Chang et al. 
(1988) 
AO, IO 
- Applicable to parameter estimation of 
ARIMA models in the presence of 
outliers
- Only one or two outliers 




Chen and Liu 
(1993) 
AO, IO,  
TC, LS 
- Applicable to parameter estimation of 
different models in the presence of 
outliers 
- At most three outliers are 
present in the data set 
- Level shifts might be 









- Prevents the confusion between IO 
and LS 
- Detects multiple outliers 
- Provides a joint procedure for 
estimating model parameters 
unbiasedly and detecting outliers 
- A complicated procedure 
applicable only to small 











Bianco et al. 
(2001) 
AO, IO 
- A robust filtering procedure reduces 
the effects of outliers 
- Works well when outlier 
contamination rate is as high as 10% 
- An iterative procedure 
with a high computational 
cost, works well on small 





- Distinguishes an additive outlier from 
an innovational outlier 
- Includes an iterative deletion 
procedure to handle masking effects 
of outliers 
- Works only on small data 
sets with only a few 
outliers 








- Applicable to both types of outliers 
- Solid theoretical framework 
- Difficult to derive the 
influence functional 
- Only the AR (1) and MA 
(1) processes have been 
tested 
ARIMA Peña (1990) AO, IO 
- Influence statistics based on the 
Mahalanobis distance takes into 
correlation of the data set 
- Works only on small data 









- Simultaneously detects and replaces 
outliers 
- A time series model is 
needed a priori 
ARMA/ 
ARIMA 
Liu et al. 
(2004) 
AO 
- On-line implementation 
- Has a high break down point for 
ARMA process 
- Do not need a time series model 
- Does not work well for 
ARIMA model 


















- Applicable to all types of outliers 
- The identification and processing of 
outliers are both incorporated into the 
parameter estimation stage 
- The diagnostic tool works 
well only for simple VAR 
models 
VAR 
Lütkepohl et al. 
(2004) 
LS 
- Applicable to VAR processes with a 
structural shift at unknown time 
- Works for data sets with 
only one simple level shift 
VAR/ 
VARIMA 




- Based on both individual and joint 
likelihood ratio test statistics, which 
consider the information contained in 
single variables, as well as the 
interaction between variables 
- Works only on small data 
sets with only a few 
outliers 








- Detecting and processing multivariate 
outliers in some projection directions, 
which outperforms a direct testing on 
the time series  
- Works only on small data 
sets with only a few 
outliers 





Wiegand et al. 
(2009) 
Cucina et al. 
(2014) 
AO 
- Detect multiple isolated and 
consecutive additive outliers 
- Do not need a time series model 
- An iterative procedure 
with a high computational 
cost, works well on small 






VARMA Xu et al. (2015) AO, IO 
- No prior knowledge of the process 
model is needed 
- It is easy to tune 
-  It can be applied to both univariate 
and multivariate outlier detection 
- It  is applicable to both on-line and 
off-line operation 
- Computationally intensive 
- Data sets with a high 
dimension will slow down 
the matrix calculation 
speed 
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2.3.3.5 Machine learning algorithm
• Unsupervised learning – clustering
A multi-pass k-means clustering algorithm was proposed for novelty de-
tection [8], which iteratively calculates every cluster’s distance to the
closest neighbor, compares it to a threshold, and decides whether to in-
sert the story into the pre-defined k clusters or to create a new cluster,
i.e., the novelty cluster. A similar approach is the k-medoids algorithm,
which chooses a data point as the center instead of the mean value.
Though the k-medoids algorithm is more robust to outliers than the k-
means [41], it requires O (n2) running time whereas k-means is O (n)
[44]. The k-means or k-medoids algorithms obtain the best performance
when clusters are distinct or separated from each other, and they gener-
ally have two disadvantages: one is that the number of cluster has to be
specified a priori and the other is their inability to handle non-convex
clusters of varying size and density.
The hierarchical cluster analysis (HCA) technique was proposed to ex-
tract the hidden structure of objects through an iterative process that
combines or separates object by object until all have been processed.
One benefit of applying the HCA technique is that we do not need to
specify the number of clusters. However, the HCA method is sensitive
to outliers and fluctuations in the density of observations. A robustified
HCA was proposed [10] which incorporates a self-consistent outlier re-
duction approach followed by the construction of a descriptive function,
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but one must be careful in setting criteria for similarity/dissimilarity
measurements because they significantly affect the results.
• Supervised learning – classification and regression
– Density-based methods
These types of methods involve a distance calculation such as Eu-
clidean distance or Mahalanobis distance shown in Eqs. (2.17) and





(xi − yi)2 (2.17)
DMahalanobis =
√
(x− µ)TΣ (x− µ) (2.18)
As shown in the above equations, the Mahalanobis distance is more
computationally expensive than the Euclidean distance, especially
for high-dimensional data. This is because it measures the distance
from a point to the centroid µ scaled by covariance matrix Σ, which
requires the knowledge of the entire data set.
From the perspective of distance, typical examples of the density-
based methods are the kNN-based methods, such as retrospective
kNN [164, 48], optimized kNN [243, 97], and weighted voting kNN
[317].
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From the perspective of density, by comparing the local density of
an object to that of its neighbors, we can identify regions of similar
density and define points with a lower value to be outliers. The
concept of local outlier factor(LOF) was proposed [46] based on
local density measurement to detect outliers, and extensions of the
LOF can be found in [176], [169], [170], [277] and [194].
Although the density-based methods do not need to pre-specify the
number of clusters and are applicable to clusters of arbitrary shape,
there is a lack of theoretical rules for making outlier identification
decisions, often the decisions are purely heuristic.
– Support vector machine(SVM)
The support vector machine(SVM) can be applied in outlier detec-
tion [289]. Support vectors are defined as data points which define
the class boundary of normality. The general idea of SVM involves
projecting input data onto kernels with a higher dimension; a kernel
function is used to find a hyper-plane that serves as boundaries in
between normal data and outliers. To mitigate the effects of outliers
on model performance, an adaptive weighted least square support
vector machine regression (AWLS-SVM) was proposed [74], which
combines outlier detection approach and adaptive weight value for
the training sample. Applying SVM-based methods will produce
very accurate classifiers by solving a convex optimization problem
and circumvent over-fitting; however, they require a long training
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time and can only do binary classification.
• Dimensionality reduction
The PCA method can be employed to detect outliers for high dimensional
data sets by monitoring the Hotelling’s T 2 and Q-statistics [168, 195, 98,
63]. However, the performance of PCA deteriorates when dealing with
non-Gaussian distributed data set for two reasons. First, the mean and
the variance-covariance of the process variables can no longer represent
the characteristics of non-Gaussian data, which are commonly faced in
process industries due to nonlinearities and the effects of feedback con-
trol. Second, both the Hotelling’s T 2 and Q-statistics are developed
based on a multivariate normal distribution assumption. Thus, satisfac-
tory performance is unlikely to be obtained when the scores do not follow
a normal distribution. Furthermore, even if the data follows Gaussian
distribution, outliers will affect the location and scale estimation of the
normal data. Thus, several robust PCA (RPCA) methods [57, 52] have
been developed to enhance the robustness of the method.
In addition, the assumption that the variables are uncorrelated in time
in PCA no longer holds for dynamic processes with fast sampling [96].
To deal with a dynamic system, a dynamic PCA (DPCA) is proposed,
which augments the data set composed of current values with past ones
[172, 260].
For outlier detection in processes where nonlinearities are present, ker-
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nel PCA (KPCA) [268, 65, 66, 111] and independent component analysis
(ICA) [153, 69, 141, 177] emerged as two solutions. In KPCA, first step
is to perform a nonlinear mapping step that projects the input data into
a linear feature space via a nonlinear function, and the next step is to
implement PCA in the feature space. In ICA, the process data are de-
composed into linear combinations of statistical independent components
(ICs) that contain the main features of the process, during which higher-
order statistics other than mean and variance-covariance are used. By
monitoring the variability change in the dominant independent subspace,
outliers can be detected.
To deal with outlier detection in a non-Gaussian distributed data set is
to use a Gaussian mixture model(GMM) as shown in [34] and [249]. An
extension of the GMM method is extreme value theory (EVT), which
can be found in [248]. The EVT method uses a probability model to
find outliers occurring in the tails of a distribution instead of applying a
distance threshold like the GMM does.
For quality prediction using principal component regression (PCR) or
partial least squares (PLS), a discussion of related outlier detection
methods can be found in [203] and [232]. A methodology was later pro-
posed to robustify the PLS method which involves dimension reduction,
density-based clustering and outlier detection using a convex hull method
[100, 99]. Although the robustified PLS method can directly improve the
quality prediction results in the presence of outliers and simultaneously
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detect outliers and inliers (points situated between clusters), it suffers
from a relatively high computational cost and requires carefully selected
splitting parameters as they significantly affect the outlier detection re-
sults.
• Neural network
The multi-layer perceptron(MLP) with a single hidden layer was applied
to detect outliers in jet engine data [215] and oil pipeline flow data [34]
respectively. The convex hulls are defined by nodes in the first layer and
used to detect outliers, and they outperform linear techniques in identify-
ing the complex nonlinear class boundaries. An MLP with three hidden
layers and three output and input neurons, also known as a replicator
neural network (RNN) was proposed in [125], and it provided a measure-
ment of the deviation of abnormal data records.
An auto-associative (AA) neural network was used by [146] for outlier
detection. The auto-associators are trained by normal data and used to
reduce the number of hidden nodes and keep key attributes, analogous
to PCA. The outputs of the auto-associators are fed into the network
as inputs for reconstruction. By monitoring the reconstruction errors
versus a certain empirical threshold, outliers can be detected.
Self-organizing maps [165], which use vector quantization and nonlinear
mapping to project the data distribution onto a lower dimensional grid
network, can also be applied in outlier detection. After the new sample is
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inserted into the network, the SOM algorithm compares it with existing
data set, finds the best matching unit and updates the unit’s as well as
its neighbor’s weighting vector. If the vector distance or quantization
error between the best matching unit and the new sample is larger than
pre-specified value, then an outlier is found [212]. A modified SOM –
the habituating SOM (HSOM) was used in [202], and an iterative SOM
approach with a robust distance estimation (ISOMRD) can be found
in [49]. Both are more computationally efficient when addressing high
dimensional data.
• Other methods
A correntropy kernel learning (CKL) method was proposed for the iden-
tification of nonlinear systems with outliers and noise [187]. The cor-
rentropy (the name comes from correlation and entropy), which is an
nonlinear similarity measure between two random variables, is used to
evaluate the performance of identification models instead of traditional
mean squared error criterion. The CKL method can reduce the effects of
outliers by the use of a robust nonlinear estimator that maximizes cor-
rentropy. Another application of the maximum correntropy estimator in
outlier removal can be found in [213], where a batch process data set is
studied. Although the CKL method provides a brand new direction for
system identification, more calculations are involved in such a method
than in procedures designed based on the mean square error(MSE).
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2.3.4 Summary and implications
Tables 2.5 summarizes the pros and cons of outlier detection methods
covered in this section. As shown in the tables, there is no universally appli-
cable outlier detection approach. When faced with various types of methods
discussed in previous sections, we have to take into consideration numerous fac-
tors when selecting outlier detection methods such as the nature of outliers,
robustness, and the capability to model the data distribution and separate
the outliers from normal data. Although machine learning algorithms give
promising results when handling complex cases, we cannot neglect the high
computational cost, especially when the dimension of the data set is large.
Last but not least, in many industrial cases, instead of preprocessing outliers,
the process engineers are likely to remove them during the model building
processes(PCA model, for example) as shown in Table 2.5.
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Table 2.5: Critical overview and assessment of outlier detection methods







McBrayer and Edgar 
(1995) 
Chen et al. (1998) 
Narasimhan and 
Jordache (1999) 
- Take advantage of process 
model constraints and make 
sure they are not violated 
- Reduce the random errors in 
the data 
- Process model is needed 
- Original values will likely to be 






- Simple and easy to interpret 
- Take advantage of relations 
between variables 
- Iteratively deleting and refitting will 
increase the computational cost 





Davies and Gather 
(1993)  
Rousseeuw and Leroy 
(1996) 
Becker (2000) 
- Simple and easy to interpret 
- The location and scale estimation 
will be affected by the outliers 
- The computational cost is high for 
multivariate outlier detection 
- The assumption that the data are 
i.i.d. or follow a multivariate normal 




Chang et al. (1988) 
Chen and Liu (1993) 
Bianco et al. (2001) 
Liu et al. (2004) 
- Can handle dynamic data 
which are not identically and 
independently distributed 
- Have solid theoretical basis 
- Can detect outliers with 
different properties 
- Hard to derive a mathematical 
formula 
- Computational cost is high 
- Only applicable to small data sets 
K-means/K-
medoids 
Allan et al. (1998) 
Bradley et al. (1999) 
Bolton and Hand 
(2001) 
- Fast and easy to interpret 
- Perform the best when 
clusters are distinct or well 
separated from each other 
- Have to specify the number of 
clusters a priori 
- Work poorly when there exists an 
overlapping 
- Do not apply on categorical data 
- The centers of clusters have to be 
carefully initialized 
- Unable to deal with non-convex 





Almeida et al. (2007) 
- Deterministic structure easy 
to read 
- Do not need to pre-specify 
the number of clusters 
- Sensitive to the density of 
observations 
- Different similarity/ dissimilarity 
measurements may generate different 
results, and related criteria have to 
be carefully set 





Ester et al. (1996) 
Knorr and Ng (1998) 
Byers and Raftery 
(1998) 
Breunig et al. (2000) 
- Discover clusters of arbitrary 
shape 
- Resistant to noise 
- Do not need to pre-specify 
the number of clusters 
- Lack of clear rules for making outlier 
identification decision  
- Relatively high computational cost 
- High sensitivity to the input 
parameter setting 
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Table 2.5: Critical overview and assessment of outlier detection methods (con-
tinued)





Tax and Duin (2004) 
Cui and Yan (2009) 
- Produce very accurate 
classifiers by solving a convex 
optimization problem 
- Less over-fitting and robust 
to noises 
- Long training time, computationally 
expensive 
- Difficult to design and interpret the 
weights 





Ku et al. (1995) 
Chen et al. (1996) 
Russell et al. (2000) 
Chiang et al. (2003) 
Choi et al. (2005) 
Ge et al. (2009) 
Lee et al. (2011) 
- Reduce the high 
dimensionality of the data set 
- Low computational cost 
- Can be robustified and 
modified to deal with data 
sets containing dynamics and 
nonlinearities  
- Cannot obtain a satisfactory results 








Zhu et al. (2014) 
- Can obtain a satisfactory 
results when data do not 
follow a Gaussian 
distribution 
- The model training processes 
can be robustified 
- Have to specify the number of 
mixtures a priori 
- Fail to work if the dimensionality of 
the problem is too high 
PLS/PCR-
related 




al. (2002, 2003) 
- Provide a visual aid to 
outlier detection 
- Simultaneously detect 
outliers and inliers (points 
situated between clusters) 
- Directly improve the quality 
prediction results in the 
presence of outliers 
- Relatively high computational cost 
- Splitting parameters have to be 
carefully set because how the data 
set is split significantly affects the 




Japkowicz et al. 
(1995) 
Nairac et al. (1999) 
Hawkins et al. (2002) 
- Adaptive learning 
- Convex hulls defined by 
nodes outperform linear 
techniques 
- A training data set is needed 
- The detection threshold has to be 
carefully set 
- High computational cost 









Cai et al. (2013) 
- Easy to interpret and 
visualize 
- Suitable for high-dimensional 
data 
- Require a careful initialization 
- Difficult to select the number of map 
units 
- Iterative procedure which has a low 





Munoz and Chen 
(2012) 
Liu and Chen (2014) 
- Robust, applicable to 
identification of  nonlinear 
systems with outliers and 
noises 
- Easy to initialize and set 
weights 
- The kernel size has to be carefully 
selected 
- It needs more calculations than the 
mean square error (MSE) procedure 
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2.4 Noise removal and frequency analysis
2.4.1 Motivation
In process industries, most data come from sensors generating signals
through electronic, electro-mechanical or electro-optical means. The sensor
data are likely to be degraded by the environment, i.e., the signals are con-
taminated with high frequency noise. Sometimes, the noise must be inspected
carefully because it may reflect operating condition changes, and an interdis-
ciplinary approach called “acoustic chemometrics ”is dedicated to exploiting
noise to uncover information on the process [95]. The signal to noise ratio
(SNR) is usually used to compare the magnitude of a desired signal to the
level of background noise, and it is defined as the ratio of signal power to the







where P is average power measured at the same or equivalent points in a
system within the same bandwidth.
If the SNR is small, there are too many defects in the signal that can
produce misleading or biased results in subsequent stages of data analysis and
uses, e.g., controller optimization [209, 272], dead-time compensation [262] and
system identification [60, 30]. Thus, it is necessary to extract useful informa-
tion from measurement data through filtering.
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2.4.2 Methods
Numerous techniques have been proposed to perform the noise filtering
task, and they can also be categorized into two groups: model-based and data-
driven. The most widely used model-based filter is the Kalman filter [155],
and data-driven methods include digital filters [242, 190], Savitzky-Golay filter
[263], wavelet filters [308], etc.
2.4.2.1 Model-based methods
Kalman filter estimates the hidden state of a linear discretized dynamic
system from noisy observations through an iterative prediction-correction pro-
cess. The process calculates the true values of states using incoming mea-
surements and a process model, which is similar to the recursive Bayesian
estimation procedure. In the process industries, most systems are nonlinear;
thus, an extended Kalman filter (EKF) is often applied, which incorporates
an extra step to linearize the model. Demonstrations of the EKF for chemical
process systems can be found in [347], [157], [30], and [236]. More information
concerning theories and applications of the Kalman filter can be found in [15],
[126], and [47].
Particle filters are a type of filters based on a recursive Bayesian es-
timation procedure, which generate a set of samples, or particles via the
Monte Carlo method, to approximate the posterior distribution. Similar to
the Kalman filter, the objective of a particle filter is to estimate the poste-
rior distribution of the hidden states from observed noisy measurements, but
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it differs from the Kalman filter in that the process model can be nonlinear
and there is no extra condition on initial states [62]. Particle filters have been
applied to a number of industrial processes, such as tracking biological cells
[276], a beer fermentation process [343], a polymerization process [61, 341],
and a benchmark PH neutralization process [60]. A good review of theoretical
development of the particle filters and their applications can be found in [62]
and [227] .
A recursive multichannel instrumental variable (IV) lattice filter was
proposed for a multivariate process contaminated with noise [180]. The lattice
filter generates a residual vector to adaptively monitor multivariate dynamic
processes. The filter has the capability to recursively update the time and order
parameters of the process model and provides an monitoring index based on
the Hotelling’s T 2 statistic.
2.4.2.2 Data-driven methods
Sometimes we may not have a prior knowledge of the process model ex-
cept for a desired or target process. Under such circumstances, adaptive filters,
such as the least mean squares filter [128] and Wiener filter [321], can provide
a linear time-invariant filtering of an observed noisy process by minimizing the
mean square error (MSE) between the estimation and target signals. For more
information about adaptive filtering, see [127].
If there is no target signal available, we can still apply other data-driven
filtering methods, which clean the data by frequency thresholding. There are
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general two types of digital filters: one is a finite impulse response (FIR) filter,
the impulse response of which will only last for a finite time horizon N and
finally settles to zero; the other is the infinite impulse response (IIR) filter,
which will respond to the input infinitely. A thorough discussion on frequency-
thresholding digital filter design implementation in MATLAB can be found in
[190].
When performing tasks such as spectral analysis in quality control,
common low-pass digital filters, such as exponential filters [314], no longer
obtain a satisfactory result because the filter will erase any information in
the high frequency domain, whether it is useful or not [228]. Moreover, most
digital filters approximate current values based on previous observations. Ex-
tra time delays will be generated as a consequence. The Savitzky-Golay FIR
low-pass filter [263], also known as polynomial least-square smoothing filter,
outperforms common low-pass filters in preserving useful high-frequency infor-
mation and prevention of extra delays. The Savitzky-Golay filter is described
in Eqs. (2.20) and (2.21):
For a data sequence {xt}, at one time point t = 0 , we can obtain
2M+1 samples centered at t, which can be used to fit the following k-th order





k;−M ≤ z ≤M (2.20)
















A comparison of the commonly used first-order exponential filter (expressed in
Eq. (2.22)) and the Savitzky-Golay filter is shown in Fig. 2.3: the exponential
filter has a side effect of generating time delays which can be circumvented
when using the Savitzky-Golay filter.
yt = θxt + (1− θ) yt−1 (2.22)
where yt is the filtered value at time t, xt is the raw measurement and θ is the
filter tuning parameter.





















Figure 2.3: A comparison of first-order exponential filter and the Savitzky-
Golay filter
Wavelet filters have been widely used in the fields of applied mathe-
matics, signal processing and computer vision [308], and a few applications in
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handling the process data have also been reported [21, 89, 109]. The wavelet
filters generally remove noise in three steps: (1) decompose the signal into coef-
ficients at several scales corresponding to different frequency levels by wavelet
transform; (2) threshold the wavelet coefficients that correspond to undesired
frequency components; (3) reconstruct the signal. Although the process is
more complicated than in a digital filter and the Savitzky-Golay filter, it can be
extended to multivariate de-noising and no extra time delays will be generated
after finishing those steps [21, 13]. Moreover, incorporation of multi-resolution
analysis (MSA) using wavelet transform provides us more valuable informa-
tion on frequency change in time than the traditional frequency analysis using
a Fourier transform, as shown in the next section.
2.4.3 Frequency analysis & multi-resolution analysis
The Fourier transform has been widely used in representing a function




f (t) e−2πiftdt (2.23)
As shown in above equation, the function e−2πift carries frequency information
through parameter f, and the time information represented by t has been
integrated out; as a consequence, we can no longer obtain information related
to when a specific frequency component occurs or how different frequencies
change with time. A solution is to use the wavelet transform, and the mother
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As we can see in Eq. (2.24), the wavelet function differs from the frequency
function e−2πift used in Eq. (2.23) because it includes two parameters: a is
the scale parameter preserving the frequency information, and b is the shift
parameter containing time-domain information [197]. Similar to the Fourier
transform, the continuous wavelet transform (CWT) of f (t) is shown in Eq.
(2.25):
Wf(t) (a, b) =
∫ ∞
−∞
f (t)ψ∗a,b (t) dt (2.25)
An example demonstrating the superiority of multi-resolution analysis using




















, ..., 60 (2.26)
where p1 = 12, p2 =
{
5 ; 24 ≤ t ≤ 36
2 ; otherwise





The signal contains mixed information at different frequency levels and goes
through a temporary frequency change between 24 ≤ t ≤ 36.
As depicted in Fig. 2.4, the Fourier transform shown in (d) fails to find
the time when a certain frequency of the system changes, while the wavelet
transform shown (b) preserves relevant information. The wavelet power spec-
trum in (b) can still be integrated over time, which obtains a similar result (c)
as the Fourier transform result (d).
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          (d)  Power Spectral Density
Period
Figure 2.4: Wavelet transform demonstration: (a) Original signal. (b) Wavelet
power spectrum of yt, the color code for power ranges from blue (low power) to
red (high power). (c) Global wavelet power spectrum- average wavelet power
for each frequency. (d) Fourier power spectral density.
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2.4.4 Implications
Noisy measurements should go through a certain filtering system, ei-
ther model-based or data driven, to improve the data quality. To maximally
preserve useful information and erase the effects of noise, we have to carefully
tune the filters. Moreover, possible time delays caused by some filters should
be taken into account. Nevertheless, frequency analysis and multi-resolution
analysis are useful tools in information extraction, frequency selection and
filter tuning.
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2.5 Time delay estimation
Time delay estimation problems are frequently encountered in the pro-
cess industries particularly due to flow transport or instrumental analysis, and
usually input changes will not affect the quality parameters until after a cer-
tain period. On the one hand, because common linear models such as the PLS
model do not take into account time delays, it is necessary to align the inputs
with the outputs based on input-output time delays so that a better model pre-
diction result will be obtained. On the other hand, input-output time delays
provide process engineers with important information based on which control
decisions can be made ahead of time. In addition, the performance of control
synthesis techniques such as the minimum variance controller will be poor if
the delay is not known a priori. A large time delay also limits performance
of a PID controller, and negatively affects the closed-loop stability by causing
phase lags. In those cases, the Smith predictor may be applied to do time-
delay compensation [5, 271] and applying model predictive control (MPC) is
an alternative solution.
A variety of TDE methods have been reviewed [37, 247, 339, 5], and
they can generally be divided into model independent and model dependent
methods [221]. The model dependent methods estimate the time delay as
a model parameter or determine the time delay during iterative calculation
[332, 346, 245]. A Laguerre transformation can be included in the methods to
facilitate parameter estimation [102, 143]. However, some of the model depen-
dent methods, such as the recursive least squares, might not be computation-
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ally efficient, especially when the time delay is unknown. Thus, estimating
the time delay by model independent methods a priori may drastically reduce
the efforts for model parameter calculation and facilitate the system identi-
fication. Model independent methods are data-based, including the general
cross-correlation method [163], the minimum entropy method [32], etc.
In the formulation of general cross-correlation, the cross-correlation
function between two signals y1 (t) , y2 (t) is calculated by:






y1 (t) y2 (t− θ) dt (2.27)
The above cross-correlation result can be quickly obtained by applying
Fourier transform and inverse Fourier transform, because it is proportional to











The time delay Td is obtained by finding θ that maximizes the cross-correlation
function shown in Eq. (2.28)
2.6 Summary
Heavily instrumented processes are challenged by the poor quality of a
large amount of raw data and how to extract useful information from them.
Data cleaning can improve the overall data quality for further analysis and
model building, and it includes four components: missing data imputation,
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outlier detection, noise removal, and time alignment. A method to clean the
data is suitable in practice if it can:
• Incorporate the knowledge of the process and the requirements; for ex-
ample, whether the process model is known
• Match the properties of the data set, such as dimension and the fraction
of missing values
• Identify the mechanisms leading to contamination, such as the nature of
outliers
• Keep the computational cost and tuning efforts within a manageable
range when dealing with a large data set
• Preserve and reveal the nature or characteristics of normal data, such as
the distribution or frequency
Because each process data set has its own distinguishing features, it
is hard to generate a universally applicable data cleaning procedure. Based
on the literature reviewed, we recommend the following directions for future
research:
• Combining the data cleaning step with a later stage of model building
and performance evaluation. By setting a certain threshold for model
evaluation, such as R2, we can adaptively tune the data cleaning step to
prevent over-cleaning and optimize the model quality.
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• On-line implementation of data cleaning methods. Most procedures dis-
cussed in this literature review are performed off-line. On-line data
cleaning can provide a rapid methodology to prevent possible process





Before studying on advanced and effective data cleaning methodology,
it is necessary to investigate the impact of contaminated data on model per-
formance and how data cleaning methods can improve it as a preliminary step.
Such a step will provide valuable guidance in developing a new technique that
combines the data cleaning step with model building and performance evalu-
ation, as one of the research directions pointed out in Chapter 2.
3.1 Impact of outliers and noise on dynamic model iden-
tification
In this section, data from an industrial process will be used to demon-
strate that outliers and noise negatively affect the process model identification
and that data cleaning methods are useful in solving such problems.
3.1.1 Problem formulation
A non-linear CSTR with a cooling jacket process is modeled by Dayal
and MacGregor [78]: At a constant volume, the reactant mass balance can be
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= Fin (cA,in − cA)− V k0e−E/RT cA (3.1)




= ρscpsFin (Tin − T ) +V (−∆H) k0e−E/RT cA +UA (Tcj − T ) (3.2)




= ρscpsFin (Tin − T ) +V (−∆H) k0e−E/RT cA +UA (Tcj − T ) (3.3)





The parameters are shown in Table 3.1 [78, 250]:
The reactor feed rate Fin and cooling water flow Fw were used to control
the conversion cA,in and temperature T respectively. PI controllers were used in
the system and PRBS type perturbation signals were added to their outputs (as
shown in Fig. 3.1). For more information concerning the setting of controllers,
steady-states and so on, see the MATLAB simulink model built by Roffel and
Betlem [250].
Both open-loop and closed-loop system identification (as shown in Fig-
ure 3.2) were conducted based on three different data sets obtained by following
scenarios:
1. The raw clean data set obtained by simulating the reactor model, as
shown in (a) ∼ (d) in Fig. 3.3.
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Table 3.1: Specification of reactor parameters
Parameter Physical meaning Unit Value
V reactor volume m3 1.0
Fin reactor feed m
3/s 0.014
cA,in inlet concentration A kg/m
3 866.0
k0 pre-exponential constant s
−1 4 ∗ 108
E activation energy J/mol 6 ∗ 104
R gas constant J/ (mol ·K) 8.314
ρs reactant density kg/m
3 866.0
cps specific heat of reactant J/ (kg ·K) 1.791
Tin feed temperature K 293.0
∆H heat of reaction J/kg -140.0
UA
product of heat transfer area
and transfer coefficient
W/K 150
ρw water density kg/m
3 998.0
cpw specific heat of water J/ (kg ·K) 4.184
Vcj volume cooling jacket m
3 0.2
Tw,in cooling water inlet temperature K 290.0
Fw cooling water flow kg/s 18.161
T reactor temperature K 305
Tcj cooling jacket temperature K 300
cA concentration of A in the reactor kg/m
3 346.4
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2. The contaminated data set obtained by adding outliers (|Amplitude| =
0.3 and 3 for conversion and temperature) and zero-mean Gaussian
noises(σ = 0.001 and 0.1 for conversion and temperature) on the raw
clean outputs to simulate sensor malfunctions and noisy environment, as
shown in (e) ∼ (f) in Fig. 3.3.
3. The processed data set obtained by implementing 3σ rule (moving win-
dow size=20) and the Savitzky-Golay filter (k=3, M=5 and 7 for con-
version and temperature) on the contaminated outputs.































Figure 3.2: Types of experiments [250]
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(a) Process inputs: open loop

























(b) Process inputs:closed loop


























(c) Raw process outputs: open loop


























(d) Raw process outputs:closed loop































(e) Contaminated process outputs: open
loop































(f) Contaminated process outputs: closed
loop
Figure 3.3: Process inputs and outputs
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Table 3.2: Comparison of steady-state gains for open and closed loop identifi-
cation: conversion
δC/δFin δC/δFcw




-5.57 - - -0.012 - -
Closed-loop parametric
model identification
-6.65 -4.99 -6.69 -0.011 -0.04 -0.01
Open-loop parametric
model identification
-6.84 -13.25 -6.12 -0.011 -0.04 -0.01
(I) Raw clean data
(II) Outlier contaminated noisy data
(III) Processed data
3.1.2 Results and discussion
Fig. 3.4 shows the outlier detection results of the process outputs:
the 3σ rule successfully detects all the outliers. The resulting steady state
gains were compared with that obtained from model linearization in operating
point, as shown in Tables 3.2 and 3.3. While the open-& closed-loop results
of scenario (I) significant differ from those of (II), they are quite close to
(III). Moreover, in comparison with the model linearization results, the open-
and closed-loop results of scenarios (I) and (III) make more sense than those
of scenario(II). Thus, we can see that outliers and noises can significantly
negatively affect the system identification, and it is necessary to process the
data before conducting model identification.
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Figure 3.4: Outlier detection results
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Table 3.3: Comparison of steady-state gains for open and closed loop identifi-
cation: temperature
δT/δFin δT/δFcw




614.41 - - -0.63 - -
Closed-loop parametric
model identification
648.5 740.4 673.3 -0.50 -0.68 -0.50
Open-loop parametric
model identification
630.2 743.7 640.1 -0.50 -0.65 -0.48
(I) Raw clean data
(II) Outlier contaminated noisy data
(III) Processed data
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3.2 Impact of time delays on partial least square(PLS)
models
The following simulated example demonstrate how time delays may
affect the PLS model prediction in process industries.
3.2.1 Problem formulation















where u1 ∼ u4 are randomly generated binary signals, as shown in Fig. 3.5.
PLS models were built based on two scenarios: one ignores the time delays
while the other one does not and shifts the inputs correspondingly.
3.2.2 Results and discussion
The results shown in Fig. 3.6 demonstrate that the second scenario has
a better model performance (R2 = 0.78) than the first one (R2 = 0.44) and




































Figure 3.5: Process inputs
















































Figure 3.6: Comparison of PLS model performance for scenarios (1) ignoring
time delays(R2 = 0.44): (a) and (b) ;(2) including time delays and shifting the
inputs correspondingly(R2 = 0.78): (c) and (d)
70
Chapter 4
Integrated data cleaning and model
identification
4.1 Motivation
As discussed in Chapter 2, although data cleaning methods can im-
prove the overall data quality for further analysis,each process data set has
unique features that make it hard to postulate a universally applicable data
cleaning procedure. One challenge is how to determine whether the data have
been cleaned enough after going through the cleaning step, i.e., the preven-
tion of over-cleaning. In one approach certain improvements can be made on
the data analytical tools such as soft sensors so that they are more intrinsi-
cally robust when dealing with low quality data [238]. For example, a robust
version of partial least squares (RPLS)– the RSIMPLS algorithm [139] can
handle contaminated data sets with outliers, and by incorporating the min-
imum covariance determinant estimator [256, 258], it can clean the data set
and maximize the PLS model performance at the same time. Alternatively,
inspired by the adaptive filter, we can combine the data cleaning step with a
later stage of model building and performance evaluation to devise an inte-
grated data cleaning scheme, as proposed in this chapter.
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The remaining part of this chapter is organized as follows: preliminaries
in the area of process model building and data cleaning are presented in Section
4.2. This is followed by the introduction of an adaptive filter and integrated
data cleaning scheme in Section 4.3. In Section 4.4, the performance of the new
data cleaning structure is illustrated with an industrial example and compared
with the RSIMPLS algorithm, followed by concluding remarks in Section 4.5.
4.2 Preliminaries
In the process industries, numerous types of models can be used to de-
scribe process changes and predict the quality parameters. In this paper, we
focus on partial least squares (PLS) that are key to multivariate process moni-
toring, and briefly introduce relevant information in the following subsections.
4.2.1 Partial least squares
Due to the complexity of modern petrochemical facilities, it is hard to
derive first-principles models of the entire process; thus, the data-driven mod-
els, such as the soft-sensors, are often valuable tools than the model-based
ones in process monitoring and fault detection [168, 195, 64]. An typical ex-
ample of soft-sensors is the partial least squares(PLS) model, which is based on
a dimensionality reduction technique maximizing the covariance between the
predictor matrix X and the predicted matrix Y for each principal component
spanning the reduced space [64, 112]. The standard mathematical formula for
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PLS model is shown in Eq. (4.1):











k + F = XB +B0
(4.1)
where X is an n×m matrix of predictors; Y is an n× p matrix of responses;
T = [t1, t2, ..., tn]
T and U are n×a score matrices; P and Q are m×a and p×a
orthogonal loading matrices respectively; E and F are error matrices assumed







n×p are the regression coefficients.
The SIMPLS algorithm [80] has been widely used for estimating PLS
regression components. However, it was shown that the algorithm is very
sensitive to outliers in a simulation study [139], and by incorporating the
minimum covariance determinant (MCD) estimator [256, 258], they proposed
a robust SIMPLS algorithm which outperformed the original one in resisting
outliers. The new algorithm calculates the score distance, orthogonal distance











yi − b0,i − xiB
Sy −BTSxB
(if p = 1) (4.4)
where k is the number of principal components included in the model; St, Sx, Sy
are the covariance matrices of t-,x-,y-variables; x̂i is the robustly centered
observations.
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Observations will be considered as abnormal if the following conditions










where µ̂od2 and σ̂od2 are the mean and standard deviation of the squared or-
thogonal distance; z0.975 = Φ
−1 (0.975), the 97.5% quantile of Guassian distri-
bution; χ2k,α stands for the chi-square distribution.
In this section, we focus on tuning the moving window size (=2h+1) of
the 3σ rule, the Hamel identifier and the Savitzky-Golay filter, the expressions
of which are described in Eqs. (2.9), (2.10), (2.20) and (2.21).
4.3 Method description
4.3.1 Adaptive filter
Fig. 4.1 shows a block diagram of the adaptive filter where a sample
from input signal x(t) is fed into the filter block that calculates a corresponding
output signal y(t) at the same time point. The filter block contains parameters
that can be tuned to ensure the performance of the filter. Generally speaking,
the adaptive filter extracts a reference signal d(t) from the input signal x(t) by
comparing it with the filtered signal y(t) and feeds the difference e(t) into the
parameter updating block to tune the filter. The updating algorithms include
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the Wiener solution, steepest descent, least mean squares (LMS), etc. [127].
Generally, an adaptive filter contains four important components [88]:
• Signals to be processed
• A structure containing methods to calculate output signals of the filter
from the input signals
• Parameters within the structure that can be tuned to change the input-
output relationship of the filter
• An adaptive algorithm that can be used to update the parameters
Applications of adaptive filters include system identification [19], in-
verse modeling [319], linear prediction [196] and feed forward control [88].
4.3.2 Integrated data cleaning scheme
Based on the adaptive filter framework, an integrated data cleaning
scheme is proposed as shown in Fig.4.2. The diagram consists of six compo-
nents: raw data, clean test data, final clean data, cleaning methods, model
building and parameter update algorithm. Similar to the adaptive filter, the
data cleaning scheme is defined by six important attributes:
• Raw data to be processed
• Clean test data to be used to validate model performance















Figure 4.1: Diagram of adaptive filtering
• A model building and validation step
• Parameters within the structure that can be tuned to control the aggres-
siveness of the data cleaning methods
• An adaptive algorithm that can be used to update the parameters
A mathematical framework for above scheme is shown in Eqs. (4.8)-
(4.12):






e = q̄ − q (4.10)
θk+1 = g (θk, e) (4.11)
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Y = f (θfinal,X) (4.12)
where X stands for the raw data, X̂ and Y stand for the temporary and
final cleaned data sets respectively. θk and θfinal represent the intermediate
(at kth iteration) and final parameter settings for the data cleaning methods
respectively. q represents the model quality statistics and q̄ is the threshold set
for q. f, h, g are function sets for data cleaning, model building and validation
and parameter updating respectively.
After going through a preliminary cleaning step, the data X̂ is fed into
the model building block that constructs dynamic models, partial least squares
(PLS) models, etc. The performance of the model is tested using a clean test
data set Z either coming from a normal operation batch (the “golden”batch)
or a physical model simulation. The metric q evaluating model performance
(R2 for example) is compared with a reference q̄, and the resulting difference
e is sent to the parameter update algorithm block to tune parameters θk of
the data cleaning methods, where the grid search is performed. After a series
of iterations, we can obtain a final clean data set Y and satisfactory model
performance at the same time.
4.4 Case study
The applicability of the proposed data cleaning scheme is illustrated
with data from an industrial case. The data set was used for studying out-


























Figure 4.2: Diagram of adaptive cleaning procedure
4.4.1 Dataset
The slurry-fed ceramic melter (SFCM) is used for solidifying the liq-
uid wastes produced during the reprocessing of nuclear fuels, and a simple
schematic of the SFCM operated at West Valley is shown in Fig. 4.3. The
slurry composed of glass formers and waste is spread onto the surface of the
molten glass pool, and a few electrodes are used for heating the mixture. The
dried feed left forms a “crust”or “cold cap”melting continuously into the glass
phase. Glass is discharged periodically from the melter leading to periodic
fluctuations of the glass level. As shown in Fig. 4.3, the temperatures in-
side the melter are monitored extensively at 20 locations and used as process
inputs. Moreover, the glass tank level data are also collected as the process
output. The melter data are sampled every 5 minutes because of a long process













Figure 4.3: Schematic drawing of slurry-fed ceramic melter [324]
The clean training data set and testing data set are shown in Figs. 4.4
and 4.5. Random noise following a standard normal distribution was added
to the glass level to degrade the quality of the training data set, and the
resulting noisy data set is shown in Fig. 4.6. The outlier contaminated data
set was simulated by adding one outlier per every 20 samples starting from
20th observation with an equal probability of being either +1.5 or −1.5, as
shown in Fig. 4.7. Both Figs. 4.6 and 4.7 exhibit a wider and more irregular
dispersion in level axis than Fig. 4.4.
4.4.2 Outlier detection
• RSIMPLS algorithm























































































Figure 4.7: SFCM outlier contaminated training data set
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training data set, and a PLS model with three principal components
was selected (k=3). Figs. 4.8 and 4.9 show the score and regression
diagnostic plots using RSIMPLS algorithm. The red lines represent the
thresholds calculated from Eqs. 4.5 to 4.7, and indices of most deviated
points are marked in the figure. Combining Figs.4.8 with 4.9, we can
see that the RSIMPLS algorithm only picks three true outliers with
indices of 20, 100 and 160. A possible explanation is that the RSIMPLS
algorithm detects outliers by exploring the correlation between predictor
matrix X and the predicted matrix Y, and the changes in X may mask
the existence of outliers in Y.




























Figure 4.8: Score diagnostic plots using RSIMPLS algorithm
• The Integrated data cleaning scheme
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Score distance (3 LV)
RSIMPLS
Figure 4.9: Regression diagnostic plots using RSIMPLS algorithm
The training data containing outliers were fed into the adaptive data
cleaning module shown in Fig. 4.2 and after setting the reference R2 =
0.82, we obtained a better outlier detection results shown in Figs. 4.10
and 4.11: the 3σ rule missed outliers with indices of 40, 160 and 220,
and the Hampel identifier missed point 160 and 280; however, they were
able to detect most of the added outliers.
Figs. 4.12 and 4.13 illustrate changes of the PLS model performance
R2 with an increasing moving window size during the iterative updating
process: the wavy curves show that the models achieve the best perfor-
mance at h = 8 for the 3σ rule and h = 14 for the Hampel identifier,
corresponding to window sizes of 17 and 29 respectively.
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Figure 4.10: Outlier removed SFCM level data, 3σ rule, window size=17

























Figure 4.11: Outlier removed SFCM level data, Hampel identifier, window
size=29
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Figure 4.12: PLS model performance R2 changes with a increasing moving
window size of 3σ rule
















Figure 4.13: PLS model performance R2 changes with a increasing moving
window size of Hampel identifier
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A summary of the PLS model test results is shown in Table 4.1:
Table 4.1: PLS test results
RSIMPLS
Integrated data cleaning scheme
3σ rule Hampel identifier
0.81 0.82 0.82
As shown in above table, the RSIMPLS algorithm and integrated data
cleaning scheme obtain close results, probably because of a very limited
influence of outliers in this case. However, considering the successful
outlier detection rate, the data cleaning scheme seems to be a better
choice.
4.4.3 Noise removal
A PLS model was built using noisy training data set and the prediction
result is shown in Fig. 4.14. After injecting the noisy training data set into
the adaptive data cleaning module shown in Fig. 4.2 and setting the reference
R2 = 0.68, we obtained a filtered data set with an ensured model performance
shown in Fig. 4.15.
Fig. 4.16 illustrates changes of the PLS model performance R2 with
an increasing moving window size during the iterative updating process: the
parabola-shaped curve shows that the model achieves the best performance at
h=2 (i.e, window size=5) and degrades significantly after h=8, implying that
an over-filtering problem occurs.
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Figure 4.14: Level prediction based on noisy SFCM data, R2 = 0.46

















Figure 4.15: Level prediction based on filtered SFCM data, window size=5,
R2 = 0.69
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Figure 4.16: PLS model performance R2 changes with a increasing moving
window size of SG filter
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4.5 Summary
In this chapter, an integrated data cleaning scheme is proposed, and it
includes data cleaning, parameter tuning and model performance estimation.
In comparison with other methods treating a low-quality data set, the scheme
enjoys more versatility: for a given model building task, we can substitute
different data cleaning techniques and the scheme can automatically tune the
parameters based on the performance of the model. A case study based on a
industrial process was conducted. The results show that the integrated data
cleaning scheme can circumvent the over-cleaning problem by incorporating
the model performance evaluation, and simultaneously obtain a clean data set
and a satisfactory model.
In this chapter, we have only applied the univariate data cleaning meth-
ods such as the 3σ rule and the Hampel identifier. Moreover, the parameter
updating algorithm used to find the optimal model performance is not very ef-
fective. Research in progress is focused on applying multivariate data cleaning
methods and a more efficient optimality searching algorithm.
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Chapter 5
An improved methodology for outlier
detection in dynamic data sets
5.1 Motivation
As mentioned in Chapter 2, a key assumption underlying many statis-
tical outlier detection methods[120, 26, 255, 256, 231]is that the data are iden-
tically and independently distributed (i.i.d.), which is often compromised by
dynamics hidden in time-varying data sets 1. A related issue is how to differen-
tiate process dynamics and outliers. Traditionally, a moving window technique
is applied, which assumes that data in a small enough moving window can still
be treated as identically and independently distributed. However, applying
moving window techniques does not always give satisfactory results, especially
when the variations in the data set are significant, and it is always compu-
tationally expensive for large data sets. Another solution is approximating
variations in the data by time-series models, such as an autoregressive model
(AR), and then separating observations that are inconsistent with the imposed
model using outlier detection techniques proposed in the time series literature,
1Xu S, Baldea M, Edgar TF, Wojsznis W, Blevins T, Nixon M. An improved methodology
for outlier detection in dynamic datasets. AIChE Journal. 2015;61(2):419-433.The project
was supervised by Dr. Michael Baldea and Dr. Thomas F. Edgar. Willy Wojsznis, Terry
Blevins and Mark Nixon gave technical support and conceptual advice
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such as likelihood-based methods[103, 54, 297, 56, 104, 298, 148, 192]. How-
ever, those methods are only applicable to small data sets with a small number
of outliers; besides, there is a lack of discussion on industrial applications and
related parameter tuning issues. The on-line filter-cleaner [186] has been ap-
plied to univariate outlier detection in an industry data set, and outperforms
other time series outlier detection methods in robustness and efficiency. How-
ever, the filter-cleaner[186] can still be improved in several aspects such as
the model fitting algorithm, parameter tuning, and an extension to the mul-
tivariate cases. Besides, since off-line data analyses are more encountered in
practice, it is useful to develop a related off-line outlier detection method.
Finally, detecting innovational outliers, which are commonly encountered in
dynamic processes, is also worth studying .
5.2 Preliminaries
5.2.1 Contamination rate,detection rate,mis-identification rate,and
normal data estimation rate
The contamination rate κ is defined as the percentage of outliers in
total data, and the detection rate χ is defined as the percentage of outliers
being successfully identified. The mis-identification rate β is defined as the
percentage of normal data falsely tagged as outliers (type I error), and γ is
defined as a prior estimation of the percentage of normal data in the original
data set. Normally, γ is set to be larger than 80 %; otherwise, the data will
be considered as of poor quality and useless. Mathematical expressions for κ,
91

















Based on the definition, κ = 5% in a data set with 10000 observations means
the number of actual outliers is 500. To simplify the verification process of
detection methods, we are using simulated data sets with outliers added at
every 20th sample points.
5.2.2 Principal component analysis(PCA) and dynamic PCA
The principal component analysis (PCA) method has been applied to
detect multivariate outliers. First, PCA decomposes the original data set us-
ing singular value decomposition shown in Eq. (5.5). Second, it calculates
the Hotelling’s T 2 metric defined in Eq. (5.6), and by monitoring such a met-
ric, disturbances or abnormalities can be detected and isolated if the metrics
violate the threshold calculated in Eq. (5.7).
XPCA = UΣV
T (5.5)
where X is the training data matrix with n observations and m variables.
t2 = xTV Σ−2a V
Tx (5.6)
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where V contains the loading vectors associated with the a largest singular
values, Σa includes the first a rows and columns of Σ, and x is an observation




Fα (a, n− a) (5.7)
where Fα (a, n− a) is the critical point of the F-distribution with a and n− a
degrees of freedom, and α is the level of significance.
However, the standard PCA method fails to take into consideration
the serial correlation at different time instances, and the dynamic principal
component analysis (DPCA)[172, 260] has been proposed for detection and
isolation of process disturbances in time series data. The DPCA augments
each observation X matrix at time t with the previous l time instances, as
shown in Eq. (5.8), and similar to PCA, it decomposes XDPCA and detects
outliers by monitoring the Hotelling’s T 2.
XDPCA (l) = [X (t) X (t− 1) · · ·X (t− l)] (5.8)
where X (t) is the observation matrix at time instance t.
5.3 Time series Kalman filter
5.3.1 Univariate autoregressive (AR) model fitting
In practice, many discrete random processes can be approximated by a

















where p,q are model orders, φi, θi are coefficients, εi is the white noise of the
model, εt ∼ N (0, σ2ε ) and z−1 is a shift operator[43].
Based on the Wold decomposition theorem [325] and Kolmogorovs
theorem[166], any ARMA process can be represented by an AR process of
infinite order. Thus, a feasible solution is to fit an AR (p) model as shown








xt = εt (5.10)
Three different methods are commonly used in estimating φi in AR(p)
model shown in Eq. (5.10): the least-squares method, the Yule-Walker method,
and Burg’s method[159]. The previous two methods involve an inverse of the
auto-covariance matrix step, while the Burg’s method calculates the reflection
coefficients and then applies Levinson recursion to obtain the AR parameter
estimates. De Hoon et al.[79] compared the above methods and presented
simulation results showing that because the first two methods invert an auto-
covariance matrices which can be poorly conditioned, Burg’s method is prefer-
able to the least-squares and the Yule-Walker approach.
5.3.2 Multivariate (vector) autoregressive (MVAR) model fitting
For MVAR model fitting, an extension of Yule-Walker method to multi-
variate cases can be applied[200], as well as the multivariate Burg’s method[223,
224]. A new estimator (Arfit) has been proposed[220, 267], and by compar-
ing the above multivariate estimators, the multivariate Burg’s method still
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outperforms the others[201, 266].
5.3.3 Model order selection
When selecting a model order, a balance has to be made in between
improving the coefficient of determination R2 and a prevention of model over-
fitting. For AR model order selection, a commonly used criterion is the Akaike
information criterion (AIC)[6] shown in Eq. (5.11):
AIC (p) = N log ρ̂p + 2p (5.11)
Another way to select model order is the Schwarz’s Bayesian informa-
tion criterion (BIC) shown in Eq. (5.12) [270], which can be applied in both










where p is the model order, m is the number of variables, N is the number of





(N − np) ρ̂p
]}
(5.13)
ρ̂p stands for residual covariance matrix, det [.] calculates the matrix’s deter-
minant. The QR factorization algorithm is applied in evaluating ρ̂p, and a
regularization term δD2, where δ is a coefficient and D2 is a positive defi-
nite diagonal matrix, is added to deal with the situation when ρ̂p becomes
ill-conditioned[220, 267].
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For the univariate case, m=1, and
lp = log {|(N − np) ρ̂p|} (5.14)
Because no AIC calculation equation has been found for multivari-
ate cases, the BIC is used in the new algorithm. Normally, the best model
order corresponds to the lowest BIC or AIC value. The outliers will con-
taminate the data set and give rise to a large model order p. Thus, a pre-
whitening procedure is needed to reduce the outlier effects on model order
estimation. After pre-whitening, a small p usually suffices, similar results
have been reported[186]. In this dissertation’s simulation study, p is selected
to be 2.
5.3.4 Combining time series modeling with Kalman filter
Inspired by the filter-cleaner[186](shown in Appendix B), the time series
Kalman filter(TSKF) is proposed which differs in several aspects:
1. Burg’s model estimation is applied. In multivariate cases, the auto-
covariance matrices might become ill-conditioned; thus, Burg’s method is pre-
ferred to the Yule-Walker method.
2. Parameter estimation is directly obtained from the preliminary clean
data set, which reduces efforts to get a robust estimation of the auto-covariance
matrix via reweighted MCD.
3. Instead of applying the filter-cleaner[205] which simultaneously de-
tects and replaces outliers with related predicted values, the detection and
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clean steps can be separated: for on-line use, the users can do both at the
same time, and for off-line use, they also can replace the outliers after the
detection process is finished, options are available for applying the best im-
putation techniques to replace the outliers for a specific application. In the
new procedure, for simplicity, neighboring normal points will be used to re-
place outliers instead of using a model predicted value, because in practice, no
actual model exists; imposing a fitted model, though a robust one, will com-
promise the integrity of the original data set and might lead to a new spike
such as shown in Fig. 5.1 (close to time point 600).
Figure 5.1: Testing results of filter-cleaner and the Hampel method[186]
4. Besides the additive outliers, the simulation cases include innova-
tional outliers.
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Both off-line and on-line versions of the method are provided. For sim-
plicity, the method is written in the format for multivariate outlier detection.
5.3.4.1 Off-line version
Given a data set {yt}Nt=1 , we can detect and replace the outliers with
the following steps:
1. Data partition: partition the data set into M subsets,{yt}Nit=1 , i =
1, 2, ...,M .
2. Pre-whitening: for each subset{yt}Nit=1 , i = 1, 2, ...,M , pre-whiten
the data using reweighted MCD estimator, replace the outliers with robust
center µi, and centralize the data with µi.
3. Model fitting: based on the preliminary clean data {yct}
Ni
t=1,
3.1. (Optional) select the model order p according to BIC.
3.2. Calculate the model coefficients Φi based on Burg’s method.
4. Outlier detection: for each subset{yt}Nit=1 , i = 1, 2, ...,M :
4.1. Reformat:




YTt = [yt,yt−1, ...,yt−p+1]1×pm (5.16)
UTt = [ε̂,0, ...,0]1×pm; ε̂ ∼ N (0,Q) (5.17)
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H = [Im×m,0, ...,0]1×pm (5.18)
Θ =

Φ1,m×m Φ2,m×m · · · Φp−1,m×m Φp,m×m
Im×m 0 · · · 0 0
0 Im×m · · · 0 0
0 0 · · · 0 0
0 0 · · · 0 0





Ŷt|t−1 = ΘŶt−1|t−1 (5.20)
Pt|t−1 = ΘPt−1|t−1Θ
T + Q (5.21)
4.3 Update:
Et = yt −HŶt|t−1 (5.22)
St = HPt|t−1H











Ŷt|t = Ŷt|t−1 + KtEt (5.26)
Pt|t = (I−KtH) Pt|t−1 (5.27)
4.4 Detect:
4.4.1. Set ∆ = 0.
4.4.2. Find a number of n observations whose Mahalanobis distance
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dt ≥ ∆.
4.4.3. Calculate the percentage of normal data
ξ =
N i − n
N i
(5.28)
4.4.4. If ξ ≥ γ,stop; else increase ∆ by d∆.
4.4.5. The outliers correspond to observations with Mahalanobis dis-
tance
dt ≥ ∆final.
4.5 Replace: replace the outliers with neighboring normal values.
5.3.4.2 On-line version
The on-line version of the method is very similar to the on-line filter-
cleaner[186]:
Given a data sequence at time , we can detect and replace the outliers
in the following steps:
1. Choose a data set {yt}Mt−M+1:t with window size MW.
2. The pre-whitening and modeling fitting steps are the same as the
off-line version.
3. Based on a pre-set threshold ∆, if the Mahalanobis distance dt ≥ ∆,
the observation is identified as an outlier.
4. Replace the outliers with neighboring normal values.
The new procedure keeps most of the original structure of the Kalman
filter[155] unchanged, and only makes a few modifications shown in Eqs. (5.23)
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to (5.24). In Eq. (5.23), the variance of observation noise term R shown in
Eq. (5.30) of the original Kalman filter is deleted, which makes the new algo-
rithm detect outliers without changing the original observations. A Tikhonov
regularization term [293] τI is added to deal with ill-conditioned covariance
matrices in multivariate outlier detection cases. If we add the observation
noise terms back, Eqs. (5.15) and (5.23) become:
Yt = ΘYt−1 + Ut
yt = HYt + zt
(5.29)
St = HPt|t−1H
T + R (5.30)
where zt ∼ N (0,R).
A univariate version of the method is similar, except that a univariate
Mahalanobis distance is calculated as shown in Eq. (5.31):
dt = |et| /
√
st (5.31)
As we can see from the method description shown above, the TSKF method
has a high computational cost largely due to the outlier detection step, which
tracks the variances of each observation point. Such a step becomes even
slower when dealing with multivariate outlier detection cases.
5.3.4.3 Parameter tuning
An important evaluation standard for an outlier detection method is
whether contains tuning parameters. Table 5.1 gives the tuning parameters
for the implementation of the TSKF method.
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Table 5.1: Tuning parameters of the TSKF method
Implementation Tuning parameters
on-line distance threshold ∆; moving window size(MW)
off-line γ; partition window size(PW)
For on-line use, since we have no knowledge of how to pre-set the dis-
tance threshold ∆, we need to run a training data set and record the Maha-
lanobis distance dt, which can be used to set the value of ∆.
For off-line use, we can set the γ based on prior knowledge of the raw
data set, such as γ = 95% means we estimate that the maximum amount of
outliers in the data set should not exceed 5 % of the total number of obser-
vations. γ can be tuned easily without repeating the recursion calculation of
the Mahalanobis distance dt.
5.4 Simulation Testing
For illustration, the on-line and off-line versions of the TSKF method
will be applied to both univariate and multivariate outlier detection in the
dynamic data sets. For simplicity, only the univariate simulation process is
described: following the approach used by Liu et al.[186], we obtain data
by simulating the additive outlier (AO) and innovational outlier(IO) models
shown in Eq. (5.32), and Eq. (5.33); vt has equal probabilities being +Amp
or -Amp (Amp is the amplitude of outliers); xt follows ARMA(1,1) processes



















)vtδ(T )t + xt (5.33)
where δ
(T )
t is a pulse function: δ
(T )
t = 1 if t = T ; δ
(T )
t = 0 if t 6= T . vt is
an outlier. From the above equations we can see that additive outliers (AOs)
affect the observed time series only at time T, while the innovational outliers
(IOs) impact a finite number of observations in a stationary process.
The univariate model was run with 10000 test points for both on-line
and off-line cases. For processes with additive outliers(AOs), the data are
corrupted with outliers at different contamination rates defined in Eq. (5.1).
For processes with innovational outliers (IOs) cases, IOs are added every 100th
sample points in ARMA(1,1) processes.
The multivariate models are run with 10000 test points for off-line case
and with 1000 test points for on-line case. Similar to the univariate model, data
are contaminated with different rates of outliers for the AO process simulation.
For processes with innovational outliers (IOs) cases, IOs are added every 100th
sample points in VARMA(1,1) processes.
A summation of simulation cases is shown in Table 5.2:
In addition, for on-line testing, the moving window size(MW)is set to
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ARMA(1,1) X X 10000 10000
VARMA(1,1) X X 1000 10000
be 100, and for off-line testing, the partition window size (PW) is set to be
1000.
Furthermore, although the definitions of outlier detection rate χ and
mis-identification rate β work perfectly for additive outlier (AO) detection,
some modifications need to be made, as shown in Eqs. (5.34) and (5.35), so


















As shown in Eq. (5.34), the χIO is defined as the percentage of success-
fully identified locations of pulse function (δ
(T )
t = 1) leading to the innovational
outliers. In simulation cases, the original data set is divided into subsets with
100 observations each, and one pulse function is added on each subset. Based
on the definition of βIO shown in Eq. (5.35), any identified outliers prior to the
pre-set locations of pulse function δ
(T )
t = 1 within each subset will be regarded
as false alarms.
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5.4.1 Model impact analysis and order selection
The cleanness of the preliminary clean data will affect the perfor-
mance of the outlier detection, and to demonstrate the necessity of a pre-
whitening step, a detailed discussion is given based on the simulation case: an
ARMA(1,1) model with φ = 0.9, θ = 0, and Amp = 4.




xt = εt (5.36)
We first estimate the model order based on BIC shown in Eq. (5.12 )
for raw data of single moving window size(on-line) and pre-whitened data of
single partition window size(off-line). Fig. 5.2 shows that the BIC results are
not significantly affected by the pre-whitening step; also a lower model order
of 1 or 2 usually suffices. Thus, to prevent model over-fitting, the order is
selected to be 2 for both on-line and off-line implementation.
Next, we perform the TSKF method with a true model shown in Eq.
5.36 and a estimated model based on raw data, the simulation results are
summarized in Table 5.3:
As shown in Table 5.3, surprisingly, applying the true model can only
obtain a slightly better result than the one built on pre-whitened data and
raw data. A possible explanation is that the Mahalanobis distance dt is not
sensitive enough and some changes of local variances caused by the outliers
are overshadowed by local process dynamics. In other words, though some
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Figure 5.2: Model order selection for additive
outliers
Simulation condition: ARMA (1,1), φ = 0.9;
θ = 0; Amp=4; κ = 5%;
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Table 5.3: Model impact analysis, κ = 5%
on-line(*) off-line(**)
β(/%) χ(/%) β(/%) χ(/%)
True model 85.40 2.04 78.37 1.05
Pre-whitened data 82.34 2.11 75.47 1.17
Raw data 78.34 2.15 70.12 1.33
(*) Simulation condition: N=10000; rep=500; MW=100
(**) Simulation condition: N=10000; rep=500; PW=1000, γ = 95%
increases are shown in dt as outliers, they are not large enough to violate
the threshold and raise an alarm. Furthermore, excluding the pre-whitening
step from the method can negatively affect the detection results, though not
significantly, because outliers affect the estimation of center µ of the data,










where φ, θ are coefficients, εt is the white noise, εt ∼ N (0, 1) and z−1 is a shift
operator.
5.4.2.1 Additive outlier detection
The on-line and off-line additive outlier detection results for data from
ARMA(1,1) processes are shown in Table 5.4:
From Table 5.4, we can see that for on-line outlier detection rate χ, the
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Table 5.4: Additive outlier detection rates for data from ARMA (1, 1) process
at κ = 5%
Case No. φ θ ∆ Amp
on-line(*) off-line(**)
Liu’s filter-cleaner(***) TSKF Hampel(***) TSKF
β(/%) χ(/%) β(/%) χ(/%) β(/%) χ(/%) β(/%) χ(/%)
1 0.0 0.0 2.5 3 0.82 65.13 1.51 70.12 0.72 70.91 1.42 69.03
2 0.0 0.0 2.6 4 0.55 82.83 1.07 91.78 0.63 84.23 0.50 88.17
3 0.0 0.0 2.6 5 0.43 95.41 1.12 99.15 0.44 96.41 0.11 95.76
4 0.0 -0.5 2.5 3 1.01 63.35 1.77 68.08 0.92 50.32 1.64 67.47
5 0.0 -0.5 2.7 4 0.54 78.24 1.48 89.4 0.86 73.85 0.65 85.34
6 0.0 -0.9 3.0 4 0.58 65.87 1.80 80.75 0.81 53.89 1.10 76.68
7 0.5 0.0 2.5 3 1.12 64.38 1.82 67.45 0.94 49.52 1.62 64.65
8 0.5 0.0 2.7 4 0.49 82.44 1.48 89.69 0.71 73.65 0.73 83.92
9 0.9 0.0 3.0 4 0.59 79.84 2.11 82.34 0.47 12.57 1.17 75.47
(*) Simulation condition: N=10000; rep=500; MW=100
(**) Simulation condition: N=10000; rep=500; PW=1000, γ = 95%
(***) Some results come from Liu et al.[186].
TSKF method obtains results close to Liu’s filter-cleaner[186], and both work
better than the Hampel identifier when the process autocorrelation becomes
high (shown in the first order correlation coefficient φ). The result suggests
that system dynamics affect the Hampel identifier more significantly.
Moreover, a larger outlier size Amp will help the outlier detection by
increasing the outlier detection rate χ, but it will not necessarily decrease the
mis-identification rate β for the TSKF method.
In addition, though detecting more AOs than the Hampel identifier
and on-line filter-cleaner, the TSKF method has a higher mis-identification
rate β than the later two, and it increases with a higher correlation φ. Such
a phenomenon can be attributed to that ∆ is set to be a constant value and
does not change as the process evolves. However, possible metrics to monitor
the process changes, such as the variance and mean, will all be negatively
affected by the outliers. Thus, the auto-adjustment of ∆ though may lower
the mis-identification rate β, will decrease the detection rate χ, as validated
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by several additional simulations.
Last but not least. Though the on-line and off-line results of the TSKF
method are close, it is worth mentioning that the off-line results can be ob-
tained much faster than the on-line results since no moving window is applied.
Figs. 5.3 and 5.4 show that the TSKF method is able to detect more
additive outliers in dynamic process than the Hampel identifier.




















Figure 5.3: TSKF method for additive outliers
Simulation condition: ARMA (1,1), φ = 0.9;
θ = 0; Amp=5; κ = 5%; MW=100
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Figure 5.4: The Hampel identifier for additive
outliers
Simulation condition: ARMA (1,1), φ = 0.9;
θ = 0; Amp=5; κ = 5%; MW=100
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5.4.2.2 Innovational outlier detection
The on-line and off-line innovational outlier detection results for data
from ARMA(1,1) processes are shown in Table 5.5:
Table 5.5: Innovational outlier detection results for data from ARMA (1,1)
processes
Case No. φ θ ∆ Amp
on-line(*) off-line(**)
TSKF Hampel(**) TSKF
β(/%) χ(/%) β(/%) χ(/%) β(/%) χ(/%)
1 0.0 0.0 2.6 5 1.06 74.08 0.33 73.98 0.18 72.72
2 0.0 -0.5 2.7 5 0.84 75.54 0.45 69.02 0.17 72.58
3 0.0 -0.9 3.0 5 0.98 72.64 0.75 56.21 0.22 68.97
4 0.5 0.0 2.7 5 0.77 74.44 0.44 67.17 0.18 72.56
5 0.9 0.0 3.0 5 0.32 72.67 0.61 13.88 0.18 72.12
(*)Simulation condition: N=10000; rep=500; MW=100.
(*)Simulation condition: N=10000; rep=500; γ = 99%
By analyzing results shown in Table 5.5, we can see that similar to
the AO detection results in Table 5.4, the TSKF method works much bet-
ter than the Hampel identifier in IO detection, especially when the process
autocorrelation becomes high (shown in the first order correlation coefficient
φ).
Furthermore, for the TSKF method, the detection rates of IOs do not
show a lot of differences. Because unlike the AOs, the effect coming from inter-
actions between IOs and the system dynamics, only lasts for a finite number
of observations and is neutralized by a lower contamination rate(1%). This
makes the IOs more difficult to detect. Even though the IOs have amplitudes
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of 5, the TSKF method cannot guarantee a 100% IO detection rate χ every
simulation run, and sometimes the detection rate χ is only close to 50%. Thus,
the average detection rates are less than 80% and the differences are negligible.
In comparison with Fig. 5.3, Fig. 5.5 exhibits that unlike the additive
outliers, the innovational outliers will impact a finite number of observations
afterwards. Compared with Fig. 5.6, Fig. 5.5 also illustrates that the TSKF


















and z−1 is a shift operator.
5.4.3.1 Additive outlier detection
The on-line and off-line additive outlier detection results for data from
VARMA(1,1) processes are shown in Table 5.6:
As for parameter settings, based on additional simulations, increasing
the model complexity by choosing a larger parameter l does not obtain a better
performance. The parameter a is chosen to be 2 for on-line and 3 for off-line to
ensure the DPCA model captures close to 90% total variance of the data set,
and to prevent model over-fitting at the same time. Though increasing the
significance level α will help raise the detection rate, especially during off-line
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Figure 5.5: TSKF method for innovational
outliers
Simulation condition: ARMA (1, 1), φ = 0.9;
θ = 0; Amp=5; MW=100
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Figure 5.6: The Hampel identifier for
innovational outliers
Simulation condition: ARMA (1,1), φ = 0.9;
θ = 0; Amp=5; MW=100
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Table 5.6: Additive outlier detection rate χ/% for data from VARMA (1,1)
process at κ = 5%






TSKF DPCA(I) PCA(II) TSKF DPCA(III) PCA(IV)





90.22 71.82 72.24 88.32 45.16 66.57





97.11 86.92 88.72 93.74 66.93 87.11











































































99.11 95.22 95.78 97.62 81.84 96.35
(*) Simulation condition: N=1000; rep=100; MW=100.
(**) Simulation condition: N=10000; rep=100; PW=1000; γ = 95%.
(I) Parameter setting: α = 0.01; l = 1; a = 2.
(II) Parameter setting: α = 0.01; a = 1.
(III) Parameter setting: α = 0.01; l = 1; a = 3.
(IV) Parameter setting: α = 0.01; a = 1.
implementation, it will significantly affect the results by leading to a much
larger mis-identification rate β (larger than 10%). Thus, α was chosen to be
0.01.
By analyzing results shown in Table 5.6 we can see that the TSKF
method generally obtains a higher outlier detection rate χ than the DPCA
and PCA method. Surprisingly, the DPCA method does not obtain as good
detection rates as PCA, especially during off-line implementation. Such a
result can be largely attributed to that without a pre-whitening step, an out-
lier contamination rate of 5% will severely damage the serial correlation in
augmented matrix shown in Eq. (5.8) and lead to inaccurate t2 results.
Moreover, a larger outlier size Amp will help the outlier detection by
increasing the outlier detection rate χ, while increasing autocorrelation Φ will
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negatively affect the outlier detection results.
Fig. 5.7 shows the on-line multivariate additive outlier detection results
of the TSKF method for a VARMA(1,1) process. Fig. 5.8 shows the Hotelling’s
T 2 record on the first moving window of the DPCA method, it needs to be
pointed that though time points 40 and 80 are missed, they can be successfully
detected in moving windows afterwards.
5.4.3.2 Innovational outlier detection
The on-line and off-line innovational outlier detection results for data
from VARMA(1,1) processes are shown in Tables 5.7:
Table 5.7: Innovational outlier detection rate χ% for data from VARMA (1,1)
processes






TSKF DPCA(I) PCA(II) TSKF DPCA(III) PCA(IV)















































75.11 76.30 76.40 75.58 74.28 74.84
(*) Simulation condition: N=1000; rep=100; MW=100.
(**) Simulation condition: N=10000; rep=100; γ = 99%.
(I) Parameter setting: α = 0.01; l = 1; a = 3.
(II) Parameter setting: α = 0.01; a = 1.
(III) Parameter setting: α = 0.01; l = 1; a = 3.
(IV) Parameter setting: α = 0.01; a = 1.
It is found that the DPCA with a significance level α = 0.01 obtains
desirable results for both on-line and off-line cases. In addition, the parameter
a is chosen to be 3 and l to be 1 for the same reason discussed in univariate
outlier cases.






















































Figure 5.7: Additive outlier detection results obtained by the TSKF method
Simulation condition: VARMA(1,1); on-line; case No.=5
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Figure 5.8: Hotelling’s T 2 record on the first
moving window of dynamic PCA
Simulation condition: VARMA(1,1); on-line;
κ = 5%; case No.=5; additive outlier
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IO detection results of TSKF, PCA and DPCA in Table 5.7 are close and close
to 75%. It is worth mentioning that the PCA and DPCA methods are faster
than the TSKF method in obtaining the results.
Fig. 5.9 and Fig. 5.10 show the multivariate innovational outlier detec-
tion results of the TSKF method and the DPCA method for a VARMA(1,1)
process, respectively. Comparing these two figures, we can see both methods
correctly identified the location of pulse function in the first moving window.
5.4.4 Summary and discussion of simulation testing results
Based on the simulation results, we can see that while the additive out-
liers only affect single observations, innovational outliers will have an impact
on a finite number of observations after they appear. A larger autocorrelation
contained in the process data will negatively affect the detection results, while
a larger outlier size will help the outlier detection.
Furthermore, though the interactions between IOs and the system dy-
namics make them more difficult to be detected than the additive outliers, a
desirable detection rate χ can still be obtained if the contamination rate κis
low and the amplitude of IOs is high.
Though only the outlier detection results of ARMA(1,1) and VARMA(1,1)
processes are shown, the TSKF method works well for higher order station-
ary process data, such as ARMA(2,1) and VARMA(2,1). The TSKF method
works better than the Hampel identifier, PCA and DPCA methods in detec-
























































Figure 5.9: Innovational outlier detection results obtained by the TSKF
method
Simulation condition: VARMA(1,1); on-line; case No.=3; N=1000
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Figure 5.10: Hotelling’s T 2 record on the first
moving window of dynamic PCA
Simulation condition: VARMA(1,1); on-line;
case No.=3; N=1000; innovational outlier
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them when a high autocorrelation exists. The TSKF, PCA and DPCA still
obtain close results in detecting IOs, but the computational cost of the TSKF
method is higher.
5.5 Plant data Testing
In this section, an industrial data set obtained from a chemical plant
is used to perform on-line testing of the TSKF method.
Two variables shown in Fig. 5.11 have been selected from the pro-
cess data set because outliers and dynamic changes are present in both vari-
ables. The missing values have been replaced with local means. While the
second variable shows many step changes, the first variable contains dynamic
responses caused by a series of step changes.
The model order selection is based on BIC for two variables, as shown
in Fig. 5.12. Although Var1 and Var2 vary with time, a model order of 1 or
2 suffice. In this case, we pick 2.
The on-line outlier detection process is carried out as follows: each
variable is cleaned alone by the TSKF method and the Hampel identifier. The
results are plotted in Figures 5.13 to 5.16. Compare Figure 5.13 with 5.14,
we can see that the TSKF method is able to detect more spikes between time
points 200 and 300 than the Hampel identifier, and successfully replaces an
outlier shown at time point 700. Similar results can also be found near time
point 700 in Figure 5.15 and 5.16.
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Figure 5.11: Raw plant data
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Figure 5.12: BIC of raw plant data at single moving window
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Figure 5.13: The TSKF method for V1
Simulation condition: ∆ = 5; MW=10; on-line
testing
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Figure 5.14: The Hampel identifier for V1
Simulation condition: MW=10; on-line testing
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Figure 5.15: The TSKF method for V2
Simulation condition: ∆ = 1.5; MW=10; on-line
testing
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Figure 5.16: The Hampel identifier for V2
Simulation condition: MW=10; on-line testing
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5.6 Summary
In this chapter, a new method (TSKF) for outlier detection has been
proposed that is suitable for both univariate and multivariate outlier detection
in dynamic data sets. Both on-line and off-line versions and related parameter
tuning for the new method have been given.
Different from the on-line filter-cleaner[186], the TSKF method incorpo-
rates the Burg-type time series model fitting algorithm, which ensures stability
of the method when dealing with ill-conditioned auto-covariance matrices in
multivariate cases. In addition, neighboring normal points will be used to
replace outliers instead of using imposed model predictive value. Moreover,
obtaining model parameters directly from the preliminary clean data set has a
lower computational complexity in comparison with the procedure used in on-
line filter-cleaner (converting the original data to more complicated matrices
and applying reweighted MCD method to estimate parameters).
Based on the simulation testing results, the TSKF method outper-
forms the Hampel identifier and the dynamic PCA method in additive outlier
detection in an ARMA(1,1) process and a VARMA(1,1) process, respectively.
Interestingly, for IOs, the TSKF method though outperforms the Hampel iden-
tifier in an ARMA(1,1) process, does not differ a lot from PCA and DPCA in
a VARMA(1,1) process, due to combining effects of interactions between IOs
and system dynamics, as well as contamination rate and outlier amplitude, as
discussed in simulation section. It is worth mentioning that the computational
cost of the TSKF method is higher than the PCA and DPCA method, which
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makes it a less competitive choice.
Based on actual plant data testing results, the TSKF method is able
to detect more univariate outliers than the Hampel identifier.
Last but not least, tests have been made on non-stationary processes,
in which the IOs will lead to permanent parameter drifts and shifts, and the re-
sults of TSKF on detecting those changes are not desirable. Thus, the method
still needs to be improved on dealing with such problems in the future work.
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Chapter 6
Study of information transfer in the frequency
domain
6.1 Motivation
As discussed in Chapter 1, modern chemical plant is massively instru-
mented with IP-enabled intelligent sensors, controllers, and actuators collect-
ing on-line process information. Such enormous amounts of data facilitate
the development of data-driven methods such as principal component analysis
(PCA)[168, 195, 64] that provide process engineers with more convenient and
intuitive ways to monitor the process than traditional first-principles models.
One of the most important issues in process monitoring is to detect and di-
agnose process disturbances such as plant-wide oscillations [292]. Plant-wide
oscillations can occur largely due to poorly tuned controllers, actuator nonlin-
earities, and possible external oscillatory disturbances [90, 291, 335]. Because
the material and information flow streams between units are highly corre-
lated, oscillations generated at one point will propagate to the unit or even the
whole plant through connecting flow streams and may cause poor control per-
formance, inferior quality products, excessive energy consumption, and even
plant safety issues [292]. A distinguishing feature of oscillations is that, unlike
other disturbances, they have similar spectral patterns in affected variables
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and can be detected using power spectra. A spectral envelope method used by
Jiang et al. (2007) [149] provides an intuitive and fast way to find the shared
oscillation frequency and related contributing variables so that power spectra
on individual variables are no longer needed. After detecting the oscillations,
the next step is to determine the root causes of such oscillations from con-
tributing variables. Generally, methods for root cause diagnosis of plant-wide
oscillations can be categorized into process data-based analysis methods and
topology-based methods [90]. While the process data-based methods such as
the oscillation contribution index (OCI) [149] aim to analyze nonlinearity and
power spectrum features, the topology-based methods are either based on pro-
cess flow sheets and qualitative models [150, 331] or based on a nominal map
exhibiting causal relationships. There are two types of methods to construct
such a casual map: time-domain based ones including cross-correlation anal-
ysis [115], nearest neighbors [28], Granger causality [117, 14, 335] and trans-
fer entropy [27, 91]; frequency-domain based ones including directed transfer
functions [156], partial directed coherence [20], and spectral granger causality
[25, 335]. Analyzing data within the frequency domain helps the users focus on
frequencies containing useful information and getting rid of unwanted noise.
In this paper, we will derive a spectral transfer entropy expression in Section
6.2 for root cause diagnosis based on spectral Granger causality. Brief de-
scriptions of the spectral envelope method and related oscillation contribution
index (OCI) [149] are also included in that section. In Section 6.3, through
simulated and industrial case studies, the effectiveness of the new information
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transfer method is demonstrated, and the diagnosis result is compared with
the oscillation contribution index (OCI) method [149]. To facilitate the visu-
alization of oscillation frequencies, a wavelet power spectrum of the root cause
variable is provided.
6.2 Methods description
6.2.1 Spectral envelope method
First proposed by Stoffer et al. (1993) [284], the spectral envelope
method has been applied to detect common signals in a series of time series
[283, 285], and successfully pinpointed the plant-wide oscillations with common
frequencies in industrial applications [149].
Assume x (t) = [x1 (t) , x2 (t) , ..., xn (t)]
T to be a time series on <n, and
each variable xi (t) has been auto-scaled to have identical power. Define the
spectral envelope to be:







where β is an n-dimensional real or complex vector, * represents the conjugate
transpose, Vx and Px (ω) denote the covariance matrix and the power spectral
density (PSD) matrix of x respectively, and ω is the normalized frequency
satisfying −1/2 ≤ ω ≤ 1/2.
λ (ω) in Eq. (6.1) denotes the largest portion of power that can be
obtained at frequency ω. Since the data have been normalized, λ (ω) is the
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largest eigenvalue of Px (ω), and β (ω) is the corresponding eigenvector. As-
sume x (t) has N samples, i.e., t = 0, 1, ..., N − 1. The Fourier frequencies are
defined as ωk = k/N , for k = 1, 2, ..., [N/2], where [N/2] is the greatest integer




hj ÎN (ωk+j) (6.2)
where hj is symmetric positive weights satisfying hj = h−j ({h0 = 3/9, h±1 = 2/9, h±2 = 1/9}











x (t) exp (−2πitωk)
]∗
(6.3)
Assume that λ1 (ω) = λ (ω) , λ2 (ω) , ..., λn (ω) are the eigenvalues of
P̂x (ω) arranged in decreasing order, and β1 (ω) = β (ω) , β2 (ω) , ..., βn (ω) are
the corresponding eigenvectors. The asymptotic covariance matrix of the sam-
ple optimal scaling vector β̂ (ω) is given by












. The distribution of 2
∣∣∣β̂j (ω)− βj (ω)∣∣∣2/σj (ω) ap-
proximately follows a Chi-square distribution, where σj (ω) is the jth diagonal
element of Vβ (ω), and β̂j (ω) and βj (ω) , j = 1, ..., n are the jth element of
the estimated and true optimal scaling vector respectively. If 2
∣∣∣β̂j (ω)∣∣∣2/σj (ω)
violates the threshold χ22 (α), we assume oscillation at frequency ω is contained
because the null hypothesis βj (ω) = 0 is rejected with (1− α) confidence.
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6.2.2 Oscillation contribution index





where σβ̂ (ω) is the standard deviation of the magnitude of the optimal scal-
ings of all the oscillating variables. Commonly, variables having OCI (ω) > 1
are considered as the root cause variables at frequency ω with the larger con-
tributions at the spectral envelope peak [90].
6.2.3 Spectral Granger causality
Granger causality [117], originally developed within the context of econo-
metric theory, is broadly applied in determining the “predictive causality ”be-
tween two time series in areas such as neurosciences [25, 286] and process
modeling [335]. A powerful feature of Granger causality is that it can be de-
composed by frequency [113] so that spectral causality at specific frequencies
can be calculated, which is very useful when the signals contain unwanted
frequencies. Assume X (t) and Y (t) are two time series describing stationary


































If we perform Fourier transform on Eq. (6.6), we obtain:[
Axx (ω) Axy (ω)











where the components of the coefficient matrix [Aij (ω)] are Aij (ω) = δij −∑p
k=1 aij,ke
−iωk. Denote the transfer function matrix H (ω) = [Aij (ω)]
−1, and






Hxx (ω) Hxy (ω)






Thus, the spectral density matrix S (ω) is derived as:
S (ω) = 〈X (ω)X∗ (ω)〉 = H (ω) ΣH∗ (ω) (6.10)
where Σ is the covariance of the full model residuals and X∗ (ω) is the Hermit
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Hxx (ω) Hyy (ω)
]
(6.13)
The spectrum of X is represented by an “intrinsic”term and a “causal”term:
Sxx (ω) = H̃xx (ω) ΣxxH
∗








. Therefore, the spectral Granger causality from
Y to X at frequency f is:





 |Sxx (ω)|∣∣∣Sxx (ω)− H̃12 (ω) Σ̃22H̃∗12 (ω)∣∣∣
 (6.15)
6.2.4 Spectral transfer entropy
The concept of transfer entropy was first proposed by Schreiber (2000),
which measures the amount of directed transform of information between two
random variables [269], and it has been applied in process industries for diag-
nosis of root cause of oscillation [27, 91, 90]. In the time domain, the transfer







X|X− ⊕ Y −
)
(6.16)
where H (X) is the Shannon entropy of X, H (·|·) is the conditional entropy,
⊕ denotes a joint relation, and X−, Y − stand for the past values of X, Y .
Given the past values of X, the transfer entropy can be seen as the reduction
of uncertainty in the future values of X by knowing the past values of Y. In the
frequency domain, we define the spectral transfer entropy in a similar fashion:
TY→X = H (X (ω))−H (X (ω) |Y (ω)) (6.17)
since the Fourier transform of a Gaussian is also a Gaussian (Proof see Ap-




ln (|Σ (X)|) + 1
2
n ln (2πe)⇒ 1
2
ln (|SX |) +
1
2
n ln (2πe) (6.18)
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H (X|Y ) = 1
2
ln (|Σ (X|Y )|) + 1
2







From Eqs. 6.18 and 6.19, we have:











Thus, in the frequency domain, for Gaussian variables, the Granger causality
and transfer entropy are linear correlated by a factor of 2. Thus, the spectral
entropy can be calculated in the same ways as spectral Granger causality,
including AR model identification and Fourier transformation [25]. A similar
result was obtained in the time domain by Barnett et al. (2009)[24].
6.3 Case study
In this section, the new information transfer method including the spec-
tral envelope and the spectral transfer entropy calculation will be tested based
on a simulated and an industrial data set.
6.3.1 Simulated data




2X1,n−1 − 0.9025X1,n−2 + w1,n
X2,n = 0.5X1,n−2 + w2,n
X3,n = −0.4X1,n−3 + w3,n












where w1,n, w2,n, w3,n, w4,n, w5,n are drawn from Gaussian noise with zero mean
and unit variance. As shown in the model, it is clear thatX1 is the root cause of
the oscillation. The independent power spectrum shown in Fig. 6.1 suggests
that the variables share a common oscillation at 0.12 Hz. If we apply the
spectral envelope method on the simulated data set, the dominant frequency
is clearly revealed, as shown in Fig. 6.2. To find out the root cause of the
oscillation, the oscillation contribution index (OCI) was calculated in Table
6.1. The OCI of X1 has a larger value than others, and it suggests that X1 is

















Figure 6.1: Power spectrum of the simulated data




























Figure 6.2: Spectral envelope of the simulated data








6.3, and the darkness is proportional to the strength of causality. X1 strongly
affects X2 and X4, and also exerts moderate causal effects on X3. Moreover,
there is a mutual causal relationship, though not very strong, between X4 and
X5. The process topology diagram was drawn based on the transfer entropy


















Figure 6.3: Spectral transfer entropy of the simulated data
As shown in Fig. 6.4, while a line with an arrow indicates a unidirec-
tional causality from one variable to the other, the one with double headed
arrow suggests a bidirectional causality relationship. From both figures we can
see clearly that variable X1 is the root cause of the oscillation, as validated in





Figure 6.4: Process topology of the simulated data based on spectral transfer
entropy
6.3.2 Industrial Data
An industrial data set provided by the Advanced Controls Technology
group of Eastman Chemical Company [149, 90]. The process schematic of the
plant is shown in Fig. 6.5:
In Fig. 6.5, AC, FC, LC, PC,and TC stand for controlled composition,
flow, level, pressure and temperature tags; FI, LI, PI, TI and SI stand for the
indicators of flow, level, pressure, temperature and rotor speed. As shown in
Fig. 6.5, there are two decanters, three distillation columns and numerous re-
cycle streams in the process. A common disturbance with an oscillation period
of about 2 hours (about 320 samples/cycle) had been identified, namely: valve
stiction in the actuator of control loop LC2. The feasibility and effectiveness
of the spectral transfer entropy method will be demonstrated.
The first 28 h data sampled at every 20s are selected to perform oscilla-
tion diagnosis, including 14 controlled process variables (pv’s). The normalized
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Figure 6.5: Process schematic. The oscillation variables are marked by circle
symbols
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time trends and power spectra of the data are shown in Fig. 6.6: several vari-
ables share a common oscillation at a frequency about 0.003 cycles/sample.
Instead of drawing the power spectra for all variables, the spectral envelope
method successfully finds a common frequency at 0.0031 cycles/sample (ap-
proximately 322 samples/cycle) shown in Fig. 6.7, and related variables with
values of 2
∣∣∣β̂j (ω)∣∣∣2/σj (ω) larger than χ22 (0.001) = 13.82 are listed in Table
6.2:
Figure 6.6: Time trends and power spectra of measurements of process vari-
ables (pv’s)
Combing Fig. 6.6 with Table 6.2, we can see that the eight variables
listed are stationary, and their oscillation contribution indices (OCI) calculated






























Figure 6.7: Spectral envelope of the Eastman Chemical process data
Table 6.2: Summary of test statistics and oscillation contribution index
Tag no. Test statistic OCI Tag no. Test statistic OCI
LC2.PV 706.1 1.62 FC1.PV 941.3 0.36
TC1.PV 1067.4 1.42 LC1.PV 680.9 0.83
FC5.PV 543.2 1.03 FC8.PV 277.8 0.31
PC2.PV 1370.4 0.14 TC2.PV 261.5 0.64
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largest value of OCI, which indicates that it may be the source of oscillation.
If one assumes those eight stationary variables are Gaussian, at f =
0.0031 cycles/sample, the resulting spectral transfer entropy matrix and pro-




































































Figure 6.8: Spectral transfer entropy of the simulated data
A causal map representing the interconnected oscillation propagation
pathways is shown in Fig. 6.9. We can see that LC1.pv and LC2.pv do not
receive any causal effects from other variables. While LC2.pv reaches all other
variables directly or indirectly except LC1.pv, LC1.pv only affects FC1.pv.
Thus, we may draw a conclusion that LC2.pv is more likely to be the root










Figure 6.9: Process topology of the Eastman Chemical process based on spec-
tral transfer entropy
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to loops FC1, TC2, FC8, TC1, and FC5. By combining this information with
the process flow sheet shown in Fig. 6.5, one can conclude that oscillations of
loop LC2 propagate from the left-hand decanter to columns 1, 2 and 3, which
is consistent with material flow pathways in the physical process. Moreover,
the causality between LC1.pv and FC1.pv also matches the cascade control
strategy for the liquid level of column 1.
The oscillation period changes vs time can be revealed by the wavelet
power spectrum of LC2.PV shown in Fig. 6.10. The period of oscillation grad-
ually reaches 320 samples/cycle near the 1000th sample, and remains stable
afterwards.




























Figure 6.10: Wavelet power spectrum of variable LC2.PV
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6.3.3 Discussion
From the results of simulated and industrial cases, we can see that
for oscillation detection the spectral envelope method provides a convenient
and intuitive way to find the common frequency corresponding to abnormality
and related variables. For the root cause diagnosis step, both the oscillation
contribution index (OCI) and the spectral transfer entropy give satisfactory
results. While the OCI method enjoys the advantage of a low computational
cost, it may be hard to find a physical explanation for the diagnosis result
and the assumption that root cause variables have relatively larger power at
the specific frequency is not validated. Although the spectral transfer entropy
provides an intuitive process topology to visualize and explain the causal-
effect relationship in the frequency domain, it is based on linear AR model
identification and the assumption that the variables are Gaussian is often not
satisfied. Thus, the result of oscillation diagnosis in an industrial case study
needs to be confirmed through field tests, and the wavelet power spectrum can
be used as a promising tool to analyze the period change over time for root
cause candidates.
6.4 Summary
As a common type of process disturbance, plant-wide oscillations prop-
agate between units and negatively affect the process. Thus, it is necessary to
detect those oscillations and diagnose the root cause. In this chapter, a novel
information transfer method is proposed which combines the spectral envelope
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with the spectral transfer entropy calculations. In simulated and industrial
case studies, for root cause diagnosis, the new method is compared with the
oscillation contribution index (OCI). It enjoys the advantage of extracting the
process topology and oscillation propagation pathways at a specific frequency
range, which is especially useful when the plant data is contaminated with
noise at unwanted frequencies.
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Chapter 7
Summary and future recommendations
7.1 Summary of contributions
Modern chemical plants are heavily instrumented with IP-enabled in-
telligent devices. The raw data collected from process industries usually have
low quality and have to be cleaned before the model building and knowledge
discovery step. This work mainly focuses reviewing (Chapter 2) and improving
procedures and tools for data cleaning (Chapters 3∼ 5). Chapter 6 studies a
practical problem commonly faced in the process industry — the plant-wide
oscillation detection and root cause diagnosis, which facilitates the understand-
ing of data cleaning and knowledge discovery in the process industries.
After reviewing data cleaning methods from both the traditional ap-
plied statistics and the state-of-art machine learning discipline in Chapter 2,
two suggestions are proposed on improving current data cleaning methodol-
ogy and discussed: one is incorporating the model performance evaluation and
the other is exploring on-line implementation of data cleaning methods. As a
premise, in Chapter 3, the negative impact of outlier and noise on the dynamic
model identification, and time delays on partial least squares (PLS) model pre-
diction are studied. The simulated and industrial case studies further validate
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the necessity to incorporate data cleaning techniques in a knowledge discovery
process.
In Chapter 4, an integrated data cleaning scheme is proposed which
consists of data cleaning, parameter tuning and model performance estimation.
As validated by an industrial case study, the scheme enjoys more versatility
than other methods such as RPLS in treating contaminated data sets: various
data cleaning techniques can be plugged in the scheme and their parameters
will automatically tuned to guarantee the model performance and the quality
of data at the same time. Moreover, the new methodology can also circumvent
the over-cleaning problem.
In Chapter 5, a time series Kalman filter (TSKF) for outlier detection
has been proposed that is suitable for both univariate and multivariate out-
lier detection in dynamic data sets. Both on-line and off-line versions and
related parameter tuning are provided. The TSKF method incorporates the
Burg-type time series model fitting algorithm which solves the problem of ill-
conditioned auto-covariance matrices. The simulation and plant data testing
results demonstrate a superior performance of the TSKF method in additive
outlier detection in both an ARMA (1, 1) and a VARMA (1, 1) processes.
For innovational outliers, the TSKF only outperforms the Hampel identifier in
the univariate case, yet obtains similar results with PCA and DPCA probably
because of interactions between IOs and system dynamics.
In Chapter 6, a novel information transfer method which combines
spectral envelope with entropy calculations is proposed to detect and diagnose
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plant-wide oscillations. Both simulated and industrial case studies demon-
strate that the new method can extract process topology and oscillation prop-
agation pathways at a specific frequency range, which is valuable considering
that plant data are usually contaminated with noise at unwanted frequencies.
7.2 Recommendations for future work
The research should continue in the following directions:
• Incorporating the data cleaning procedure into data analysis tools to
robustify the tool itself. For example, the EM-PCA [273] can handle
contaminated data sets with both missing values and outliers, and by
incorporating the EM procedure, it can clean the data set and maxi-
mize the PCA model performance at the same time. Because machine
learning algorithms developed recently excel in data analysis and infor-
mation extraction, it is important to find more ways to robustify those
algorithms.
• In the integrated data cleaning scheme, only univariate data cleaning
methods such as the 3σ rule and the Hampel identifier have been applied.
In addition, the parameter updating algorithm used to find the optimal
model performance is not very effective. Thus, further research should
focus on improving the efficiency of parameter updating algorithm and
applying multivariate data cleaning methods.
• Integrating the data cleaning procedures with design and tuning of con-
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trollers to improve their on-line performance in the presence of signals
containing missing values, outliers and noise.
• For the time series Kalman filter (TSKF), improvements should be made
so that it will obtain a better performance in non-stationary processes.
• As discussed in the introduction, data collected from the process indus-
tries often exhibits a multilevel structure. Although several multi-block
and hierarchical PCA and PLS algorithms [316, 239, 83] have been de-
veloped to perform data analysis on multilevel data sets, there is a lack
of guidance on cleaning data in such a situation. Thus, it would be use-
ful if researchers can develop specific cleaning tools or incorporate them








β Mis-identification rate(Type I error)
γ Normal data estimation rate
∆ Threshold for outlier identification
εt white noise in the ARMA model
εt white noise in the VARMA model
θ The autoregressive model coefficients
Θ State transition matrix
κ Normal data estimation rate
µ Sample mean
σ2 Sample variance
χ Outlier detection rate
φ The autoregressive model coefficients
Φ Multivariate (vector) autoregressive model coefficient matrix




AR(p) Autoregressive model with order p
AIC Akaike information criterion
Amp Outlier size
ARMA(p, q) Autoregressive moving average model with order p,q
ARIMA Autoregressive integrated moving average model
BIC Bayesian information criterion
i.i.d Identically and independent distributed
IO Innovational outlier
LS Permanent level shift
m Variable number in a given data set
med Sample median
MAD Sample median absolute deviation
MVAR Multivariate (vector) autoregressive model with order p
N Observation number in a given sample data set
np Number of AR model parameters
rep Repetition time
TS Transient level change
V ARMA(p, q) Vector autoregressive moving average model with order p, q
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Appendix B
The on-line filter-cleaner procedure
Given a univariate process data sequence {xt}Nt=1 at time t, the filter-
cleaner detects outliers on-line following steps below [186]:
1. Choose a data set {xt}Mt−M+1:t with window size M.
2. Selection of autoregressive model order r.
3. Estimation of AR(r) model coefficient φ based on the data set {xt}Mt−M+1:t.
(a) Estimate the mean µ and variance c0 of {xt}Mt−M+1:t based on Hubers
M-estimator[137].
(b) Form new multivariate data sets
{
Xki = (xi, xi−k)
}M
i=t−M+k+1 (k =








of the kth multivariate dataset
{
Xki = (xi, xi−k)
}M
i=t−M+k+1
by the reweighted MCD method[256, 255, 258]. The kth autocor-







(c) Estimation of AR(r) model coefficient φ by solving Yule-Walker
equations:















 , P =

1 ω1 · · · ωr





ωr ωr−1 · · · 1
 (B.2)
so that φ = P−1ω, and the process model can be expressed as:
zt =
µ
1− φ1 − φ2 − ...− φr
+φ1zt−1+φ2zt−2+...+φrzt−r+εt. (B.3)
4. Filter and clean the current data point xt.
(a) Reformat the process model in the state-space form:
Zt = ΦZt−1 + Ut (B.4)
where
ZTt = [zt, zt−1, ..., zt−r+1] (B.5)
UTt = [εt, 0, ..., 0] (B.6)
Φ =

φ1 φ2 · · · φr−1 φr
1 0 · · · 0 0
0 1 · · · 0
... 0 · · · ... ...
... · · · ... ...




(b) The filter-cleaner computes robust estimates of the vector Xt based
on:






where m̃t = mt/s
2
t , and m̃t is the first column of Mt:
Mt+1 = ΦPtΦ
T +Q (B.9)























τ, |τ | < 3















Proof for the Fourier transform of Gaussian
variables



















































2σ2 sin (ωx) dx
] (C.1)
Since the second integrand is odd, so integration over a symmetrical range
gives zero. Calculating the first integral we have:

















Thus, we can see that the Fourier transform of a Gaussian is also Gaussian,
and the result can be extended to a multivariate case.
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[51] José Camacho. Visualizing big data with compressed score plots: ap-
proach and research challenges. Chemometr Intell Lab Syst, 135(0):110
– 125, 2014.
[52] Emmanuel J. Candès, Xiaodong Li, Yi Ma, and John Wright. Robust
principal component analysis? J. ACM, 58(3):11:1–11:37, June 2011.
[53] Kathryn Chaloner and Rollin Byant. A bayesian approach to outlier
detection and residual analysis. Biometrika, 75(4):651–659, 1988.
[54] Ih Chang, George C. Tiao, and Chung Chen. Estimation of time series
parameters in the presence of outliers. Technometrics, 30(2):193–204,
1988.
[55] Peter Cheeseman, Matthew Self, Jim Kelly, Will Taylor, Don Freeman,
and John Stutz. Bayesian classification. In Proceedings of American
Association of Artificial Intelligence (AAAI), pages 607–611. San Mateo:
Morgan kaufmann, 1988.
[56] Chung Chen and Lon-Mu Liu. Joint estimation of model parameters
and outlier effects in time series. J. Am. Stat. Assoc., 88(421):284–297,
1993.
[57] J. Chen, A. Bandoni, and J.A. Romagnoli. Robust statistical process
monitoring. Comput Chem Eng, 20, Supplement 1(0):497– 502, 1996.
European Symposium on Computer Aided Process Engineering-6.
169
[58] J. Chen, A. Bandoni, and J.A. Romagnoli. Outlier detection in process
plant data. Comput Chem Eng, 22(4C5):641 – 646, 1998.
[59] J. Chen and J.A. Romagnoli. A strategy for simultaneous dynamic data
reconciliation and outlier detection. Comput Chem Eng, 22(4C5):559 –
562, 1998.
[60] Tao Chen, Julian Morris, and Elaine Martin. Dynamic data rectification
using particle filters. Comput Chem Eng, 32(3):451 – 462, 2008.
[61] Wen-shiang Chen. Bayesian estimation by sequential Monte Carlo sam-
pling for nonlinear dynamic systems. PhD thesis, The Ohio State Uni-
versity, 2004.
[62] Zhe Chen. Bayesian filtering: From kalman filters to particle filters, and
beyond. Statistics, 182:1–69, 2003.
[63] Leo H. Chiang, Randy J. Pell, and Mary Beth Seasholtz. Exploring pro-
cess data with the use of robust outlier detection algorithms. J Process
Control, 13(5):437 – 449, 2003.
[64] Leo H. Chiang, Evan L. Russell, and Richard D. Braatz. Fault detection
and diagnosis in industrial systems. London:Springer-Verlag, 2001.
[65] Ji-Hoon Cho, Jong-Min Lee, Sang Wook Choi, Dongkwon Lee, and In-
Beum Lee. Fault identification for process monitoring using kernel prin-
cipal component analysis. Chem Eng Sci, 60(1):279 – 288, 2005.
170
[66] Sang Wook Choi, Changkyu Lee, Jong-Min Lee, Jin Hyun Park, and
In-Beum Lee. Fault detection and identification of nonlinear processes
based on kernel {PCA}. Chemometr Intell Lab Syst, 75(1):55 – 67, 2005.
[67] Il-Gyo Chong and Chi-Hyuck Jun. Performance of some variable selec-
tion methods when multicollinearity is present. Chemometr Intell Lab
Syst, 78:103 – 112, 2005.
[68] Anders Christoffersson. The one component model with incomplete data.
PhD thesis, Uppsala University, 1970.
[69] Pierre Comon. Independent component analysis, a new concept? Signal
Processing, 36(3):287 – 314, 1994.
[70] Corinna Cortes and Vladimir Vapnik. Support vector networks. Mach
Learn, 20(3):273–297, 1995.
[71] C. Croux, P. Filzmoser, and M.R. Oliveira. Algorithms for projection-
cpursuit robust principal component analysis. Chemometr Intell Lab
Syst, 87(2):218 – 225, 2007.
[72] Christophe Croux, Peter J. Rousseeuw, and Ola Hössjer. Generalized
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and Lorenz T. Biegler. An optimization-based undeflated pls (ou-
pls) method to handle missing data in the training set. J. Chemom.,
28(7):575–584, 2014.
194
[238] Joe S. Qin. Process data analytics in the era of big data. AIChE J.,
60:3092–3100, 2014.
[239] S. Joe Qin, Sergio Valle, and Michael J. Piovoso. On unifying multi-
block analysis with application to decentralized process monitoring. J.
Chemom., 15(9):715–742, 2001.
[240] J. Ross Quinlan. C4.5: Programs for machine learning. Morgan Kauf-
mann Series in Machine Learning. San Mateo: Morgan kaufmann,, 1st
edition, September 1993.
[241] J.R. Quinlan. Induction of decision trees. Mach Learn, 1(1):81–106,
1986.
[242] Lawrence R Rabiner and Bernard Gold. Theory and application of digital
signal processing. Englewood Cliffs, N.J.:Prentice-Hall, Inc., 1975.
[243] Sridhar Ramaswamy, Rajeev Rastogi, and Kyuseok Shim. Efficient al-
gorithms for mining outliers from large data sets. In Proceedings of the
2000 ACM SIGMOD International Conference on Management of Data,
SIGMOD ’00, pages 427–438, New York, NY, USA, 2000. ACM.
[244] Mark R. Raymond and Dennis M. Roberts. A comparison of methods
for treating incomplete data in selection research. Educ Psychol Meas,
47(1):13–26, 1987.
195
[245] X.M. Ren, A.B. Rad, P.T. Chan, and W.L. Lo. Online identification of
continuous-time systems with unknown time delay. IEEE Trans Automat
Contr, 50(9):1418–1422, Sept 2005.
[246] Douglas Reynolds. Gaussian mixture models. In Encyclopedia of Bio-
metrics, pages 659–663. Springer,, 2009.
[247] Jean-Pierre Richard. Time-delay systems: an overview of some recent
advances and open problems. Automatica, 39(10):1667 – 1694, 2003.
[248] S. J. Roberts. Novelty detection using extreme value statistics. Vision,
Image and Signal Processing, Proc IEE, 146(3):124–129, Jun 1999.
[249] Stephen Roberts and Lionel Tarassenko. A probabilistic resource al-
locating network for novelty detection. Neural Comput., 6(2):270–284,
1994.
[250] B. Roffel and B. Betlem. Advanced practical process control. Advances
in soft computing. Springer,, 2004.
[251] Lior Rokach and Oded Maimon. Data mining with decision trees: the-
ory and applications, volume 81 of Series in Machine Perception and
Artificial Intelligence. Singapore: World Scientific, 2nd edition, 2014.
[252] Frank Rosenblatt. Principles of neurodynamics, perceptrons and the the-
ory of brain mechanisms. Washington DC: Spartan Books,, 1st edition,
1961.
196
[253] Philip L. Roth. Missing data: a conceptual review for applied psychol-
ogists. Pers Psychol, 47(3):537–560, 1994.
[254] Peter Rousseeuw and Victor Yohai. Robust regression by means of s-
estimators. In Robust and nonlinear time series analysis, pages 256–272.
New York:Springer-Verlag, 1984.
[255] Peter J. Rousseeuw. Least median of squares regression. J. Am. Stat.
Assoc., 79(388):871–880, 1984.
[256] Peter J. Rousseeuw. Multivariate estimation with high breakdown point.
Math Stat Appl, B:283–297, 1985.
[257] Peter J. Rousseeuw and Annick M. Leroy. Robust regression and outlier
detection. Wiley Series in Probability and Statistics. Hoboken, New
Jersey: John Wiley & Sons, Inc.,, 3rd edition, 1996.
[258] Peter J. Rousseeuw and Katrien Van Driessen. A fast algorithm for the
minimum covariance determinant estimator. Technometrics, 41(3):212–
223, 1999.
[259] Donald B. Rubin. Multiple imputation for nonresponse in surveys. Wi-
ley Series in probability and Mathematical statistics. New Jersey: John
Wiley & Sons, Ltd.,, 1st edition, 1987.
[260] Evan L. Russell, Leo H. Chiang, and Richard D. Braatz. Fault detec-
tion in industrial processes using canonical variate analysis and dynamic
197
principal component analysis. Chemometr Intell Lab Syst, 51(1):81 – 93,
2000.
[261] Stuart Russell and Peter Norvig. Artificial intelligence: A modern ap-
proach. NJ: Prentice Hall, 3rd edition, December 2009.
[262] Tito L.M. Santos, Paulo E.A. Botura, and Julio E. Normey-Rico. Dealing
with noise in unstable dead-time process control. J Process Control,
20(7):840 – 847, 2010.
[263] Abraham Savitzky and Marcel JE Golay. Smoothing and differentiation
of data by simplified least squares procedures. Anal. Chem., 36(8):1627–
1639, 1964.
[264] J. L. Schafer. Analysis of incomplete multivariate data. CRC Mono-
graphs on Statistics & Applied Probability. Florida: Chapman & Hall/
CRC,, 1st edition, August 1997.
[265] Joseph L. Schafer and John W. Graham. Missing data: our view of the
state of the art. Pyschol Methods, 7(2):147–177, 2002.
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