[1] This study examined the possibility of mapping depth from optical image data in turbid, sediment-laden channels. Analysis of hyperspectral images from the Platte River indicated that depth retrieval in these environments is feasible, but might not be highly accurate. Four methods of calibrating image-derived depth estimates were evaluated. The first involved extracting image spectra at survey point locations throughout the reach. These paired observations of depth and reflectance were subjected to optimal band ratio analysis (OBRA) to relate (R 2 ¼ 0.596) a spectrally based quantity to flow depth. Two other methods were based on OBRA of data from individual cross sections. A fourth strategy used ground-based reflectance measurements to derive an OBRA relation (R 2 ¼ 0.944) that was then applied to the image. Depth retrieval accuracy was assessed by visually inspecting cross sections and calculating various error metrics. Calibration via field spectroscopy resulted in a shallow bias but provided relative accuracies similar to image-based methods. Reach-aggregated OBRA was marginally superior to calibrations based on individual cross sections, and depth retrieval accuracy varied considerably along each reach. Errors were lower and observed versus predicted regression R 2 values higher for a relatively simple, deeper site than a shallower, braided reach; errors were 1/3 and 1/2 the mean depth for the two reaches. Bathymetric maps were coherent and hydraulically reasonable, however, and might be more reliable than implied by numerical metrics. As an example application, linear discriminant analysis was used to produce a series of depth threshold maps for characterizing shallow-water habitat for roosting cranes.
Introduction
[2] Remote sensing affords considerable potential to not only advance scientific understanding of fluvial systems but also facilitate various management applications [Marcus and Fonstad, 2008] . Given the diversity of form and process characteristic of riverine environments, efficient methods of measuring and mapping channels, floodplains, and riparian zones are essential. Unfortunately, collecting spatially distributed, high-resolution data on flow, morphology, and habitat via conventional, ground-based surveys is often impractical, even for short, isolated study reaches, let alone the larger, catchment scales of interest to many geomorphologists, ecologists, and river managers [e.g., Newson and Newson, 2000; Fausch et al., 2002; Benda et al., 2004] . As recognition of the need for a more synoptic approach has grown, remote sensing of rivers has emerged as a new, rapidly evolving field of study, spurred on by recent advances in instrumentation and algorithms [Marcus and Fonstad, 2010] .
[3] These developments inspire a certain degree of optimism, but further progress will require a more general, theoretical framework and a systematic evaluation of the utility of remotely sensed data in a range of riverine environments. For example, prior research in clear-flowing, gravel bed streams provided insight on the physical basis for estimating water depth from optical image data and demonstrated the feasibility of mapping the bathymetry of such channels via spectrally based techniques [Legleiter et al., 2004 [Legleiter et al., , 2009 . The goal of this study is to evaluate whether these methods can be used to retrieve depth information from sand-bed rivers that transport large amounts of sediment in suspension and thus have more turbid water conditions. In a companion paper, we addressed this question using a combination of field-based spectral measurements and numerical radiative transfer simulations [Legleiter et al., 2011] . Here we focus on the application of these techniques to hyperspectral image data collected along the Platte River, Nebraska, USA.
[4] Although sophisticated, physics-based methods of inferring bathymetry, bottom type, and water column optical properties from remotely sensed data in the absence of in situ calibration data have been developed for coastal settings [e.g., Lee et al., 2001; Mobley et al., 2005; Klonowski et al., 2007; Brando et al., 2009] , remote sensing of rivers remains a largely empirical enterprise. Most often, river characteristics of interest, such as water depth, have been estimated from image data by relating field observations to pixel values [e.g., Winterbottom and Gilvear, 1997] . The correlations derived via this approach are site and scene specific, however, and cannot be extended to other dates or locations. Developing a more flexible, general framework for remote sensing of rivers, following the precedent set by the coastal research community, thus represents an important long-term objective.
[5] In the meantime, and in a more applied context, a number of practical issues merit consideration. For example, efforts to map river bathymetry from remotely sensed data must first establish a relationship between water depth and an image-derived quantity. This type of calibration is typically achieved by correlating ground-based measurements with the corresponding pixel values from a georeferenced image. In addition to the lack of generality cited above, this approach has a number of other, potentially significant disadvantages. For example, although field and image data ideally would be collected simultaneously, achieving such coordination can be logistically challenging. This issue is perhaps most important in dynamic, sand-bed rivers, such as the one examined herein. In these environments, the migration of bars and bedforms can lead to substantial discrepancies between the morphology measured in the field and that captured in an image if even a brief interval of time elapses between ground-based data collection and image acquisition. Another important constraint on standard, empirical approaches is the need to precisely co-register field surveys and remotely sensed data so that in situ observations can be linked with the correct image pixels. If the two data sets are not aligned accurately, registration errors could become an important source of uncertainty, reducing the strength of (and possibly altering the nature of) relationships between field measurements and image-derived quantities.
[6] An alternative calibration strategy that could circumvent some of these problems is field spectroscopy. This approach involves making ground-based measurements of reflectance, relating these spectra to flow depth, and applying the resulting equation to an image to produce a bathymetric map. In this study, field spectra were collected from a braided reach of the Platte River, and our analysis of these spectra, reported in a companion paper [Legleiter et al., 2011] , resulted in a strong, linear relationship between the logarithm of a simple band ratio and water depth. Here we adapt this expression for use with a particular hyperspectral sensor and use the new relation to estimate flow depths from image data.
[7] Regardless of the calibration method employed, another important issue to consider is that of model evaluation [Johnson, 2001] , raising the question of how best to assess the accuracy of image-derived depth estimates. In this study, we use a number of different metrics to quantify the agreement between detailed, field-based topographic surveys and image-derived bathymetry. Providing prospective users with consistent, unbiased information of this kind is critical if remote sensing is to become a widely used, effective tool for river research and management.
[8] For example, in the context of our study area along the central Platte River in Nebraska, applications that might be facilitated by remote sensing data and techniques include: (1) mapping shallow-water roosting habitat for migratory birds, including endangered whooping cranes [Kinzel et al., 2009] ; (2) monitoring channel morphology to evaluate various management treatments, such as sediment augmentation and manipulation of the flow regime ; and (3) tracking the expansion of invasive plant species and assessing the impacts of vegetation encroachment on channel form and behavior. The motivation for this study is to enable these kinds of applications.
[9] Several long-term, ongoing investigations by the U.S. Geological Survey provide some context for addressing management issues along the Platte [Kinzel et al., 2006; Kinzel, 2008] . The Platte River Recovery Implementation Program's current geomorphic monitoring design, based on repeat field surveys of individual cross sections, might not be capable of characterizing the variability observed in this dynamic, sand-bed river, however. Given this complexity, as well as the need to assess management outcomes in an integrated manner throughout the central Platte valley, a more spatially explicit, continuous monitoring strategy might be more appropriate. The utility of remote sensing for such purposes has been recognized, and both standard, near-infrared and visible-wavelength, waterpenetrating LiDAR systems have been deployed along the Platte [Kinzel et al., 2007; Woodward, 2008] . In this paper we assess the potential of passive optical, spectrally based techniques to contribute to the management of this important river system.
[10] More specifically, this investigation uses a combination of ground-based spectral measurements, topographic surveys, and hyperspectral image data to pursue the following objectives.
[11] 1. Assess the feasibility of mapping the bathymetry of turbid, sand-bed rivers via remote sensing.
[12] 2. Evaluate different strategies for calibrating image-derived depth estimates and assessing their accuracy, and compare depth retrieval performance in two reaches of contrasting morphology.
[13] 3. Demonstrate the potential for remote sensing to support various management activities along the Platte River. As an initial example we use hyperspectral image data to map the spatial distribution of shallow water roosting habitat preferred by sandhill cranes.
Methods

Study Area
[14] As an initial test of the ability of remote sensing techniques to provide bathymetric information from larger, more turbid rivers than have been considered previously, we examined two reaches of the Platte River in central Nebraska, USA. Historically, the Platte was notoriously wide, shallow, and dynamic, consisting of numerous, braided, sand-bed channels, but the river has experienced significant morphologic changes over the past century [Williams, 1978] . Numerous studies have documented narrowing and channelization in response to altered streamflows, reduced sediment supply, and colonization of sand bars by vegetation [Kinzel et al., 2009] . Plant roots acted to stabilize bar surfaces, many of which were laterally accreted onto the floodplain to further reduce the channel width. These adjustments have had a detrimental impact on sandhill and endangered whooping cranes, for whom the central Platte valley serves as an important stopover site during spring and fall migrations. These large birds use the river as nocturnal roosting habitat and prefer wide, shallow channels with unobstructed views; such conditions have become increasingly rare along the Platte. Because the expansion of vegetation restricts sightlines over the short term and reduces channel widths over the longer term, active management of vegetation, primarily by means of mechanical removal, has become an important strategy for habitat maintenance and restoration. More recently, the spread of invasive weeds, such as Phragmites spp., has emerged as a pressing concern as well.
[15] Topographic surveys, water samples, field spectra, and hyperspectral image data were collected along the two reaches of the Platte River shown in Figure 1 and described in Table 1 . The 460 m long upper reach, located on the Cottonwood Ranch property, features a single-thread to island-braided channel that is relatively narrow and deep and is thus more representative of current conditions along the Platte. The lower reach consists of a 950 m segment of the Rowe Sanctuary, a parcel intensively managed by the Audubon Society to maintain crane habitat through annual removal of vegetation from midchannel bars. As a consequence, the Rowe site is significantly wider, shallower, and fully braided, with numerous channels separated by actively migrating sand bars. Bed material consisted of sand at both sites, but was probably slightly coarser at Cottonwood than Rowe due to an overall downstream fining trend along the Platte [Kinzel and Runge, 2010] . The distinct morphologies of the two reaches allowed us to evaluate bathymetric mapping capabilities across a broad range of depths and bed configurations.
[16] The discharge at Cottonwood Ranch on 14 August 2010, the day the image data were acquired, was 25.7 m 3 s À1 , as measured by an acoustic Doppler current profiler. Water samples collected from each reach were used to determine Figure 1 . Overview of study area along the Platte River in central Nebraska, USA, and AISA hyperspectral images and ground photographs of the Cottonwood Ranch and Rowe Sanctuary reaches. Flow is from left to right in both of the images.
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LEGLEITER ET AL.: REMOTE BATHYMETRIC MAPPING, 2 W09532 suspended sediment concentrations, and turbidity was recorded continuously at gauging stations located near each site. Additional detail regarding these measurements is provided in the companion paper [Legleiter et al., 2011] . To summarize these results, mean suspended sediment concentrations were 108 mg L À1 at Cottonwood and 161 mg L
À1
at Rowe. Turbidity varied little over the two-day period between image acquisition and field data collection, with mean values of 89.4 and 48.5 NTU for the Cottonwood and Rowe sites, respectively. Suspended sediment was assumed to be the primary optically significant constituent of the water column, but chlorophyll, chromophoric dissolved organic matter, and other substances might have influenced optical properties to some degree as well.
Field Data Collection
[17] Ground-based topographic surveys of the Cottonwood Ranch and Rowe Sanctuary reaches were performed 14-15 August 2010 and 16-17 August 2010, respectively. These surveys consisted of a series of regularly spaced, channel-spanning cross sections that were oriented perpendicular to the channel centerline and had been established by long-term monitoring programs [Kinzel et al., 2006; Kinzel, 2008] . Bed elevation measurements were obtained using both a robotic total station and a survey-grade global positioning system with a stationary base station and multiple roving units operated in a real-time kinematic mode; these data were referenced to the UTM Zone 14 coordinate grid. The survey instruments were configured to enable precise navigation along a straight line connecting the end points of each cross section, abbreviated as XS. The spacing between points along a XS was typically on the order of 2.5 m, with additional points located at significant breaks in slope. In addition, water surface elevations (WSE) were recorded along the banks and wherever a XS traversed midchannel bars.
Determining Flow Depths From Survey Data
[18] We developed an iterative graphical procedure for determining flow depths from the water surface and bed elevations surveyed along each XS. This algorithm involved the following sequence of steps: (1) Establish the orientation of the XS by performing a regression of the easting and northing coordinates of all points along the transect. (2) Identify the left and right bank (facing downstream) end points based on the flow direction specified by the user (Figure 2a ). (3) Use the regression equation to create a series of closely spaced (0.01 m) points along a line extending from left to right across the channel. (4) For each survey point find the closest node along the XS line and compute its distance from the left end of the XS to define a cross-stream coordinate n for the survey point. (5) Plot the data in a crosssectional plane, with a unique symbol for WSE points (Figure 2b ). (6) Prompt the user to interactively select a pair of WSE points that brackets a channel and take the average of their elevations as the WSE for that channel (Figure 2b ). (7) Identify all survey points within the range of n coordinates defined by the two WSE points and subtract their bed elevations from the mean WSE for that channel to determine a flow depth d for each point (Figure 2c) . (8) Repeat the previous two steps for all channels traversed by the XS. This process served to convert three-dimensional elevation measurements to cross-stream distances and flow depths [i.e., (n, d) data points], organized by cross section. These data were used to calibrate image-derived depth estimates and evaluate depth retrieval performance.
Remotely Sensed Data and Image Processing
[19] An Airborne Imaging Spectrometer for Applications (AISA ; Specim Spectral Imaging Ltd., www.specim.fi) acquired hyperspectral image data from both reaches of the Platte River on 14 August 2010, under clear sky conditions at approximately 9:45 local time. Sensor characteristics and image attributes are reported in Table 2 . The image data were radiometrically calibrated to convert raw digital counts to radiance units. An atmospheric correction was performed using the FLAASH [fast line-of-sight atmospheric analysis of spectral hypercubes, Adler-Golden et al., 1999] module of the ENVI software package (ITT Visual Information Solutions) to obtain reflectance values for each image pixel in each spectral band. Due to noise in water spectra for wavelengths greater than 900 nm, these bands were excluded from the analysis.
[20] The AISA images were georeferenced to the same coordinate system as the field surveys using data recorded by a GPS and inertial navigation system (INS) onboard the aircraft during the flight. Alignment of the Cottonwood Ranch image with the field-surveyed edge of water and other ground control points was poor, however, so an affine transformation was used to shift the field data from this site to match the georeferenced image. This approach was computationally efficient and did not require any warping or resampling of the image, which allowed us to relate our field measurements to the original pixel values.
[21] In order to highlight the active channels within each reach and to isolate water pixels for further processing, we created in-stream masks from the AISA image data. These masks also served to exclude mixed pixels along channel margins, where the aquatic signal of interest was contaminated by radiance from adjacent terrestrial features, primarily vegetation and/or exposed sand bars. To create binary, water-only masks, we selected three band ratios for discriminating the Platte River proper from other elements of the scene (Table 3) . A threshold value for each ratio was established based on the reflectance characteristics of water, sand, and vegetation, and inspection of gray scale ratio images. Pixels satisfying the threshold criteria for at least two of these band ratios were included in an initial water mask that was then refined using image processing operations that included morphological opening to remove isolated pixels, interactive image segmentation to select instream image objects, and morphological closing to fuse small gaps. The resulting masks were then applied to the original AISA scenes so that subsequent analysis could be focused on the in-stream image data.
Calibrating Image-Derived Quantities to Observed Flow Depths
[22] Spectrally based bathymetric mapping requires a quantitative relationship between water depth and reflectance (note that another, related radiometric variable, such as radiance or sensor digital counts, could be used instead of reflectance). In this study, the image-derived quantity used for this purpose was the band ratio X, advocated by Legleiter et al. [2009] and defined as
where Rð 1 Þ and Rð 2 Þ are reflectances measured in two spectral bands centered at wavelengths 1 and 2 . X has been shown to be directly, linearly related to flow depth d and relatively insensitive to variations in bottom type or water column optical properties, at least in the clear-flowing, shallow, gravel bed streams examined to date [Legleiter et al., 2009] . Analysis of the ground-based spectral measurements reported in the companion paper suggested that this approach also might yield strong relationships between d and X under the far more turbid conditions observed along the Platte River [Legleiter et al., 2011] . In order to select an appropriate pair of wavelengths for calculating X, the same type of optimal band ratio analysis (OBRA) used for the field spectra was applied to spectra extracted from the AISA images. This method identified the band combination that yielded the strongest linear relation between d and X by performing regressions for all possible pairs of numerator and denominator wavelengths. The combination yielding the highest R 2 was taken to be optimal, and the matrix of R 2 ð 1 ; 2 Þ values provided a convenient way to visualize spectral variations in the strength of the relationship between d and X. The regression equation for the optimal band ratio served as a calibrated d versus X relation for estimating depths from optical image data.
[23] To evaluate different methods of establishing the necessary relationship between flow depth and the imagederived quantity X, we produced bathymetric maps from AISA images via four distinct calibration approaches. The first method involved extracting image spectra for all survey point locations within each reach and randomly splitting the resulting database into calibration and model evaluation subsets. An OBRA based on the paired observations of d and RðÞ in the calibration subset was used to identify an appropriate combination of ratio bands and determine the coefficients of the corresponding d versus X regression equation; this relation was then applied throughout the image to produce a map of depth. The second calibration method also made use of image spectra and surveyed depths but was based on data from individual cross sections rather than the entire reach. A separate OBRA was performed for each individual XS, with all survey points from a particular XS included in the OBRA. The resulting, XS-specific parameterization of equation (1) was then applied to the image to map bathymetry throughout the reach. In this case, survey data from all of the other XSs were available for evaluating depth retrieval accuracy. The third calibration technique was similar to the second, except depths and image spectra were extracted from every pixel along each individual XS, not just those at survey points. Depths for image pixels that did not coincide with survey points were determined by linearly interpolating between measured locations to obtain a d value for each n coordinate along the XS.
[24] The fourth calibration method we considered did not involve image spectra and surveyed depths but was instead developed from ground-based spectral measurements. In this case, the field spectra, which were recorded with a spectral sampling interval of 1 nm and thus represented essentially continuous data, were first convolved to the specific band passes of the AISA sensor and the OBRA repeated using these broader spectral bands. Convolution to the AISA bands had little effect on the optimal d versus X relation, relative to the original field spectra, with the following expression yielding a regression R 2 of 0.944 and a standard error of 0.045 m: where the numbers in parentheses are AISA band centers in nm. Depth maps were produced by applying equation (2) to all in-stream pixels; survey data were used only for accuracy assessment.
Evaluation of Image-Derived Depth Estimates
[25] In addition to the OBRA R 2 ð 1 ; 2 Þ values, which indicated the strength of the linear relationship between d and X used for calibration, bathymetric accuracy was also assessed using a subset of the field survey data. For each of the four calibration methods described above, we compared image-derived estimates to surveyed depths using graphical and statistical summaries. First, image-derived and fieldsurveyed depths were plotted for each cross section to provide a visual representation of their agreement. Bathymetric accuracy was then quantified in terms of three related metrics. The root-mean square error was calculated as
where d f,j and d i,j denote the depths surveyed in the field (observed) and estimated from the image data (predicted) for location j, respectively, and N is the total number of points/pixels used to make this comparison. The mean of the depth retrieval errors " j provided an indication of systematic bias " and was computed as
A positive value of " would thus represent underprediction of depth (d i < d f ) and a negative value would indicate that depths were overpredicted, with d i > d f on average. The total depth retrieval error was decomposed as the sum of the bias and a residual component defined as
The magnitude of " r thus provided a measure of the random error that would remain if the bias " of the image-derived depth estimates was taken into account and subtracted from the estimates.
[26] Bathymetric accuracy was also summarized by performing regressions of observed (field-surveyed) and predicted (image-derived) depths. Ideally, such a regression would result in an equation with an intercept of 0 and a slope of 1, with a high R 2 indicating little scatter about this best-fit line [Smith and Rose, 1995; Pineiro et al., 2008] . Two types of observed versus predicted regression were performed for each XS. In the first case, only the original survey points and corresponding image pixels were considered. In the second case, image-derived depth estimates were extracted for all pixels along the transect and compared to depths interpolated from the field surveys. Observed versus predicted R 2 values for both points and transects were calculated for each XS and plotted as a function of distance downstream, along with the RMSE, ", and " r metrics described above, to illustrate along-channel spatial variations in bathymetric accuracy. Because performing an accuracy assessment separately for each individual cross section did not provide a true probability-based sample of the entire reach, the results of the assessments pertain only to that particular cross section and not, strictly speaking, to the reach as a whole [Stehman, 2001] . Nevertheless, we averaged values of RMSE, ", " r , and observed versus predicted R 2 over the reach to obtain a more concise summary for making comparisons among the various calibration methods and between the two study reaches.
Crane Habitat Mapping With Spectrally Based Depth Thresholds
[27] For many habitat-oriented applications, the absolute bathymetry of a reach might be of less interest than the spatial distribution of channel areas in which the local flow depth lies within a range preferred or required by some species of interest. Similarly, the ability to identify portions of the river where the depth exceeds the maximum detectable by a particular sensor can help to avoid spurious interpretations of image-derived bathymetric maps [Legleiter et al., 2011] . In either of these cases, a simple map indicating where the depth exceeds a certain, specified threshold could yield valuable information; a series of maps for different depth cutoffs would provide additional detail. In this study we produced such maps from AISA images of the Platte River to assess the potential for characterizing crane roosting habitat from remotely sensed data.
[28] Depth threshold maps were generated for a range of cutoffs specified in Table 4 , but no particular significance was ascribed to these exact cutoff values, which were used simply to illustrate the approach. To provide greater generality, Table 4 also lists the corresponding optical depths ðÞ. This dimensionless quantity combined the geometric depth d with an index of the river's optical properties and was defined as ðÞ ¼ KðÞd, where KðÞ is an effective attenuation coefficient. The optical depth thus served to weight the geometric depth by a spectrally variable attenuation coefficient such that a given d would have a greater ðÞ in more strongly attenuating waters where absorption and/or scattering were greater due to higher concentrations of suspended sediment, for example. The ðÞ values in Table 4 were computed by approximating KðÞ as 2K d ðÞ, where K d ðÞ is the diffuse attenuation coefficient for downwelling spectral irradiance ; the factor of 2 accounts for the two-way path through the water column to the bed and back [Philpot, 1989; Maritorena et al., 1994] . We used measurements of K d ðÞ obtained from the Rowe Sanctuary and reported in the companion paper [Legleiter et al., 2011, Figure 5b ] to calculate optical depths for ¼ 650 nm. This wavelength experienced relatively weak attenuation by the water column and was found to be strongly related to variations in water depth via OBRA of field spectra. For the two irradiance profiles recorded along the Platte, the mean K d (650) value was 3.90 m -1 , and geometric depths up to 0.6 m thus translated into optical depths up to 4.68.
[29] We used linear discriminant analysis (LDA) to produce a series of depth threshold maps, one for each of the cutoffs in Table 4 . This statistical technique distinguishes between two populations (i.e., pixels shallower or deeper than a cutoff depth) on the basis of one or more continuous variables (i.e., reflectance in one or more spectral bands). This relatively simple procedure involves identifying a linear combination, called a discriminant function, of the variables that maximizes the difference between class means while also minimizing the within-class variances about these means [Dalponte et al., 2009] . Although more sophisticated classification methods are now widely used in remote sensing, LDA has several advantages: no selection or tuning of free parameters is required, implementation is computationally efficient, and the discriminant functions are often physically interpretable [Bandos et al., 2009] . LDA also compared favorably with more advanced methods in a recent evaluation of classifiers [Brenning, 2009] .
[30] The field-surveyed depths and corresponding image spectra were first divided at random into calibration (2/3 of the original data) and validation (1/3 of the original data) subsets. Paired observations of depth and reflectance from the calibration subset were then subjected to LDA to derive criteria for distinguishing pixels that exceeded the specified depth cutoff from those that were shallower. A separate discriminant function was developed for each band (to examine spectral variations in the reflectance threshold that best separated shallow and deep pixels) and for each depth cutoff (to assess the manner in which these reflectance thresholds varied as a function of depth). Misclassification error rates (i.e., a pixel shallower than the cutoff depth being assigned to the deep class, or vice versa) were computed for each band as well, based on the validation subset of the field surveys. In addition to the band-by-band discriminant analyses, a single, multivariate discriminant function using all of the spectral bands was determined for each depth cutoff to evaluate whether a truly hyperspectral approach would provide greater discriminatory power. In both cases, we produced one set of binary maps indicating channel areas shallower than each of the specified depth cutoffs and a second set of maps indicating the probability, determined as part of the LDA, of each pixel exceeding each of the depth thresholds.
Results
Spectrally Based Bathymetric Mapping
[31] The goals of this investigation were to evaluate the extent to which the bathymetry of a large, turbid, sand-bed river could be measured via remote sensing and to compare different approaches for calibrating image-derived depth estimates. To pursue these objectives, we generated depth maps of the Cottonwood and Rowe reaches from AISA hyperspectral image data via each of the four OBRA-based calibration strategies described in section 2.5. The accuracy of these maps was evaluated using the procedures outlined in section 2.6. In general, the various methods were similar in terms of overall performance, so the ensuing discussion focuses on a few specific examples that highlighted some general observations regarding the feasibility of spectrallybased bathymetric mapping in turbid, sediment-laden rivers such as the Platte.
Calibration by Reach-Aggregated OBRA
[32] Perhaps the simplest, most obvious approach to creating a bathymetric map from optical image data, provided ground-based measurements are available for calibration, is to correlate image pixel values with field-surveyed depths, using data from throughout the reach of interest. An example of this traditional, empirical strategy from the Cottonwood Ranch segment of the Platte River is presented in Figure 3 . In this case half of the original surveyed depths, along with the spectra extracted from the AISA image for each of these points, were combined in a single, reach-aggregated calibration data set. OBRA of these data resulted in the selection of a band ratio with numerator and denominator bands centered at 499 and 657 nm; the corresponding d versus X regression yielded an R 2 value of 0.596. The matrix of R 2 ð 1 ; 2 ) values in Figure 3a indicates that pairing any numerator band less than 650 nm with any denominator band between 575 and 725 nm would produce a similar, moderately high R 2 . Notably, longer-wavelength near-infrared (NIR) bands were not identified as useful by the OBRA procedure, and none of the band ratio combinations provided very strong linear relations between d and X. A number of factors, including spatial variations in surface reflectance, substrate composition, and atmospheric effects, might have contributed to the moderate R 2 value observed when data were aggregated over the entire reach. Moreover, the scatterplot for the optimal band ratio shown in Figure 3b indicates that the image-derived quantity X saturated at greater depths, with no further increase in X occurring for d > 0.9 m. Scatter about the best-fit line increased with X, implying that depth estimates became less precise as the band ratio X took on larger values.
[33] Despite these limitations, Figure 3c suggests that even in a highly turbid river, coherent, hydraulically reasonable maps of flow depth could be derived from hyperspectral image data. In this case, the lobate bar forms characteristic of this sand-bed channel were clearly evident in the spectrally based bathymetric map. For example, a deeper pool occurred in the center of the channel on the upstream (left) end of Figure 3c , where the flow was concentrated between bars on either side. As the flow shoaled downstream of this confluence scour zone, the thalweg shifted to the right bank and then curved to the left around a midchannel bar in the lower half of the reach. Much shallower depths were observed in the channel on the right side of this bar and along the left bank in the upper portion of the reach. This example illustrated that even though calibration of the image-derived quantity to observed flow depths did not yield an especially strong relationship, the resulting bathymetric map still provided useful information on spatial patterns of river morphology, including shallow areas of interest for habitat assessment.
Calibration by OBRA of Individual Cross Sections
[34] Nevertheless, the relatively low OBRA R 2 value implied that image-derived depth estimates might not be very reliable on a point-by-point basis, and would be less useful if information on absolute depths were of interest in W09532 LEGLEITER ET AL.: REMOTE BATHYMETRIC MAPPING, 2 W09532 addition to the spatial structure of the bathymetry. One factor that might have contributed to the moderate strength of the d versus X relation was the aggregation of data over the entire reach. This approach provided a large sample size but also could have introduced additional variability by combining cross sections with distinct morphologies into a single data set. A more localized calibration procedure, based on an individual XS, might be more effective. We explored this possibility by performing OBRA based on field-surveyed depths and image spectra from each XS. For Cottonwood, this analysis resulted in OBRA R 2 values that varied from 0.239 to 0.955 among the 25 XSs, with a mean value of 0.681, higher than when data were aggregated over the entire reach.
[35] To assess the reliability of depth estimates based on OBRA of individual transects, we plotted image-derived and field-surveyed cross sections on the same axes (Figure 4a ). This XS from the Cottonwood site encompassed a shallow bench along the left bank, an abrupt increase in depth to over 1 m at a cross-stream coordinate of n ¼ 35 m, a more gradual decrease in depth toward the exposed midchannel bar, and then an abrupt increase in depth at a narrow side channel along the far right bank. A visual inspection of Figure 4a indicated that these features were captured by the spectrally based bathymetry, with good overall agreement between the field-surveyed and image-derived transects. The most salient disparities occurred at n ¼ 35 m, where pool depth was underestimated, and from n ¼ 45-65 m, where the image data indicated a feature of positive relief, such as a dune crest, whereas the field survey documented a depression in this area. This difference could be a consequence of mobile bedforms migrating through the XS; a dune that was present when the image was acquired might have shifted downstream by the time the field data were collected some 36 h later. Conversely, the shallower depths recorded in the field from n ¼ 88-104 m could reflect a dune that translated into the XS postimaging. Because the field and remotely sensed data were not collected simultaneously, the presence of mobile bedforms lead to noticeable discrepancies between surveyed and image-derived bathymetry.
Depth Retrieval Accuracy Assessment Using Survey Points Versus Interpolated Transects
[36] The strength of the agreement between the cross sections surveyed in the field and those extracted from spectrally based bathymetric maps was quantified by performing regressions of observed d f (field-surveyed) versus predicted d i (image-derived) depths. For the Cottonwood XS depicted in Figure 4a , this analysis resulted in a fairly strong (R 2 ¼ 0.81) relationship between d f and d i , with an intercept slightly greater than zero (0.027 m) and a slope less than one (0.96) for the 34 points surveyed in the field (Figure 4b ). Although this approach to accuracy assessment is widely used, comparing point measurements of flow depth to individual image pixels in this manner could lead to an overly pessimistic indication of depth retrieval performance, for at least three reasons. First, survey points are typically selected to capture important breaks in slope and thus capture the geometry of the surface as efficiently as possible. Because depth changes abruptly at these locations, the corresponding image pixels are likely to be spectral mixtures encompassing a range of depths, which could lead to depth estimates with a shallow bias [Legleiter and Roberts, 2005] . Second, if survey points are concentrated at such topographic ''edges,'' georeferencing errors could be more problematic as well-image-derived depth estimates from one side or the other of a slope break might be compared to field measurements made on the other side of the break, or at the break itself. Third, preferentially measuring points that emphasize discontinuities in the surface, which is logical from the perspective of the ground-based surveyor, would tend to under-represent more homogeneous flat or uniformly sloping areas where a better agreement between d f and d i might be expected.
[37] Given the issues associated with direct comparison of survey points to individual images pixels, we used an alternative approach that might help to mitigate, if not circumvent, these problems. Rather than assessing depth retrieval accuracy on the basis of a relatively small number of selectively sampled points, we considered all of the pixels along the XS and compared the depth estimated for each pixel to depths along a continuous transect created from the original survey points via linear interpolation. This strategy had the important advantage of providing a uniform, consistent sampling that represented both the homogeneous and more abruptly variable segments of the XS in proportion to their areal extent. Such a transect-based comparison should also be more robust to the effects of georeferencing errors. For the example from Cottonwood, considering all 221 pixels along XS 17 increased the observed versus predicted R 2 to 0.91 (Figure 4c) . Moreover, the regression equation had an intercept of 0 and a slope of 1, implying that the image-derived depth estimates were unbiased and consistent [Smith and Rose, 1995; Stehman, 2001] . In general, the more representative sampling afforded by continuous transects, rather than the original survey points alone, resulted in higher observed versus predicted R 2 values for all of the cross sections in both of our study reaches, across all of the calibration methods considered.
Calibration by Individual Cross Section, Transect-Based OBRA
[38] This improvement in the level of agreement between observed and predicted depths implied that using transects rather than points might facilitate the calibration process as well. We evaluated this possibility by repeating the OBRA for each individual XS using image spectra extracted from all pixels along a transect and depths interpolated to pixel locations from the original survey points. This approach thus provided a local calibration based on uniform sampling of depth and reflectance along a particular XS that avoided problems introduced by aggregating data over the entire reach or comparing pixel values to preferentially sampled survey points. In that respect, this individual XS, transectbased OBRA represented an optimal strategy for calibrating image-derived depths to field measurements.
[39] Of course, because this method is based on individual cross sections, the question arises as to which particular XS provides the most robust d versus X relation for the reach as a whole. To make this assessment, we performed transect-based OBRA for each XS, applied the resulting d versus X regression equation throughout the image to produce a bathymetric map, and compared image-derived depth estimates to survey data for all of the XSs along the reach; note that all but one of these XSs, the one used for the OBRA calibration, thus provided independent data for evaluating depth retrieval performance. Comparison of fieldsurveyed and image-derived depths involved calculating RMSE, depth retrieval bias ", and residual error " r , and performing observed versus predicted regressions for both points and transects.
[40] The results of this analysis are summarized in Figure 5 , which plots each of these accuracy metrics as a function of downstream distance for both the Cottonwood and Rowe reaches. To facilitate comparison among the two sites, these metrics were scaled by the mean depth (0.54 m for Cottonwood and 0.21 m for Rowe). In general, spectrally based bathymetric mapping was more accurate at Cottonwood than Rowe, for reasons discussed below. For both sites, depth retrieval was unbiased on average, but scaled (absolute) RMS errors were on the order of 0.36 (0.19 m) and 0.56 (0.12 m) for Cottonwood and Rowe, respectively. Because depth estimates resulting from the individual XS-based OBRA were unbiased, the residual error was essentially the same as the RMSE. OBRA R 2 values for this calibration strategy varied considerably along each reach, with the mean value for Cottonwood (0.681) nearly twice that for Rowe (0.358). Similarly, observed versus predicted regression R 2 values for interpolated transects averaged 0.619 for Cottonwood and 0.409 for Rowe ; for the original survey points, mean R 2 values for the two sites were 0.456 and 0.154, respectively. These results indicated that although spectrally based bathymetric mapping of sediment-laden, sand-bed rivers such as the Platte appeared feasible, image-derived depth estimates were of limited accuracy, with depth retrieval errors on the order of one third to one half the mean depth.
Spatial Variation in Depth Retrieval Accuracy
[41] A striking feature of Figure 5 was the degree to which the accuracy metrics varied along each of our study reaches. For example, the OBRA R 2 values for the 25 Cottonwood XSs ranged from 0.239 to 0.955, with a standard deviation of 0.181. Such variable accuracy implied that the selection of a particular XS for calibration could influence overall, reach-scale depth retrieval performance. To guide selection of an appropriate transect, we examined the relationship between bathymetric accuracy and the topographic characteristics of individual XSs. This analysis was based on OBRA of individual XSs using the original survey points rather than interpolated transects because pointbased calibration would tend to be more sensitive to crosssectional geometry, as explained above. We hypothesized that XSs encompassing a broader range of depths would provide superior calibrations because the signal of interest, variation in water depth, would be larger relative to the noise inherent to image data from a complex, natural channel. The geometry of each XS was thus quantified in terms of the mean, standard deviation, and maximum depth, and the proportion of the survey points for which the depth exceeded the mean depth d m for the cross section.
[42] These attributes were computed for each XS and plotted against downstream distance in Figure 6a , with three metrics of depth retrieval accuracy displayed immediately below in Figure 6b . Although the maximum depth and fraction of the cross section with d > d m varied appreciably along the Cottonwood reach (from 0.59 to 1.66 m and 0.09 to 0.65, respectively), no clear relationships between cross-sectional form and depth retrieval accuracy emerged from this analysis. A correlation matrix for the geometric attributes and accuracy metrics confirmed the W09532 LEGLEITER ET AL.: REMOTE BATHYMETRIC MAPPING, 2 W09532 lack of any significant relationships. Results from Rowe Sanctuary were similar. Certain XSs, such as those within the first 50 m of the reach and at streamwise distances of 270 and 380 m, might have been more difficult to characterize via remote sensing for reasons other than their geometric configuration, such as shadows, a greater influence of mixed pixels along bars and banks, or spatial variations in bottom reflectance, SSC, and/or reflectance from the water surface. The poor bathymetric accuracies for these transects also could result from more significant bed form migration between image acquisition and field data collection in these areas.
Calibration by Field Spectroscopy
[43] Given the logistical challenges associated with ground-based topographic surveys and the myriad issues involved in correlating image-derived quantities with field measurements, field spectroscopy presented an appealing alternative approach. Field spectra collected along the Rowe Sanctuary reach yielded a very strong (R 2 ¼ 0.949) d versus X relationship [Legleiter et al., 2011] , and in this study we sought to determine whether such ground-based reflectance measurements could be used to calibrate imagederived bathymetric maps. To do so, the original field spectra were convolved to the specific band passes of the AISA sensor and the OBRA repeated to arrive at equation (2). The optimal band ratio was R(591)/R(648) nm, but the R 2 ð 1 ; 2 Þ matrix in Figure 7 indicated that many other band combinations would yield d versus X relations nearly as strong. To evaluate whether such a relation could be used to derive realistic depth estimates from hyperspectral image data, we applied equation (2) to AISA images from each site. The resulting bathymetric map of the shallow, braided Rowe Sanctuary reach is shown in Figure 7 . This map effectively captured the spatial structure of the morphology, with numerous shallow, lobate bar forms separated by deeper threads of more concentrated flow that tended to expand and shoal in the downstream direction except where a scour zone impinged upon the bank. Direct application of equation (2) to the image resulted in negative depth estimates for much of the channel, however. In general, image-derived depth estimates based on field spectra exhibited a shallow bias relative to both the field-surveyed depths and estimates based on OBRA of image spectra. The XS plotted in the lower right of Figure 7 suggested that this bias was most pronounced at shallower depths and that deeper areas were less affected, with very good agreement between the field spectra-based estimates and the field surveys in the scour zones located 85 and 140 m from the left Figure 5 . Accuracy assessment of spectrally based depth estimates derived by performing optimal band ratio analyses (OBRA) of individual cross sections, using all pixels and interpolated depths along the transect, for both the (a and c) Cottonwood and (b and d) Rowe study reaches. In (a) and (b), depth retrieval bias ", RMSE, and residual error " r are plotted for each cross section. In (c) and (d), R 2 values for the optimal band ratio used for calibration and observed versus predicted regressions for both survey points and interpolated transects are plotted for each cross section.
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bank. Using ground-based reflectance measurements to calibrate image-derived bathymetric maps thus appeared to be a viable option, particularly if the observed shallow bias could somehow be quantified and corrected. The feasibility of this approach would also depend on the radiometric calibration of the image data, and changes in water column optical properties between the time the field spectra and the image data were acquired could become a complicating factor as well.
Comparison of Calibration Methods and Study Reaches
[44] Figure 8 summarizes the performance of the four different calibration methods evaluated in this study along two, distinct reaches of the Platte River. To make this comparison, the bias, RMSE, residual error, and R 2 values for the original OBRA calibration and for observed versus predicted regressions based on survey points and interpolated transects were computed for each XS and then averaged over the reach.
[45] Calibration via field spectroscopy resulted in depth estimates with a positive bias, indicating underprediction of flow depths from image data. This bias was on the order of 25% of the mean depth, but the other three calibration approaches, which were all based on field-surveyed depths and image spectra, resulted in reach-averaged biases less than 2%. The RMS errors obtained when the OBRA Figure 6 . Streamwise plots of (a) cross-section characteristics, including the mean, standard deviation, and maximum of the surveyed depths, along with the proportion of the surveyed depths greater than the mean depth; and (b) measures of agreement between field-surveyed and image-derived depths, including the OBRA R 2 value used for calibration and observed versus predicted R 2 values for survey points and interpolated transects.
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LEGLEITER ET AL.: REMOTE BATHYMETRIC MAPPING, 2 W09532 relation derived from field spectra was applied to the images were comparable to those obtained via the more traditional, image-based calibration approaches, particularly for the Cottonwood site. The residual error was actually lower for the field spectra-based calibration than for either of the individual cross-section-based methods at Cottonwood, implying that if the shallow bias associated with the field spectra relation could be identified and corrected, field spectroscopy could yield depth retrieval accuracies as good or better than the image-based approaches that relied upon detailed topographic surveys.
[46] In terms of strength of the OBRA calibration, field spectroscopy provided much higher R 2 values than any of the image-based methods. Among the image-based methods, OBRA R 2 values were highest for the individual XS calibration using the original survey points, rather than interpolated, continuous transects for each XS or data aggregated over the entire reach. This result implied that, for calibration purposes, a more localized approach based on single XSs might be preferred over larger but more variable data sets compiled over the full extent of the reach. Similarly, interpolating the field data to obtain a continuous transect of depths for calibration purposes not only failed to provide any significant advantage but actually weakened the strength of the OBRA relation.
[47] The spectrally based bathymetry was also validated using observed versus predicted regressions. This analysis indicated that, when depth estimates were compared to the original survey points, calibration via field spectroscopy yielded higher R 2 values than the image-based methods for both the Cottonwood and Rowe sites. The superior performance of the field spectra-based calibration at Cottonwood was notable because the spectra were obtained from the Rowe site, which had a lower degree of turbidity and a shallower mean depth. This result implied that d versus X relations derived via field spectroscopy were portable among sites with disparate optical properties and morphologies. For the image-based methods, observed versus predicted R 2 values were greatest when a larger data set aggregated over the entire reach was used to perform the calibration, as opposed to relying on information from individual transects. The difference in R 2 was not great (about 0.1 for Cottonwood and 0.05 for Rowe), however, so calibrations based on fairly limited field surveys, even a single XS, might yield bathymetric maps nearly as accurate as more extensive topographic data sets. Image-derived bathymetric map of the Rowe Sanctuary based on optimal band ratio analysis (OBRA) of field spectra collected at this site [Legleiter et al., 2011] and convolved to the AISA sensor bands. The upper left inset displays the OBRA results and regression equation for the optimal band ratio. The lower right inset compares field-surveyed depths to depths estimated via OBRA of field spectra and image spectra for a cross section located 750 m downstream from the reach origin.
[48] A comparison of the two study reaches yielded some insight regarding potential controls on the accuracy of spectrally based depth retrieval in different types of river channels. The three error metrics we calculated were consistently higher, and both OBRA calibration and observed versus predicted R 2 values consistently lower, for the shallow, braided Rowe Sanctuary site than for the deeper, narrower Cottonwood Reach. This result was unexpected because radiative transfer modeling suggested that image-derived depth estimates would be more reliable in shallower water, and the mean flow depth at Rowe was less than 40% of that for Cottonwood (Table 1 ). In addition to being deeper, however, the Platte River channel was much simpler at the Cottonwood site. The Rowe site, in contrast, was fully braided and much more complex, with numerous midchannel shallow to slightly emergent bars and a small number of narrow, deeper chutes. These bedforms were also mobile, actively migrating downstream during the two-day interval between the image acquisition and our field surveys. This translation of an already complex morphology dictated that, in absolute terms, depth retrieval accuracy would be quite limited. In addition, because the bed topography varied more abruptly over smaller spatial scales at the Rowe site, issues related to mixed pixels and misalignment of the image data and field surveys were more problematic than at the more homogeneous Cottonwood reach. The observation that the observed versus predicted R 2 values were more similar for comparisons based on points rather than interpolated transects at Cottonwood than at Rowe also reflected the relatively simple morphology of the former site; where bed topography was less spatially variable, the distinction between selectively sampled points and interpolated transects was less pronounced. This result supported our interpretation that the more complex morphology of the Rowe Sanctuary limited the depth retrieval accuracy that could be achieved in this environment, despite the shallow depths observed in this reach. 
Depth Threshold Mapping for Assessment of Crane Habitat
[49] Given the difficulties involved in calibrating imagederived quantities to field-surveyed depths and the constraints on depth retrieval accuracy, precision, and dynamic range imposed by high concentrations of suspended sediment [Legleiter et al., 2011] , a more appropriate approach might be to use remotely sensed data to identify areas shallower than a certain, specified depth threshold. This type of information could be useful for crane habitat assessment and could also help to identify deeper portions of the channel where absolute depth estimates might be spurious. We produced a series of depth threshold maps for each reach by performing linear discriminant analyses for the depth cutoffs listed in Table 4 . The accuracy of these maps was assessed by calculating misclassification error rates for a validation subset of the original survey data.
[50] Initially, a separate LDA was performed for each spectral band to determine which wavelengths were most useful for differentiating shallow from deep water. In this case, the LDA served to identify, for each band, the reflectance cutoff value R c ðÞ that most effectively distinguished pixels shallower than the specified depth cutoff d c from those for which d > d c . An example of this type of analysis for the Cottonwood reach is presented in Figure 9 , for a band centered at 657 nm. At this wavelength, depth and reflectance were inversely related, and the shallowest depth cutoff, d c ¼ 0.15 m (corresponding to an optical depth of ¼ 1:17 at 650 nm), had the highest reflectance threshold, R c (657) ¼ 0.117. In this case, pixels for which R(657) > 0.117 were assigned to a shallow class for which d < 0.15 m and darker pixels with R(657) 0.117 were allocated to a deep class with d ! 0.15 m. The reflectance threshold R c (657) was lower for greater d c , and only those pixels having R(657) < 0.07 were mapped as deep when d c was set to 0.6 m, equivalent to an optical depth of ð650Þ ¼ 4:68 for turbid Platte River water.
[51] This simple procedure thus served to assign pixels to shallow or deep classes based on a reflectance threshold for a single wavelength and resulted in some shallow pixels being placed in the deep category or vice versa. The misclassification error rates reported in Figure 9 indicate that this was not often the case, however. The rate at which shallow points were misclassified as deep, " S , was smallest for the shallowest depth cutoff, because most pixels were in fact deeper than d c ¼ 0.15 m, and greatest for an intermediate depth cutoff of d c ¼ 0.45 m but remained relatively small, with only 13% of the shallow points misclassified as deep. Deep pixels were assigned to the shallow class with the greatest frequency " D for the largest depth cutoff, with " D ¼ 0:092 for d c ¼ 0.6 m. Overall, however, the single-wavelength LDA effectively distinguished between shallow and deep areas of the channel across a range of d c values, with total misclassification error rates " T ¼ " S þ " D 0:17 for this red band. In other words, classification accuracies exceeded 83% at this site.
[52] The results presented in Figure 9 were based upon a single band, but we performed a similar LDA for each of the AISA bands to examine spectral variations in the reflectance threshold for a range of depth cutoffs and to identify wavelengths that yielded low misclassification error rates. Figure 10a indicates that lower depth cutoffs corresponded to greater reflectance thresholds throughout the visible and NIR portion of the spectrum from 450 to 850 nm. As d c increased from 0.15 to 0.6 m, reflectance thresholds decreased because, essentially, deeper water was darker. This observation, together with the radiative transfer modeling reported in the companion paper [Legleiter et al., 2011, Figure 2] , implied that absorption by pure water was a significant contributor to attenuation within the water column, in addition to backscattering associated with high concentrations of suspended sediment along the Platte. For a given d c , R c ðÞ was lower for blue and green bands ( < 575 nm), highest in the red from 600 to 700 nm where [Legleiter et al., 2011, Figure 5] , and decreased abruptly in the NIR. This spectral pattern resulted from stronger attenuation at both shorter wavelengths, due to the combined effects of absorption and scattering by suspended sediment, and longer wavelengths, where absorption by pure water was much greater and absorption by suspended sediment was also significant [Legleiter et al., 2011, Figure 2] .
[53] Misclassification error rates varied spectrally and as a function of the depth cutoff employed (Figure 10b ). Total error rates " T were greatest for the two deepest cutoffs considered, with typical values of 0.2 in the red portion of the spectrum increasing to 0.3 or greater in the NIR. For the shallower cutoffs " T was consistently less than 0.1 and did not vary spectrally. Partitioning the total error rate " T into misclassification of shallow points to the deep class (" D ) and vice versa (" S ) indicated that for an intermediate depth (Figure 10c ). Most classification errors were thus associated with pixels that were relatively dark, with RðÞ < R c ðÞ, but also relatively shallow, with d < d c . This type of error was most likely to occur in the NIR, where strong absorption by both pure water and suspended sediment dictated that small increases in depth translated into relatively large decreases in reflectance. Conversely, for the largest depth cutoff considered, d c ¼ 0.6 m, misclassification errors primarily resulted from deep pixels being assigned to the shallow class (Figure 10d ). In this case " S was relatively low in the red, but increased with decreasing wavelength. Backscattering by suspended sediment was more significant for blue and green bands, and the increased volume reflectance from deeper water made these pixels appear brighter, resulting in an erroneous allocation to the shallow class where RðÞ ! R c ðÞ. For d c ¼ 0.6 m, " S also increased in the NIR because the reflectance signal saturated in deeper water, with a given depth increment producing smaller decreases in RðÞ at greater depths. As a result, differences in reflectance between pixels with d < d c and those with d ! d c were small, making it difficult to establish an effective threshold R c ðÞ.
[54] To assess whether incorporating information from across the spectrum might facilitate discrimination between shallow and deep classes, we also performed a multivariate LDA that included all spectral bands. In this case, rather than a separate reflectance threshold for each individual wavelength, output from the LDA consisted of a set of coefficients defining a linear combination of reflectance values for all spectral bands that served as a single discriminant function. We applied this hyperspectral approach for each of the four depth cutoffs listed in Table 4 , and the misclassification error rates resulting from this analysis are summarized in Figure 11 . As in the single-wavelength case For the shallower cutoffs, the errors were evenly distributed between misclassification of shallow pixels as deep and vice versa, whereas misclassification as deep was more common for greater d c . In general, however, the full-spectrum LDA did not yield any significant improvement in classification accuracy beyond that which could be achieved using an appropriate single wavelength. For example, the simple reflectance threshold depicted in Figure 9 for a band centered at 657 nm resulted in " T ¼ 0:092 for d c ¼ 0.3 m, whereas " T was slightly greater (0.096) for the discriminant function based on all of the AISA bands. A similar pattern was observed for the other depth cutoffs. These results imply that the simpler approach based on a reflectance threshold for a single band produced shallow versus deep classification accuracies comparable to those obtained through a full hyperspectral analysis. The availability of many spectral bands was still important, so that an appropriate wavelength (red, in this case) could be identified, but producing a depth threshold map need not require hyperspectral data. Instead, more readily available multispectral images could be subjected to this type of analysis and used to produce depth cutoff maps based on a single, broader band.
[55] Whether generated from single-wavelength reflectance thresholds or multiwavelength discriminant functions, depth cutoff maps did not necessarily need to take the form of a binary, shallow versus deep classification. Instead, the LDA statistical technique could be used to estimate the probability that the flow depth for each pixel did not exceed the specified depth cutoff, that is Pr(d d c ) . A depth exceedance probability could be defined similarly,
. This information could thus be used to estimate a probability of class membership for both shallow and deep categories. This principle is illustrated in Figure 12 , which plots the probability that a pixel represented water shallower or deeper than d c ¼ 0.3 m as a function of reflectance for the 657 nm band shown in Figure 9 . As R(657) increased from 0.06 to 0.14, Pr(d d c ) increased from nearly zero to nearly one, while Pr(d > d c ) dropped from one to zero. The two lines intersect at a probability of 0.5 at a reflectance of 0.097, which thus defined the value of R c (657). Ideally, these curves would increase/decrease abruptly over a narrow range of reflectance, whereas a wavelength for which Pr(d d c ) changes more gradually as a function of reflectance would be less useful for discriminating shallow from deep.
[56] This probabilistic approach provided an efficient means of characterizing the spatial distribution of roosting habitat for sandhill cranes. These migratory birds prefer water no deeper than the height of their knee joint, and Kinzel et al. [2009] report mean lower leg lengths of 0.2 and 0.24 m for lesser and greater subspecies. We performed linear discriminant analysis of AISA hyperspectral image data from the Cottonwood reach to estimate, for each pixel, a series of flow depth nonexceedance probabilities for depth cutoffs from 0.15 to 0.6 m. The resulting sequence of maps is shown in Figure 13 3) were centered upon but larger than the locations for which Pr(d 0.15), as expected. In addition, moderate to high nonexceedance probabilities were observed where the left side channel reconnects with the thalweg in the center of the reach and at the entrance to the channel on the right side of the large bar in the lower half of the reach. These results indicated that only a small portion of the relatively narrow and deep Cottonwood site provided suitable shallow-water roosting habitat.
[57] The larger depth cutoffs were less useful for identifying this type of habitat but provided information on channel morphology and served to illustrate some key advantages of this probabilistic approach. For example, the map representing Pr(d 0.45) highlighted the lobate bar form that forced the thalweg against the right bank in the middle of the reach. The shallower, central portions of this bar were indicated by high nonexceedance probabilities and the deeper margins by lighter blue tones corresponding to lower values of Pr (d 0.45) . Similar patches of light blue revealed the presence of submerged, presumably mobile bedforms within the main channel on the left side of the large, exposed bar in the lower half of the reach. For the deepest cutoff we considered, d c ¼ 0.6 m, these submerged bars were expressed as higher values of Pr(d 0.6), and low nonexceedance probabilities were observed Figure 12 . Depth cutoff discriminant analysis for the Cottonwood Reach, based on an AISA band centered at ¼ 657 nm and a threshold depth of d c ¼ 0.3 m. The probability that a pixel represents shallow versus deep water varies as a function of reflectance, with the reflectance threshold used to discriminate among the two classes indicated by the vertical dash-dot line. In addition to assigning a pixel to one of these classes, linear discriminant analysis thus provides a probability of class membership for each pixel.
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LEGLEITER ET AL.: REMOTE BATHYMETRIC MAPPING, 2 W09532 only along the main thalweg. Notably, Pr(d 0.6) values in the thalweg ranged from 0.3 to 0.4, indicating that even in the deepest portion of the channel, the probability that image-derived depths were less than 0.6 m was fairly high, despite field-surveyed depths well in excess of 1 m. The high values of Pr(d 0.6) thus represented an implicit acknowledgment of the uncertainty associated with spectrally based depth retrieval and the limited range of depths over which river bathymetry can be reliably mapped in turbid channels [Legleiter et al., 2011] . Given these constraints, characterizing the bathymetry in terms of a probability that the local flow depth exceeds some cutoff value beyond which image-derived estimates were unreliable provided a more realistic alternative to an inaccurate map of absolute depths.
Discussion and Conclusions
[58] Although the potential utility of remote sensing techniques for synoptic, high-resolution characterization of flow depths is increasingly recognized [Marcus and Fonstad, 2010] , previous studies have focused primarily on clearflowing streams. This study represented an initial attempt to expand the remote sensing of river bathymetry to a new class of channels: sand-bed rivers that transport significant amounts of sediment in suspension and thus feature greater water turbidity. In a companion paper, we assessed the feasibility of spectrally based bathymetric mapping in such rivers via field spectroscopy and radiative transfer modeling [Legleiter et al., 2011] . Here we made a similar evaluation based on the application of these methods to hyperspectral image data from the Platte River, a turbid, dynamic, sand-bed channel that represented a challenging test of remote sensing capabilities. As part of this investigation we also considered different approaches to calibrating image-derived depth estimates and quantifying their accuracy. In addition, to illustrate how remote sensing might contribute to management applications, a series of depth threshold maps delineating shallow-water habitat suitable for roosting cranes were produced. In section 4 we summarize the key outcomes arising from this analysis.
[59] In general, our results indicated that spectrally based depth retrieval was feasible in a highly turbid riverine environment such as the Platte, but that bathymetric accuracy would be limited, particularly in deeper water. To implement a remote sensing approach, a quantitative relation must be established between flow depth and an imagederived quantity, and we examined four different ways of performing this calibration. The first method involved extracting spectra from the image pixels corresponding to the locations of field-based depth measurements and aggregating these paired observations of depth and reflectance over the entire reach. An OBRA was then performed to identify a pair of wavelengths that provided a strong, linear relationship with depth; this procedure yielded an R 2 value of 0.596 for the simpler and deeper of our two study reaches. An alternative strategy involved using only fieldsurveyed depths and image spectra from a single cross section (XS) in the calibration. Although the OBRA R 2 varied considerably from one XS to the next, this approach resulted in a mean OBRA R 2 (0.681) higher than when data from throughout the reach were combined into a single data set. We also evaluated a slight variation on this individual XS-based OBRA method in which image spectra for all pixels along a transect were used along with a continuous (interpolated) set of depths to perform the calibration. This approach avoided issues related to selective measurement of survey points at breaks in slope and misalignment between field surveys and image data and also served to provide a more representative, uniform sampling of the bed topography. Despite these advantages, the transect-based OBRA did not provide a significant improvement over calibration based on the original survey points. A more effective and innovative calibration strategy was based on field spectroscopy. In this case, ground-based reflectance measurements were used as input to OBRA and the resulting relation applied to the image to produce a bathymetric map. For field spectra convolved to the sensor's bands, we obtained an OBRA R 2 value of 0.944, significantly higher than when image spectra were used.
[60] To assess the accuracy of the bathymetric maps generated via each of these calibration methods, we compared survey data and image-derived estimates of water depth at cross sections. Visual inspection of XSs generally indicated good agreement between spectrally based depth estimates and field measurements. Regressions of observed (fieldsurveyed) versus predicted (image-derived) depths for both the original survey points and continuous transects served to quantify the strength of this association. Additional validation metrics included the bias, root-mean square error (RMSE), and residual error (that portion of the total error remaining after the bias was removed). Our analysis indicated that bathymetric accuracy varied appreciably from one XS to the next along a reach, but this variability was not explained by topographic characteristics (mean, standard deviation, and maximum depth) of individual XSs. Reachaveraged accuracy metrics provided a basis for comparing different calibration techniques, as well as the two study sites we examined. This analysis indicated that although calibration via field spectroscopy resulted in a shallow bias, this approach provided relative accuracies similar to those of the image-based methods. Of the latter techniques, calibration by reach-aggregated OBRA resulted in the smallest RMSE and highest observed versus predicted R 2 . Depth estimates based on calibrations derived from individual XSs were nearly as accurate, however, implying that extensive field surveys might not be necessary.
[61] Regardless of the calibration method employed, spectrally based depth retrieval from this turbid river was of limited accuracy. RMS errors were on the order of one third the mean flow depth (60.19 m) for a relatively simple, narrow and deep reach and half the mean depth (60.12 m) for a more complex, shallow, braided site. Nevertheless, the bathymetric maps themselves were coherent and hydraulically reasonable, clearly highlighting salient features of the channel morphology. The visual impression provided by these maps was thus more encouraging than the numerical metrics computed from individual points and cross sections. In dynamic, sand-bed rivers such as the Platte, migration of mobile bars during the time period between field surveys and image acquisition could complicate accuracy assessment and lead to an overly pessimistic evaluation of depth retrieval performance. Similarly, for complex, braided channels featuring abrupt variations in depth, small misalignment between field surveys and image data could result in ground-based measurements from one location being paired with image-derived estimates from a slightly different location, leading to lower values of the accuracy metrics. More generally, these traditional, point-based comparisons of two, continuous topographic surfaces, one sampled in the field, the other derived from an image, might not be the most appropriate means of evaluating depth retrieval performance. Developing new, more spatially explicit alternatives thus represents an important topic for further research.
[62] The utility of remote sensing in river research and management ultimately depends on the extent to which image-derived estimates of various channel attributes can satisfy a particular application's information requirements.
To illustrate one such application, we used hyperspectral data from the Platte River to map the spatial distribution of shallow water habitat preferred by roosting cranes. Linear discriminant analysis (LDA) was used to produce a series of depth threshold maps that indicated whether each location within the channel was shallower or deeper than a specified cutoff depth. We performed a separate LDA for each band to examine spectral variations in the reflectance threshold used to distinguish between shallow and deep water. This analysis also served to identify wavelengths with low misclassification error rates (few shallow pixels assigned to the deep class and vice versa). Reflectance thresholds were greater for shallower depth cutoffs and in the red portion of the spectrum where attenuation by the water column was weakest. Misclassification error rates were less than 10% for the shallow cutoffs (0.15 and 0.3 m) most relevant to crane habitat mapping, but closer to 20% for deeper cutoffs. A multivariate LDA incorporating all spectral bands did not yield any significant improvement in accuracy, implying that a simple reflectance threshold for a single, red band could provide an efficient means of delineating shallow water habitats. LDA also enabled a probabilistic representation of habitat, and we produced maps depicting flow depth nonexceedance probabilities for a series of depth cutoffs. These maps revealed the spatial structure of the channel morphology, such as the lobate bar forms present along the Platte. For the larger depth cutoffs, specifying the probability that the local depth exceeded a certain value provided a more realistic alternative to absolute depth estimates that would be unreliable in deeper water.
