Let A (the elastic operator) be a positive, self-adjoint operator with domain D(A) in the Hubert space X, and let B (the dissipation operator) be another positive, self-adjoint operator satisfying: p\A a < B < p 2 A a for some constants 0 < pi < pi < oo and 0 < a < 1. Consider the operator (corresponding to the elastic model x + Bx + Ax = 0 written as a first order system), which (once closed) is plainly the generator of a strongly continuous semigroup of contractions on the space E = D(A ι/2 ) x X. We prove that if 1/2 < a < 1, then such semigroup is also analytic (holomorphic) on a triangular sector of C containing the positive real axis. This established a fortiori two conjectures of Goong Chen and David L. Russell on structural damping for elastic systems, which referred to the case a = 1/2. Actually, in the special case a = 1/2 we prove a result stronger than the two conjectures, which yields analyticity of the semigroup over an explicitly identified range of spaces which includes E. This latter result was already proved in our previous effort on this problem. Here we provide a technically different and simplified proof of it. We also provide two conceptually and technically different proofs of our main result for 1/2 < a < 1. Finally, we show that for 0 < a < 1/2 the semigroup is not analytic.
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correct-would cover precisely the cases that they would like to include in their proposed model for elastic systems. These two conjectures state, qualitatively, that the sought after analyticity property of the underlying dynamics (semigroup) holds true in the case where the dissipation operator is 'comparable' with the ^th-power of the elastic operator.
In the present paper we study the problem of analyticity of the underlying dynamics (semigroup) raised in [C-R l] , as extended however to the general case where the dissipation operator is 'comparable' with the αth-power of the elastic operator over the entire range 0 < a < 1 of the parameter α. We prove (Theorem 1.1) that the desired analyticity of the underlying semigroup is indeed attained in the range \ < a < 1 of the parameter, thereby establishing a fortiori the conjectures of [C-R.l] which refer to the case a = \. Indeed, in this special case a = ^, we prove a stronger result than the two conjectures (Theorem 1.2), which states that analyticity of the underlying semigroup is in fact obtained over an explicitly identified range of spaces which include the space of interest (the space E in (1.2) below). To complete the analysis, we also prove ( §2) that analyticity fails in the range 0 < a < \ of the parameter, in line with the well-known case α = 0, where the semigroup is in fact a group (and therefore cannot be analytic in an infinite dimensional space).
As in [C-R.l] , it is assumed throughout that: (H.I): A (the elastic operator) is a self-adjoint operator on a Hubert space X, strictly positive, with dense domain D(A) and compact resolvent R(λ, A), the case of interest in physical applications (one may readily reduce the case of A being only non-negative to the case of A being strictly positive [C-R.1, p. 434 
]). (H.2): B (the dissipation operator) is, for the time being, a positive, self-adjoint operator on X likewise with dense domain D(B) in X.
Generalizing the mathematical model proposed in [C-R.l ] to describe elastic systems, we shall consider in this paper the abstract equation 
with domain D(s/β) containing D(A) x D(B)
where the inner product on E is defined by (1.4) and where the operator B is assumed to satisfy the following additional hypothesis (H.3): There is a constant 0 < a < 1, and there are two constants 0 < p\ < p2 < oo such that ( and is a natural extension of the case a = j proposed in [C-R.l] . Thus, the prototype model is the choice B = 2pA a , 0<p<oo,0<a< 1; i.e. for future reference, the equation 2 ) x A,
1.2. Preliminaries. We shall collect here some results, to be invoked in subsequent sections, which are either well known or readily verifiable.
(i) In the dissipation-free case B = 0, the operator° (iii) Since B is positive on X, then (i) implies that sfβ is dissipative on E and the Lumer-Phillips theorem then shows that safe generates a strongly continuous semigroup of contractions on E.
( A negative result on the analyticity of exp(j^ί) on E when 0 < a < j is presented in §2. Spectral properties are given in Appendix A.
For a = 2 we have a stronger result. II^Ίk(£.)<*~Λ. ί>0.
• Actually, Theorem 1.2 was already established in our first effort on this problem [C-T l] which referred entirely to the case a = \. In fact, in this reference we have already provided two different proofs of Theorem 1.2, as well as a precise spectral decomposition of the operator stf pa for a = \ and 0 < p < 1 as a direct (non-orthogonal) sum of two normal operators on E ( [C-T.l In the present paper, we shall provide (in §6) a third proof of Theorem 1.2 (the direct proof announced in [C-T.l] , below (5.16)). See also Remark 6.1 below. Moreover, we shall provide (in § §4 and 5 respectively) two different proofs of Theorem 1.1. It should be noted that our present proofs of Theorem 1.1 in the case \ < a < 1 are not mere cosmetic variations of our proofs in [C-T.l] of Theorem 1.2 for a = \ (and in fact, the full strength of Theorem 1.2 is not true for \<a< 1, as for this range of a analyticity attains only on the space Eθ=\/2 as specified in Theorem 1.1, not on the entire range of spaces EQ 9 0 < θ < 1). We have found that the general case \ < a < 1 offers new genuine difficulties over the case a -\. In recent times, the issue of obtaining "structural damping" for the dynamics (1.1) has caught the interest of several authors, e.g. Proof. Generation by J^ of a strongly continuous semigroup on E was already asserted in §1.2(iii). The eigenvalue-vector problem for
The case:
whose solution is given precisely by the eigenvectors {e n } of A:
Then, the corresponding eigenvalues λp~ of srf$ are the solutions of the quadratic equation
and are given by 3.1. Statements. By §2, the strongly continuous semigroup of contractions generated by the operator stf pa on E is not analytic here for 0 < a. < j, as its (point) spectrum is not contained in a triangular sector of the type (2.9). See also Appendix A, in particular Eqs (A.3), (A.4), for the explicit computation of the eigenvalues of stf pa . Instead, if oί > j, the following positive result holds true. (ii) With reference to the operator function V~J (λ) defined in (1.13), the following uniform bounds hold true for all λ with Reλ > 0:
where (Ax, x) > μ.\(x, x), μ\>Q being the smallest eigenvalue of A.
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(iii) By interpolation between (3.2) and (3.3), and between (3.1) and (3.2) respectively, we obtain: for any 0 < θ < 1, the following uniform bounds hold true for all λ with Re A > 0:
For future easy reference, we single out the explicit versions of (3.4) and (3.5) for θ = \. These will be the only cases which will be invoked in our subsequent analysis in § §4 and 6: for all λ withReA> 0 (3.6)
Parts (i) and (ii). The following two different proofs may be given for parts (i) and (ii).
The most straightforward strategy consists in first establishing part (ii) by proving directly the uniform bounds (3.1), (3.2), (3.3). Once this is done, by referring back to the explicit expression (1.12) for the resolvent R(λ,s/ pa ), one plainly sees that (3.1), (3.2), and (3.3) collectively state that for all λ with Reλ > 0 and for all x e X such resolvent satisfies (3.8) \\R{λ^p a ) x \\ E < ηfplWU, Reλ > 0 for some positive constant C pa . By the sufficiency part of Hille's characterization [F l, pp. 179-186] , [P.I] , inequality (3.8) implies that the strongly continuous semigroup of contraction exρ(j^α0 (see §1.2(iii)) is also analytic on E, thus proving part (i). A second proof, less direct but also much more informative, inverts the order of the arguments. Here, one first shows part (i) that the semigroup exp(j^α/) is analytic on E, as a consequence of some interesting spectral properties possessed by the operator sf pa plus the location of its spectrum for a > ^. (These properties, among other things, yield an explicit spectral expansion for exp(j^α/).) Then, by the necessary part of Hille's characterization, it then follows that the uniform bound (3.8) for the resolvent holds true. Finally, specializing (3.8) with x = [x\, 0] and x = [0, Xι] both in E and using the explicit expression (1.12) for R(λ,s/ pa ), one obtains the uniform bounds (3.1), (3.2), (3.3) (without, however, the explicit expression for the constants involved), thus proving part (ii).
The second approach is presented in Appendix A. Here we shall follow the first approach. To establish parts (i) and (ii), it remains to prove (3.1), (3.2), (3.3). Below we shall give a coordinate-free proof of (3.1), (3.2), (3.3), while in Appendix B we give a proof which uses the orthonormal basis of eigenvectors of A.
Proof of '(3.2) . From (1.13)
for all λ with Reλ > 0.
Moreover, the range of V pa (λ)A~alλ is all of X for Reλ > 0 because of (3.10) and since the null space of the adjoint (V pa (λ)A~a/λ)* = V pa {λ)A~a/λ (see (1.17)) is plainly the trivial subspace for Reλ > 0. Thus, this latter property and (3.10) together imply (3.2) as desired.
(Note that the present proof does not use a > j.) 
Proof of {SΛ
In fact, let α /; , i,j = 1,2, denote the entries of the matrix Then, (4.2), (4.3), and (4.4) refer directly to a\\, a\2, and #22> while #2i yields λVβ we compute
If we set, as in (1.22),
then S a is a bounded self-adjoint operator on X, boundedly invertible here, by assumption (1.5). Distributing λ across in (4.6), we re-write (4.6) as
But, by (3.3) and (3.6), the two terms A 
< c pa .
• Assuming for the time being the validity of (4.13), we then obtain from (4.14)
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and we need to show that the left hand side of (4.14) is uniformly bounded in L(X) for Re A > 0. To establish this, since (a + β)/2 > a under the present assumption, we appeal to the uniform bound (3.4) with θ identified by (1 -a)θ + a = (α + β)/2. Thus (4.15) θ= β v and 1-0=1 + £ Λ~ , 2(1 -α) 2(1 -a) and our claim follows. Then (3.4) and (4.13) applied to (4.14) prove (4.9) as desired.
Proof of Lemma 4.2. Let 0 < 2ρ < p\. From assumption (1.5), we see that the operator S a in (4.7) satisfies •
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The proof of Proposition 4.1 is complete. D is uniformly bounded in L{X) for all λ with Rcλ > 0. This is then the special case β = 0 of the following more general result (which we shall use also in §5 below with a = \, β = -α). 
Proof of {A3
5.
Case \ < a < 1. A second proof of Theorem 1.1. We recall that our goal is to establish the uniform inequalities (4.2), (4.3), and (4.4) in order to attain the uniform bound (4.1). Our second proof will be based on the following factorization of the function V pa (λ) in (1.13), which we shall consider only for a = \. Let 0 < θ < π/2 be fixed and select p to be p = cos0, so that 0 < p < 1. We factor the function VpaW f°Γ a = j i n t° tw o commuting factors as follows 
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where φ is a fixed but arbitrary angle π/2 < φ < π, and Proof of (5.11). First of all, since (U(λ, 0))* = Ufi, 0), we see from that it suffices to prove (5.11) for Reλ > 0 and ImΛ, > 0. We shall accomplish this in several steps.
Step 1. We begin by noticing that for all λ with Re A > 0, the following uniform lower and upper bounds hold true: and then apply the preceding analysis to show that the right hand side of (5.18) is uniformly bounded above for Re A > 0 in L(X).) Thus (5.15) is fully proved. A proof of (5.15) by eigenvector expansion may also be given.
Step 2 
where we have set for
That J 2 is well-defined on X follows as in (5.28), (5.29) below.
Step 4 where we have suppressed the arguments A, θ, x.
Step 6. We compute by ( for any preassigned j < ε < 1.
Step 7. The following Lemma is then crucial.
\λ\-
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LEMMA 5.2. There exists a suitable constant \ < ε\ < 1 {con-structively found in the proof below) such that for all x e X and all 0 < θ < π/2 we have
for Reλ>0 and Imλ>0.
The proof of Lemma 5.2 will be given in Step 9 below.
Step 8. Assuming for the moment Lemma 5.2 and recalling (5.22) we obtain that: for all x € X and all λ with Reλ > 0 and ImΛ, > 0 the following uniform bound holds true:
hus, from (5.36) ? in order to conclude with the uniform bound (5.11) for Re/I > 0 and Imλ > 0 as desired, we need to check that the range of (/ + λU (λ, θ) ) is all of X (for Rcλ > 0, in fact). This, in turn, is seen by (5.36) and by verifying that the null space of its adjoint (see (5.3)) (5.37) (I + λU(λ,θ) 
is the trivial subspace. Indeed, let (/ + λU(λ, θ))*x = 0 for a fixed λ with Reλ > 0 and thus, from (5.37), let
with xEl.We shall show that x = 0. In fact, we first multiply (5.38) by the uniformly bounded operator (see (5.15)) and we next take the inner product with x. We obtain
where in the last step we have recalled (5.23). Taking the imaginary part of identity (5.39) and multiplying it by (Im!) yields (since the inner product on the left of (5.39) is real):
The proof of inequalities (6.4)-(6.6) can be accomplished by using the same techniques that were employed in §4 in the proof of inequalities (4.2)-(4.4). In fact, the task now is easier than in §4, in that we shall have no need now of the inteφolating inequalities (3.4) and (3.5) (in the special case θ = \ of (3.6)-(3.7)) used in §4, only of the original inequalities (3.1)-(3.3) (we recall that (3.1)-(3.3) collectively state the basic inequality (3.1) for R(λ, stf pa )). Throughout this section, we drop the subscript a = \ and write V~x, S, etc., instead of V~x(λ), (1.13), 5 α , (4.7), etc. Moreover, the two step procedure of §4 will reduce now to just invoking the fundamental Lemma 4.2. To prove (6.4), (6.5), (6.6) we first establish the following identities, respectively (6.7) (6.8)
Then, application of Lemma 4.2 with a = \ to (6.7)-(6.9) together with properties (3.1)-(3.3) yields (6.4)-(6.6), respectively. Identities (6.8)-(6.9) are proved as in §4 by use of (4.5) and (4.7) with a = \\ instead, for inequality (6.9) we use V~x -V~x = V~X(V B -V p )V~ι. But we now note that inequalities (6.11), (6.13) and (6.14) are equivalent to the already established inequalities (6.4), (6.5), (6.6), respectively, simply by taking the adjoint and using [V^ι(λ)]* = Vβ l (λ) 9 see (1.17), and Reλ = Reλ To establish (6.12) we proceed as in §4. First, by (4.5) and (4.7) we obtain 
srf B generates an analytic semigroup onY = D(
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For the operator A subject to assumption (H.I), let {μ w }£L 1? 0 < μι < μι < , be its eigenvalues and let {e n }%L γ be the corresponding eigenvectors subject to the normalization condition (A.6) below (A.I)
Ae n = μ n e n .
For simplicity of exposition, we assume that the μ«'s are all simple.
The following spectral properties of the operator sf pa in (1.8) show, in particular, that srf pa has a special structure. In the general case where
a for all n (in particular for a = 5, p Φ 1), s/ pa is the direct (non-orthogonal) sum of two (explicitly identified) normal operators on E. In the special case where a Φ \ and p 2 = μ]^l a for a (unique) value n = n*, then sf pa has a third direct sum component, which possesses a Jordan cell structure on the two dimensional generalized eigenspace of srf p0L corresponding to n = n*. Finally, in the case a = 5, p = 1, srf pa is the infinite sum of Jordan cell operators of the type described, for all values of n. But in the range \ < a the eigenvalues λn~ of sf pa are contained in a triangular sector
since | Imλp~\/\ ReA^'~| < const. Hence, the above spectral properties imply that, in this case j < α, the strongly continuous semigroup of contractions of exp(j^> α ί) generated by srf pa on E ( §1.2(iii)) is, in addition, analytic (holomorphic) here. Moreover, exp(j^αί) admits explicit spectral expansions on E. This way one shows, a fortiori, part (i) of Proposition 3.1. This then implies the uniform Hille's bound (3.8) for the resolvent R(λ,s/ pa ) and hence (via (1.2)) the uniform bounds (3.1), (3.2), (3.3) of part (ii) (except for the explicit constants involved). Then, in (A.26) E.
• Proof. Direct verification is left to the reader. D From the space decomposition (A.22) and expansion (A.37) we obtain, in particular, an explicit representation for sf pa and the corresponding strongly continuous semigroup exp(Λ^αί) The latter shows, by inspection, that exp(s/ pa t) is, in fact, analytic on E in a suitable triangular sector around the positive real axis i?+. THEOREM A. 3. Let \ < a and 0 < p < oo be given satisfying assumption (A.27) Even in the case a = j, the results of the present Appendix strengthen and refine those in [C-R.1], by providing more precise information about the spectral structure of s/ pa * In particular, in the case a = \ and 0 < p < 1 [C-R.l] asserts only that sf pa is similar to a normal operator, while Theorem A. 3 above specifies that, in fact, s/pa is the direct sum of two normal operators, a plainly more precise conclusion. As a consequence, the eigenvectors of sf pa are only asserted in [C-R.l] to form a Riesz basis, in the case a = \ and 0 < p < 1, a plainly weaker conclusion than the precise spectral description and decompositions of Lemma A. 1-A.2. D REMARK A.2. Expansions (A.38) and (A.39) show directly that for 0 < a < \ the semigroup exp(j^αί) is differentiate on E for t > 0; &f P a exp(jtf pa t) is well defined on all of E. α
