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WEYL MODULES FOR THE HYPERSPECIAL CURRENT ALGEBRA
VYJAYANTHI CHARI, BOGDAN ION, AND DENIZ KUS
Abstract. We develop the theory of global and local Weyl modules for the hyperspecial max-
imal parabolic subalgebra of type A
(2)
2n . We prove that the dimension of a local Weyl module
depends only on its highest weight, thus establishing a freeness result for global Weyl modules.
Furthermore, we show that the graded local Weyl modules are level one Demazure modules
for the corresponding affine Lie algebra. In the last section we derive the same results for the
special maximal parabolic subalgebras of the twisted affine Lie algebras not of type A
(2)
2n .
1. Introduction
The interest in the representation theory of current algebras naturally originated in the con-
text of the representation theory of quantized enveloping algebras of affine Lie algebras. How-
ever, further investigations revealed that the category of graded representations of the current
algebra with finite dimensional homogeneous components has an appealing structure which we
will describe in what follows.
Let g be a simple complex Lie algebra. The current algebra g[t] associated to g is defined as
the Lie algebra of polynomial maps C→ g and can be identified with the complex vector space
g ⊗ C[t] with Lie bracket the C[t]-bilinear extension of the Lie bracket on g. This Lie algebra
is naturally graded and the category of graded representations with finite dimensional homo-
geneous components is not semi-simple. In fact, it contains many well-known indecomposable
reducible representations such as the Kirillov-Reshetikhin modules and the g-stable Demazure
modules associated to positive level integrable representations of ĝ, the untwisted affine Lie
algebra corresponding to g.
In [6] the authors introduced and studied two important families of universal highest weight
indecomposable modules for the current algebra. Fix h a Cartan subalgebra of g. The first
family, indexed by dominant integral weights λ of g, are the global Weyl modules W (λ) which
are cyclic on a highest weight vector wλ. These modules admit a compatible g[t]–grading and
the homogenous components are finite–dimensional. Moreover, in addition to being a left g[t]-
module, the global Weyl module W (λ) admits a graded right module structure with respect to
a graded commutative algebra Aλ. This algebra is defined to be the symmetric algebra of h[t]
modulo the annihilator of the element wλ and it was shown that Aλ is a polynomial algebra on
finitely many generators depending on λ.
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The second family of modules is indexed by dominant integral weights λ of g and maximal
not necessarily graded ideals I in Aλ. These are called the local Weyl modules and are denoted
W (λ, I) (see [2] for this formulation). The algebra Aλ has a unique graded maximal ideal and
hence the corresponding local Weyl module denoted W (λ, Iλ,0) is also graded. The local Weyl
modules are universal highest weight objects in the category of finite dimensional representations
of g[t]. The fundamental facts in this context – proved in [6] for A1, [5] for g of type An, in
[12] for g simply laced algebras of rank at least two, and in [19] for g not simply laced – are the
following: all the local Weyl modules with highest weight λ have the same dimension. For g
simply-laced W (λ, Iλ,0) is isomorphic to the g–stable Demazure modules D(−λ) associated to
level one integrable representations of ĝ and extremal weight −λ. The situation for g non–simply
laced case is more complicated, the graded local Weyl modules only admit a filtration by level
one Demazure modules. In any case, it follows that the global Weyl module W (λ) is free as a
Aλ-module with rank equal to the dimension of the local Weyl modules W (λ, Iλ,0).
More recently, efforts were made to develop a corresponding theory for twisted loop algebras
and the so-called twisted current algebras g[t]σ. We shall discuss this in some detail since it is
relevant for the primary focus of this paper. The loop algebra L(g) is defined analogously to the
current algebra by replacing C[t] with C[t, t−1]. The twisted loop algebra and the twisted current
algebra are defined to be the fixed point subalgebras of L(g) and g[t] under an automorphism σ
induced from a non-trivial diagram automorphism of g. The development of this theory for the
twisted loop algebras is is the following: the theory of local Weyl modules of such algebras was
developed in [3]. On the other hand, the theory of global Weyl modules for twisted loop algebras
is developed in [14] assuming that g is not of type A
(2)
2n . The theory of global Weyl modules
for special kinds of equivariant map algebras is developed in [13] but this work is contingent on
the assumption that a certain group action is free and therefore it cannot be used to study the
twisted current algebras. This work also does not deal with the case of A
(2)
2n . The final remark
in this direction is that the isomorphism between graded local Weyl modules for the twisted
current algebras and level one Demazure modules for the associated twisted affine Lie algebra
was established in [10] except in the case of A
(2)
2n , where only partial results are obtained.
There is a second point of view that leads to the construction of current algebras associated
to affine Lie algebras ĝ. From this point of view, the current algebra associated to ĝ is essentially
defined as the special maximal parabolic subalgebra of ĝ. Aside from ĝ of type A
(2)
2n , this point
of view produces the usual current algebras and twisted current algebras. For ĝ of type A
(2)
2n
there are two conjugacy classes of special maximal parabolic subalgebras: one of them has
distinguished properties and it is called hyperspecial. The algebra sl2n+1[t]
σ studied in [3, 10]
corresponds to the special non-hyperspecial maximal parabolic subalgebra of type A
(2)
2n .
The goal of this paper is to develop the theory for twisted current algebras and it is now clear
that the most challenging case is that of A
(2)
2n . The main body of the paper is devoted to the
study of of global and local Weyl modules for its hyperspecial maximal parabolic subalgebra,
which we also call current algebra to avoid deviating from the established terminology. In
Section 9 we treat the other twisted current algebras corresponding to the maximal parabolic
subalgebra of gˆ; however, in the case of sl2n+1[t]
σ the results of Section 9 are still incomplete
since the dimension of the local graded Weyl modules is still not known in general. We remark
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here that one of our motivations for studying the hyperspecial case is the relationship between
the characters of global Weyl modules and Macdonald polynomials established in [4].
The study of the current algebras and twisted current algebras associated to affine Lie algebras
not of type A
(2)
2n ultimately relies on the understanding of the representation theory of the current
algebra sl2[t] that is, up to isomorphism, the only rank one current subalgebras that can appear
in such a situation. On the other hand, in studying the hyperspecial current algebra associated
to the affine Lie algebra of type A
(2)
2n one has to deal with a genuinely new phenomenon as one
encounters and is bound to understand the rank one hyperspecial current algebra of type A
(2)
2
considered here for the first time. Furthermore, the hyperspecial current algebra is not realized
in the same fashion as the other twisted current algebras which also contributes to the technical
difficulties of this case.
Let us describe our results for the hyperspecial current algebra of type A
(2)
2n . We denote by g
the homogeneous component of degree zero of the current algebra (a simple Lie algebra of type
A1 or Cn, n ≥ 2, according to its rank), and by Cg the current algebra itself. Our main results
are the following; we refer to Section 2 and Section 3 for the precise definition of the ingredients.
Theorem 1. Let λ be a dominant integral weight of g. The algebra Aλ is a graded polynomial
algebra in variables Ti,r of grade 2r, 1 ≤ i ≤ n, 1 ≤ r ≤ λ(α
∨
i ).
Theorem 2. Let λ be a dominant integral weight of g. The graded local Weyl module W (λ, Iλ,0)
and the Demazure module D(−λ) are isomorphic as graded Cg-modules.
Theorem 3. Let λ be a dominant integral weight of g. For any maximal ideal I of Aλ, we have
dimW (λ, I) =
n∏
i=1
(
2n+ 1
i
)λ(α∨i )
.
From Theorem 1 and Theorem 3 we obtain the following.
Theorem 4. Let λ be a dominant integral weight of g. The global Weyl module W (λ) is a free
Aλ-module of rank equal to
n∏
i=1
(
2n+ 1
i
)λ(α∨i )
.
In Section 9 we obtain, except for sl2n+1[t]
σ, the corresponding results for twisted current
algebras: the global Weyl moduleW (λ) is free as aAλ-module with rank the common dimension
of the local Weyl modules W (λ, I).
The validity of the freeness property for the global Weyl modules associated to Cg points
perhaps to the existence of a more subtle canonical context for such questions. To further
stress this point, let us mention that the understanding that the hyperspecial standard maximal
parabolic subalgebra of A
(2)
2n is better behaved than the special standard maximal parabolic
originated in [4] where the main results of this paper are used. As explained in [4], for this
particular choice of maximal parabolic a rather subtle BBG-type reciprocity property holds
for the category of graded representations with finite dimensional homogeneous components,
connecting the global Weyl modules, local Weyl modules, the simple objects in the category, and
their projective covers, and the characters of the local and global Weyl modules are specialized
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Macdonald polynomials. The BGG reciprocity and the connection with Macdonald theory hold
also for the current algebras associated to all the other idecomposable affine Lie algebras.
2. Preliminaries
2.1. We denote the set of complex numbers by C and, respectively, the set of integers,
non–negative integers, and positive integers by Z, Z+, and N. Unless otherwise stated, all the
vector spaces considered in this paper are C-vector spaces and ⊗ stands for ⊗C.
2.2. For a Lie algebra a, we let U(a) be the universal enveloping algebra of a. If, in
addition, a is Z+-graded, thenU(a) acquires the unique compatible Z+-graded algebra structure.
We shall be interested in Z-graded representations V = ⊕r∈ZV [r] of Z+-graded Lie algebras
a = ⊕r∈Z+a[r]. Clearly, a[0] – the homogeneous component of a of grade zero – is a Lie
subalgebra of a and if V is a Z-graded representation, then every homogeneous component V [r]
is a a[0]–module. A morphism between graded a-representations is a grade preserving map of
a-modules.
2.3. We refer to [17] for the general theory of affine Lie algebras. Throughout, Â will
denote the indecomposable affine Cartan matrix of type A
(2)
2n , n ≥ 1, and Ŝ will denote the
corresponding Dynkin diagram with the labeling of vertices as in Table Aff2 from [17, pg.54-55].
Let A and S be the Cartan matrix and Dynkin diagram (of type A1 if n = 1 and of type Cn if
n ≥ 2) obtained from Ŝ by dropping the zero node.
Let ĝ and g be the affine Lie algebra and the finite–dimensional algebra associated to Â and
A, respectively. We can and shall realize g as a subalgebra of ĝ. We fix h ⊂ ĥ Cartan subalgebras
of g and respectively ĝ. We denote by R̂ and, respectively, R the set of roots of ĝ with respect
to ĥ, and the set of roots of g with respect to h. We fix {α0, . . . , αn} a basis for R̂ such that
{α1, . . . , αn} is a basis for R. The corresponding sets of positive and negative roots are denoted
as usual by R̂± and respectively R±. We fix d ∈ ĥ such that α0(d) = 1 and αi(d) = 0 for i 6= 0;
d is called the scaling element and it is unique modulo the center of ĝ. For 0 ≤ i ≤ n, define
ωi ∈ ĥ
∗ by ωi(α
∨
i ) = δi,j , for 0 ≤ j ≤ n, and ωi(d) = 0, where δi,j is Kronecker’s delta symbol.
The element ωi is the fundamental weight of ĝ corresponding to α
∨
i .
Let Rℓ and Rs denote respectively the subsets of R consisting of the long and short roots
and denote by R±ℓ , R
±
s the corresponding subsets of positive and negative roots. For n = 1, by
convention, Rℓ = R and Rs = ∅.
If δ denotes the unique non-divisible positive imaginary root in R̂ then R̂ = R̂+ ∪ R̂−, where
R̂− = −R̂+, R̂+ = R̂+re ∪ R̂
+
im, and
R̂+im = Nδ, R̂
+
re = R
+ ∪ (Rs + Nδ) ∪ (Rℓ + 2Nδ) ∪
1
2
(Rℓ + (2Z+ + 1)δ).
For n = 1, by convention, Rs + Nδ = ∅.
We also need to consider the set
R̂re(±) = R
± ∪ (R±s + Nδ) ∪ (R
±
ℓ + 2Nδ) ∪
1
2
(R±ℓ + (2Z+ + 1)δ).
Remark that R̂re(+) ∪ R̂re(−) = R̂
+
re ∪R
−.
WEYL MODULES FOR THE HYPERSPECIAL CURRENT ALGEBRA 5
2.4. Let Q = ⊕ni=1Zαi be the root lattice of R and let Q¯ = ⊕
n−1
i=1 Zαi⊕Z
1
2αn. The respective
Z+-cones are Q
+ = ⊕ni=1Z+αi and Q¯ = ⊕
n−1
i=1 Z+αi⊕Z+
1
2αn. The weight lattice of R is denoted
by P and the cone of dominant weights is denoted by P+. Note that P = Q¯ but P+ 6= Q¯+. Let
Ŵ and W be the Weyl groups of ĝ and g, respectively.
2.5. Given α ∈ R̂+ let ĝα ⊂ ĝ be the corresponding root space; note that ĝα ⊂ g if α ∈ R.
We define several subalgebras of ĝ that will be needed in what follows. Let b̂ be the Borel
subalgebra corresponding to R̂+, and let n̂+ be its nilpotent radical,
b̂ = ĥ⊕ n̂+, n̂± = ⊕α∈R̂+ ĝ±α.
The subalgebras b and n± of g are analogously defined.
The hyperspecial standard maximal parabolic subalgebra of ĝ is the standard maximal para-
bolic subalgebra corresponding to the Dynkin diagram of g. The hyperspecial standard maximal
parabolic subalgebra contains the center of ĝ as a direct factor and therefore we can split off
the center and consider instead
k = (h⊕Cd)⊕ n̂+ ⊕ n−.
The current algebra Cg is defined to be the ideal of k defined as
Cg = h⊕ n̂+ ⊕ n−.
Remark. Our definition of the current algebra of type A
(2)
2n is different from the notion of twisted
current algebra of type A
(2)
2n that exists in the literature (for example, as in [10]).
Warning. The current algebra Cg depends on the affine Lie algebra ĝ and not only on g as
the notation suggests. In fact, associated to g of type A1 there are two current algebras,
corresponding to the affine Lie algebras of type A
(1)
1 and A
(2)
2 , and associated to g of type Cn,
n ≥ 2, there are three current algebras, corresponding to the affine Lie algebras of type C
(1)
n ,
A
(2)
2n−1, and A
(2)
2n , each exhibiting different behaviour in some respects.
The current algebra has a triangular decomposition
Cg = Cn+ ⊕ Ch⊕ Cn−,
where
Ch = Ch+ ⊕ h, Ch+ =
⊕
k>0
ĝkδ, Cn
± =
⊕
α∈R̂re(±)
ĝ±α.
Note that Ch is an abelian Lie subalgebra.
2.6. The element d defines a Z+-graded Lie algebra structure on Cg: for α ∈ R̂ we say that
gα has grade k if
[d, xα] = kxα
or, equivalently, if α(d) = k. Remark that since δ(d) = 2 the eigenvalues of d are all integers
and if gα ⊂ Cg, then the eigenvalues are non–negative integers. With respect to this grading,
the zero homogeneous component of the current algebra is Cg[0] = g and the subspace spanned
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by the positive homogeneous components is an ideal denoted by Cg+. We have a short exact
sequence of Lie algebras,
0→ Cg+ → Cg
ev0−→ g→ 0.
Note that this exact sequence is right-split but not left-split as a sequence of Lie algebras but
it is a split sequence as a sequence of g-modules.
3. Current algebra representations
3.1. We start by recalling some standard notation and results on the representation theory
of g and then introduce the representations of Cg that we will be concerned with.
A g–module V is said to be a weight module if it is h–semisimple,
V = ⊕µ∈h∗Vµ, Vµ = {v ∈ V : hv = µ(h)v, h ∈ h}.
Set wtV = {µ ∈ h∗ : Vµ 6= 0}. Given λ ∈ P
+, let V (λ) be the irreducible finite–dimensional
g–module generated by an element vλ with defining relations:
n+vλ = 0, hvλ = λ(h)vλ, x
λ(α∨)+1
−α vλ = 0,
for all h ∈ h and α ∈ R+. We have wtV (λ) ⊂ λ − Q+. Any irreducible finite–dimensional
g–module is isomorphic to V (λ) for some λ ∈ P+. Moreover, any locally finite–dimensional
g–module V is isomorphic to a direct sum of modules V (µ), µ ∈ P+, and in particular wtV is
a W–invariant subset of h∗.
Since we have an inclusion of g →֒ Cg we can and do regard all Cg–modules as g–modules
by restriction. In particular a weight module for Cg is one which is a weight module for g.
Notice that if we regard Cg as a g–module via the adjoint action then Cg is a weight module
and wtCg ⊂ Q¯. A similar statement is true for the adjoint action of g on U(Cg).
3.2. For λ ∈ P+, let P (λ) be the Cg module induced from V (λ),
P (λ) = U(Cg)⊗g V (λ).
Setting pλ = 1 ⊗ vλ, it is easily seen that P (λ) is generated as Cg-module by the element pλ
with the same relations as vλ. Moreover, if we regard U(Cg+) as a g–module via the adjoint
action, we have an isomorphism of g-modules,
P (λ) ∼= U(Cg+)⊗ V (λ).
Hence P (λ) is a weight module and wtP (λ) ⊂ λ− Q¯. In addition, P (λ) is a projective module
in the category of Cg–modules which are locally finite–dimensional g–modules. If we declare the
grade of pλ to be r ∈ Z, then P (λ) is also a Z–graded Cg–module and we denote this module
by P (λ, r). A non–zero graded component of P (λ, r) has grade m ≥ r and the rth graded
piece is isomorphic to V (λ) and all graded components are finite–dimensional g–modules. In
particular this proves that P (λ, r) and hence also P (λ) is a sum of finite–dimensional g–modules.
Denoting by ev∗0 V (λ) the Cg–module obtained by pulling back V (λ) through the homomorphism
ev0 : Cg → g, we see that ev
∗
0 V (λ) is an irreducible quotient of P (λ) and that P (λ) is the
projective cover of ev∗0 V (λ) in the category of Cg–modules which are locally finite-dimensional
g–modules.
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3.3. Let W (λ) be the maximal quotient of P (λ) such that wtW (λ) ⊂ λ− Q¯+. Then W (λ)
is locally finite–dimensional and the arguments of [2] prove that if we denote by wλ the image
of pλ, then W (λ) is generated by the element wλ with relations:
Cn+wλ = 0, hwλ = λ(h)wλ, x
λ(α∨)+1
−α wλ = 0,
for all h ∈ h and α ∈ R+. Again, it is clear that if we declare the grade of wλ to be r then W (λ)
is a Z–graded module which we denote asW (λ, r). It can also be defined as the maximal graded
quotient of P (λ, r) such that wtW (λ, r) ⊂ λ− Q¯+. Finally, note that ev∗0 V (λ) is a quotient of
W (λ) proving that W (λ)λ 6= 0. The module W (λ) is called a global Weyl module.
3.4. Since Ch is an abelian Lie algebra and [Ch+,Cn
+] ⊂ Cn+, following [2], one sees that
there is well–defined (graded) right action of U(Ch+) on W (λ) by:
(ywλ)u = yuwλ, u ∈ U(Ch+), y ∈ U(Cg).
This action commutes with the (graded) left action of U(Cg) and makes W (λ) a (graded)
(Cg,Ch+)–bimodule. Set
Ann(wλ) = {u ∈ U(Ch+) : uwλ = wλu = 0},
and observe that this is a (graded) ideal in U(Ch+). Let Aλ be the corresponding (graded)
quotient. The following result is clear from the discussion.
Proposition. Let λ ∈ P+. Then,
(i) The global Weyl module W (λ) (resp. W (λ, r), r ∈ Z) is a (Cg,Aλ)-bimodule (resp. graded
(Cg,Aλ)-bimodule).
(ii) For any µ ∈ P the subspace W (λ)µ is a right Aλ–submodule of W (λ), and hence we have
a decomposition
W (λ) =
⊕
µ∈P
W (λ)µ,
as (h,Aλ)–bimodules.
(iii) As an Aλ–module the subspace W (λ)λ = wλAλ is free of rank one.

3.5. Given a maximal ideal I of Aλ, define the local Weyl module W (λ, I) as
W (λ, I) =W (λ)⊗Aλ Aλ/I.
Proposition 3.4(ii) shows that W (λ, I) is a weight module and we have
W (λ, I) =
⊕
µ∈P
W (λ)µ ⊗Aλ Aλ/I.
Proposition 3.4(iii) gives
dimW (λ, I)λ = 1,
and hence W (λ, I) has a unique irreducible quotient V (λ, I). We denote the image of wλ in
W (λ, I) by wλ,I. Suppose that I˜ is the preimage of I in U(Ch+). Then it is clear that
W (λ, I) ∼=W (λ)⊗U(Ch+) U(Ch+)/I˜,
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and hence W (λ, I) is the quotient of W (λ) obtained by imposing the additional relation,
I˜wλ = 0.
The local Weyl modules are graded if and only if the ideal I˜ or equivalently, I is graded. We
let I˜λ,0 to be the augmentation ideal in U(Ch+) and Iλ,0 to be its image in Aλ in which case
W (λ, Iλ,0) is graded and has ev
∗
0 V (λ) as its graded quotient. Finally, we remark that if λ, µ ∈ P
+
and I and J are ideals in Aλ and Aµ respectively, then W (λ, I) ∼=W (µ,J) as Cg-modules if and
only if λ = µ and I = J.
3.6. Let V̂ (ω0) be the unique irreducible highest weight ĝ-module with highest weight ω0.
For each w ∈ Ŵ the weight space V̂ (ω0)w(ω0) is one-dimensional. The b̂-module generated by
V̂ (ω0)w(ω0) depends only on w(ω0) and is denoted by D(w(ω0)). These modules are called level
one Demazure modules and are finite dimensional b̂-modules.
The eigenspaces of the scaling element d define a canonical Z-grading on the Demazure
modules. Replacing ω0 with ω0+ s
1
2δ, s ∈ Z, produces modules that differ only in the d action:
the grading of one is a shift of the other. Since modulo δ we have Ŵ (ω0) = P + ω0, the level
one Demazure modules are of the form D(λ + s12δ + ω0) with λ ∈ P . To keep the notation as
simple as possible, we will use D(λ) to refer to D(λ+ ω0).
Although D(λ) are by definition only b̂-modules, for anti-dominant λ they are admit a Cg-
module structure. In this paper we will be concerned with the Demazure modules D(−λ) for
λ ∈ P+.
4. An explicit realization of the current algebra
In this section we give an explicit construction of the algebra Cg which will be used to prove
our results. This can be found in [1] or [17] but our exposition uses different notation and so
we very briefly outline proofs for some of the statements. In the second half of this section we
relate the local Weyl modules for Cg to the local Weyl modules for the loop algebra of sl2n+1.
4.1. Let sl2n+1 be the Lie algebra of trace zero (2n + 1) × (2n + 1) matrices with complex
entries and let h2n+1 be a fixed Cartan subalgebra. We also fix {α(i) : 1 ≤ i ≤ 2n} a basis for the
root system of sl2n+1 with respect to h2n+1 and such that their labeling corresponds to the usual
labeling for the Dynkin diagram of type A2n. We denote by Φ
+ = {α(i, j) : 1 ≤ i ≤ j ≤ 2n} the
corresponding set of positive roots where α(i, j) =
∑j
k=i α(k). We denote by P2n+1 the weight
lattice of sl2n+1 and by P
+
2n+1 the cone of dominant weights with respect to the fixed basis.
Let n±2n+1 be the nilpotent subalgebra of sl2n+1 determined by ±Φ
+. We fix a Chevalley basis
{X±i,j , Hi : 1 ≤ i ≤ j ≤ 2n} for sl2n+1. The assignment
X±i,i → X
±
2n+1−i,2n+1−i
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extends to an algebra automorphism σ of sl2n+1 and we set
x±0 = X
∓
1,n −X
∓
n+1,2n,
x±i = X
±
i,i +X
±
2n+1−i,2n+1−i, 1 ≤ i ≤ n− 1,
x±n = X
±
n,n+1,
hi = Hi +H2n+1−i, 1 ≤ i ≤ n.
It can be easily checked that the Lie algebra sl2n+1 is generated by x
+
i , 0 ≤ i ≤ n.
4.2. Let C[t, t−1] be the ring of Laurent polynomials in the indeterminate t and let
L(sl2n+1) = sl2n+1 ⊗ C[t, t
−1]
be the corresponding loop algebra with Lie bracket given by the C[t, t−1]-bilinear extension of
the Lie bracket of sl2n+1.
Lemma. The subalgebra of L(sl2n+1) generated by the elements x
±
i ⊗ 1, 1 ≤ i ≤ n − 1 and
x±n ⊗ t
±1 is isomorphic to g.
Proof. Recall that g is isomorphic to sp2n. The lemma is now easily verified by proving that
the elements x±i ⊗ 1, x
±
n ⊗ t
±1, 1 ≤ i ≤ n − 1 and hj ⊗ 1, 1 ≤ j ≤ n satisfy the same relations
as the Chevalley generators for sp2n. 
Henceforth, we will identify g with the subalgebra of L(sl2n+1) described above. The following
is proved in [17, Chapter 8].
Proposition. The Lie subalgebra of L(sl2n+1) spanned by the elements
(X + (−1)rσ(X))⊗ tr, X ∈ sl2n+1, r ∈ Z,
is isomorphic to [ĝ, ĝ] modulo its center. Furthermore, Cg is isomorphic to the subalgebra of
L(sl2n+1) generated by g and x
+
0 .
In what follows we will identify Cg with the subalgebra of L(sl2n+1) described above.
4.3. We shall adopt the following conventions. We identify the subalgebra h of g with the
subspace of h2n+1 spanned by the elements hi, 1 ≤ i ≤ n; the simple roots αi, 1 ≤ i ≤ n with
the set of simple roots determined by the elements x+i , 1 ≤ i ≤ n and the elements α
∨
i with hi,
1 ≤ i ≤ n. We shall regard h∗ as a subspace of h∗2n+1 by extending µ ∈ h
∗ as follows
µ(Hi) = µ(hi), 1 ≤ i ≤ n, µ(Hi) = 0, i > n.
Via this identification, the set of fundamental weights for sl2n+1 contains the fundamental
weights for g, allowing us to denote by ωi, 1 ≤ i ≤ 2n, the fundamental weights for sl2n+1. We
also have P ⊂ P2n+1 and P
+ ⊂ P+2n+1.
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4.4. Let α ∈ R+s and r ∈ Z+; α is necessarily of one of the two forms listed below for some
1 ≤ i ≤ j < n. We set
x±α+rδ = X
±
i,j ⊗ t
r + (−1)i+jX±2n+1−j,2n+1−i ⊗ (−t)
r, for α =
j∑
s=i
αs,
x±α+rδ = X
±
i,2n−j ⊗ t
r±1 + (−1)i+jX±j+1,2n+1−i ⊗ (−t)
r±1, for α =
j∑
s=i
αs + 2
n−1∑
s=j+1
αs + αn.
Let α ∈ R+ℓ and r ∈ Z+; α is of the form 2(αi + · · ·+ αn)− αn for some 1 ≤ i ≤ n. We set
x±α+2rδ = X
±
i,2n+1−i ⊗ t
2r±1,
x± 1
2
(α+(2r+1)δ) = X
±
i,n ⊗ t
(2r+1±1)/2 + (−1)iX±n+1,2n+1−i ⊗ (−t)
(2r+1±1)/2.
Finally, for 1 ≤ i ≤ n, we set
hi,rδ = Hi ⊗ t
r +H2n+1−i ⊗ (−t)
r.
We remark that α∨i = hi,0 for 1 ≤ i ≤ n.
Proposition. The set
{xα, hi,sδ : α ∈ R̂re(±), 1 ≤ i ≤ n, s ∈ Z+}
is a basis for Cg.
Proof. It is clear that the subspace spanned by the elements above is a subalgebra of L(sl2n+1)
and since
x±i = x±αi , 1 ≤ i ≤ n− 1, x
±
n ⊗ t
±1 = x±αn , x
+
0 = x− 1
2
(2
∑n−1
i=1 αi+αn)+δ
,
this subalgebra contains Cg. The claim then follows from the comparison of root spaces. 
4.5. The following is now clear.
Proposition. With the notation above, we have
(i) The set
{xα : α ∈ R̂re(±)}
is a basis for Cn± and the set {hi,rδ : 1 ≤ i ≤ n, r ∈ N} is a basis for Ch+.
(ii) For α ∈ R+, the subalgebra of Cg generated by the elements
{x±α+rδ : r ∈ Z+, α+ rδ ∈ R̂}
is isomorphic to sl2 ⊗ C[t].
(iii) For α ∈ R+ℓ , the subalgebra generated by the elements
{x 1
2
(±α+(2r+1)δ), x±α+2rδ : r ∈ Z+}
is isomorphic to the current algebra of type A
(2)
2 .
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4.6. It is well–known (see [2] for instance) that any ideal of finite codimension in L(sl2n+1)
is of the form sl2n+1 ⊗ I where I is an ideal in C[t, t
−1] and
I ⊇ ((t− z1) · · · (t− zk))
N
C[t, t−1]
for some non-zero complex numbers zs, 1 ≤ s ≤ k and N ∈ N.
Given z = (z1, . . . , zk) ∈ (C
×)k and N ≥ 1, let
evz,N : L(sl2n+1)→
k⊕
s=1
sl
zs,N
2n+1, sl
zs,N
2n+1 = sl2n+1 ⊗
C[t, t−1]
((t− zs)N )
,
be the induced morphism of Lie algebras. Let
Ψz,N : Cg →֒ L(sl2n+1)→
k⊕
s=1
sl
zs,N
2n+1,
be the restriction of evz,N to Cg.
Lemma. If zp 6= zs for 1 ≤ s 6= p ≤ k then the morphism evz,N is surjective. If zs 6= ±zp for
1 ≤ s 6= p ≤ k then the morphism Ψz,N is surjective.
Proof. The first statement follows from the fact that if zs 6= zp for 1 ≤ s 6= p ≤ k then
C[t, t−1]/(((t − z1) · · · (t− zk))
N ) ∼=
k⊕
s=1
C[t, t−1]/((t − zs)
N ).
For the second claim, remark that, because of the above isomorphism, and the fact that
C[t, t−1]/(((t − z1) · · · (t− zk))
N ) ∼= C[t]/(((t− z1) · · · (t− zk))
N ),
it is enough to show that
Cg →֒ L(sl2n+1)→ sl2n+1 ⊗C[t]/(((t − z1) · · · (t− zk))
N )
is surjective. To avoid introducing more notation we will use Ψz,N to denote the above map
too. Let us denote P (t) = ((t− z1) · · · (t− zk))
N . Because P (t) and P (−t) are, by hypothesis,
relatively prime, there exist A(t), B(t) ∈ C[t] such that
A(t)P (t) +B(t)P (−t) = 1.
Fix 1 ≤ i < n. For all r ∈ Z+, x±αi+rδ = X
±
i,i ⊗ t
r +X±2n+1−i,2n+1−i ⊗ (−t)
r ∈ Cg so, for any
R(t) ∈ C[t], we have
X±i,i ⊗R(t) +X
±
2n+1−i,2n+1−i ⊗R(−t) ∈ Cg.
If Q(t) ∈ C[t], then applying this for R(t) = Q(t)B(t)P (−t) and respectively for R(t) =
Q(−t)B(−t)P (t) we obtain that the class of X±i,i ⊗ Q(t) and X
±
2n+1−i,2n+1−i ⊗ Q(t) are the
image of Ψz,N . We therefore obtain that the class of X
±
i,i ⊗ t
r is in the image of Ψz,N for all
1 ≤ i ≤ 2n, i 6∈ {n, n + 1}, and all r ∈ Z+. Repeating this argument for x 1
2
(±αn+(2r+1)δ)
∈ Cg,
r ∈ Z+, we obtain that X
±
i,i ⊗ t
(2r+1±1)/2 is in the image of Ψz,N for all n ≤ i ≤ n + 1 and all
r ∈ Z+. Since the degree r component of sl2n+1 ⊗ C[t] is generated as a g-module by X
±
i,i ⊗ t
r,
1 ≤ i ≤ 2n, we obtain that the map Ψz,N is surjective. 
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Remark. Note that the proof of Lemma 4.6 shows that the restriction of Ψz,N to ⊕s≥rCg[s]
remains surjective for any r ∈ Z+.
4.7. For the rest of this section we shall relate the finite dimensional representation theory
of Cg and L(sl2n+1). As a consequence of the results in Section 4.6, we see that any finite–
dimensional representation V of L(sl2n+1) can be regarded as a module for ⊕
k
s=1sl
zs,N
2n+1 for some
non–zero distinct complex numbers z1, . . . , zs and some N ∈ N. We denote by ev
∗
z,N V and
Ψ∗
z,NV the representation of L(sl2n+1), and respectively of Cg, obtained by pulling back V
through the corresponding morphism. If in addition ev∗
z,N V is a cyclic L(sl2n+1)–module and
zs 6= ±zp for 1 ≤ s 6= p ≤ k, then as a consequence of Lemma 4.6 we obtain that Ψ
∗
z,NV is also
a cyclic Cg–module.
4.8. For µ ∈ P+, recall that V (µ) denotes the irreducible highest weight representation of
g with highest weight µ. If λ ∈ P+2n+1, we denote by V2n+1(λ) the irreducible highest weight
module for sl2n+1 with highest weight λ. If λs ∈ P
+
2n+1 and zs ∈ C
×, 1 ≤ s ≤ k, then the
canonical map
ev∗z,1(V2n+1(λ1)⊗ · · · ⊗ V2n+1(λk))
∼= ev∗z1,1 V2n+1(λ1)⊗ · · · ⊗ ev
∗
zk,1
V2n+1(λk),
is an isomorphim of L(sl2n+1)–modules.
4.9. We recall now the definition of the local Weyl modules for L(sl2n+1). For 1 ≤ i ≤ 2n,
and r ∈ Z, inductively define elements Λi,r ∈ U(L(h2n+1)) by
Λi,r = −
1
r
r−1∑
s=0
(Hi ⊗ t
s+1)Λi,s, Λi,0 = 1.
The elements Λi,r, Hi⊗1, 1 ≤ i ≤ 2n, r ∈ Z, are a set of polynomial generators for U(L(h2n+1)).
Suppose that π = (π1(u), . . . , π2n(u)) is a collection of polynomials in an indeterminate u
such that πi(u) = 1 +
∑
r≥1 πi,ru
r for some πi,r ∈ C. For 1 ≤ i ≤ 2n and r ∈ Z+ denote,∑
r≥0
πi,−ru
r = π−1i,deg πi
∑
r≥1
πi,ru
deg πi−r.
Definition. Let π be as above. The local Weyl module W2n+1(π) is the L(sl2n+1)–module
generated by an element wπ satisfying the relations:
L(n+2n+1)wπ = 0, Hiwπ = deg πi · wπ ,
(X−i )
deg πi+1wπ = 0, Λi,±rwπ = πi,±rwπ ,
for all 1 ≤ i ≤ 2n and r ∈ Z+.
Parts (i) and (ii) of the following Theorem are a combination of results proved in [5] and [6].
Part (iii) was proved in [3, Section 2.7.].
Theorem 5. Let π be as above. Then,
(i) We have,
dimW2n+1(π) =
2n∏
i=1
(
2n+ 1
i
)deg πi
.
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(ii) There is a unique irreducible quotient V (π) of W (π) and there is an isomorphism of
L(sl2n+1)–modules,
V (π) ∼= ev∗z1,1 V2n+1(λ1)⊗ · · · ⊗ ev
∗
zk,1
V2n+1(λk),
where
λs =
2n∑
i=1
mi,sωi, 1 ≤ s ≤ k, and πi =
k∏
s=1
(1− zsu)
mi,s , 1 ≤ i ≤ 2n.
(iii) For N ∈ N sufficiently large, we have(
sl2n+1 ⊗
k∏
s=1
(t− zs)
N
C[t, t−1]
)
W2n+1(π) = 0.
4.10. We continue to use the notation used in Section 4.9. The following result will play
an important role.
Proposition. Assume that π = (π1, . . . , π2n) has the additional property that for any z ∈ C at
most one of z or −z is a root of π1 · · · π2n. Let
λ =
n∑
i=1
(deg πi + deg π2n+1−i)ωi ∈ P
+.
There exists a maximal ideal Iπ of Aλ such that Ψ
∗
z,NW2n+1(π) is a quotient of W (λ, Iπ). In
consequence,
dimW (λ, Iπ) ≥ dimΨ
∗
z,NW2n+1(π) =
2n∏
i=1
(
2n+ 1
i
)deg πi
.
The unique irreducible quotient of W (λ, Iπ) is isomorphic to Ψ
∗
z,1(V (λ1))⊗ · · · ⊗Ψ
∗
z,1(V (λk)).
Proof. Form the definition of W2n+1(π) we see that U(Cg)wπ is a quotient of W (λ). Moreover,
dimU(Ch+)wπ = 1, and hence it follows that there exists a maximal ideal Iπ in Aλ such that
Iπwπ = 0.
Therefore, there exists a surjective map of Cg–modules,
W (λ, Iπ)→ U(Cg)wπ → 0.
By Theorem 5(iii), there exist N such that the action of L(sl2n+1) factors through
⊕k
s=1 sl
zs,N
2n+1.
Our hypothesis allows us to use Lemma 4.6 which, as explained in Section 4.7, implies that
U(Cg)wπ = Ψ
∗
z,NW2n+1(π). Our claim now immediately follows. 
5. The algebra Aλ
5.1. The goal of this section is to give the proof of Theorem 1.
The proof proceeds as follows. We first define elements Pi,r ∈ U(Ch+) which are the analogs
of the elements Λi,r introduced in Section 4.9 in the context of L(sl2n+1). We then show that
given λ ∈ P+ all but finitely many of these elements are zero in Aλ. In the final step we use
Proposition 4.10 to prove that Aλ is the polynomial algebra in the (non–zero) images of the
elements Pi,r.
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5.2. Using the Poincare´–Birkhoff–Witt theorem, we may write
U(Cg) = U(Ch)
⊕(
Cn−U(Cg) +U(Cg)Cn+
)
,
and let p : U(Cg) → U(Ch) be the corresponding projection. For r ∈ Z+, and y ∈ Cg, let us
use the notation
y(r) =
yr
r!
∈ U(Cg).
For r ∈ Z+, define
Pi,r = (−1)
rp
(
x
(r)
αi+δ
x
(r)
−αi
)
, 1 ≤ i ≤ n− 1,
Pn,r = (−1)
rp
(
x
(2r)
1
2
(αn+δ)
x
(r)
−αn
)
, i = n.
Clearly, the grade of Pi,r is 2r and, moreover, from the defining relations of W (λ) we see that
Pi,rwλ = 0, for 1 ≤ i ≤ n, r ≥ λ(α
∨
i ) + 1. (5.1)
More generally, for r ∈ Z+, we define
Pα,r = (−1)
rp
(
x
(r)
α+δx
(r)
−α
)
, for α ∈ R+s ,
Pα,r = (−1)
rp
(
x
(r)
α+2δx
(r)
−α
)
, for α ∈ R+ℓ ,
P 1
2
α,r = (−1)
rp
(
x
(2r)
1
2
(α+δ)
x
(r)
−α
)
, for α ∈ R+ℓ .
Note that Pi,r = Pαi,r if 1 ≤ i ≤ n− 1, while Pn,r = P 1
2
αn,r
.
5.3. The following result gives a presentation of the enveloping algebra U(Ch+).
Lemma. For 1 ≤ i ≤ n and r ∈ N, we have
Pi,r = −
1
r
r−1∑
s=0
hi,(s+1)δPi,r−s−1.
Furthermore, U(Ch+) is the graded polynomial algebra on the generators Pi,r of grade 2r, 1 ≤
i ≤ n, r ∈ N.
Proof. For 1 ≤ i ≤ n− 1 the statement is a result of Garland (see [6] for this formulation). For
i = n the result is a similar reformulation of [9, Corollary 5.39], (see also [3, Lemma 3.3(iii)])
where the analogous result was established for the affine Lie algebra of type A
(2)
2 . 
Using Proposition 4.5, we see that the elements Pα,r for α ∈ R
+ and P 1
2
α,r and α ∈ R
+
ℓ satisfy
an analogous recurrence relation.
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5.4. The next result describes the action of the elements Pi,r on a tensor product of certain
representations of Cg.
Lemma. For 1 ≤ s ≤ k, let Vs be a representation of Cg and let vs ∈ Vs be such that Cn
+vs = 0.
For all 1 ≤ i ≤ n and r ∈ Z+,
Pi,r(v1 ⊗ · · · ⊗ vk) =
∑
Pi,j1v1 ⊗ · · · ⊗ Pi,jkvk,
where the sum is over all js ∈ Z+ with j1 + · · ·+ js = r. Analogous statements are true for the
elements Pα,r, α ∈ R
+ and P 1
2
α,r, α ∈ R
+
ℓ .
Proof. Let ∆ be the usual comultiplication in the enveloping algebraU(Cg). As it is well-known,
if x, y ∈ Cg and r, s ∈ Z+, we have
∆
(
x(r)y(s)
)
=
∑
p,m
x(p)y(s−m) ⊗ x(r−p)y(m).
Keeping in mind that
Pi,r(v1 ⊗ · · · ⊗ vk) = ∆
k−1(Pi,r)(v1 ⊗ · · · ⊗ vk),
where ∆k : U(Cg) → U(Cg)⊗k is defined as (∆ ⊗ id⊗(k−1)) · · · (∆ ⊗ id)∆, our claim follows by
using the definition of Pi,r and the fact that Cn
+vs = 0. 
5.5. Let λ ∈ P+2n+1, z ∈ C
×, and let vλ be a highest weight vector of V2n+1(λ). Using
Theorem 5 for π = (π1, . . . , π2n), with πi(u) = (1− z
−1u)λ(Hi), 1 ≤ i ≤ 2n, we obtain∑
r≥0
Ψz,1(Pi,r)u
r
 vλ = ((1− z−1u)λ(Hi)(1 + z−1u)λ(H2n+1−i)) vλ, 1 ≤ i ≤ n. (5.2)
If λ ∈ P+, the above equation reads∑
r≥0
Ψz,1(Pi,r)u
r
 vλ = (1− z−1u)λ(α∨i )vλ, 1 ≤ i ≤ n. (5.3)
Assume now that λ ∈ P+, π = (π1, . . . , π2n), and z = (z1, . . . , zk) are as in the hypothesis
of Proposition 4.10. It follows from Proposition 4.10 and Lemma 5.4 that the action of Pi,r on
wλ ∈W (λ, Iπ) is given by∑
r≥0
Pi,ru
r
wλ = πi(u)π2n+1−i(−u)wλ, 1 ≤ i ≤ n. (5.4)
For the above equality, it is important to keep in mind that λ1, . . . , λk form Proposition 4.10
are elements of P+2n+1 even though λ ∈ P
+.
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5.6. We are now ready to present the proof of Theorem 1. Let A˜λ be the quotient ofU(Ch+)
by the elements Pi,r, 1 ≤ i ≤ n, r ≥ λ(α
∨
i ) + 1. Clearly A˜λ is a graded algebra isomorphic to
the graded polynomial subalgebra of U(Ch+) generated by the elements Pi,r, 1 ≤ i ≤ λ(α
∨
i ) and
we shall routinely use this. By (5.1) we see that Aλ is a quotient of A˜λ. It remains to prove
that they are isomorphic. We first show that Pi,r for 1 ≤ i ≤ n, 1 ≤ r ≤ λ(α
∨
i ) can act on some
quotient of W (λ) in any prescribed fashion.
Let ai,r ∈ C for 1 ≤ i ≤ n, 1 ≤ r ≤ λ(α
∨
i ). Set πi(u) = 1+
∑λ(α∨i )
r=1 ai,ru
r and let z1, . . . , zk be
the distinct roots of π1 · · · πn. Set
λs =
n∑
i=1
mi,sωi, 1 ≤ s ≤ k, λ0 = λ−
k∑
s=1
λs, (5.5)
where mi,s ∈ Z+ is the multiplicity of zs in πi. Equivalently,
πi(u) =
k∏
s=1
(1− z−1s u)
λs(α∨i ), 1 ≤ i ≤ n.
Consider the Cg–module,
V := ev∗0 V (λ0)⊗Ψ
∗
z1,1V2n+1(λ1)⊗ · · · ⊗Ψ
∗
zk,1
V2n+1(λk),
and denote by vλs a highest weight vector of V2n+1(λs), 0 ≤ s ≤ k. It is clear that
ev0(Pi,r)vλ0 = 0,
for r ∈ N, and by equation (5.3) we have
λs(α∨i )∑
r≥0
Ψzs,1(Pi,r)u
r · vλs = (1− z
−1
s u)
λs(α∨i )vλs .
From Lemma 5.4 we obtain that∑
r≥0
Pi,ru
r · vλ0 ⊗ vλ1 ⊗ · · · ⊗ vλk = πi(u)vλ0 ⊗ vλ1 ⊗ · · · ⊗ vλk ,
or, equivalently,
Pi,r · vλ0 ⊗ vλ1 ⊗ · · · ⊗ vλk = ai,rvλ0 ⊗ vλ1 ⊗ · · · ⊗ vλk , 1 ≤ i ≤ n, 1 ≤ r ≤ λ(α
∨
i ).
Since
Cn+ · vλ0 ⊗ vλ1 ⊗ · · · ⊗ vλk = 0, h · vλ0 ⊗ vλ1 ⊗ · · · ⊗ vλk = λ(h)vλ0 ⊗ vλ1 ⊗ · · · ⊗ vλk ,
for all h ∈ h, and
x
λ(α∨i )+1
−αi · vλ0 ⊗ vλ1 ⊗ · · · ⊗ vλk = 0, 1 ≤ i ≤ n,
we conclude that V is a quotient of W (λ) with wλ being mapped to vλ0 ⊗ vλ1 ⊗ · · · ⊗ vλk .
Let f ∈ A˜λ, a non-zero element. There is maximal ideal that does not contain f , therefore
there exist ai,r ∈ C for 1 ≤ i ≤ n, 1 ≤ r ≤ λ(α
∨
i ) such that under the evaluation map sending
Pi,r to ai,r, 1 ≤ i ≤ n, 1 ≤ r ≤ λ(α
∨
i ), f is mapped to a non-zero scalar γ. Applying the
above construction for the scalars ai,r, we obtain that there exist a quotient of W (λ) on which
f acts on a non-zero vector by scaling with γ. We conclude that f acts non-trivially on wλ, or,
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equivalently, f /∈ Annwλ. In other words the image of f in Aλ is non-zero and A˜λ ∼= Aλ. The
proof of Theorem 1 is complete.
6. Global and Local Weyl modules
6.1. The goal of this section is to show that the global Weyl module W (λ) is a finitely
generatedAλ-module. Together with Theorem 1 this proves that any local Weyl moduleW (λ, I)
is finite–dimensional and we obtain a lower bound for this dimension.
6.2. We start by recording some useful relations in U(Cg).
Lemma. Let r ∈ Z+. Then,
(i) For α ∈ R+s , we have
x
(r)
α+δx
(r+1)
−α −
(
x−α+rδ +
r∑
s=1
x−α+(r−s)δPα,s
)
∈ U(Cg)Cn+. (6.1)
(ii) For α ∈ R+ℓ , we have
x
(r)
α+2δx
(r+1)
−α −
(
x−α+2rδ +
r∑
s=1
x−α+2(r−s)δPα,s
)
∈ U(Cg)Cn+, (6.2)
and
x
(2r+1)
1
2
(α+δ)
x
(r+1)
−α −
(
x 1
2
(−α+(2r+1)δ) +
r∑
s=1
x 1
2
(−α+(2(r−s)+1)δ)P 1
2
α,s
)
∈ U(Cg)Cn+. (6.3)
Proof. Part (i) and the first statement in part (ii) is deduced from Proposition 4.5(ii) and [15]
and a more detailed proof can be found in [6]. The proof of the second assertion in (ii) is a
similar combination of Proposition 4.5(iii) and [9, Lemma 5.36]. 
6.3. We are now ready to prove one of the main results of this section.
Proposition. Let λ ∈ P+. The global Weyl module W (λ) is a finitely generated Aλ–module.
In particular, if I is a maximal ideal in Aλ, then the local Weyl module W (λ, I) is finite–
dimensional.
Proof. Notice that wtW (λ) is a finite set since it is aW–invariant subset of λ−Q¯+. This means
that there exists an integer M ∈ N such that W (λ) is generated as a right Aλ–module by the
element wλ and elements of the set {xβm · · · xβ1wλ : βj ∈ R̂re(−), 1 ≤ m ≤M}.
Let
R̂re(λ) = {β ∈ R̂re(−) : [d, xβ ] ≤ N(λ)}, N(λ) = max{4λ(α
∨) + 1 : α ∈ R+}.
Since R̂re(λ) is a finite set, our claim follows if we prove that W (λ) is generated by wλ and the
elements of the set
S = {xβm · · · xβ1wλ : βj ∈ R̂re(λ), 1 ≤ m ≤M}.
We will show that xβm · · · xβ1wλ ∈ S, for any βj ∈ R̂re(−), 1 ≤ m ≤ M . We proceed by
induction on m. Let m = 1 and β ∈ R̂re(−), say β = −α + sδ with s ∈ Z+. Using Lemma
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6.2(i,ii) along with the fact that x
λ(α∨)+1
−α wλ = 0 we see that x−α+λ(α∨i )δwλ = 0 if α ∈ R
+
s
and x−α+2λ(α∨i )δwλ = 0 if α ∈ R
+
ℓ . Therefore, x−α+sδwλ is in the Aλ–module generated by
elements x−α+kδwλ with 0 ≤ k ≤ 2λ(α
∨). By using Lemma 6.2(ii), a similar argument shows
that if β = −12α + (s +
1
2)δ then x− 12α+(s+
1
2
)δwλ is the Aλ–module generated by elements
x− 1
2
α+(k+ 1
2
)δwλ with 0 ≤ k ≤ λ(α
∨).
Let m > 1 and assume that we have proved the assertion for monomials of length at most
m − 1. Consider an element xβm · · · xβ1wλ. By the inductive hypothesis, we can assume that
βj ∈ R̂re(λ) for 1 ≤ j ≤ m− 1. Writing,
xβm · · · xβ1wλ = xβm−1xβmxβm−2 · · · xβ1wλ + [xβm , xβm−1 ]xβm−2 · · · xβ1wλ,
and using the induction hypothesis on the two terms on the right completes the proof. 
6.4. We shall now study the local Weyl modules in more detail. Let λ ∈ P+ and let I be a
maximal ideal in Aλ. By Theorem 1 we know that any maximal ideal I in Aλ is generated by
elements Pi,r − ai,r for some ai,r ∈ C for 1 ≤ i ≤ n, 1 ≤ r ≤ λ(α
∨
i ). The augmentation ideal
Iλ,0 corresponds to taking ai,r = 0 for all i, r.
Set
π˜i(u) = 1 +
λ(α∨i )∑
r≥1
ai,ru
r, 1 ≤ i ≤ n.
Let z1, . . . , zk be a set of representatives for the set of distinct roots of π˜1 · · · π˜n up to sign. Let
ri,s, mi,s ∈ Z+ be the multiplicity in π˜i of zs and −zs, respectively. Define π = (π1, . . . , π2n)
by,
πi(u) =
k∏
s=1
(1− z−1s u)
ri,s , 1 ≤ i ≤ n,
πi(u) =
k∏
s=1
(1− z−1s u)
m2n+1−i,s , n+ 1 ≤ i ≤ 2n.
Denote z = (z1, . . . , zk) and µ = λ−
∑n
i=1
∑k
s=1(ri,s +mi,s)ωi.
Proposition. With the notation above, for a sufficiently large integer N , there is a surjective
morphism of Cg–modules
W (λ, I)→W (µ, Iµ,0)⊗Ψ
∗
z,NW2n+1(π).
Furthermore,
dimW (λ, I) ≥ dimW (µ, Iµ,0)
2n∏
i=1
(
2n+ 1
i
)(λ−µ)(α∨i )
.
Proof. By Proposition 4.10, we see that Ψ∗
z,NW2n+1(π) is generated as a Cg–module by wπ . In
fact, more generally, by using Remark 4.6, we see that for any r ∈ Z+, we have
Ψ∗z,NW2n+1(π) = U (⊕s≥rCg[s])wπ.
Since W (µ, Iµ,0) is finite dimensional graded Cg–module it follows that
Cg[N ]W (µ, Iµ,0) = 0,
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for N sufficiently large. Hence, W (µ, Iµ,0)⊗Ψ
∗
z,NW2n+1(π) is generated as a Cg–module by the
element w = wµ ⊗ wπ . Our first claim follows with the help of equation (5.4) by noting that
w satisfies the defining relations of W (λ, I). The second claim now follows from Proposition
4.10. 
6.5. We are now ready to prove an important dimensional inequality for local Weyl modules.
Proposition. Let λ ∈ P+ and let I be a maximal ideal in Aλ. We have
dimW (λ, Iλ,0) ≥ dimW (λ, I) ≥
n∏
i=1
(
2n + 1
i
)λ(α∨i )
,
where Iλ,0 is the augmentation ideal of Aλ.
Proof. We recall a general construction from [8]. Let U(Cg)[k] be the homogeneous component
of degree k and recall that it is a g–module for all k ∈ Z+. Suppose now that we are given a
Cg–module V which is generated by v. Define an increasing filtration 0 ⊂ V 0 ⊂ V 1 ⊂ · · · of
g-submodules of V by
V k =
k⊕
s=0
U(Cg)[s]v.
The associated graded vector space gr V admits an action of Cg given by:
x(v + V k) = xv + V k+s, x ∈ Cg[s], v ∈ V k+1.
Moreover, the image of v in grV generates grV as a Cg–module.
If dimV < ∞ it is clear that V and grV are isomorphic as g-modules but in general not as
Cg-modules. Applying this construction to the local Weyl module W (λ, I) for a maximal ideal
I, we see that in grW (λ, I) we have, in addition to the relations of the global Weyl module, the
relation
Pi,rw¯λ,I = 0
where w¯λ,I is the image of wλ,I in grW (λ, I). Hence grW (λ, I) is a quotient of W (λ, Iλ,0) and
we have proved,
dimW (λ, Iλ,0) ≥ dimgrW (λ, I) = dimW (λ, I).
The proof of the remaining inequality is completed by an induction on
∑
i λ(α
∨
i ) as follows.
By Proposition 6.4 we have
dimW (λ, I) ≥ dimW (µ, Iµ,0)
2n∏
i=1
(
2n+ 1
i
)(λ−µ)(α∨i )
.
for some µ ∈ P+ with the property that λ − µ ∈ P+. If µ = 0, then this is the desired result,
while if µ 6= 0 our induction hypothesis applies and the inductive step follows. 
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7. Local Weyl modules and Demazure modules
7.1. The goal of this section is to prove Theorem 2 and Theorem 3.
The strategy for approaching Theorem 2 is the one from [12, Theorem 7] which reduces the
argument to rank one irreducible affine Lie algebras. The rank one irreducible affine Lie algebras
are those of type A
(1)
1 and A
(2)
2 . For the affine Lie algebra of type A
(1)
1 the statement is known
[5, Corollary 1.5.1]; for the affine Lie algebra of type A
(2)
2 the proof is presented in Appendix 8.
7.2. We start by recalling the definition of the local Weyl module W (λ, Iλ,0). The local
Weyl module W (λ, Iλ,0) is the Cg-module generated by an element wλ,Iλ,0 with the relations
(Cn+ ⊕ Ch+) · wλ,Iλ,0 = 0,
h · wλ,Iλ,0 = λ(h)wλ,Iλ,0 , h ∈ h,
x
(λ,α∨)+1
−α · wλ,Iλ,0 = 0, α ∈ R
+.
(7.1)
Note that since the ideal Iλ,0 is homogeneous the module W (λ, Iλ,0) is graded.
Similarly, Demazure modules can also be presented as cyclic modules that have an explicit de-
scription of the annihilator of the generating element. The description of the Demazure modules
for finite dimensional simple Lie algebras [16, Theorem 3.4], [20, Proposition Fondamentale 2.1]
was extended in [18, Lemme 26] for Demazure modules associated to Kac-Moody Lie algebras.
We record below the statement that is relevant for us.
Theorem 6. Let λ ∈ P+. The Demazure module D(−λ) is the (h⊕Cd)⊕ n̂+-module generated
by an element e−λ with the relations
xkα+1α · e−λ = 0, α ∈ R̂
+
re, kα = max{0, −(−λ+ ω0, α
∨)},
Ch+ · e−λ = 0,
h · e−λ = −λ(h)e−λ, h ∈ h⊕ Cd.
(7.2)
7.3. Note that the Demazure modules for ĝ are b̂-modules; the description above is that of
D(−λ) as a (h ⊕ Cd) ⊕ n̂+-module. Since −λ is anti-dominant, D(−λ) is admits a structure
of graded Cg-module such that e−λ becomes a lowest-weight vector. Let us denote by eλ the
(unique up to scaling) highest weight vector in the g-submodule of D(−λ) spanned by e−λ.
Corollary. Let λ ∈ P+. The Demazure module D(−λ) is the graded Cg-module generated by a
degree zero element eλ with the relations
xkα+1α · eλ = 0, α ∈ R̂
+
re ∪R
−, kα = max{0, −(λ+ ω0, α
∨)},
Ch+ · eλ = 0,
h · eλ = λ(h)eλ, h ∈ h.
(7.3)
7.4. For α ∈ R̂re(+), remark that (λ+ω0, α
∨) ≥ 0, therefore the combining the first relation
in (7.3) for this type of roots with the second relation in (7.3) we can write
(Cn+ ⊕ Ch+) · eλ = 0.
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For α ∈ R+, remark that −(λ + ω0,−α
∨) = (λ, α∨) ≥ 0. Therefore, the first relation in (7.3)
for the roots −α with α ∈ R+ can be written as
x
(λ,α∨)+1
−α · eλ = 0, α ∈ R
+.
Therefore, we can state the following.
Corollary. Let λ ∈ P+. With the notation above, AnnU(Cg)(eλ) is the left ideal of U(Cg)
generated by AnnU(Cg)(wλ,Iλ,0) and the elements
xkα+1α , α ∈ R̂re(−) \R
−, kα = max{0, −(λ+ ω0, α
∨)}. (7.4)
Recall that the set R̂re(−) \R
− consists of the following affine roots
R̂re(−) \R
− =
1
2
(R−ℓ + (2Z+ + 1)δ) ∪ (R
−
s + Nδ) ∪ (R
−
ℓ + 2Nδ).
7.5. The following result will proved by reduction to rank one.
Proposition. Let λ ∈ P+. Then,
xkα+1α ∈ AnnU(Cg)(wλ,Iλ,0), for all α ∈ R̂re(−) \R
−, kα = max{0, −(λ+ ω0, α
∨)}.
Proof. For the affine Lie algebra of type A
(1)
1 the corresponding statement is known [5, Corollary
1.5.1]. For the affine Lie algebra of type A
(2)
2 , the statement is Proposition 8.8.
We may assume that ĝ has rank at least two. Let α ∈ R−. By Proposition 4.5(ii), there
exists an idecomposable affine Lie subalgebra of ĝ of type A
(1)
1 whose non-imaginary root spaces
are precisely the root spaces of ĝ parametrized by
R̂re,α := (±α+ Zδ) ∩ R̂.
Let us denote the corresponding current algebra by Cgα, by (·, ·)α the standard bilinear form,
and by ωα,0, ωα the fundamental weights. An element β ∈ R̂re,α is also an element of R̂re. When
referring to the co-root corresponding to β as an element of R̂re we will use β
∨ as usual, and
when referring to the co-root corresponding to β as an element of R̂re,α we will use β
∨α . Note
that with respect to (·, ·)α, the root α has always square length 2. If α ∈ R
−
s the null-root δα
equals δ and the 0-fundamental weight ωα,0 equals ω0. If α ∈ R
−
ℓ the null-root δα equals 2δ and
the 0-fundamental weight ωα,0 equals
1
2ω0.
Denote λα := −(λ, α
∨)ωα. We have
(λα + ωα,0, (α+ sδα)
∨α)α = (λ, α
∨) + s = (λ+ ω0, (α+ sδ)
∨). (7.5)
If wλα,Iλα,0 denotes the highest weight cyclic vector of the local Weyl moduleW (λα, Iλα,0) for
Cgα with highest weight λα, then the rank one statement for Cgα and λα, together with (7.5)
imply that
x
kβ+1
β ∈ AnnU(Cgα)(wλα,Iλα,0), for all β ∈ (α +Nδ) ∩ R̂.
Noting that according to (7.1) we have
AnnU(Cgα)(wλα,Iλα,0) ⊆ AnnU(Cg)(wλ,Iλ,0),
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we obtain that x
kβ+1
β ∈ AnnU(Cg)(wλ, Iλ,0) for all β ∈ (α + Nδ) ∩ R̂. Hence, our statement is
proved for all elements of the following set
(R−s + Nδ) ∪ (R
−
ℓ + 2Nδ) if n ≥ 2.
We are left with showing that our statement holds for the roots in
1
2
(R−ℓ + (2Z+ + 1)δ) if n ≥ 2.
Let α ∈ R−ℓ . By Proposition 4.5(iii), there exists an idecomposable affine Lie subalgebra of ĝ of
type A
(2)
2 whose non-imaginary root spaces are precisely the root spaces of ĝ parametrized by
R̂re,α :=
1
2
(±α+ (2Z + 1)δ) ∪ (±α+ 2Zδ).
As before, let us denote the corresponding algebra by Cgα, by (·, ·)α the standard bilinear form,
and by ωα,0, ωα the fundamental weights. Note that in this case, two standard bilinear forms
coincide on the common domain, as do the co-roots, null-roots, and 0-fundamental weights.
Denote λα := −(λ, α
∨)ωα. Then,
(λα + ω0, β
∨) = (λ+ ω0, β
∨), for all β ∈
1
2
(α+ (2Z+ 1)δ) ∪ (α+ 2Zδ).
If wλα,Iλα,0 denotes the highest weight cyclic vector of the local Weyl module W (λα, Iλα,0) for
Cgα with highest weight λα, then Proposition 8.8 for Cgα and λα, imply that
x
kβ+1
β ∈ AnnU(Cgα)(wλα,Iλα,0), for all β ∈
1
2
(α+ (2Z+ + 1)δ) ∪ (α+ 2Nδ).
As before, from (7.1) we obtain
AnnU(Cgα)(wλα,,Iλα,0) ⊆ AnnU(Cg)(wλ,Iλ,0),
and therefore, x
kβ+1
β ∈ AnnU(Cg)(wλ,Iλ,0) for all β ∈
1
2 (α+(2Z++1)δ)∪ (α+2Nδ). To conclude,
our statement is proved for all the elements of the set
1
2
(R−ℓ + (2Z+ + 1)δ),
and hence it holds for all roots in R̂re(−) \R
−. 
7.6. We shall now present the proof of Theorem 2. Proposition 7.5 and Corrollary 7.4 imply
that both W (λ, Iλ,0) and D(−λ) are graded cyclic Cg-modules and the cyclic vectors have the
same annihilator ideal. Therefore, W (λ, Iλ,0) and D(−λ) are isomorphic as graded Cg-modules
and, by restriction, they are also isomorphic as graded g-modules.
7.7. Let us recall [11, Theorem 2, pg. 195].
Proposition. Let λ ∈ P+. Then D(−λ) and ⊗ni=1D(−ωi)
⊗λ(α∨i ) are isomorphic as graded
g-modules. In particular,
dimD(−λ) =
n∏
i=1
dimD(−ωi)
λ(α∨i ).
WEYL MODULES FOR THE HYPERSPECIAL CURRENT ALGEBRA 23
Furthermore, as g-modules,
D(−ωi) ∼= V (0) ⊕ V (ω1)⊕ · · · ⊕ V (ωi).
The Weyl dimension formula can be used to obtain
dimV (ωi) =
(2n − 2i+ 2) · (2n + 1)!
i! · (2n− i+ 2)!
=
(
2n+ 1
i
)
−
(
2n + 1
i− 1
)
.
7.8. We present the proof of Theorem 3. Let λ ∈ P+ and let I be a maximal ideal in Aλ.
From Theorem 2, Proposition 7.7, and the above dimension computation we obtain that
dimW (λ, Iλ,0) =
n∏
i=1
(
2n + 1
i
)λ(α∨i )
.
This, together with Proposition 6.5 implies the conclusion of Theorem 3.
8. Local Weyl modules and Demazure modules in rank one
8.1. We shall present the proof of Proposition 7.5 and Theorem 2 for ĝ of type A
(2)
2 . This
proof emulates the proof of the same statement for ĝ of type A
(1)
1 given in [7].
Consider the current algebra Cg of type A
(2)
2 . In this case, R
+ = {α}, the unique fundamental
weight is ω = α/2, and
R̂re(±) = (±α+ 2Z+δ) ∪ (±
α
2
+ (
1
2
+ Z+)δ).
We can fix a basis {xβ , hsδ : β ∈ R̂re(±), s ∈ Z+} for Cg as in Proposition 4.4. We recall here
the relation the relations in U(Cg) that will be used later on. We first introduce some notation.
For any ℓ,m ∈ 12Z+ such that ℓ + m ∈ Z, let S(ℓ,m) be the set of non-negative integer
sequences (pi)i∈ 1
2
Z+
that satisfy∑
N≥0
1
2
pN+ 1
2
+
∑
N≥0
pN = ℓ,
∑
N≥0
2N + 1
2
pN+ 1
2
+
∑
N≥0
2NpN = m.
(8.1)
We define the support of p ∈ S(r, s) as
sup(p) = {i ∈
1
2
Z+ | pi 6= 0}.
Also, let
y(ℓ,m) =
∑
p∈S(ℓ,m)
→∏
N≥0
(
(−1)
p
N+12
2
Np
N+12
x
(p
N+12
)
−α
2
+(N+ 1
2
)δ
)(
(−1)pN (2− (−1)N )pN
22NpN
x
(pN )
−α+2Nδ
)
. (8.2)
Above,
→∏
N≥0 refers to the product of the specified factors written exactly in the increasing order
of the indexing parameter (the factors do not commute and the order in which they appear in
the product is important).
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Lemma. Let ℓ,m ∈ 12Z+ such that ℓ+m ∈ Z. Then,
(−1)ℓ+mx
(2m)
α
2
+ 1
2
δ
x
(ℓ+m)
−α − y(ℓ,m) ∈ U(Cg)Cn
+.
We refer to [9, Corollary 5.39] for a proof.
8.2. For k, ℓ,m ∈ 12Z+ such that ℓ+m ∈ Z, let
S<k(ℓ,m) = {p ∈ S(ℓ,m) | sup(p) ⊆ [0, k)}
and
S≥k(ℓ,m) = {p ∈ S(ℓ,m) | sup(p) ⊆ [k,∞)}.
Consider y<k(ℓ,m) and y≥k(ℓ,m) defined as in (8.2) with the index set for the summation is
S<k(ℓ,m) and respectively S≥k(ℓ,m).
With this notation, we have
y(ℓ,m) = y≥k+ 1
2
(ℓ,m) +
∑
(i,r)∈T (ℓ,m,k)
y<k+ 1
2
(ℓ− i,m− r)y≥k+ 1
2
(i, r), (8.3)
where
T (ℓ,m, k) = {(i, r) | i, r ∈
1
2
Z+, i+ r ∈ Z, i < ℓ, 0 ≤ m− r ≤ 2k(ℓ− i), r ≥ (2k+1)i}. (8.4)
The constraint that m − r ≤ 2k(ℓ − i) arises from the fact that if m − r > 2k(ℓ − i) then
S<k+ 1
2
(i, r) = ∅ (in which case y<k+ 1
2
(i, r) = 0). The constraint that r ≥ (2k + 1)i arises from
the fact that if r < (2k + 1)i then S≥k+ 1
2
(i, r) = ∅ (in which case y≥k+ 1
2
(i, r) = 0). Both
verifications are straightforward from (8.1).
8.3. Let us consider the local Weyl module W (nω, Inω,0), n ≥ 0, for Cg. It is generated by
the highest weight vector wn with the relations
(Cn+ ⊕ Ch+) · wn = 0,
h0 · wn = nwn,
xn+1−α · wn = 0.
(8.5)
Our goal is to show that the following relations are also satisfied
xn−k+1−α+2kδ · wn = 0, for 0 ≤ k ≤ n− 1,
x−α+2kδ · wn = 0, for k ≥ n,
(8.6)
and
x2n−2k
−α
2
+(k+ 1
2
)δ
· wn = 0, for 0 ≤ k ≤ n− 1,
x−α
2
+(k+ 1
2
)δ · wn = 0, for k ≥ n,
(8.7)
The relations (8.6) follow from the fact that ⊕n∈Zĝ±α+2nδ ⊕ h is the current algebra of type
A
(1)
1 . We will focus on the relations (8.7). Our starting point is the following.
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Lemma. For ℓ,m ∈ 12Z+ such that ℓ+m ∈ Z we have
y(ℓ,m) · wn = (−1)
ℓ+mx
(2m)
α
2
+ 1
2
δ
x
(ℓ+m)
−α · wn (8.8)
In particular, if ℓ+m ≥ n+ 1, we have
y(ℓ,m) · wn = 0. (8.9)
Proof. Straightforward from Lemma 8.1. 
8.4. We can now show that the second relation in (8.7) holds.
Lemma. For k ∈ Z+ such that k ≥ n we have
x−α
2
+(k+ 1
2
)δ · wn = 0. (8.10)
Proof. By (8.9) we have
y(
1
2
, k +
1
2
) · wn = 0.
Now, the unique element in S(12 , k +
1
2) is the sequence p for which pi = δi,k+ 12
, i ∈ 12Z+ and
hence
y(
1
2
, k +
1
2
) = −
1
2k
x−α
2
+(k+ 1
2
)δ,
from which the desired conclusion follows. 
8.5. The overall argument rest on the following two results.
Lemma. Let k ∈ Z+ and m ∈
1
2 + Z+ such that m+
1
2 > n and m ≥ k +
1
2 . Then,
y(
1
2
,m) = y≥k+ 1
2
(
1
2
,m)
and y≥k+ 1
2
(12 ,m) · wn = 0.
Proof. The unique element in S(12 ,m) is the sequence p for which pi = δi,m, i ∈
1
2Z+. Since
m ≥ k + 12 this sequence belongs to S≥k+ 12
(12 ,m) and therefore
y(
1
2
,m) = y≥k+ 1
2
(
1
2
,m).
The second claim then follows from (8.9). 
8.6. The following is an extension of Lemma 8.5.
Lemma. Let k ∈ Z+. If ℓ,m ∈
1
2Z+ such that
ℓ+m ∈ Z, m+ ℓ > (2k + 1)ℓ+ n− k −
1
2
, and m ≥ (2k + 1)ℓ. (8.11)
Then,
y≥k+ 1
2
(ℓ,m) · wn = 0. (8.12)
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Proof. We will prove the statement by induction on ℓ ∈ 12Z+. Remark first that if ℓ = 0 then
S≥k+ 1
2
(0,m) = ∅ and therefore y≥k+ 1
2
(0,m) = 0, which implies the conclusion.
If ℓ = 12 , then (8.11) is equivalent with the fact that m satisfies the hypotheses of Lemma 8.5.
Therefore, by Lemma 8.5 our conclusion is satisfied.
Assume now that ℓ ≥ 1 and that (8.12) holds for all pairs (i, r) satisfying (8.11) with i < ℓ.
Let (i, r) ∈ T (ℓ,m, k). Then, by the definition of T (ℓ,m, k), we have
m+ ℓ = (m− r) + r + ℓ ≤ 2k(ℓ− i) + r + ℓ.
On the other hand, by hypothesis,
(2k + 1)ℓ+ n− k −
1
2
< m+ ℓ
so,
(2k + 1)ℓ+ n− k −
1
2
< 2k(ℓ− i) + r + ℓ
which is equivalent to
(2k + 1)i+ n− k −
1
2
< r + i.
Now, r ≥ (2k+1)i and i+ r ∈ Z by the definition of T (ℓ,m, k), which means that (i, r) satisfies
(8.11) and, according to our induction hypothesis,
y≥k+ 1
2
(i, r) · wn = 0
for all (i, r) ∈ T (ℓ,m, k). From (8.3) we obtain
y(ℓ,m) · wn = y≥k+ 1
2
(ℓ,m) · wn. (8.13)
Remark that, since ℓ ≥ 1, we have
m+ ℓ > (2k + 1)ℓ+ n− k −
1
2
≥ 2k + 1 + n− k −
1
2
= n+ k +
1
2
≥ n+
1
2
,
but since m+ ℓ ∈ Z we can write
m+ ℓ ≥ n+ 1.
In this situation Lemma 8.3 applies and therefore
y(ℓ,m) · wn = 0.
Combining this with (8.13) we obtain that
y≥k+ 1
2
(ℓ,m) · wn = 0,
which is our desired conclusion. 
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8.7. We are now ready to show that the first relation in (8.7) holds.
Proposition. For k ∈ Z+ such that 0 ≤ k ≤ n− 1 we have,
x2n−2k
−α
2
+(k+ 1
2
)δ
· wn = 0. (8.14)
Proof. We apply Lemma 8.6 for ℓ = n− k and m = (2k+1)(n− k) for which the hypotheses of
Lemma 8.6 are easily checked. We obtain that
y≥k+ 1
2
(n− k, (2k + 1)(n − k)) · wn = 0. (8.15)
Let p ∈ S≥k+ 1
2
(n− k, (2k + 1)(n − k)). By definition, we have∑
N≥k
1
2
pN+ 1
2
+
∑
N≥k+1
pN = n− k,
∑
N≥k
2N + 1
2
pN+ 1
2
+
∑
N≥k+1
2NpN = (2k + 1)(n − k).
(8.16)
Multiplying the first equality by 2k + 1 and subtracting from the second equality we obtain∑
N≥k
(2N + 1)− (2k + 1)
2
pN+ 1
2
+
∑
N≥k+1
(2N − 2k − 1)pN = 0.
All terms in the above equality are non-negative, which implies that they must be all zero.
Therefore,
pi = (2n − 2k)δi,k+ 1
2
, i ∈
1
2
Z+.
As S≥k+ 1
2
(n − k, (2k + 1)(n − k)) contains a unique sequence, we have
y≥k+ 1
2
(n− k, (2k + 1)(n − k)) =
1
22k(n−k)
x
(2n−2k)
−α
2
+(k+ 1
2
)δ
.
Together with (8.15), this implies our conclusion. 
8.8. We have proved the following.
Proposition. Let ĝ be an affine Lie algebra of type A
(2)
2 , and let λ ∈ P
+. Then,
xkα+1α ∈ AnnU(Cg)(wλ), for all α ∈ R̂re(−) \R
−, kα = max{0, −(λ+ ω0, α
∨)}.
Taking into account Corollary 7.4 this is equivalent to Theorem 2 for ĝ of type A
(2)
2 .
9. Weyl modules for the standard maximal parabolic subalgebras of twisted
affine Lie algebras
9.1. In this section, we consider the special maximal parabolic subalgebra in the remaining
idecomposable twisted affine Lie algebras. We shall be fairly brief here since the treatment
is conceptually identical and technically easier than the considerations for the hyperspecial
maximal parabolic of the affine Lie algebra of type A
(2)
2n . The papers [13, 14] discuss some of
these ideas in greater generality but the precise results that we prove here are not stated, their
methods are different, and the statements that might be relevant for us are conditional on the
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validity of certain assumptions. It seems worthwhile to include a short self-contained treatment
in this paper.
9.2. Let g be a simple Lie algebra of type A2n−1, n ≥ 3, Dn+1, n ≥ 2, or E6. The outer
automorphism group of g is non-trivial. We fix a non-trivial outer automorphism σ and we
denote by m its order. The only possible value of m is 2 with the exception of the Lie algebra
of type D4 for which m could also be equal to 3. All the outer automorphisms arise from an
automorphism of the Dynkin diagram of g and we can therefore regard σ as acting on the labels
of the vertices in the Dynkin diagram. For 1 ≤ i ≤ rank(g), we denote by orb(i) and stab(i)
the orbit of i and, respectively, the stabilizer of i under the action of the group generated by
σ. We assume that the labelling of the Dynkin diagram of g is such that 1, . . . , n form a set of
representatives for the orbits of σ. The integers ri = | stab(i)|, 1 ≤ i ≤ n, will play a role later
on.
We denote by gσ the fixed point subalgebra of g. Note that gσ is itself a simple Lie algebra of
type Cn, n ≥ 3, Bn, n ≥ 2, or F4, if g is of type A2n−1, n ≥ 3, Dn+1, n ≥ 2, or E6 and m = 2,
and gσ is a simple Lie algebra of type G2 if g is of type D4 and m = 3. In what follows n will
denote the rank of gσ.
We fix a Cartan subalgebra h of g and we denote the corresponding set of roots, the root
lattice, and the weight lattice by Rg, Qg, and Pg, respectively. We also fix a basis of g with
respect to h and denote the corresponding set of positive roots, the Z+-cone spanned by the
positive roots, and the cone of dominant weights by R+g , Q
+
g , and P
+
g , respectively. Let n
± be
the nilpotent subalgebra of g determined by ±R+g .
The subalgebra hσ = gσ ∩ h is a Cartan subalgebra of gσ and we denote by R, Q, and P
the corresponding set of roots, the root lattice, and the weight lattice, respectively. Similarly,
gσ ∩ n+ is the nilpotent radical of a Borel subalgebra of gσ and we denote the corresponding set
of positive roots, the Z+-cone spanned by the positive roots, and the cone of dominant weights
by R+, Q+, and P+, respectively. Also, we fix basis {α1, . . . , αn} of R and a Chevalley basis
{xα, hi : α ∈ R, 1 ≤ i ≤ n} for g
σ.
As in Section 4.3 of this paper, we identify (hσ)∗ with a subspace of h∗ so that P+ is a subset
of P+g and the fundamental weights {ωi}1≤i≤n of g
σ are a subset of the fundamental weights
{ωi}1≤i≤rank(g) of g. For λ ∈ P
+ we denote by V (λ) the irreducible highest weight module for
gσ with highest weight λ and for µ ∈ P+g we denote by Vg(µ) the irreducible highest weight
module for g with highest weight µ.
9.3. Let L(g) = g ⊗ C[t, t−1] be the loop algebra of g with the usual Lie bracket, given by
the C[t, t−1]–bilinear extension of the Lie bracket on g, and denote by g[t] the current algebra
associated to g. Extend σ to an order m automorphism of L(g) defined by
σ(x⊗ ti) = σ(x)⊗ e−2πi/mti.
Modulo the center and the scaling element, the special maximal parabolic subalgebra of an
affine Lie algebra of type A
(2)
2n−1, n ≥ 3, D
(2)
n+1, n ≥ 2, E
(2)
6 , or D
(3)
4 is isomorphic to the fixed
point subalgebra g[t]σ of g[t], for g of type A2n−1, n ≥ 3, Dn+1, n ≥ 2, E6 and m = 2, and
of type D4 and m = 3, respectively. Remark that both g[t] and g[t]
σ are naturally Z+-graded
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and the homogeneous components of degree zero are g and, respectively, gσ. We denote by
ev0 : g[t]
σ → gσ the projection onto the homogeneous component of degree zero.
Remark that the Lie subalgebras n±[t] := n± ⊗ C[t] and h[t] := h± ⊗ C[t] are stabilized by σ
and we have a triangular decomposition
g[t]σ = n−[t]σ ⊕ h[t]σ ⊕ n+[t]σ.
We denote by h[t]σ+ the ideal of h[t]
σ generated by positive degree homogeneous elements.
Given z = (z1, . . . , zk) ∈ (C
×)k and N ≥ 1, let
evz,N : L(g)→ ⊕
N
s=1g
zs,N , gzs,N = g⊗
C[t, t−1]
((t− zs)N )
,
be the canonical Lie algebra morphism and let
Ψz,N : g[t]
σ →֒ L(g)→ ⊕Ns=1g
zs,N ,
be the restriction of evz,N to g[t]
σ. We have the following analog of Lemma 4.6.
Lemma. If zs 6= zp for 1 ≤ s 6= p ≤ k then evz,N is surjective. If z
m
s 6= z
m
p for 1 ≤ s 6= p ≤ k,
then Ψz,N is surjective.
9.4. Given λ ∈ P+, set
P (λ) = U(g[t]σ)⊗U(gσ) V (λ).
The global Weyl module W (λ) is defined to to be the maximal g[t]σ–module quotient of P (λ)
with weights contained in λ − Q+. Let vλ denote a highest weight vector of V (λ) and denote
by wλ be the image of 1⊗ vλ in W (λ). The module W (λ) is generated by an element wλ with
relations
n+[t]σwλ = 0, hwλ = λ(h)wλ, (x−α ⊗ 1)
λ(α∨)+1wλ = 0,
for all h ∈ hσ and α ∈ R+, where α∨ is the co-root of gσ corresponding to α.
There is a natural right action of h[t]σ on W (λ) and we let Aλ be the quotient of U(h[t]
σ
+)
by the ideal
Ann(wλ) = {u ∈ U(h[t]
σ
+) : uwλ = wλu = 0}.
Then, W (λ) is a (g[t]σ,Aλ)–bimodule.
Given a maximal ideal I of Aλ, define the local Weyl module W (λ, I) as
W (λ, I) =W (λ)⊗Aλ Aλ/I.
We remark that the modules W (λ) are naturally Z+-graded by assigning degree zero to wλ.
The ideal Ann(wλ) is also a graded ideal and in consequence the algebra Aλ is a Z+-graded
algebra. Let Iλ,0 be the maximal graded ideal of Aλ. The local Weyl modules W (λ, Iλ,0) are
the only graded local Weyl modules.
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9.5. The local Weyl modules for L(g) are indexed by polynomials π = (π1, . . . , πrank(g)) in
an indeterminate u where each πi has constant term one and are subject to the notation in
Section 4.9. Furthermore, we denote by ̟i the rank(g)–tuple of polynomials with entry (1−u)
in the ith place and 1 elsewhere.
The following analogues of Theorem 5 and Proposition 4.10 will be needed. Part (i) was
proved in [5] for g of type An and in [12] for g simply-laced, part (ii) was proved in [6], part (iii)
was proved in [3, Section 2.7], and the proof of part (iv) is the same as the proof of Proposition
4.10.
Theorem 7. Let π = (π1, . . . , πrank(g)) be as above and let W (π) be the corresponding local
Weyl module for L(g). Then,
(i) We have,
dimW (π) =
n∏
i=1
dimW (̟i)
deg πi .
(ii) The unique irreducible quotient V (π) of W (π) is isomorphic to ev∗
z,1(Vg(λ1)⊗· · ·⊗Vg(λk))
where
λs =
rank g∑
i=1
mi,sωi, 1 ≤ s ≤ k, and πi =
k∏
s=1
(1− zsu)
mi,s , 1 ≤ i ≤ rank(g).
(iii) For N ∈ N sufficiently large, we have(
g⊗
k∏
s=1
(t− zs)
N
C[t, t−1]
)
W (π) = 0.
(iv) Let z1, . . . , zk be the distinct roots of π1 · · · πn and assume that z
m
s 6= z
m
p for 1 ≤ s 6= p ≤ k.
Let
λ =
n∑
i=1
 ∑
j∈orb(i)
deg πj
ωi.
There exists a maximal ideal Iπ in Aλ such that Ψ
∗
z,NW (π) is a quotient of W (λ, Iπ). In
consequence,
dimW (λ, Iπ) ≥ Ψ
∗
z,NW (π).
9.6. The arguments in Sections 5 and 6 can now emulated to establish the following result.
Theorem 8. Let λ ∈ P+. The algebra Aλ is a graded polynomial algebra in variables Ti,r of
grade rir, 1 ≤ i ≤ n and 1 ≤ r ≤ λ(α
∨
i ). The module W (λ) is a finitely generated Aλ-module
and for any maximal ideal I of Aλ, we have
dimW (λ, Iλ,0) ≥ dimW (λ, I) ≥
n∏
i=1
dimW (̟i)
λ(α∨i ).
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9.7. Finally, the connection between the graded local Weyl modules and the level one De-
mazure modules for the corresponding affine twisted Lie algebra can be established in the same
fashion as described in Section 7. In fact, this was already done: for the following statement,
part (i) was proved in [10, Lemma 5.3.], part (ii) was proved in [10, Theorem 5.1.], and part
(iii) was proved in [11, Theorem 2].
Theorem 9. With the notation above, we have
(i) For 1 ≤ i ≤ n we have
dimW (ωi, Iωi,0) = dimW (̟i).
(ii) Let λ ∈ P+. The graded local Weyl module W (λ, Iλ,0) and the Demazure module D(−λ)
are isomorphic to as graded g[t]σ-modules.
(iii) Let λ ∈ P+. Then,
dimD(−λ) =
n∏
i=1
dimD(−ωi)
λ(α∨i ).
As a consequence of Theorem 8 and Theorem 9 we obtain the following.
Theorem 10. Let λ ∈ P+. For any maximal ideal I of Aλ, we have
dimW (λ, I) =
n∏
i=1
dimW (ωi, Iωi,0)
λ(α∨i ).
To conclude, we have proved the following.
Theorem 11. Let λ ∈ P+. The global Weyl module W (λ) is a free Aλ-module of rank equal to
n∏
i=1
dimW (ωi, Iωi,0)
λ(α∨i ).
Remark. Although, in this section, we have excluded from consideration the case of g of type
A2n most of the statements are valid in that situation too. The first statement that fails to be
true in this case is Theorem 9(ii), and in fact, for g of type A2n, the dimension of a local Weyl
module W (λ, Iλ,0) for g[t]
σ is not known if λ(α∨n) is even. There are examples in [10] which
show that the dimension of a graded local Weyl module can be bigger than the dimension of
the corresponding Demazure module.
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