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Abstract
It is well known that a boundary layer develops along an infinite plate under oscillatory motion in a
Newtonian fluid. In this work, this oscillatory boundary layer theory is generalized to the case of linear
viscoelastic (LVE) flow. We demonstrate that the dynamics in LVE are generically different than those
for flow of similar settings in Newtonian fluids, in several aspects. These new discoveries are expected
to have consequences on related engineering applications. Mimicking the theory for Stokes oscillatory
layers along an infinite plate in Newtonian flow, we derive a similar oscillatory boundary layer formula
for the case of LVE. In fact, the new theory includes the Stokes layer theory as a special case. For
the disturbance flow caused by particles undergoing oscillatory motion in linear viscoelasticity (LVE),
a numerical investigation is necessary. A boundary integral method is developed for this purpose. We
verify our numerical method by comparing its results to an existing analytic solution, in the simple case
of a spherical particle. Then the numerical method is applied in case studies of more general geometries.
Two geometries are considered because of their prevalence in applications: spheroids; dumbbells and
biconcave disks.
Key words: Boundary layer, Oscillatory flow, LVE, boundary integral method, eddies.
1 Introduction
Oscillatory flows find applications in numerous fields of engineering, e.g., chemical engineering and biomedical
engineering. The phenomena have been extensively studied theoretically, experimentally, and numerically
[Ghaddar et al., 1986a,b, Hall, 1974, Padmanabhan & Pedley, 1987, Pedley & Stephanoff, 1985, Pienkowska,
1984, Ralph, 1986, Riley, 1967, Sobey, 1980, 1982, 1983, 1985a,b, Stephanoff et al., 1980]. Important non-
dimensional groups in those studies include the Strouhal and the Reynolds number, hence the dynamics are
investigated for various values of those numbers. Researchers also seek to under enhancement of mass and
heat transport, often enabled by oscillatory flow. Other topics of interest include calculation of torque and
stress on those particles, and analysis of hydrodynamic instabilities triggered by oscillatory flow.
It is known [Pozrikidis, 1989] that in unsteady Stokes flow, a single frequency oscillatory motion of a
sphere in a Newtonian fluid causes the appearance of an eddy around the particle. In each period, an eddy
arises on the sphere and propagates away from the particle surface, and disappears in the interior of the
fluid, in the plane perpendicular to the motion of the particle. This feature is absent when the inertial
effect can be neglected (low frequency motion), because the flow is close to being Stokes in this regime. In
many applications in both materials science and biology (or biophysics), the media are usually modeled as
Newtonian, but they are typically often viscoelastic, i.e. they are both viscous and elastic depending on
what time scales we observe them. Assuming them to be Newtonian is not because it is known to be a good
assumption, but rather because accounting for viscoelasticity is difficult.
In this work, we study oscillatory motion of particles in viscoelastic fluids. When the particle undergoes
small amplitude motion, linear viscoelasticity (LVE) applies, even if the frequency of the motion is high. In
other words, LVE is valid when the strain is small, though the strain rate may be high. In fact, the high
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strain rate case is of interest here since if both the strain and strain rate are small, the motion in viscoelastic
fluids reduces to that in Newtonian flow. We show that when viscoelastic effect can not be ignored (the
Weissenberg number Wi is large), eddies are created around particles undergoing oscillatory motion, just
like in the Newtonian flow case. However, there are significant differences from the Newtonian flow case.
For the purpose of numerical studies, we adopt a boundary integral method, due to its computational effi-
ciency resulting from dimension deduction. Our method, however, is sufficient for the geometries considered
in this work. For more complicated geometries, a boundary element method may be more appropriate. Our
numerical method is globally third-order accurate. In a boundary integral or element method, a relation is
established between the stress and velocity on particle surfaces, and then one quantity is solved given the
other. This results in a Fredholm integral equation of the first or second kind. In our study, velocity of
the particles is prescribed, and then the stress on the particle surfaces is solved for, which is in turn used
to obtain the velocity in the interior of the fluid. This results in an ill-posed first-kind Fredholm integral
equation. But we note that the right-hand side of the integral equation is prescribed and hence contains no
error, thus the numerical errors due to the ill-conditioning will not compromise our solutions.
In Section 2, we present the mathematical equations used in this paper. We also write down the equations
in the Fourier domain, since we are studying oscillatory flow. In Section 4, we derive a boundary integral
formulation for the mathematical equations contained in the first section, and for the particular applications
we bear in mind. We also indicate how integrals can be performed along the azimuthal direction to convert the
formulation to axisymmetric setting. In Section 5, we illustrate our numerical method, which was explained
with more details in a previous work. In Section 6, we present and discuss our results. We conclude the
work in Section 7.
2 Mathematical equations
We will consider the oscillatory motion of solid particles suspended in an unsteady Stokes or linear viscoelastic
(LVE) flow. First, we recall the linearized incompressible Cauchy equation without body force,
ρ
∂v
∂t
= ∇ · τ −∇p+ F, ∇ · v = 0, (1)
where ρ is the fluid density, v is the fluid velocity, p is the pressure, F is the body force, and τ is the extra
stress tensor. Since we will only consider oscillatory motion caused by external force, the body force will
be ignored. The no-slip boundary condition is imposed on the particle surfaces. For a Newtonian fluid, the
stress tensor τ = 2µD, where µ is the fluid dynamic viscosity and D = (1/2)(∇v+∇vT ) is the symmetrized
strain rate. Then, equation (1) becomes
ρ
∂v
∂t
= µ∇2v −∇p, ∇ · v = 0. (2)
The stress tensor in a linear viscoelastic fluid is given by
τ (x, t) = 2
∫ t
−∞
G(t− t′)D(x, t′)dt′, (3)
where G(·) is the relaxation modulus. For a Maxwell fluid with N relaxation modes with a Newtonian
component, G reads
G(t) = µδ(t) +
N−1∑
j=0
Gje
−t/λj , (4)
where µ is the dynamic Newtonian viscosity, δ is the Dirac’s delta function, λj and Gj are the relaxation
time and spectral strength of mode j, respectively. The magnitude of λj controls how fast a certain mode
relaxes, and the largest λj is often used as the time scale when non-dimensionalizing the dynamics. With the
formulation Eq. (4), any motion near equilibrium in a viscoelastic fluid can be approximated to an arbitrary
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accuracy using enough modes, i.e. by increasing N . For illustration, we take a one-mode Maxwell fluid with
relaxation modulus G(t) = G0e
−t/λ0 , then the constitutive equation (3) becomes
τ (x, t) =
∫ t
−∞
G0e
(t−t′)/λ0(∇v +∇vT )dt′. (5)
There is a well known correspondence principle that relates the linear viscoelastic equation to the unsteady
Stokes equation, in the Fourier domain. We take the time Fourier transform of Eq. (1) to obtain
ρiωvˆ = Gˆ(ω)∇2vˆ −∇pˆ, ∇ · vˆ = 0, (6)
where vˆ and pˆ depend on space variable x and frequency ω. For a Newtonian fluid (unsteady Stokes flow),
Gˆ(ω) = µ, independent of ω; while for a viscoelastic fluid (LVE), Gˆ(ω) is the time Fourier transform of
G(t), and hence is ω dependent. Note that G∗(ω) = iωGˆ(ω) is the dynamic modulus [Schieber et al., 2013],
commonly used in characterizing dynamics under vibratory motion. We pick a characteristic length scale l,
then Eq. (6) can be non-dimensionalized with a single parameter λ2 = iωl2ρ/Gˆ(ω),
(∇2 − λ2)v = ∇p, ∇ · v = 0, (7)
where all the hats have been dropped for simplicity. For a Newtonian fluid with dynamic viscosity µ, the
nondimensional number λ2 = iωl2ρ/µ is called the frequency parameter, and it measures the effect of inertia.
We note that λ2 is purely imaginary in the case of a Newtonian fluid. For a one-mode Maxwell fluid,
Gˆ(ω) =
G0λ0
1 + iωλ0
, (8)
so
λ2 =
iωl2ρ(1 + iωλ0)
G0λ0
. (9)
Now λ2 becomes fully complex, and contains two nondimensional groups. The first is the magnitude |λ2|,
related to the inertial effect. For convenience, we will call both λ2 and |λ2| the frequency parameter. We
denote the frequency parameter by β, and whether it refers to λ2 or |λ2| should be clear from the context.
The second nondimensional group is the Weissenberg number Wi = ωλ0, related to elastic effect.
The time domain equation (2) becomes the Brinkman equation (7), in the frequency domain. Being a
linear equation, it admits numerous well studied numerical methods. In particular, we will outline a boundary
integral formulation in the next section to numerically solve Eq. (7). We note that solving the equation in the
frequency domain is sufficient, since we will be studying applications of oscillatory flow. Once the velocity
profile is solved for in the frequency domain, it will be converted back to the time domain, so that the stream
function can be constructed to study the flow around the particles.
3 Boundary layer theory for linear viscoelasticity
In this section, we derive a boundary layer theory for flow past an infinite plate in linear viscoelasticity. In
Section 6, we will validate our numerical results against this theory.
We solve equation (1) in the upper half plane, with (x, z) coordinates and z being the vertical one. Without
loss of generality, we assume there is no body force. An infinite plane at z = 0 is undergoing horizontal
oscillatory motion, furnishing one boundary condition of velocity. We assume there is no motion at infinity,
so v(x,∞, t) = 0 is the other boundary condition of velocity. If we write out the z component in equation
(1) and analyze the dynamics, we conclude ∂p/∂z = 0 since there is no motion in the z direction (note that
unlike the case of nonlinear viscoelasticity, there is no normal stress in LVE). As we will study oscillatory
flow, we work in the frequency domain and solve equation (7) in the z direction (so the ∇p term vanishes):
(∇2 − λ2)vx = 0, (10)
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Figure 1: Schematic for boundary integral formulation.
subject to the boundary condition vx(0) = 1 and vx(∞) = 0. The solution for the one-Maxwell fluid with
the frequency parameter as shown in equation (9) is
vx(z) = exp
(√
ρω
2G0λ0
(
−
√√
Wi2 + 1 +Wi+ i
√√
Wi2 + 1−Wi
)
z
)
, (11)
where Wi = ωλ0 is the Weissenberg number. For Wi≪ 1, the solution approaches the well known result in
Stokes layer theory for Newtonian fluids, vx(z) = exp
(√
ω/2ν(−1 + i)z
)
, where ν is the kinematic viscosity
[Batchelor, 2000, Chap. 5]. To see this, note that G0λ0/ρ → µ/ρ := ν, the kinematic viscosity for a
Newtonian fluid, as the viscoelastic relaxation time λ0 → 0. We are interested in the case Wi ∼ O(1) or
Wi≫ 1. When Wi≫ 1, the solution (11) approaches vx(z) = exp
(
−ω
√
ρ/G0z
)
.
vx(z) = exp
(√
ρω(G0λ0 + µ+ µω
2λ20)
2[(µωλ0)2 + (G0λ0 + µ)2]
(
−
√√
w2p + 1 + wp + i
√√
w2p + 1− wp
)
z
)
, (12)
where
wp =
G0ωλ
2
0
G0λ0 + µ+ µω2λ20
.
There are two differences between this asymptotic behavior and the case for Newtonian fluids. First, the
boundary layer thickness scales like O(ω−1) at high values of ω, while the thickness scales like O(ω−1/2)
for the Stokes layer. Second, there is a phase difference of pi/2 between the stress and the velocity on the
horizontal plate, while the phase difference is pi/4 for the Stokes layer Batchelor [2000].
4 Boundary integral formulation
In this section, we will explain a boundary integral method to solve Eq. (7). Following Pozrikidis [1989,
1992], the velocity veiωt at a point x0 on the surface ∂Ω satisfies the following boundary integral equation
(BIE)
vj(x0) = − 1
4pi
∫
∂Ω
fi(x)Gij(x,x0) dS(x) +
1
4pi
∫
∂Ω
vi(x)Tijk(x,x0)nk(x) dS(x), (13)
where feiωt is the traction on the surface, the normal vector n points into the fluid, and the integrations are
principal value integrals. See Fig. 1 for an illustration. We refer to x and x0 as the source and target point,
respectively.The expressions of the Green’s functions Gij and Tijk for Brinkman equation (7) are given in
Pozrikidis [1989, 1992].
The velocity of and the traction on the particles are related to each other according to the BIE (13), so
one can solve for the traction if the velocity is given and vice versa. The advantage of this boundary integral
method is that once the velocity and traction are known for the particles, the flow quantities in the whole
fluid interior can be evaluated with simple integrals. Therefore, there is dimension reduction and hence
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Figure 2: Schematic of an axisymmetric boundary.
saving in computational cost with this method. Eq (13) is valid when the target point x0 is on the surface.
When x0 is in the interior of the fluid, the boundary integral equation should read
vj(x0) = − 1
8pi
∫
∂Ω
fi(x)Gij(x,x0) dS(x) +
1
8pi
∫
∂Ω
vi(x)Tijk(x,x0)nk(x) dS(x). (14)
Under certain circumstances, one can bypass the double layer integral in Eq (13) to save computational
cost. To this end, we introduce a ghost flow v′ inside the solid particles. W require that v′ satisfy the same
boundary condition as v on the surface and tend to 0 at infinity. Then, for a point x0 in the interior of the
fluid, we have [Pozrikidis, 1989, 1992]
vj(x0) = − 1
8pi
∫
∂Ω
qi(x)Gij(x,x0) dS(x), (15)
where q := f − f ′ is an unknown surface density. The success of this simplification all hinges on if one can
easily find the pair (v′, f ′). This is possible, at least wen the particles are not deformable. For example,
when a single spherical particle undergoes a single frequency oscillation veiωt (v is a constant), we have
[Kim & Karrila, 1991]
v′ = v, f ′ = λ2(x · v)n, (16)
where n is the unit outward normal to the surface. We note that equation (15) is valid when x0 is inside
the fluid or on the particle surface.
Since we will only study axisymmetric motion (with no swirl) of particles, we use cylindrical coordinates
x = (x, σ, ψ) and integrate along the azimuthal (ψ) direction and reduce the surface integral in Eq. (15) to
a line integral along the contour C (semi-circle) of each particle in the x− σ,
vi(x0) = − 1
8piµ
∫
C
Mij(x,x0)qj(x) ds(x), (17)
where i, j = 1, 2 indicate the axial x and radial (σ) directions respectively, and M is the modified Green’s
function tensor under cylindrical coordinates. The axisymmetric boundary integral formulation (17) also
works for the case of two or multiple particles if the definition of the boundaries C includes all interfaces.
Let x = (x, σ, ψ) and x0 = (x0, σ0, ψ0) in cylindrical coordinates, then one calculates
r = |x− x0| =
√
(x− x0)2 + σ2 + σ20 − 2σσ0 cosφ, where φ = ψ − ψ0. (18)
Letting xˆ = x − x0, the axisymmetric Green’s function tensor M in Eq. (17) will be a function of xˆ and r.
Following Pozrikidis [1989] and letting xˆ = x− x0, the axisymmetric Green’s function tensor M in Eq. (17)
is
M = σ
(
A10 + xˆ
2B30 xˆ(σB30 − σ0B31)
xˆ(σB31 − σ0B30) A11 + (σ2 + σ20)B31 − σσ0(B30 +B32)
)
, (19)
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where
Amn =
∫ 2pi
0
cosn φ
rm
A(λr) dφ, Bmn =
∫ 2pi
0
cosn φ
rm
B(λr) dφ. (20)
There is an eigen-solution, the normal vector ni(x) of the particle surface, to the integral equation (15)
because of the identity ∫
∂Ω
ni(x)Gij(x,x0) dS(x) = 0. (21)
On the other hand, physical considerations dictate that the solution q to Eq. (15) be orthogonal to n,∫
∂Ω
q · n dS(x) = 0. (22)
A solution to equation (15) that satisfies the physical condition Eq. (22) can be obtained by solving instead
the following equation [Feng et al., 2016]
vj(x0) = − 1
8piµ
∫
∂Ω
qi(x) [Gij(x,x0) + nj(x0)ni(x)] dS(x). (23)
For an axisymmetric flow, it reads
vi(x0) = − 1
8piµ
∫
C
[Mij(x,x0) + ni(x0)nj(x)] qj(x) dS(x), (24)
where i, j now indicate axial and radial directions. Thus, if the velocity v is given, Eq. (24) provides a
Fredholm integral equation of the first kind for the unknown surface density q.
5 Numerical methods
A boundary element method to solve Eq. (24) is explained in Pozrikidis [1989], and the method is second
order accurate in space. But we will use a boundary integral method [Feng et al., 2016] that is third order
accurate in space. Since Eq. (24) is ill-posed, the method [Feng et al., 2016] is carefully designed to ensure
that reliable solutions be obtained.
We summarize how Eq. (24) is solved, with details contained in Feng et al. [2016]. First, the integrals
{Amn, Bmn} (being periodic in the azimuthal angel φ) in Eq. (20) are not amenable to a straightforward
application of the trapezoidal rule, and a hybrid quadrature was designed to improve the efficiency. Second,
the integral equation (24) contains a singular integral. Each entry of the Green’s function tensor M in
Eq. (19) is a function of (α, αl), the polar angles corresponding to the two points x and x0 in the meridional
plane. M(α, αl) has a logarithmic singularity at α = αl, so each entry H in M has the following expansion,
H(α, αl) = H˜(α, αl) +
∑
ck(αl)(α− αl)k log |α− αl|, (25)
where H˜ is smooth in α. To account for the log singularity, the modified trapezoidal rule [Nitsche et al.,
2010, Sidi & Israeli, 1988] is used because of its simplicity. It can be shown that
∫ b
a
H(α, αl)dα = h
N∑
k=0
k 6=l
′H(αk, αl) + hH˜(αl, αl) + c0(αl)h log
h
2pi
(26)
+
m∑
k=1
k odd
γk(H
(k)(b, αl)−H(k)(a, αl))hk+1 +
m∑
k=2
k even
νkck(αl)h
k+1 +O(hm+2)
for m ≥ 0, where h = (b− a)/N , αk = a+ kh, and the prime on the summation indicates that the two end
summands are weighted by half. We use a version of the quadrature (27) with m = 1, so it will be third
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Figure 3: Inertial Stokes with G(t) = δ(t), yielding frequency parameter β = 1 and Weissenberg number
Wi = 0. Times ωt = 0, 0.45pi, 0.5pi, 0.51pi are plotted.
order accurate. The only constant in (27) relevant here is γ1 = −1/12. The smooth part H˜ is interpolated
to second order accuracy in h. Third, when the stress on particles is solved for, the accuracy order in the
numerical result is not uniform along the meridional plane. Specifically, the error is third order away from
the two poles (α = 0) on the axisymmetric surface, but only first order near the poles. A pole correction
scheme was implemented to overcome this difficulty, resulting in a uniform third order accurate method.
A motion of the particle is prescribed, then GMRES [Saad & Schultz, 1986] is used to solve Eq. (24) for
q on the particle surface. Eq. (24) is again used to obtain velocities in the interior of the fluid. Since the
flow is incompressible, a stream function ψ is defined such that
vσ = − 1
σ
∂ψ
∂x
, vx =
1
σ
∂ψ
∂σ
. (27)
The stream function ψ can be evaluated with the following path integral,
ψ =
∫
(σvxdσ − σvσdx). (28)
The Simpson’s rule is used to evaluate the integral for ψ. Since q = f − f ′ and f ′ is known to us from
Eq. (16), the traction f on the particle can be obtained. The shear force f = f · t, where t is the tangent
vector to the surface contour, will be analyzed in the result section, since it gives insight into the flow around
the particles. Note that in the time domain, the shear force is the real part of feiωt = aeiθeiωt, where a
and θ are the magnitude and phase angle of the shear force – in the Fourier domain – respectively, so one
convenient way to visualize the shear force is to plot a and θ along the particle contour.
6 Results
In this section, we present numerical results for the disturbance flow caused by a particle undergoing oscil-
latory motion in linear viscoelasticity, and compare them to those for unsteady Stokes flow. We will study
the shear stress on the particle surface, and streamlines around them at representative times.
6.1 Spheroids
As studied by Pozrikidis Pozrikidis [1989], when a spherical particle undergoes oscillatory motion in unsteady
Stokes flow, there is an eddy generated on the particle, expanding and propagating into the fluid, during the
deceleration stage within each period, see Fig. 3. With LVE, there are a few differences, see Fig. 4. First,
there is a sequence of eddies instead of one, with diminishing strengths. Second, the eddies are generated in
the interior of the fluid and they barely travel. Third, the eddies are deferred in that they disappear during
the acceleration phase – recall that in the Newtonian case the eddy disappears exactly when the particle
starts accelerating – due to the elastic memory effect in LVE. These differences should bear consequences in
engineering applications, e.g., material dissolution and deposition.
We make the following comments. First, we also plotted the streamlines for the the case of a fluid with
both a Newtonian component and an LVE component, with relaxation modulus G(t) = 0.5δ(t) + e−t, see
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Figure 4: Inertial LVE with G(t) = e−t, yielding frequency parameter β =
√
2 and Weissenberg number
Wi = 1.0. Times ωt = 0, 0.45pi, 0.5pi, 0.51pi are plotted.
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Figure 5: Inertial Newtonian+LVE with G(t) = 0.5δ(t) + e−t, yielding frequency parameter β =
√
2/5 and
Weissenberg number Wi = 1.0. Times ωt = 0, 0.45pi, 0.5pi, 0.51pi are plotted.
Fig. 5. One can see that the streamline pattern is between that for the Newtonian case and that for the pure
LVE case. There is still a sequence of eddies, with all but the largest one barely visible. Since the existence
of a Newtonian component does not qualitatively alter the flow pattern, from now on we will concentrate
on studying pure LVE fluid with no Newtonian component. Second, we note that LVE with multiple modes
give rise to similar streamline patterns (not plotted), so we will only include one mode in our LVE relaxation
modulus. Note that adding a Newtonian component or using multiple modes in LVE is straightforward and
adds no computational cost.
Analytic solutions exist for the case of a spherical particle, for both the Newtonian case [Stokes, 1851]
and the LVE case [Schieber et al., 2013], which was derived by using the correspondence principle between
unsteady Stokes and LVE [Zwanzig & Bixon, 1970]. Those solutions are used to check the accuracy of our
method. Now we turn to the case of spheroids, for which there are no analytic solutions. We study two
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Figure 6: Oblate spheroid with frequency parameter β = 1.0 and Weissenberg number Wi = 1.0. Times
ωt = 0.5pi (a), and 0.51pi (b) are plotted.
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Figure 7: Prolate spheroid with frequency parameter β = 1.0 and Weissenberg number Wi = 1.0. Times
ωt = 0.5pi (a), and 0.51pi (b) are plotted.
spheroids of aspect ratio 3:1, in prolate (long axis aligned with motion) and oblate (short axis aligned with
motion) positions, and first plot the streamlines at characteristic times within one period. In Fig. 6 and
Fig. 7, it can be seen that the streamline patterns conform to the shape of the spheroids, and are similar to
those in the case of a sphere.
Now we examine the shear stress on the spheroids, and we start with the case of oblate spheroids. The
amplitudes and phases (not plotted if the stress is 0) of the shear stress are plotted against the arclength
at different frequency parameters and Weissenberg numbers, see Fig. 8 and Fig. 9. The arclength s is
normalized by total arclength of the particle contour in a meridional plane, with s = 0, 0.5, 1.0 representing
the right tip (σ = 0), mid-point (x = 0), and left tip (σ = 0), respectively. Turning to the prolate spheroids,
the amplitudes and phases of the shear stress behave similarly to those in the oblate spheroid case, with one
difference. The stress achieves a maximum in magnitude near the tip (σ = 0) instead of at the mid-point
(x = 0), when the frequency parameter is small enough. We plotted one case for the prolate spheroid to
illustrate this difference with a varying frequency parameter and a Weissenberg number fixed at Wi = 0.1,
see Fig. 10. We also checked the cases of higher Weissenberg numbers, and found that this behavior appears
to be unaffected by change of the Weissenberg number. In contrast, the maximum stress always occurs at
the mid-point in the oblate spheroid case.
As the frequency parameter β increases beyond O(102), the appearance of a boundary layer around the
particle becomes evident. This oscillatory boundary layer, which appears at high frequency number, is to be
differentiated from Prandtl’s boundary layer, which is caused by viscous effects at high Reynolds number. It
is a standard result in boundary layer theory [Batchelor, 2000, sec. 5.13] that for oscillatory flow (Newtonian)
along an infinite flat plate, the stress leads the velocity by a phase difference of θ = pi/4. This phenomenon
can also be observed in our numerical results – in low curvature, more flat, regions on the spheroids – see Fig.
8(b), where the flow is effectively Newtonian since Wi = 0.1 is sufficiently small. For oscillatory flow along
an infinite flat plate in LVE, we can perform a standard small amplitude oscillatory shear (SAOS) analysis
Morrison [2001] to deduce that the stress leads the velocity by a phase difference of θ = pi/4+arctan(Wi)/2.
This phenomenon can be observed in Fig. 8(d), where the phase difference is θ ≈ 3pi/8 since Wi = 1.0, or in
Fig. 8(h), where the phase difference is θ ≈ pi/2 since Wi = 100.0.
6.2 Dumbbells and biconcave disks
Study of the flow around a biconcave disk under oscillatory motion is important for applications since for
example, the red blood cell (RBC) is of this shape. We will also study the flow around a dumbbell as this
shape also finds applications in engineering, e.g., particle agglomeration in suspensions. The biconcave disk
or dumbbell shape can be modeled with a formula based on the spherical harmonic
Y 02 (α, φ) =
√
5
16pi
(3 cos2 α− 1), (29)
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Figure 8: Amplitudes, normalized by its value at the midplane (x = 0), and phases of shear stress on the
oblate spheroid are plotted against the normalized arclength s, as the frequency parameter β varies.
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Figure 9: Amplitudes, normalized by its value at the midplane (x = 0), and phases of shear stress on the
oblate spheroid, plotted against the normalized arclength s, as the Weissenberg number Wi varies.
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Figure 10: Amplitudes, normalized by its value at the mid-point (x = 0), and phases of shear stress on
the prolate spheroid, plotted against the normalized arclength s, as the frequency parameter β varies.
Weissenberg number Wi = 0.1.
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Figure 11: Plots of the true shape, Eq. (32), of the red blood cell and its approximations Eq. (30) with
a = 1.2, 1.8, and Eq. (31), all normalized to the size of 1.
where the coefficient is a normalization prefactor. For example, one can use
r = 1 + a(3 cos2 α− 1) (30)
where r =
√
x2 + σ2 is the polar distance and α is the polar angle. By varying the value of a in [−1, 2], one
can obtain a biconcave disk or dumbbell shape. However, we will use the following parametrization of the
biconcave disk for better smoothness,
x = (27 cosα+ 4 cos 3α),
σ = (9 sinα+ 6 sin 3α). (31)
This is obtained by using Fourier mode 1 and 3 to fit the average measurement (in Cartesian coordinates)
of RBCs Evans & Skalak [1980],
y = d
√
1− 4
(x
d
)2 [
a0 + a1
(x
d
)2
+ a2
(x
d
)4]
, (32)
where a0 = 0.0518, a1 = 2.0026, a2 = −4.491, and d = 7.82µm is the average diameter of an RBC. If better
approximation is desired, mode 5 can be added. The formula Eq. (30), based on spherical harmonics, can
be thought of as another parametrization of biconcave disks using the same Fourier modes (1 and 3) with
α being the polar angle, while α in Eq. (31) is not exactly the polar angle. We have plotted the true
shape of an RBC and its approximations in Fig. 11. It can be seen that Eq. (31) provides a more accurate
approximation to the true shape of an RBC and is more smooth.
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Figure 12: Streamlines around dumbbells at time ωt = 0.5pi. (a) β = 10.0 and Wi = 0.1. (b) β = 100.0 and
Wi = 0.1. (c) β = 100.0 and Wi = 100.0.
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Figure 13: Amplitudes, normalized by its maximum value, and phases of shear stress on the dumbbell,
plotted against the normalized arclength, at β = 100.0 and as the Weissenberg number varies.
We first look into the flow around the dumbbell, as shown in Fig. 12, when viscoelastic effects are not
pronounced (Wi = 0.1). The streamlines are plotted at ωt = 0.5pi, which is when the particle’s velocity is 0
and starts accelerating. One can see that at a low frequency, Fig. 12(a), the flow conforms to the contour of
the dumbbell and only one eddy is present. As the frequency increases, Fig. 12(b), the flow starts to feel the
presence of a concave region and two eddies arise. At high Weissenberg numbers, we can observe sequences
of vortices, just like what we observed for the simpler geometry of a sphere. We plotted the streamlines
around the dumbbell in Fig. 12(c) at β = 100.0 and Wi = 100.0, which shows three streets of eddies.
The modulus (normalized by its maximum value) and phase angle of the shear stress on the dumbbell at
different Weissenberg numbers (with constant frequency number β = 100) are plotted in Fig. 13.
7 Conclusions
We used a boundary integral method to study the disturbance flow caused by particles undergoing oscillatory
motion in LVE, and demonstrated that the dynamics are generically different than those for the Newtonian
case, in three aspects. First, there are streets of eddies, instead of only one as in the Newtonian case. Second,
the eddies arise in the interior of the fluid and barely travel, while they are generated on particle surfaces and
propagate into the fluid in the Newtonian case. Third, the appearance of eddies is delayed in comparison to
the case of Newtonian flow, due to viscoelastic effects. These new discoveries should bear consequences on
relevant engineering applications. We verified our numerical method by comparing its results to an existing
analytic solution, in the simple case of fluid motion around one spherical particle. Mimicking a boundary
layer theory for oscillatory flow along an infinite plate in Newtonian flow, we derived a similar (oscillatory)
boundary layer theory for the case of LVE. We validated our numerical results against this new theory. We
focused on two geometries because of their prevalence in applications: spheroids, and biconcave disks.
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