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1. 1~TRoDucT10N 
This paper presents a criteria for solving linear and nonlinear two-point 
boundary value problems by the method of complementary functions 
contrary to the claims made by Roberts and Shimpan [ 11. In the year 
1982, Agarwal proved that the method of complementary functions as well 
as the method of adjoints can solve both linear and nonlinear two-point 
boundary value problems. In this paper we show that the method of 
adjoints and the method of complementary functions can both be used to 
solve linear and nonlinear systems. This paper generalizes the results of 
Agarwal [2] on linear systems to more general linear differential systems 
and includes them as a particular case. The analysis given here can be 
generalised to multi-point boundary value problems and other boundary 
value problems. 
2. LINEAR SYSTEMS 
In this section we consider a general system of m equations in n 
unknown (m < n) and exhibit the method of complementary functions to 
solve the following two-point boundary value problem, 
LY - f’(t) Y’ + Q(l) Y =f(t), aGt68 (2.1) 
satisfying the boundary conditions 
vi(a) = c,, i = 1, 2, . . . . r (2.2) 
i Mp,ivi(a)+ i &,i~j(D)=D,, ~=1,2,...,@-4, (2.3) 
i=r+l i= 1 
32 
0022-247X/92 $5.00 
Copyright 0 1992 by Academs Press, Inc. 
All rights of reproduction m any form reserved. 
TWO-POINTBOUNDARYVALUEPROBLEMS 33 
where P(t) E C*[a, b], Q(t) E C1 [a, b] are rectangular matrices of order 
(m x n), y is a column matrix with components yl, y,, . . . . y,, andfis an m 
vector with components (fi, f2, . . . . f,), A4 and N are constant matrices. We 
assume throughout this section that the rows of the matrix P are linearly 
independent and the homogeneous system associated with (21) is 
consistent. 
The homogeneous ystem associated with (2.1) is 
Ly = P(t) y’ + Q(t) y = 0. 
The transformation y = PTz transforms the system (2.4) into 
(2.4) 
L,zrLPTz=P,z’+Q,z=O, 
where P, = (PP’) and Qr = (PPT’ + QP’). 
Since P, is an (m x m) non-singular matrix, it follows that L,z = 0 is 
equivalent to 
z’ = AZ, (2.5) 
where A = -(P; ‘Q, ). Let rj stands for a fundamental matrix of the system 
(2.5). Then we have the following inference. If z is a solution of (2.5), then 
y = PTz is a solution of (2.4). 
THEOREM 2.1. Zf 4 is a fundamental matrix of the system (2.5), then any 
solution of (2.4) is of the form P’&, for every c in V,,(R). 
Proof. It can easily be verified that y defined by y = PT& is a solution 
of (2.4). Now to prove that every solution of (2.4) is of this form, let z be 
a solution of (2.5) and K be defined by K= $-‘z. Then +YK+ 4K’ = A&. 
This implies @’ = 0 or K’ = 0 or K = c. Therefore z = dc and hence 
y = PT&. 
THEOREM 2.2. Zf j is any particular solution of the non-homogeneous 
equation (2.1) and 4 is a fundamental matrix of the system (2.5), then y 
defined by 
y=y+ PTr#c (2.6) 
is a solution of (2.1) for every c in V,(R) and every solution is of this form. 
Proof It is easily verified that y defined by (2.6) is a solution of 
Eq. (2.1) for any constant n-vector c. Further, if u is any solution of (2.1), 
then 
P(u-j)'+Q(u-y)=o. 
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Hence (U - j) is a solution of Eq. (2.4). It follows that for some constant 
n-vector c, 
u-JI=p’@. 
Hence, u = j + P’cjc. 
The next theorem provides a formula for a particular solution of the 
non-homogeneous equation. This formula is derived by a method that is 
commonly known as the variation of parameters. 
THEOREM 2.3. A particular solution y of the non-homogeneous equation 
(2.1) is given by 
j(t) = P’(t) I(t) jr d-‘(s) P;‘(s)f(s) ds. 
kl 
Thus any solution of (2.1) can be written as 
y(t) = f”(t) d(t) c + i’ f”(t) i(t) 4 -I(s) P,‘(s) f(s) ds, 
cl 
(2.7) 
where d(t) is the matrix solution of the homogeneous matrix equation 
d’(t) = A(t) d(t)> 
with d(to)=I, where A= -(P;‘QI) and I is the (mxm) identity matrix. 
The second term in (2.7) is a particular solution with components 
o,(t), i= 1, 2, . . . . m, of (2.1) satisfying 
q(t,) = 0. 
The general solution of (2.1) in component form may be expressed as 
y,(t) = i P!“(t) fjj’)(t) yj(to) = w,(t), j=l,2 n, 7 *a., (2.8 1 
i=l 
where P(j)(t) and 4jI” are the jth column of P(t) and ith column of +4(t), 
(2.8) may be rewritten as 
yj( t) = i Pj”( t) C$‘( t) ci 
i=l 
+ i P!“(t) @j(t) yi(to) + wj(t) (2.9 j 
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then the expression 
Uj(t)= i P~"(t)~j"(t)Ci+~j(t) (2.10) 
i= 1 
is the jth component of the particular solution of (2.1) with the initial 
conditions 
cj, 
uj(fO)= 0 
L 
j = 1, 2, . . . . r 
j = r + 1, . . . . n. 
(2.11) 
Hence (2.9) may be written as 
Yj(f)= i Pi"(t) #j'(t) yi(to) + Uj(t), j = 1, 2, . . . . n. (2.12) 
i=r+l 
Thus to obtain (2.12) we need (n-r) integrations of 
Ly-P(t) y’+Q(t) y=O 
with the initial conditions 
and a particular soution of (2.1) satisfying (2.11). Substituting the general 
form of y,(t) in (2.3), we get 
n 
I[ 
M,D,Spj”(a) + i Np,ipy’(ff) dy’(ff) y,(M) 
s=r+l i=l 1 
=Dp- i Mp,i”i(ff), 
p = 1, 2, . . . . n - r. (2.13) 
i=l 
There are (n-r) algebraic equations for (n-r) unknowns y,(m), 
s = r + 1, . . . . n. It is a well known fact that a necessary and sufficient condi- 
tion for the existence of a unique solution to (2.1 k(2.3) is that the (n - r) x 
(n - r) matrix namely 
s = r + 1, . . . . n, p = 1, 2, . . . . II - r 
should be non-singular. 
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EXAMPLE 2.1. Consider the boundary value problem 
Qq; ; ;)Yf+(-:, -; $=(-J (2.14) 
y~ok(~)~ Y(l)=[sj. 
Now the transformation y = PTz transforms the operator Ly into 
LlzEy’+( -; -:> y=( -3. 
A fundamental matrix for y’ = (A _ :) y is given by 
Any solution of (2.14) is given by 
=PW(“d :,-J(:;)+ j”o 
Using the given boundary conditions, we get 
is a solution of the boundary value problem. 
EXAMPLE 2.2. Consider the system 
ds 
1 
1. 
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satisfying the boundary conditions 
The matrix A = -(PP’))’ QP’ is given by 
Therefore, a fundamental matrix of y’ = Ay is given by 
1 t ( 0 1 t* Y(t)= t 1 . 
00 1 
Substituting the general form of Y(t) in the boundary condition matrix, we 
get 
DC=b, 
where 
The minimal norm least square solutions of this system as determined by 
the algorithm MINLS [4] is given by 
c= [l, 0.5, 1.5]T 
with a least square residual equal to 1. The best least square solution y+(t) 
of the boundary value problem is given by 
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The results are also worked out on an IBM PC-AT using IMSL software 
working with double precision. The solution for C of the system DC= h is 
given by 
C, = -0.96061413639935300 + 15, C,(r) = -0.13850279544076840 -01 
C, = -0.96061413639935450 + 15, C,(r) = -0.16823540114021810 + 00 
C, = 0.96061446276313210 + 15, C,(r) = 0.3780216217106404D + 00. 
It may be noted that MINLS given in [4] is one of the best methods 
available to compute y +. 
EXAMPLE 2.3. Consider the system 
Ly=(i;;:;)yr+[, 
satisfying the boundary conditions 
o-1 0 0 
0 o-1 0 0 
0 0 0 -1 Y= 0 
0 0 0 0 
1 ij 0
1 
The transformation y = PTz transforms Ly=O in to L,z=z’-Az=O, 
where A = -(PP’)-’ QP’ and is given by 
A= 
A fundamental matrix for y’ = Ay is given by 
Y(t) = 
’ 
Substituting the general solution of y’ = Ay in to the boundary condition 
matrix, we get 
DC=b, 
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where 
This is an underdetermined system and hence algorithm MINLS [S] 
chooses the minimal norm solution among all the solutions of the problem. 
The minimal norm LS solution determined by the algorithm is 
C= [ -0.211009174, -0.633027523,0.963302752,0.110091743]. 
The results are worked out on an IBM PC-AT using IMSL software 
working with double precision. The solution for C in this is given by 
C, = -0.73017578125000000 + 01, C,(r) = o.ooooooooooooooo + 00 
c, = 0.0000000000000000 + 00, C,(r) = 0.000000000000000 + 0 
C, = -0.76725315339816350 + 00, c, (r ) = 0.000000000000000 + 0 
C4 = 0.53017578124999990 + 1, C,(r) = 0.000000000000000 + 0. 
3. NONLINEAR PROBLEM 
In this section, we consider the general nonlinear boundary value 
problem 
Y'"'=F(t Y Y' 3 , 3 ..., y'n - I'), (3.1) 
where Y and F are n-vectors with components (y,, y,, . . . . y,) and 
VI, F,, . ..> F,,). The conditions are 
y~k-lyt,) = Cl”- I), i = 1, 2, . . . . r, k = 1, 2, . . . . n, (3.2) 
and 
G,(Y:.k,-,“(t,), . . . . rfk-‘)(t,), ~$~-‘)(r,), . . . . ~j2~-“(r~)) 
= 0, p = 1, 2, . ..) n - r and k = 1, 2, . . . . n. (3.3) 
Assume trial values of Y y - ‘)(t,), i = r + 1, . . . . n, k = 1,2, . . . . n, and find the 
solution Yin)(t) of (3.1). Let us consider the arbitrary variations, i.e., 
Yjn)(Z) + dYI”)(t) of i= 1, 2 , . . . . n, where 6Y, is the first order correction to 
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Y;(t) to produce the actual solution of (3.1)-( 3.3). The equations of the 
nearby solution are given by 
Yjn)(t)+dYjn)(f)=F,(f, Y(f) 
+ sy(f), ‘..> y, + sy,,(t)), i= 1, 2, . . . . n. (3.4) 
Expanding the right side of (3.4) in a Taylor series and retaining only the 
first order terms, we get 
In the same way, we can put the boundary conditions for the variational 
equations and they appear as 
6Yy’(t,)=O, i = 1, 2, . . . . r (3.6) 
= - G,(cal), p = 1, 2, . . . . n - r, (3.7) 
where G,(cal) is the value of (3.3) calculated from the assumed missing 
initial conditions for (3.1) and the terminal conditions found from the 
integration of (3.1). Note that Eqs. (3.5)-(3.7) form a linear system of nth 
order. 
Note that we have interpreted the variation 6 Y:‘-‘)(t) to be the dif- 
ference between the true (but unknown) and the calculated solutions, i.e., 
~5Yi~-‘)(t)= Yi”-‘)(t)(true) 
- Y(k-“(t)(cal), i = 1, 2, . . . . n, k = 1, 2, . . . . n. (3.8) 
Now, using the procedure as given in Section 2 for the linear case, we 
integrate the homogeneous ystem associated with (3.5) n-r times the 
system 
U'"'(t)=P,U+P,U'+P,U"f ..' +p,u'"-I', 
where 
aFi P-- k- ay(k) ' [ 1 k=O, 1, 2, . . . . n- 1, J 
with the initial conditions. 
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The missing 6Y I”- “(to), i = Y + 1, . . . . n, k = 1, 2, . . . . II, for the problem 
(3.5)-(3.7) are obtained from the equations 
= -G,(cal), k = 1, 2, . . . . n, p = 1, 2, . . . . n - r. (3.9) 
Since Eqs. (3.5), (3.7), and (3.8) are only approximate quations the pro- 
cess of finding the true solution is iterative and terminates when 6 Y I”- “(I), 
i, k = 1, 2, . . . . n, to < t d r,are sufficiently small. Equations (3.8) and (3.9) for 
the rth iteration may be written as 
[6YlkP’)(f)lCr)= [Yi”-‘)(t)(true)- Y~k-l)(t)(cal)](“, 
k, i = 1, 2, . . . . n, r = 1, 2, . . . (3.10) 
= - [Gp(cal)]“‘, p= 1, 2, . ..) (n-r), r= 1, 2, ..,. 
For the next iteration of the process, the new conditions can be found from 
C~y”(~o)l (r+l)= CC-l) , 3 i = 1, 2, . . . . r, k = 1, 2, . . . . n 
[y!yt,)](‘+‘L [yy)(r,)p 
+ [sYylytO)](r), i = r + 1, . . . . It, r = 1, 2, . . . 
The calculations will terminate whenever 
max IG,(cal)l, p = 1, 2, . . . . n - r 
is less than preassigned tolerance. 
The method outlined here generalises the results of Agarwal [2] given 
for k = 1. 
4. CONCLUSIONS 
The method of complementary functions as well as the method of 
adjoints can solve both linear and nonlinear two-point boundary value 
problem. Both methods need the same number of integration as the 
method of particular solutions [3,4]. 
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