If T = NA, then RN(A) is precisely identical to the point estimate r(T)
, so that the mean and variance are (trivially) the same, respectively. It is well known that standard methods can be applied to the time series {Ri(A): i _ 1} to estimate RN(A)'S variance and to construct confidence intervals for r. In this paper, however, we prefer to operate on the natural (random) time scale (TO, TI, * * ) of the process via equations (1.29)-(1.32) below, without introducing the parameter A. The time scale (TO, TI, * *) has the computational advantage that it runs on the time scale of events simulated, thereby simplifying data collection. In addition, we expect that the correlation structure of the process X is more suitably estimated on the intrinsic natural time scale (TO, TI, * * ) than some arbitrary sequence of equally spaced instants (A, 2A, * * ). For example, if the time between events tends to be large, then X will be highly correlated, and one would generally prefer to take A large. However, by using the Ti's instead, one automatically compensates for this correlation effect, without any need to deal with choice of the parameter A.
Another estimator for r uses the Ri(A) However, RN (A) need not even be consistent, for example, if X is periodic. This discussion suggests that our approach is generally better than traditional ones, but probably not universally so. For most simulations where the steady-state limit r exists, limit probabilities P and P exist such that weak convergence holds:
(1.9) Stone (1963) shows that this theory extends to semi-infinite domains [0, oo). Example 1.1. Let X be a delayed (resp., nondelayed) regenerative process under P (resp., P). Assume that X regenerates when it hits A. Then Pn = P for n ?1 though generally P0 P. Example 1.2. Let X be as in Example 1.1. If the regenerative process is positive recurrent and the regeneration-spacing distribution (or the n-fold convolution of it for some n) has a nontrivial Lebesgue density component, then (1.10) and (1.12) hold (see Miller (1972) This shows that the Palm distribution P is the stationary distribution P conditioned on hitting A at time 0.
We want (1.12) to hold with P replacing P. This means that the simulator (somehow) deletes the entire transient phase, choosing the time origin so that this phase is to its left. Typically this is impossible to do exactly in practice, but to proceed mathematically we assume it has been done exactly. This translates as ](aN(s) ) . 
N(t) N(t) N(t) from the definitions. From N(t)too a.s. and (2.2), the extreme terms of (2.3) converge to Eao a.s.; as t/N(t) gets squeezed, it converges to Eao a.s. For nonnegative f, (2.4) N() (N( ()+I) YN(t) (f) ? r(t) ( ( () ) YN(t)+i(f)-
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as time goes to infinity. This gives the joint limit distribution of cycle length and reward received over that cycle for the cycle covering the point s. It is precisely that derived by Wilson (1983) 2. Ease of data collection. Formula (4.3) indicates that gathering discretized observations at state-change epochs and using our methodology is more work, but probably not much more because the evolution of the system has to be simulated in any case. Gathering discretized observations f(X(t)) at (reasonably short) equallyspaced intervals that do not necessarily correspond to state-change epochs may be much more work.
3. Variance estimation. Folklore has it that the sequence of transaction observations {gi(Di)} is covariance stationary if and only if the sequence of discretized observations {Yn(f)} is covariance stationary. Thus, loosely speaking, any varianceestimation technique (e.g., via batch means, spectral analysis, autoregressive representations, functional limit theorems) applies to both or to neither. In practice, however, one has to ask at what sample sizes asymptotic results reasonably apply: the faster covariance falls off with increasing lag, the better. Generally, for discretized observations, covariance does drop fairly quickly. By contrast, especially in systems that are not first-in, first-out (FIFO), a series of transaction observations scrambles past, present, and future and cuts connections between time spacing and index spacing. Thus, covariance between widely-spaced observations may well be significant. This messy covariance structure is hard to handle, at least with practical sample sizes. In ? 1. 4. Bias. The scrambling effect mentioned in point 3 above may make it harder to detect (and hence attenuate) initialization bias for transaction observations. Incompletely processed transactions cause termination bias for transaction observations, exacerbated by the "inspection paradox" discussed earlier.
Between basing estimators on discretized observations and transaction data, criterion 1 is neutral. Criterion 2 slightly favors the latter and, at least for non-FIFO systems, criteria 3 and 4 favor the former. So, on balance, we recommend r to estimate r and k/A to estimate s. counterparts to (4.5) and (4.6), respectively. The rest of the discussion in setting 1 applies without change. So, on balance, we recommend r+ a A -A) to estimate r and A1r +A-1a(A-A) to estimate s. It turns out that a is a ratio estimator which can be constructed using randomly-spaced observations as an easy modification of the theory developed here shows. The simplified data collection and intuitively superior variance estimation (relative to equally-spaced observations) which our framework allows significantly strengthen the case for estimators based on discretized observations.
