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This paper presents a generalzed truncated least squares(GtrLS)adaptive algorith‐
m and comparative studies of adaptive algorithms The prOposed algorithm is directly
derived froni the nornal equation of the generanzed truncated least squares method
(GTLSM).The special case ofthe GTLSM,the truncated least squares(TLS)adaptive
algorithm, has some distinct features which include the case of a minimum steps
estimator.This algorithm appears to be best in the deterministic case.For applica‐
tions in the presence of disturbances,the GTLS adaptive algOrithm is mOre effective
Since the GTLS adaptive algorithm includes many types of algorithns,such TLS
and LS adaptive algorithms, as special cases by setting parameters included in the
GTLS algorithms appropriately.This algorithna is also able to realize the case of
modei naatching control when the algorithm is used as an adaptive law in adaptive
control ln these cases,a two stage design method is used which combines the design
of the adaptive control system with that of conventional control,where each can be
treated independently Using this method,the validity of the presented algorithms is
exa■lined by the silnulation studies of an indirect adaptive control.
Key wOrds:  Generalized truncated least squares rnethod,Adaptive algorithnl,Adaptive parameter estimation,
Adaptive control,TwO stage design methOd,
1.はじめに
適応制御で道応則として用いられる道応アルゴリズム
はすでに多くの研究がなされている。1~5しかし、そのほ
とんどはシステムパラメータに固定あるいはたかだかゆ
るやかな変動を仮定している。しかしながら筆者は、道
応制御の最も道応的なところは、どのような環境あるい
はパラメータ変動にたいしてもそれなりに追従していく
ことであると考えている。そこで、大きく変動するパラ
メータにたいしても有効なアルゴリズムとして、直交射
影6ぉょびlruncated Least Squares Xethod(TLSH)7に
よる道応アルゴリズムを開発してきた。これらは大きな
パラメータ変動は勿論のこと微小変動にたいしても敏感
に反応する特徴をもつている。従つて、不確定性のない
理想状態にたいしては優れているが、外乱などの存在す
る実際のシステムにたいしては、その外乱にたいしても
感度よく反応する欠点をもつている。本論では、この欠
点を補うためにTLSXの評価をさらに一般化したCeneral‐
ized Truncated Least Squares Xethod (GTLSI) にくk,6
道応アルゴリズムを提案する。このアルゴリズムは含ま
れるパラメータの設定によつて、先に述べたTLSX,LSIを
その特別な場合として含んでおり、さらにその極端な島
合として、道応制御ではなくモデルマッチング法による
固定パラメータ制御としてもちいることが可能である。
従つて、種々の制御方法および道応アルゴリズムの違い
による道応制御の効果・役割を一つの例題を通して説明
するのが本論の第2の目的である。
2.問題の記述と最小2棄法
ここでは次式による線形回帰モデルを考える。
ブk=VkT θ k=1,2,`…          (2■)
ここにykは出力、vkはN次元既知信号ペクトル、 θはN
次元未知パラメータベクトルである。このθを求めるた
めの評価として通常次式が考えられている。
」k=古Σ λk(yi―viT θ)2 (2‐2)
ここにλは重み係数で忘却係数とも呼ばれている。また
λ=1のときは標準的な最小2乗法である。この(2-2)式に
たいする正規方程式は
(Σλヤ~i vi viT)θ=Σλk iviy,   (2‐3)
となり、これから以下の最小2乗法による逐次形式のア
ルゴリズムが得られる。
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」θk=θk―θk-1=gkek,
ek=yk―vkT θk_1,
Pk_l vkgk=Pkvk=
λ+vkT Pk_lvk'
Pk=λl(正一gk vkr)Pk_1.
3。 一般化修正最小2乗法 (GTLSM)
いまステップkまでのデータからθkを求めるための評
価として
」k(P,M,θk)=古(1-β)E(yk―F~θkTVk l)2
+古β(θk―θk-1)fr(θk―θk l),0≦β≦1(3‐1)
を考える。ここにθk lはステンプkでの先験情報であり、
「
は正定植対称行列～ βは右辺第1項、2項の重み係数
である。β=0のときはすでに発表しているTLSI(Trunc‐
atedとeast Squares Xethod)であり、 β=1のときはθk
=θk lなる自明解が得られることより、固定パラメータ
制御のモデルマッチングとなる。そして中間のβ,0<β
<1,は(3■)式右辺第2項でθkの変動を抑えながら、第
1項により真値に近ずこうとするものである。換言すれ
ば、 βは制御系の道応能力を表すパラメータとなつてい
る。(3‐1)式にたいする正規方程式は
(β「
+(1-β)E vk_i vk―T)θk
=β「 θk l+(1-β)E vk―tyk i(3‐2)
となる。ここで、        ‐B
Qk~1=β「 +(1-β)Σ Vk一i vk iT.   (3‐3)
と定義すると、(3‐2),(3-3)式より
θk=β Qk「θk-1+(1-β)QkE vk lyk t,(3‐4)
Qk l=Qk t~1+(1-2XvkvkT~Vk―賄Vk―‖T)
(3‐5)
が求まる。ここで、Qkは0<β≦1のときつねに正定
値となつていることは最小2乗法とくらべて一つの特徴
である。いまQkの初期設定をもとめるために(3-3)式を
くりかえし用いると、
Qk l=Qo l+(1-β)Σ VkiVktF
が得られ、(3‐3),(3‐6)式より
(2‐4‐1)
(2‐4‐2)
(2‐4‐3)
(2‐4‐4)
鋭=÷「
1
(3-6)
(3‐7)Qo l=β「 ,
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となる。これは、近似的でないことが特徴である。ただ
し、 βを0に漸近させるとき、(3‐7)式の 1/βは十分大
きいある一定値で置き換えなければならない。これがよ
き知られている最小2乗法における初期設定法である。
(3‐4),(3‐5)式はGTLSMによる一つのアルゴリズムとなつ
ているが、道応アルゴリズムとしての逐次形式を求める
ために、次の結果を述べておく。
【補題 】 いま行列 Aり,Aが、適当なベクトルb,c,
d,fにたいして次式を満たすとする。
AB~1=A~1+b cTtt d fT
このとき、
(3‐8)
AB=A―gllAb cTAtt g12Ad cTA
+g21Ab fTA―g22Ad fTA   (3‐9)
が成立する。ただし、
gll=生止止里と上, g12=fTAb, (3■0)g               g
cTAd     g22=上止I二全壺上,(3‐11)g21=~~~ , Ig         g
g=(1+fTAd)(1+cTAb)
―(fTA b)(cTA d) (3‐12)
である。
この補題の特別な掲合が逆行列のレンマとして知られ
ている。この補題を用いると(3‐3)式は
Qk=Qk_1-(1-β)g lk vlkT
十(1-β)g2k V2kT(3■3)
となる。ただし、
wik=Qk-lvk, w2k=Qk tvk判,  (3■4‐1)
S lk=VkT WIk,  S2k=Vk―HT W2k,
S Dk=Vk ttrwik=vkTw2k,(3‐14‐2)
dk=(1-(1-β)s2k)(1+(1-β)s lk)
卜(1-β)?s□k2,(3‐143)
glk=((1-(1-β)s2k)wik
+(1-β)sDkW2k)/dk,(3‐14‐4)
g2k=((1+(1-β)s ik)w2k
―(1-β)sEk vlk)/dk,(3‐14‐5)
O Hk=yk_‖―θk lTvk m,       (3‐14‐6)
ek=yk―θk lTvk,         (3-14‐7)
И θk=θk一θk l。             (3■4‐8)
であり、さらに次式をもちいている。
Qk vk=glk,  Qk vk旧=gako     (3■5)
これは直接計算により確かめられる。次に(3‐2)式より、
Qk~19k=β
「
θk-1+(1-β)E vk_iyk_i
=βΓ θk-1+(1-β)(vkyk
~Vk―‖yk_匈+Σ vk_lyk‐i)
=β「
θk-1+(1-β)(vkyk―V _"yk_H}
十Qk_1~19k-1-β「 θkャ
=β「 (θk-1-θk 2)+(1~β)(vkyk―v _Hyk_H)+(Qk~1-(1-β)(vk vkT
~Vk―匈Vk―wT)〕θk―ぃ(3-16)
と変形され、結局次の結果を得る。
〔定理1:GTLS道応アルゴリズム■】(3‐13),(3‐14)式と
必θk=β Qk「И θk-1
+(1-β)(glk ek一gttk e Hk),(3‐17)
は評価(3‐1)式にたいする道応アルゴリズムである。
(3‐13)式を(3‐17)式の若辺に代入すると、アルゴリズム
の別形式が得られる。
〔定理2:GTLS道応アルゴリズム2】 (3■3),(3■4)式と
』θk=β Qk-1「Zθk_1
+(1-β)gik(ek―β wlkT「』θk-1)
―(1-β)gどk(emk―β w2kT「」θk-1)。(3‐18)
は評価(3‐1)式にたいする道応アルゴリズムである。
このアルゴリズムは各ステンプにおいて2つの役割ゃす
なわち最新のデータを取り入れること、およびMステッ
プ過去のデータを取り除くことを同時に行つている。し
かし、以下に示すように別々に行うことも容易である。
【系1】 セヽま 【定理1、 2】 において
v2k=0,    s Dk=0
とする。このとき、
s2k=0,   dk=1+(1-β)s lk,
(3‐19)
glk=wik/dk,   g2k=Oo(3‐20)
および
Qk=Qk l―(1-β)glk wikT,
』θk=βQ貯1「 Zθk_1
(3‐21)
十(1-β)glk(ek一βwikFrど9k l)。(3‐22)
が得られる。
これは各ステップで最新データの取得のみを行つてお
り、 β=0のときは最小2乗法(2‐4)式と一致する。
〔系2】 セヽま 【定理■、2】 において
wik=0,    s Ok=0
とする。このとき、
s lk=0,   dk=1-(1-β)s2k,
(3‐23)
12
gik=0,
および
g2k=λ W2k/dk(3‐24)
Qk=Qk l+(1-β)g2k W2kT,
』θk=β Qk-1「』θk-1
(3‐25)
―(1-β)g2k(e wk―β vttkT「』θk―t)。(3‐26)
が得られる。
これは各ステップにおいて最古データの除去のみを行
つている。
4.2段階設計法
4.1設計法 :いま制御システムが
Py=R(u tt w) (4■)
で記述されるとする。ここに、u,yは制御入力、出カ
であり、wは入力外乱である。また、P、 Rは互いに索
な進みオペレー タzの多項式であり、その次数は
deg P=n, deg R=m,        (4‐2)
であるとする。ただしPはモニックとする。一方、規範
モデルは
Pu y。=Rd u。,
で表され、さらに
(4‐3)
deg P。=nd=2n―m-1,de=Rd=m。=n-1,
(4‐4)
とする。ここにud,yuは規範入力.規範出力であり、
P。 はモニック、Pd.Rdは安定多項式である。このと
き、次式で定議される制御入力uは規範モデル(4‐3)式に
たいするモデルマッチングとなつている。
Kl Rd u=Ro v+Al uttBl y(4‐5)
ただし、
P。=Ql P+Sl, Al=KI Rd―Q  R,
BI=―Sl, de=Al=mu=n-1。(牛0
ここにvは中間変数であり、次の外側ループにより決定
される。
外側フィー ドバックループを
QRov=T Rtt ud―S Pay (4‐7)
で定義する。ただし、モニック安定多項式Tにたいして
T=Q+S, deg T=ρ≧n―m,
deg Q=ρ, deg S=s≦ρ―n+m.(4-3)
であるとする。この外側ループは内側ループによる日標
値特性に何ら影響を与えないことが確認され,外側ルー
プの自由度は専らフィー ドバック特性の改善に向けられ
る。
4。2外ループの設計:前節の設計における外側ループの
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内側ループにたいする感度関数Se、および相補感度関数
Teは
Se〓÷,Te=÷ (4‐9)
(4‐14)
(4‐15)
として定まる。ここで、Seあるいは Teを小さくする
ための一つの方法として、いま T,Q,Sを
T=Σ tizρ~1,Q=Σ qizρ~t,S〓E siz3-i,
,‐a               i ttB               i_a
to=qa=1, (4‐10)
と定義して、次の評価格数を導入する。
」T〓告Eti2,JO=をEqi倉,Js=告Esia,
(4‐11)
これらの評価指数は個々に最小化することは不可能であ
るので、全体としての次の評価を考える。
J=α(」r+JQ〕+(1-α)(JT+Js)
=」T+αJ。キ(1-α)Js (4‐12)
ここにαは、Seおよび Teにたいする童みを表す。一
方、多項式Qは制御系の型と関連してくる。すなわち、
ステップ入力、あるいはステップ状外乱にたいして定常
偏差を0とするためには、Qがz-1の四子を含めばよい。
そのために、第1として、」Oを
,    1
」ol=告E(Eq卜k)2,J o2=告E(E(k+1)qi_k)2=O k=0        1・6k■の  (4‐13)
あるいはよリー 般に
Jo■=告E(Σk+.-lC.l qi_k)2.
で置き換えることである。別の方法は、
Q=(z-1)γQ'
として強制的にz…1を希望する次数だけ導入することで
ある。結局、全体の評価」は4つのパラメータを含み
」=J(α,p,■,γ) (4-16)
となる。ここで、ηは希望する積分器の数、γは強制的
に入れる積分器の数である。この2種類の導入の仕方は
α=1のときには同じことになる。これらのパラメータを
設定すれば、求める多項式T,Q,Sは」の微分より決
定される。3
5。 シミュレー ション
例として次のシステムと規範モデルを考える。
(z2+plz+p2)y=(ra z+ri)u,  (5‐1)
(z2+Pdi z+P d2)yd=(ruO z+rdl)u。,(5‐2)
ただし、
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[Fig.1]:Nonadaptive Controユ,
δ=0.8,η=1,α=0,0.5,1.
Pl=…1.112,p2=0・243,rり=0。133,ri=0,0885,
P。1=~0・906,Pd2=0・156,r da=0.292,rdi=0。108
を用いた。また、パラメータ変動として
PI=1.2Pl=-1.3344, k≧80,
を考える。このときシステムの極は変動前0.813,0。299
であり、変動後は-1.■7,-0.218と不安定化している。
制御入力には大きさ2の飽和制限を設けている。また、
入力外乱として大きさO.1のM系列信号を用いた。さ
て、(4‐5),(4‐6)式で定まる内側ループは次式となる。
[Fig.3a]:AdaPtive Control byとSX,
inPut and output resPonses, δ =0.2,  η=1, α=0.
0              49            80-13940(-lH鉤)0,2430
S□       -1.112o
l咄   -130H
0 2430
0,9043
[Fig。2]:Nonadaptive Control,
δ=0.2,η=l and α=1.
u=釜,任+蒜u+糾汗労嗣
ここに、
Kl=ra/r do, Al=aO=Kl rdl―rl,
BI=bりZ tt bl=(PI一Pdl)ガ+(Pa―Po2)・(5‐6)
次に、β=1とすると外側ループは
V=七
|:竜|一
u。十
辮 i∴デii∴争I「
y'6切
ここに、
T=z+tl, Q=z+ql,  S=sa,  (5‐3)
となる。一方、システム(5‐1)式を(2■)式の形に変換す
(5‐3)
(5‐4)
?
?
?
?
lCWl
[Fig.4a]:Adaptive Control by LSM‐
lnFut and output resPonses, δ=0。2, η=1, α=1.
tl倉
94
120
0.1930
0 1390
0.0913
0              40            80-19344(l H211)02490
80        -1 1120          o 2430
1●0   -1,764    o螂1
[Fig,4b]: paraneters resPonses.
120      160.le30   o o935
0.19鉤   9o935
9 0999        o o319
[Fig.3b]: Paraneters resPonses.
?‐
?
?
?
0              411            80             120
[Fig。5a]: ▲daPtive Controユ 心y TLSI,
■nPut and outPut responses,
δ=0.2,η=1,α=0,H=10,c=0,005.
0            40           00           120-19344(-l H20, 9,2430    01330
SCl       -1.1119          02429         0 1930
1611       -1.4167          0 9269         0 1447
[Fig.5b]: Paraneters resPonsest
ると、
θl=(pl,Pρ,rD,rl).
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-2.0
°     4Q      鉤   120      1co
[Fig。6a]:Adaptive Controユ by TLSM vith disturbance
input and outPut resPonses,
δ=0.2,η=1,α=0,I=10,c=0。005。
口              40            30-1.3944(-1.1120, 02430
引a   _l F。084         o6119
1∽   -22780    1.4948
[Fig.6b]:Paraneters respOnses,
?
?
?
?
?
?
?
?
?
?
?
?
??
卜
出 r
〜
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
?
160
0,9935
0鴎3F.
0.0718
?‐
????
?
?
?‐
?
?
‐??
(5‐9)
である。いま、 θの初期推定値を評価するためにパラメ
―夕δを導入し
θ口=δθ. (5‐10)
とする。δ≒1はシステム同定がほぼ正確に行われてい
ることを意味する。このとき、(5‐6)式のPl,p2,rD,
rtとしてその推定値Ooを用いると、(5‐5)式はモデルマ
ッチング制御入力となる。さらに、(5‐7)式でη=1,α
=1あるいは γ=1とすることはよく知られている積分
動作の導入となる。[Fig■]はδ=0.8,η=1,α=0,
0。5,1のときの制御入力と出力を示している。積分器の
導入により定常偏差がなくなり、規範出力への速い収東
が見られる。このように、精度のよいシステムモデルが
得られ、しかもシステムパラメータの予測不可能な大き
な変動がなければ、従来からの制御方法で十分である。
しかし、積分器はつねに万能というわけでなく、たとえ
ば、δ=0.21η=1,α=1のときには[Fig。2]のように
振動的、あるいは不安定となつてしまう。このようにシ
ステムパラメータの充分な情報が得られないとき、ある
いは、予Rll不可能な大きな変動が生じるときに道応制御
[Fig,7a]:AdaPtive Control
input and outPut
δ=0.2,η=1,α=0,
0             コ0          80-13944←lH劉)024銅
tOll       -1 0妨        o盟89lsa   -11100    0o176
[Fig,7b]: Paraneters resPonses.
by TLSX with disturbance
resPonses,
X=10, こ=0.05,
-2ロ
?‐
?
?
?
?
?
?
??
1
,11  _
i『
????
鳥 取 大 学 工 学 部 研 究 報 告 第 23巻
[Fig.8a]:Adaptive Control
inPut and outPut
δ=0。2,η=1,α=1,
120
by GTLSX,
resPonses,
β=0.1,I=10,
?
?
?
?
?
?
?
?
?
?
?
??
?
?
?
?
?
?
?
?
?
＝
?
?
??
ュ
?
?
?
?
[Fig.8b]: Parameters resPonses,
がその機能を発揮することになる。[Fig,3]はδ=0。2,
η=1,α=0で【系1】 すなわち最小2乗法道応アルゴ
リズムによる間接法の道応制御を示している。[Fig.3a]
は入出力応答を、[Fig。3b]はパラメータ応答を表してい
る。80ステップまでは申し分ないが、システムパラメー
タの変動にたいしては、速応性が悪い。ここで、α=1と
して積分器を入れたのがEFig。4]であり、偏差を無くそう
とはするもののうねりが生じている。これに対して、TL
S道応アルゴリズムを用いたのが[Fig.5]であるとこれは
【定理2】 においてβ=0とした島合であり、さらにδ
=0,2, η=1,α=0,X=10, c=0.005としている。
このcは、推定出力誤差の絶対値がc以下のとき、 θの
推定値を修正しないという、いわばθkにたいする不感帯
の役割をしている。詳しくは文献7を参照されたし。こ
のように、不確定性のない理想状態においてはTLSI適応
アルゴリズムは最も優れた役割を果している。しかし、
不確定性の一つとして入力外乱を加えると[Fig,6]のよう
に推定パラメータが不規則に乱れ、出力も整定しない場
合が生じる。ただし、 c=0,05とする [Fig。7]となり、
外乱の影響を押さえることが可能であるが、これは外乱
の大きさとうまく道合した時であり、このεの選定は一
[Fig.9a]:AdaPtive Control by GTLSI wェth
disturbance, inPut and output resPonses,
δ=0.2,η=1,α=1,β=0。1,X=10,
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[Fig。9b]: Paraneters resPonses.
般に容易でない。次に、本論で提案しているGTLS適応ア
ルゴリズム 【定理2】 を、 β=0.1およびδ=0.2,η=
1,α=0,‖=10として用いたのが[Fig.8,9]である。[
Fig。3]は外乱のない場合であり、EFig。5]と比較してもさ
ほど劣化していない。一方外乱の加わつた[Fig。9]の場合
は、[Fig.6]と比べれば大きな改善であり、[Fig,7]と比
べても同定度あるいは若干の改善が見られる。従つて、
種々のパラメータの設定をも考慮すればt GTLS道応アル
ゴリズムが最も実用的であると言える。
なお、以上のシミュレー ションにおいて、制御八カu
には大きさ2の振幅制限を課している。また、各[Fig.・
b]の下の数値は、パラメータPl,Pβ,rO,rlの真値、
(・)内は変動前のPl、および、80,160ステップでの
各推定値である。
5。 まとめ
本論では、従来から提案されている道応アルゴリズム
の出力誤差の2乗の評価に、推定パラメータの前回との
誤差の2乗の項を加えた新しい評価にもとずく一般化さ
れたGTLS道応アルゴリズムを提案した。この2つの2乗
を一次結合するパラメータβは、フイードバック制御系
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における道応能力を表すパラメータとなつており、固定
パラメータ制御と従来からの道応制御とを結び付けるも
のであり、従つてその中間的な道応制御も可能となつて
いる。さらにGTLS遭応アルゴリズムに含まれる他のパラ
メータの設定の仕方により、本アルゴリズムは、すでに
発表されているTLSあるいはLSアルゴリズムをも実現可
能である。そこで、一つの2次系を例として、これら種
々のアルゴリズムのシミュレー ションを行い、その焼較
検討を行つた。すでに知られていることであるが、シス
テムの充分精度のよいモデルが得られ、かつ、大きなシ
ステムパラメータ変動が起こり得ない場合には、モデル
マッチング制御あるいは積分器の付加により望ましい閉
ループ系が達成される。これにたいし、システムパラメ
ータが未知、あるいはおおきな変動が予測されるときに
は道応制御がその成力を発揮することになる。とくに、
システムパラメータの変動にたいしては、従来からの最
小2乗法では、不十分であり、筆者の提案しているTLS,
またはGTLS道応アルゴリズムが道切である。さらに、雑
音などの存在する実際の応用においては、その使いやす
さをも含めてGTLS道応アルゴリズムが望ましい。ただし、
調整パラメータβの値は、システムに含まれる不確定性
の程度に依存するが、0.1程度が多くの場合妥当であると
思われる。
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