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1. INTRODUCTION 
Let II and k be non-negative integers with 0 < k < n, let Z, = 
{O, l,...) n - l], and let 9 be an arbitrary subfamily of {A / A C Z, and 
/ A / = kj. For each x E Z, , let 6&.x) denote ]{A 1 x E A E 911. Following 
Silberger [7], we say that 9 is uniformly deep provided S.&x) = 6,(y) for all 
pairs x, y E Z, . If F is uniformly deep, we call 6,-(O) the depth of 9 and 
denote it by 6(F). 
A uniformly deep family (or, for brevity, a udf) can be thought of as an 
incomplete block design. Each set A E 9 is thus regarded as a block, I 9 I is 
the number of blocks, Z, is the collection of varieties (treatments), and 6(F) 
is the number of blocks in which each variety occurs. Therefore, a conveinent 
notation for a udf, 9, is to refer to it as a (b, n, r, k)-udf where for brevity, 
b = 1 9 / and r = 6(F). Note thta (b, n, r, k)-udf does not have repeated 
blocks. It should also be noted that any partially balance incomplete block 
design, hence any balance incomplete block design, with distinct blocks is a 
udf. 
Using this notation, it is obvious that for a (b, n, r, k)-udf, 
bk = rn. 
Also, Corollary 11 of [7] may be restated as 
THEOREM 1.1. Given a (6, N, r, k)-udf, there is a natural number t such that 
t < [(n, k)/n](:) and b = tn/(n, k), r = tk/(n, k). 
Thus, a (b, n, r, k)-udf is always a (tn/(n, k), n, tk/(n, k); k)-udf for an 
appropriate value oft. 
Hence, an even more convenient notation for a (tn/(n, k), n, tk/(n, k), k)- 
udf is to refer to it as an {n, k, tf-udf. We will adopt this notation for the 
remainder of this paper. 
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It is not difficult to show 
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THEOREM 1.2. If a (b, n, r, k)udf exists, then $0 does a (b, n, b - Y, n - k)- 
udf and a ((T) - b, n, (k/n)(z) - r, k)-udf. 
Proof. The first is obtained from the given udf by complementing each 
of the blocks, while the second is obtained by choosing for the blocks exactly 
those sets not included in the given design. 
The principal question in [7] is to determine the parameters b, n, r, k for 
which a (b, n, r, k)-udf exists. In view of Theorem 1. I, this is the same as 
determining the triples n, k, and t ,( [(n, k)/n](;) for which a in, k, tj-udf 
exists. By Theorem 1.2, we are able to restrict k = n/2 and t == [(II, k)/2n](“,). 
Jn this paper, we answer this question with 
THEOREM 3.1. Let n, k, and t be natural numbers with k < II and t < 
Kn, Wnl(3. Th en a {n, k, t]-udf exists. 
We shall also examine cyclic designs. These designs are a subclass of 
partially balance incomplete block designs. In order to define these designs, 
we must first define fractional cyclic designs. To this end, let A = (ai,j) be an 
n x n circulant matrix with k ones and II - k zeros in each row. Thus, 
each row appears the same number of times, say r. Hence, n = tr and k = sr 
for some t, s > 0 and, if B = (a;,j) for i,,j = l(l)t, then 
where there are r copies of B in each row and column. The n x t matrix 
B 
(:j i? 
is the incidence matrix for a (t, n, s, k)-fracfional cyclic design. (This notation 
is not quite standard in that for a fractional design, it is also usually specified 
that the number of blocks must be strictly less than the number of varieties.) 
A cyclic design is a combination of fractional cyclic designs. Thus, let 
fI ,..., t, be positive integers and let Ai be the incidence matrix for a 
(ti , n, si , k)-fractional cyclic design, i = l(l)m. Jf all of the Ai’s are distinct, 
then the II x ~~=“=, ti matrix, A = [A,A, =.* A,], is the incidence matrix for a 
(YE, I, , n, zy=, si , k)-cyclic design. Note that all columns of A are unequal; 
i.e., the blocks of the design are all distinct. Thus A is the matrix for a 
(Z:, t, , II, Z;=, si , k)-udf. 
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A thorough discussion of cyclic designs is given in [lo] and references 
and tables can be found in [5]. 
In the same manner in which we proved Theorem 1.2, we can prove 
THEOREM 1.3. If a (b, II, r, k)-cyclic design exists, then so does a 
(b, n, b - r, n - k)-cyclic design and a ((i) - b, n, (k/n)(;) - r, k)-cyclic 
design. 
As a corollary to the proof of Theorem 3.1, we have 
THEOREM 3.8. Let n and k be natural numbers such that k < n and (n, k) 
is a practical number. Then an (n, k, t)-cyclic design exists for all t =$ 
Kn, WnlGk 
The definition of practical numbers is given in Section 2. 
2. 
Let N(n, k) be the number of distinct n x n circulant matrices with k ones 
and n - k zeroes in each row. (Here, two circulant matrices are “distinct” 
if they have no rows (hence no columns) in common.) As is easy to see, 
N(n, k) also counts the number of distinct circular sequences of k ones and 
n - k zeroes, and the number of necklaces with k white and n - k black 
beads. 
Dickson [l] credits C. Moreau [6] and E. Jablonski [4] with counting these 
“necklaces”. They proved 
where v(d) is Euler’s q~ function. 
Let M(n, k) denote the number of matrices counted by N(n, k) subject 
to the added conditions that no two rows of any matrix counted by M(n, k) 
may be equal. Then, as shown in [2] (in the context of circular sequences), 
where p(d) is the Mobius function. 
Our interest in M(n, k) is explained by the fact that a matrix counted by 
M(n, k) is an incidence matrix for a (n, n, k, k)-cyclic design. Also note that 
M(n, k) > 1. This follows at once from the observation that the circulant 
matrix whose first column contains k consecutive ones has all of its columns 
unequal. Hence, an (n, n, k, k)-cyclic design always exists. 
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If A is counted by N(n, k) and each row of A appears r times, then as noted 
earlier, 
where B is counted by M(n/r, k/r) and there are r B’s in each row and column. 
For reference, we summarize this in 
THEOREM 2.1. The number, N(n, k), of distinct n x n circulant matrices 
with k ones and n - k zeroes in each row is given by 
(2.1) 
The number, M(n, k, r), of matrices counted by N(n, k) and with each row 
appearing r times is given by 
Mb, k, r> = M(nlr, k/r), 
where 
M(n, k) = M(n, k 1) = 1, ,z,, Ad) (I$. (2.2) 
We are now able to prove 
THEOREM 2.2. Let n, k, and t be natural numbers with t < (n, k) and 
k < n. Then, a {n, k, t}-udf exists. Moreover, if t 1 (n, k), where exists a 
{n, k, t}-fractional cyclic design. 
Proof. First, if t = (n, k), then as already noted, M(n, k) > 1; i.e., an 
(n, n, k, k)-cyclic design always exists. 
Next, suppose that t 1 (n, k) and t # (n, k). Choose a circulant matrix B of 
size tn/(n, k) x tn/(n, k) counted by M(tn/(n, k), tk/(n, k)). Then the n x 
tn/(n, k) matrix 
is the incidence matrix for a (n, k, t}-fractional cyclic design. 
Finally, we suppose t < (n, k) and t f (n, k). Let C be a matrix counted by 
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M(tn/(n, k), tk/(n, k)) and let D be a matrix counted by M(n/(n, k), k/(n, k)). 
Thus, we form the n x tn/(n, k) matrix 
where there are t copies of D in each row and (n, k) - t copies of D in each 
column. It is immediate that A has unequal columns, tk/(n, k) ones in each 
row, and k ones in each column. Hence, A is the matrix for a {n, k, t)-udf. 
This evidently completes the proof of Theorem 2.2. 
Recall that a natural number n is practical if and only if for all k < n, 
k is the sum of distinct divisors of n. For example, 1 is a practical number. 
(In fact, 1 is the only odd practical number.) Also, every even perfect number 
and all powers of two are practical numbers. Srinivasan [8] first defined 
practical numbers and Honsberger briefly describes these numbers in [3]. 
Necessary and sufficient conditions for a number to be practical are given 
by the following theorem ([9]): 
THEOREM 2.3. M is a practical number if and only if M is of the form 
M = 2”, a 3 0, or of the form 
nf = 2”p;l . . . pp, a >, 1, aj 3 1, j = 1, 2 ,..., k, 
where the primes pj safisfi, the following conditions: 
and 
pj+1 < O(2”p;’ ..* p;j> + 1, j = 1, 2 ,..., k - 1, 
where o(n) is the sum of the divisors of n. 
THEOREM 2.4. For all natural numbers, n, k, and t with t < (n, k) and with 
(n, k) a practical number, an .[n, k, t}-cyclic design exists. 
Proof. By Theorem 2.1, if t = (n, k), a {n, k, r)-cyclic design exists. Thus 
we assume t < (n, k). 
Since (n, k) is practical and t < (n, k) we have that t = x,“=, d, where 
di 1 (n, k), i = l(l)m. Thus by Theorem 2.1 there exists a (n, k, di}-fractional 
cyclic design for each 1 < i < nz. Let Ai (1 < i < m) be the incicende 
matrices for these designs. It then follows that the n x tn/(n, k) matrix 
A = [A, ... A,] is an incidence matrix for the desired in, k, tj-cyclic design. 
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We note that (n, k) does not have to be practical for the existence of 
{n, k, t}-cyclic designs. For example, if n = 30 and k = 10, then (n, k) = 10 
is not practical, but M(6,2) = 2 and so two distinct (30, 10,2)-cyclic designs 
exist. Indeed, we are able to construct (30, 10, t)-cyclic designs for all t < 10. 
It also deserves to be noted that, if k is an odd prime and n is a multiple 
of k, then there does not exist an {n, k, 2}-cyclic design. 
A complete description of the parameters, for which cyclic designs exist, 
is not now available. On the other hand, we will complete in the next section 
the proof that uniformly deep families always exist by examining the case 
t > (n, k). 
3. 
Let A, and A, be matrices of two cyclic designs counted by M(n, k); i.e., 
n x n circulant matrices with k l’s in each column with no column repeated. 
Note that, if any column of A1 also appears in A,, then A, and A, are 
incidence matrices for the same (n, n, k, k)-cyclic design. Hence, if b is any 
positive integer and M(n, k) > b, there must be at least b n x II curcilant 
matrices each with k l’s in each column and such that no column appears 
in more than one of the matrices. 
We next state 
THEOREM 3.1. Let n, k, and t be natural numbers with k < n and t < 
[(n, k)/n](E). Then a {n, k, t}-udfexists. 
Proof. We distinguish the cases t g 0 (mod(n, k)) and t F 0 (mod(n, k)). 
If t = 0 (mod(n, k)) and we are able to select t/(n, k) matrices Ai counted by 
M(n, k), then the n x tn/(n, k) matrix [A,A, ... Ai,(n,kj] is the matrix for a 
{n, k, tf-cyclic design. Hence, if (n, k) / t and M(n, k) >, t/(n, k), then there 
exists a {n, k, t}-udf. 
On the other hand, if t = s(mod(n, k)) with 0 < s < (n, k), then, using 
Theorem 2.2, we first select an {n, k, s}-udf and its incidence matrix, say A,, . 
Thus, if we are able to choose (t - s)/(n, k) distinct matrices Ai counted by 
M(n, k) and with each distinct from A,, then the n x (t - s)/(n, k) . n + 
s/(n, k) * n = n x tn/(n, k) matrix A = [A,A, 1.. A(t-s)l(n,kj] is the matrix 
for an in, k, t}-udf. 
These observations can be summarized by noting that if t = s (mod(n, k)), 
for 0 < s < (n, k), and 
then an {n, k, tj-udf exists. We also observe that, since s < (n, k) and 
t < [(n, k)/2n](“), we may derive (3.1) from a stronger inequality, here 
presented as 
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LEMMA 3.2. Zf n 3 21 and 5 < k < n, then 
MC4 4 3 [& (J] + n - &-$ . (3.2) 
We note that Lemma 3.2 does not complete the proof of Theorem 3.1. 
The remaining cases are covered by Lemmas 3.3-3.6. 
Proof of Lemma 3.2. According to formula (2.2), we have 
Mn, w = f [(J + Eh) 44 ($1 
a+1 
(3.3) 
and we define p to be the smallest prime divisor of (n, k). Thus, replacing 
(ii,“) by (i/i) in (3.3) if p(d) = -1 and by 0 if p(d) = 1, we have 
= $ [(J - ($) 2q 
where X denotes the number of prime factors of (n, k), However, since 
(n, k) 1 k, we have A < log, k or, what is the same thing, 2” < 2i”sgK = k. 
Thus, we have 
Hence, in order to prove (3.2), it will suffice to show that 
or, what is the same thing, 
(i) - (1;) k 2 2n2. 
In order to prove (3.4), we first write 
(3.4) 
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Thus, we see that 
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(;)/(gJ = fj (fe+) (YJ-’ (g+) (3.5) 
But k/p of the terms in (3.5) cancel, leaving k - k/p = k(p - 1)/p terms, the 
smallest of which is (n - l)/(k - 1). Therefore, 
0 n > ktp - 1) tn - 1) n/p k’ P ( 1 tk - 1) k/p ’ 
or equivalently, 
k (;; 1 < 
ptk - 1) 
(p - I)(n - 1) : * 0 
It follows from these observations that 
(3.6) 
Since we can assume that k < 42, we have 
l- ptk - 1) 
(p - l)(n - 1) a A>$. 
Thus, we deduce from (3.6) that 
Hence, to verify (3.4) it will suffice to show that 
1 n 
xk 0 > 2n2, ( 5 < k < q, n > 21). 
This is straight-forward verification and so concludes the proof of Lemma 3.2. 
The following lemma is easily deduced from (2.2). 
LEMMA 3.3. Zf n = 0 (mod 3), n > 12, and k >, 3, then, 
M4 3) > [& ($1 + n - n/3. 
That is, an {n, 3, t}-udf exists for all t < (3/n)(i). 
We next note that a matrix for an {n, k, t}-fractional cyclic design is always 
distinct from a matrix counted by M(n, k), i.e., an {n, k, (n, /#-fractional 
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cyclic design. Thus, from the observations preceding Lemma 3.2 we see that 
if A, can be chosen to be a matrix for a cyclic design, then for a {n, k, t}- 
cyclic design to exist, it is sufficient that 
(3.8) 
Thus, if an {n, k, s}-cyclic design exists for all s < (n, k), (by Theorem 2.4, 
this occurs if (n, k) is a practical number) and if (3.8) holds, an (n, k, t}-cyclic 
design exists for all t < [(n, k)/n](E). 
Observe that since t < [(n, k)/2n](E) we can derive (3.8) from the stronger 
inequality 
The proofs of the next two lemmas are straightforward from the above 
discussion and are omitted. 
LEMMA 3.4. If n and k are natural numbers such that (n, k) = 1 then 
M(n, k) > [& (J]. 
That is, an {n, k, t}-cyclic design exists for all t < (l/n)(t). 
LEMMA 3.5. Ifn and k are natural numbers such that (n, k) = 2”, a > 0, 
then 
That is, an (n, k, t}-cyclic design sxists for all t < (2”/n)(z). 
The remaining cases of Theorem 3.1 are given in Lemma 3.6. These were 
computed using (3.2), (3.9), or by exhibiting the required udf’s. 
LEMMA 3.6. Fork = 3,n = 6or9;k = 5,n = lOor15;n = 14, k = 7; 
n = 18, k = 9; and n = 20, k = 10; an {n, k, t}-udf exists for all t < 
[(n, k)/n](3. For k = 6, n = 12, 15, or 18; an (n, k, t}-cyclic design exists 
for all t < Kn, Wnl(3. 
We now give two corollaries to the proof of Theorem 3.1. 
THEOREM 3.7. Let n and k be natural numbers with k < n. Ifan {n, k, s}- 
cyclic design exists for all s < (n, k), then an in, k, t ] -cyclic design exists for all 
t < Kn, WnlG). 
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THEOREM 3.8. Let n and k be natural numbers such that k < n and (n, k) 
is a practical number. Then an (n, k, t}-cyclic design exists for all t < 
Kn, WnlGI 
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