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ABSTRACT
STUDIES ON LATTICE SYSTEMS MOTIVATED BY
PT -SYMMETRY AND GRANULAR CRYSTALS
SEPTEMBER 2016
HAITAO XU
B.Sc., UNIVERSITY OF SCIENCE AND TECHNOLOGY OF CHINA
Ph.D., UNIVERSITY OF MASSACHUSETTS AMHERST
Directed by: Professor Panayotis. G. Kevrekidis
This dissertation aims to study some nonlinear lattice dynamical systems arising in
various areas, especially in nonlinear optics and in granular crystals.
At first, we study the 2-dimensional PT -symmetric square lattices (of the discrete non-
linear Schro¨dinger (dNLS) type) and identify the existence, stability and dynamical evolu-
tion of stationary states, including discrete solitons and vortex configurations. To enable
the analytical study, we consider the so-called anti-continuum (AC) limit of lattices with
uncoupled sites and apply the Lyapunov–Schmidt reduction. Numerical experiments will
also be provided accordingly.
Secondly, we investigate the nonlinear waves in the granular chains of elastically inter-
acting (through the so-called Hertzian contacts) beads. Besides the well-understood stan-
dard one-component granular chain, the traveling waves and dynamics of its variants such
as heterogeneous granular chains and locally resonant granular crystals (otherwise known
as mass-in-mass (MiM) or mass-with-mass (MwM) systems) are also studied. One of our
vi
goals is to systematically understand the propagation of traveling waves with an apparently
non-decaying oscillating tail in MiM/MwM systems and the antiresonance mechanisms
that lead to them, where Fourier transform and Fourier series are utilized to obtain integral
reformulations of the problem. Additionally, we study finite mixed granular chains with
strong precompression and classify different families of systems based on their well-studied
linear limit. Motivated by the study of isospectral spring-mass systems (i.e., spring-mass
systems that bear the same eigenfrequencies), we present strategies for building granular
chains that are isospectral in the linear limit and their nonlinear dynamics will also be
considered.
vii
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CHAPTER 1
INTRODUCTION
In this dissertation, we study the nonlinear waves in a selection of lattice dynamical
systems. In general, lattice dynamical systems are infinite-dimensional systems of ordinary
differential equations (ODEs) or of difference equations, with their indices corresponding
to the points in lattices. Such systems arise naturally in many areas, such as in atomic
physics [1, 2], non-linear optics [3, 4], chemical reaction systems [5, 6], biophysics [7] and
so on. In addition, lattice dynamical systems can possibly represent spatial discretizations
of partial differential equations. While the study of waves and that of dynamical systems
were initialized early, many developments in Nonlinear Science appeared after the more
recent numerical experiments of Fermi, Pasta and Ulam (FPU) [8]. This experiment is con-
sidered revolutionary since it showed the complexity of nonlinear systems and the power
of numerical computation in analyzing these systems, which spurred important advances
in a number of fields later including soliton theory, Kolmogorov-Arnold-Moser theory of
quasi-periodic motion, theory of integrability and so on. Nowadays the study of nonlinear
waves in lattice dynamical systems is gaining more and more attention, partly due to the
new experimental achievements in lattice systems in many areas. Among all the interesting
and active research models, here we select two prototypical dynamical lattices with under-
lying physical models and present an analytical study as well as numerical simulations on
the modes that they can support.
This dissertation will be structured based on the different models and the corresponding
areas of interest. In Chapter 2, we will consider discrete soliton and vortex configurations
in two-dimensional PT -symmetric DNLS-type square lattices that are realizable in optics.
1
By starting from the anti-continuum limit and applying the Lyapunov-Schdimt reduction
method, we will analytically identify the existence and stability of such stationary states,
where all examined vortex configurations are unstable with respect to small perturbations
and one branch of solutions extending soliton configurations is spectrally stable. Chapter
3 will concern itself with an introduction to one-dimensional FPU-type models in gran-
ular crystals while Chapters 4 and 5 will study two different problems in the context of
granular chains. In Chapter 4, we investigate the traveling waves, especially those with
non-decaying oscillatory tail and those under anti-resonance conditions, in highly nonlin-
ear MiM (or MwM) systems. We will employ Fourier transform and Fourier series for a
reformulation of the system and discuss the conditions for different approaches. In Chapter
5, finite weakly nonlinear granular chains will be categorized based on their linear limit
in analogy to the isospectral spring-mass systems. We’ll show the analytical existence of
“isospectral granular chains” as well as practical strategies of constructing such systems.
The involvement of the nonlinearity will also be studied and numerical simulations will
be provided. In Chapter 6, we summarize the main findings in the dissertation and offer
interesting questions and challenges for future investigation.
2
CHAPTER 2
TWO-DIMENSIONAL PT -SYMMETRIC DNLS-TYPE SQUARE
LATTICES
2.1 Background and Theoretical Setup
The term PT -symmetry represents the invariance under the parity operator P and the
time reversal operator T combined, where P corresponds to spatial reflections, pˆ → −pˆ
and xˆ → −xˆ while T corresponds to pˆ → −pˆ, xˆ → xˆ and i → −i. Since non-hermitian
Hamiltonians respecting PT -symmetry can possibly present entirely real spectra (within
suitable parametric ranges) [9, 10], PT -symmetry has spurred the study of many interest-
ing non-hermitian systems and relevant experimental realizations in the context of quan-
tum mechanics as well as in many other fields, such as optics [11, 12], electronic cir-
cuits [13, 14], whispering gallery modes [15] and so on.
Networks of coupled nonlinear oscillators with balanced gains and losses have been
considered recently in the context of nonlinear PT -symmetric lattices. In particular, in-
terest has been placed on linear and nonlinear stability of constant equilibrium states [16]
and spatially distributed steady states [17, 18] in such systems. Moreover, as the optical
solitons in lattice settings were observed in experiments [19], the study of solitary waves
in PT -symmetric lattices [20] has been progressively active recently. However, most of
the current studies of PT -symmetric lattices and corresponding coherent structures are in
one-dimension. Especially for the studies addressing the fundamentally topological states
such as vortices in higher dimensions [21], many of them are chiefly numerical in na-
ture [22, 23, 24]. It is, thus, the aim of this chapter to explore a two-dimensional PT -
symmetric square lattice setting and to provide an understanding of the existence and sta-
3
bility properties of the stationary states it can support, placing a particular emphasis on the
vortical structures.
We will particularly focus on the following PT -symmetric model of the discrete non-
linear Schro¨dinger (dNLS) type [25],
i
dψj,k
dt
+ (∆ψ)j,k + |ψj,k|2ψj,k = iγj,kψj,k, (2.1)
where ψj,k ∈ C depends on the lattice site (j, k) ∈ Z2 and the time variable t ∈ R (this
corresponds to the spatial propagation direction in optics), (∆ψ)j,k denotes the discrete
Laplacian operator at the (j, k) site of the square lattice, and the distribution of the pa-
rameter values γj,k ∈ R for gains or losses is supposed to be PT -symmetric. The dNLS
equation is a prototypical model for the study of optical waveguide arrays [26], just as the
principal setting in which PT -symmetry was first developed experimentally [?].
With this setup, thePT -symmetry will hold if the distribution of γj,k is odd with respect
to reflections of the lattice sites in Z2 about a selected center or line of symmetry. In
particular, we will consider two natural symmetric configurations in the elementary cell, as
shown in Figure 2.1. The left panel shows the symmetry about a vertical line located on
the equal distance between two vertical arrays of lattice sites. The right panel shows the
symmetry about a center point in the elementary cell of the square lattice.
Assuming every cell of the lattice preserves the same type of symmetry, we will study
two types of gain-loss structures of the square lattices as illustrated in the top row of Figure
2.2. In addition, we consider the special situations where two types of symmetries hold
simultaneously. In the bottom left panel of Figure 2.2, the square lattice is equipped with
symmetries about both vertical and horizontal lines, which corresponds to γ2 = −γ1 on the
left panel of Figure 2.1. The bottom right panel of Figure 2.2 describes the situation where
symmetry about the horizontal line and symmetry about the center of each cell both come
into play, which corresponds to γ2 = −γ1 on the right panel of Figure 2.1.
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Figure 2.1. Schematic PT -symmetry for the elementary cell of the square lattice.
In what follows, we will consider the steady states of thePT -symmetric dNLS equation
(2.1) in the limit of large energy [17, 18, 27]. This consideration will lead to the so-called
anti-continuum limit in analysis of steady states in nonlinear lattices [28], which will enable
us to analytically study the existence and stability of the soliton and vortex configurations.
In particular, we set ψj,k(t) = ϕj,k(t)eiEt and introduce the scaling
E = −1, ϕj,k(t) = uj,k(τ)−1/2, τ = t−1. (2.2)
As a result of this transformation, the PT -symmetric dNLS equation (2.1) can be rewritten
in the equivalent form
i
duj,k
dτ
− uj,k + (∆u)j,k + |uj,k|2uj,k = iγj,kuj,k, (2.3)
where the parameter  is small in the limit of large energy E. Moreover, if  → 0+, then
E → +∞, whereas if  → 0−, then E → −∞. Setting  = 0 yields the system of un-
coupled conservative nonlinear oscillators, therefore, small values of  can be considered
by the perturbation theory from the uncoupled conservative limit. In light of this transfor-
mation, the analysis will follow our previous work on existence and stability of vortices
5
Figure 2.2. Top row: gain and loss structures in the square lattice that correspond to the
symmetric configurations in Figure 2.1. Solid circle: γ1; hollow circle: −γ1; solid square:
γ2; hollow square: −γ2. Bottom row: highly symmetric situations where two types of
symmetries hold at the same time with γ2 = −γ1.
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in conservative lattices of the dNLS type [29] (see also applications in [30, 31]). In what
follows, we apply the continuation technique to obtain definite conclusions on vortices in
the PT -symmetric dNLS equation (2.3).
We will start with the basic vortex configuration, namely the so-called plaquette setting
in [24], for which the excited oscillators are only supported on the elementary cell shown
in Figure 2.1. As will be shown in Section 2.2, the definite conclusions on existence of
PT -symmetric vortices can already be extracted from studies of the PT -symmetric dNLS
equation (2.3) on four sites only. With thePT -symmetry in hand and appropriate boundary
conditions on the square lattice truncated symmetrically in a suitable square domain, one
can easily upgrade these conclusions for the full dNLS equation (2.3), see Section 2.3.
The existence results remain valid in the infinite square lattice, thanks to the choice of the
sequence spaces such as `2(Z2).
In Section 2.4, Stability of PT -symmetric vortices on the four sites will be analyzed
in the framework of the Lyapunov–Schmidt reduction method. However, one needs to be
more careful to study stability of the localized steady states on large square lattices because
the zero equilibrium may become spectrally unstable in the lattices with spatially extended
gains and losses [27, 32]. Stable configurations depend sensitively on the way gains and
losses compensate each other, especially if the two-dimensional square lattice is truncated
to a finite size. These aspects are discussed in Section 2.5 for both the zero equilibrium
and the soliton/vortex patterns. Finally, Section 2.6 provides some conclusions, as well as
offers an outlook towards future work.
2.2 Existence of PT -symmetric vortices in the elementary cell
Let us first consider the elementary cell of the square lattice shown on Figure 2.1 and
enumerate the four corner sites in the counterclockwise order with the first site to lie at the
bottom right. By the construction, the configuration has a cyclic symmetry with respect to
the shift along the elementary cell.
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Looking for the steady-state solutions uj(τ) = φje−2iτ , where the exponential factor
removes the diagonal part of the Laplacian operator ∆ connecting each of the three lattice
sites in the elementary cell, we rewrite the PT -symmetric dNLS equation (2.3) in the
explicit form

(1− |φ1|2)φ1 − (φ2 + φ4 − iγ1φ1) = 0,
(1− |φ2|2)φ2 − (φ1 + φ3 − iγ2φ2) = 0,
(1− |φ3|2)φ3 − (φ2 + φ4 − iγ3φ3) = 0,
(1− |φ4|2)φ4 − (φ1 + φ3 − iγ4φ4) = 0.
(2.4)
In the following, we consider two types of PT -symmetric configurations for the gain
and loss parameters. These two configurations correspond to the two panels of Figure 2.1.
(S1) Symmetry about the vertical line: γ1 = −γ4 and γ2 = −γ3;
(S2) Symmetry about the center: γ1 = −γ3 and γ2 = −γ4.
Besides the cyclic symmetry, one can also flip each of the two configurations (S1) and
(S2) about the vertical or horizontal axes of symmetries. In addition, for the configuration
shown on the right panel of Figure 2.1, one can also flip the configuration about the center
of symmetry, either between the first and third sites or between the second and fourth sites.
ThePT -symmetric stationary states that we explore correspond to particular reductions
of the system of algebraic equations (2.4), namely,
(S1) Symmetry about the vertical line: φ1 = φ¯4 and φ2 = φ¯3;
(S2) Symmetry about the center: φ1 = φ¯3 and φ2 = φ¯4.
Due to the symmetry conditions, the system of algebraic equations (2.4) reduces to two
equations for φ1 and φ2 only. We shall classify all possible solutions separately for the two
different symmetries. We also note the symmetry of solutions with respect to changes in
the sign of {φj}1≤j≤4, {γj}1≤j≤4, and .
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Remark 2.2.1. If {φj}1≤j≤4 solves the system (2.4) with {γj}1≤j≤4 and , then {φj}1≤j≤4
solves the same system with {−γj}1≤j≤4 and .
Remark 2.2.2. If {φj}1≤j≤4 solves the system (2.4) with {γj}1≤j≤4 and , then {(−1)jφj}1≤j≤4
solves the same system with {γj}1≤j≤4 and −.
Remark 2.2.3. If {φj}1≤j≤4 solves the system (2.4) with {γj}1≤j≤4 and , then {−φj}1≤j≤4
solves the same system with {γj}1≤j≤4 and .
As is known from the previous work [29], if gains and losses are absent, that is, if
γj = 0 for all j, then the solutions of the system (2.4) are classified into two groups:
• discrete solitons if arg(φj) = θ0 mod(pi) for all j;
• discrete vortices, otherwise.
Persistence of discrete solitons is well known for the PT -symmetric networks [17, 27, 18],
whereas persistence of discrete vortices has not been theoretically established in the litera-
ture. The term “persistence” refers to the unique continuation of the limiting configuration
at  = 0 with respect to the small parameter . The gain and loss parameters are considered
to be fixed in this continuation.
2.2.1 Symmetry about the vertical line (S1)
Under conditions γ1 = −γ4, γ2 = −γ3, φ1 = φ¯4, and φ2 = φ¯3, the system (2.4) reduces
to two algebraic equations:
 f1 := (1− |φ1|
2)φ1 − (φ¯1 + φ2 − iγ1φ1) = 0,
f2 := (1− |φ2|2)φ2 − (φ¯2 + φ1 − iγ2φ2) = 0.
(2.5)
In general, it is not easy to solve the system (2.5) for any given γ1, γ2 and . However,
branches of solutions can be classified through continuation from the limiting case  = 0 to
an open setO(0) of the  values that contains 0. Simplifying the general approach described
in [29] for the PT -symmetric vortex configurations, we obtain the following result.
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Lemma 2.2.1. Consider the general solution of the system (2.5) in the form
φj() = rj()e
iθj() (2.6)
such that φj(0) = eiαj , rj ≥ 0, and θj, αj ∈ T := R/(2piZ). For every γ1 and γ2, there
exists aC∞ function h(θ, ) : T2×R→ R2 such that there exists a unique solutionφ ∈ C2
to the system (2.5) near φ(0) ∈ C2 for every  ∈ O(0) if and only if there exists a unique
solution θ ∈ T2 of the system h(θ, ) = 0 for every  ∈ O(0).
Proof. We separate the real and imaginary parts of fj in the form gj := Re(fje−iθj) and
hj := Im(fje
−iθj). For convenience, we write the explicit expressions:
 g1 := (1− r
2
1)r1 −  (r1 cos(2θ1) + r2 cos(θ2 − θ1)) ,
g2 := (1− r22)r2 −  (r2 cos(2θ2) + r1 cos(θ1 − θ2))
(2.7)
and
 h1 :=  (r1 sin(2θ1)− r2 sin(θ2 − θ1) + γ1r1) ,h2 :=  (r2 sin(2θ2)− r1 sin(θ1 − θ2) + γ2r2) . (2.8)
It is clear that φ is a root of f if and only if (r,θ) ∈ R2×T2 is a root of (g,h) ∈ R2×R2.
Moreover, (g,h) is smooth both in (r,θ) and .
For  = 0, we pick the solution with r = 1 and θ = α ∈ T2 arbitrary. Since g
is smooth in r, θ, and , whereas the Jacobian ∂ug at r = 1 and  = 0 is invertible,
the Implicit Function Theorem for smooth vector functions applies. From this theorem,
we deduce the existence of a unique r ∈ R2 near 1 ∈ R2 for every θ ∈ T2 and  ∈ R
sufficiently small, such that equation (2.7) is satisfied, the mapping (θ, ) 7→ r is smooth,
and ‖r − 1‖ ≤ C|| for an -independent constant C > 0.
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Substituting the smooth mapping (θ, ) 7→ r into the definition of h in equation (2.8),
we obtain the smooth function h(θ, ) : T2×R→ R2, the root of which yields the assertion
of the lemma.
Lemma 2.2.1 represents the first step of the Lyapunov–Schmidt reduction algorithm,
namely, a reduction of the original system (2.5) to the bifurcation equation for the root of
a smooth function h(θ, ) : T2 × R → R2, defined from the system (2.7) and (2.8). The
following lemma represents the second step of the Lyapunov–Schmidt reduction algorithm,
namely, a solution of the bifurcation equation in the same limit of small .
Lemma 2.2.2. DenoteH(α) = lim→0 −1h(θ, ) and the corresponding Jacobian matrix
N (α) = ∂αH(α). Assume that α ∈ T2 is a root of H such that N (α) is invertible.
Then, there exists a unique root θ ∈ T2 of h(θ, ) near α for every  ∈ O(0) such that the
mapping  7→ θ is smooth and ‖θ −α‖ ≤ C|| for an -independent positive constant C.
Proof. The particular form in the definition of H relies on the explicit definition (2.8).
The assertion of the lemma follows from the Implicit Function Theorem for smooth vector
functions.
Corollary 2.2.3. Under conditions of Lemmas 2.2.1 and 2.2.2, there exists a unique solu-
tion φ ∈ C2 to the system (2.5) near φ(0) = eiα ∈ C2 for every  ∈ O(0) such that the
mapping  7→ φ is smooth and ‖φ− φ(0)‖ ≤ C|| for an -independent positive constant
C.
Proof. The proof is just an application of the two-step Lyapunov–Schmidt reduction method.
In order to classify all possible solutions of the algebraic system (2.5) for small , ac-
cording to the combined result of Lemmas 2.2.1 and 2.2.2, we write H(α) and N (α)
explicitly as:
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H(α) =
sin(2α1)− sin(α2 − α1) + γ1
sin(2α2)− sin(α1 − α2) + γ2
 (2.9)
and
N (α) =
2 cos(2α1) + cos(α2 − α1) − cos(α2 − α1)
− cos(α1 − α2) cos(α1 − α2) + 2 cos(2α2)
 . (2.10)
Let us simplify the computations in the particular case γ1 = −γ2 = γ, which corre-
sponds to the symmetric configuration:
(S1S) Symmetry about the vertical and the horizontal lines: γ1 = −γ2 = γ3 = −γ4.
In this case, the systemH(α) = 0 is equivalent to the system
 sin(2α1) + sin(2α2) = 0,sin(2α1)− sin(α2 − α1) + γ = 0. (2.11)
The following list represents all families of solutions of the system (2.11), which are
uniquely continued to the solution of the system (2.5) for  6= 0, according to the result
of Corollary 2.2.3.
(1-1) Solving the first equation of system (2.11) with 2α2 = 2α1 + pi and the second
equation with sin(2α1) = 1 − γ, we obtain a solution for γ ∈ (0, 2). Two branches
exist for α1 = 12 arcsin(1 − γ) and α1 = pi2 − 12 arcsin(1 − γ), which are denoted
by (1-1-a) and (1-1-b), respectively. However, the branch (1-1-b) is obtained from
the branch (1-1-a) by using symmetries in Remarks 2.2.1 and 2.2.3 as well as by
flipping the configuration on the left panel of Figure 2.1 about the horizontal axis.
Therefore, it is sufficient to consider the branch (1-1-a) only. The branch (1-1-a) can
be followed in  numerically until at least  = 0.3, where the Jacobian matrix for the
equations (2.7)(2.8) gradually starts becoming more singular.
12
The Jacobian matrix in (2.10) is given by
2 cos(2α1)
1 0
0 −1

and it is invertible if cos(2α1) 6= 0, that is, if γ 6= 0, 2. In the limit γ → 0, the solu-
tion (φ1, φ2, φ3, φ4) along the branches (1-1-a) and (1-1-b) transforms to the limiting
solution
(
e
ipi
4 , e
3pii
4 , e
5pii
4 , e
7pii
4
)
, which is the discrete vortex of charge one, according
to the terminology in [29]. No vortex of the negative charge one exists for γ ∈ (0, 2).
(1-2) Solving the first equation of system (2.11) with 2α2 = 2α1 − pi and the second
equation with sin(2α1) = −1 − γ, we obtain a solution for γ ∈ (−2, 0). Two
branches exist for α1 = −12 arcsin(1 + γ) and α1 = −pi2 + 12 arcsin(1 + γ), which
are denoted by (1-2-a) and (1-2-b), respectively. Since the branches (1-1-a) and (1-
1-b) are connected to the branches (1-2-a) and (1-2-b) by Remark 2.2.1, it is again
sufficient to limit our consideration by branch (1-1-a) for γ ∈ (0, 2). In the limit
γ → 0, the solution (φ1, φ2, φ3, φ4) along the branches (1-2-a) and (1-2-b) transforms
to the limiting solution
(
e−
ipi
4 , e−
3pii
4 , e−
5pii
4 , e−
7pii
4
)
which is the discrete vortex of the
negative charge one. No vortex of the positive charge one exists for γ ∈ (−2, 0).
(1-3) Solving the first equation of system (2.11) with 2α2 = −2α1 and the second equation
with sin(2α1) = −γ2 , we obtain a solution for γ ∈ (−2, 2). Two branches exist for
α1 = −12 arcsin
(
γ
2
)
and α1 = pi2 +
1
2
arcsin
(
γ
2
)
, which are denoted by (1-3-a) and
(1-3-b), respectively. It is worth mentioning that the expressions for α1 as well as
r1 = r2 =
√
1− 2 cos(2α1)
are exact even if  is not near zero. Due to the existence of the closed-form expres-
sions, both branches in (1-3) will naturally persist in  as long as the expressions
hold.
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The Jacobian matrix in (2.10) is given by
cos(2α1)
 3 −1
−1 3
 ,
which is invertible if cos(2α1) 6= 0, that is, if γ 6= ±2. In the limit γ → 0, the
solution (φ1, φ2, φ3, φ4) along the branches (1-3-a) and (1-3-b) transforms to the lim-
iting solutions (1, 1, 1, 1) and i(1,−1, 1,−1), which correspond to discrete solitons,
according to the terminology in [29].
(1-4) Solving the first equation of system (2.11) with 2α2 = −2α1 ± 2pi, we obtain the
constraint γ = 0 from the second equation. Therefore, no solutions exist in this
choice if γ 6= 0.
2.2.2 Symmetry about the center (S2)
Under conditions γ1 = −γ3, γ2 = −γ4, φ1 = φ¯3, and φ2 = φ¯4, the system (2.4) reduces
to two algebraic equations:
 f1 := (1− |φ1|
2)φ1 − (φ¯2 + φ2 − iγ1φ1) = 0,
f2 := (1− |φ2|2)φ2 − (φ¯1 + φ1 − iγ2φ2) = 0.
(2.12)
The system (2.12) is only slightly different from the system (2.5). Therefore, Lemmas 2.2.1
and 2.2.2 hold for the system (2.12) and the question of persistence of soliton and vortex
configurations symmetric about the center can be solved with the two-step Lyapunov–
Schmidt reduction algorithm. For explicit computations of the persistence analysis, we
obtain the explicit expressions forH(α) and N (α) in Lemma 2.2.2:
H(α) =
sin(α2 + α1)− sin(α2 − α1) + γ1
sin(α1 + α2)− sin(α1 − α2) + γ2
 (2.13)
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and
N (α) =
cos(α2 + α1) + cos(α2 − α1) cos(α2 + α1)− cos(α2 − α1)
cos(α1 + α2)− cos(α1 − α2) cos(α1 + α2) + cos(α1 − α2)
 . (2.14)
Let us now consider the PT -symmetric network with γ1 = −γ2 = γ, which corre-
sponds to the symmetric configuration:
(S2S) Symmetry about the horizontal line and the center: γ1 = −γ2 = −γ3 = γ4.
Therefore, we rewrite the systemH(α) = 0 in the equivalent form:
 sin(α1 + α2) = 0,sin(α1 − α2) + γ = 0. (2.15)
Note in passing that the system (2.12) admits the exact solution in the polar form φj =
rje
iαj , j = 1, 2 with
r1 = r2 =
√
1−  (cos(α1 + α2) + cos(α1 − α2)),
where α1 and α2 are given by the roots of the system (2.15). The Lyapunov–Schmidt
reduction algorithm in Lemmas 2.2.1 and 2.2.2 guarantees that these exact solutions are
unique in the neighborhood of the limiting solution (2.6).
The following list represents all families of solutions of the system (2.15), which are
uniquely continued to the solution of the system (2.12) for  6= 0, according to the result
of Corollary 2.2.3. Thanks to the explicit expressions for the solutions, the continuation of
the solutions occurs even when  is not near zero.
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(2-1) α2 = −α1 and sin(2α1) = −γ with two branches α1 = −12 arcsin(γ) and α1 = pi2 +
1
2
arcsin(γ) labeled as (2-1-a) and (2-1-b). The two branches exist for γ ∈ (−1, 1).
The Jacobian matrix in (2.14) is given by
2
cos2(α1) sin2(α1)
sin2(α1) cos
2(α1)
 (2.16)
and it is invertible if cos(2α1) 6= 0, that is, if γ 6= ±1. In the limit γ → 0, the solu-
tion (φ1, φ2, φ3, φ4) along the branches (2-1-a) and (2-1-b) transforms to the limiting
solutions (1, 1, 1, 1) and i(1,−1,−1, 1), which correspond to discrete solitons.
(2-2) α2 = −α1 ± pi and sin(2α1) = γ with two branches α1 = 12 arcsin(γ) and α1 =
pi
2
− 1
2
arcsin(γ) labeled as (2-2-a) and (2-2-b). These two branches also exist for
γ ∈ (−1, 1). The Jacobian matrix in (2.14) is given by
−2
cos2(α1) sin2(α1)
sin2(α1) cos
2(α1)
 , (2.17)
which is invertible if cos(2α1) 6= 0, that is, if γ 6= ±1. In the limit γ → 0, the
solution (φ1, φ2, φ3, φ4) along the branches (2-2-a) and (2-2-b) transforms to the lim-
iting solutions (1,−1, 1,−1) and i(1, 1,−1,−1), which again correspond to discrete
solitons. The family (2-2) is related to the family (2-1) by Remark 2.2.2.
2.2.3 Summary on existence results in the elementary cell
We explored two types of gain-loss PT -symmetric configurations in the elementary
cell and identified different branches of solutions uniquely continued from  = 0 at a fixed
nonzero gain-loss parameter γ. We conclude that:
• the PT -symmetry (S1S) supports vortex configurations (1-1) and (1-2) as well as
soliton configurations (1-3).
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• the PT -symmetry (S2S) supports only soliton configurations (2-1) and (2-2). Al-
though there exist vortex configurations when γ = 0, they don’t persist with respect
to  if γ 6= 0.
The branch (1-1-a) can be traced numerically with respect to parameter  > 0. The other
branches (1-1-b), (1-2-a) and (1-2-b) can be obtained by symmetries given by Remarks
2.2.1 and 2.2.3. Also the branches can be extended to  < 0 by using Remark 2.2.2. The
branches (1-3), (2-1) and (2-2) are represented by the exact solutions for  6= 0.
2.3 Existence of PT -symmetric vortices in truncated lattice
We shall now consider the PT -symmetric dNLS equation (2.3) on the square lattice
truncated symmetrically with suitable boundary conditions.
For the steady-state solutions uj,k(τ) = φj,ke−4iτ , we obtain the stationaryPT -symmetric
dNLS equation in the form
(1− |φj,k|2)φj,k − (φj+1,k + φj−1,k + φj,k+1 + φj,k−1 − iγj,kφj,k) = 0 (2.18)
for (j, k) ∈ Z2. In the limit of  → 0, we are still looking for the limiting configurations
supported on four sites of the elementary cell:
φj,k(0) = rj,k(0)e
iθj,k(0) = eiαj,k , (j, k) ∈ S := {(1, 0); (1, 1); (0, 1); (0, 0)} , (2.19)
where αj,k ∈ T for (j, k) ∈ S, whereas φj,k(0) = 0 for (j, k) ∈ S∗ := Z2\S.
Since the results of Lemmas 2.2.1 and 2.2.2 are obtained on the set S in the first order
in  and no contributions at O() come from the empty sites in the set S∗, the existence
results in Section 2.2 will remain valid on the unbounded square lattice. If the square lattice
is truncated, then the truncated square lattice must satisfy the following requirements for
persistence of the PT -symmetric configurations:
17
• the elementary cell S must be central in the symmetric extension of the lattice;
• the distribution of gains and losses in {γj,k} must be anti-symmetric with respect to
the selected symmetry on Figure 2.1, the extended lattice is shown in Figure 2.2;
• the boundary conditions must be consistent with the PT -symmetry constraints on
{φj,k}.
The periodic boundary conditions may not be consistent with thePT -symmetry constraints
because of the jump in the complex phases. On the other hand, Dirichlet conditions at the
fixed ends are consistent with the PT -symmetry constraints.
In particular, if we consider the symmetrically-truncated lattices with zero boundary
conditions and gain-loss distribution γj,k = γ(−1)j+k or γj,k = γ(−1)k that correspond to
the bottom panels of Figure 2.2, they will satisfy the requirements for lattices listed above.
Thus the continuations of the PT -symmetric solutions obtained on the elementary cell S in
Section 2.2 for small  will exist in these larger lattices with the symmetry (S1S) or (S2S).
We also monitored the continuation of the solutions from each branch in  numerically and
found that these solutions can be followed up to some  that may depending on γ and the
lattice size, see examples in [33].
2.4 Stability of PT -symmetric configurations in the cell
In Section 2.2, we addressed the persistence of the single-cell PT -symmetric config-
urations in small parameter . In what follows, we consider spectral stability of these
configurations.
Let φ := {φj}1≤j≤4 be a stationary solution of the system (2.4). If it is PT -symmetric,
there exists a 4-by-4 matrix P such that φ¯ = Pφ. For the two PT -symmetries considered
in Section 2.2, we list the matrix P :
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(S1) P =

0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

, (S2) P =

0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

, (2.20)
Adding a perturbation to the steady-state solution, we write
uj(τ) =
(
φj + δ
[
eλτvj + e
λ¯τwj
])
e−2iτ ,
where δ is the formal small amplitude parameter, λ ∈ C is the spectral parameter, and
(v,w) := {(vj, wj)}1≤j≤4 represents an eigenvector of the spectral stability problem. After
the linearization of the PT -symmetric dNLS equation (2.3) at the four-site cell, we obtain
the spectral stability problem in the form
 iλvj = (1 + iγj − 2|φj|
2)vj − (φj)2wj − (vj−1 + vj+1),
−iλwj = −φ2jvj + (1− iγj − 2|φj|2)wj − (wj−1 + wj+1),
1 ≤ j ≤ 4, (2.21)
where cyclic boundary conditions on {(vj, wj)}1≤j≤4 are assumed.
The eigenvalue problem (2.21) can be written in the matrix form
iλσξ = (H + iG) ξ, (2.22)
where ξ consists of blocks of (vj, wj)T , σ consists of blocks of Pauli matrices σ3 =
diag(1,−1), G consists of blocks of γjσ3, and H is the Hermitian matrix consisting of
the blocks of
Hj =
 1− 2|φj|2 −(φj)2
−(φj)2 1− 2|φj|2
− (s+1 + s−1)
 1 0
0 1
 , (2.23)
where sj stands for the shift operator such that (sjφ)k = φk+j .
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Remark 2.4.1. If λ is an eigenvalue of the spectral problem (2.21) with the eigenvec-
tor (v,w), then λ¯ is another eigenvalue of the same problem (2.21) with the eigenvector
(w¯, v¯). Therefore, eigenvalues λ are symmetric about the real axis.
Remark 2.4.2. Assume that φ is PT -symmetric, so that φ¯ = Pφ for P given by (2.20). If
λ is an eigenvalue of the spectral problem (2.21) with the eigenvector (v,w), then −λ¯ is
another eigenvalue of the same problem (2.21) with the eigenvector (P v¯, P w¯). Therefore,
eigenvalues λ are symmetric about the imaginary axis.
In order to study stability of the stationary solutions in the limit of small , we adopt
the stability results obtained in [29]. Along this way, it is easier to work with a stationary
solution φ without using the property of PT -symmetry. Nevertheless, it is true that φ3 and
φ4 are expressed from φ1 and φ2 by using the matrix P given by (2.20). By Corollary 2.2.3
and the relevant symmetry, we consider the expansions
rj =
∞∑
k=0
kr
(k)
j , θj =
∞∑
k=0
kθ
(k)
j
and express the stationary solution in the form
φj = e
iθ
(0)
j
[
1 + r
(1)
j + i
(
θ
(1)
j − θ(0)j
)
+O(2)
]
, 1 ≤ j ≤ 4, (2.24)
where {θ(0)j }1≤j≤4 = {αj}1≤j≤4 are determined from simple roots of the vector function
H , {θ(1)j }1≤j≤4 are found from persistence analysis in Lemma 2.2.2, and {r(1)j }1≤j≤4 are
found from persistence analysis in Lemma 2.2.1. After elementary computations, we obtain
the explicit expression
r
(1)
j = −
1
2
[cos(αj − αj−1) + cos(αj − αj+1)] , (2.25)
where the cyclic boundary conditions for {αj}1≤j≤4 are assumed.
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LetM be a 4-by-4 matrix satisfying
Mj,k =

cos(αj − αj−1) + cos(αj − αj+1), k = j
− cos(αj − αj−1), k = j − 1
− cos(αj − αj+1), k = j + 1
0, otherwise.
(2.26)
Due to the gauge invariance of the original dNLS equation (2.3), M always has a zero
eigenvalue with eigenvector (1, 1, 1, 1)T . The other three eigenvalues ofMmay be nonzero.
As is established in [29], the nonzero eigenvalues of the matrix M are related to small
eigenvalues of the matrix operator H of the order of O(). In order to render the stability
analysis herein self-contained, we review the statement and the proof of this result.
Lemma 2.4.1. Let µj be a nonzero eigenvalue of the matrixM. Then, for sufficiently small
 ∈ O(0), the matrix operatorH has a small nonzero eigenvalue νj such that
νj = µj+O(2). (2.27)
Proof. We consider the expansion H = H(0) + H(1) + O(2), where H(0) consists of the
blocks
H(0)j =
 −1 −e2iαj
−e−2iαj −1
 (2.28)
Each block has a one-dimensional kernel spanned by the vector (eiαj ,−e−iαj). Let ej be
the corresponding eigenvector ofH(0) for the zero eigenvalue. Therefore, we have
ker(H(0)) = span{ej}1≤j≤4.
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By regular perturbation theory, we are looking for the small eigenvalue νj and eigen-
vector η of the Hermitian matrix operatorH for small  ∈ O(0) in the form
νj = ν
(1)
j +O(2), η = η(0) + η(1) +O(2),
where η(0) =
∑4
j=1 cjej and {cj}1≤j≤4 are to be determined. At the first order ofO(), we
obtain the linear inhomogeneous system
H(0)η(1) +H(1)η(0) = ν(1)j η(0), (2.29)
whereH(1) consists of the blocks
H(1)j = −2r(1)j
 2 e2iαj
e−2iαj 2
− (s+1 + s−1)
 1 0
0 1
 . (2.30)
where the expansion (2.24) has been used. Projection of the linear inhomogeneous equation
(2.29) to ker(H(0)) gives the 4-by-4 matrix eigenvalue problem
Mc = ν(1)j c, (2.31)
whereMj,k = 12〈ej ,H(1)ek〉 is found to coincide with the one given by (2.26) thanks to
the explicit expressions (2.25).
We will now prove that the small nonzero eigenvalues of H for small nonzero  deter-
mine the small eigenvalues in the spectral stability problem (2.22). The following lemma
follows the approach of [29] but incorporates the additional term iG due to the PT -
symmetric gain and loss terms.
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Lemma 2.4.2. Let µj be a nonzero eigenvalue of the matrixM. Then, for sufficiently small
 ∈ O(0), the spectral problem (2.22) has a pair of small nonzero eigenvalues ±λj such
that
λ2j = 2µj+O(2). (2.32)
Proof. We recall that ker(H(0)) = span{ej}1≤j≤4. Let eˆj = σej . Then, H(0)eˆj = −2eˆj .
Since the operator σH(0) is not self-adjoint, the zero eigenvalue of H(0) of geometric mul-
tiplicity 4 may become a defective zero eigenvalue ofH(0) of higher algebraic multiplicity.
As is well-known [29], the zero eigenvalue ofH(0) has algebraic multiplicity 8 with
ker(σH(0)) = span{ej}1≤j≤4 and ker((σH(0))2) = span{ej , eˆj}1≤j≤4.
By the regular perturbation theory for two-dimensional Jordan blocks, we are looking
for the small eigenvalue λj and eigenvector ξ of the spectral problem (2.22) for small
 ∈ O(0) in the form
λj = 
1/2λ
(1)
j + λ
(2)
j +O(3/2), ξ = ξ(0) + 1/2ξ(1) + ξ(2) +O(3/2),
where ξ(0) =
∑4
j=1 cjej and {cj}1≤j≤4 are to be determined. At the first order of O(1/2),
we obtain the linear inhomogeneous system
H(0)ξ(1) = iλ(1)j σξ(0). (2.33)
Since σH(0)eˆj = −2ej , we obtain the explicit solution of the linear inhomogeneous equa-
tion (2.33) in the form
ξ(1) = −iλ
(1)
j
2
4∑
j=1
cjeˆj .
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At the second order of O(), we obtain the linear inhomogeneous system
H(0)ξ(2) +H(1)ξ(0) + iGξ(0) = iλ(1)j σξ(1) + iλ(2)j σξ(0). (2.34)
Projection of the linear inhomogeneous equation (2.34) to ker(H(0)) gives the 4-by-4 matrix
eigenvalue problem
Mc = 1
2
(λ
(1)
j )
2c, (2.35)
since 〈ej ,Gek〉 = 0 for every j, k. Thus, the additional term iG due to the PT -symmetric
gain and loss terms does not contribute to the leading order of the nonzero eigenvalues λj ,
which split according to the asymptotic expansion (2.32). Note that the relevant eigenval-
ues still depend on the gain–loss parameter γ, due to the dependence of the parameters
{αj}1≤j≤4 on γ.
If the stationary solution {φj}1≤j≤4 satisfies the PT -symmetry, that is, φ¯ = Pφ with
P given by (2.20), then the 4-by-4 matrix M given by (2.26) has additional symmetry
and can be folded into two 2-by-2 matrices. One of these two matrices must have nonzero
eigenvalues because the PT -symmetric configuration φ persists with respect to the small
parameter  by Corollary 2.2.3. The other matrix must have a zero eigenvalue due to the
gauge invariance of the system of stationary equations (2.4). Since the persistence analysis
depends on the PT -symmetry and different solution branches have been identified in each
case, we continue separately for the two kinds of the PT -symmetry on the elementary cell
studied in Section 2.2.
2.4.1 Symmetry about the vertical line (S1)
Under conditions γ1 = −γ4 and γ2 = −γ3, we consider the PT -symmetric configura-
tion in the form φ1 = φ¯4 and φ2 = φ¯3. Thus, we have θ1 = −θ4 and θ2 = −θ3, after which
the 4-by-4 matrixM given by (2.26) can be written in the explicit form:
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M =

a+ b −b 0 −a
−b b+ c −c 0
0 −c b+ c −b
−a 0 −b a+ b

,
where a = cos(2α1), b = cos(α1−α2), and c = cos(2α2). Using the transformation matrix
T =

1 0 0 1
0 1 1 0
0 1 −1 0
1 0 0 −1

,
which generalizes the matrix P given by (2.20) for (S1), we obtain the block-diagonalized
form of the matrix M after a similarity transformation:
T−1MT =

b −b 0 0
−b b 0 0
0 0 b+ 2c −b
0 0 −b 2a+ b

.
Note that the first block is given by a singular matrix, whereas the second block coincides
with the Jacobian matrix N (α) given by (2.10).
The following list summarizes the stability features of the irreducible branches (1-1-
a), (1-3-a), and (1-3-b) among solutions of the system (2.11), which corresponds to the
particular symmetry (S1S) with γ1 = −γ2 = γ.
(1-1-a) For the solution with 2α2 = 2α1 + pi and sin(2α1) = 1 − γ, we obtain a = −c =
cos(2α1) and b = 0. Therefore, the matrix M has a double zero eigenvalue with
eigenvectors (1, 0, 0, 1)T , (0, 1, 1, 0)T and a pair of simple nonzero eigenvalues µ± =
±2 cos(2α1) with eigenvectors (−1, 0, 0, 1)T and (0,−1, 1, 0)T .
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By Lemma 2.4.2, the spectral stability problem (2.22) has two pairs of small nonzero
eigenvalues λ: one pair of λ is purely real near ±√|4 cos(2α1)| and another pair of
λ is purely imaginary near ±i√|4 cos(2α1)| as  → 0. Therefore, the branch (1-1-
a) corresponding to the vortex configurations is spectrally unstable. This instability
disappears in the limit of γ → 0, as α1 → pi/4 in this limit, and the dependence
of the relevant eigenvalue emerges at a higher order in , with the eigenvalue being
imaginary [29].
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Figure 2.3. The real (left) and imaginary (right) parts of eigenvalues λ as functions of 
at γ = 1 +
√
3
2
for the branch (1-1-a) in comparison with the analytically approximated
eigenvalues (dashed lines). In the left panel, two thinner (green and black) lines are zero,
the thickest (red) line is predicted by the asymptotic theory, and the thicker (blue) line
appears beyond the leading-order asymptotic theory. In the right panel, the thinner (green)
line is predicted by the asymptotic theory whereas all other (red, blue and black) lines are
identically zero.
Figure 2.3 shows comparisons between the eigenvalues approximated using the first-
order reductions in Lemma 2.4.2 and those computed numerically for the branch
(1-1-a) with  > 0. Note that one of the pairs of real eigenvalues (second thickest
solid blue line) appears beyond the first-order reduction of Lemma 2.4.2 (see [29] for
further details).
(1-3) For the solution with 2α2 = −2α1 and sin(2α1) = −γ2 , we obtain a = b = c =
cos(2α1). Therefore, the matrix M has a simple zero eigenvalue µ1 = 0 with
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eigenvector (1, 1, 1, 1)T , a double nonzero eigenvalue µ2 = µ3 = 2 cos(2α1) with
eigenvectors (i,−1,−i, 1)T and (−i,−1, i, 1)T , and a simple nonzero eigenvalue
µ4 = 4 cos(2α1) with eigenvector (−1, 1,−1, 1)T .
Now we can distinguish between the branches (1-3-a) and (1-3-b) which correspond
to α1 = −12 arcsin
(
γ
2
)
and α1 = pi2 +
1
2
arcsin
(
γ
2
)
respectively.
By Lemma 2.4.2, the spectral stability problem (2.22) for the branch (1-3-a) has
only pairs of real eigenvalues λ, moreover, the pair of double real eigenvalues in
the first-order reduction may split to a complex quartet beyond the first-order reduc-
tion. Independently of the outcome of this splitting, the branch (1-3-a) is spectrally
unstable.
On the other hand, the spectral stability problem (2.22) for the branch (1-3-b) has
only pairs of imaginary eigenvalues λ in the first-order reduction in . However,
one pair of imaginary eigenvalues λ is double and may split to a complex quartet
beyond the first-order reduction. If this splitting actually occurs, the branch (1-3-b)
is spectrally unstable as well.
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Figure 2.4. The real parts of eigenvalues λ as functions of  at γ = −0.7 for the branch
(1-3-a) in comparison with the analytically approximated eigenvalues (dashed lines). The
imaginary parts are identically zero. The double real eigenvalue splits beyond the leading-
order asymptotic theory. As in Fig. 2.3, in this figure and the following figures of this
section, we use lines of different thicknesses (and different colors if online) to represent
different eigenvalues as functions of .
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Figure 2.5. The real (left) and imaginary (right) parts of eigenvalues λ as functions of
 at γ = −0.7 for the branch (1-3-b) in comparison with the analytically approximated
eigenvalues (dashed lines). In the left panel, two thicker (red and blue) solid lines for
nonzero eigenvalues as well as two thinner (black and green) solid lines for zero real parts
are identical. Similarly, the two thicker (red and blue) solid lines for nonzero eigenval-
ues are identical in the right panel. These two sets of coincident lines correspond to the
complex eigenvalue quartet which emerges in this case, destabilizing the soliton configura-
tion. Splitting of the double imaginary eigenvalues is beyond the leading-order asymptotic
theory.
Figures 2.4 and 2.5 illustrate the comparisons between numerical eigenvalues and
approximated eigenvalues for the branches (1-3-a) and (1-3-b) respectively. We can
see that the pair of double real eigenvalues λ of the spectral stability problem (2.22)
for the branch (1-3-a) splits into two pairs of simple real eigenvalues, hence the
complex quartets do not appear as a result of this splitting. On the other hand, the
pair of double imaginary eigenvalues λ of the spectral stability problem (2.22) for
the branch (1-3-b) does split into a quartet of complex eigenvalues, which results in
the (weak) spectral instability of the branch (1-3-b).
2.4.2 Symmetry about the center (S2)
Under conditions γ1 = −γ3 and γ2 = −γ4, we consider the PT -symmetric configura-
tion in the form φ1 = φ¯3 and φ2 = φ¯4. Thus, we have θ1 = −θ3 and θ2 = −θ4, after which
the 4-by-4 matrixM given by (2.26) can be written in the explicit form:
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M =

a+ b −b 0 −a
−b a+ b −a 0
0 −a a+ b −b
−a 0 −b a+ b

,
where a = cos(α1 + α2) and b = cos(α1 − α2). Using the transformation matrix
T =

1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1

,
which generalizes the matrix P given by (2.20) for (S2) we diagonalize the matrix M into
two blocks after a similarity transformation:
T−1MT =

a+ b −a− b 0 0
−a− b a+ b 0 0
0 0 a+ b a− b
0 0 a− b a+ b

.
Note that the first block is given by a singular matrix, whereas the second block coincides
with the Jacobian matrix N (α) given by (2.14).
The following list summarizes stability of the branches (2-1) and (2-2) among the so-
lutions of the system (2.15), which corresponds to the particular symmetry (S2S) with
γ1 = −γ2 = γ.
(2-1) For the solution with α2 = −α1 and sin(2α1) = −γ, we obtain a = 1 and b =
cos(2α1). Therefore, the matrix M has zero eigenvalue µ1 = 0 with eigenvector
(1, 1, 1, 1)T and three simple nonzero eigenvalues µ2 = 2 with eigenvector (−1,−1, 1, 1)T ,
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µ3 = 2 cos(2α1) with eigenvector (1,−1,−1, 1)T , and µ4 = 2 + 2 cos(2α1) with
eigenvector (−1, 1,−1, 1)T .
For  > 0, the spectral problem (2.22) has at least one pair of real eigenvalues λ
near ±√4 so that the stationary solutions are spectrally unstable for both branches
(2-1-a) and (2-1-b). The numerical results shown in Figures 2.6 and 2.7 illustrate the
validity of the first-order approximations for the eigenvalues of the spectral stability
problem (2.22).
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Figure 2.6. The real parts of eigenvalues λ as functions of  at γ = 0.8 for the branch
(2-1-a) in comparison with the analytically approximated eigenvalues (dashed lines). The
imaginary parts are identically zero, i.e., all three nonzero eigenvalue pairs are real.
(2-2) For the solution with α2 = −α1 ± pi and sin(2α1) = γ, we obtain a = −1 and b =
− cos(2α1). Therefore, the matrixM has zero eigenvalue µ1 = 0 with eigenvector
(1, 1, 1, 1)T and three simple nonzero eigenvalues µ2 = −2, µ3 = −2 cos(2α1),
and µ4 = 2 + 2 cos(2α1). These eigenvalues are opposite to those in the case (2-1),
because the family (2-2) is related to the family (2-1) by Remark 2.2.2. Consequently,
the stability analysis of the family (2-2) for  > 0 corresponds to the stability analysis
of the family (2-1) for  < 0.
For the branch (2-2-a), the spectral stability problem (2.22) with  > 0 has three
pairs of simple purely imaginary eigenvalues λ near ±2i√, ±2i√ cos(2α1), and
±2i√(1 + cos(2α1)). Therefore, the stationary solution is spectrally stable at least
30
0 0.005 0.01 0.015 0.02
0
0.05
0.1
0.15
0.2
0.25
|R
e(
λ
)|
ǫ
(2-1-b)
0 0.005 0.01 0.015 0.02
0
0.05
0.1
0.15
0.2
0.25
|Im
(λ
)|
ǫ
(2-1-b)
Figure 2.7. The real and imaginary parts of eigenvalues λ as functions of  at γ = −0.3 for
the branch (2-1-b) in comparison with the analytically approximated eigenvalues (dashed
lines). In the left panel two thinner (green and black) solid lines are zero while in the right
panel three (red, blue and black) lines are zero. Here, two of the relevant eigenvalue pairs
are found to be real, while the other is imaginary. In both panels, the solid lines and dashed
lines look almost identical.
for small values of  > 0. For the branch (2-2-b), the spectral stability problem (2.22)
with  > 0 includes a pair of real eigenvalues near ±2√| cos(2α1)| , which implies
instability of the stationary solutions. The numerical results shown in Figures 2.8
and 2.9 illustrate the validity of these predictions.
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Figure 2.8. The imaginary parts of eigenvalues λ as functions of  at γ = 0.8 for the
stable branch (2-2-a) in comparison with the analytically approximated eigenvalues (dashed
lines). The real parts of the eigenvalues are identically zero.
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Figure 2.9. The real parts of eigenvalues λ as functions of  at γ = 0.3 for the branch
(2-2-b) in comparison with the approximated eigenvalues (dashed lines). In the left panel
three thinner (blue, green and black) solid lines are zero while in the right panel the thickest
and the thinnest (red and black) solid lines are zero. Here, one of the three eigenvalue pairs
is found to be real, while the other two are imaginary. In both panels, the solid and dashed
lines look almost identical.
2.4.3 Summary on the stability in the elementary cell
Among all the irreducible branches of solutions examined in the elementary cell, we
conclude
• all the vortex configurations (1-1) are spectrally unstable;
• most of the soliton configurations (1-3), (2-1) and (2-2-b) are spectrally unstable;
• the only stable soliton configuration is branch (2-2-a).
2.5 Stability of PT -symmetric configurations in truncated lattice
Here we extend the spectral stability analysis of the PT -symmetric configurations to
the setting of the truncated square lattice. Persistence of these configurations in small
parameter  is obtained in Section 2.3.
Let n be an even number and consider the n-by-n square lattice, denoted by Ln. The
domain is truncated symmetrically with zero boundary conditions. The PT -symmetric
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solution {φj,k}(j,k)∈Ln to the system (2.18) is supposed to satisfy the limiting configuration
(2.19), where the central cell S is now placed at
S =
{(n
2
,
n
2
)
,
(n
2
,
n
2
+ 1
)
,
(n
2
+ 1,
n
2
)
,
(n
2
+ 1,
n
2
+ 1
)}
,
whereas the zero sites are located at S∗ := Ln\S. In addition to spectral stability of the
PT -symmetric solution, we also consider spectral stability of the zero equilibrium.
No matter whether the sites at S are excited or not, the spectral stability problem can
be written in the form (2.22), where ξ now consists of blocks of (vj,k, wj,k)T , G consists of
blocks of γj,kσ3, andH consists of the blocks of
Hj,k =
 1− 2|φj,k|2 −(φj,k)2
−(φj,k)2 1− 2|φj,k|2
− (s0,+1 + s0,−1 + s−1,0 + s+1,0)
 1 0
0 1
 ,
(2.36)
where sl,m stands for the shift operator such that (sl,mφ)j,k = φj+l,k+m.
2.5.1 Spectral stability of the zero equilibrium
Here we construct explicit solutions of the spectral stability problem (2.22) associated
with the zero solution φj,k = 0 for every (j, k) ∈ Ln. In this case, the spectral stability
problem (2.22) is given by two uncoupled linear difference equations for {vj,k}(j,k)∈Ln and
{wj,k}(j,k)∈Ln . The linear difference equations for {vj,k}(j,k)∈Ln are given by
(1 + iγj,k)vj,k − (vj+1,k + vj−1,k + vj,k+1 + vj,k−1) = iλvj,k, (j, k) ∈ Ln, (2.37)
whereas the linear difference equations for {wj,k}(j,k)∈Ln are given by
(1− iγj,k)wj,k− (wj+1,k +wj−1,k +wj,k+1 +wj,k−1) = −iλwj,k, (j, k) ∈ Ln. (2.38)
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Since the values of γj,k are anti-symmetric about the line or center of the PT -symmetry,
eigenvalues of (2.38) correspond to the negative of eigenvalues of (2.37). Therefore, it is
sufficient to consider eigenvalues of the spectral problem (2.37).
The PT -symmetric configurations for the symmetries (S1S) and (S2S) correspond to
the cases γj,k = (−1)j+kγ and γj,k = (−1)kγ for all (j, k) ∈ Ln, where γ ∈ R. In
the first case, we shall prove that the linear eigenvalue problem (2.37) includes complex
eigenvalues λ with positive real parts for every γ 6= 0 such that the zero equilibrium is
spectrally unstable for every γ 6= 0. In the second case, we shall prove that the linear
eigenvalue problem (2.37) admits only purely imaginary eigenvalues λ if |γ| is small such
that the zero equilibrium is spectrally stable for small |γ|.
Lemma 2.5.1. Let γj,k = (−1)j+kγ for all (j, k) ∈ Ln with even n. Then, the linear
eigenvalue problem (2.37) admits n2 eigenvalues in the closed analytical form
iλ = 1± 2
√[
cos
(
pil
n+ 1
)
± cos
(
pim
n+ 1
)]2
− γ
2
4
, 1 ≤ l,m ≤ n
2
, (2.39)
where the two plus/minus signs are independent from each other. Consequently, there are
n/2 eigenvalues with l = m, for which Re(λ) = |γ| > 0 for every γ 6= 0.
Proof. In the case γj,k = (−1)j+kγ, (j, k) ∈ Ln, we can use the linear difference equations
(2.37) twice in order to close the system for the components vj,k with (j, k) ∈ Ln such that
j + k = even. These components correspond to the values γj,k = γ. As a result, we obtain
the extended linear difference equation
[
(1− iλ)2 + 2γ2] vj,k = 2 [vj+2,k + vj−2,k + vj,k+2 + vj,k−2 + 4vj,k
+2vj+1,k+1 + 2vj−1,k+1 + 2vj+1,k−1 + 2vj−1,k−1] ,
(j, k) ∈ Ln, j + k = even. (2.40)
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The linear difference equations (2.40) have (j, k)-independent coefficients. Therefore, we
can use the discrete Fourier transform to solve it explicitly. However, due to the constraints
j + k = even, we have two arrays of the corresponding variables:
VJ,K := v2J−1,2K−1, UJ,K := v2J,2K , 1 ≤ J,K ≤ N,
whereN = n/2. Therefore, we rewrite the linear difference equations (2.40) in the coupled
form:
[
(1− iλ)2 + 2γ2]VJ,K = 2 [VJ+1,K + VJ−1,K + VJ,K+1 + VJ,K−1
+2UJ−1,K−1 + 2UJ−1,K + 2UJ,K−1 + 2UJ,K + 4VJ,K ](2.41)
and
[
(1− iλ)2 + 2γ2]UJ,K = 2 [UJ+1,K + UJ−1,K + UJ,K+1 + UJ,K−1
+2VJ+1,K+1 + 2VJ+1,K + 2VJ,K+1 + 2VJ,K + 4UJ,K ] ,(2.42)
where 1 ≤ J,K ≤ N . The linear system (2.41)–(2.42) is equipped with the boundary
conditions
U0,K = UJ,0 = VN+1,K = VJ,N+1 = 0, 1 ≤ J,K ≤ N. (2.43)
Each of the Fourier harmonics VJ,K , UJ,K ∼ eiθJ+iϕK solves the linear system (2.41)–(2.42)
with the characteristic equation in the form
[
(1− iλ)2 + 2γ2 − 22 (cos θ + cosϕ)− 42]2 = 44(1 + cos θ)(1 + cosϕ). (2.44)
Since the characteristic equation (2.44) is even in θ and ϕ, all four Fourier harmonics
VJ,K , UJ,K ∼ e±iθJ±iϕK correspond to the same value of λ. Therefore, we construct a
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linear combination of the four Fourier harmonics to satisfy the first set of the boundary
conditions (2.43):
UJ,K = sin(θJ) sin(ϕK), 1 ≤ J,K ≤ N. (2.45)
If follows from the original system (2.37) that the second set of the boundary conditions
(2.43) for VN+1,K and VJ,N+1 is equivalent to the boundary conditions
UN+1,K = −UN,K , UJ,N+1 = −UJ,N , 1 ≤ J,K ≤ N. (2.46)
These boundary conditions are satisfied independently by
sin
(
(2N + 1)θ
2
)
cos
(
θ
2
)
= 0, sin
(
(2N + 1)ϕ
2
)
cos
(ϕ
2
)
= 0. (2.47)
Therefore, the values of parameters θ and ϕ are discretized as follows:
θ =
2pil
2N + 1
, ϕ =
2pim
2N + 1
, 1 ≤ l,m ≤ N. (2.48)
Extracting the first square root, we reduce the characteristic equation (2.44) to the form
(1− iλ)2 + 2γ2 − 42 cos2 θ
2
− 42 cos2 ϕ
2
= ±42 cos θ
2
cos
ϕ
2
. (2.49)
Regrouping the terms and extracting the second square root, the characteristic equation
(2.49) can now be written in the form (2.39). Note that we count all n2 eigenvalues with
two independent square roots.
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Lemma 2.5.2. Let γj,k = (−1)kγ for all (j, k) ∈ Ln with even n. Then, the linear eigen-
value problem (2.37) admits n2 eigenvalues in the closed analytical form
iλ = 1− 2 cos
(
pil
n+ 1
)
± 2
√
cos2
(
pim
n+ 1
)
− γ
2
4
, 1 ≤ l ≤ n, 1 ≤ m ≤ n
2
.
(2.50)
Consequently, Re(λ) = 0 for every γ ∈ (−γn, γn), where
γn := 2 cos
(
pin
2n+ 2
)
.
Proof. In the case γj,k = (−1)kγ, (j, k) ∈ Ln, we can separate the variables of the linear
difference equations (2.37) in the form
iλ = 1 +  (Λx + Λy) , vj,k = xjyk, (j, k) ∈ Ln, (2.51)
where Λx is the eigenvalue of the spectral problem
Λxxj = −(xj+1 + xj−1), 1 ≤ j ≤ n, (2.52)
and Λy is the eigenvalue of the spectral problem
Λyyk = −(yk+1 + yk−1) + i(−1)kγyk, 1 ≤ k ≤ n, (2.53)
subject to the homogeneous Dirichlet end-point conditions. The first problem (2.52) is
solved with the discrete sine Fourier transform
Λx = −2 cos
(
pil
n+ 1
)
, xj = sin
(
pilj
n+ 1
)
, 1 ≤ l ≤ n. (2.54)
The second problem (2.53) has been solved in [17] using the method similar to the proof
of Lemma 2.5.1. For reader’s convenience, we give a quick reconstruction of the solution
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here. Eliminating yk for odd k and denoting zk = y2k for 1 ≤ k ≤ N , where N = n/2, we
obtain from (2.53) the linear difference equations with constant coefficients:
(Λ2y + γ
2)zk = zk+1 + 2zk + zk−1, 1 ≤ k ≤ N, (2.55)
subject to the boundary conditions z0 = 0 and zN+1 = −zN . The spectral problem (2.55)
is now solved with the discrete sine Fourier transform
Λ2y + γ
2 = 4 cos2
(
pim
2N + 1
)
, zk = sin
(
2pimk
2N + 1
)
, 1 ≤ m ≤ N, (2.56)
which satisfies both the boundary conditions z0 = 0 and zN+1 = −zN . Extracting square
roots and substituting (2.54) and (2.56) into (2.51), we obtain n2 eigenvalues of the linear
eigenvalue problem (2.37) in the explicit form (2.50).
2.5.2 Spectral stability of the PT -symmetric solutions
At  = 0, we have |φ(0)j,k | = 1 for (j, k) ∈ S and φ(0)j,k = 0 for (j, k) ∈ S∗. The limiting
operatorH(0) given by (2.36) for  = 0 has two semi-simple eigenvalues µ = 0 and µ = −2
of multiplicity four and a semi-simple eigenvalue µ = 1 of multiplicity 2n2 − 8. On the
other hand, the spectral stability problem (2.22) for  = 0 has the zero eigenvalue λ = 0
of geometric multiplicity four and algebraic multiplicity eight and a pair of semi-simple
eigenvalues λ = ±i of multiplicity n2 − 4.
When  is nonzero but small, the splitting of the zero eigenvalue λ = 0 is the same as
that on the elementary cell S if the splitting occurs in the first-order perturbation theory.
However, unless γj,k = 0 for all (j, k) ∈ S∗, the splitting of the semi-simple eigenvalues
λ = ±i is non-trivial and can possibly lead to instability, as is shown in the analysis of
[18].
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In order to study the splitting of the semi-simple eigenvalues λ = ±i for small but
nonzero , we expand ξ = ξ(0) + ξ(1) + O(2) and λ = λ(0) + λ(1) + O(2) where
λ(0) = ±i, and obtain the perturbation equations
H(0)ξ(0) = iλ(0)σξ(0), (2.57)
and
(H(1) + iG)ξ(0) +H(0)ξ(1) = iλ(0)σξ(1) + iλ(1)σξ(0). (2.58)
Since iλ(0) ∈ R, the operator (H(0) − iλ(0)σ) is self-adjoint, and we denote the spanning
set for ker(H(0) − iλ(0)σ) by {ψj,k}(j,k)∈S∗ . Then, ξ(0) =
∑
(j,k)∈S∗
cj,kψj,k satisfies (2.57).
Projection of (2.58) to ker(H(0) − iλ(0)σ) yields the matrix eigenvalue problem
iλ(1)Dc = Kc, (2.59)
where
DP(j1,k1),P(j2,k2) = 〈ψj1,k1 , σψj2,k2〉,
KP(j1,k1),P(j2,k2) = 〈ψj1,k1 , (H(1) + iG)ψj2,k2〉,
for (j1, k1), (j2, k2) ∈ S∗. The bijective mapping P : S∗ → {1, 2, ..., n2 − 4} is defined by
P(j, k) =

(j − 1)n+ k, (j − 1)n+ k < (n
2
− 1)n+ n
2
(j − 1)n+ k − 2, (n
2
− 1)n+ n
2
+ 1 < (j − 1)n+ k < n2
2
+ n
2
(j − 1)n+ k − 4, (j − 1)n+ k > n2
2
+ n
2
+ 1
(2.60)
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assuming that the lattice Ln is traversed in the order
(1, 1), (1, 2), ..., (1, n), (2, 1), (2, 2), ..., (2, n), ..., (n, 1), (n, 2), ..., (n, n).
For iλ(0) = 1, the eigenvector ψj,k has the only nonzero block (1, 0)T at P(j, k)-th
position which corresponds to position (j, k) on the lattice. Therefore, we have D = In2−4
and
KP(j1,k1),P(j2,k2) =

iγj1,k1 , (j1, k1) = (j2, k2)
−1, |j1 − j2|+ |k1 − k2| = 1
0, otherwise
(2.61)
For iλ(0) = −1, the eigenvector ψj,k has the only nonzero block (0, 1)T at P(j, k)-th
position, then D = −In2−4 and K is the complex conjugate of K given by (2.61). Since
the values of γj,k are anti-symmetric about the line or center of the PT symmetry, the
eigenvalues of the reduced eigenvalue problem (2.59) for iλ(0) = −1 are negative of those
for iλ(0) = 1.
As an example, matrix K (for iλ(0) = 1) is obtained for n = 4 in the following form:
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K =

iγ1,1 −1 0 0 −1 0 0 0 0 0 0 0
−1 iγ1,2 −1 0 0 0 0 0 0 0 0 0
0 −1 iγ1,3 −1 0 0 0 0 0 0 0 0
0 0 −1 iγ1,4 0 −1 0 0 0 0 0 0
−1 0 0 0 iγ2,1 0 −1 0 0 0 0 0
0 0 0 −1 0 iγ2,4 0 −1 0 0 0 0
0 0 0 0 −1 0 iγ3,1 0 −1 0 0 0
0 0 0 0 0 −1 0 iγ3,4 0 0 0 −1
0 0 0 0 0 0 −1 0 iγ4,1 −1 0 0
0 0 0 0 0 0 0 0 −1 iγ4,2 −1 0
0 0 0 0 0 0 0 0 0 −1 iγ4,3 −1
0 0 0 0 0 0 0 −1 0 0 −1 iγ4,4

.
(2.62)
The PT -symmetric configurations for the symmetries (S1S) and (S2S) correspond to
the cases γj,k = (−1)j+kγ and γj,k = (−1)kγ for all (j, k) ∈ Ln, where γ ∈ R. In
the first case, we shall prove that the eigenvalues λ(1) of the reduced eigenvalue problem
(2.59) include at least one pair of real eigenvalues for every γ 6= 0. In the second case, we
shall show numerically that the eigenvalues λ(1) of the reduced eigenvalue problem (2.59)
remain purely imaginary for sufficiently small γ 6= 0.
Lemma 2.5.3. Let γj,k = (−1)j+kγ for all (j, k) ∈ Ln and let K be given by (2.61). If we
define A = Re(K) and B = Im(K|γ=1) then A and B anti-commute, i.e. AB = −BA.
Proof. By inspecting the definition of matrices in (2.61) with γj,k = (−1)j+kγ for all
(j, k) ∈ Ln, we observe that A is symmetric, B is diagonal, and B2 = In2−4. In calculating
AB and BA, the i-th row of A is multiplied by i-th entry in the diagonal of B, while the
i-th column of A is multiplied by i-th entry in the diagonal of B. In the lattice S∗ ⊂ Ln,
each site at (j1, k1) with γj1,k1 = γ is surrounded by sites (j2, k2) with γj2,k2 = −γ and vice
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versa, so that each nonzero entry in A must sit in a position (P(j1, k1),P(j2, k2)), where
γj1,k1 = −γj2,k2 . Hence, we verify that AB = −BA.
Lemma 2.5.4. Under the assumptions of Lemma 2.5.3, A has a zero eigenvalue of multi-
plicity at least n− 2.
Proof. At first, we assume the lattice is Ln and consider the spectral problem A˜u = λu,
where
A˜(j1−1)n+k1,(j2−1)n+k2 =

−1, |j1 − j2|+ |k1 − k2| = 1
0, otherwise
(2.63)
for (j1,2, k1,2) ∈ Ln. The spectral problem represents the linear difference equations with
constant coefficients:
−uj,k+1 − uj,k−1 − uj+1,k − uj−1,k = λuj,k, (j, k) ∈ Ln, (2.64)
which are closed with the Dirichlet end-point conditions. Similar to Lemmas 2.5.1 and
2.5.2, this spectral problem can be solved with the double discrete Fourier transform, from
which we obtain the eigenvalues
λ(l,m) = −2 cos
(
lpi
n+ 1
)
− 2 cos
(
mpi
n+ 1
)
, 1 ≤ l,m ≤ n
and the eigenvectors
uj,k(l,m) = sin
(
jlpi
n+ 1
)
sin
(
kmpi
n+ 1
)
, 1 ≤ l,m ≤ n.
Thus, the spectral problem (2.64) has n2 eigenvalues, among which n eigenvalues are zero
and they correspond to l +m = n+ 1.
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Now, the spectral problemAv = λv is actually posed in S∗ := Ln\S, which is different
from the spectral problem (2.64) by adding four constraints uj,k = 0 for (j, k) ∈ S. A
linear span of n linearly independent eigenvectors for the zero eigenvalue of multiplicity n
satisfies the four constraints at the subspace, whose dimension is at least n − 4. In fact, it
can be directly checked that
uj,k(l, n+ 1− l) = (−1)k+1 sin
(
jlpi
n+ 1
)
sin
(
klpi
n+ 1
)
= −un+1−j,n+1−k(l, n+ 1− l)
for any 1 ≤ j, k, l ≤ n. In particular, we notice that the n × 4 matrix consisting of
uj,k(l, n + 1 − l), where 1 ≤ l ≤ n and (j, k) ∈ S, is of rank 2. Therefore, linear
combinations of {u(l, n+ 1− l)}nl=1 that satisfy the constraints u(j, k) = 0 for (j, k) ∈ S
form a subspace of dimension n− 2 for v and the lemma is proved.
Lemma 2.5.5. Let γj,k = (−1)j+kγ for all (j, k) ∈ Ln, D = In2−4, and K be given by
(2.61). Then, there is at least one pair of real eigenvalues λ(1) of the reduced eigenvalue
problem (2.59) for every γ 6= 0.
Proof. By Lemma 2.5.3, we can write K = A+ iγB where B2 = In2−4 and AB = −BA.
Squaring the reduced eigenvalue problem (2.59), we obtain
K2c =
(
A2 − γ2In2−4
)
c = −(λ(1))2c.
Since A is symmetric, eigenvalues λ(1) are all purely imaginary for γ = 0. Nonzero eigen-
values λ(1) remain nonzero and purely imaginary for sufficiently small γ 6= 0, since K2 is
symmetric and real. On the other hand, by Lemma 2.5.4, A always has a zero eigenvalue
(n ≥ 4), hence K2 has a negative eigenvalue −γ2, which corresponds to a pair of real
eigenvalues λ(1) = ±γ.
Coming back to the branches (1-1), (1-2), and (1-3) of the PT -symmetric configura-
tions (S1S) studied in Section 2.1, they correspond to the case γj,k = (−1)j+kγ for all
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(j, k) ∈ Ln. By Lemma 2.5.5, the reduced eigenvalue problem (2.59) has at least one pair
of real eigenvalues λ(1). Therefore, all PT -symmetric configurations are unstable on the
truncated square lattice Ln because of the sites in the set S∗. In addition, all the configura-
tions are also unstable because of the sites in the central cell S, as explained in Section 4.1.
Note that the instability on the set S∗ originates from the instability of the zero equilibrium
on Ln prescribed by Lemma 2.5.1.
For the branches (2-1) and (2-2) of the PT -symmetric configurations (S2S) studied
in Section 2.2, they correspond to γj,k = (−1)kγ for all (j, k) ∈ Ln. We have checked
numerically for all values of n up to n = 20 that the reduced eigenvalue problem (2.59)
has all eigenvalues λ(1) on the imaginary axis, at least for small values of γ. Therefore, the
stability of the zero equilibrium prescribed by Lemma 2.5.2 on Ln persists on the set S∗,
although we are not able to show this analytically.
Let γc(n) be the largest value of |γ|, for which the eigenvalues of K are purely real.
Figure 2.10 shows how γn changes with respect to even n from numerical computations.
It is seen from the figure that γc(n) decreases towards 0 as n grows. The latter property
agrees with the analytical predictions in [32] for unbounded PT -symmetric lattices with
spatially extended gains and losses.
5 10 15 200
0.1
0.2
0.3
0.4
n
γ
c
(n
)
Figure 2.10. The threshold γc versus even n for existence of stable eigenvalues in the
reduced eigenvalue problem (2.59) with γj,k = (−1)kγ for all (j, k) ∈ Ln. Accounting
also for numerical errors, here we call a numerically computed eigenvalue stable if the
absolute value of its real part is less than 10−7.
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Besides the eigenvalue computations on the sites of S∗, one needs to add eigenvalue
computations on the sites of S performed in Section 4.2. It follows from the results reported
there that only the branch (2-2-a) is thus potentially stable, see Figure 2.8. The branch of
PT -symmetric configurations remain stable on the extended square lattice Ln, provided
|γ| < γc(n).
In Figure 5.5, we give an example of the stable PT -symmetric solution on the 20-by-
20 square lattice that continues from the branch (2-2-a) on the elementary cell S. When
 = 0, the phases of the solution on S in (2-2-a) are {θ1, pi − θ1,−θ1, θ1 − pi}, where θ1 =
1
2
arcsin(γ), representing a discrete soliton in the form of an anti-symmetric (sometimes,
called twisted) localized mode [25] if γ = 0. When  = 0.02 is small, we can observe
on Figure 5.5 that the solution is still close to the limiting solution at  = 0 in terms of
amplitude and phase. Besides, the spectrum in the bottom right panel of Figure 5.5 verifies
our expectation about its spectral stability, bearing eigenvalues solely on the imaginary
axis.
Finally, Figure 5.6 provides some prototypical examples of the numerical evolution
of the branches (1-1-a) and (2-1-a). Both configurations are unstable, therefore, the fig-
ure illustrates the development of these instabilities. In the (1-1-a) example (top panels),
the amplitudes of sites on (11, 11) and (10, 10) increase rapidly but those on (10, 11) and
(11, 10) decrease. In the (2-1-a) example (bottom panels), the situation is reversed and sites
on (11, 11) and (10, 11) grow rapidly while sites on (10, 10) and (11, 10) gradually decay.
Both of these time evolutions are also intuitive, as the growth reflects the dynamics of the
central sites bearing gain, while the decay reflects that of the ones bearing loss.
2.5.3 Summary on the stability results in truncated lattice
We examined the spectral stability of the solutions obtained in Section 2.3 in the trun-
cated lattice. We notice that the splitting of the zero eigenvalues (corresponding to the sites
in the center cell S) is the same as that in the single cell (shown in Section 2.4), up toO().
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Figure 2.11. An example of the branch (2-2-a) on the 20-by-20 square lattice with γ1 =
−γ2 = 0.0001 < γc(20) ≈ 0.0003 and  = 0.02. In the bottom right panel, we see
eigenvalues λ of the spectral problem (2.22) are all on the imaginary axis, implying spectral
stability of the stationary solution.
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Figure 2.12. The top panels show an example of the dynamics of the branch (1-1-a) on the
20-by-20 square lattice with γ1 = −γ2 = 0.7 and  = 0.1. The bottom panels show similar
dynamics for the branch (2-1-a) with γ1 = −γ2 = 0.8 and  = 0.1. In the right column,
we plot the total density on the 20× 20 lattice which grows rapidly in both examples, as a
result of instability.
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On the other hand, the splitting of the eigenvalues λ = ±i (corresponding to the sites in S∗)
is found to be related to the stability of the zero equilibrium on Ln. To be more specific,
• For the symmetry (S1S) with γj,k = γ(−1)j+k, the splitting of the eigenvalues
λ = ±i brings an eigenvalue pair with nonzero real parts and thus leads to spec-
tral instability of all PT -symmetric configurations with γ 6= 0.
• For the symmetry (S2S) with γj,k = γ(−1)k, the eigenvalues remain on the imag-
inary axis if |γ| is sufficiently small. As a result, the branch (2-2-a) of the PT -
symmetric configurations, which is spectrally stable on the four sites in S, remains
spectrally stable on Ln for small γ 6= 0.
Table 2.1. Table of different PT -symmetric configurations.
Branch of Gain-loss (Single-cell) (0-equilibrium) (Overall)
Solutions Type Existence Setup γj,k Stability Stability Stability
(1-1-a) vortex γ ∈ (0, 2) γ(−1)j+k unstable unstable unstable
(1-3-a) soliton γ ∈ (−2, 2) γ(−1)j+k unstable unstable unstable
(1-3-b) soliton γ ∈ (−2, 2) γ(−1)j+k unstable unstable unstable
(2-1-a) soliton γ ∈ (−1, 1) γ(−1)k unstable stable unstable
(2-1-b) soliton γ ∈ (−1, 1) γ(−1)k unstable stable unstable
(2-2-a) soliton γ ∈ (−1, 1) γ(−1)k stable stable stable
(2-2-b) soliton γ ∈ (−1, 1) γ(−1)k unstable stable unstable
2.6 Conclusions and Future Directions
In the present work, we have provided a systematic perspective on discrete soliton and
vortex configurations in the two-dimensional square lattices bearing PT -symmetry. Both
the existence and the stability features of the PT -symmetric stationary states were elu-
cidated in the vicinity of a suitable anti-continuum limit, which corresponds to the large
propagation constant in optics. Interestingly, while discrete vortex solutions were identi-
fied, it was never possible to stabilize thePT -symmetric vortex configurations in the square
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lattices considered herein. On the other hand, although stationary states extending discrete
soliton configurations were found generally to be also unstable, we found one branch of
potentially stable PT -symmetric stationary states, at least for sufficiently small values of
γ. For a short list of the obtained results, please see Table 2.1.
This work paves the way for numerous additional explorations. For instance, it may
be relevant to extend the considerations of the square lattice to those of hexagonal or hon-
eycomb lattices. Prototypical configurations in the PT -symmetric settings have been ex-
plored in [23]. Such a study of non-square lattices may be of particular interest given that
vortex states may manifest unexpected stability features in such lattices in the absence of
gain and loss. One such example is that for focusing nonlinearities higher charge vortices
are more robust than the lower charge ones [34]. In these lattices (as well as in the square
lattice), it may also be relevant to explore systematic numerical continuations over the gain-
loss parameter γ for fixed values of , since γ = 0 refers to the Hamiltonian case, where
stable vortex solutions are quite common, see, e.g. [35, 25].
Another relevant possibility is to extend the present consideration to a dimer lattice
model, similarly to what was considered e.g. in [22]. The numerical considerations of [22]
suggest that vortices may be stable in suitable parametric intervals in such a setting.
Lastly, it may be of interest to extend the present considerations also to three-dimensional
settings, generalizing analysis of the corresponding Hamiltonian model of [31] (including
cubes and diamonds) and exploring their stability properties.
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CHAPTER 3
AN INTRODUCTION TO GRANULAR CHAINS
A granular chain is an array of beads where each bead only interacts with its nearest
neighbors through the Hertzian contact force that depends on the overlap between them.
The granular media are extremely controllable and tunable since for example the sizes,
shapes and materials of the granules as well as the initial overlaps between them can be
varied, not to mention that the arrangement of the granules will add many more possi-
bilities for the chains. Hence it should not be surprising that granular chains are able to
bear various types of waves including traveling waves [36, 37, 38], defect modes [39, 40],
bright and dark breathers [41, 42], shock waves [43, 44] and so on. The theme of granular
chains has attracted a lot of attention over the past decade, which may be partly due to
the recent important advances in corresponding experimental techniques complementing
theoretical and numerical investigations [45, 46, 47, 48]. In addition, the development of
this theme has also been encouraged by the versatile use of granular crystals in a diverse
host of applications including e.g., actuating devices [49], acoustic lenses [50], mechanical
diodes [51, 52, 53], logic gates [54] and sound scramblers [55, 56].
Among all possible solutions, the robust highly localized traveling stress waves in gran-
ular chains have received arguably the most attention. By means of the variational approach
of [57], the existence of such waves, originally established in [36] (see also [45]), was rig-
orously proved in [58]. However, this proof was non-constructive in nature it didn’t offer
much information on the solutions’ profile or on the soliton’s speed dependence on wave
amplitude and space scale, unlike [36]. Their single pulse character (in the strain variables
of the system) was subsequently established rigorously in [59], following the approach
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of [60]. These approaches also enabled the identification of the doubly exponential charac-
ter of their spatial decay in the absence of the so-called precompression (i.e., of linear part
within the system dynamics); see also for earlier relevant asymptotic analyses predicting
this rate of spatial decay [61, 62].
While the story about the one-component homogeneous granular chain (i.e., “monomer”)
is well-studied, there have also been a number of intriguing variants which may possess
more elaborate structural characteristics as regards their traveling waves (and other related
structures). At first, it would be natural to upgrade the homogeneous “monomer” to het-
erogeneous chains such as “dimer”, “trimer” or “polymer”. In particular, highly nonlinear
diatomic chains (dimers) were found to possess traveling waves with a non-decaying tail,
which should refer to the resonance between the heavy and light masses in such a chain.
It has been found that this tail persists in small amplitude oscillations that bear a clear
frequency/wavenumber and may vanish under certain anti-resonance conditions. Though
some of the observations and questions in the dimers are still to be further explained, here
we will introduce another class of invariants of the monatomic chains, the so-called locally
resonant granular crystals, otherwise known as mass-in-mass (MiM) or mass-with-mass
(MwM) systems, that may support features that are similar to those for dimers. The MiM
or MwM systems are equivalently monatomic chains with linear oscillators and such sys-
tems have been previously experimentally realized chiefly linear in [63] and [64], and non-
linear in [65]. Recently in a different type of experiment with woodpile configuration [66],
highly nonlinear propagation was realized in this locally resonant granular system, which
also demonstrated traveling waves with a non-decaying oscillatory tail as well isolated
anti-resonance solutions. In Chapter 4, we will employ Fourier analysis method to exam-
ine more systematically such highly experimentally controllable traveling waves from a
theoretical perspective. It is relevant to mention embedded soliton structures here that have
been predicted in both continuum [67] and even in discrete systems [68]. These structures
with decaying tails exist for isolated parametric values that are embedded in a continuous
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family of generalized solitary waves with nonvanishing periodic tails. Though the embed-
ded solitons very much resemble the solutions in the anti-resonance scenario mentioned
here, we are yet not able to to establish this analogy fully at a technical level and it will
certainly worth considering in future studies.
Besides, we will consider some interesting questions for weakly nonlinear or nearly
linear granular chains where the precompressions between the beads dominate over the
dynamic perturbations of the beads. For instance, due to the similarity between granular
chain systems and FPU systems, there will be quantitative solitary waves with small ampli-
tude and long wavelength propagating in weakly nonlinear polymer granular chains, since
this has already been shown for FPU systems [69]. These traveling waves can be approx-
imated by the solutions to the KdV equations and they can have smooth [70, 71, 72] or
even “spiky” (so-called stegoton) profiles, depending on the heterogeneity of the polymer
chains. As an other example, the linearized systems of the granular chains with strong pre-
compressions are spring-mass-type systems, whose eigenfrequencies and isospectral coun-
terparts have been well-studied [75]. Thus it would be intriguing to categorize the granular
chain systems by the eigenfrequencies of their linearizations and investigate the effects of
nonlinearity in such systems, see Chapter 5 for more details.
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CHAPTER 4
TRAVELING WAVES AND THEIR TAILS IN LOCALLY
RESONANT GRANULAR SYSTEMS
4.1 Structure of the Chapter
In this chapter, we focus on the traveling waves with a non-vanishing tail in MiM or
MwM systems. We will use three distinct approaches in order to identify this important
class of solutions for the MiM/MwM systems. We will seek them directly as traveling
waves in real space, by attempting to identify fixed points of a discretization of the co-
traveling frame nonlinear problem in our direct method. We will also follow the approach
of [60], rewriting the problem in Fourier space (upon a Fourier transform) and seeking fixed
points of that variant upon inverse Fourier transform, similarly to [59, 60]. This will recover
a convolution based reformulation of the problem in real space. Finally, the third method
will recognize the limitations of the infinite domain formulation of the above convolution
problem and will instead restrict consideration to a finite lattice, using Fourier series rather
than Fourier transforms. The presentation of the three methods will take place in section
II below. These methods will be explored in a finite domain setting yielding convergence
to exact traveling waves under suitable conditions that will be explicitly analyzed. In ad-
dition to the, arguably more tractable, pulse-like solutions of the so-called strain variant of
the problem, we will also translate the results at the level of bead displacements. Relevant
numerical results will be given in section III of this chapter, along with some of the non-
trivial associated challenges of the computations and impact of parametric variations on
the resulting waves. In that process, a particularly interesting feature will be identified (and
subsequently explained), namely for an isolated, countably infinite set of parameters the
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problem will no longer possess the oscillating tails described above, but rather the symmet-
ric, monotonically decaying tails of the standard granular chain. For the existence of such
bell-shaped solutions under suitable anti-resonance conditions, see [73]. Finally, in section
IV, we will summarize our findings and present some potential directions for future work.
4.2 Theoretical setup
4.2.1 Model and Traveling Wave Formulation
Our starting point will consist of a Hertzian chain [45] of identical beads with the dis-
placement of the nth bead from the original position denoted by Un. For the nth bead
(n = 1, 2, ..., N), we attach a local resonator, effectively coupling it to another kind of bead
(the “mass-in-mass” [63] or the “mass-with-mass” [64] discussed above), whose displace-
ment from the original position is denoted by Vn. Notice that in the case of the woodpile
configuration, this does not constitute a separate mass but rather reflects the internal vibra-
tional modes of the woodpile rods [66]. Here we use K1 to stand for the spring constant;
R for the radius of the bead, ρ for the density, E for the elastic modulus, µ for the Pois-
son’s ratio of the bead so that the mass mu = 43piρR
3; ν1 reflects the ratio of two kinds of
masses mv
mu
(or more generally, the effective mass of the locally resonant mode). With these
assumptions, we write our model of the MiM/MwM problem as follows:
muU¨n =
4
3
E∗
√
R
2
[(δ1 + Un−1 − Un)p+ − (δ1 + Un − Un+1)p+]−K1(Un − Vn),(4.1)
mvV¨n = −K1(Vn − Un). (4.2)
Here n ∈ Z, and δ1 is the initial pre-compression between beads, while p = 3/2 is de-
termined by the Hertzian interaction and E∗ = E2(1−µ2) . The plus subscripts mean that the
terms in the parentheses will be considered only when their arguments are non-negative
and will be set as zero values otherwise.
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Figure 4.1. Here we show the schematic of woodpile experimental setup and discrete
element model that was used in [66].
By defining k1 = 3K12√2E∗R , δ0 =
δ1
R
, un = UnR , vn =
Vn
R
and time tnew = (
√
1
2
E∗
piρR2
)
1
2 told,
we obtain the nondimensional system as:
u¨n = (δ0 + un−1 − un)p+ − (δ0 + un − un+1)p+ − k1(un − vn), (4.3)
ν1v¨n = −k1(vn − un). (4.4)
Focusing on traveling wave solutions of the above system, we seek them in the form
un(t) = r(n − ct) = r(ξ) and vn(t) = s(n − ct) = s(ξ), i.e., going to the co-traveling
frame with c as the traveling speed, obtaining advance-delay differential equations for the
profile dependence on the co-traveling frame variable ξ:
c2r¨(ξ) = (δ0 + r(ξ − 1)− r(ξ))p+ − (δ0 + r(ξ)− r(ξ + 1))p+ − k1(r(ξ)− s(ξ)),(4.5)
c2ν1s¨(ξ) = −k1(s(ξ)− r(ξ)). (4.6)
The discrete version of the strain equations can be obtained as:
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x¨n(t) = (δ0 + xn+1)
p
+ + (δ0 + xn−1)
p
+ − 2(δ0 + xn)p+ − k1(xn − yn), (4.7)
ν1y¨n(t) = −k1(yn − xn). (4.8)
where xn(t) = un−1 − un and yn(t) = vn−1 − vn.
Moreover, if we consider the equations of relative displacements (i.e., the strain vari-
ables), writing R(ξ) = r(ξ − 1)− r(ξ) and S(ξ) = s(ξ − 1)− s(ξ), the equations assume
the form:
c2R¨(ξ) =(δ0 +R(ξ + 1))
p
+ + (δ0 +R(ξ − 1))p+ − 2(δ0 +R(ξ))p+
− k1(R(ξ)− S(ξ)),
(4.9)
c2ν1S¨(ξ) =− k1(S(ξ)−R(ξ)). (4.10)
Remark 4.2.1. If r(ξ) and s(ξ) are solutions to Eqs. (4.5)-(4.6) with current parameters,
r˜ = a4r and s˜ = a4s will solve those equations with c˜ = ac, k˜1 = a2k1 and δ˜0 = a4δ0.
Similarly, there is a family of solutions to Eqs. (4.9)-(4.10) with different speeds, amplitudes
and other parameters.
Our first solution method of this system will consist of a direct method attempt at solv-
ing this problem at the level of Eqs. (4.5)-(4.6) for the displacements or of Eqs. (4.9)-(4.10)
for the strains in real space. This approach is denoted by “scheme I” in what follows.
4.2.2 Infinite domain with Fourier Transform
In this subsection, we consider the infinite domain situation where ξ ∈ (−∞,∞), bear-
ing in mind, however, that in realistic setups this is practically irrelevant, as all numerical
computations and experimental observations are conducted in finite domain settings. Ad-
ditionally, our analysis will be restricted to the highly nonlinear regime whereby δ0 = 0.
Here we assumeR and S are functions such that Fourier transform fˆ(k) =
∫∞
−∞ f(ξ)e
−ikξdξ
can be applied on R, S, R¨, S¨ and (R3/2)+. This condition is necessary because the above-
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mentioned experimental observations [66] suggest thatR(ξ) and S(ξ) sometimes bear non-
decaying (yet bounded) oscillating tails as |ξ| → ∞. This implies that R and S may be
non-integrable and thus their Fourier transforms may not be possible to define. In this sub-
section we will only focus on the special cases for R and S where such integrable solutions
do exist.
With the assumption above, we apply Fourier Transform to Eqs. (4.9)-(4.10) to obtain:
(k1 + k1ν1 − c2ν1k2)Rˆ = 1
c2
(k1 − c2ν1k2)sinc2(k
2
) ̂(R3/2)+, (4.11)
(k1 − c2ν1k2)Sˆ = k1Rˆ (4.12)
with sinc(k) being defined as sin(k)
k
.
If Rˆ, Sˆ and ̂(R3/2)+ are well-defined functions, the following conditions should be
satisfied:
(a) Rˆ(±
√
k1
c2ν1
) ≡ Rˆ(±k2) = 0 ;
(b) ̂(R3/2)+(±
√
k1(1+ν1)
c2ν1
) ≡ ̂(R3/2)+(±k0) = 0 or k0 = 2npi.
Here we defined k0 =
√
k1(1+ν1)
c2ν1
and k2 =
√
k1
c2ν1
.
If we choose k0 = 2npi, the condition (b) is automatically met and the zeros of Rˆ will
be investigated later for the condition (a). In this case, the second one among Eqs. (4.11)-
(4.12) can be directly solved and back-substituted in the first, to yield Rˆ = k1−c
2ν1k2
c2(k1+k1ν1−c2ν1k2)sinc
2(k
2
) ˆ(R3/2)+ ≡
M1(k)
ˆ(R3/2)+. Since limk→±k0
sinc2( k
2
)
k2−k20 = 0, the singularities of M1(k) at ±k0 can be re-
moved. Moreover, if we define the Inverse Fourier Transform of fˆ(k) as f(ξ) = 1
2pi
∫∞
−∞
ˆf(k)eikξdk,
then the inverse Fourier transform of M1(k) is
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m1(ξ) :=F−1[ 1
c2
(1 +
k1
c2
1
k2 − k20
)sinc2(
k
2
)]
=
1
c2
F−1[ sin
2(k
2
)
(k
2
)2
(1− k1
c2k20
) +
k1
c2k20
sin2(k
2
)
(
k2−k20
4
)
]
=
1
c2
(1− k1
c2k20
)F−1[ sin
2(k
2
)
(k
2
)2
] +
k1
c4k20
F−1[ sin(
k−k0
2
)
(k−k0
2
)
sin(k+k0
2
)
(k+k0
2
)
]
=
1
c2
(1− k1
c2k20
)(1− |ξ|)I[−1,1](ξ) + k1
c4k20
[(eik0ξI[− 1
2
, 1
2
](ξ)) ∗ (e−ik0ξI[− 1
2
, 1
2
](ξ))]
=
1
c4k20
[(c2k20 − k1)(1− |ξ|)−
k1
k0
sgn(ξ) sin (k0ξ)]I[−1,1](ξ)
(4.13)
by direct calculation, where I[a,b] has been used to denote the indicator function in the
corresponding interval. Utilizing the Convolution Theorem, Eq. (4.11) can be transformed
back to real space as:
R(ξ) = (m1 ∗ (R3/2)+)(ξ), (4.14)
where ∗ will be used hereafter to denote the convolution.
Then, by iterating R(l) → ((R3/2)+)(l) → R(l+1) using Eq. (4.14), in the same spirit as
the calculation of [60] (see also the much earlier similar proposal of [74]), we obtain yet a
new scheme, hereafter termed “scheme II”.
Next, we’ll try to find S(ξ) from Eq. (4.12). Theoretically, one can follow the order
R → Rˆ → Sˆ → S to find S(ξ). But the singularity points of Sˆ can induce practical
difficulties in this vein of numerical computations. Instead, we use the relationship between
Sˆ and ̂(R3/2)+
Sˆ = − k1
c4ν1(k2 − k20)
sinc2(
k
2
) ˆ(R3/2)+ ≡M2(k) ˆ(R3/2)+ (4.15)
to reach S(ξ) since ̂(R3/2)+ is already known. Similar to deriving Eq. (4.14), we find the
inverse Fourier transform of M2(k) as
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m2(ξ) =F−1[− k1
c4ν1(k2 − k20)
sinc2(
k
2
)]
=
k1
c4ν1k20
F−1[ sin
2(k
2
)
(k
2
)2
− sin
2(k
2
)
(
k2−k20
4
)
]
=
k1
c4ν1k30
[k0(1− |ξ|) + sgn(ξ) sin (k0ξ)]I[−1,1](ξ)
(4.16)
and apply the Convolution Theorem again on Eq. (4.15), to obtain
S(ξ) = ((m2 ∗R3/2)+)(ξ). (4.17)
It is noticed that functions m1 and m2 have explicit expressions with finite support (−1, 1)
derived in Eqs. (4.13) (4.16) when we set k0 = 2npi. As a result, R and S that we obtained
from the integration equations are smooth, localized and integrable functions and Fourier
transform on these functions will be applicable once the parameters are chosen such that√
k1(1+ν1)
c2ν1
= 2npi. Illustrations of the solution of R and S solved from Eqs. (4.14)-(4.17)
with numerical evidence will be shown in section III. On the other hand, setting k0
2pi
6∈ Z
will bring about not only difficulties in finding the values of Rˆ(±k0) through the iterative
method but also failure to derive the convolution Eqs. (4.14)-(4.17) via inverse Fourier
transform. Later, an alternative scheme will be introduced to solve the system not satisfying
k0
2pi
∈ Z and the results will show that the non-decaying oscillatory tails are present in the
solution of R and S, which implies that only under condition k0 = 2npi the oscillation
tails can be removed. In the observations of experiments or simulations (where k1 and ν1
are known from the settings), the traveling-wave solutions without oscillatory tails will be
expected to exist with velocities c =
√
k1(1+1/ν1)
2npi
where n ∈ Z.
From a physical perspective, the anti-resonance condition k0 = 2npi appears to signal
a matching between wavenumbers enabling translation of the energy within the underlying
granular lattice and the internal vibration wavenumber/frequency of each resonator such
that the energy can fully be transferred from one lattice site to the next and hence a genuine
traveling wave can be produced. On the other hand, when this condition is not satisfied
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some energy will be retained within each resonator, oscillators producing a non-vanishing
tail for the wave.
4.2.3 Finite Domain with Fourier Series
As a result of the necessity to explore realistic computations and observations, it is
natural to also consider the problem as restricted on a finite domain, i.e., for ξ ∈ [−L,L].
Then, we will express the corresponding functions as Fourier series instead of using their
Fourier transforms. In this case, the bounded nature of our profiles, in conjunction with
the finiteness of the domains guarantees integrability. R, S and Rp+ can then be expressed
in the form of Fourier series f(ξ) =
∑∞
k=−∞ fke
i 2pi
2L
kξ where fk = 12L
∫ L
−L f(ξ)e
−i 2pi
2L
kξdξ.
It can be shown when f(ξ) is (piecewise) smooth in the interval [−L,L], then its Fourier
series will converge to f in [−L,L]. Since this condition is not difficult to achieve, we
assume R, S and Rp+ are such functions. Then Eqs. (4.9)-(4.10) can be written as:
(k1 + k1ν1 − c2ν1(pi
L
k)2)Rk =
1
c2
(k1 − c2ν1(pi
L
k)2)sinc2(
pi
2L
k)(R
3/2
+ )k, (4.18)
(k1 − c2ν1(pi
L
k)2)Sk = k1Rk. (4.19)
where k ∈ Z.
It is straightforward to observe that Eqs. (4.18)-(4.19) are just discrete versions of
Eqs. (4.11)-(4.12). However, the fact that k only assumes integer values can greatly fa-
cilitate the avoidance of singularities in these equations and hence the unobstructed perfor-
mance of the relevant computations. Nevertheless, there are still requirements on Rk and
((R3/2)+)k so that Eqs. (4.18)-(4.19) can be defined for any integer k:
(c) If
√
k1(1+1/ν1)L2
c2pi2
= k0
L
pi
∈ Z and k0 6= 2nL, ((R3/2)+)k0 Lpi = ((R
3/2)+)−k0 Lpi = 0;
(d) If
√
k1L2
c2ν1pi2
= k2
L
pi
∈ Z, ((R3/2)+)k2 Lpi = ((R
3/2)+)−k2 Lpi = 0.
If we assume k0Lpi 6∈ Z, then conditions (c)-(d) will not be violated and Eq. (4.18) can be
expressed as Rk =
(k1−c2ν1( piLk)2)
c2(k1+k1ν1−c2ν1( piLk)2)
sinc2( pi
2L
k)(R
3/2
+ )k = M˜1k(R
3/2
+ )k. Since m˜1(ξ) =
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∑∞
k=−∞ M˜1ke
i 2pi
2L
kξ converges and 1
2L
∫ L
−L fje
ij 2pi
2L
ygke
ik 2pi
2L
(ξ−y)dy = fjgkeik
2pi
2L
ξδjk, the equa-
tion Rk = M˜1k(R
3/2
+ )k can be rewritten using convolution as:
R(ξ) =
1
2L
(m˜1 ∗ (R3/2)+)(ξ), (4.20)
where in this case the convolution is restricted to the domain [−L,L].
In order to get S, we define m˜2(ξ) =
∑∞
k=−∞
k1
c2(k1+k1ν1−c2ν1( piLk)2)
sinc2( pi
2L
k)ei
2pi
2L
kξ =∑∞
k=−∞ M˜2ke
i 2pi
2L
kξ and similarly obtain the equation:
S(ξ) =
1
2L
(m˜2 ∗ (R3/2)+)(ξ). (4.21)
Again, the convolution in the equation is only defined within [−L,L]. The above setting
realizes a way of finding R(ξ) and S(ξ) on a finite domain which will hereafter be de-
noted as “scheme III”. Being different from “scheme II”, this scheme is able to deal with
the situation where the traveling-wave solution has non-decaying oscillatory tails, namely,
when k0
2pi
6∈ Z. But we should also bear in mind that this new scheme is only numerically
implementable when k0Lpi 6∈ Z due to the singularities of M˜1k and M˜2k. From a physical
perspective, for a solution to exist in the finite domain, and for the “storing” of energy to
occur in its tails, the above condition suggests that the resonator’s vibrational wavenumber
should not coincide with one of the (quantized, for the finite domain) wavenumbers acces-
sible to the lattice. However, we should point out here that these physical interpretations
(this finite domain one, as well as the one for the important anti-resonance scenario) may
be worthwhile subjects for further investigation.
4.3 Numerical Results of Schemes
4.3.1 Discussion about scheme II and scheme III
Scheme I does not involve any extra assumptions, aside from the proposed existence of
traveling waves. Our numerical implementation of this scheme also employs a discretiza-
61
tion to identify the relevant structure by means of a fixed point iterative solution of the
associated boundary value problem. Thus, it appears to be the one with the least amount of
additional assumptions (cf. the discussions above) and as such perhaps the one most likely
to converge to the desired solutions. However, a complication here involves the potentially
non-vanishing boundary conditions on a finite domain and the identification, a priori, of a
suitable initial guess that may properly capture the behavior at ξ → ±∞.
Scheme II, as indicated above, is appropriate only with the anti-resonance condition
k0 = 2npi. Under this condition, we start the algorithm with a triangle function and find
it to converge to a solution of R without oscillating tails. Other properties and condition
Rˆ(±k2) = 0 can be easily verified on the numerical solution of R then.
It is worth noting that although this scheme is derived in the infinite domain setting, all
the computations associated with it will be realized, by necessity, on finite domains.
In scheme III, k0 can assume any value except for ones such that k0Lpi ∈ Z. Since the
effect of the domain size on the solution is considered here and L is involved explicitly in
the equations, we can always adjust L to make k0Lpi 6∈ Z, whatever the values of ν1, k1 and
c are. It should be noticed that we can vary L (except k0Lpi ∈ Z) while keeping all other
parameters fixed to obtain a family of solutions ofR(ξ) and S(ξ) to Eq. (4.20)(4.21). Given
the oscillations of background are small enough, the solutions have differences especially
in the amplitude of the primary pulse as well as in the amplitude of the nanopteron tails.
The study of the solutions as a family would be an interesting direction itself and we’ll
report our further investigation in the future.
With k0
2pi
∈ Z and k0L
pi
6∈ Z, there are cases that can be calculated with both scheme
II and scheme III. As numerical results suggest, these two schemes end up with the same
solution when k0 is eligible for both of them, naturally demonstrating a strong connection
between the two different approaches, which can be explained by the relationship between
Fourier transform and Fourier series. We note that when a function f(ξ) has compact
support [−L,L], the coefficients fk of its Fourier Series (periodic extension with period
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2L) are related to the Fourier transform of that function fˆ(k) evaluated at certain points, i.e.
fk =
fˆ( kpi
L
)
2L
. Thus it can be shown that m1(ξ) =
∑∞
k=−∞(
1
2L
∫ L
−Lm1(y)e
−i 2pi
2L
kydy)ei
2pi
2L
kξ =∑∞
k=−∞
1
2L
M1(k
pi
L
)ei
2pi
2L
kξ =
∑∞
k=−∞
1
2L
M˜1ke
i 2pi
2L
kξ = 1
2L
m˜1(ξ), implying Eq. (4.14) and
Eq. (4.20) are two equivalent formulations when both are applicable. Similar arguments can
be applied to show the connection between m2 = 12Lm˜2 and the equivalence of Eq. (4.15)
and Eq. (4.21) under the same conditions about L and k0.
Besides the anti-resonance situation k0
2pi
∈ Z, direct calculation also reveals that
1
2L
m˜1(ξ)
=
1
2L
∞∑
k=−∞
1
c2
(1 +
k1
c2
1
(k pi
L
)2 − k20
)sinc2(
kpi
2L
)ei
2pi
2L
kξ
=
1
2L
∞∑
k=−∞
[(
1
c2
− k1
k20c
4
)sinc2(
kpi
2L
)
− 2 k1
k20c
4
1
(k pi
L
)2 − k20
(cos(
kpi
L
)− 1 + (1− cos(k)) cos(k0L+ kpi))]ei 2pi2Lkξ
=
1
2k20c
4
[2(c2k20 − k1) max(1− |x|, 0)
+ k1(−2|x|sinc(k0x) + |x+ 1|sinc(k0(x+ 1)) + |1− x|sinc(k0(1− x)))]
:=m¯1(ξ)
(4.22)
holds when k0Lpi +
1
2
∈ Z. Similarly it can be shown that 1
2L
m˜2(ξ) =
k1
2ν1k20c
4 [2 max(1 −
|x|, 0)+2|x|sinc(k0x)−|x+1|sinc(k0(x+ 1))−|1−x|sinc(k0(1− x)))] := m¯2(ξ) under
the same condition. However, there does not exist any explicit function form for the limit
of m˜i (i = 1, 2) as L → ∞ since m˜i will encounter singularity points at L = npik0 where
n ∈ Z.
Thanks to the use of the Convolution Theorem, implementation of scheme II and
scheme III has become straightforward, provided the respective constraint conditions dis-
cussed above are applicable.
If so, our numerical computations of scheme III indicate that the oscillating tails are
generically present when k0
2pi
6∈ Z, as shown in Fig. 4.2. While if k0 = 2npi, n ∈ Z, as in the
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case of Fig. 4.3 (including also computations from Scheme I), the nondecaying oscillatory
tails are absent. For a better view of the classification of different anti-resonance/resonance
situations and corresponding results, a table is listed below. Later in the subsection C, we
discuss more about these schemes and their numerical results as functions of the system’s
parameters.
Table 4.1. Different situations we computed and their conditions
Case Domain Method Scheme Tails of the solution
anti-resonance ( k0
2pi
∈ Z) (−∞,∞) Fourier Transform II rapidly decaying
resonance ( k0
2pi
6∈ Z) (−∞,∞) FT fails II fails N/A
resonance (k0Lpi 6∈ Z ) [−L,L] Fourier Series III non-decaying oscillatory
4.3.2 Further discussion about Scheme I
Scheme III discussed above represents the most direct way of obtaining a numerically
exact (up to a prescribed tolerance) solution to the traveling wave problem, and typically
it constitutes our most direct technique, as illustrated e.g. in Figs. 4.2-4.3. Additionally,
however, a few iterations of this Scheme could be used to provide us with a good initial
guess for attacking the problem by means of the more direct Eqs. (4.5)-(4.6) or Eqs. (4.9)-
(4.10). In that vein, we find that upon defining f = −c2R¨(ξ)+(δ0+R(ξ+1))p++(δ0+R(ξ−
1))p+− 2(δ0 +R(ξ))p+− k1(R(ξ)−S(ξ)) and g = −c2ν1S¨(ξ)− k1(S(ξ)−R(ξ)) where R
and S are the solution obtained from the iterations of scheme III, then f and g are generally
close to zero. This confirms that the schemes using Fourier analysis and the Convolution
Theorem actually provide solutions satisfying, up to a small residual (presumably created
by the discretization), Eqs. (4.9)-(4.10).
We subsequently tried solving Eqs. (4.9)-(4.10) using Newton’s method, utilizing the
solution from scheme III as a good initial seed for our iterations and as a means for ob-
taining information about boundary conditions; i.e., this approach side-steps both concerns
originally present in the context of the direct method of Scheme I. As indicated by the
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Figure 4.2. The top (resp. bottom) panels show the solutions forR(ξ) (resp. S(ξ)) obtained
from scheme III for k0 = 2pi−0.5 (dashed line), 2pi (solid line), 2pi+0.5 (dotted line). The
right panels are the corresponding zooms of the oscillating tails of the solutions in the left
panels. Our computations indicate that when k0 6= 2npi where n ∈ Z, the oscillating tails
are generically present. For these computations, L = 30.16 and c = k1 = 1.
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Figure 4.3. The left (right) panels showcase the solutions of R (S) from scheme I (solid
line) and scheme III (dotted line) for k0 = 2pi [these results are effectively identical]. Also,
the corresponding solution in the case of displacements r (s) by scheme I (dashed line) is
obtained if we assume r = s = 0 at the right end of the domain. If we choose k0 6= 2npi,
the plots will be similar except that all of these solutions will have oscillating tails. It can
be seen that the solutions from scheme I and scheme III are indistinguishable to the eye,
which confirms the reliability of the Fourier approach. Here we set L = 30.16 in scheme
III and c = k1 = 1.
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above residuals, while the initial guess does not directly solve our system to the prescribed
accuracy, it is found to be close enough that the Newton’s method will generically, within
our computations, retain the relevant profile, rapidly converging to a solution of Scheme I,
as shown in Fig. 4.3.
Importantly, we have tested that “distilling” this solution and its time derivative on the
lattice (i.e., returning from the variable ξ to the integer index n), we retrieve genuinely
traveling solutions of the original system of differential equations.
The above schemes provide us with a solution of the strain formulation problem for
R(ξ) and S(ξ). However, an intriguing question concerns the reconstruction on the basis
of these fields of the corresponding displacement ones r and s sinceR(ξ) = r(ξ−1)−r(ξ)
and S(ξ) = s(ξ − 1) − s(ξ). Assuming that we know r(ξ0), then r(ξ0 − k) = r(ξ0) +
R(ξ0 − 1) + R(ξ0 − 2) + ... + R(ξ0 − k). So in order to fully restore r and s, we have to
know their values in an interval of length 1. Assuming r and s are zero around the right end
of the domain, we restored r and s from R and S in Fig. 4.3, confirming that they indeed
solve Eqs. (4.5)-(4.6). However, given this “ambiguity” in the reconstruction, it should
be noted that r and s obtained in Fig. 4.3 are not the only possible solution pair. In fact,
using functions different from the solution of scheme II or scheme III as initial guesses
is also possible for scheme I to converge to a solution. For example, the oscillating wave
solutions illustrated in Fig. 4.4 can also solve Eqs. (4.5)-(4.6). In fact, it has been directly
checked that both the profiles of Fig. 4.3 and those of Fig. 4.4 when distilled on the lattice
constitute genuine traveling waves of the original dynamical problem. Nevertheless, the
latter waves are less relevant for our considerations from a physical perspective, as they do
not constitute fronts at the displacement and pulses at the strain level.
Lastly, at the level of the present considerations it is relevant to point out that the iden-
tified solutions have been illustrated in Fig. 4.5 to exhibit genuine traveling with the pre-
scribed speed (of c = 1). This is done for the anti-resonant case of k0 = 2pi (associated
with the waveform of Fig. 4.3) in the top panels. Here there is no discernible tail. It has
67
−30 −20 −10 0 10 20 30−9.3
−9.2
−9.1
−9
−8.9
−8.8
−8.7x 10
−3
ξ
r
−30 −20 −10 0 10 20 30−10.5
−10
−9.5
−9
−8.5
−8
−7.5x 10
−3
ξ
s
Figure 4.4. The left (right) panel shows another possible, yet less physically interesting,
solution of r (s) obtained from scheme I. Here we set c = k1 = 1, k0 = 2pi + 0.6.
also, however, been demonstrated in the bottom panels for the case of k0 = 2pi − 0.5.
Here, as per Fig. 4.2, we expect the tails to be present, yet they are not observable in a
linear scale due to their small amplitude. It is typically observed that the amplitude of the
nanopteronic oscillation tails is several orders of magnitude smaller than that of the main
pulse. Importantly, this feature has also been observed in the experiments of [66]. In fact,
our numerical implementations of situations with different setups (including the setups for
the experiments in [66]) via scheme I or scheme III also corroborated this feature. For this
reason, we have used a logarithmic scale in the bottom panels of Fig. 4.5, which can clearly
showcase the nontrivial traveling oscillatory tails.
4.3.3 Study of parameters k1 and ν1
Having illustrated how to obtain solutions which are equivalent between Schemes II and
III, and how to utilize these to also obtain a direct solution from Scheme I, we now turn to
the examination of parametric variations within these schemes. The canonical parameters
whose variations we consider are the linear coupling with the local resonator k1, as well as
the effective mass ν1 of the resonator. We also note in passing that c will also be allowed
68
nt
xn(t)
−10 −5 0 5 10
0
1
2
3
4
5
6
7
0
0.5
1
1.5
2
n
t
yn(t)
−10 −5 0 5 10
0
1
2
3
4
5
6
7
0
0.5
1
1.5
2
n
t
log |xn(t)|
−10 −5 0 5 10
0
1
2
3
4
5
6
7 −15
−10
−5
0
n
t
log |yn(t)|
−10 −5 0 5 10
0
1
2
3
4
5
6
7
−15
−10
−5
0
Figure 4.5. The top panels show the space-time evolution of the traveling wave solution of
xn and yn to Eqs. (4.7)-(4.8) for the anti-resonance case k0 = 2pi from scheme I, namely
Newton’s method with initial guess from scheme III. The bottom panels illustrate the cor-
responding space-time evolutions on a logarithmic scale for the case k0 = 2pi − 0.5. Here,
it can be clearly seen that the oscillation persists in the background. In these figures, we
have set c = 1 and k1 = 7.
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to change and the effects of such a variation will be discussed in this section. However, the
remark in section II.A and the relationship between these parameters imply that study of
two parameters will be essentially sufficient to capture the full picture and that the variation
of the third one can be indirectly inferred from them.
When k0 is a multiple of 2pi and gets fixed, consideration ofm1(ξ) proves rather insight-
ful towards understanding the effects of the parameters k1 and ν1, since the properties of the
solution of Eq. (4.14) are determined by those of the kernel m1(ξ). If ν1 is fixed and k1 and
c vary to retain the same value of k0, m1 will only change in overall amplitude and a family
of solutions differing in amplitudes and speeds will be obtained, as we mentioned above in
section II.A. Suppose we fix k1 and change ν1 and c, the shape and the properties of m1
can change significantly. When c ≥
√
k1(1+k0)
k20
, m1(ξ) is increasing on (−∞, 0) (hence
decreasing on (0,∞)) and always nonnegative. There also exists c0 ∈ (0,
√
k1(1+k0)
k20
) such
that m1(ξ) is nonnegative on (−∞,∞) if and only if c ≥ c0. Though not necessary, being
nonnegative and increasing on (−∞, 0) are properties of the kernel that in our numerical
computations appear to facilitate the convergence of scheme II towards a solution. If k1
and ν1 vary at the same time and c remains unchanged, it is equivalent to considering the
previous two cases together and we don’t include the corresponding details here.
If we choose k0 6= 2npi but still assign it a constant value, we will discuss the effects
of ν1 and k1 on the solution of R based on m˜1 and M˜1k rather than m1 since scheme II
becomes inapplicable in this case. Though the period of the oscillating tails is always 2pi
k0
since k0 is fixed, the amplitude of the tails can be very sensitive to other parameters. First,
only changing k1 and c to keep the value of k0 fixed can generate a family of solutions
with same shape but different amplitudes, just as described in the remark of section II.A.
When c is fixed and k1 and ν1 vary, M˜1k = 1c2 (1 − k1 1c2(k20−(k piL )2))sinc
2(k pi
L
) is either al-
ways increasing or always decreasing over k1 for any integer k. Moreover, maxξ |m˜1(ξ)|,
or m˜1(0) =
∑∞
k=−∞ M˜1k =
∑∞
k=−∞
1
c2
sinc2(k pi
L
) − k1
∑∞
k=−∞
1
c4(k20−(k piL )2)
sinc2(k pi
L
), al-
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ways grows (or decays) as k1 increases. Again, the case of varying c and ν1 is just the
composition of the previous two cases.
In the discussion above, we assumed k0 as a constant parameter while other parameters
were varied to maintain the constant value of k0. In the following discussion of this sub-
section, we will allow k0 to vary and change other parameters freely. If we fix c and k1 and
only allow the changing of ν1, we find that M˜1k = 1c2 (1 − k1k1(1+1/ν1)−(ck piL )2 )sinc
2(k pi
L
) for
any integer k (hence m˜1(0)) will decrease as ν1 increases from k1(npi
cL
)2−k1) to
k1
(
(n+1)pi
cL
)2−k1)
for
any n ∈ Z. Similarly, we can show that M˜1k increases as k1 increases from 1(1+1/ν1)(npiLc )2 to
1
(1+1/ν1)
( (n+1)pi
Lc
)2 or c2 decreases from (1 + 1/ν1)k1( Lnpi )
2 to (1 + 1/ν1)k1( L(n+1)pi )
2. These
strict monotone properties of m˜1 are revealed in Fig. 4.6. The figure also illustrates the
smooth behavior of m¯i versus the singular (at the resonance points) behavor of m˜1 in the
tails and how these two functions become identical at k0Lpi +
1
2
∈ Z.
Due to the nature of the convolution equationR(ξ) = (m∗(R)3/2+ )(ξ) =
∫ L
−Lm(y)(R(ξ−
y))
3/2
+ dy with m standing for m˜i or m¯i, changes in the kernel m will be translated into ones
for the solution R, as will be explained heuristically below. Based on our knowledge of
m and R, we know they are symmetric functions and (arbitrarily splitting them into a core
and tail segment) they can be written as
m(ξ) = mI(ξ) +mO(ξ) := m(ξ)I[−L1,L1](ξ) +m(ξ)I(−L,−L1)∪(L1,L)(ξ), (4.23)
R(ξ) = RI(ξ) +RO(ξ) := R(ξ)I[−L2,L2](ξ) +R(ξ)I(−L,−L2)∪(L2,L)(ξ) (4.24)
with mI(−L1) = mI(L1) = RI(−L2) = RI(L2) = 0. Then the convolution equation can
be considered as the sum of 4 parts R(ξ) =
∫ L
−Lm(y)(R(ξ − y))3/2+ dy = A+B + C +D
where A :=
∫ L1
−L1 mI(y)(RI(ξ − y))
3/2
+ dy, B :=
∫ L1
−L1 mI(y)(RO(ξ − y))
3/2
+ dy, C :=∫ ξ+L2
ξ−L2 mO(y)(RI(ξ−y))
3/2
+ dy and D :=
∫ L
−LmO(y)(RO(ξ−y))3/2+ dy. If we only focus on
the cases relevant to our numerical results, we will also assume maxξ |RI(ξ)|
maxξ |RO(ξ) 
maxξ |mI(ξ)|
maxξ |mO(ξ) 
L
L1
> L
L2
.
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With all these conditions, it can be shown that the maximum of the solution maxξ |R(ξ)| =
R(0) =
∫ L
−Lm(y)(R(y))
3/2
+ dy = A + B + C + D ≈ A =
∫ L1
−L1 mI(y)(RI(y))
3/2
+ dy. As a
result, whenmO is changed tomO,new = qmO (assuming q = O(1) or q such thatmnew and
Inew still satisfy our conditions) andmI is fixed, the maximum of the solutionRnew(namely
Rnew(0)) will almost remain at its (previous) value R(0). While if mI,new = qmI and mO
is unchanged, RI,new will be close to 1q2RI thus Rnew(0) ≈ 1q2R(0). Suppose ξ0 satis-
fies RO(ξ0) = maxξ |RO(ξ)| and L > |ξ0| > L1 + L2, then the amplitude of the tails
R(ξ0) = A + B + C + D = B + C + D ≈ C =
∫ ξ+L2
ξ−L2 mO(y)(RI(ξ − y))
3/2
+ dy be-
cause A becomes 0 and C is dominant over the remaining contributions. By arguments
similar to the above, mO,new = qmO and mI,new = mI will imply Rnew(ξ0) ≈ qR(ξ0). If
mO,new = mO and mI,new = qmI , then Rnew(ξ0) ≈ 1q3Rnew(ξ0) since RI,new(ξ) ≈ 1q3RI .
Although the effects of parametric variations on the kernel m, which include changing
the shape of mI(ξ) and the period of mO(ξ), are much more complicated than merely
introducing multiplicative factors on center or tails, the properties above can still be helpful
towards predicting the changes of R and they are straightforward to apply. As Fig. 4.7
shows, when ν1 varies in a chosen range and m˜1(0) changes slowly, the tails of m˜1 reflect
the form of the corresponding tails of R very well. At the same time, it should be noticed
that R(0) seems not very sensitive about the points k0L
pi
∈ Z even though m˜1(0) blows up
quickly when approaching those points.
4.4 Conclusions and Future Challenges
In the present work, we have revisited a topic of intense current theoretical, numerical
and experimental investigation, namely the formation of weakly nonlocal traveling waves
in granular chains with local resonators. We attempted to provide a systematic insight on
the different possible numerical methods that can be used to identify such traveling waves.
Additionally, we highlighted the different challenges that each of these methods may en-
counter. In total, we analyzed three methods. The first consisted of a direct solution of the
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Figure 4.6. The top left panel shows how m˜1(0) (solid line) and m¯1(0) (dashed line) change
over k1 and the top right panel shows the change of the amplitude of oscillating tails of m˜1
(solid line) and m¯1 (dashed line) as k1 grows. The middle and bottom panels follow the
same structure as the top row but reveal the results when varying ν1 and c, respectively. The
figures show that m˜1 blows up every time k0Lpi ∈ Z but m˜1(0) features strictly increasing
or decreasing trend between these singularity points (where parameters satisfy k0Lpi ∈ Z).
These figures also show m˜1 intersects with m¯1 when k0Lpi +
1
2
∈ Z or k0 = 2npi and
especially at k0 = 2npi the kernel m˜1 loses its oscillating tails (marked by green circles in
the right panels). In these computations we set c = 1, k1 = 1 and ν1 = 0.03 when they are
constants.
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Figure 4.7. The left panel shows the changing of amplitude of R (or R(0)) as k1 grows
while the right panel reveals the agreement between the changing of tails of R and that of
tails of m˜1. In the latter panel, the solid red line is for
maxξ,ν1 |RO(ξ)|
maxξ,ν1,0 |RO(ξ)|
as ν1 changes and the
changing maxξ,ν1 |m˜1O(ξ)|
maxξ,ν1,0 |m˜1O(ξ)|
is described by the black dashed line. Here ν1,0 = 0.02575, c = 1
and k1 = 1 are the parameters we used in the computation.
co-traveling wave boundary value problem for the associated differential advance-delay
equation. The second involved the Fourier representation of this problem and considered
an inverse Fourier transform of the problem to provide an alternative formulation of the
real space problem. This idea was carried out using Fourier transforms defined on the in-
finite domain. Finally, the third one considered the Fourier series version of the second
method to extend it to more (and indeed rather generic) situations. The difficulties existing
in each case were identified and explored, including the limitations of the Fourier transform
(which is restricted to the anti-resonance case) and of the Fourier series, the need for a suit-
able initial guess for the first method and the boundary conditions thereof, as well as the
issue of converting the strain into a displacement formulation. We explored how the use of
finite domains under generic non-resonance conditions may enable the convergence of the
third scheme (and how the anti-resonance enables the convergence of the second scheme
to a similar solution). We then used good initial guesses from these schemes to lead to
convergent solutions of the first scheme and were able to reconstruct based on that also
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the corresponding displacement profiles. An interesting byproduct of the parametric vari-
ations considered was the ability to identify anti-resonance parameter values for which the
generic existence of tails (in our weakly nonlocal solitary waves) was annulled, enabling
the identification of regular, monotonically decaying (on each side) solitary waves.
While we believe that the above analysis may shed a partial light on the identification
of traveling solitary wave solutions, there remains a sizable number of open problems in
this direction. Among the significant challenges posed by the experimental observations
of [66] we note the following. For different parameter values than for the ones where the
weakly nonlocal solutions were identified, it was found that a breathing while traveling
behavior was possible. It would be extremely interesting to try to identify such breathing
traveling waves and to explore the recurrence type of dynamics that appears to lead to their
formation. Furthermore, in [66], the nature of experimental excitations led to the formation
of single-sided (i.e., bearing tails on only one side) tails. Exploring the potential of such
exact solutions is an interesting question in its own right. Another aspect that was briefly
explored in [66] was the inclusion of a higher number of resonators. In the case of more
resonators, the possibility of steady (or even breathing) traveling waves was found to be less
typical. Instead, it was found that decay of the original pattern’s amplitude was the most
commonly observed scenario. Identifying these cases from the dynamical systems/Fourier
analysis perspective offer presented herein and more systematically examined the effect of
corresponding parametric variations would constitute a particularly relevant task for future
work.
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CHAPTER 5
ISOSPECTRAL GRANULAR CHAINS
It has been well-understood how to construct isospectral vibrating systems [75], i.e.,
vibrating systems that have the same natural frequencies, using families of materials, such
as rods, springs and masses, and so on. In a similar manner, the granular chains with strong
precompression are weekly nonlinear or even nearly linear thus it is relevant to consider
“isospectral” granular chains, i.e., different granular chain systems with same eigenfreque-
cies in their linear counterpart. In Section 5.1, we will setup the granular chain systems
and compute their linearized systems around the zero equilibrium. In Section 5.2, eigen-
frequencies of the linearized systems will be calculated and we will construct isospectral
linearized systems with the theory of isospectral spring-mass systems. In Section 5.3, we
will discuss the possibility and the strategies of constructing granular chains such that their
linearized systems share the same eigenfrequencies. In Section 5.4, we will go one step
further and consider removing or adding certain eigenfrequencies for granular chains. In
Section 5.5, we will compare the dynamics of isospectral granular chains and monitor the
effects of nonlinearity. At last, Section 5.6 will summarize the results in this chapter and
state some relevant future directions.
5.1 Theoretical Setup
In this work we are interested in granular chains consisting of spherical beads that
interact through Hertzian contact stresses. In particular, we consider a finite granular chain,
denoted by (NS-1), that has n spherical beads. Suppose the chain is bounded by half-spaces
from both ends and the chain starts with precompression between contacting beads (and
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between the end bead and the half-space as well). For simplicity, we assume that all beads
(and the half-spaces) are made from the same material so that they share the same density
ρ, Young’s modulus E and Poisson’s ratio ν. However the beads can have different radii
(r1, r2, ..., rn) which will lead to different masses (m1,m2, ...,mn) and different stiffnesses
(k1, k2, ..., kn+1), as shown below:
mj =
4
3
piρrj, 1 ≤ j ≤ n (5.1)
k1 =
4
3
E∗
√
r1, (5.2)
kj =
4
3
E∗
√
rj−1rj
rj−1 + rj
, 2 ≤ j < n (5.3)
kn+1 =
4
3
E∗
√
rn (5.4)
In other words, mj’s and kj’s are functions of the radii provided the material of the beads
do not change.
Then the equations of motion for the granular chain can be written as:
m1x¨1 = k1(d1 − x1)p+ − k2(d2 + x1 − x2)p+, (5.5)
mjx¨j = kj(dj + xj−1 − xj)p+ − kj+1(dj+1 + xj − xj+1)p+, 2 ≤ j < n− 1 (5.6)
mnx¨n = kn(dn + xn−1 − xn)p+ − kn+1(dn+1 + xn)p+ (5.7)
where p = 3
2
due to the Hertzian contact, dj denotes the precompression between (j−1)-th
and j-th beads, and (a)+ := max(a, 0).
If x1 = x2 = ... = xn+1 = 0 is a steady-state solution to the system, then immediately
the precompression should satisfy
k1d
p
1 = k2d
p
2 = ... = kn+1d
p
n+1 = C.
To study the linear limit of the system, we consider the ansatz xj = 0 + δzj with δ << 1
for 1 ≤ j ≤ n and linearize the equations (5.8)–(5.10) near the zero solution as:
77
m1z¨1 = −K1z1 −K2(z1 − z2), (5.8)
mj z¨j = Kj(zj−1 − zj)−Kj+1(zj − zj+1), 2 ≤ j ≤ n− 1 (5.9)
mnz¨n = Kn(zn−1 − zn)−Kn+1zn. (5.10)
where Kj = pd
p−1
j kj = p(kj)
1/pC(p−1)/p for 1 ≤ j ≤ n + 1. We notice that this set
of equations effectively describes a spring-mass system, which we denote as (S-1), with
masses (m1,m2, ...,mn) and springs (K1, K2, ..., Kn+1). The equations (5.8)–(5.10) can
also be written using matrices as
M z¨ = Bz (5.11)
where
B =

K1 +K2 −K2 0 ... 0
−K2 K2 +K3 −K3 ... 0
... ... ... ... ...
0 0 ... −Kn Kn +Kn+1

and
M =

m1 0 0 ... 0
0 m2 0 ... 0
... ... ... ... ...
0 0 ... 0 mn

.
It is known that isospectral spring-mass systems can be constructed such that they bear
the same natural frequencies as (S-1), as is shown in [75]. In Section 5.2, we revisit some
results on isospectral spring-mass systems. In Section 5.3, we discuss the possibility of
constructing granular chains such that underlying linearized systems share the same eigen-
frequencies. In Section 5.4, we introduce a strategy for removing or adding certain eigen-
frequencies from the linearized system of a granular chain. In Section 5.5, the dynamics of
isospectral granular chains are studied.
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5.2 Isospectral Spring-Mass Systems
To find the eigenfrequencies of the spring-mass system (S-1), we set zj = Zjeiωt and
λ = ω2 in equation (5.11) and solve the eigenvalue system
(B − λM)Z = 0.
Let G = M1/2 and H = G−1BG−1, then the eigenvalue problem yields
(H − λI)(GZ) = 0,
where the eigenvalues (λ) of H give the eigenfrequencies (ω = ±√λ) of the spring-mass
system. Here we call H the associated matrix of the spring-mass system (S-1) and the fol-
lowing remarks explain the relationships between a spring-mass system and its associated
matrix.
Remark 5.2.1. If a spring-mass system has positive masses and spring constants, i.e.,
mi > 0 for 1 ≤ i ≤ n and Kj > 0 for 1 ≤ j ≤ n+ 1, then its associated matrix H satisfies
the following conditions:
(A1) H is a real symmetric tridiagonal matrix;
(A2) all entries on the main diagonal are positive and all off-diagonal entries are negative;
(A3) H is positive definite.
In particular, for the linearized system of a granular chain system, its associated matrix H
satisfies the conditions (A1)–(A3).
Remark 5.2.2. If H˜ is an n-by-n matrix and it satisfies conditions (A1)–(A3), then there
exists a family of spring-mass systems with positive parameters (α, β) such that
• each spring-mass system in this family has positive masses (m˜1, m˜2, ..., m˜n) and
spring constants (K˜1, K˜2, ..., K˜n+1);
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• the associated matrix of each spring-mass system in this family is H˜ .
In particular, if we additionally require that K˜1√
m˜1
and K˜n+1√
m˜n
are fixed in the spring-mass
system, then there is only one spring-mass system in the family and it satisfies (α, β) =
( K˜1√
m˜1
, K˜n+1√
m˜n
).
Remark 5.2.3. Let TA,n be the space of n × n matrices that satisfy conditions (A1)–(A3).
Let Lα,β,n denote the space of spring-mass systems with masses and springs satisfying
K1√
m1
= α and Kn+1√
mn
= β. Then there exists a diffeomorphism between TA,n and Lα,β,n.
With these remarks, we will be able to obtain isospectral spring-mass systems if we can
find some transformation that maps a matrix from TA,n to TA,n and keeps the eigenvalues
invariant. In particular, we consider the following isospectral transformations that map the
matrix H to H˜:
• QR decomposition: QR = H − µIn, H˜ = RQ+ µIn.
• Cholesky decomposition: L1LT1 = H − µIn, H1 = LT1L1 + µIn, L2LT2 = H1− µIn,
H˜ = LT2L2 + µIn.
• Continuous isospectral flow such as Toda flow.
Though each of the approaches will provide an isospectral transformation (see [75] and the
appendix for the approaches using QR decomposition and Cholesky decomposition), we
will place special interest on the continuous isospectral flow in the following.
Let TΛ be the space of all n × n, real, symmetric, tridiagonal matrices with negative
subdiagonals and spectrum Λ = {λ1 > λ2 > ... > λn > 0}. Since all the eigenvalues
in the spectrum are positive, all the matrices in this space are positive definite thus have
positive main diagonals, i.e., TΛ ⊆ TA,n. On the other hand, it has been shown in [77]
that the spectrum of a real, symmetric, tridiagonal matrix with negative subdiagonals must
be simple thus TA,n ⊆
⋃
Λ TΛ. In the following Lemma, we review the topology of TΛ
described in [77, 76] which naturally defines a continuous isospectral flow.
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Lemma 5.2.1. The space TΛ is diffeomorphic to Sn−1>0 = {x ∈ Rn|
∑n
i=1 x
2
i = 1, xi >
0, 1 ≤ i ≤ n}.
Proof. For H ∈ TΛ, there exists a unique U such that H = UDUT and UUT = UTU =
In where D = diag(λ1, λ2, ..., λn) and U1j > 0 for 1 ≤ j ≤ n. Define φ(H) :=
(U11, U12, ..., U1n), then it maps a matrix in TΛ to a point on the sphere Sn−1>0 .
On the other hand, given a point (x1, x2, ..., xn) on the sphere Sn−1>0 , we can find its
corresponding matrix in the space TΛ. To be more specific, let U1j = xj for 1 ≤ j ≤ n.
Then from HU = UD, we have Hcolj(U) = λjcolj(U) for 1 ≤ j ≤ n. Then the
orthogonality of columns of U leads to the following equations:
ai =
n∑
j=1
λjU
2
ij, 1 ≤ i ≤ n (5.12)
bi = −
√√√√ n∑
j=1
[(λj − ai)Uij − bi−1Ui−1,j]2, 1 ≤ j ≤ n− 1 (5.13)
Ui+1,j =
1
bi
[(λj − ai)Uij − bi−1Ui−1,j], 1 ≤ j ≤ n− 1 (5.14)
where b0 = bn = U0j = 0 for 1 ≤ j ≤ n.
Therefore, by continuously moving the image point of H in Sn−1>0 we can continuously
obtain an isospectral family of H in TΛ accordingly. That is to say, a spring-mass sys-
tem usually has distinct eigenfrequencies and there are a whole family of corresponding
isospectral spring-mass systems parameterized by (x1, x2, ..., xn).
5.3 Isospectral Granular Chains
Given a granular chain (NS-1) whose linearized system is (S-1), now we consider con-
structing another granular chain (NS-2) such that its linearized system (S-2) has the same
eigenfrequencies as (S-1). In general, this is hard to achieve because most of the spring-
mass systems can not be written as linearizations of granular chains and our isospectral
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transformations for spring-mass systems do not necessarily map linearizations of granu-
lar chains to linearizations of granular chains. To be more specific, a granular chain is
determined by n free variables (r1, r2, ..., rn) while a spring-mass systems has (2n + 1)
free variables, namely (m1,m2, ...,mn) and (K1, K2, ..., Kn+1). Since the symmetric tridi-
agonal matrices in the isospectral transformations have (2n − 1) nonzero elements, only
(2n − 1) degrees of freedom in isospectral spring-mass systems can be kept, as also seen
in Remark 5.2.3.
To enable the construction of a granular chain from a tridiagonal matrix, we would like
to extend our consideration to more generalized granular systems. In particular, we attach a
spring to each bead in the granular chain and let the other end of the spring be fixed. If the
stiffness of j-th spring is γj and γj is allowed to vary for 2 ≤ j ≤ n, then the granular chain
system now has (2n − 1) degrees of freedom and it matches the dimension of symmetric
tridiagonal matrix.
Then the new equations of motion become:
m1x¨1 = k1(d1 − x1)p+ − k2(d2 + x1 − x2)p+ − γ1x1,
mjx¨j = kj(dj + xj−1 − xj)p+ − kj+1(dj+1 + xj − xj+1)p+ − γjxj, 2 ≤ j < n− 1
mnx¨n = kn(dn + xn−1 − xn)p+ − kn+1(dn+1 + xn)p+ − γnxn
and the linearized system around the vanishing homogeneous solution is:
M z¨ = Bγz (5.15)
where the mass matrix M remains the same while the stiffness matrix Bγ has changed its
diagonal entries to Kj +Kj+1 + γj instead of Kj +Kj+1 for 1 ≤ j ≤ n in B.
Although the system (5.15) is no longer a spring-mass system, its associated matrix
Hγ = M
−1/2BγM−1/2 = G−1BγG−1 will again satisfy (A1)–(A3), provided γj’s are
all positive. Then for a matrix H˜γ in TA,n (or TΛ), we seek a granular chain such that its
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linearization near the zero solution has H˜γ as its associated matrix. This is possible because
the radii and springs (one of the springs, say the first one, is fixed) in the granular chain
give (2n− 1) unknowns and the main diagonal and subdiagonals of H˜γ also give (2n− 1)
equations.
Suppose a granular chain system (NS-2) has radii (r˜1, r˜2, ..., r˜n), springs (γ1, γ˜2, γ˜3, ..., γ˜n)
and precompressions (d˜1, d˜2, ..., d˜n+1). If (NS-2) has a zero solution, then k˜1d˜
p
1 = k˜2d˜
p
2 =
... = k˜n+1d˜
p
n+1 = C where k˜j represents the stiffness of elastic force between (j − 1)-th
and j-th beads. In the linearized system of (NS-2) near the zero solution, we have:
m˜j =
4
3
piρr˜3j , 1 ≤ j ≤ n (5.16)
K˜1 = W (r˜1)
1/3, (5.17)
K˜j = W (
r˜j−1r˜j
r˜j−1 + r˜j
)1/3, 2 ≤ j < n (5.18)
K˜n+1 = W (r˜n)
1/3 (5.19)
where W = pC1−1/p(4
3
E∗)1/p = 32C
1
3 (4
3
E∗)
2
3 .
Substituting these expressions back into H˜γ = M˜−1/2B˜γM˜−1/2 where H˜γ is given, we
obtain the equations as follows for r˜ = (r˜1, r˜2, ..., r˜n) and γ˜ = (γ˜2, γ˜3, ..., γ˜n):
f1 := H˜γ(1, 1)−
W ((r˜1)
1/3 + ( r˜1r˜2
r˜1+r˜2
)1/3) + γ1
4
3
piρr˜31
(5.20)
fj := H˜γ(j, j)−
W ((
r˜j−1r˜j
r˜j−1+r˜j
)1/3 + (
r˜j r˜j+1
r˜j+r˜j+1
)1/3) + γ˜j
4
3
piρr˜3j
, 2 ≤ j < n− 1 (5.21)
fn := H˜γ(n, n)−
W ((r˜n)
1/3 + ( r˜n−1r˜n
r˜n−1+r˜n
)1/3) + γ˜n
4
3
piρr˜3n
(5.22)
gj := H˜γ(j, j + 1) +
W (
r˜j r˜j+1
r˜j+r˜j+1
)1/3
4
3
piρ(r˜j)3/2(r˜j+1)3/2
, 1 ≤ j < n− 1 (5.23)
Lemma 5.3.1. If (r˜1, r˜2, ..., r˜n) are positive and γ1 ≥ 0 in equations (5.20)–(5.23), then
|∂(f ,g)
∂(r˜,γ˜)
| 6= 0.
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Lemma 5.3.2. Suppose H˜γ ∈ TΛ corresponds to x˜ ∈ Sn−1>0 and γ1 ≥ 0 in
(f(r˜, γ˜, H˜γ), g(r˜, γ˜, H˜γ)) = 0,
i.e., equations (5.20)–(5.23). If (f(r,γ, Hγ), g(r,γ, Hγ)) = 0 where r is a positive vector
and Hγ corresponds to x in Sn−1>0 , then for some open set O in S
n−1
>0 containing x there
exists unique (r˜(x˜), γ˜(x˜)) satisfying
(f(r˜(x˜), γ˜(x˜), H˜γ(x˜)), g(r˜(x˜), γ˜(x˜), H˜γ(x˜))) = 0
for any x˜ ∈ O.
Proof. By Lemma 5.2.1, we can represent H˜γ by γ˜ thus (f(r˜, γ˜, H˜γ), g(r˜, γ˜, H˜γ)) = 0
is equivalent to (f(r˜, γ˜, x˜), g(r˜, γ˜, x˜)) = 0. By applying Lemma 5.3.1 and the Implicit
Function Theorem, the Lemma is proved.
If a granular chain (NS-1) with (r1, r2, ..., rn) and (γ1, γ2, ..., γn) gives matrix Hγ in
TΛ and φ(Hγ) = x. By Lemma 5.3.2, there exists a family of granular chains with the
same eigenfrequencies in the linear limit as (NS-1). We note that r˜ obtained here must
be positive, however γ˜ may contain negative components, which will violate the positivity
of spring constants. That is to say, though we are in general free to choose x˜ ∈ Sn−1>0 to
construct isospectral granular chains, only a part of the values for x˜ can lead to models
with positive γ˜ such that they are physically realizable. In this work, we have chosen our
examples carefully so that they all have positive γ˜. However, it is certainly interesting to
identify the precise conditions for positive γ˜ in future studies.
5.3.1 Example 1: isospectral granular chains
In Figure 5.1, we show an example of a family of granular chains whose linearized
models have the same eigenfrequencies. Suppose we start with a (generalized) granular
chain system with n = 10, ρ = 1, E∗ = 1 and
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• radii rj = 1 for all 1 ≤ j ≤ 10
• springs γ1 = 0 and γj = 1 for all 2 ≤ j ≤ 10
• precompressions satisfying k1dp1 = k2dp2 = ... = k11dp11 = C where C = 1
then by Lemma 5.2.1 its corresponding matrix H has the image point
x = (0.08415, 0.1667, 0.2451, 0.3158, 0.3743, 0.4148, 0.4291, 0.4057, 0.3295, 0.1895) ∈ Sn−1>0 .
Then we move x in Sn−1>0 a few times, each time with a small step, to obtain a sequence
of points {x(l)} and compute the corresponding tridiagonal matrices {H(l)} in TΛ. By
construction, all of these tridiagonal matrices are isospectral. Assuming ρ, γ1 and C remain
the same for all systems, we can simply use Newton’s method to find granular chains
with r(l)’s and γ(l)’s for H(l) where r(l−1) and γ(l−1) can be used as an initial guess for
l-th iteration. In particular, the corresponding granular chain system we obtained at the
destination x(20) has:
• radii r(20) = (0.9421, 1.0523, 0.9493, 1.0530, 0.9493, 1.0530, 0.9493, 1.0530, 0.9491, 1.0193)
• springs γ(20) = (0, 1.6389, 0.4390, 1.6523, 0.4404, 1.6526, 0.4404, 1.6523, 0.4440, 0.6306).
In Figure 5.2, we arrive at the same image point x(20) via a different path on Sn−1>0 ,
finding that the corresponding granular chain system at the destination is the same as what
we obtained using the first path.
5.4 Removing or Adding Eigenfrequencies from Granular Chains
In the previous section, we have talked about the process of constructing a family of
granular chain systems from a starting granular chain while keeping all of the eigenfrequen-
cies of its linearized model. In this section, we will discuss the possibility of constructing
85
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Figure 5.1. Top row: radii (left panel) and springs (right panel) in granular chain systems;
middle row: masses (left panel) and spring coefficients (right panel) in the linearized sys-
tems; bottom: corresponding image points in the space S9>0. In each of the panels, each
line with circles stands for a parameter in different isospectral systems. The circles in each
column correspond to different parameters in the same system.
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Figure 5.2. Top row: radii (left panel) and springs (right panel) in granular chain systems;
middle row: masses (left panel) and spring coefficients (right panel) in the linearized sys-
tems; bottom: corresponding image points in the space S9>0. The meaning of the lines and
circles follows that for Fig. 5.1.
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granular chain systems if we add or remove eigenvalues from the spectrum of its linearized
counterpart.
Suppose now we have a granular chain system with radii {rj}1≤j≤n and local potentials
{γj}2≤j≤n. After linearizing the system around the zero equilibrium, we obtain a tridiago-
nal matrix H whose spectrum is denoted by Λ. In order to directly remove an eigenvalue
λk of H from Λ, we would like to make H(n−1, n) = H(n, n−1) = 0 and H(n, n) = λk
where λk ∈ Λ. Since the matrix H represents the linearization of a granular chain con-
sisting of spherical beads and local potentials, then H(n − 1, n) → 0 implies rn → ∞ or
rn−1 → ∞. Since rn−1 → ∞ also lead to H(n − 2, n − 1) = H(n − 1, n − 2) → 0, this
choice will not fit the situation of only separating the eigenvalue λk. On the other hand, If
we set rn →∞ and γn → λk 43piρr3n, then rnrn−1rn+rn−1 → rn−1 and H(n, n)→ λk. As a result,
we will have H →
 Hn−1 0
0 λk
 where Hn−1 is a (n− 1)× (n− 1) matrix in TΛ\λk .
Proposition 5.4.1. If there is a sequence of matrices {H(l)}l∈N converging to
 Hn−1 0
0 λk

in TΛ and each of the matrix H(l) corresponds to a granular chain model with {r(l)j }1≤j≤n
and {γ(l)j }2≤j≤n, then liml→∞ r(l)n =∞ and liml→∞ γ
(l)
n
(r
(l)
n )3
= λk
4
3
piρ.
In fact, this result makes sense because the n-th bead will gradually become a “wall” as
rn →∞ and γn →∞ while the other n− 1 beads will actually represent a granular chain
that corresponds to the matrix Hn−1. In order to find a sequence of matrices described
in Proposition 5.4.1, we consider the behavior of their image points in Sn−1>0 and state the
following claim, which we have examined in many numerical examples but not analytically
proved yet.
Claim 1. Suppose a sequence of matrices {H(l)}l∈N is in TΛ where Λ = {λ1 > λ2 > ... >
λn > 0} and their image points in Sn−1>0 is x(l) = (x(l)1 , x(l)2 , ..., x(l)n ). If liml→∞ x(l)k = 0
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and liml→∞ x
(l)
j = aj > 0 for j 6= k, then liml→∞H(l) =
 Hn−1 0
0 λk
 where Hn−1 ∈
TΛ\λk .
With the results stated above, we introduce the following algorithm to find a family of
granular chain systems with the eigenvalues of their linearized models gradually removed:
1. Start from a granular chain with {rj}1≤j≤n and {γj}2≤j≤n, whose linearization around
the zero solution corresponds to matrix H . Suppose the spectrum H is Λ = {λ1 >
λ2 > ... > λn > 0} and its image point in Sn−1>0 is x = (x1, x2, ..., xn).
2. Pick a sequence of points x(l) = (x(l)1 , x
(l)
2 , ..., x
(l)
n ) in Sn−1>0 such that liml→∞ x
(l)
k = 0
and liml→∞ x
(l)
j = aj > 0 for j 6= k.
3. For each x(l), by Lemma 5.3.2, we can use numerical methods such as Newton’s
method to compute the granular chain with {r(l)j }1≤j≤n and {γ(l)j }2≤j≤n.
4. When x(l)k is close enough to zero or r
(l)
n and γ
(l)
n are large enough, we drop the n-th
bead of the chain so that its length decreases by 1.
To be more specific, we find the matrix Hn−1 ∈ TΛ\λk such that it corresponds to
(a1, a2, ..., ak−1, ak+1, ..., an) in Sn−2>0 . Then we solve for a granular chain of length
n− 1 from Hn−1 while using {r(l)j }1≤j≤n−1 and {γ(l)j }2≤j≤n−1 as an initial guess.
By repeating the steps 1-5, we can remove eigenvalues from the spectrum Λ one by one
in any order and decrease the length of chain accordingly.
Reversing the removal process above, we can also add eigenvalues to the spectrum and
increase the length of the granular chain, as shown in the following algorithm:
1. Start from a granular chain with {rj}1≤j≤n and {γj}2≤j≤n, whose linearization around
the zero solution corresponds to matrix H . Suppose the spectrum H is Λ = {λ1 >
λ2 > ... > λn > 0} and its image point in Sn−1>0 is x = (x1, x2, ..., xn).
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2. For λ0 ∈ (λk, λk−1) (it is also okay if λ0 > λ1 or λ0 < λn), we add it to the spectrum
Λ and put it right between λk−1 and λk. The newly obtained spectrum is denoted by
Λ˜. We extend x to x˜ = (x˜1, ..., x˜k−1, x0, x˜k+1, ..., x˜n+1) where 0 < x0  1 and find
its associated matrix H˜ in TΛ˜.
3. We change r to r˜ = (r1, ..., rn, r0) and change γ to γ˜ = (γ2, ..., γn, γ0) where r0  1
and γ0 = λ0 43ρpir
3
0. Using r˜ and γ˜ as initial guess, we solve for a granular chain of
length n+ 1 from H˜ .
5.4.1 Example 2: removing an eigenfrequency
In Figure5.3, we now start from the granular chain system with
• radii rj = 1 for 1 ≤ j ≤ 6
• springs γ1 = 0 and γj = 1 for all 2 ≤ j ≤ 6
• precompressions satisfying k1dp1 = k2dp2 = ... = k7dp7 = C = 1,
and its corresponding matrix in TΛ has
• spectrum Λ : (1.5483, 1.3549, 1.0702, 0.7542, 0.4781, 0.2987)
• image in S5>0: x = (0.1649, 0.3221, 0.4542, 0.5327, 0.5141, 0.3386).
Setting γ1 fixed and letting x2 → 0, we remove λ2 = 1.3549 from the spectrum Λ while
keep all the other eigenvalues. At the same time, the pair (r6, γ6) will grow to∞ and the
last bead of the chain will be dropped. In the process of removing eigenvalue λ2, we pick
an easy path in the space S5>0 to make x2 → 0, namely letting xj for j 6= 2 be the same. In
Figure 5.3, we end up with a granular chain of length 5 with
• r˜ = (0.9839, 0.9295, 0.9672, 1.1627, 1.2108)
• γ˜ = (0, 0.6050, 0.6792, 2.0333, 1.0924).
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Figure 5.3. Top row: radii (left panel) and springs (right panel) in granular chain systems;
middle row: masses (left panel) and spring coefficients (right panel) in the linearized sys-
tems; bottom: image points (left panel) in the space Sn−1>0 and the spectrum (right panel).
Again, each line with circles stands for a parameter in different isospectral systems. The
circles in each column correspond to different parameters in the same system. At step 1,
the granular chain consists of 6 beads while there are only 5 after step 20. It can be clearly
see that we have kept all the eigenvalues except the second largest one.
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5.4.2 Example 3: adding an eigenfrequency
In Figure 5.4, we reverse the process in Example 2 to practice the adding algorithm. To
be more specific, we start with the granular chain with
• radii r˜ = (0.9839, 0.9295, 0.9672, 1.1627, 1.2108)
• springs γ˜ = (0, 0.6050, 0.6792, 2.0333, 1.0924)
• spectrum Λ : (1.5483, 1.0702, 0.7542, 0.4781, 0.2987).
Extending the image point in S4>0 to S
5
>0 by adding a small number between the second
and the third component, we put the eigenvalue λ2 = 1.3549 back to the spectrum and
compute the corresponding matrix H . At the same time, we add a bead with large r6 and
γ6 = λ2
4
3
ρpir36 to the end of chain so that it can be a good approximation to the system to
be solved from H .
As Figure 5.4 illustrates, eventually we restore the starting system in Example 2 with
• radii rj = 1 for 1 ≤ j ≤ 6
• springs γj = 1 for all 2 ≤ j ≤ 6
5.5 Dynamics of isospectral granular chains
Here we consider the dynamics of two granular chain systems (NS-1) and (NS-2) whose
linearized models, denoted by (S-1) and (S-2), are isospectral.
In order to study the dynamics of a linear system such as (S-1) or (S-2), it suffices to
consider its eigenmodes {vj cos(ωjt)}1≤j≤n where G−1vj = M−1/2vj is an eigenvector of
H with the eigenvalue ω2j . Since any initial position of the system can be decomposed as
some combination of the eigenmodes and each eigenmode solves the system individually,
the exact evolution of the system at any time is available. If the two systems (S-1) and (S-2)
are isospectral, their corresponding matrices H will have probably different eigenvectors
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Figure 5.4. Top row: radii (left panel) and springs (right panel) in granular chain systems;
middle row: masses (left panel) and spring coefficients (right panel) in the linearized sys-
tems; bottom: image points (left panel) in the space Sn−1>0 and the spectrum (right panel).
Again, each line with circles stands for a parameter in different isospectral systems. The
circles in each column correspond to different parameters in the same system. At step 1,
the granular chain consists of 5 beads while there will be 6 after the second step. It can be
clearly see that we have kept all the eigenvalues unchanged and added a new eigenvalue at
step 2.
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but the same eigenvalues, thus eigenmodes of these two systems may have different profiles
but same frequencies. Suppose a granular chain starts with an initial state that has amplitude
small enough on all beads (δ  1), the evolution up to a finite time can be approximated by
that of its linearized model, which is explicitly solved by its eigenmodes. As we increase
the strength of the initial perturbation, the nonlinearity gradually becomes apparent in both
systems and the dynamics of two isospectral granular chains become different.
In Figure 5.4, we consider two generalized granular chains (NS-1) and (NS-2), which
are just the starting and resulting systems in Example 1. By construction, these two systems
have the same spectrum
Λ = {1.588, 1.507, 1.377, 1.210, 1.018, 0.818, 0.628, 0.464, 0.340, 0.264}
for their linearized models (S-1) and (S-2). If we excite each of these two systems with
small perturbation that has the form δv2 where v2 is the eigenmode for ω2 =
√
1.507 and
‖v2‖2 = 1, then the system will almost follow that eigenmode to evolve periodically, as
can be seen in the top panels of Figure 5.5. As the perturbation becomes stronger, the
time evolution of each systems becomes different than the combination of eigenmodes in
both period and amplitude (see the bottom panels of Figure 5.5). However, by looking into
the change of frequencies via Fast Fourier Transform, we see that these two isospectral
granular chains still share some features. In particular, as δ increases, the frequency in the
nonlinear dynamics of (NS-1) and (NS-2) tends to vary in a similar manner, as shown in
Figure 5.6.
5.6 Conclusions and Future Challenges
In this present work, we have investigated the linearizations of one-dimensional gran-
ular chains with strong precompressions between adjacent beads. In a similar manner to
isospectral vibrating systems, we have explored the possibility of constructing isospectral
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Figure 5.5. In the top left (right) panel, we show the time evolution of the first bead in
the granular chain (NS-1) ((NS-2)) with an initial perturbation of strength δ = 0.1. In the
bottom panels, the initial perturbation has been increased such that δ = 1.
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Figure 5.6. In the left panel, we plot the primary frequency for the first bead in both sys-
tems (NS-1) and (NS-2) versus the strength of the initial perturbation δ. Here the primary
frequency is obtained by applying Fast Fourier Transform (FFT) on the time evolution of
the first bead over the fixed time interval [0, 200]. The right panel shows the spectra of
frequencies obtained by FFT for the first bead over [0, 200] in (NS-1) and (NS-2) for δ = 3.
granular chains, i.e., granular chains whose linearized counterparts have the same eigen-
frequencies. By utilizing the isospectral transformations for matrices, such as Cholesky
decomposition, QR decomposition and Toda flow, we have connected the linearized coun-
terparts of different granular chains. Moreover, we have also discussed the strategy to
reconstruct a granular system from a linear system and the algorithms to generate families
of granular chains while keeping, adding or removing eigenfrequencies. We have moni-
tored the dynamics of isospectral granular chains and realized that they may share similar
patterns in the frequency space as the strength of nonlinearity grows (precompression be-
comes weaker) although their profiles in the real space can be very different. Systematically
identifying the effect of nonlinearity in such chains, especially in the setting of isospectral
chains would be an interesting problem to be further studied. In addition, we have demon-
strated our approach of building isospectral granular chains as well as some concerns on
it; e.g., the spring coefficients γ˜ obtained in isospectral systems are not guaranteed posi-
tive thus may not be physically realizable. And it would be very intriguing and useful to
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improve our approach and extend it to other models (e.g., with granules in other shape),
especially for highly-realizable models in experiments or applications.
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CHAPTER 6
CONCLUSIONS AND FUTURE CHALLENGES
In this dissertation, we have investigated three nonlinear lattice dynamical systems that
are closed related to the recent interest and experimental advances in nonlinear optics and
granular crystals.
First we have identified the discrete solitons and discrete vortices in 2-DPT -symmetric
square lattices that are physically realizable in the setting of optical waveguides. The anti-
continuum limit of the system where the lattice sites are uncoupled has been considered to
enable the analytical study of the existence and stability of the stationary states. Among
the examined solutions, all vortex configurations and most of the soliton configurations are
found to be spectrally unstable while one branch of discrete solitons, which are denoted
by (2-2-a), can be stabilized given the gain-loss parameter |γ| is small. This study paves
the way for future explorations on topological states in other lattices, including vortices in
triangular, hexagonal or honeycomb lattices and even diamonds and rings in 3-dimensional
lattices.
In the context of granular crystals, we have considered the traveling-wave problem in
MiM/MwM system and derived its integral reformulation, which enables proving the ex-
istence of the solution and developing numerical iterative schemes. In particular, Fourier
transform and Fourier series have been utilized to capture the different features of two types
of traveling-wave solutions in MiM/MwM system, namely those with fast-decaying tails
in the anti-resonance case and others with non-decaying oscillatory tails, respectively. Due
to the similarities between solutions with isolated anti-resonance condition in this problem
and the embedded solitons, it will be a significant and intriguing challenge to explore the
98
parallel between the these two problems (and especially their spectral properties). In fact,
the stability of traveling waves in lattice dynamical systems, not only for MiM/MwM sys-
tems, is an interesting question in its own right that certainly worth considering and we’ll
report updates in this direction in the future.
Besides, for the granular chains with (even strong) precompression, we have studied
the classification of such systems based on their linear counterpart. In particular, we have
employed isospectral transformations to construct “isospectral granular chains” whose lin-
earizations around zero share the same eigenfrequencies. In addition, we advanced this
spectral transformational scheme by adding the functionality of adding/removing eigen-
frequencies of choice. We showed that the entire framework thus allows us to tailor the
spectrum details, and construct corresponding physical systems. Given the smooth transi-
tions of the granular systems parameters calculated from the continuous isospectral flow
method, we expect to realize the suggested isospectral systems via experimental approach
and the outcome of these future studies will be reported. Since nonlinearity can be easily
introduced to the system from its linear limit, it will be definitely interesting and relevant
to systematically study the effect of nonlinearity in isospectral granular chain systems.
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APPENDIX A
PROOFS OF REMARKS AND LEMMAS FOR CHAPTER 5
Proof of Remark 5.2.1:
Proof. The first two conditions are straightforward to show and we’ll only prove (A3).
In order to prove the positive definiteness of H , it suffices to show B = GHG is
positive definite. Thanks to the explicit expression of B, we observe that B is a symmetric
diagonally dominant real matrix with nonnegative diagonal entries, which implies that B
is positive semidefinite. On the other hand, it can be shown by induction that det(B) =
(
∏n+1
j=1 Kj)(
∑n+1
i=1
1
Ki
) > 0. As a result, B is positive semidefinite and it does not have zero
eigenvalue thus it must be positive definite.
Proof of Remark 5.2.2:
Proof. For a spring-mass system with parameters (m˜1, m˜2, ..., m˜n) and (K˜1, K˜2, ..., K˜n+1),
its stiffness matrix B˜ satisfies
B˜

1
1
...
1
1

=

K˜1
0
...
0
K˜n+1

.
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Let G˜ = M˜1/2 and g˜ = (g˜1, g˜2, ..., g˜n)T = G˜(1, 1, ..., 1)T where M˜ is the mass matrix. If
the spring-mass system has H˜ as its associated matrix, then B˜ = G˜H˜G˜ and
H˜

g˜1
g˜2
...
g˜n−1
g˜n

= H˜G˜

1
1
...
1
1

= G˜−1

K˜1
0
...
0
K˜n+1

=

K˜1
g˜1
0
...
0
K˜n+1
g˜n

. (A.1)
Since H˜ is positive definite, there exists a unique g˜ = H˜−1(α, 0, ..., 0, β)T for any α > 0
and β > 0. It can be shown that g˜ will be a positive vector as long as α and β are positive.
Then the masses and the spring constants of the system can be computed from M˜ = G˜2
and B˜ = G˜H˜G˜.
On the positivity of g˜: Since all off-diagonal entries of H˜ are negative and every eigen-
value of H˜ is positive, H˜ is an invertible M-matrix. By the properties of M-matrix, the
entries of H˜−1 are all nonnegative. Thus g˜ = H˜−1(α, 0, ..., 0, β)T will always be a non-
negative vector. In fact, if both α and β are positive, we can show g˜ can not have any
zero entry due to the fact that all off-diagonal entries of H˜ are negative. By contradic-
tion, if g˜j = 0 for 1 < j < n, then H˜(j, j − 1)g˜j−1 + H˜(j, j)g˜j + H˜(j, j + 1)g˜j+1 =
H˜(j, j − 1)g˜j−1 + H˜(j, j + 1)g˜j+1 = 0 yields g˜j−1 = g˜j+1 = 0 since g˜ is nonnegative and
subdiagonals of H˜ are negative. If g˜1 = 0 or g˜n = 0, we have α = H˜(1, 2)g˜2 ≤ 0 < α or
β = H˜(n, n − 1)g˜n−1 ≤ 0 < β, which is impossible. Therefore, we can always obtain a
positive solution for g˜ given α > 0 and β > 0.
Proof of Lemma 5.3.1:
Proof. By direct calculation, we can show ∂(f ,g)
∂(r˜,γ˜)
=
 J11 J12
J21 J22
 where
• J11 = ∂f∂r˜ is an n× n tridiagonal matrix.
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• J12 = ∂f∂γ˜ is an n × (n − 1) matrix. Its first row is zero while the rest (n − 1) rows
form a diagonal matrix.
• J21 = ∂g∂r˜ is an (n− 1)× n bidiagonal matrix.
• J22 = ∂g∂γ˜ = 0(n−1)×(n−1).
Thus |∂(f ,g)
∂(r˜,γ˜)
| = det
 L11 J12
J21 J22
 where L11 =

∂f1
∂r˜1
∂f1
∂r˜2
0 ... 0
0 0 0 ... 0
... ... ... ... ...
0 0 0 ... 0

.
∂f1
∂r˜1
= − 3
4piρ
[1
3
W
r˜1(r˜
1
3
2 +8(r˜1+r˜2)
4
3 +8r˜
1
3
2 (r˜1+r˜2)
r˜
11
3
1 (r˜1+r˜2)
4
3
+ 3γ1
r˜41
]
∂fj
∂r˜j
= − 3
4piρ
[1
3
W
r˜j(
r˜
1
3
j−1
(r˜j+r˜j−1)
4
3
+
r˜
1
3
j+1
(r˜j+r˜j+1)
4
3
)+8(
r˜
1
3
j−1
(r˜j+r˜j−1)
1
3
+
r˜
1
3
j+1
(r˜j+r˜j+1)
1
3
)
r˜
11
3
j
+
3γ˜j
r˜4j
], 2 ≤ j ≤ n− 1
∂fn
∂r˜n
= − 3
4piρ
[1
3
W
r˜n(r˜
1
3
n−1+8(r˜n+r˜n−1)
4
3 +8r˜
1
3
n−1(r˜n+r˜n−1)
r˜
11
3
n (r˜n+r˜n−1)
4
3
+ 3γ˜n
r˜4n
]
∂fj
∂r˜j−1
= 3
4piρ
1
3
W 1
r˜
5
3
j r˜
2
3
j−1(r˜j+r˜j−1)
4
3
, 2 ≤ j ≤ n
∂fj
∂r˜j+1
= 3
4piρ
1
3
W 1
r˜
5
3
j r˜
2
3
j+1(r˜j+r˜j+1)
4
3
, 1 ≤ j ≤ n− 1
∂fj
∂γ˜j
= − 3
4piρr˜3j
, 2 ≤ j ≤ n
∂gj
∂r˜j
= 3
4piρ
1
3
W
9r˜j+7r˜j+1
6r˜
13
6
j r˜
7
6
j+1(r˜j+r˜j+1)
4
3
, 1 ≤ j ≤ n− 1
∂gj
∂r˜j+1
= 3
4piρ
1
3
W
7r˜j+9r˜j+1
6r˜
13
6
j+1r˜
7
6
j (r˜j+r˜j+1)
4
3
, 1 ≤ j ≤ n− 1
If (r˜1, r˜2, ..., r˜n) are positive and γ1 ≥ 0, then ∂f1∂r˜1 < 0,
∂f1
∂r˜2
> 0, ∂fj
∂γ˜j
< 0 for 2 ≤ j ≤ n,
∂gj
∂r˜j
> 0 and ∂gj
∂r˜j+1
> 0 for 1 ≤ j ≤ n− 1. Since det
 ∂f1∂r˜1 ∂f1∂r˜2
∂g1
∂r˜1
∂g1
∂r˜2
 < 0, it can be checked
that |∂(f ,g)
∂(r˜,γ˜)
| = det
 L11 J12
J21 J22
 6= 0.
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APPENDIX B
ISOSPECTRAL SPRING-MASS SYSTEMS: QR AND CHOLESKY
• QR decomposition: QR = H − µIn, H˜ = RQ+ µIn.
• Cholesky decomposition: L1LT1 = H − µIn, H1 = LT1L1 + µIn, L2LT2 = H1− µIn,
H˜ = LT2L2 + µIn.
Or let Q = L1L−T2 and R = L
T
2L
T
1 , then H − µIn = QR and H˜ − µIn = RQ.
B.0.1 Cholesky decomposition
B.0.1.1 without removing any eigenfrequency
First we assume µ is less than the smallest eigenvalue of H so that H − µI is positive
definite. As a result, H − µI always has a unique Cholesky decomposition and the lower
triangular matrix L1 can be solved explicitly from the equations:
L1(j, j) =
√
Pj
Pj−1
, 1 ≤ j ≤ n (B.1)
L1(j, j − 1) = H(j − 1, j)
L1(j − 1, j − 1) , 2 ≤ j ≤ n (B.2)
where P0 = 1, P1 = H(1, 1) − µ and Pj = (H(j, j) − µ)Pj−1 − (H(j − 1, j))2Pj−2 for
2 ≤ j ≤ n. Since H − µI is positive definite, Pj > 0 for 0 ≤ j ≤ n hence the above
expressions are well-defined. According to the properties of H , we find that L1 also has a
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positive main diagonal and a negative subdiagonal. At the next step, H1 can be calculated
as:
H1(j, j)− µ = (L1(j, j))2 + (L1(j + 1, j))2, 1 ≤ j ≤ n− 1 (B.3)
H1(n, n)− µ = (L1(n, n))2 (B.4)
H1(j − 1, j) = H1(j, j − 1) = L1(j, j − 1)L1(j, j), 2 ≤ j ≤ n (B.5)
which implies that H1 satisfies the third property of H . Since the diagonal elements of
L1 are the square roots of the eigenvalues for H − µ, it can be easily seen that H1 and H
should have exactly same eigenvalues. Therefore, H1 satisfies all of the properties of H
and similar result holds for H˜ .
B.0.1.2 removing the lowest eigenfrequency
Here we choose µ to be the smallest eigenvalue(suppose this is the only smallest eigen-
value) of H . As a result, H − µI now has rank n− 1 and it becomes positive semidefinite
instead of being positive definite.
It can be proved that a symmetric positive semidefinite matrix will always have a
Cholesky decomposition, although it need not to be unique. To be more specific, H −
(µ + )I is positive definite and has a unique Cholesky decomposition L1,LT1, for any
 > 0. Let  → 0, then the limit of L1, yields a Cholesky decomposition for the positive
semidefinite matrix H − µI .
By revisiting Eqs. (B.1) above, we claim that Pn = det(H − µI) = 0 and Pj > 0 for
1 < j < n. The latter is true because L1(j − 1, j)L1(j − 1, j − 1) = H(j − 1, j) < 0 and
(L1(j − 1, j − 1))2Pj−2 = Pj−1 for 2 ≤ j ≤ n (also recall that all of the leading principal
minors of a positive semidefinite matrix are nonnegative). Thus Eqs. (B.1) are well-defined
and can still be used to find a Cholesky decomposition forH−µI . In particular L1(n, n) =√
Pn
Pn−1
= 0 and we have
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LT1L1 + µI = H1 =
 H1,n−1 0
0 µ
 = L2LT2 + µI
and
LT2L2 + µI = H˜ =
 H˜n−1 0
0 µ

where H˜n−1 is a (n− 1)× (n− 1) matrix satisfying all properties of H˜ in I.
B.0.2 QR-decomposition
Compared to Cholesky decomposition, QR decomposition admits a much wider range
of matrices: since we can always apply Gram-Schmidt procedure to the columns of an
arbitrary matrix, it will immediately give us a QR factorization for that matrix. However,
the QR factorization of a matrix is usually not unique. For an invertible square matrix A,
its QR factorization is unique if we require that the diagonal elements of R be positive.
Suppose an invertible matrix A = Q1R1 = Q2R2 where {Qj}j=1,2 and {Rj}j=1,2 are
orthogonal matrices and upper triangular matrices, respectively, then QT1Q2 = R1R
−1
2 . If a
matrix is orthogonal and upper triangular at the same time, then it must be diagonal and its
square is just the identity matrix. Thus Q2 = Q1D and R2 = DR1 where D is a diagonal
matrix and D2 = I .
By using Householder matrices, we can gradually make the tridiagonal matrix H − µI
upper triangular and obtain an orthogonal matrix Q as the product of a series of House-
holder matrices. The resulting upper triangular matrix R can be explicitly computed as
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R(j, j) =
√
Sj
Sj−1
, 1 ≤ j ≤ n− 1 (B.6)
R(n, n) =
Pn√
Sn−1
(B.7)
R(j, j + 1) = −H(j, j + 1)Pj−1Sj + Pj+1Sj−1
Pj
√
Sj−1Sj
, 1 ≤ j ≤ n− 1 (B.8)
R(j, j + 2) = H(j, j + 1)H(j + 1, j + 2)
√
Sj−1
Sj
, 1 ≤ j ≤ n− 2 (B.9)
where S0 = 1 and Sj = P 2j + (H(j, j + 1))
2Sj−1 for j = 1, 2, ..., n. Moreover, H˜ − µI =
RQ can be directly given as
H˜(j, j)− µ = Pj−1S
2
j + (H(j, j + 1))
2Pj+1S
2
j−1
PjSj−1Sj
, 1 ≤ j ≤ n− 1 (B.10)
H˜(n, n)− µ = Pn−1Pn√
Sn−1
(B.11)
H˜(j, j + 1) = H(j, j + 1)
√
Sj−1Sj+1
S2j
, 1 ≤ j ≤ n− 2 (B.12)
H˜(n− 1, n) = H(n− 1, n)Pn
√
Sn−2
Sn−1
(B.13)
It is obvious that all Qj are positive. However, if µ is chosen to be greater than or equal to
the smallest eigenvalue of H , some Pj could possibly be zero or negative. If Pj = 0 for
some j < n, then in the expressions of R(j, j + 1) and H˜(j, j)− µ we have
Pj−1Sj + Pj+1Sj−1 =Pj−1(P 2j + (H(j, j + 1))
2Sj−1)
+ ((H(j + 1, j + 1)− µ)Pj − (H(j, j + 1))2Pj−1)Sj−1
=Pj(Pj−1Pj + (H(j + 1, j + 1)− µ)Sj−1)
and
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Pj−1S2j + (H(j, j + 1))
2Pj+1S
2
j−1
=Pj−1(P 2j + (H(j, j + 1))
2Sj−1)2
+ (H(j, j + 1))2((H(j + 1, j + 1)− µ)Pj − (H(j, j + 1))2Pj−1)S2j−1
=Pj−1(P 4j + 2P
2
j (H(j, j + 1))
2Sj−1) + (H(j, j + 1))2(H(j + 1, j + 1)− µ)PjS2j−1
=Pj(Pj−1P 3j + 2Pj−1Pj(H(j, j + 1))
2Sj−1 + (H(j, j + 1))2(H(j + 1, j + 1)− µ)S2j−1)
implying that the Pj in the numerator and denominator can be canceled out so that R(j, j+
1) and H˜(j, j)− µ are always well-defined.
From the explicit form of H˜ , we immediately find that all of its off-diagonal elements
but H˜(n−1, n) and H˜(n, n−1) are always negative. In fact, the nonpositivity of H˜(n−1, n)
and H˜(n, n − 1) can be easily achieved by changing Q and R to QD and DR where D
is a diagonal matrix with its diagonal being the vector (1, 1, ..., 1,−1). On the other hand,
the positivity of the diagonal elements of H˜ is slightly less obvious. Since H is positive
definite, H˜ is also positive definite hence having any nonpositive element on the diagonal
will be impossible. As a result, QR decomposition admits any choice of µ and guarantees
the resulting isospectral matrix H˜ to represent a physical spring-mass system. In particular,
when µ is an eigenvalue of H , we have
H˜ =
 H˜n−1 0
0 µ

and H˜n−1 will describe a system with n− 1 masses with eigenfrequency µ removed.
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