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We study the spectrum of an impurity coupled to a Fermi sea (e.g., minority atom in an ultracold
gas, exciton in a solid) by attraction strong enough to form a molecule/trion. We introduce a
diagrammatic scheme which allows treating a finite mass impurity while reproducing the Fermi edge
singularity in the immobile limit. For large binding energies the spectrum is characterized by a semi-
coherent repulsive polaron and an incoherent molecule-hole continuum, which is the lowest-energy
feature in the single-particle spectrum. The previously predicted attractive polaron seems not to
exist for strong binding.
Introduction.— The interaction of a single impurity
with a surrounding fermionic bath is a problem at the
very heart of quantum many-body physics, which is eas-
ily formulated, and yet difficult to solve. It is character-
ized by a rich interplay of kinetic and interaction effects,
which can strongly modify the quasiparticle (polaronic)
nature of the impurity. Controlled experimental realiza-
tion and analysis of impurity physics has recently been
achieved in ultracold gas setups [1–5], where the impurity
is usually an excited hyperfine state of an atom, and the
interaction strength is tunable via Feshbach resonances
[6]. An alternative are semiconductor or transition metal
dichalcogenide experiments [7, 8], where the impurity is
a valence band hole or exciton, in the presence of a finite
conduction band population controlled by gate voltage.
On the theory side, a major part of the literature
is devoted to the computation of ground state energies
following Chevy’s [9] pioneering work, which proposed
an ansatz for the ground state wave function consisting
of the impurity dressed by a single electron-hole pair.
This ansatz works well in the polaronic regime where
the impurity-bath interaction is weak, but breaks down
if the formation of a molecule, or trion in the semicon-
ductor language, becomes favorable. This regime can be
described by a complementary ansatz [10–12] involving a
dressed molecule. In 2D, a similar picture applies [13–15].
The variational energy has recently been verified using
diagrammatic quantum Monte Carlo [16–21]. The situ-
ation is quite different for the impurity spectrum, which is
the actual quantity measured in experiments: in Monte
Carlo, extracting the spectrum is difficult due to the in-
famous analytical continuation problem, and only few
definite statements can be made [22]. Analytically, it has
been realized that the Chevy ansatz is equivalent to the
non-self-consistent T -matrix approach [23], from which
spectra can easily be extracted [1, 5, 8, 24–26]. However,
this ansatz is a priori reliable for weak coupling only. In
the molecule limit, extracting the spectrum from a vari-
ational ansatz is difficult since the coefficients are not
analytically known. As for the functional renormaliza-
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tion group [27], its accuracy is hard to assess [28].
Besides the interaction strength and Fermi energy, a
third control parameter in the impurity problem is the
impurity mass M . Infinitely heavy impurities are sub-
ject to Anderson orthogonality [29], and the universal
properties of the impurity spectrum in the presence of a
bound state can be computed exactly from a functional
determinant [30–33]. The goal of this work is to char-
acterize the spectrum for arbitrary impurity mass, while
maintaining consistency with all known limits. Building
on the framework developed in our recent work [34], we
find that a rigorous expansion in the number of fermion-
hole pairs reproduces the infinite mass spectrum, and ob-
tain controlled estimates of the impurity spectrum deep
in the molecular limit; in particular, we present a con-
trolled computation of the incoherent molecular feature
in the single-particle spectrum. We mostly focus on 2D
for clarity, listing the modifications in 3D along the way.
Model.— Consider a single impurity (annihilation
operator d) immersed in a bath of fermions (c). In a
cold atom system, the impurity can be a fermion with
a quantum number different from the bath particles; in
semiconducting systems, the impurity is either a valence
hole plus spin degenerate conduction band bath or an ex-
citon containing a conduction electron with a given spin,
together with a bath of the opposite spin conduction elec-
trons [35]. The usual model Hamiltonian reads:
H =
∑
k
(
kc
†
kck + Ekd
†
kdk
)
− V0S
∑
k,p,q
c†kck−qd
†
pdp+q,
(1)
with k = k
2/2m,Ek = k
2/2M . V0 > 0 is the attractive
contact interaction [36], S the system area, and ~ = 1.
Our goal is to find the single particle spectrum A(ω)
at zero momentum, which is proportional to the Fourier
transform of the imaginary part of the retarded impurity
Green function, D(t) = −iθ(t) 〈0|d0(t)d†0(0)|0〉, where |0〉
is the Fermi sea without impurity. We work in the real
frequency formalism at zero temperature.
Chevy’s ansatz vs. the Fermi edge singularity.—
Chevy’s ansatz corresponds to summation of all impurity
self-energy diagrams Σ1 with a single hole (the T -matrix
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Figure 1. (a) Self-energy diagrams with one hole, indicated
by the arrow. Full (dashed) lines denote electron (impurity)
propagators. The blue box indicates the T -matrix. (b) (M =
∞) spectrum for Eb = 5µ from the Chevy ansatz. Repulsive
and attractive features in the spectrum are shown in different
colors for clarity. For the attractive polaron, a finite width is
used.
series), shown in Fig. 1(a). For infinite mass, one finds,
in 2D:
Σ1(ω) = −
∫ µ
0
dk
1
ln
(
ω+k−µ+i0+
−Eb
) . (2)
Here, ω is the energy measured from the impurity level,
and µ is the Fermi energy. We use the standard defin-
ition of the complex logarithm with a branch cut on
the negative half-axis. −Eb is the energy of the bound
state of the attractive contact potential, which always
exists in 2D. It is determined from the pole of the T -
matrix. Due to this bound state, Im[Σ1](ω) has a mo-
lecule continuum ∝ θ(ω + Eb). Its width is µ, repres-
enting the different energies of the hole in the Fermi
sea created when the impurity binds an electron. For
Eb  µ, inserting Σ1 into the bare impurity Green func-
tion D0(ω) = 1/(ω + i0
+) leads to 3 prominent features:
First, the bare pole of the impurity is shifted (“repuls-
ive polaron”). Second, the aforementioned molecule-hole
continuum is created. Third, Re[Σ1] gives rise to another
pole below the molecule-hole continuum, the “attractive
polaron”. Between the latter two there is a spectral gap
of ' −0.582µ as Eb/µ→∞ [13]. A typical plot is shown
in Fig. 1(b). The 3D result is similar (see Supplemental
material [37]). For finite mass, the expression (2) is more
complicated, but the qualitative form of the spectrum is
unchanged [25].
The “Chevy” spectrum for M =∞ is to be contrasted
with the exact result of Combescot and Nozie`res [30], who
showed that the spectrum is dominated by two divergent
power laws [38] A(ω) ∝∑i=1,2(ω − ωth,i)αiθ(ω − ωth,i).
Here, ωth,i are the threshold energies determined from
Fumi’s theorem [39], and the exponents αi are charac-
terized by δ, the phase shift of the bath fermions at the
Fermi energy due to their scattering by the immobile im-
purity, α1 = (δ/pi)
2− 1, α2 = (1− δ/pi)2− 1. For infinite
mass, the dimensionality of the problem only affects the
ν−2γ1
νγ
2−1
2
A(ω)
1/
√
ν2
M <∞
ω
M =∞
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 µ
ω
Erecoil
ν31
β−2γ
Γ2ν−2γ1
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νγ
2−1
2
Figure 2. Sketch of the spectrum for Eb  µ. Power laws
are measured from the respective thresholds; Γ2 ' µ4/Eb4β
is the width of the repulsive polaron (see main text). Colors
are chosen as in Fig. 1.
value of δ. For Eb  µ one can then approximate [40, 41]
1 1− δ/pi ' γ ≡
{
1/ ln(Eb/µ) for d = 2
kFa/pi for d = 3,
(3)
where kF is the Fermi momentum, and a the 3D scatter-
ing length. In this limit, with exponents to leading order
in γ, the spectrum looks like
A(ω) ' θ(ν1)ν−2γ1 + θ(ν2)νγ
2−1
2 , νi ≡ ω − ωth,i. (4)
A sketch is shown in Fig. 2 (upper panel). The lower
(blue) feature, which starts close to ω = −Eb and corres-
ponds to the molecule-hole continuum, has a weak power
law (close to a step). The upper feature, which can be
identified with the repulsive polaron, has a strong power
law spectrum (close to a delta function). Note that there
is no well-defined “attractive polaron” in the spectrum.
We claim that, for Eb  µ, this will persist for finite
masses M , and thus the Chevy spectrum of Fig. 1(b) is
incorrect for large binding energies.
Method.— Our approach is to reproduce Eq. (4) in a
diagrammatic expansion in γ, which can then be general-
ized to finite mass. However, γ does not directly appear
in the Hamiltonian; instead, one must resort to an ex-
pansion in the number of holes: A diagram involving n
holes contains n integrations over filled states ∝ µn, and
µ is small in units of Eb. In effect, as shown below, this
leads to an expansion in γ [12, 14, 15, 23, 42].
The one-hole diagrams are already taken into ac-
count as the impurity self-energy within the Chevy ap-
proach [Fig. 1(a)], and resummed with Dyson’s equa-
tion. For heavy impurities, this resummation is uncon-
trolled. Instead, one must add up the most important
(log-divergent) diagrams order by order in γ, which ul-
timately removes the attractive polaron from the spec-
trum. Thus, we reattach the impurity lines to Σ1, de-
fining H1(ω) = D0(ω)
2Σ1(ω). Of course, H1 only rep-
resents the first order process: the impurity can interact
with an arbitrary number of electrons, creating electron-
hole excitations in the Fermi sea. The processes involving
3Ha2 = + . . .
Hd2 = + . . .
Ha2 H
b
2
Hc2 H
d
2
+
+ +
(b)
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Figure 3. (a) All relevant two-hole diagrams. (b) T -matrix
representation of diagram series Ha2 , H
d
2 . The gray-shaded
diagram is contained in the Chevy approach.
two holes are represented in Fig. 3(a). Here, the interac-
tion lines can be drawn arbitrary often in any order, as
long as the structure of the diagrams is preserved: e.g.,
in diagram Ha2 the first and last interaction lines should
connect to the lower part of the “horseshoe”, and to the
upper loop in diagram Hc2 . These diagrams can also be
redrawn with T -matrix blocks, as exemplary shown in
Fig. 3(b). Let us point out that we never expand in the
number of T -matrices, but always resum diagrams with
an infinite number of T -matrices at two-hole level. We
note that the contribution of the two-hole diagrams to
the ground state energy is much less significant [12, 43].
Results: The molecule/attractive polaron
spectrum.— For infinite mass, since the impurity is dis-
persionless, the evaluation of all two-hole diagrams is pos-
sible. Following Ref. [34], one can either work in the time
or frequency domain, employing different approximations
[37]. In particular, for small ω+EB , close to the molecu-
lar threshold, we find [44]
H1(ω) +H2(ω) ' (5)
1
Eb
(
ln
(
ω + Eb + i0
+
−µ
)
− γ ln2
(
ω + Eb + i0
+
−µ
))
,
where H2 =
∑
iH
i
2. The term ∝ ln2 in Eq. (5) arises
solely from diagram Ha2 . Curiosly, the contribution
of Hd2 is subleading, while the contribution from dia-
grams Hb2 , H
c
2 effectively shifts the bound state energy
as Eb → Eb + µ(1 − γ) in 2D, or Eb + µ(1 − 2γ/3) in
3D, in agreement with Fumi’s theorem [39] to leading or-
der in γ. Redefining ν1 to include these shifts, we find a
contribution to the spectrum
A1(ν1) ' θ(ν1)
Eb
(1− 2γ ln[ν1/µ]) , (6)
in agreement with Eq. (4) when expanded in γ. Note that
this expansion has the same form as the perturbative ex-
pansion of the polarization in the standard Fermi-edge
singularity case [45–47]. This was to be expected, as in
the limit Eb → ∞ we can formally regard the diagrams
H1,2 as polarization diagrams containing a molecule and
a bath fermion, with an effective molecule-bath inter-
action γ. We expect higher order leading logarithmic
(parquet) contributions to arise in a similar fashion from
diagrams containing a larger number of holes.
Let us now address the modification of the molecule-
hole feature for large but finite impurity mass M . The
general strategy is to reevaluate the frequency-domain
diagrams of Fig. 3(b) for finite mass [37], and trace
the modification of the logarithmic singularities [34, 48–
52]. Our results hold to leading order in the mass ratio
β = m/M only, but we expect them to be qualitatively
correct all the way up to β ' 1. First, introducing a
finite mass shifts the binding energy, Eb → E˜b, but we
will not compute those shifts in detail, limiting ourselves
to the form of the spectrum. In terms of ν1 = ω + E˜b,
the real part of the logarithmic singularities is modified
as ln
(
max[ν1 − βµ, γ2βµ]/µ
)
, again reminiscent of the
Fermi edge singularity case [48]. In contrast to M =∞,
the logarithmic singularities for finite mass are peaked
at ν1 = βµ (“direct threshold” [48]). This is simply un-
derstood: when an incoming zero momentum impurity
binds an electron and leaves a low-energy hole behind
(as described by diagram H1, yielding the first order log-
arithm), the resulting molecule must have a momentum
' kF by momentum conservation. Since the molecule
is now mobile, with mass M+ = M + m, one must pay
its recoil energy Erecoil ' βµ, which shifts the maximum
of the logarithms to ν1 = βµ. Subsequently, the so cre-
ated molecule can decay into a zero-momentum state, by
exciting an electron-hole pair. The rate of this indirect
process is Γ1 = γ
2βµ, leading to a cutoff of the logar-
ithmic singularities. Mathematically, this cutoff arises
from diagram Hc2 , which can be interpreted as a mo-
lecule self-energy diagram with imaginary part Γ1. For
large frequencies, ν1  Erecoil, one recovers the infinite
mass behavior ∝ ν−2γ1 .
Apart from cutting off the singularity, the decay of the
molecule leads to a shift of the threshold from the dir-
ect to the “indirect” one at ν1 = 0, which corresponds
to creation of zero momentum molecules. Near the in-
direct threshold, the spectrum starts continuously, with
a power law ∝ ν31 in 2D and ∝ ν7/21 in 3D. This be-
havior is obtained by computing the imaginary parts of
diagrams Ha,c2 , which yield the leading contributions in γ
via standard phase space estimation [34, 37]. For a spin-
less Fermi sea, the two contributions cancel; however,
even in this case we expect that the power law beha-
vior is robust, since it is (a) determined from a generic
phase space estimate and (b) there may well be processes
involving 3 holes that yield the same behavior. Exponen-
tiating the logarithms [34], one finds the spectrum near
4both tresholds to be
A1(ν1) ' 1
Eb
(√
(ν1 − βµ)2 + (γ2βµ)2
µ
)−2γ
θ(ν1)f1(ν1),
(7)
where f1(ν1) smoothly interpolates between f1(ν1) '
γ2(ν1/βµ)
3 in 2D and f1(ν1) ' γ2(ν1/βµ)7/2 in 3D, for
ν1  βµ, and f1(ν1) ' pi for ν1 & βµ. A typical plot
of the resulting spectrum is shown in Fig. 2 (blue fea-
ture in lower panel). Let us reiterate the main point: the
ground state signal in the spectrum is purely incoherent,
with maximum ∝ (β)−2γ [53]; there is no polaronic delta
peak.
Results: The repulsive polaron spectrum.— We
now discuss the repulsive polaron, which is already pre-
dicted by the Chevy ansatz [5, 14, 27, 54–56]. In fact,
for Eb  µ, the repulsive polaron contains most of the
spectral weight, ∼ 1 − µ/Eb, as seen in Fig. 1(b): As
Eb/µ → ∞, the repulsive polaron is essentially a spec-
tral probe of the impurity without Fermi sea, with unit
weight. For infinite mass, the asymptotic form of the re-
pulsive polaron is given by the second term in Eq. (4),
with ωth,2 ' γµ in 2D and ωth,2 ' 23γµ in 3D. To lead-
ing order in γ, A2(ν2) ' γ2θ(ν2)/ν2, which reduces to
a delta-function as γ → 0. This leading order term can
already be obtained from the first order diagram H1 for
small positive frequencies. One can also reproduce the
full power law singularity in a linked cluster approach,
formally exponentiating H1. Extending the latter ap-
proach to finite mass, one finds a delta peak with weight
βγ
2
, on top of an incoherent background ∝ 1/√ν2 for
ν2  βµ, similar to the results of Rosch and Kopp [51].
In 3D, the incoherent part is approximately constant. For
much larger frequencies ν2 & βµ, one recovers the infinite
mass behavior ∝ νγ2−12 [37].
Thus, in a first approximation, the repulsive polaron
is a delta-peak plus incoherent background. However,
for finite mass, the delta-peak may be broadened due to
decay into the low-laying molecule-hole continuum, res-
ulting in a finite width Γ2. This width can be estimated
by computing the self-energy part of the diagrams H2
(called Σ2) at the repulsive polaron threshold ν2 = 0.
Note that, for infinite mass the problem becomes single-
particle [33], forbidding such a transition; this behavior
is reproduced by our calculations. Unfortunately, for fi-
nite mass a complete evaluation of Im[Σ2(ν = 0)] is out of
reach. A simple estimate can be obtained from a Golden-
Rule type expansion of Σ2 in T -matrices [37], similar to
Ref. [57]; we find, in 2D, Γ2 ∼ γ2β µ
4
Eb3
; in 3D, Γ2 should
still be small in µ/Eb, but the scaling could be different.
Putting everything together, an approximate expression
for the repulsive polaron spectrum is given by
A2(ν2) ' (β)γ2 Γ2
ν22 + (
1
2Γ2)
2
+ f2(ν2), (8)
where f2(ν2) interpolates between the limits f2(ν2) '
γ2/
√
βµν2 in 2D and f2(ν2) ' γ2/(βµ) in 3D, for ν2 
(ω + Eb)/µ
µ/Eb
ν
(δ/pi)2−1
1
Figure 4. Sketch of the full 2D spectrum for general values
of µ/Eb. Thick lines indicate the position of the thresholds
determined from Fumi’s theorem.
βµ, and f2 ' 1/µ(ν2/µ)γ2−1 for ν2 & βµ. A sketch is
shown in Fig. 2 (yellow feature in the lower panel).
Discussion.— So far, we only discussed the spectrum
in the molecular limit Eb  µ. In the opposite limit,
the influence of the bound state should be neglible. The
spectrum of a heavy impurity without a bound state was
computed in [51], and we expect the same result here:
a single feature of a form similar to the repulsive po-
laron described above, but with a delta-peak that is not
broadened, and with singularity exponents controlled by
δ  1 for µ  Eb. Both known limits (in 2D) are
sketched in Fig. 4, along with the thresholds as determ-
ined from Fumi’s theorem, which should be approxim-
ately correct for large masses. Note that if we follow
the lower spectral feature, we see a “molecule-to-polaron
transition”, in the sense that, for µ  Eb, the single
particle spectrum is fully incoherent, but fully coherent
in the opposite limit. However, the details of this trans-
ition/crossover [58] remain to be explored. In particular,
it would be interesting to analyze this in 3D, where a
bound state only forms at a certain strength of the inter-
particle attraction.
Let us also comment on the connection to quantum
Monte-Carlo and experiments. A major difference is that
the Monte-Carlo works extract the molecule solely from
a pole in the two-particle propagator. The latter can be
obtained from our recent work [34], and we found essen-
tially opposite behavior to the one presented here; e.g.,
for Eb  µ, there is a sharp feature related to the mo-
lecule, and a broad continuum at larger energies. How-
ever, in the present work we have argued that the mo-
lecule emerges as an incoherent ground-state feature in
the single-particle propagator as well. This seems to be
in agreement with the ultracold gas experiments in both
3D [1, 2, 4, 5] and 2D [3], while the results of the 2D
TMD experiment are somewhat less clear [8]. The in-
coherent molecule feature was not seen in the “polaron-
spectra”of the recent Monte-Carlo work [22], which could
be attributed to problems with analytical continuation.
Finally, let us note that most Monte-Carlo works, in 3D
[16–18, 21, 22] and 2D [19, 20], deal with the (almost)
equal mass case, while in the experiment also heavily
mass-imbalanced 6Li −40 K mixtures are used. Anyway,
5we do not expect significant changes in the spectra for
equal masses, except for the disappearance of the ortho-
gonality power laws beyond Erecoil.
Conclusion.— We presented a controlled computa-
tion of polaron spectra, providing the connection to the
infinite mass limit. We found that, for large binding, the
attractive polaron and molecule-hole continuum merge
into a single incoherent feature, and also gave a detailed
description of the repulsive polaron spectrum. Our work
paves the way towards the study of many impurity phys-
ics, including the effective interaction between impurities,
molecular condensate vs. polaron Fermi gas, etc. [59, 60].
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Figure S1. Scattering phase shifts (a) 2D phase shift (c) 3D
phase shift.
SUPPLEMENTARY MATERIAL FOR “SPECTRA
OF HEAVY POLARONS AND MOLECULES
COUPLED TO A FERMI SEA”
In this supplement, we present the detailed derivation
of our results. In Sec. S.A we recapitulate Fumi’s theorem
and the determination of the phase shift δ. The evalu-
ation of the one-hole diagramH1 in the infinite mass limit
is presented in Sec. S.B for 2D, and in Sec. S.C for 3D.
Focusing on 2D, the two-hole diagrams H2 are computed
in the time domain in Sec. S.D and in the frequency do-
main in Sec. S.E. Then, in Sec. S.F, the molecule-hole
continuum is determined for finite mass. Finally, the
linked cluster approach is used to compute the repulsive
polaron for infinite mass in Sec. S.G, and for finite mass
in Sec. S.H.
S.A. DETERMINATION OF THE PHASE
SHIFTS AND FUMI’S THEOREM
The universal properties of immobile impurities are
characterized by the energy dependent scattering phase
shift of the two-particle problem, δ(). In particular, the
power law exponents discussed in the main text are de-
termined by the phase shift at the Fermi energy, δ(µ).
For a zero-range interaction potential in 2D, δ is given
by [40, 41]
δ2D() = cot
−1
(
ln
[

Eb
]
/pi
)
, (S1)
where Eb is the 2D binding energy (chosen as positive,
i.e., the bound state occurs at −Eb). In 3D, provided
the potential is strong enough to form a bound state, the
phase shift is usually presented as [41]
δ3D(k) = pi + arctan(−ka), k =
√
2m, (S2)
with the 3D scattering length a. Note that the reduced
mass mr equals m for immobile impurities. δ2D and δ3D
are plotted in Fig. S1. In terms of δ, the lower threshold
of the spectrum ωth,1 is obtained from Fumi’s theorem
(see, e.g., [39]):
ωth,1 = −Eb −
∫ µ
0
d
pi
δ(), (S3)
with Eb = 1/(2ma
2) for M = ∞ in d = 3. The second
threshold is reached by removing the Fermi sea electron
from the bound state and putting it on top of the Fermi
sea, thus ωth,2 = ωth,1 +Eb + µ. The two thresholds are
plotted in Fig. 4 of the main text.
S.B. M =∞: EVALUATION OF H1 IN 2D
The T -matrix corresponds to the sum of all “ladder”-
diagrams for the two-particle vertex and is pictorially
defined in Fig. 1(a) of the main text. It is solely a function
of total energy-momentum (ω + ,k). In the evaluation
of the T -matrix and all further diagrams, the summation
over internal frequencies is trivial: the bare propagator
of the single impurity is purely retarded (since there is
no “impurity Fermi sea”), which effectively sets all in-
ternal frequencies on-shell and restricts the momenta of
electrons propagating forward (backward) in time to be
above (below) kF . With finite impurity masses, in 2D
the T -matrix is therefore given by:
T (ω + ,k) =(
−1/V0 −
∫
dp
1
ω + − p − Ek−p + i0+
)−1
. (S4)
Here and henceforth, we use the convention∫
dk =
∫
k<kF
d2p
(2pi)2
,
∫
dpdq =
∫
kF<p,q<pξ
d2p
(2pi)2
d2q
(2pi)2
,
(S5)
where pξ =
√
2mξ, and ξ is a UV cutoff. The pole of Eq.
(S4) for k, kF → 0 defines the vacuum binding energy
−Eb [13]. One can also define a 2D scattering length
a2D =
√
2mrEb with reduced mass mr, but we will not
use this quantity further.
For M =∞, the impurity is dispersionless, E = 0, and
Eq. (S4) reduces to
T (ω + ) = −1
ρ
1
ln
(
ω+−µ+i0+
−Eb
) , (S6)
with the density of states ρ = m/2pi. Eb is given by
ξe−1/(ρV0). From Eq. (S6), the one-hole self-energy is
obtained by closing the electron loop. This yields Eq. (2)
of the main text:
Σ1(ω) = −
∫ µ
0
dk
1
ln
(
ω+k−µ+i0+
−Eb
) . (S7)
The one-hole diagrams H1 are obtained by reattaching
the impurity lines, H1(ω) = Σ1(ω)D0(ω)
2.
8Molecule-hole feature
To find the contribution of H1 to the molecule feature,
we expand Eq. (S17) around ω = −Eb. Thus
H1(ω) ' 1
Eb
ln
(
ω + Eb + i0
+
ω + Eb − µ
)
(S8)
' 1
Eb
ln
(
ω + Eb + i0
+
−µ
)
for |ω + Eb|  µ,
yielding the first logarithm in Eq. (5).
Repulsive polaron
For the repulsive polaron, we need to evaluate Eq.
(S17) for ω & 0. A useful formula is
∫
dx
xn
ln(x)
=
{
xn
n+1
1
ln x +O
(
xn
ln2(x)
)
, n 6= −1
ln(ln(x)) n = −1
.
(S9)
Schematically, this formula implies that the 1/ log terms
can be pulled out from integrals with “logarithmic accur-
acy” (l.a.). As a result, we find
Σ1(ω) ' − µ
ln
(
µ
Eb
) + ω · ln
(
|ω|
µ
)
ln
(
µ
Eb
)
ln
(
|ω|
Eb
) − i piωθ(ω)
ln2
(
|ω|
Eb
) .
(S10)
Upon resummation, the first term in Eq. (S10) shifts the
repulsive polaron threshold to ω = γµ ' ωth,2, with γ as
defined in Eq. (3) of the main text. To interpret the other
terms, we restrict ourselves to a parametrically large win-
dow of frequencies µ2/Eb  ω  µ, which allows the
simplification ln(ω/Eb) = ln(ω/µ · µ/Eb) ' ln(µ/Eb)
with l.a. This restriction is specific to our diagrammatic
approach, and is not required in the infinite mass treat-
ment [30]. Thus, we believe that our results hold down
all the way to ω → 0. Taking into account the threshold
shift, i.e. shifting to ν2 = ω − ωth,2, and reattaching the
impurity lines yields:
H1(ν2) ' γ
2
ν2
ln
(
ν2 + i0
+
−µ
)
. (S11)
Taking the imaginary part leads to a spectrum A2(ν2) '
γ2θ(ν2)/ν2 given in the main text.
S.C. M =∞: EVALUATION OF H1 IN 3D
To substantiate our claim that our results apply to
3D in analogous fashion, here we present the evaluation
of H1 in 3D. We start from the infinite mass T -matrix
analogous to Eq. (S4):
T (Ω) =
(
−1/V0 −
∫
d3p
1
Ω− p + i0+
)−1
, Ω = ω + .
(S12)
The 3D integrals follow the convention of Eq. (S5) ad-
apted to 3D (in this section only). To regularize the
T -matrix, we apply the Lippmann-Schwinger equation
[6, 23]
1
−V0 =
m
2pia
−
∫
>0
d3p
1
p
, (S13)
where the integral ranges over all momenta 0 < p < pξ.
As a result,
T (Ω) = (S14)(
m
2pia
−
[∫
d3p
1
Ω− p + i0+ −
∫
>
d3p
1
−p
])−1
.
After some straightforward algebra (see, e.g., [63, 64]), T
can be rewritten as
T (Ω) =
( m
2pia
− c1R(Ω)
)−1
, c1 =
m3/2√
2pi2
, (S15)
R(Ω) = θ(Ω)
(
2
√
µ+
√
Ω ln
∣∣∣∣∣
√
µ−√Ω
√
µ+
√
Ω
∣∣∣∣∣
)
+ (S16)
θ(−Ω)
(
pi
√−Ω + 2√µ− 2√−Ω arctan
(
µ√−Ω
))
− ipi
√
Ω · θ(Ω− µ).
In the vacuum limit µ→ 0, T has a pole at Ω = −Eb =
−1/(2ma2) as in 2D. From T , the one-hole self-energy is
obtained by closing the loop
Σ1(ω) =
∫
d3k T (ω + k + i0
+). (S17)
Molecule-hole feature
We focus on large binding energies, Eb  µ⇔ kFa
1, and expand around ω = −Eb. Keeping terms up to
order O(µ3/2/Eb), we find (compare also [23]):
Σ1(ω) =
2
√
Eb
pi
∫ µ
0
d
√

ω + Eb + − 23γµ+ i0+
, (S18)
with γ = kFa/pi as defined in Eq. (3) of the main text.
From Eq. (S18) one can deduce, reattaching the hole lines
H1(ω) ' (S19)
2
√
µ
piEb
3/2
ln
(
ω + Eb − ω0 + i0+
−µ
)
, ω0 = −µ+ 23γµ,
9which holds for |ω + Eb − ω0|  µ. This result is
very similar to 2D, Eq. (S8), apart from a different non-
universal prefactor, and a shift of the molecule feature
by ω0. Thereby, already at one-hole level the molecule is
placed at the right energy ω ' −Eb + ω0 ' ωth,1 up to
order O(a), as can be checked by inserting Eq. (S2) into
(S3). The energy shift might cause some technical modi-
fications at the two-hole level, that is, for diagrams H2
in Fig. 3 of the main text (whose 3D evaluation is bey-
ond the scope of this work), but the overall 2D strategy
should remain valid. Let us note that resumming the
self-energy of Eq. (S18) with Dyson’s equation (which is
incorrect for large masses as explained in the main text)
yields a spurious attractive polaron, determined from
ω − Σ1(ω) = 0. (S20)
For Eb  µ this equation is readily solved, and yields
ω = ωth,1 − O (µ exp(−1/γ)), i.e. the gap between the
continuum and the polaron is only exponentially small.
Correct evalution of H2 and higher diagrams should elim-
inate the polaron as in 2D.
Repulsive polaron
For ω & 0, Σ1(ω) reads
Σ1(ω) =∫ µ
0
d
√

√
µ/γ −
(
2
√
µ+
√
ω +  ln
∣∣∣√µ−√ω+√
µ+
√
ω+
∣∣∣) . (S21)
We restrict ourselves to frequencies µ exp(−1/γ) ω 
µ similar to 2D (except that the small parameter γ is not
logarithmic anymore). Then we find, with l.a.:
Σ1(ω) =
2
3
γµ+ γ2ω ln
(
ω
µ
)
− ipiγ2ωθ(ω), (S22)
which is in full agreement with the 2D result of Eq. (S10)
except for the factor 2/3 dictated by Fumi’s theorem.
S.D. M =∞: EVALUATION OF H2 IN THE
TIME DOMAIN IN 2D
The evaluation of the diagrams H2 drawn in Fig. 3 is
similar to Ref. [34]. Let us first focus on the diagram-
matic series Ha2 , and evaluate the corresponding con-
tribution to the self-energy part Σa2 , i.e., amputate the
external impurity lines first. The relevant diagram is re-
drawn in Fig. S2. We specialize on energies ω ' −Eb.
When the energy is measured from the impurity level, the
time-domain impurity Green function for infinite mass re-
duces to a step-function: D0(t) = −iθ(t). Thus, the im-
purity lines impose the time-ordering of the interactions
only. We parenthetically note that for finite mass, the
impurity propagator aquires a non-trivial momentum-
dependence, which obstructs the time-domain evaluation,
and is the reason for going into the more complicated
frequency domain calculation in the next Section. The
general expression for all diagrams which preserve the
structure of Σa2 , with the interaction lines at initial and
final times connecting to the lower part of the “horse-
shoe”, reads
Σa2(t) =− iV 20
∞∑
n=1
(−V0)n
∞∑
m=0
(−V0)mθ(t)
∫
dkxdky (S23)∫
0<T1...<Tn<t
dT1 . . . dTn
∫
dq1 . . . dqn−1G(kx, T1 − t)G(q2, T2 − T1) . . . G(qn−1, Tn − Tn−1)G(ky,−Tn)∫
0<t1...<tm<t
dt1 . . . dtm
∫
dp1 . . .
∫
dpm+1G(p1, t1) . . . G(pm, tm − tm−1)G(pm+1, t− tm),
where G(k, t) = −i(θ(t) − nk) exp(−ikt), and nk = θ(kF − k) is the zero temperature Fermi function. Introducing
retarded Green functions as GR(t) = G(t)θ(t), Eq. (S23) can be rewritten as:
Σa2(t) = −iV 20
∫
<kF
dkxdky exp(i(kx + ky )t) ·A(t)B(t) (S24)
A(t) =
∞∑
n=1
(−V0)n
∫
dq1 . . . dqn−1
[
GR(kx, ·) ∗GR(q1, ·) ∗ . . . ∗GR(qn−1, ·) ∗GR(ky, ·)
]
(t) (S25)
B(t) =
∞∑
m=0
(−V0)m
∫
dp1 . . . dpm+1
[
GR(p1, ·) ∗ . . . ∗GR(pm+1, ·)
]
(t), (S26)
where ∗ denotes convolutions, [f ∗ g](t) = ∫ dt˜f(t− t˜)g(t).
10
0
T1 T2
t1 t
k1
k2
t2
Figure S2. A representative of the series Σa2 , see also Fig. 3
of the main text.
Fourier-transformation using the convolution theorem
turns the convolutions into a geometric series, which are
resummed in the same way as the T -matrix, Eq. (S4).
Changing to energy integrations for the remaining two
momentum integrals over kx and ky results in
Σa2(ω) = −i
∫ µ
0
dxdy
∫ ∞
−∞
dω1
2pi
1
ω1 − x+ i0+
1
ω1 − y + i0+
1
ln
(
ω1−µ+i0+
−Eb
) 1
ln
(
Ω1−µ+i0+
−Eb
) , Ω1 = ω + x+ y − ω1.
(S27)
For the remaining ω1-integration we use the following
approach: we split the 1/ ln-terms into a part containing
a pole and a part containing a branch cut:
1
ln
(
ω1−µ+i0+
−Eb
) = −Eb
ω1 + Eb − µ+ i0+ (S28)
+
 1
ln
(
ω1−µ+i0+
−Eb
) + Eb
ω1 + Eb − µ+ i0+
 .
The first part, containing the pole, can be interpreted as
bound state propagator, while the second part, contain-
ing the branch cut, corresponds to the continuum contri-
bution; this is also in agreement with the evaluation of
H1 in Sec. S.B. Employing the spectral representation, it
is easily shown that the combination of the branch cut
contributions for both 1/ ln-functions yields a result with
vanishing imaginary part for ω ' −Eb. Since the spec-
trum is determined by the latter, we omit this part. The
remainder is evaluated using Cauchy’s theorem:
Σa2(ω) =
∫ µ
0
dxdy
Eb
ω + Eb + x− µ+ i0+ (S29)
1
ω + Eb + y − µ+ i0+
1
ln
(
ω+Eb+x+y−2µ+i0+
−Eb
) .
Restricting to µ2/Eb  ω + Eb  µ as explained below
Eq. (S10), we find, in agreement with Eq. (5).
Ha2 (ω) ' −
γ
Eb
ln2
(
ω + Eb + i0
+
−µ
)
. (S30)
Σa2 Σ
b
2
0 t
t1 t2
Σc2 Σ
d
2
Figure S3. Two-hole diagrams Σ2 (with amputated impurity
lines) in bold-line representation. Initial, final and intermedi-
ated times are indicated for Σa2 only.
The diagrams Hc,d2 can be evaluated along the same lines;
the evaluation of Hb2 requires a “generalized convolution
theorem”:
F
(∫ ∞
−∞
dt1f(t− t1)g(t, t1)
)
(Ω) = (S31)∫ ∞
−∞
dω1
2pi
f(ω1)g(Ω− ω1, ω1),
where F denotes the Fourier transform, F(f)(Ω) =∫
dtf(t) exp(iΩt), and f and g are any two well-behaved
functions; for more details, see Appendix B.2 of Ref. [34].
There is, however, a quicker way to arrive at the results:
one can combine the impurity interacting with a forward
propagating electron into a“bold”propagator of the form
Db(t) ∝
∫ ∞
−∞
dω1
2pi
exp(−itω1) θ(t)
ln
(
ω1−µ+i0+
−Eb
) , (S32)
The self-energy parts of the series H2 of Fig. 3 can be
redrawn in this bold-line representation as shown in Fig.
S3. The thin lines correspond to the two holes, with
Green function G(x, t) = iθ(−t)nF (x) exp(−ixt), where
x is an energy variable as in Eq. (S27). With these in-
gredients, Σa2(t) can immediately be written down in a
closed form up to an overall phase factor:
Σa2(t) ∝
∫ µ
0
dxdy
∫ t
0
dt2
∫ t2
0
dt1
Db(t2 − t1)Db(t)G(x,−t2)G(y, t1 − t) (S33)
By Fourier transformation one easily reproduces Eq.
(S27); the overall phase is fixed referring to the ordin-
ary diagrams. The time domain representations of the
remaining diagram read
Σb2(t) ∝
∫ µ
0
dxdy
∫ t
0
dt2
∫ t2
0
dt1 (S34)
Db(t− t1)Db(t2)G(x,−t)G(y, t1 − t2),
Σc2(t) ∝
∫ µ
0
dxdy
∫ t
0
dt2
∫ t2
0
dt1 (S35)
Db(t)G(x,−t)Db(t2 − t1)G(y, t1 − t2),
Σd2(t) ∝
∫ µ
0
dxdy
∫ t
0
dt1
∫ t
0
dt2 (S36)
Db(t1)G(x,−t1)Db(t− t2)G(y, t2 − t).
Fourier transforming with help of Eq. (S31), and splitting
into pole and branch cut contributions as described in Eq.
11
(S28), we find for Hb,c2
Hb2(ω) +H
c
2(ω) '
1
Eb
∫ µ
0
dx
1
(ω + Eb + x− µ+ i0+)2
·
−µ− ∫ µ
0
dy
1
ln
(
ω+Eb+x+y−2µ+i0+
−Eb
)
 . (S37)
Comparison with Eqs. (S17), (S10) shows that these
contributions shift the molecule threshold, Eb → Eb +
µ(1 − γ), as claimed in the main text. This shift is the
only relevant self-energy effect: the non-trivial frequency-
dependence of the molecule self-energy involves a factor
γ2 ln[(ω + Eb)/(−µ)], which is subleading compared to
Eq. (S30).
In addition, we find that Hd2 is subleading with an
extra factor µ/Eb compared to the other diagrams, and
we may therefore savely neglect it.
S.E. M =∞: EVALUATION OF H2 IN THE
FREQUENCY DOMAIN IN 2D
The evaluation of H2 in the time-domain is instruct-
ive, but crucially depends on the fact that the impurity
is dispersionless. Thus, it does not simply generalize to
finite mass impurities. To circumvent this problem, we
first recover the results of the previous section in the fre-
quency domain, which allows for extension to the finite
mass case. In this approach, the diagrams are organized
by the number of T -matrices. For Ha2 , the first two dia-
grams are shown in Fig. 3(b). The lowest order diagram
(3 T -matrices) reads
Ha2,1(ω) ' (S38)
1
E2b
∫ µ
0
dxdy
∫ ξ
µ
dp
1
ln
(
ω+x−µ+i0+
−Eb
) 1
ln
(
ω+y−µ+i0+
−Eb
)
1
ln
(
ω+x+y−p−µ+i0+
−Eb
) 1
ω − p + x+ i0+
1
ω − p + y + i0+ .
For ω ' −Eb, the p-integral is dominated by the pole of
the third logarithm, around which we can expand. The
remaining Green functions effectively cut off the integra-
tion at p ' Eb. Since this scale only appears in the argu-
ment of a logarithm (see below), an exact determination
is not required within l.a.. Thus, we can approximate
Ha2,1(ω) ' −
1
Eb
∫ µ
0
dxdy (S39)
1
ω + Eb + x− µ+ i0+
1
ω + Eb + y − µ+ i0+ · I
I =
∫ Eb
µ
dp
1
ω + Eb + x+ y − p − µ+ i0+ ' (S40)
ln
(
ω + Eb + x+ y − 2µ+ i0+
−Eb
)
, ω ' −Eb.
A similar evaluation of the second diagram of the series
Ha2 reproduces Eq. (S39) with I replaced by I
3. Extra-
polating this behavior, the higher order diagrams yield a
series I + I3 + I5 + . . . = I/(1− I2) ' 1/(−I). In total:
Ha2 (ω) =
1
Eb
∫ µ
0
dxdy
1
ω + Eb + x− µ+ i0+ (S41)
1
ω + Eb + y − µ+ i0+
1
ln
(
ω+Eb+x+y−2µ+i0+
−Eb
) ,
in agreement with Eq. (S29). The remaining expressions
Hb,c,d2 can be evaluated along the same lines. For H
b,c
2 ,
the result is in perfect agreement with Eq. (S37). For
Hd2 , one arrives at
Hd2 (ω) =
1
Eb
∫ µ
0
dxdy (S42)
1
ω + Eb + x− µ+ i0+
1
ω + Eb + y − µ+ i0+ ·
1
I2
.
Since I is a large logarithm of order 1/γ, this result is
subleading, although only by a factor γ and not µ/Eb
as in the time domain; this slight discrepancy can be
attributed to the evaluation with l.a.
S.F. THE MOLECULE CONTINUUM FOR
FINITE MASS
With the infinite mass results for H1, H2 at hand, we
move to the finite mass case, focusing on ω ' −Eb. We
start from re-evaluation of Eq. (S4) to leading order in
β = m/M :
T (ω + ,k) = −1 + β
ρ
1
ln
(
ω+−µβ−µ−k2/2M++i0+
−Eb
) ,
(S43)
where M+ = m + M , and the vacuum binding energy
Eb now reads (1 + β)ξe
−(1+β)/(ρV0). In the following, we
will only resolve the factors (1 + β) in the numerator of
the logarithms, since the other factors just rescale the
energies. Closing the contour to obtain H1(ω), we find
H1(ω) ' 1
Eb
∫ µ
0
dx
1
ω + Eb − βµ+ x− µ− βx+ i0+
' ln
(
ω + Eb − 2βµ+ i0+
−µ
)
. (S44)
The resulting contribution to the spectrum is given by
− Im [H1(ω)] (S45)
=
1
Eb
∫ µ
0
dxδ (ω − (−Eb + βµ+ βx+ (µ− x))) .
The energy-conservation imposed by the delta-function
describes the following process: an impurity with en-
ergy ω decays into a bound state, with “potential energy”
12
−Eb +βµ and kinetic energy βx, and a hole with energy
(µ − x). At the treshold, the hole peels off right at the
Fermi surface, and the bound state has a kinetic energy
βµ. The modification of the binding energy in the pres-
ence of a Fermi sea −Eb → −Eb+βµ is only of secondary
importance, since there are further molecule self-energy
diagrams with renormalize the binding energy anyway
(see Eq. (S37)). We will not evaluate these in detail for
finite mass, and just write ν1 = ω +Eb − βµ henceforth.
Thus, we see that the logarithm in Eq. (S44) is peaked
at the “direct threshold” ν1 = βµ, involving the creation
of a molecule with momentum kF .
Next, we evaluate the lowest order contribution (3 T -
matrices) to diagram Ha2 . Resumming the logarithms,
the finite mass generalization of Eq. (S38) reads
Ha2,1(ω) =
1
E2bρ
3
∫
dkxdky
∫
dp
1
ω − p + x− Ekx−p + i0+
1
ω − p + y − Eky−p + i0+
(S46)
1
ln
(
ω+x−µ(1+β)−Ekx+i0+
−Eb
) 1
ln
(
ω+y−µ(1+β)−Eky+i0+
−Eb
) 1
ln
(
ω+x+y−p−µ(1+β)−Ekx+ky−p+i0+
−Eb
) .
To compute the p-integral, we expand the last 1/ ln-
function around its pole. The resulting non-trivial logar-
ithmic integral reads
I˜ =
1
ρ
∫
kF<p<
√
2mEb
dp (S47)
1
ν1 + x+ y − µ− p − Ekx+ky−p + i0+
,
c.f. Eq. (S40). Integration with logarithmic accuracy
(which only gives access to Re[I˜]) yields
Re[I˜] ' ln
(
max(ν1 + x+ y − 2µ, βµ)
−Eb
)
. (S48)
Postponing evaluation of Im[I˜], one can extrapolate to
the full series Ha2,1 as in Sec. S.E. Repeating this proced-
ure for Hb,c,d2 , we find
Ha2 (ν1) '
1
Ebρ2
∫
dkxdky
1
ν1 + x− µ− Ekx + i0+
1
ν1 + y − µ− Eky + i0+
· 1
I˜
(S49)
Hb2(ν1) ' −
1
Ebρ2
∫
dkxdky
1
(ν1 + x− µ− Ekx + i0+)2
·
(
1 +O
(
1/I˜2
))
(S50)
Hc2(ν1) ' −
1
Ebρ2
∫
dkxdky
1
(ν1 + x− µ− Ekx + i0+)2
· 1
I˜
(S51)
Hd2 (ν1) ' +
1
Ebρ2
∫
dkxdky
1
(ν1 + x− µ− Ekx + i0+)
1
(ν1 + y − µ− Eky + i0+)
· 1
I˜2
. (S52)
Since I˜ is still a large logarithm of order 1/γ, Hd2 is sub-
leading as for infinite mass. The other contributions be-
have as follows: with l.a., Ha2 reads
Ha2 (ν1) ' −
γ
Eb
ln2
[
(ν1 − βµ+ i0+)/(−µ)
]
, (S53)
i.e., essentially the same result as in the infinite mass
case, Eq. (S30), except that the peak of the logarithm
is at the direct threshold, as discussed below Eq. (S45).
Hb,c2 again act as molecular self-energy terms. First, their
real parts lead to a shift of Eb, which we do not compute.
More importantly, the imaginary part of Hc2 cuts off the
logarithmic singularity at the direct threshold. This can
be seen extracting the molecule self-energy part from Eq.
(S51):
Σmol(ν1,kx) = −1
ρ
∫
dky
1
I˜
. (S54)
Using Eq. (S47), we find
Im [Σmol] (ν1,kx) =
∫
dky
Im[I˜]
Re[I˜]2 + Im[I˜]2
' (S55)
− γ2pi
∫
dkydp δ(ν1 + x+ y − µ− p − Ekx+ky−p).
Evaluation of this standard phase space integral (see e.g.
Appendix E of Ref. [34] for examples) for kx = kF yields
Im[Σmol(ν1, kF )] ∝ −γ2 ν
2
1
βµ
. (S56)
Near the direct threshold, ν1 ' βµ, this leads to a mo-
lecule decay rate Γ ∝ γ2βµ. Appropriately resummed,
this rate cuts all logarithms; e.g., the one-hole result of
Eq. (S44) is modified as
H1(ν1) ' 1
Eb
ln
(
ν1 − βµ+ iΓ
−µ
)
l.a.' 1
Eb
ln
(
max[ν1 − βµ, γ2βµ]/µ
)
, (S57)
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and likewise for the term Ha2 in Eq. (S53). The phys-
ical reason for this cut-off is the decay of the molecule
at the direct threshold with k = kF into a zero mo-
mentum molecule, two holes and an electron. This pro-
cess shifts the threshold to the “indirect” one at ν1 = 0.
For 0 < ν1  βµ, the spectrum is perturbative (i.e., no
large logarithms need to be resummed), and can be ob-
tained from Im[Ha2 , H
c
2 ], Eqs. (S49), (S51). For spinless
electrons, these contributions cancel to leading order. For
spinful electrons, Hc2 incurs an extra factor of two, and
the perturbative spectrum reads
Apert(ν1) ' γ2 1
Eb(βµ)2
pi
ρ2
∫
dkxdkydp (S58)
δ(ν1 + x+ y − p − µ− Ekx+ky−p) ∝
γ2
Eb
(
ν1
βµ
)3
θ(ν1)
in 2D, while in 3D the extra phase space restriction
should lead to Apert ∝ ν7/21 [49]. Exponentiating the
cut-off logarithms (S57) with a correct imaginary part
to capture the perturbative spectrum yields Eq. (7) of
the main text; the square root is yet another, continuous
reformulation of the logarithm cutoff.
S.G. M =∞: REPULSIVE POLARON FROM
THE LINKED-CLUSTER APPROACH
The leading contribution to the repulsive polaron for
M = ∞ was already obtained in Eq. (S11). The full
power law singularity can be reproduced in a linked
cluster approach (see also Refs. [39], [65]). One starts
from the following set of identities for the impurity
propagator
D(t) = −iθ(t) 〈0|S(t)|0〉 (S59)
〈0|S(t)|0〉 = exp
(∑
n
Fn(t)
)
(S60)
Fn(t) =
(−i)n
n
∫ t
0
dt1 . . .
∫ t
0
dtn 〈0|Tˆ
{
Vˆ (t1) . . . Vˆ (tn)
}
|0〉
(S61)
Vˆ (ti) = −V0
∑
k,p
c†kcpθ(ti)θ(t− ti), (S62)
where S(t) is the S-matrix, and Tˆ the time-ordering op-
erator. Note that the impurity has effectively been elim-
inated from the problem, which results in Feynman dia-
grams such as those shown in Fig. S4. The expressions
above imply an expansion in the bare interaction V0. Our
goal is to substitute this by an expansion in number of
holes, getting rid of the V0-dependence. Let us collect
all one-hole diagrams: one is drawn in Fig. S4(a). It is
more convenient to reexpress it imposing a time-ordering
0 < t1 < t2 < t. This results in a factor of two which can-
cels the factor 1/2 in Eq. (S61) for n = 2. Generalizing
this approach, the one-hole diagrams can be extracted
t1 t2
t1 t2 t3 t1 t2 t3
(a)
(b)
0 < t1, t2 < t
0 < t1 < t2 < t3 < t
Figure S4. (a) n = 2 cluster diagram. Full lines indicate elec-
tron Green functions, and dots V0-insertions. Internal times
t1, t2 independently range from 0 to t. (b) Time-ordered n = 3
cluster diagrams. The left diagram shows an ordering with
one hole, which is invariant under cyclic permutation of times.
The right diagram contains two holes.
by drawing “loop diagrams” containg n interaction inser-
tions at times t1, . . . tn, and reordering them in such a
fashion that only one electron propagates backwards in
time; this cancels the factor 1/n in Eq. (S61). An ex-
ample for n = 3 is shown in Fig. S4(b). Performing this
reorganization, at one-hole level we can write
D(t) ' exp(C(t)), (S63)
C(t) = −
∫
dω
pi
(−it
ω
− 1
ω2
(exp(−itω)− 1)
)
N(ω)
(S64)
N(ω) = Im

∫ µ
0
dx
1
ln
(
ω+x−µ+i0+
−Eb
)
 (S65)
where we resummed the one-hole diagrams similar to Sec.
S.B and employed the spectral representation of the re-
tarded 1/ ln-function. In Eq. (S64), the part linear in
t just shifts the polaron threshold, and we may omit it.
N(ω) measures the phase space for scattering of polarons
with Fermi electrons. Eqs. (S17) and (S10) show that in
the most important spectral window µ2/Eb  ω  µ we
can approximate N(ω) ' γ2piω. Therefore, evaluation
of Eqs. (S63) and (S64) similar to Sec. 8.3.C of Ref. [39]
and Fourier transformation directly results in a repulsive
polaron spectrum
A2(ν2) ∝ θ(ν2)
µ
(
ν2
µ
)γ2−1
(S66)
with frequencies measured from the polaron threshold.
S.H. THE REPULSIVE POLARON FOR FINITE
MASS
Modified linked-cluster approach
The procedure above can also be adapted for finite
mass (see, e.g., Sec. 3.6.B of [39] or [34]). In effect, we
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Σa2,1 = Σ
c
2,1 =
Figure S5. Diagrams Σa,c2,1 contributing to the decay of the
repulsive polaron
need to reevalute the phase-space factor N(ω) at one-hole
level, and find, in 2D
N(ω) ' γ2pi
∫
dkdp δ (ω + k − p − Ep−k)
'
{
γ2ω3/2/
√
βµθ(ω) ω  βµ
γ2piω βµ ω  µ, (S67)
and N(ω) ∝ ω2 for ω  βµ in 3D. Thus, for energies bey-
ond the recoil energy βµ, the phase space factor assumes
the infinite mass form. For smaller energies, the scatter-
ing phase space is suppressed, since processes where the
polaron is scattered to large momenta of order kF involve
a minimal energy cost of order βµ [51].
We insert Eq. (S67) into (S64) and first study the
limit t → ∞. Again ignoring the term linear in t, in
the infinite mass case one can show that C(t) diverges
as −γ2 ln(|t|µ). In contrast, for finite mass we find
limt→∞ C(t) ' γ2 ln(β). Inserted into the Green function
of Eq. (S63), this limit gives rise to a finite quasiparticle-
weight of the polaron, Z ∝ βγ2 . Again, the emergence of
this quasi-particle weight is a consequence of the restric-
ted low-energy scattering phase space, which partially
reduces the repulsive polaron to its non-interacting form.
Moreover, we can extract the incoherent polaron spec-
trum for small detuning from the threshold 0 < ν2 < βµ
simply by expanding the exponential in Eq. (S64), since
there is no large logarithmic quantity to prevent it. This
yields, in 2D
A(ν2) ∝ γ2 1√
βµν2
, (S68)
while in 3D the incoherent part is approximately constant
∝ γ2/(βµ). For ν2  βµ one recovers the infinite mass
behavior. Interpolating between these two limits yields
formula (8), apart from the finite width of the repulsive
polaron quasiparticle to be discussed below.
Width of the repulsive polaron
In the previous section, we only considered the decay
of the single impurity into particle-hole excitations, but
neglected the decay into the molecular state. To incor-
porate this process, we need to go to two-hole level. The
decay rate vanishes for infinite mass, since the problem
becomes single-particle, hence the molecule and repulsive
polaron sectors decouple. Indeed, starting from the ex-
act expressions for the impurity self-energy Σ2 in the time
domain, of a form similar to Eq. (S27), one can show that∑
i Im[Σ
i
2](ω = 0
−) = 0, where the frequency argument
0− is chosen to exclude the UV-tail arising from electron-
hole excitations. This cancellation implies that the re-
pulsive polaron does not acquire a Lorentzian IR-tail for
infinite mass. This is not necessarily true for finite mass.
An evaluation of all two-hole diagrams for ω = 0− similar
to Sec. S.E appears too involved. A simpler estimate can
be given by restriction to the “first-order” diagrams Σ2,1
with the minimal number of T -matrices. The diagrams
with a minimal number of 3 T -matrices and nonvanish-
ing imaginary parts for ω = 0− are Σa,c2,1, shown in Fig.
S5.
The rate resulting from these diagrams has been eval-
uated effectively for Eb → 0 in Ref. [57] for 3D, but here
we focus on Eb  µ. We approximate the central T -
matrix by a pole to incorporate the molecule, and the
remaining two T -matrices by γ. Taking the imaginary
part, we find
Γ˜2 ' γ2Eb
ρ3
∫
dkxdkydp δ(x+ y − p − Ekx+ky−p + Eb)
1
p − x+ Ekx−p
(
1
p − x+ Ekx−p
− 1
p − y + Eky−p
)
∝ γ2 µ
4
Eb
3 (1− 3β) , (S69)
where the last estimate holds to leading order in µ/Eb, β.
In (S69) we may omit the β-independent part, since the
infinite mass cancels upon complete evaluation as dis-
cussed above. The remainder can be used to estimate
Γ2 ∼ βγ2 µ
4
Eb3
. For 3D, we expect a similar behavior,
although details of the scaling could be different.
