Abstract -A new product triangular iterative methods for solving nonsymmetric linear systems of equations with positive real coefficient matrices based on the skewsymmetric part of the initial matrix are proposed. The convergence analysis for the new methods is presented.
Consider the system of linear equations
where A is a large sparse nonsymmetric matrix and I is the identity matrix.
Everywhere we assume A to be positive real, i.e.,
where A 0 is the symmetric part and A 1 is the skew-symmetric part of A. Let
where K U is a strictly upper triangular and K L is a strictly lower triangular part of A 1 . The matrix A is strongly nonsymmetric if
where · * is some matrix norm. Let us approach (1) by considering the iterative method of the following form:
where f, y 0 ∈ H, H is an n-dimensional real Hilbert space, f is the right-hand side of (1), A, B are linear operators (matrices) in H, and A is given by equation (1) . B is invertible, y 0 is the initial guess, y k is the kth approximation, and τ, ω > 0 are iterative parameters. U is the solution of (1) Here it is important to note that B(ω) is in a certain sense a preconditioning matrix. In general, B(ω) is supposed to be nonsymmetric.
It is well known that triangular and product triangular iterative methods for solving linear systems of equations are relatively simple and inexpensive [8] from the computational standpoint. But some methods, such as ILU, SOR, and SSOR require the presence of a diagonal dominant (as a sufficient condition) to in the coefficient matrix of the system [7, 8] . We present a product triangular iterative method with two parameters that use the skewsymmetric part of the matrix as an input and only require that the matrix is positive real. Previously triangular iterative method based on the same idea [2] [3] [4] and product triangular method with one parameter [5, 6] were considered.
First, we would like to present the results of the convergence test for these methods; then we will offer the procedure that allows one to accelerate the rate of convergence for these methods.
Method (3) may be also represented as
Consider the operator B
where
C . In equality (5) operators K L and K U are those defined by (2) . The operator B C can be chosen arbitrarily but has to be symmetric. This method is called the two-parameter product triangular (TPTM) method.
The operator B is non-symmetric and can be represented as
We find the symmetric and the skew-symmetric parts of the operator B for the TPTM
The iteration matrix G of method (4), (5) is
We consider the norm of the iteration matrix G in (7). Let us require that the operator B 0 in (6) be positive and define the operator
Then G for the TPTM can be represented as
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Introduce the operator
and require for the TPTM that
Then
The last equality means that the operator L 0 generates the energy norm G P T L 0 and
The next lemma was proved in [1] .
is sufficient for
Proof. First, we note that the operators (I +αC)
and (I −βC) are commutative. Then we consider the operator T = (I + αC)
and estimate its norm
.
and (Cu, u) 0 then T < 1.
Inequalities (12) are equal to (11).
We apply this lemma to operator G P T in (10) and get
Proof. The proof of this theorem consists of two steps: -show that P 0 is positive real (if A is positive real, then C = QAQ T is positive real too [7] ). So, it follows from (8) that P 0 is positive real.
-insert in (11) α = ω, β = (τ − ω) then we get (13).
The problem of choosing the parameters τ, ω that would minimize G P T L 0 for twoparameter methods and the results of numerical experiments in which the iterative method described above will be used to solve several nonsymmetric positive real linear systems arising from the standard 5-point central FD approximation of the steady convection-diffusion problems with a Peclet number from 10 3 to 10 5 will be presented later.
