Abstract-Clustering is partitioning of data s et into subsets (clusters), so that the data in each subset share some co mmon t rait. In this paper, an algorith m has been proposed based on Fuzzy C-means clustering technique for prediction of adsorption of cadmiu m by hematite. The original data elements have been used for clustering the random data set. The random data have been generated within the minimu m and maximu m value of test data. The proposed algorithm has been applied on random dataset considering the original data set as initial cluster center. A threshold value has been taken to make the boundary around the clustering center. Finally, after execution of algorith m, mod ified cluster centers have been computed based on each initial cluster center. The modified cluster centers have been treated as predicted data set. The algorith m has been tested in prediction of adsorption of cad miu m by hematite. The error has been calculated between the original data and predicted data. It has been observed that the proposed algorithm has given better result than the previous applied methods.
I. Introduction
Clustering technique is the classification of similar objects into different groups, or more precisely, the partitioning of a data set into subsets (clusters), so that the data in each subset share some common trait -often proximity according to some defined distance measure. Machine learn ing typically regards data clustering as a form of unsupervised learning [1] .Cluster analysis or data clustering is a branch in data analysis and implies a bundle of algorith ms for unsupervised classification [2] .Cluster analysis is the organization of a collection of patterns into clus ters based on similarity [1] . Clustering is important to mine databases to construct relations among data and to transform relations into knowledge in the form of fu zzy rules [3] .Clustering is useful in several explo ratory pattern-analysis, grouping, decision-making, and mach ine-learning situations; including data mining, docu ment retrieval, image segmentation, and pattern classification. However, in many such problems, there is little prior information available about the data, and the decision-maker must make as few assumptions about the data as possible. It is under these restrictions that clustering methodology is particularly appropriate for the exp loration of interrelationships among the data points to make an assessment of their structure.
On the other hand, fuzzy sets have played a prominent role in the modeling of uncertainty in the processing of data and information [4] .Tanaka et.al [5] , have modified the idea of fu zzy and proposed the fuzzy regression of a non-parameter approach for evaluating the relation between independent variables and dependent variables. The fuzzy regression for time series analysis has been used in fo recasting by Watada [6] .In Song and Chissom ([7] - [8] )and Sullivan and Woodall [9] have developed the fuzzy t ime series models and they have applied their model in forecasting. Kim et. al. [10] has proved that the forecasting error using fu zzy model is better than the statistical regression. Chang ([11] - [13] ) has used the fuzzy regression model in seasonal analysis.
Tseng et. al. [14] have obtained a reliable forecasting interval by using fu zzy A RIMA (Auto-Regressive Integrated Moving Average) method. Hwang et al [15] have modified the fu zzy t ime series models for forecasting of university enrollments. Castillo and Melin [16] In this paper, fuzzy C-mean cluster method has been used in Prediction of adsorption of Cadmiu m by Hematite. At first, a search space has been created by random nu mber restricted by universe discourse of given data set. The original data set has been placed within search space. This data set has been taken as initial cluster center. The proposed algorithm has been applied on the search space based on initial cluster center and cluster center has been modified. The modified cluster center has been treated as predicted data. The mean absolute percentage error has been calculated between the original data and p redicted data. It has been proved that the proposed method has given better result than others applied methods. This type of approach to predict data based on fuzzy clustering has never been used before. This is the reason for making this paper.
In the next section, the basic concepts and principles on time series prediction, clustering and more precisely on fuzzy c -mean clustering and the error analysis method used in this paper is discussed. Section 3, is devoted to the discussion of the methodology used in this paper for predicting the adsorption of cadmiu m by hematite. The detailed, step by step, imp lementation of the method, in the applied field, is presented in section 4. Section 5 provides the comparative result of the method with other applied methods. Finally, in Section 6, the conclusion and the scope for future extension of application of this method is discussed.
II. Theory

Time Series
Quantities that represent the values have been taken by a variable over a period such as a month, quarter, or year. Time series data is a series of statistical data that is related to a specific instant or a specific t ime period. Time series plotted fro m a data of monthly bookings for an airline is shown in Figure 1 . Time series analysis compris es methods for analyzing time series data in order to meaningful statistics and other characteristics of the data. Time series data have a natural temporal ordering. This makes time series analysis distinct from other co mmon data analysis problems, in wh ich there is no natural ordering of the observations (e.g. explaining people's wages by reference to their education level, where the individuals' data could be entered in any order). Time series analysis is also distinct fro m spatial data analysis where the observations typically relate to geographical locations (e.g. accounting for house prices by the location as well as the intrinsic characteristics of the houses). A t ime series model will generally reflect the fact that observations close together in time will be more closely related than observations further apart. In addition, time series models will often make use of the natural one-way ordering of time so that values for a given period will be exp ressed as deriving in so me way fro m past values, rather than from future values. To estimate the future values of the series, most authors, use the terms ‗forecasting' and ‗prediction' interchangeably and we follow this convention.
Clustering
Clustering is the classification of similar objects into different groups, or more precisely, the part itioning of a data set into subsets (clusters), so that the data in each subset (ideally) share some co mmon trait -often proximity according to some defined distance measure. Cluster analysis is the organizat ion of a collection of patterns is shown in figure 2 . Clustering based prediction models are appealing because clustering time series data captures relations and granular representations whereas, linear, statistical and neural network models capture function. Therefore clustering based prediction methods are mo re general than conventional methods. Clustering is useful in several exploratory pattern-analysis, grouping, decision-making, and machine-learning situations; including data mining, docu ment retrieval, image segmentation, and pattern classification.
1) Fuzzy C-mean Clustering (FCM)
Traditional clustering approaches generate partitions; in a partition, each data point belongs to one and only one cluster. Hence, the clusters in a hard clustering are disjoint. Fu zzy clustering (also known as soft clustering) extends this notion to associate each data point with every cluster using a membership function [18] . The output of such algorithms is a clustering, but not a partition. Fu zzy set theory was initially applied to clustering in Ruspini [19] . Fu zzy clustering is a technique that integrates the fuzzy logic and the concept of clustering. The most popular fu zzy clustering algorith m is the fu zzy c-means (FCM) algorith m [3] . FCM was proposed by Dunn and Bezdek [20] and their variat ions including recent studies. FCM was originally introduced by Jim Bezdek [21] .
The FCM algorith m attempts to partition a finite collection of n elements X = {x 1 ,...,x n } into a collection of c fuzzy clusters with respect to some given criterion.
Given a finite set of data, the algorithm returns a list of c cluster centers C = {c 1 ,...,c c } and a partition matrix. Where, each element u ij tells the degree to which element x i belongs to cluster c j . Like the k-means algorith m, the FCM aims to minimize an objective function. The standard function is: (2) which, differs fro m the k-means objective function by the addition of the membership values u ij and the fuzzifier m. The fuzzifier m determines the level of cluster fuzziness. A large fuzzifier value results in smaller memberships u ij and hence, fuzzier clusters. In the limit m=1, the memberships u ij converge to 0 or 1, which implies a crisp partitioning. In the absence of experimentation or domain knowledge, m is common ly set to 2. The basic FCM A lgorith m, g iven n data point(x 1 , . . .,x n ) to be clustered, a number of c clusters with (c 1 , . . .,c n ) the center of the clusters, and m the level of cluster fuzziness.
Error analysis
Error analysis is an important part of prediction. A time series forecast cannot be expected to be perfect. It will surely and always have some prediction error. Calculation of error helps in analy zing the result obtained by the applied method. It is useful to analyze and summarize the accuracy of the forecasts. In this paper the predicted error and the corresponding average predicted error is calculated.
1) Predicted Error and Average Predicted Error
The Predicted error and average Predicted error are calculated using the formula:- 
III. Methodol ogy
We used modified fu zzy c means clustering technique to design our algorith m; the basic outer structure of our technique is illustrated by a flowchart described as below.
The process will take a time series data set as input and will generate a predicted data set of that time series as output.
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IV. Implementati on
To implement the algorithm, the data has been taken fro m T Singh, V Singh and S Sinha. [22] . In this paper, the adsorption of Cadmiu m by Hematite has been predicted. The adsorption is dependent on Cad miu m concentration, temperature, p H, ag itation rate, and the particle size of the hematite. The experiment has been set up by fifteen times with different values of parameters. The adsorption of cadmiu m for each setup has been furnished in The proposed algorithm has been implemented as follows :
Step 1: The original data s et has been place in the sample space. Step 2: Random data set has been generated and place in the search space. Step 4: The original adsorption of cad miu m and pred icted adsorption of cad miu m has been place in the search space together in different colors using the Gaussian's curve equation a1*exp(-((x-b 1)/c1)^2) + a2*exp(-((x-b2)/c2)^2. Step 5: The graph has been generated using Gaussian formula i.e. a1*exp (- ((x-b1) Step 6: Finally, the orig inal data and predicted data by single layer feed forward network, Adaptive Neuro Fuzzy System and Proposed method have been calculated and furnished in 
VI. Conclusion and Future Work
In this paper, an algorith m has been proposed based on fuzzy c -mean clustering technique. The algorithm has been applied on adsorption of Cadmiu m used by T Singh, V Singh and S Sinha. [22] . The result has been furnished in table 3 . It has been prove that the proposed algorith m is given better result compare to other applied methods in same problem. To establish this method, more data set and other methods will be tested in future. This approach can be extended to time series data like weather prediction, industrial process, financial data and stock market analysis.
