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1.1. I NTRODUªQ 
Um sistema telef6nico tem por objetivo satisfa 
zer as necessidades de comunicaç~o entre assinantes que re 
sidem numa determinada 5rea. A ligaç~o direta entre todos 
os assinantes torna-se invi5vel por ser muito onerosa e 
ociosa, uma vez que a parcela de assinantes que deseja se 
comunicar simultaneamente ~ muito pequena. A soluç~o adota 
da ~ ligar cada telefone a uma central de comutaç~o cuja 
funç~o ~ estabelecer a comunicaç~o tempor5ria entre os assi 
nantes da rede. 
Por outro lado, a continua evoluç~o das necessi 
dades de comunicaç~o entre as pessoas faz com que os siste 
mas telef6nicos tenham sua estrutura fisica constantemente 
alterada, a fim de que nao se estabeleçam insatisfaç6es de 
torrentes da queda de qualidade no atendimento aos seus 
usuirios. Assim, torna-se necess5rio um planejamento Stimo 
para determinar esta evoluç~o de tal modo que a qualidade 
do serviço oferecido n~o seja inferior a valores pr6-fix~ 
dos (grau de serviço), ao menor custo possivel. 
Um estudo global deste planejamento, que nos 
desse a evoluç~o de cada um de seus componentes, reveste-se 
de grande complexidade devido ao grande n~mero de variivcis 
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discretas e nao linearidades envolvidas. Entretanto, alg~ 
mas simplificaç6cs são feitas de modo a torn11r possível o 
planejamento. Assim, a abo1·dagcm tem sido feita considerao 
do-se uma decomposição do estudo no tempo e 110 espaço. Esc2 
lhe-se um período ele planejamento c faz-se um estudo do es 
tado do sistema no instante final elo período. Uma outra sim 
plificação consiste em tratar o problema de evolução em va 
rias etapas. As etapas consistem na determinação de novos 
centros de fios com suas zonas de filiação e posteriormente, 
partindo desta localização, determinar o entroncamento en 
tre centrais bem como o roteamento. 
Seri objeto deste ttabalho a abordagem apenas 
do Problema ele Localização de Centrais Locais (PLCL) sob 
um horizonte de longo prazo (20-30 anos). 
E bom lembrar que na pritica estes problem11 s 
sao, em sua maioria, de grande porte, envolvendo redes com 
grande nfimero de candidatos em potencial para a localização 
da central, e por isso difíceis de serem tratados. 
A abordagem dada por ARAÚJO em [1] , para a sol~ 
çao do PLCL, utilizou uma t6cnica ele decomposição, que clivl 
de o problema em dois níveis. Num primeiro nível resolve-se 
o problema que fixa uma alternativa de localização (Progr!:_lc 
ma Mestre). O segundo nivel resolve um problema ele flLIXO tle 
mfnimo que avalia o custo da so]_uç5o gcrnda na Jlrintcir:l ct~l 
pa (subproblema). O processo se repete um nfimero flillto ele 
vezes at6 a converg6ncia. 
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O programa mestre consiste na soluç5o de um pr2 
blema inteiro com vari5veis bin5rias, cuja performance, 
quanto ao tempo para converg6ncia, dimi.nue na medida em que 
o nfimero de vari5vcis aumenta. Isto nos sugeriu o descnvol 
vimento de um procedimento heuristico de soluçâo no sentido 
de acelerar a convcrg6ncia (Capitulo 3). Quanto ao problema 
de fluxo de custo minimo, envolvido no subproblema, procur! 
mos desenvolver um procedimento melhorado de busca de base 
inicial factivel que trabalhando com um menor numero de ar 
I 
cos, aproveitasse o 'conh~cimento da base da iteraçio ante 
rior (Capítulo 5). 
Finalmente, considerando ainda ARAÚJO [J], ver1 
ficamos que no procedimento de escolha dos candidatos i cen 
tral, este dividiu a rede em regi6es candidatas e tomou uma 
seçao de serviço (n6) como repres<ntante de cada região. A 
escolha destes elementos considerou as densidades de 
nantes da rede. Al~m disso foram impostas restriç6es 
bindo a localizaçio de centrais em regi6es pr6ximas. 
as si 
Uma vez determinada a soluçio 6tima para estes 
candidatos (AJUSTE GROSSO), procurava-se refinar a localizE 
çio, variando os candidatos dentro das regi6es. Este proc~ 
dimento apresenta desvantagens pois restringe a otimiznç5o 
apenas aos componentes da regiio candidata e nno ;1 todos os 
n6s da rede. Dentro deste enfoque foi objeto do Cupftulo 6 
deste trabalho, o desenvolvimento de um procedimento ULltOm! 
tizado de refinamento da soluçâo oGtida no AJUSTE GROSSO, 
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fazendo uma an~lise de p6s-otimizaçio sobre todos os n6s da 
rede. 
1.2. MODELO DE REDE URBANA 
Para que se faça o estudo da localizaçio de no 
vos centros de fios(*) locais numa rede urbana, primeirame~ 
te 6 necess~rio que se caracterize esta rede. 
Ao nivel de interesse do problema aqui tratado, 
uma rede telefônica pode ser compreendida pela figura l. 
Todo a66lnante da rede deve estar filiado a uma 
c.enttcaL foc.af. 
Um assinante com desejo de falar com outro, e 
conectado atrav€s das centrais locais de comutaçio. 
As centrais locais sio interligadas por uma re ,. 
de de cabos, chamada tcede de ttconc.o6. A c.enttcal Tandem nao 
tem assinantes filiados a ela; 6 utilizada para estabelecer 
(*)Entende-se por Cent~o de Flo6, o ponto para onde con 
vergem as seções de serviço de uma certa ~roa geogr~fica. 
Cada seçio de serviço 6 conectada a uma central local. Um 
mesmo Centro de Fios pode conter mais de uma Central (prefi 
xo). No desenvolver deste trabalho vamos utilizar, por um 
abttso de linguagem, o termo Centtcal Loc.aL para designar um 
Cc.ntno de. F.<o6. 
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ligações entre as centrais com o objetivo de baratear o cus 
to do entroncamento. A cen~~al t~in6l~o encaminha as chama 
das interurbanas. 
Os assinantes se ligam a uma central inicialmen 
te atrav&s de calxa6 de dl6t~lbulçio que, por sua vez, se 
ligam is 6eç~e6 de 6envlço as quais se ligam aos centros de 
fios. 
As seçoes de serviço, também chamadas 
ou anmi~lo6 agrupam um certo nfimero de assinantes 
centenas) e os ligam a uma central local através da 




A rede secund~ria e uma rede de cabos, em geral 
aerea, que liga o assinante i seçao de serviço. 
A ;roa geogrifica determinada pelos assinantes 
que se ligam a uma central local é chamada de zona de 6lll_i!;. 
çao (ou a~ea de ln&lu~ncla) dessa central. 
B possfvel que hajam assinantes diretamente li 
gados i central, sem que estejam conectados is seções de 
serviço; sâo os a.ó.ólnan~e6 dl~e~o.ó. 
Na tentativa de caracterizar qual a rede que 
realmente tem interesse para o problema de localizaçio de 
centrais locais (PLCL), podemos descartar a rede secund5ria, 
visto que ela nio influencia a otimizaçio do problema. 
Configura-se, cntio, a rede prim5ria como a re 
de de estudo para o problema de localizaçio. Nesta rede, ad 
4 
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mite-se que um centro de fios possa vir a ser implantado so 
bre um n6 (seção de serviço) ou sobre uma aresta (duto) da 
rede prim5ria. Por~m. um resultado clissico da teoria de lo 
calizaçio em redes, mostra que, nesse caso, a solução de mi 
nimo custo dar-se-5 sempre sobre um n6 e não nas arestas. 
A rede de estudo com relevincia para a otimiza 







Figura 2 - Rede Prirniria 
-](J-
A definição da rede prim5ria no ano horizonte 
deve compreender, numa etapa pr6vi11, a previsão da den1anda 
de assinantes naquele ano, nas atuais seções de serv1ço, as 
sim como prever a demanda em regiões desabitadas e cr1ar as 
seções de serviços necess5rias nestas regiões. 
1. 3. FORNULAÇÃO ~IATEMÁTICA 
Segundo tARAÜJO [1], o problema de localização 
de centrais locais, pode ser formulado em duas versoes. A 
primeira considerando o problema clissico de transportes, 
de programação linear, e a segunda, um problema de fluxo de 
custo minimo numa rede. A formulação aqui abordada sera a 
segunda, que por sua vez, 6 tamb6m a sugerida por [1]. 
O modelo considerado, conhecido como Modelo de 
Fluxo de Custo Minimo, utiliza diretamente a rede primiria 
mostrada na figura 2, onde cada seção de serviço i tem uma 
demanda de ~i assinantes e cada central j tem uma capacid! 
de de atender b. assinantes. O problema e fazer circular j 
fluxo na rede de modo a satisfazer as demandas a um custo 
minimo-, procurando respeitar as capacidades. Aqui, o custo 
do cabo 6 definido sobre os arcos da rede prim5ria e nao so 
bre os caminhos minimos da rede de transporte. Com isso, e 
possivel levar em conta a capacidade dos dutos da rede de 
cabos. 
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ormulação matcm5tica seria: 
min l: l: 
ici j cl 
d .. x .. + 
lJ lJ l: j eJ 
z. o. + 
J J 
l: a. ( l: x .. - Z x.k+a.) 






x .. + x .. < c .. 





x .. lJ 
z. < N max 
J 
~ o ou 1• ,
:2. o 
\!. cJ J 

















J - Conjunto de p nos constituído pelas atuais centrais 
e candidatos a centrais novas 
I - Conjunto de todos os n6s do grafo 
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d.. Custo por assinante do par de fios lig~ndo o no 1 lJ 
ao no J 









Custo de comutação por assiiiantc d~ seçao de servi 
ço J 
Nfimero de assinantes na seçao de serviço J 
-Capacidade da central futura j. Para uma 




Capacidade atual da central J· Para uma central fu 
tura ~ zero. 
c.. - Capacidade dos pares do duto (i,j) 
l) 
N max Nfimero miximo de centrais a construir 
Variáveis 
x .. lJ - Nfimero de assinantes (pares) que passam no arco 
z. 
J 
c i , j) 
Variável zero-um: se zj=l então a central zj ser a 
localizada em j (ou ampliada); caso contririo z.=O 
J 
Assim, a função objetivo de (P) procura m1n1m1 
zar, sjmultaneamente, o custo dos cabos, os custos fixos c 
o custo de comutação. A primeira parcela fornece o custo dos 
cabos em todos os arcos da rede. A segunda, o custo fixo de 
localização c a terceira o custo de comutação. 
Na parcela relativa i comutação, a cxprcss:to :ts 
- l ~)-
saciada ao custo a., indica o numero ele assinantes conccta 
J 
elos~ central j, supondo que seus assinantes pr6prios estão 
a ela filiados c por ela sao comutados. 
r possivcl supor que uma central saturada sirva 
somente como n6, de passagem, para o fluxo de um grupo de 
assinantes. 
As restrições (1) representam um compromisso cn 
tre o fluxo não ultrapassar a capacidade de cada central 
jcJ, ao mesmo tempo em que eleve satisfazer a demanda das se 
çoes de serviço. Suponha j um desses n6s: 
l: X .. 
. I J.J lE 
- Se jcJ for uma central ji existente, sofrendo uma 
são (zj = 1), 
x .. -lJ E xJ.k < b. + p. - a. kci J J J 
- Se jcJ for uma central nova sendo instalada (z. 1) 
J 
o < < b. 
J 





- Se jcJ for um local candidato a nova central mos com zj=O, 
entio simplesmente a demonda 6 satisfeita. 
~ 
ici 
x .. lJ E x.k = J • kci 
-a. 
J 
As restriç6es (2) procuram satisfazer a demonda 
nas seçoes de serviço. 
As restriç6es (3) incorporam limitaç6es de cap! 
cidade dos dutos da rede prim5ria. 
A restriçio (4) limita o numero m5ximo de cen 
trais a construir. 
As restriç6es (6) dio flexibilidade para impor 
outras relaç6es b5sicas sobre as vari5veis L· 
O presente modelo ignora a exist~ncia de uma ra 
de atual satisfazendo uma certa demanda, por6m esta caracte 
rfstica pode ser incorporada com uma adaptação que nao apr~ 
senta dificuldades te6ricas. 
Assim este modelo busca a melhor politica 
de localizaçio, no ano horizonte, partindo de uma rede des 
carregada. Na otimizaçio nio consideramos os custos relati 
vos a rede j5 implantada, pois esta parcela € constante em 
todas as alternativas e, portanto, nio influencia a otimiza 
çao. 
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Considerando que o problen1a (P) em estudo 6 um 
problema de programação linear mista de grande porte, optou-
se por uma t6cnica de decomposição de BENDERS [2], que atr~ 
v6s da avaliação sucessiva de diferentes alternativas de lo 
calização converge em direção a uma solução 6tima. 
Como pode ser visto na figura 3, a partição 
Benders divide a resolução do problema em duas partes, 





veis. Num primeiro nivel resolve-se um problema que chamare 
mos de problema (ou programa) mestre, e num segundo nível 
um outro problema que chamaremos de sub-problema. 
SUB- Avalia a alternativa, achando as 30 
PROBLEMA f----->- nas de filiação. 
Figura 3 - Partição de Benders 
A luz deste esquema, o que o programa mestre 
faz com (P) numa certa interação c fixar (15 variáveis:. 
J 
em 
alguma solução. Depois, o sub-problema precisa resolver tlm 
problema de fluxo de custo mínimo em (P). 
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No capitulo 1, apresentamos uma rede telef611ica 
urbana e alguns aspectos do planejamento de sua expQnsao. 
Uma etapa importante deste planejamento a longo prazo e 
aquela que determina a localização de novas centrais e/ou 
ampliação das existentes. Este problema, que chamaremos de 
PLCL, visa determinar, para o ano horizonte: 
• o numero de centrais a construir ou ampliar 
• a localização e capacidade das novas centrais 
• a irea de influ6ncia de cada central(*) 
de modo u minimizar os custos de cabos, construção (edific! 
çao, ar condicionado, energia), terreno e comutação. 
Este capítulo se prop6e a apresentar a t~cnica 
de partição de Benders que seri empregada para resolver o 
PLCL; realçando a id~ia de decomposição embutida no m~todo 
de resolução. 
Uma id6ia particularmente atraente para rcsol 
(*) No caso em que se considera a exist6ncia de uma rede 
atual satisfazendo a uma certa demanda, as ireas de inflti~Il 
cia das centrais podem aparecer "misturadas". 
-2 3-
ver problemas mistos 6 adotar um procedimento de partiçio. 
As vari5veis de fluxo sio reais e as vari5veis de decis~o 
(localizar ou nio) sio bin5rias. Arbitramos uma localizaçi~ 
isto 6, fixamos valores para z e, assim, teremos um probl~ 
ma linear de fluxo de custo minimo nas vari5veis reais x. 
A resoluçio deste problema nos fornece os fluxos !lOS arcos 
e o custo correspondente. Obtemos ainda as vari5veis duais 
do Programa Linear, que nos dio uma indicaçio de como modi 
ficar a localizaçio anterior. Determinada nova localizaçio, 
j 
novo programa de fl0xo de custo minimo 6 resolvido. Isto e 
repetido um certo n~mero de vezes at6 que algum crit6rio de 
parada seja atendido. Podemos imaginar o algoritmo consis 
tindo de um PROGRAMA MESTRE que determina a localização 
("z") a partir da informaçio (vari5veis duais "u") forneci 
da pelo sub-problema (problema de determinação de fluxo de 
custo minimo), conforme fig. 4. 
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Sim 
Figura 4 - Algoritmo d~ Partição de Benders 
-2S-
Desenvolver-se-~ o procedimento de partiçio de 
Benders para um problema gen~rico (PGl) abaixo, visando com 
isto uma compreensio do m~todo· 
min {ex + f c z) } 
s/a Ax + F (z) .2. b 
(PG 1) X > o 
z E s 
c - vetor 1 x n 
x - vetor n x 1 
z - vetor p x 1 
A - matriz m x n 
b - vetor m x 1 
f(z) - funçio escalar do vetor z 
F(z) -vetor de m componentes; sendo cada componente uma 
funçio escalar do vetor z. 
As funç6es f, F podem ser nao lineares. O con 
junto S pode ser, por exemplo, um subconjunto de EP, com 
componentes bin~rias (zero ou um). Por6m, vamos supor, dcs 
de já, que: 
1. S 6 um conjunto fechado c limitado 
2. As funç6es f, F sio continuas em S. 
Assim, temos um problema de progranlaç5o mista 
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com variiveis reais nao negativas x e variiveis binirias z. 
Aqui a id6ia consiste em fixar valores para zj, J = 1,2 ... p, 
e resolver o programa linear em x, at€ que algum crit6rio 
de parada seja atendido. 
Devemos fixar vetores z c S tal que o problema 
resultante seja factfvel. Assim, determinaremos o conjunto 
R dos vetores z, factfveis. 
R = {~, ~cS e J /x_::_O/Ax_::_b-F(z)}, 
vamos considerar que R f O. 
2.2.1. DeterminaçEo do Conjunto R 
Procuramos valores de z tal que seja 
encontrar x _::_ O que satisfaça a inequação 
poss{ve1 
Vamos empregar o Lima de Farkas para determinar 
um outro sistema (Sz) tal que 
(SI) admite solução ç_-:::.~::::r) (Sz) admite solução 
Assim poderemos determinar o conjunto R 
valores de z tal que o sistema (Sz) tenha solução. 
pelos 
Considerando o Lima de Farkas, podemos afirmar 
que: 
(1) x_::_O/Rx=a <:-::~ (2) ua<O para V u satisfazendo uB<O 
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Para ilustrar este fato vamos adn1itir que (2) 
pelos seus vetores colunas. Imaginando que estes vetores 
formem o cone representado na figura abaixo, o vetor u esL1 
ri contido no cone complementar 
-- - -
Como devemos ter 
B 
m 
ua.:ó_O para V u/uB.:ó_O, temos que o vetor il estari 
no cone formado pelos vetores _B1 , B2 , ... B . - -m 
Assim, podemos escrever 
m 
a = l: 
i=l 
x.B.,x.>O 
1 l l 
(1) Bx = a, x 2 O 
Bz • • • B 
m 
---~-
l = 1' 2' ••• m ou 
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Aplica11do esta id6ia ao sistema (S 1), temos: 
X .2:_ 0 
Ap5s o introduç~o de vari5veis de folga 
-Ax - x b F ( z) 
-X .2:_ 0, X > 0 
Definindo C~ {u, u2_0, u(A-I).s_O}, um cone poli.§_ 
drico, podemos escrever (S 2), o sistema equivalente como: 
(S 2) u(b-F(z)) .s. O v use 
Assim temos que procurar a factibilidade do sis 
tema original (S1 ) 6 equivalente a procurar a factibilidade 
do sistema (S 2). 
Sendo o conjunto R definido como 
R~ {zsS/u(b-F(z)) .s_ O, V usC} 
e sendo i=l,Z ... nr os raios extremos do cone C, tais 
que para v use, temos 
n 
r 
;: r À. o i 1 , 2 .•• nr u ~ À. u. .2: = 
i=l 1 1 1 





À.u! (b-F(z)) < O, À • ..2: O, 1 
l l 1 l, 2. . . nr 
Dado A. > O, jJodemos reescrever R como: 
l 
R= {z, zcS/ur(b-F(z)) <O, 1 ~ 1, 2 ... n} 
1 r 
2.2.2. Projeção em Z 
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Retornaremos a id~ia inicial de fixar Z e resol 
ver (PGl). Reescrevendo (PGl) como: 
(PG2) min{f(z) + min{cx/Ax > b-F(z)}} 
ZER x2_0 
e fixand<· z, na minimização interna, podemos resolver 
min ex max u(b-F(z)} 
primal s/a Ax > b-F(z) ou dual s/a uA ~ c 
X 2. 0 ll 2 o 
Considerando o problema dual, reescrevemos (PG2) 
(PG3) min{f(z) + max{u(b-F(z))/uA < c}} 
Z<:R u..:::.O 
Seja D ~ {u/u 2. O, uA ~ c o conjunto de rcs 
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triç5es do dual c sc;a 
{uy, i= 1,2 ... np} seus pontos extremos. 
O conjunto {ur, i= 1,2 ... n} ji definido, c 
1 r 
formado pelos seus raios extremos . 
• Se D = 0, o problema primai ~ ilimitado, c 
tamb6m o problema original (PGl) 
• Se DI 0, o dual teri solução finita. Se o 
problema dual fosse ilimitado, o problema pr~ 
mal seria infactivel, o que nao e possfvel, 
visto que a restriçio zcR assegura sua facti 
bilidade. 
Sabendo que a soluçio de um programa linear li 
mitado ~um dos pontos extremos do poliedro de restriç6es, 
podemos entio reescrever (PG3) como: 
(PG4) min{f(z) 
zcR 





A maneira direta de resolver (PG4) ser1a fixar 
um z factível, calcular u.P(b-F(z)) para i 
1 
1,2 ... np, c d~ 
terminar o maior deles. A seguir, somar este valor a f(:) e 
gt•ardi-lo. Repetir-se-ia o procedimento para todos os z fac 
tfvcis e escoll1er-se-ia aquele que resultou no menor v:tlor 
de (PG4). Se o nGmero dez factiveis fosse muito grande, cs 
te procedimento direto c simples tornar-se-ia invifivcl. Su 
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pondo que zj = 0,1 j = 1,2 ... k tcr!amos, salvo rcstriç6cs 
adicionais,zk combinações possíveis dez. Supondo k = 30. 
seriam aproximadamente 10 9 possibilidades. 
Uma alternativa para se evitar esta cnumeraçao 
completa c cOJlsiderar o problema C<JUÍvalente, onde r rcpr! 
senta o menor limitante superior. 
(PGS) m1n T 
s.a f(z)+u/Cb-F(z)) < T 1 = 1,2 ... np (1) 
1 = 1,2 ... nr ( 2) 
z E: s (3) 
As restrições 2 e 3 exigem a factibil idade ele z, 
impondo a necessidade de que zcR. 
Tendo chegado a (PGS) , apresentaremos sem uma 
demonstração formal a equivalência entre (PGS) e (PGI) 
Equivalência entre (PGl:l ! (PGSl · 
a) (PGS) tem uma solução factíveJ~PGl) tem uma solução 
factível 
b) Se (z*,T*) resolve (PGS) e x* resolve 
min ex 
sI a Ax 2. b- F ( z *) , x > O 
então (x*,z*) resolve (PGl) 
c) Se (x* ,z*) resolve (PGl) c T* = cx*+f(z*) então (z* ,T*l 
resolve (PGS). 
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Resolver (PGS) apresenta a dificuldade de se de 
terminar todos os pontos c raios extremos do conjunto de 
rcstriç6cs D. A estrat~gia de relaxaç~o consiste em conside 
rar um Problema Relaxado (PGR) contendo apenas alguns po~ 
tos e raios extremos. 
PGR 
m1n T 
s/a f(z)+uip(b-F(z)) ~ T iclp,Ip {1,2 ... np} 
u/Cb-F(z)) 5. O idr,Ir {1,2 ... nr} 
z c s 
Seja (zk, Tk), uma solução de (PGR) 
Dois casos sao possiveis: 
) ( k ·rk J · "' t · - d c r c- l 1 Se z , sat1s~az as outras res r1çoes e ,j ll.íJQ 
incluídas em (PGR), ent~o (zk, Tk) resolve (PGS). 
caso z* = zk e resolvendo 
Neste 
min ex 
s/a Ax 2. b-F(z*) 
X .?_ 0 
teremos x* e portanto (x*,z*) 6 a solução 6tima de (PGl) 
k .k 2) Se (z ,1 ) viola alguma restrição de (PGS) procuramos d~ 
terminar a restrição mais violada. Serã aquela em que 
{ kJ rct ·c kJ .. 1 z } -f ( z + u. J- I· z ) , 1 = , ••• np c 
1 
máximo. Como k z 
estã determinado, f(zk) 6 constante e, portanto, ter1tu-
-se determinar ur. tal que: 
Assim a restriçio a ser acrescentada c: 
f(z) + uk (b-F(z)) < T 






u. (b-F(z )) 
l 
seja ilimitado, 




extremo) , foi violada por nio estar sendo considerada em 
r (PGR). Determinamos entio o raro extremo uk e acrescantamos 
a seguinte restrição em (PGR) 
r 
uk ( b- F ( z) ) < O 
Recapitulando, queremos resolver: 
min {ex + f (z)} 
sI a Ax + F ( z ) > b 
X 2. 0 
z E: s 
S € um conjunto fechado e limitado. 
f, F funções continuas em S. 
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O algoritmo para resolver (PGI) con~rccnde um 
Programa Mestre que 6 o Programa Relaxado (PGR) c um subpr~ 





s/a Ax > (b-F(zk)) 




iteração k, resolvendo 
d - k nos ara ex . 
Dual 
max 
s/a uA < c 
u .:: o 
o problema Primai, 
Resolvendo o problema dual, sua solução u~ nos 
forncceri u~(b-F(zk)) e o raio extremou~ se for ilimitado. 
Em programação linear, o valor 6timo do probl~ 
ma primai e o mesmo do problema dual. 
. - . Resolvendo o problema primai, as var1avc1s 
duais serao os multiplicadores das restriç5es que serao em 
pregados para gerar nova restrição do problema relaxado. 
No caso em qt>e o Primai e infact{vel, 










ur (b-F(z)) < O 
l 
Z E S 
< T 
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isl ,Ip {1,2 ... n} p . p 
{l,Z ... n} 
r 
Resolvendo (PGR), na iteração k teremos a solu 
Nomenclatura do Fluxograma da Figura 5 
Custo da melhor solução encontrada at~ a presente 
iteração. B pois um limitante superior para o valor 
Ótimo. 
XS, ZS: Valores x e z correspondentes ao LS 
pp Problema Primai 
PD Problema Dual 
VPk Valor elo primal na iteração K 




























LS= \/PK + f (zK) 
XS" xK 
zs" zK 
XS, LS~ ZS 
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__;.__c F IM ) 
j---o-c FIM ) 
Figura 5- Fluxograma de soluçio do PLCL- Algorrtmo de Benders 
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O procedimento definido pelo algoritmo acima 
terminarã ap6s um nGmero finito de iteraçôes. A converge~ 
cia finita 6 assegurada pel.o fato de que o nGmero de pontos 
extremos n e de raios extremos n do politopo D, do conju~ p r 
to de rcstriçôes do Dual é finito. A medida que o algorítmo 
vai iterando, o (PGR) vai ficando mais restrito, aproxima~ 
do-se do problema (PGS). Se começarmos com um (PGR) sem ne 
nhuma restriçio, ap6s no mãximo n +n iteraçôes teremos a p r 
solução do problema original (PGl). No fim do algoritmo um 
dos tr~s casos pode ocorrer: 
1) (PGl) é infactivel: 
Neste caso, (PGR) se rã infactível em alguma i teraçi:io. 
2) (PGl) 6 ilimitado: 
Resolvendo o Dual perceberemos a infactibilidade deste 
na primeira iteraçi:io. 
3) (PGl) tem solução ótima finita: 
Ap6s resolver o sub-problema, se o teste de otimalidade 
falhar, acrescentamos uma restrição ao (PGR). Novamente, 
vemos que no pior caso a soluçio serã obtida qua11do 
(PGR) = (PGS). 
Como o problema relaxado é cada vez mais res 
trito, sua funçio objetivo T ser5 monótona ni:io decrcsceJJtc 
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e ser5 uma avaliação por baixo do custo da localizaç5o de 
termi11ada pelo (PGR). O cãlculo do custo real 6 feito pelo 
subproblema. Este custo pode aumentar ou diminuir de uma 
iteração para outra. A convcrg~ncia se dã quando o valor 
avaliado pelo Programa Mestre se iguala a algum custo real 
calculado pelo subproblema. 
Este procedimento, apresentado no fluxograma da 
figura 5, foi aplicada por ARAÚJO [I], para a solução do 
problema de localização de centrais locais, utilizando como 
função objetivo uma funç~o linear em z. Neste caso, baseado 
em suas experi~ncias computacionais, a função objetivo uti 
lizada foi o lado esquerdo da ~ltima restrição acrescentada 
ao C PGR) . No entanto os ta opção foi feita sem testas outros casos. 
Dentre os enfoques cl.ãssicos de programação 1n 
teira enurnerativa - decomposição, plano de corte e teorL1 
de grupos - a abordagem escolhida por ARAÜJO para resolução 
do problema mestre foi a primeira, baseada em experi~ncias 
bem sucedidas para problemas de m6dio e grande portes, rola 
tadas em GEOFFRION e MARSTEN [ 3], BE/\LE [4], BALINSKI [sl 
e SALKIN [6). 
O algoritmo utilizado foi baseado no traball1o 
original de BALAS [ 7 J e na versao melhorada de GEOFFRIO:J 8 
Nos capitulas seguintes apresentamos propostas 
alternativas de resolução do Problema Mestre e subproblema, 
àquelas sugeridas em [ 1J . 
Mil TODO HEUR!STI CO 
------ ----------
A dificuldade de resolução de problemas mistos. 
variiveis inteiras e reais, ~um velho desafio dentro da 
programação matemitifca e tende a se agravar com o 
do nGmero de variiveis inteiras presentes. 
aumento 
O numero de iteraç6es, para o m~todo de Benders 
atingir a convergenc1a, tende a aumentar quando o nGmero de 
variiveis zero-um aumenta. Assim, podemos concluir que um 
grande esforço computacioiial ~ exigido para a resolução do 
problema mestre, ã medida que o nGmero de variiveis tende a 
crescer. 
Mesmo considerando a simplicidade algorítmica 
dos m~todos de enumeração implÍcita, verificamos que a con 
verg~ncia do m~toclo se torna bastante demorada a medida que 
cresce o nGmero de variãveis inteiras. 
Observaç6es como as anteriores motivaram o de 
senvolvimento ele um m~todo de Benders heurístico, buscando 
resolver o problema mestre atrav~s de uma rotina zero-uni 
heurística sem degenerar, substancialmente, o crit~rio <le 
otimalidnde do m~todo. Assim, o desenvolvimento desta roti 
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na visou ter em maos uma ferramenta que permitisse urn prOC() 
dimento ele otimização computacioncilmente mais rápido c cupa~ 
de tratar redes maiores ou redes com as ctuais o planejador 
tenha pouca familiariedadc. 
As grandes ressalvas ~ utilização de métodos 
heurísticos residem 11a sua fragilidade c caJ·acteristica ele 
gerar soluções pr6ximas ~s 6timas, porém 11ao 6timas. 
Por outro lado, a imprecisão dos dados rea1s 
obtidos na prática irã, dificilmente, justificar o 1ncremen 
to de custo ele uma solução exata, bastando, ao planejaclor, 
em problemas de grande porte, a obtenção de soluções muito 
pr6ximas da 6tima. 
Assim, baseado num estudo de comparaçao expor! 
mental de métodos heurísticos de programação linear, elabo 
rado por ZANAKTS[9] , onde foram analisados os algoritmos 
propostos por SE'\!JU-TOYODA [1 O] KOC!l.E~lBERGICR, ~!c CARL e 
WYHAN[l:i] e HILLIEJ<[12] , optamos pelo método proposto por 
KOCJ!HIBEP-GER, ~lcCARL e WY'!AN em vista de sua simplicidade 
algoritmica. 
Este capitulo relata o desenvolvimento e resul 
tados obtidos com a aplicaç~o do método. 
São feitos testes computacionais com problen1as 
clássicos da literatura com a rede telef5nicn da Cidnde de 
São José dos Campos e a rede telef5Jiica do Cidade de Curiti 
ba, comparando os resultados com os obtidos por outros aloo 
"-
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ritmos exatos, inclusive o m6todo de Bulas. 
3. 2. Uma Heurística J2!:1Ya Program_<Ição Linear Intc_!ra - Métc>~_(_> 
de Kochemberger, McCarl ~ Wyma~ 
Na construção de modelos de programaçao inteira, 
frequentemente nos deparamos com restriç6es de que todas as 
variãveis devem assumir valores inteiros. Restriç6es intei 
ras são, geralmente, necess~rias devido ã natureza indivisi 
vel dos itens a serem otimizados. Assim, o problema a ser 
considerado é o de maximizar uma função objetivo 1inearl 
dentro de um conjunto de restriç6es lineares, sujeito ã res 
trição adicional que todas as variãveis sejam binãrias (O 
ou l). 








a .. x. < b. 
lJ J l 
X· J o ou 1 
m numero de restriç6es 
n numero de vari5vcis 
l 1, 2 ... m 
j- l,Z •.. n 
c· ganho associado ã j-ésima vari5vel J 
aij recurso requerido por unidade de variãvel J na 
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i-ésimn restrição. 
recurso disponive1 . - . na l-eslma restrição. 
Esta heuristica propoe um método simples de ob 
tenção de urna boa solução factivel para problemas de progr~ 
mação linear inteira ou 0-1, os quais através de rnanipul~ 
çoes simples podem ser colocados na forma apresentada. 
A idéia bãsica do método é a seguinte: 
- o vetor solução inicial é constituido por to 
das as variãveis iguais a zero. A seguir, as variãveis S3o 
incrementadas, urna por vez,corn base no aumento da função 
objetivo, provocado por unidade de factibi1idade consun1ida. 
Convém salientar, que embora não esteja explicito, o método 
foi concebido para trabalhar apenas com a 
i. j e b nao negat_i 
vos, caso que ocorre no problema abordado. 
3.3. Resumo do Procedimento 
1. Coloque o problema na forma apresentada. 
J = 1,2 ... n 
trição 
2. Faça a solução inicial Xj = O para todo 
3. Calcule b., folga ou excesso da i-6si1n:1 rcs 
l 
n 
b· = b 1· - L: 1 -j = l 
x a i;;; 1,2.~.m 
J 1 J 
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4. Calcule ~ij' porçao de folga ou excesso, con 
sumida pela vari~vel xj na i-€sima restrição. 
a .. = a .. ;5. 
1 J 1 J l i= l,Z ... m 
j = l,Z ... n 
5. Sendo aij ~O, calcule Rj, porçao total de 
folga ou excesso consumida pela vari~vel xj (em todas as 





a· . lJ j = 1,2 ... n 
6. Calcule Cj, variação na função objetivo pr2 
vocada pela vari~vel xj, por unidade de factibilidade consu 
mida 
J -· l,Z .•• n 
7. Escolha o maior cj, ou seja, a vari~vel que 
d~ o ma1cr incremento ao valor da função objetivo por unida 
de de factibilidade consumida. 
8. Avalie se a variável Xj associada ao maior 
cj nao negativo, quando incrementada torna o problema infac 
tível. 
H.a. Se o problema se torna infactível, entilo 
retorne ao passo 7, escolhendo o prox1mo maJor c. nao neg~ 
J 
tivo. 
8.b. Caso contrário, incremente a variável em 
questão. 
9. Volte ao passo 3 se a vari~vel fo1· lnc•·cJnCil 
tada, caso contrário, termine o Jlroccdimcnto. 
Devemos observar que como o algorit•no foi desc11 
volvido para programação inteira, ao ser titilizado em pr~ 
blemas de programação linear zero-um deve-se ter o cuid•1do 
de proibir o procedimento de incrementar cada variJvel de 
mais de uma unidade. Esta t6cnica tamb6m 6 utilizãvel em 
problemas mistos (variãveis inteiras c reais) meramente 1n 
cremcntando as variãveis reais de quantidades fracionãrias 










Lista de variãveis utilizadas: 
N0mero de restrições do problema mestre geradas 
pelo sub-problema 
NGmero de variãveis do problema mestre 
Conjunto ele Índices das restriç.ões I~l ,2 •.• t-1 
Conjunto de indices das variãveis J~l,2 ... N 
Matriz de coeficientes do problema mestre 
Vetor de recursos disponiveis elo problema mestre 
Vetor de ganhos do problema mestre, ou seja, 
coeficientes da 0ltima restriç6o gerada 
sub-problema (0ltimo corte) 
Vetor soluçio; X. ~ O ou 1 ) 










Indico da vari5vo1 candidata a ser incJ·omcntada 
numa iteração 
Vetor do folgas das rostriç6os 
Matriz da porçao de folga consumida, por var1a 
vel, en1 cada restrição. 
Vetor quo cont~m na posição J, o aumento prov~ 
caclo na funçã.o objetivo, pela variiível xj, por 
unidade de factibiliclacle consumida, numa itcra 
çao. 
Função que calcula a quantidade ele recurso con 
sumido pela solução X(J) na restrição I 
Função que calcula a porçao total de folga con 
sumida pela variiível j ou ainda a porção ele fac 
tibilidade por ela consumida 
Subrotina que avalia os valores de 






B Ij_,_qJL..lL N 
-~L-
Geração do 1 
Vetor X(J) 
x C ~-2:-r~-- _j 
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Z A(I;J)* X(l) 
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c ( J )/1.: r, BIIR ( 1 , J) 
l 
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Figura 6 - Fluxograma Resumido do Método !leu 
rístico 
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3. 4. API_:_!_<:AÇÃ_() ~ PROBLEMAS TESTES 
A fim de testar n implementação do algoritmo 
heurístico, este foi aplicado n problemas cl5ssicos da lite 
ratura. 
Os problemas testes foram sugeridos por 
SEN[ 13] 1VE H\ GART.\ER (14] e SENJUO TOYODr\[J O] , cujos resu.l 
tados são apresentados na Tabela 1. 
Calcula-se a porcentagem de erro entre o valor 
da função objetivo obtido pela heurística e o obtido pelos 
m6todos exatos, como medida de efici~ncia. 
Pode-se observar que mes1no sendo levadas em con 
ta as diferenças em rapidez computaciona_l, o tempo gasto p~ 
la heurística 6 muito menor que o tempo necess5rio para a 
solução do problema atrav6s dos m6todos exatos examinados. 
Somado a isto, pode-se observar que a porcentagem de erro 
entre o valor da função objetivo obtido pela heuristica e o 
obtido pelos m6todos exatos nunca foi superior a 3%, just! 
ficando para a solução destes problemas, o seu uso. 
TABELA 1 - Resultados obtidos em problemas testes extraídos da literatura 
PROBLEMA Nº N9 TEMPO CPU (SEG) 
+ FUNÇÃO OBJETIVO PH 
VARIÁVEIS RESTRIÇOES dTU.IO HEUR!STICA ÚTIMO HEURfSTICA 
l. Petcrsen N. 6 39 5 300 (l) 1,087 10.618 10 .. 313 2,87 
Z.Pctersen N.7 50 5 2.160(') 1,467 1(>.5:07 16.031 3,0 
3. Weingartner N .1 28 2 1 8 (z) 
' 
0,273 141.548 141. 548 o 
4 .l\eingartner N. 2 105 2 24 (2) 3,395 1. 095.445 1. 095.352 0,008 
S.Senju-Toyoda A 60 30 '3) 84' 5,761 7. 772 7.761 o, 14 
6.Senju-Toyoda B 60 30 241 (3) 8,29 8. 772 8.640 0,94 
(+) o tempo de CPU para heurística foi obtido com PDP-10 
(l) A solução Ótima foi obtida usando o algoritmo de Balas com o computador SDS-930 
(2) A solução Ótima foi obtida usando um algoritmo de programação dinâmica do comput~ 
der IB~l-7094 
Utilizando outro algoritmo para a solução, os problemas 3 e 4 gastariam respectiv! 
mente 406 e 16 v~zes mais tempo de CPU[g] 
(3) A solução ótima foi obtida atravôs do IBM/MPSX em um computador IBM 360/75 
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Como sabemos, a maioria dos problemas de local i 
zaçao de centrais locais encontrados na pritica, são probl~ 
mas de grande dimensão. 
Devido a este fato c tambG1n por este problema 
estar sendo resolvido de forma conversacional, com a inter 
ferência do planejador na evolução da solução, optou-se por 
uma técnica de decomposíçã.o (partição de llcndcrs), que atr31 
ves da avaliação sucessiva de diferentes alternativas de lo 
calização converge em direção a wna solução 6tima. 
A partição de Bcnders que divide a resolução do 
problema em duas partes, pode ser vista como 11m esqueJna de 
decomposição em dois niveis. Num primeiro nivel resolve-se 
um problema que char,1arcmos de sub-problema. 
PROGRAMA J MESTRE 
SlJB-PROBLE!I!A 
Fixa uma alternativa de 
localização 
Aval i o. a al tcrnat i v a ~1ch~1ndo 
as zonas de filiação 
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A luz deste esquema, o que o programo mestre 
faz nun1a certa iteração 6 fixar as variiveis zj em algu1na 
soluçio. Depois o sub-problema avalia o custo desta solução 
resolvendo um problema de fluxo de custo mfnimo. 
O programa LOCUS desenvolvido por ARAÜJO enfo 
ca a localizaçio de centrais locais coJno um problema de oti 
mizaçio em busca do 5timo global. 
O algorftmo heuristico foi implementado como 
uma rotina heurfstica de solução do problema mestre e inse 
r ida no programa LO CUS, gerando o programa LO CUS HEURfSTl CO. 
Utiliza-se a icl6ia ele localizar as centrais em duas etapas. 
Na primeira etapa, baseado numa anilise pr6via da rede, se 
leciona-se um nCmero de n5s candidatos i ceJJtral, seja por 
serem nos que concentram assinantes, seja pelo conhecimeJJto 
da estrutura urbana da rede. Detcnninamos a solução Ótim:.1 
para estes candidatos e numa segunda etapa, chamada AJUSTE 
FINO, refinamos a localização. 
No ajuste fino fazemos un1a anilise p5s-otimiz! 
çao com o objetivo de ratificar a localização fornecida ou 
determinar uma melhor. Este procedimento se torna bastante 
conveniente tendo em vista que o m6todo heuristico nao g! 
rante o 5timo global, por6m tem a vantagem de uma converge~ 
cia mais ripid11 que os algorit1nos de enumeração. 
Deve-se observar que o conl1ecimento profundo do 
problema pode sugerir ]Joas soluç6cs iniciais, a partir das 
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Qllais o processo sendo iniciado reduz o n0mero ncccss5l·io 
de iterações. 
Traball1ou-se com a rede telofÕJJica do Cid11do de 
S~o Jos6 dos Campos, de m6dio porte, composta por 327 11Õs c 
364 arcos sem orientaç~o. ApÕs exaustiva an5lise da rede fo 
ram selecionados os candidatos~ instalaç~o da central. 
A seguir, foi arbitrado um conjunto de localiz~ 
çoes iniciais factiveis, aqui referidas como localizações 
de partida (LP), visando uma melhoria computacional. 
I 
Foram testados 8 casos com várias "LP" e com 
apenas uma "LP", com diversas configurações com o objetivo 
de comparar o desempenho do Programa LOCUS HEUR!STICO fren 
te ao Programa LOCUS. 
Nos 6 primeiros casos foram utilizados 9 condi 
datos a centrais e nos dois Gltimos 15 candidatos. 
Foram observados o nGmero de iterações e a con 
vergência a soluç~.o Õtima utilizando, inicialmente, lO "LP" 
diferentes para cada caso, e finalmente, os mesmos testes 
com apenas uma "LP", CUJOS resultados s~o apresentados nas 
tabelas 2 e 3. 
De posse dos resultados das tabelas 2 e 3 foi 
possivel observar que os dois programas se comport:nn de lllll 
neira diferenciada, o que nos permite fazer algumas considc 
raçoes. Como jií foi dito foram arbitradas localiZIJcÕes de 





TABELA 2 Resultados obtidos nos testes com a rede de Sio Jos~ dos Campos, com 10 
localizações de partida 
Pf<DGRA'-!A LOCUS PROGP~~ LOCUS-rlliURTSTICO % 
CASOS N9 (l) ITER.E.'M QUE N9 (1) ITER.EM QUE ERRO 
ITERAÇOES COf..'VERGIU OBTE1vl ÚTIMJ ITERAÇOES CONVERGIU OBTEM ÚTI~KJ 
l 21 SIM (*) 13 SI~! (*) o 
2 24 SIM 22 15 SIM '-~J o 
3 r 
-" 
SIM '*) l ' l3 SIM (*) o 
4 ')' -~ SIM 18 18 Nl\0 (*' ' ) 1.4 
5 24 SIM 23 16 Ni'\D 16 l.4 
5 r 
-" 
SIM (*) 14 SIM (*) o 
7 70 (2) MO 14 NÃO ll 13.1 
8 70 (2) Nl\.0 21 N,\0 13 9.0 
(l) Convergência a soluçio ótima. 
(2) o procedimento foi interrompido pols atingiu o ním1c:ro máximo de iterações penni tidas. 
(*) A solução ótima esta v;;_ entre as localizações de partida. 
TABELA 3 Resultados obtidos nos testes cem a rede de São José dos Campos, com 1 
localização de partida 
PROGRAMA LOCUS PROGRAMA LOCUS-HE1JR!STICO 
% 
N9 (1) IT'.CR.EM QUE N9 (1) ITER.EM QUE ERRO CASOS 
ITERAÇOES CONVERGIU OBTEM dTijVíl ITERAÇOES CONVERGIU OBTBvl dTIMJ 
1 22 SIM (*) Li SIM (*) o 
2 r _.) SIM 15 12 Ní\0 12 1.4 
3 2l SIM 17 18 NÃO 7 3 .. 1 
4 22 SIM 13 ll NÃO 7 3.1 
5 23 SIM 13 1 ~ ~' Ni\0 6 3.1 
6 21 SI~1 15 12 NÃO 3 1.4 
7 70 NiíO 9 NÃO 4 9.0 
8 70 NÃO 20 N.~O 4 11.0 
(1) Convergência a solução ótima. 
(2) o procedimento foi interrompido pois atingiu o número máximo de iterações penni tidas. 
c 3) A solução Ótima estava entre as localizações de partida. 
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mestre. O objetivo deste procedimento 6 o de fornecer :1o 
programa uma configuraç5o inicial de localiZIIÇÔes q11e JlermJ 
tisse uma mais râpida converg6ncia. 
Observando os dados das tabelas 2 c 3 vcrifi 
cou-sc, com relação ao n\ímcro de i tcraçõcs, a na o sons i h i L i 
dado, dos dois programas, ~s localizações de partida. 
Isto ocorre pois os dois programas trabalham 
com linearizaç6es externas, tendo como função objetivo o G} 
timo corte gerado (G1tima restrição). Assim, os progr1nnas 
so seriam sensíveis às "LPs" se estas fossem em numero mui 
to grande, ou seja, quando os cortes (linearizações 
nas) fossem menos pobres, isto 6 quando as "LPs" jâ 
ex ter 
tivcs 
sem formado uma boa representação da função objetivo T. 
Analisando a estrutura dos dois programas con 
cluimos que o progrruna heuristico deveria incorrer em um 
maior nGrnoro de iterações, uma vez que ele gera 1incnriza 
çõos externas (restriç6es) mais pobres, contudo, 
do crit~rio do parada por infactibilidado compensa o numero 
de iterações. 
Ainda considerando as localizações de partida, 
é importante notar quo uma anâliso prévia da rodo em estudo 
pode sugerir boas localizações iniciais, o quo pode f<I\'Ol"C 
cor a convcrg~ncia do método houristico, no que di: 
to a uma menor porcentagem do erro. 
Quanto <lO aspecto de co.nverg6ncia, c·onsidcrando 
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Fi 9 u r a 7 Rede Telefônica Urbana de Curitiba 
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os testes realizados, verificamos que o progra1na l1eurfstico 
so convergiu nos casos em q11e a solttç5o étima fazia parte 
do conjunto de soluções de partida. Nos célsos em que o méto 
do heurfstico n~o convergiu, a mell1or soluç~o obtida sempre 
se caracterizou por estar em um patamar, isto c, foi possl 
vel observar que ao chegar a uma configuraç~o de localizil 
çao muito préxima da étima, a menos de um elemento ser1a a 
étima, n~o houve mudança de soluç~o nas iterações subscque~ 
tcs. Isto se deve i estrutura rfgida do algoritmo que difi 
culta excessivamente a troca deste Gnj_co elemento que se 
desvia da soluç~o étima, o que leva o procedimento a termi 
nar sem atingir o objetivo. 
Com base na comparaçao entre os dois métodos, 
sugerimos a implementaçâo de um algoritmo misto, que utili 
zarla tanto a rotina zero-um exata de BALAS, como a rotinn 
zero-um heuristica de KOCI!EMBERGER, lllcCI\RL e WYlllAN. Basic0 
mente a rotina heuristica seria utilizada até o momento em 
que se atingisse o patamar e, a partir de ent~o, utilizar a 
rotina exata. 
Aplicar~o a uma Rede de Crancle Porte 
:..L:: __ - -- ---· ·- ----~- ~~----
O programa LOCUS-HEURfSTICO foi utilizado na so 
luçio do problema de localizaçâo de centrais da rede tclef6 
nicil urbana da Cidade de Cu ri tí ba, composta por 58b nés e 
744 arcos sem orientaç~o. (Figura 7) 
1\pés an5lise pr6via da rede foram escolhlJos 20 
candidatos a central conforme o apresentado na Figura 8. 
-GO 
Figura 8 Loca 1 zaçao dos nos candidatos a cent r a 1 
-(lI -
Foi dada apenas o seguinte localizaç~o de purt! 
do 
LOCALIZAÇAO DE PARTIDA 
NOS: 49 320 79 398 383 100 195 518 503 153 
O numero miximo de iteroç5es foi limitado em 50 
e o problema foi submetido i soluçio atrav6s dos dois m6to 
dos (exato e heuris~ico). cujos resultados são aprescnrados 
na tabela 4. 
TABELA 4: Resultados obtidos com os programas LOCUS e LOCUS 




N9 DE ITERA(,::AO Elv! Qú'E 
ITERAÇOES OBTEVE 






LOCAL I ZAÇAO 
-------·---·---
50 18 79.309.601 49-320-·79-398-134 
-30-195-518 
49-320-79-398-383 
7 1 71.840.017 106-195-518-563-
153 
----------------------·---··--
Analisando a Tabelo 4 verifico-se que o m6todo 
heuristico não conseguiu gerar nenhuma política de locil i2;1 
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çao mell1or que a fornecid:1 con1e localização de p:1rtid:1. c:o~ 
tudo podemos observar que sendo a "LP" uma soluc)ío mui to 
boa, pr6xima da 6tima, o programa heurfstico, desde a prl 
meira i teraç.ão se v1u em um patamar interrompendo o procccll_ 
monto com 7 iterações, assumindo como 6tima a loca 1 i :alJío 
de partida, incorrendo em u1n erro de 2~ sobre o custo J:1 
melhor solução obtida pelo m6todo exato. Por 011tro lado, cn1 
hora o m6todo exato tenha obtido melhor politica de locnli 
zação não houve converg~ncia com o nfimcro de iterações JlCE 
/. 
mitidas. 
Resumindo toda a experi~ncia podemos concluir 
que o m6todo heurfstico não obteve uma boa performance na 
solução de problemas com esta configt•ração, apresentando co 
mo principal dem6rito sua rigi.dez quanto a convergõncia. 
Uma sugestão que julgamos melhorar o desempcnlto 
do m6todo heurfstico no que diz respeito ao nfimero de itero 
çoes, seria utilizar como função objetivo uma represent~ção 
de T, menor limitante superior, considerado em (PGS) ne Ca 
pftulo 2. 
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Nos Capítulos I e Il npresentou-se a formulaçiio 
do Problema (P) de Localização de Centrais Locais (I'LCL), e 
sua nbordagem segundo a T6cnica de Partição de Bendcrs. 
A luz deste esquema vê-se que o sub-problema 
consiste em um problema de fluxo de custo mínimo em 
uma rede, sendo necess5rio, para sua resolução, um alç;orít 
'-"" -
mo adequado. 
O procedimento de soluçio aqui utilizado foi ba 
soado no trabalho de AUTfiif[rs] , cujo desenvolvimento e 
apresentado a seguir uma vez que seu conhecimento se torna 
impresdndível à compreensão dos capítulos seguintes. 
4. 2. FOR!v!Ul.ACJ\0 DO PROBLEMA 
O problema de fluxo de ctlsto mínimo (linear) 
que aqu1 sern tratado, pode ser for1nulado da seguinte manc1 
ra: 
a) Seja uma rede constituída de n centros de 
tratame11to de mat6ria em 1igaç6es direcionais entre estes 
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centros, por onuc a matéria transita. Pouc-sc assoc1ar a os 
ta reJo um grafo G ~ (N,U), onde o conjunto N de nós corres 
ponuc aos centros c o conjunto U de arcos orientados corres 
ponue ~s ligaçóes direcionais entre os centros. A estrutur:1 
dessa rede fica inteiramente definida pela n1atriz de j nc j 
d5ncia I(n,m)* do grafo. 
b) No grafo G(N,U) cada no i pode produzir, co~ 
sum1r ou simplesmente servir de passagem para a matéria. Se 
ja a. a quantidade de matéria associada ao no i. Se a. > O 
l l 
o nó i ser5 produtor. Se a . < 
1 
O, o nó i será consumidor, c 
se ai ~ O, scri um no de passagem. Fica assim definido o 
tor de recursos~ (n,l). 
c) f suposto que a rede é auto-suficiente, isto 
e, que E a. ~O. Caso num exemplo real exista um dcsbalan 
. N 1 lE. 
ccamento entre produç~o global e conSllmo global ser5 neces 
sãrio completar a rede com a introdução de um nó c alguns 
arcos, c]Jamados de fechamento, por onde escoara o custo nu 
lo, o "dc:ficitll ou "superavit'' de matéria. 
d) Para satisfazer a conscrvaçao de matéria, 
I 
• • ' I • • • 
---------
(*) fl uma matriz onde as linhas estão associa1las aos nos c 
as colunas aos arcos. A coluna correspondente :.10 :•rc·o 
u ~ (i,j) tcri todos os componentes nulos 5 exceção Jo 
i-6simo con~oncntc que tcr5 valor +1 c do j-6si1no co111 
poncntc •tt•c tcr5 valor -1. 
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em cada nó d:J rede, é prcc i so cnc:Jminhar a produt;iío em di rc 
çao aos centros de consun1o po1 intermédio d;Js 1igaç6cs cxJs 
tentes. A quantidade de nwtéria escoada pelo arco uk, ch;1ma 
da fluxo no arco c rcprcscnt:Jda por xk. 
e) Por razoes tecnológicas, o fluxo em cada ar 
co uk eleve ser superior a um limite inferior hk e n:•o eleve 
ultrapassar um limite superior ck' chamado capacidade do ar 
co. Para o conjunto de arcos essas restriç6es se eSCTC\'em 
b ~ x ~_c:, onde b(m,l) e _c:(m,l), representam os vetores de 
~. t 
limites inferiores e superiores. 
f) O custo de transportar uma quantidade xk 
através do arco uk é considerado proporcional i quantidade 
transportada constituindo-se, assim, numa função de custo 
k linear d xk. Para o conjunto de fluxos na rede define-se en 
tão um vetor ele custos uni târios -~- (l ,m). 
O problema aqui estudado consiste em determinar 
como escoar o produto elos centros de produção at6 os cen 
tros de consumo, atrav6s ela rode existente, de modo a mini 
mizar o custo total de transporte. 
Matematicamente, o problema ele flt1xo de custo 
minimo (linear) se apresenta como: 
min z ~ clx 
(l) s/a Ix ~ a 
Considerando tratar-se de um problema Jinc·;,r de 
grafos, utilizaremos algorítmc.s específicos p:1ra sua so.lu 
çao. 
4. 3. ALGORrnws DE FLUXO 
Base do Sistema 
Inicial~entc, 6 preciso caracterizar ~~s bases 
do sistema Ix = a. A matriz de incid~ncia I(lt,m) apresenta 
a característica ele possuir somente (n-1) .linhas lineanncn 
te indepeJJclentes. Isto se deve ao fato de E I. =O 
icN 1 
I. e o vetor linha da matriz de incid~ncia I. 
1 
onde 
Exatamente motivado poc essa dcpend6ncia linea1· 
se exigiu, na formulação do problema, para efeito de consis 
t~ncia, que E ai = O. 
ir:N 
Reescrevendo o sistema, tem-se 




onde I e o vetor coluna da matriz de incid~ncia 1. 
Logo, uma base de (2) será composta de (n-1) \"C 
tores colunas linearmente indcpcndcntcs. 
Cl1amando o conjtJJlto de .!ndiccs associ:tdos ~tos 
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(n-1) vetores linearmente independentes de H, c TI sou com 
plcmcntar, podemos particionar o sistema (2) d:• scgu[nte 
forma 
a (3) 
As . - . var1avels ele f1 uxo xk sao cha1naelas variáveis 
básicas se k c B c não básicas se k c IL 
O conjunto de arcos u11 ~ {uk/k c H} permite ca 
ractcrizar o grafo H(N,U 8 ) associada ~ base r8 . 
O conjunto de restriç6es elo proble1na linear (1) 
e: 
Ix ~ a (4) 
Thn vetor x satisfazendo (4) 6 chamado SOLUÇÃO 
PACTIVEL de (1). Supondo coJ1l1eciela uma base 18 pode-se par 
ticionar o sistema conforme (3). Atribuindo-se valores para 
as variáveis fora da base xy (iltdopcndentes) pode-se deter 
minar os valores das variáveis básicas x8 (dependentes) peJa 
resolução do sistema (3). 
Particionando o conjunto de variáveis nao bási 
cas em dois subconjuntos complementares (TI ~ Til + TI2) ele fi 
no-se como solução básica do sistema Ix ~ a relativ;t :1 b:tsc 
18 , a solução do sistema que resulta ela escolha das . -varLa 
vcis não l1iísicas que segue: 
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Uma vez que n pnrtiçio de TI em TI 1 e TI2 c ar h i 
trfirin, vãrias soluções bfisicas corrcspondc1·io ~ mesn1a b:1sc 
IB. Uma soluçio BÁSICA FACTfVEL scrfi obtida quar1do HS . ~ varl\1 
ve1s bfisicas sHtisfizcrem H restriçio 
FinHlmente, uma soluçi:ío básica .factívol do (l) 
que minimiza z = d x é chamada SOLUÇAO BÁSICA Fi\CTTVEL OT I 
~1A. 
Considerando o teore1na fundamental de progr11m~ 
çao linear e considerando que as restrições (4) definem um 
conjunto compacto, pode-se garantir quo se o problema (1) 
tem umJ solução básica factível então tcní solução básica fact.ívcl 
Ótima. 
A busca da soluçio ótima é finita uma vez que 
irá se limitar ~ procura entre as soluç6es básicas factí 
veis, as quais são em n0mcro limitado. 
O princÍpio do algorítmo SH!PLLX, para a resol~• 
çao de problemas linoares, consiste justamente em JliiSSnr do 
uma solução básica factível a uma outra, de tal sorte, que 
a funçiio objetivo decresça a cada iteraçiJo até alcam:111" a 
soluçuo ótima. 
Para poder-se ;Jv:Jliar os efeitos que as rnud:1n 
ças, nns soluç6cs b5sicas, causnn1 sohrc o vrllo•· da 
objetivo, 6 preciso exprcss5-la cn1 tcrn1os das J;Jri5vcls 11io 
b5sicas. Para isso 6 fundamental a utilizaçio do COnCL'ÍtO 
de vetor multiplicador. 
Seja urna base 18 . Deseja-se exprimir a funçio 
objetivo em termos ~xclusivamente das vari5veis nio h5si 
cas, que são vari5veis independentes. 
Reescrevendo o sistema Ix = a c a função objcLi 




Subtraindo-se de (6) uma cornbinaçio linear das 
linhas do sistema (5), onde o peso multi.plicador de c:1da 
linha i 6 ti, obt6m-se: 
onde, t(l,n) c o vetor ele componentes ti. A expressao I~) 
c equivalente a (6). 
A fim de se obter a representação ela ftm<;,iio oh 
jctivo em termos exclusivamente elas vari5vcis nao h;Ís ic:ts, 
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escolheu-se o vetor nJu1tipllcaJer t de tal forma c1ue: 
(8) 
A resoluç~o do sistema (8) fornece o valor do 
13 
vetor multiplicador relotivo a bose I . Como se trat;JJII de 
n-1 equações a n incógnitas, existe um grau ele libcr,LJcle o 
que caracteriza uma infinidade ele soluções. Se t* e u1na so 
lução de (8) ent~o !*+a~ tamb6m serã, onde a Õ um escalar 
qualquer e e(l,n) Õ um vetor cujos componentes sao 
a l. 
A solução de (8) dã-se o nome de vetor POTUX 
CIAL e corresponde na teoria de programação linear as vari~ 
vcis duais do problema primal. A multiplicidade dos po t e~1 
ciais associados a cada solução b5sica se deve a exist611cia 
de uma redundância entre as restrições (linhas) do sistema 
Ix = a. 
Para caracterizar esta infinidade de potcJJciais 
utiliza-se o conceito de TENSÃO, que corresponcle a um J'ctor 
Q(l ,m), tal que: 
A tens~o existe em qualquer arco elo grafo poren1 
para os arcos bisicos ela Õ igual ao custo elo arco. 
Assim a qualquer arco bãsico ou n~o IJisico, de 
ve corresponder uma tensão para cada soluç~o bisicu. 
Logo, a cada fluxo associado a ttma base 18 cor 
responcleri uma Gnica tens5o O dada pelo comr1onentc 
tal que: 
B e = d 




Em sintcsc, qualquer vetor mt•ltiplicador 011 1·c 
tor de potenciais associados a uma soluç~o b~sica tio probl~ 
ma (1) dcvcri ocasionar tcns6cs nos arcos da irvorc corres 
pendente, igtlais aos custos destes arcos. 
Chama-s~ VETOR DE CUSTO REl.ATIVO ao 
I 
d(l,m), definido por: 
d = d - ti = d - e (11) 
vetor 
e que corresponde aos coefici~nt~s da funçio objetivo modi 
fica da ( 7) . Logo, tcm-s c que par a todo arco uk = (i, j) c ll, 
o custo r~lativo 
A determinaç~o do vetor de custo relativo, qttc 
permite expressar a funç~o objetivo em termos das variivcls 
não bisicas pode ser feito a partir de qt1alquer vetor pote~ 
cial satisfazendo (8), percorrendo-se os arcos da ar v cn: c 
H(N,UB), da seguinte forma: 
a) Escolha, arbitrariamente, um no déJ 
H(N,U 13 ), atribuindo-lhe um potencial qualquer (por exemplo 
b) Seja i um no com potencial ji dctcrmin:ldo c 
J um no ainda scn1 potencial 
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.sc(i,j)cB façatj 
• se (j,i) cB faça tj = ti+dJI 
Assim, ao fiilal 6 obtido um vetor potencial sa 
tisfazcndo (8) c a partir dai podo-se determinar as tcJJs6cs 
e o vetor de custos relativos. 
Crit6rio de Otim1tlidade 
Seja uma base IB e seJam as vari5veis na o 
~as em Til e E2. Seja i, o vetor de Ctlsto relativo da 
IB. Sejam as variiíveis n~o biísicas escolhidas como: 
As variáveis básicas 
postas factiveis, ou seja, 
b < X < C 





Esta soluçiío bãsica factivel sera 6tima se o vc 
tor de custo relativo satisfizer as relaç6cs: 
( 1 z) 
d < o 
-ll2 
ou seja, o custo rel;~tivo das variiívcis nao b:ísic•s que c•s 
tão no limite inferior é niío ncgat ivo, c os d11S 
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nao básicas que estilo no Limite stqwrior c nao positivo. Js 
to significa dizer que se quaJqucr uma destas I'<JrJ:n·eis se 
tornar básica não irá provocar uma climjnui(,:ilo no yaJor d(l 
funçiio objetivo expressa em (7). Este fato caracteriza lllll 
minimo local, porEm, cotno o pro!Jlema (l) 6 convexo este < 11:1 
nimo local 6 o minimo global. 
S . 1 - l c . 1 . ' 1 · 1 IB -eJa umat so uçao )(]SJ_ca acmtSS1\'e, oncc c a 
base e H(N,U8 ) a irvore correspondente. Se as condiç~es <ic 
otimalidadc niio silo satisfeitas 6 preciso mudar a soluç.?ío 
básica factível garantindo, entretanto a diminuição do v a 
lo r da função objetivo. 
A filosofia do método simplcx consiste em mo di 
.. 
ficar uma Gnica vari5vel, fora da base, por ,-cz. Escolhem 
do-se a variável fora da base x 5 que não satisfaça o crit6 
rio de otimalidade, fazemos com que a coluna corresponclen 
te Is seja introduzida na base. Esta coluna corresponcle ao 
- - s arco u da co-arvore (N, U-Bl pois s c B. A entrad;1 ele r na 
s 
base pode ser interpretada como a introduçi'io do arco u
5 
n;J 
- . tar un:tco, 
O grafo (N,UB+ l possue agora um ciclo s 
denominado ps, assim a mudança de fluxo d:t 
clcmcn 
. -
\' ;1 r 1 <l 
vel x
5 
é desejável para dlminuiçiio do v;tlor da fwtc)ío obj(' 
tivo. lista mudança ocasio11a uma var1açao de flt1xo em todos 
os arcos do ciclo. 
Assim, faz-se circular nwtéria pelo ciclo 
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s )I 
através do arcou. Graficamente, isto é rernesentaclo na 
s 
figura 9 




O fluxo de 11 sendo aumentado de c 
s 
acarretara 
aumento de sem !u2 ,u4 } e dimint1içio de E em {u_,t• 1 J. ,) ,\ s 
sim, enquanto x
5 
varia de uma quantidade E (E>() se s ,- ·n 1 ou 
c<O se s c TI 2), as variáveis básicas (clepcnclcntcs) 
em consonanc1a. As que prctcnccm ao ciclo cJcmcnt:•r v 5 muda 
rão de acordo com a circulaç:ío de matéria. 1\s que niío per 
tcnccm ao ciclo pcrm;Jnccerilo invar.iantcs. O limite de \';lrl:J 
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çao de x 5 , que mant6m a soluç5o factrvel, deve ser olJtido 
quando dentre as vari;Íveis de fluxo que se modificam, uma 
atingir seu limite superior ou inferior. Caso a pr6pria v~ 
ri;Ívcl xs seja a pr1me1ra a atingir seu limite, ltavcr;Í mu 
dança de soluçio bisica sem haver mudança de base. Caso cOil 
tr5rio, seja x a vari5vel b5sica 
r 
s do c i elo 11 , que limita n 
variação de fluxo, e que portanto sair;Í da base. ~a nova ba 
se a coluna s ~ r I tomara o lugar da coluna l . 
A interpretação desta troca de base a n{,·el do 
grafo é a sogui.ntc: introdução elo arco u
5 
na arvore li = 
(N,U 8J constituindo o grafo (N,UB+sl e criando um ciclo ele 
s s 
montar )J • A supressão do arco l< E 11 gera um novo 
. r grafo 
(N,UiJ que permanece conexo sem ciclos. E 
irvore associada i nova base r 8 ' 
Na programaçao 1 inear cliÍssica a inform:lçiío flll_1_ 
damental que caracteriza as soluç6es bisicas a cada itera 
ção é a matriz inversa da base. E esta informaç~o que pcrrr~ 
te realizar os cilculos neccssirios i mudança da base na 
pr6xima iteraç~o. 
No caso de grafos, associa-se uma ar\'orc• 
H = (N,U 8) a cada base 1
8
. O vetor multiplic~dor c o vetor 
de custos relativos podem ser obtidos, como foi visto, a 
parti r elo conhecimento da árvore li. Jií a coluna que entra, 
cxprcss:1 em termos da base, corrcsponJc ao ciclo clcJrrcJJt:lr 
-70-
que a introduç~o do arco coJ·J·cspondentc oc~s1onu 11a •••·vo1·c 
!!. 
A mudança de base que na programaçao linear 
clássica corresponde ii operações matriciais sobre a Jm•ersa 
da base, no caso de grafos 6 simplificada A passagen1 de u1na 
árvore (N,UB) Õ. outra (N,U 13 ,). Isto ,:; feito atrav6s da tro 
ca de dois arcos pertencentes ao mcsn1o ciclo, opcraçao cst•• 
muito mais eficiente computacionalmente. 
E preciso, entretanto, representar, computaci~ 
nalmente, a estrutura da árvore, de tal sorte que os câlcu 
los necessários para efetuar as mudanças de base sejam os 
~ . 
mais eficientes poss1ve1s. 
O método aqui utilizado c que scra representado 
a segtnr, e o proposto por c;I.OVER[l6], o qual c considcr•• 
do na lit0ratura como superior a todos os j~ Jese11voJvid(JS, 
tanto do ponto de vista de rapidez computacional como o de 
momor1a utilizada. Elo permito representar a arvoro por 
meio do dois indices associados aos n6s do grafo. 
Pa.ra nprcsentar os .Í.nclices, que assocjados .:1os 
nos do grafo, pcrmi tam a representação de uma ár\·orc 6 ne 
cossário antes conhecer o conceito de JÍ.R\'ORE ORJlL\,\D.\. 
Em uma arvore, do f i.nindo-sc um no como r11 1 ~- c 
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possivel ordenar os dent~is de ~corclo com su~ JlOsiç5o reJ:1ti 
vn. 1\ss:im, determinando-se a cadeia (Única) que liga t:m no 
i ~ raiz, cada n6 qtiC faz parte dessa catlcia 6 cl1anJado )JI~L 
DECESSOR de 1. 
O conjunto de nos da cadeia, por sua vez, cor1s 
titui a ASCENDENCIA de 1. O predecessor adjacente de um no 
6 cl1amado PREDECESSOR INEDIATO ou PAI. 
Inversamente, se j c um no da cadeia de pro ele 
cessares de i, i 6 cl1amado SIJCESSOR ele J. O cqnjunto dos 
nos 1 que t6m J como seu predecessor constitui a DESCE\DEN 
CIA de j. O sucessor adjacente de um n6 6 chamado SUCESSOR 
IMEDIATO ou FILHO. 
Na arvoTe ordenada da figun1 lO, onde o !lÓ 1 foi 
escolhido como raiz, a descend6ncia do nó 3 e o conjunto 
{4,2,5}, a ascend6ncia do nó 4 6 {3,1}. 
O n6 2 6 pTcdccessor imediato (Pai) do no 5 





Figura 10- ~rvoTe ordenadn 
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Para a represcJJtaç5o da 5rvore, co1no j5 foi di 
to, scrao utilizados dois Índices associados a cada nc 1. 
a) Predecessor Imediato de 1, notado P(i). 
Este Índice também chamado "Pai de i" correspo!:' 
de exatamente no conceito associado ~Js 8rvores ordenadas. 
O pai da ra1z é definido como zero. 
b) Indico de ligaç5o de 1, notado T(i). 
Este Índice também chamado ele 11 Fio 11 permite que 
se percorra todos os n6s da 5rvore em uma scq11~ncin, parti~ 
do da ra1z, caracterizada da seguinte forma: 
Chamando i*ara:lZ da arvore; seja a notação: 
assim, examinando os nos do grafo na sequ3ncia: 
{ .• ·rc·*l r 2 r·•J l ' l } \.1. ' ... ' Tn -1 (i*) } associa-se a cada no 
Th(i*), desta sequência, o conjunto de ANTERIORES {i*, T 
Th-1(.*)} ••• ' l e o conjunto de POSTERIORES 
{Th+l (i*)' Th+2 (i*)' ·rn-1 C.*)} ••. ' 1 • 
T(i) é um sucessor imediato de i se i possui s~ 
cessor. Caso contr5rio, T(i) é um sucessor imediato do prE 
dccessor ele i mais pr6ximo, cujos sucessores nao sao ante 
riores a 1. Salvo Tn(i*) = T(T11 - 1 (i*)), que c, 





O Índice P(i) acima uefinido permite caracteri 
zar perfeitamente a árvore (N ,Ull) associaJa 3 base IB, uma 
vez que através dele reconstitui-sc todos os nos c arcos ela 
base. A construç~o inicial destes Índices bem como sua atua 
lizaç~o a caua mudança de base podem ser realizada ele manc1 
ra simples. 
Dada uma árvore (N,UB) associada a uma base IR 
e escolhido um n6 raiz i*, a construç~o inicial dos Índices 
P(.) e T(.) pode ser realizada através do seguinte algorÍ! 
mo~ 
ALGORTTMO: 
PASSO INICIAL: FazeT P(i*) ~o, 
r. ["*] " ~ . l 
PASSO REPETifiVO: I'Tocurar um arco 11k E UJl que 
tenha um no extremiJade i 1 c 0 e outTo no extremidade i 2 f.r!. 
Tepita este passo. 
O exemplo a seguir ilustra este procedimento. 
Seja o grafo (N,U) da figura 11. 
-80-
Raiz R 
onde N {1,2,3,4,5} c U = {u1 ,u 7 , •.• ,u_] 
- I 
Figura 11 - Grafo (N,U] 
Seja o no 1 o no ra1z e seja a arvore 
caracterizada por: 
ordenada c os indiccs P(.l e T(.) seriam nestas condições 
como os aprese11tndos na figura 12. 
l 1 2 3 4 ~ 
---··-- --------------~--·- -----
p (i J o l 2 2 .) 
T (i ) 2 4 o 5 .) 
/ 
/ Fio 
Figura 12- lirvorc ordcnnda e Índices!'(.) e T(_.) 
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O Indico de lig;oção 1(.) permite pcrcor1·cr os 
nos dn arvore em uma cletcnn_lnaJa scquência dada por i-...-
1 
'1'(1"*), '1' 2 (1"*"), d ., - - . 
.. . on c 1 · c o no r111 z. llurnntc 11 constru 
ção do fio, coso um no possuo mais de um st•ccssor, o fio 
passor5 primeiro por um deles que 6 definido como sendo o 
mais à esquerda. 
Ser~o apresentadas agora as operaçoes que cons 
tituem esta mudança de base. 
4.5.1. Procura do vetor (arco) que entra 'na base (iírvore) 
----- ----- ~--~-,- -----·- --- ----·-·-----
Quanto mais sofisticado o crit6rio de escolha 
da vari5vel a entrar na base, mais longo 6 o tempo de c5lcu 
lo para realiz5-la. PorEm, um crit6rio melhor, pode climi 
nuir o número de iterações c, eventualmente, compensar em 
termos do tempo total de computação. Somente a experiBncin 
permite decidir qual o m6todo mais eficiente. 
De fato, estudos realizados [17] têm mostrndo n 
importância elo critério de escolha da vari5vel que cnr1·~t. 
sobre a duração total da otimização. 
Um critério possivel é: assim que for oncont r a 
do um arco que nao satisfaça as condições de ot i ma 1 í d;•dc, 
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devo-se explorar entre os arcos divergentes ele' seu no o r i 
gem, aquele que viola mais aquelas condições. Este parece 
ser o critério que melhores resulta dos tom dado [ts] 
Para determinar o vetor que deve sair quando da 
S B entrada do vetor l' na base I', l1asta lembrar que a expre_:;~ 
- 1 IS b IB - d l 1 . 1 1 ' 5 sao co na ~asc ~ c aca pe o ClC o e ~emencar u que se 
forma na irvore correspondente (N,UB). Para tdnto, é prec! 
so reconstituir este ciclo, o que é poss{vel utilizando-se 
o Índice F(.). 
Seja us = (i,j) o arco que entra e provoca o Cl 
elo us. A partir das duas extremidades dd arco que entra, 
pesquisamos através do índice P(i), até a rcnz, o pr1me1ro 
no comum (n6 pai comum) ~s duas cadeias, que caracteriza o 
conjunto de arcos que junto com us constituem o ciclo ele 
montar desejado. 
Pesquisando agora sobre os arcos do ciclo, as 
limitações que cada um impõe~ circulação de matéria, dote! 
mina-se o valor miximo factível de circulação \c\, c o arco 
u que sai da base. 
r 
Graficamente, isto e apresentado na figur;J 13. 
o 
P(i) () s 
lJ u, I 
,) lf 
C\. ' ? 
l u s 
Figura 13 - Determinaç~o do conjunto de 




No ciclo !1 5 cada fluxo xk associado ao arco uk 
deve ser corrigido de +lei ou -lei de acordo conta orienta 
ç~o relativa ao sentido da circulação. No exemplo du figura 
11 anterior, {u.,u } devem ser acrescidos de 
,) s 
{u 2 ,u4 ,u5 } devem ser diminuídos de lei. 
I c I enquc.mto 
Seja li = (N,Ull) a arvore associada a base 1 B , 
u
5 
c ur são, respectivamente, o arco que entra c o qttc s:tt 
da base. A nova base é H' = (N, UB' ) .. 
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Observando a figura 14, abul.xo, noturnos que o 
par de arcos u
5
, ur caracteriza um corte no grafo dado por 
(A,A). Cada um elos dois subgrafos é conexo sem ciclos, isto 
e, c uma arvore. 




Figura 14 - Arcos u e u caracterizando os sub 
s r 
grafos A e A 
l 
B 1 
o vetor multiplicador relativo a nova base 
eleve ser tal que: J .. = d .. -(t.-t.) =O 
lJ lJ 1 J (i,j) E llB' 
Convém ressaltar que o antigo vetor multi]lllc~ 
dor relativo i base 18 satisfaz esta relaç5o para as dU<l S 
sub-5rvores constituidas a partir ele A c A. Resta satisfa 
ze-las, então, para o arco u
5
, 
.... - s 
cujo custo relativo c c~·. 
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Para conseguir isto sem 11lterar o custo relati 
vo dos arcos pertencentes is duns sub-5rvores, ]Justa ultc 
raros antigos potenciais, segundo: 








se 1 c A 
se 1 E A (que contém a 
raiz) 
Esta modificaçio mantém solid5rios os pote!.!. 
c1a1s dos n6s pertencentes ã mesma sub-5rvore; so~ente alte 
rando um subconjunto em relaçio ao outro. Assim, todos os 
arcos cujas extremidades pertencerem ao mesmo subconjunto 
(A ou A) nio sofreria alteraç6es de custo relativo. 
Os Gnicos arcos do grafo que ~crio o custo relu 
tivo modificado serio os arcos do cociclo definido pelo co~ 
te (A,A). o sentido de variaçio dependeri da or:ientaçio 
de cada arco relativa i orientaçio do arco u
5
• Isto SLigere 
estratégias inteligentes para pesquisa, na prox1ma itera 
ção, de arcos que sio candidatos a entrar na base. 
Todo o c5lculo necess5rio ã atualização dos p~ 
tenciais, praticamente reside na identificação dos n6s da 
sub-5rvore A, o que pode ser feito utilizando-se os indiccs 
T(.) c P(.). Estes n6s constituem a descend6ncia do no n 2 , 
extremidade i11ferior (filho) deu . Seguindo a partir de 
r 
n 2 pode-se determinar a sub-5rvore agindo da seguinte for 
ma: 
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- marcar o nó n2' Fazer j ~ n 2 
- Seja 1 T(j). Se P(i) j5 cstfi marcado, cnt~o 
marque 1. Faça J ~ 1 c recomece. Caso c:ontrfirio, a desc:en 
dência de n 2 e 
4.5.5. Reestruturação da arvore 
--~---~----·--"'---- -----"-
A operaçao de pivotamento de Programaç5o l~inc;lr 
cl~ssica corresponder5 no caso de grafos a uma modifj_cHç~o 
dos indicas P(.) c T(.) de modo a representar uma nova bo 
se~ 
Antes de se analisar o caso que de uma troca de 
base, 6 convenie11tc, por razoes did5ticas, estt1dar o c.aso 
par·ticular de urna troca de base em que o arco que entra c o 
arco que sai são adj acentos (tem un; nó comum). 
Seja o exemplo da figura 13 a seguir, onde o ar 
co que entra tem extremidades i e j, enquanto o arco que 
sai tem extremidades i e k. 
A reestruturaç5o da 5l·vore aprcseiit~td:J 11n fig~ 
rn 15 consistirfi dos seguintes passos: 
Procedimento: 
l. ldentif.icar o no R, A>~Tl'RIOR DlE!lli\TO do no 1 
2. Identifie<t1' o no S, 0LTDIO DESCENDENTE do nÓ i 





















', ·- / 
--~·--·- Arco que entra 
Arco quo sai 
Figura 15 - Rocstruturaç~o da arvore 
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o 
4. Fazer P(i) ~ j 
Ap6s a execuçao do procedimento descrito, a no 
va base bem como o novo traçado do "Fio" podem ser vistos 
na figura 16. Est~o. assim, atualizados os indiccs P(.) c 





Figura 16 - Arvore reestruturada 
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No caso geral, entretanto, os arcos qtlc se tro 
cam na base n~o s5o sempre adjacentes. Por61n, localizando-
se a posiç5o relativa do arco que entra c do que s1oi c po~ 
sfvel realizar a troca por n1cio de uma sequB11Cia de trocas 
adjacentes. 
Na figura 17, as extre1nidades do arco que entra 
u
5
, possuem duas cadeias de predecessores que se encontram 





/Ü NÓ pal comum 
ur / 







Arco que entra 
Arco que sa1 
Figura 17 - Ciclo formado com a entrada de ll s 
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O arco que sai, Ur, situa-se nn cadeia a esque! 
da de V • Isto significa que deve-se providenciar 
s inicial 
mente a entrada do u e a safda do arco adj:tcentc a st•a es 
s 
qucrda, isto 5, u 1 . Depois u1 deve voltar a entrar c S:l.ir 
sou adjacente ~esquerda, u 2. Finalmente, u 2 volta a entr:tr 
para cntâo sair definitivamente ur. Assim, para a troca de 
base caracterizada pela entrada do arco u e safda do 
s 
arco 
u no excmrJlo da figura anterior, seriam necess5rias ~ tro 
r 
cas do tipo adjacentes. 
A programaç~o do m~todo e constituida das c1nco 
etapas descritas anteriormente, uma vez conhecida uma solu 
çio b5sica inicial. O diagrama apresentado na figu1·a 18, rc 
sumo a programação do m6todo de resolução de um problcnta de 
fluxo de custo m!nimo linear. 
Fase l 
Fase 2 
Procura Jc tJmc• soluç~o 
Bi"isí.ca fnicí:l] 
Factít•cl I 
r-L===--~--1--- ---- --···· 
/ A'~Soluçi"í.o Básica 
I ,~-\ 
1 O teste de . Sim ( . 
I 
otimalH!adc ;oi /'-------- FJJ:l 1 
sat1sJ c1 to V \ 1 
I // "'··~--/ 
I f Não 
I 
j PTO.Cu l'a 
lvariií\·el 






---- _l ____ --, 
Pro~~ra uma 11 
var:J_avel que 1 







'_j_ ___ _ 
IAtunlização doi 




R e c~~~~~~--~-:-r_n_ç_c_t oi 
I 
Figura 18 - Resolução de um prol>lcma tlc fluxo 
mlnimo ljnc~·lr 
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Um probleJna de fluxo linear se escreve sob a 
forma de um programa linear onde a matriz de restrições c a 
matriz de incid~ncia do grafo associado ~ rede estudada. A 
uma base do sistema de restrições de igualdade corresponde 
uma 5rvore na rede e o vetor multiplicador associado a esta 
base ~um potencial que se deduz da pr6pria árvore. Un1a mu 
dança de solução básica ~ uma operação bastante sin~lific~ 
da ent relaç~o ao caso geral Ja programaç~o linea1·. A i11t1·o 
dução de uma vari5vel independente na base equivale a intro 
duç~o de um arco na ~rvore associada a esta base, o que g~ 
ra uma "árvore aumentada" que possui um ciclo Único. i\ su 
pressao de uma variável básica se traduz ~ela supressao de 
um arco na "árvore aumentada~~, o que gera uma nova arvore. 
A grosso n1odo as operações 4.4.1. e 4.4.2. cor 
respondem ~ determinação de uma nova base enquanto as opor~ 
ções 4.4.3., 4.4.4. e 4.4.5. correspondem ao pivoteameJtto. 
Em programação linear clássica a duração do cálculo para se 
determinar a nova base geralmente é pequena se cornparcJdo 
com o tempo necess5rio para realizar o pivoteamento. ~o c:1 
so de redes, ao contr5rio, o pivoteamento sendo cons'idt~r;J 
velmentc simplificado tentle a torn5-lo eqttivalentc c1n tempo 
de e51culo ~ procura de uma nova base. 
Como j ií foi elí to, a fi los o f la do método SH!PLEX 
para a resolução ele problemas lineares 6 de camin!J;tr de uma 
solução básica fnctívcl a outra, sempre garantindo a mclho 
rn ela função objetivo. r preciso, portanto, para a ÍnJcia 
lização elo processo que se disponha ele uma soluç~o biísíca 
factível inicial. No caso da progrun1açõo linear cl5ssic[l o 
esforço para se conseguir esta solt•ção inicial é bastante 
grande, muitas vezes superando o p~-óprio trabéÚho posterior 
de otimizaç~o. No caso de redes, a busca da solução b~sico 
factível inicial também constitui um procedimento comput~ 
cionalmente importante. 
' A id6in para a procura da solução inicial 6 a 
de montar um problema artificial associada ao problema or1 
ginal, também linear, cuja solução forneça, caso exista, 
uma solução bisica factível para o problema original. Para 
isso, os n nós do grafo original, conjunto N, siío partici~ 
nados segundo dois sub-conjuntos complementares 
N1 - {isN/a,-I.b >O} l l-
N = {iEN/a--1-b < O} 2 J" J 
O grafo do probleJna artificial deve po~su1r, 
al6rn dos nos do grafo original, mais dois aJ'tificiuis; um 
no FONTE (F) e outro n6 SU~l!DOURO (S). E al6m dos m 
- 'l 1--
arcos do gr;tfo origiJiol, poro codo n5 origino! c criado 
um arco artificial u - ligonJo este n5 oo n5 ilrtificial se lll + ]_ 
gunuo a regra: 
Se J N ==-~ ..... u m+_i -- (i, F) l 
N ===:-11- u m+i 
~ ( s , j) 
2 • Se 1 
Finalmente, um Último arco artificial de\·c li 
gar o no FONTE ao SU0!IDOURO, Um+n+l = (F,S) ele modo 11 "fc 
char o grafo". 
A figur~ 19 ilustra o grafo artifi~ial ohtl.do. 
F 
----------~--------------------------
Figura 19 - Grafo arti(iciol 
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Os nos J_ t: N1 S~Jo nos produtores de matét·.i :1 cn 
quanto os nós i c N2 silo nós consumidores. Uma solll(;iio hiísi 
ca foctivcl para o grafo auxiliar ó facilmcJJtc obtida cs 
coando-se a produção dos nós produtores, através dos arcos 
artificiais, ató os nós consumidores. Todos os arcos o1·igl 
na1s sao utilizados no seu limite infe1·ior. 
E preciso, agora, definir uma função 
apropriada para que, utilizando-se o próprio mótodo Sl~ll'LL~ 
seja possivel evoluir ató a obtenção de uma solução biísica 
i 
que so empregue arcos originais para o escoan1cnto da mató 
ria. A funçiio objetivo para este fim pode ser a minim1zaç~o 
do fluxo nos arcos artificiais, isto e, 
L X . 
. N m+1 
lS! 
Otimizando o problema de fluxo artificial, duas 
opçocs podem ocorrer: 1) o valor Ótimo ~ ó nulo, o que s1g 
nifica que foi possivol reorientar totalmente o fluxo de c1a 
tória pela rode original. Neste caso, ó preciso elimin••r os 
arcos e n6s artificiais, recuperando a rode originul par11 a 
"fase de otimização"; 2) o valor 6timo <jJ ó posiU vo, o que 
significa que o problema original 5 infactive1. 
-%-
No Capitulo 2, apresentamos uma proposta de so 
lução do Problema de Localização de Contrais l.ocuis, utili 
zando o procedimento de partição de Benders. Como foi visto 
naquela ocasião, o procedimento consiste em dividir a reso 
lução do problema em duas partes com um esquema de decomp~ 
sição em dois niveis. Num primeiro nivel resolve-se um Pro 
grama Mestre que determina uma localização, isto 6, fixa va 
lores para z, obtendo assim um problema linear de fluxo de 
custo minimo nas variâveis reais x, chamado SUBPROBLE~~- A 
resoluç:.ãc elo SLJBPROJltEMA nos fornece os fluxos nos arcos, o 
custo correspondente, bem como as varj.5veis duais do Progrn 
..... ~--
ma Linear, que nos dão a indicação de como modificar a loca 
lização anterior. Determinada nova locali.zaçio, novo probl~ 
ma de fluxo de custo minimo 6 resolvido. Este procedimento 
6 repetido at6 que algum critSrio de parada seja atingido. 
Para a rcsoluçio do SUBPROBLE~~ gerado 6 ncccs 
s5rio que se disponha de uma soluç5o b5sica factivcl 1n1 
cial o que envolve enorme esforço computacional. B:1seado 
nisto, uma nova forma de abordagem deste problema foi desen 
volvida c implementada computacionalmente, sendo deJtomin:Jd;l 
FASE DE TRANSIÇ~O. 
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No diagramG de blocos ~presentado nG figttra lC. 
podemos observar que G solução do SUBPROHLE~IA 6 composta de 
duas fases distintas. Uma fase 1 que consiste na procttrG de 
uma solução b§sica factivel inicial, e wna fase 2 que 6 o 
processo de resolução propriamente dito. 
A FASE 1, como implementada, cnvol.ve um proccd! 
monto muito trabalhoso. Tomemos, por exemplo, .um grafo com 
N nos eM arcos originais. Na fase 1 introduz-se N+J arcos 
e 2 n6s artificiais totalizando então uma rede de N+2 nos 
e N+M+l arcos. Dentre estes arcos, M sao arcos independo!,! 
tos não bisicos. Entretanto, na FASE 2, o n0mero de arcos 
independentes 6 de apenas M-N. Não obstante, o procedimento 
da fase 1 6 tão trabalhoso quanto o da fase 2, lembrando 
que, a solução bisica factivel inicial da fase l 6 muito p~ 
bre em relação ~ sua solução final implicando, possivelJne!.l 
te, num grande n0mero de iteraç6es. 
Recordando que a cada SUBPROBLHIJ\ gera elo pela 
Decomposição de llcnclers, o procedimento da fase l 6 cxecut~ 
do sem aproveitar nenlltima das soluç6es b5sicas obtidas nas 
iteraç6es precedentes, nos parece razoivel efetuar uma fase 
1 simplificada aproveitando algumG solttçüo anterior. Logo 
assumirc1nos a cxecttção de apenas uma fase 1 completa, no 
in!cio do processo c u partir de ent~o uma FASE DI~ 
ÇM. 
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A fASE DE TRANSIÇÃO introdu:: no grafo uma qu~121, 
tidade de arcos artificiais da ordem do 11Gmcro de nos csco 
lhidos para a localização das centrais c não do nGmcro to 
tal de nos do grafo. 
Vamos caracterizar o grafo em estudo consiclcrn~ 
do a rede primGria, definida no Capftulo 1. A esta rede ~ts 
socia-se um grafo G(N,U) onde a cada seç5o de serviço cor 
responde um n6 e a cada duto um arco. Os n6s s5o distintos, 
havendo n6s que "produ::em" assinantes (seções ele serviço) 
e nos que "consomem" assinantes (as centrais atuais e as 
eventuais centrais a serem instaladas). E bom lembrar que 
a rede primária à qual nos referimos é uma "fotografia" da 
rede no ano horizonte, onde deseja-se implantar novos cen 
tros de fios. 
Vamos eleger apenas "p" dentre os 11 l1" nos com"' 
sendo candidatos potenciais a novas centrais. Essa seleção 
é possrvel devido ao fato de existirem nos que sao obviamcn 
te locais impossivcis de abrigarem uma central tclefÕJJica. 
E suposto que a rede 6 auto-suficieJJte, isto c, 
que E a. = O. Caso exista um dcsbalanccameJJto entre n pr~ 
. N l lE • 
dução global c consumo glob;1l será necessário completar a 
rede com a introdução de um nó c alguns Grcos clwmados de 
fechamento, por onde cscoari1 a custo nulo o "dcficit" ele 
matéria. 
- <) ~)-
Uma central se diz Si\TURADJ\ qunr1<lo seu clinrensi~ 
nnnrento nao comportar mais assinantes. A partir deste 1ns 
tantc, se não houver capacj.clndc para ampliaç56, o no corres 
pendente a esta central ir~, no ntodelo qtJe empregamos, se 
ligar ao n6 onde est5 instalacln outra central, constituiJido 
o que chamamos ele zona ele filiaçio aumentada (Figura 20). 
Â Central saturada 





Seção de serVIÇO qt•e compoe a Zona de Fllla 
çiío (ZF) 
1 Fronteira elas Zonas de Filiação 
I 
Figura 20- Rede apresentando Zon~1 de l'llia~5o 
1\umentada. 
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5.2.2. Id5ia Bisica 
Para mt:tlor clareza apresentaremos a idéi~t do me 
todo atrnv6s de um exemplo. 
Seja uma solução fornecida pcln rcsoluç:io de um 
Problema Mestre numa determinada iteruçiio. Suponhamos que 
por esta solução, decidiu-se iJlstalur centrais nos nos ca 
racterizados por ICC; onde ICC 6 o conjunto de Indlccs dos 
n6s onde estão instaladas as centrais da solução conhcci,l:o. 
Por hip6tese 1 vamos supor que a capacidade (lJs 
centrais e maior que a demanda, ou seja: 
l: ai < l.: bj 
Vi jEICC 
Por este fato ve1nos qu~ existe un1 dcsba1ancca 
monto entre a produção global e a den1anda, e portanto, se 
faz necess5ria a introdução de um n6 artificial ~·. cha1n3do 
NO DE FECHAMENTO e arcos ligando as centrais a este n6. Por 
est8s arcos, denominados ARCOS DE FEC!IM!ENTO, irií escoar o 
"défici t 11 de matéria, a custo nulo, ncccss3rio para o l1a.L1n 
ceamento da rede conforme mostrado na figura 21. Os fluxos 
que irão passar pelos AHCOS DE FEC!Ii'u\lENTO rcproscntam as c:! 
pacidades ociosas das centrais. Os arcos de fcch:JJIICJJto pr~ 
sentes na soluç~o 6tima do caso ICC pertencem 5 firvore do 
grafo, ou seja, estio na base. Estes :orcos tem o scJJtldo do 
n6 de fechamento para a central. 
- 1 o 1-
Seja, agora, wna nova soluçiío do programa mcs 
trc que determina uma Ilova estrutura de ceiJtrais. 
Seja JCS, o conjunto de indices dos n6s 011de se 
rao instaladas as novas centrais que irão substituir as ccn 






N6 ele fecl1amcnto 
Centrais localizadas 
Fronteiras das zonas de filiação 
Arcos de fechamento 
Capacidade da Central j 
Figura 21 - Rede !1alanccada atrr1v6s do n6 ele fc 
cha1ncnto c arcos de fechamento 
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Nosso problema consiste em p~1ssar da solução de 
terminada por ICC para a solt1çRo dada por JCS, sen1 a J1Cccs 
sidade ele buscar uma base inicial factfvcl, pelo processo 
descrito em 4.6. 
Inicialmente, por simplicidade vamos Stlpor que: 
I CC n 1 CS ~ q, 
observando que 2: bj > 
jdCS 
L a 1 
Vi 
Vamos partir da solução final 6tima do caso ICC 
para obter uma solução inicial para o caso ICS. 
Considerando que uma solução substituta aprese~ 
ta uma nova configuração de centrais vamoS chamar de 6CC a 
variação e11tre as capacidades das centrais da solução conl1e 
cida e da solução substituta, 011 seja 




Devemos considerar que a operaçao so ~ ser a poss.:'c 
vel se as capacidades das centrais da nova solução forem s~ 
ficientes para atender a demanda, ou seja, que as novas ccn 
trais comportem toda a demanda. 
O que se pretende 6 transferir para as novas 
centrais todo o fluxo de mat6ria qtiC antes era atendiclo p~ 
las antigas. lista transfer6ncia devcrã ser feita através 
-·10~-
dos arcos originais dn árvore c os arcos de feclwmento. Pa 
ra se manter o balaJlceanlento da rede, a variaç~o de capacl 
dade das centrais, 6CC, deve ser injetada na rede através 
do n6 de fechamento. 
Caracteriza-se, entio, o problema: co1no pro c_:: 
der a esta transfer~ncia para se chegar i nova configuraç~o 
de centrais? 
O procedimento ~ o que se segue: 
Os arcos de fechamento da soluçio do caso ICC 
permanecem na base, por6m tem seu sentido alterado fazendo 
a mat~ria fluir das centrais antigas para o n6 de fecl1amen 
to c passam, a partir de entio, a ser dcnonoinados ARCOS AR 
TIFlCIAIS. O custo associado a estes arco~ passa a ser infi 
nitan1ente grande. Simultaneamente, novos arcos sfio introdtl 
zidos no grafo, ligando os n6s, onde serio instaladas as no 
vas centrais, ao no de fechamento N*. O sentido destes ar 
cos ~ de N* para os nos, e seu CllSto nulo, passando a pn~ 
tir de entio a ser denominados ARCOS DE FECHAMENTO. Estes 
novos arcos figuram fora da base, estando no seu limite Sll 
perior de capacidade. 
Deve-se notar também que o fluxo que irií circu 
lar nos ;ucos artificiais, (xjN*) j E lCC, ser:Í igu:ol a ut í 
lizaçio real da central conhecida j, ou seJa, 
(x.N*) 
J' novo 
= bj- (xN •. ) . j E !CC 
' Jantigo 
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ao passo que o fluxo nes arcos de fechameuto sera 
= b j ' j E ICS, 
ou seja a capacidade total da nova central. 
O procedimento descrito acima pode ser ilustra 
do pela figura 22. 
Configura-se, ent5o, o problema de se retirar 
da base os arcos artificiais c fazer entrar os arcos de fc 
chamcnto. Isto serií feito atrav~s do um processo de otimi:a 
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a ]l 8 m 
Demanda do no l 
a 1 
Capacidade da central J 
Arco artificial 
Arco de fechamento 
Variaç~o da capacidade das centr:tis 
Fluxo no arco artificial 
Fluxo no orco de fech:11ncnto 
Procedimento de Fase de Transição 
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5.2.3. Desenvolvimento 
Chamemos de s os custos normais c de ~f os ct1s 
tos infinitamente altos, lembrando que os custos dos arcos 
de fechamento s~o nulos. 
Durante a FASE DE 1'RA~SJÇÃO havcr5 duas 
lias de n6s; n6s de BAIXO POTENCIAL c n6s de ALTO 
faml 
POTL\ 
CIAL. ~o configuraç~o inicial da FASE DE TRANSIÇÃO te1·emos: 
Pot (N*) ~ O 
Pot(i) ~ M !:i e ICC 
Qualquer outro no estara ligado a uma centra] 
por c-caminhos, donde, inicialmente, todos os nos leoít ·i mos ::._-,.- --' . 
estarão com alto potencial e apenas o nó ;•, de fechamento, 
estar5 a baixo potencial. No desenrolar da FASE DE TRA:\SI 
ÇÃO este lJaixo potencial deve "contagiAl't! os demais nos. 
Baseado nisto, podemos observar que um arco ele fechamento c 
candidato a entrar na base. Isto 5 comprovado verificando o 
seguinte: 
CN*. j l o idCS 
onde CN*i e o custo dos arcos de fechamento 
l'ot(W')- Pot(i) ~ 0-·01 





C, .•. =C, .•. - G,,.. M 
"l J>.l nl 
-
onde CN'*' e o custo relativo do arco. 
J' 1 
Como o arco de fechumento(N*,i)cst5 110 li1nitc s~ 
per1or, ele tende a diminuir seu fluxo. Existe um c-caminho, 
pertencente n arvore, entre i e algun1 jclCC, como podC'mos 




X" 1 *.·::::: b. 
" J 1 
-
s - Caminho 
Pot(í) = ~~ 
j I CC &--o--o-----o----·o-------~ i í l C:S 
,:;/ p m 1 k 
b. 
J 
D Central antiga a ser dcscartac\;, 
A Central nova 
Figura 23 - c-caminho entre icrc:s e jclc:c 
Como sabemos devemos ter 
X . 
PJ 
> X ::::_ 
mp x.k 1 • 
portanto temos que o limitante de flliXO no ciclo 
-lllR-
se r:1 
S = xik sendo o candidato a sair ela bnse. O nó "i" foi cap 
turaclo pela familia de nós de baixo potencial. Sai o arco 
(i,k), c o arco (k,i) ~candidato a entrar na base, pois: 
ok. - Pot(k) - Pot(i) M -· o = \1 
'l 
ck. = ck. - 8] . = E - i\ 1 - -M <<o 
"l . } (l 
logo o arco (k,i) deve entrar na l::tsc tenc.lo seu flllXO aLl 
mentado a partir do seu limite inferior. Esta situaç~o 2p~ 
rcce ilustrada na figura 2~. 
O fluxo que irã passar no ciclo sera limitado 
por i3 = xkl' e o no k é "capturado" pela família ele nos ele 
baixo potencial fazendo o arco (k,l) sair ela base. 
A menos ele situaç6es particulares, o proccclimc~ 
to se repete c apos alguns passos chegaremos ~ 
apresentada na figura 25. 
\* 
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Pot(k)=\! , ' . 
"""' cr _-L.~, :t Po t í i 1 ,, li 
J I c:c· l' k -~'\ 
- _,_.. -- Arco candidato a entrar na base 











I Pot(p) =c 
= M ~-,.._-o--------o--- -..----o----,._ ----o -~ l'ot C i J 
J p 111 l k 1 
jciCC iciCS 
Figura 25 Arco (j,p) candidato a entrar na base 
sendo, c. ~ € 
JP 







E - (M-e) 
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Assim (j,p) ~candidato a entrar na base, ou se 
ja, finalmente os nós originalmente no E caminho entre "i'' 
e "j", tem suas demandas telefônicas desvinclas para "i''. 
Existcmtduas alternativas para a limitaçio elo 
fluxo B) a circular, aqu1 apresentada:; e que serão detalha 
das em 5.3. 
Assim, 
a) se B ~ xjN*' zeramos o fluxo no arco artifi 
cial climi••ando assim a infactibilidade 
b) se B = xN*i' satura a nova central. 
Assim, a partir do que foi apresentado podemos 
fazer a seguinte asserçio geral: 
Em uma árvore: 
-Um nó "i", de famÍlia de alto potencial se li 
ga ao nó de fechamento através de um arco artificial c al 
guns E: arcos no caminho i ___,. N*, so existem nós de fam.ll ia 
de alto potencial. 
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- Um nó j, de famÍlia de baixo potencial se li 
ga ao 11Ó de fechamento atravós de um arco de fcchaJJJcnto c 
alguns s-arcos. No caminho j--->- N* so existem nós de família 
de baixo potencial. 
Seja: 
ICC (conhecida) - Conjunto dos Tndices dos nos 
da soluçio conhecida 
ICS (substituta) - Conjunto dos fndices dos nos 
da soluç~o substit11ta 
ICP (Permanc;ccm) - Conjunto dos Inclines dos nos 
. . 
que permanecem na solução co 
nhecida 
ICU (Descartada) - Conjunto dos J'ndices dos nos 
que sio descartados na sol11 
çao substituta 
ICN (novas) - Conjunto dos Indices dos nos no 
vos na soluç~o sul1stituta 
onde: 
ICP = ICC n ICS 
ICD = ICC ICP 
I CN = I CS I CP 








Figura 26 - Solução conhecida o solução substi 
tu ta 
Conv€m salientar que as ampliaç5cs do ce11trais 
já existentes sio consideradas como a 1ocalizaçõo ele uma no 
va central de maior capacidade. 
Por outro lado, de uma it:eraçõo para outra as 
centrais pertencentes a ICP merecem o mesmo tratamo•Jto :tlg~ 
rítmico que as centrais já existentes sem perspectiva de :nn 
pliaç.ão. Portanto, os conjuntos com os qua1s _trcmos cfc1I\'a 
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mente trabalhar sao ICD e ICN, merecendo ilS centr<J.is nov;1s 
(ICN) arcos de fechamento e as centrais descartadas 
arcos artificiais. 
( 1 CD) 
Dentro desta perspectiva, apresentamos a segu1r 
o fluxogra1na resumido do m6todo (Figura 27). 
ENTRAO;\ DE DADOS- DADOS SO~JRE AS SOLUÇÓES 
CONHECIDA E SU8STITUTA GUiADOS PELO 
PflOGfV\MA I;IESTRE NA iTEfiAÇAO EM CURSO. 
-~----
NSTflUÇÃO DOS CONJUNTOS 
CC- ICS- ICP- ICf~ - ICD 
--
CÁLCULO DI' VAfl!AÇÁO DA DE: MANDA ENTRE A 
SOLUÇÃO CONHECIDA E SOLUÇAO SUBSTITUTA 
óCC ~--- ~ bj-:::; bj 
jciC~" jdCD 
ATUALIZAÇÃO DA DEMANDA ATf1AVÉS DO 
NO DE FECHAMENTO 
A!\J*"': AN•'-~·r\CC 
-------_.....,r· =-=-===--=-' 
DETEiiiVIIN.I\ÇÃO DOS CUSTOS DOS ARCOS AflTI F!CIAI 
"BIG M" 
Bl G M ?, -rü • MAX Cij • IJQ DE Ar! COS 
.-------L __ 
CRIA ARCOS DE FECHAMENTO LIGANDO N'AO NO 
i c ICN 
• SENTIDO: N'• i i c ICN 
• CUSTO :NULO 
• AHCOS FORA DA BASE 
• FLUXO : XN •i bi i c!CN 
FLUXO IGUAL À CAPACIO~,DE DA NOVA CENTriAL 
ARCO NO LIMITE SUPERIOR DE CI\Pé\CIDADE 
-l H-
________ · ~------, 
BUSCA ATRtWES DOS i"NOICES P (.) E Tí.l 
(ITEM 4.3), PARA C,\DA NOVA CENTRAL í, 
í , ICN, QUAL É A CENTRAL A SER 
DESCARTADAj.j c ICD, QUE ELA DEVERÁ 
SUBSTITUIR DETERMINANDO NA 11EDE A CADEIA 
DOS NÓS INTERMEDIÁIIIOS ENTf1E AS CENTiiAIS. 
ESTA MEDIDA SI MP LI FICA O PROCEDIMENTO 
EVITANDO A CHAMADA DE DIVERSAS SUBROTI,'JAS 
DO PROGRI\M!; DE FLUXO DE CUSTO Mi"NIMO. 
r------------1 ___________ · ---
VERIFICA SE A CAPACIDADE DAS :\!OVAS CENTRAIS É 
SUFICIENTE PAf1A ATENDE H A DE~.·lANDfl EXISTENTE. 
CASO r"iiO SEJJ\ SUFICIENTE, 1-\ TfWCJ\ f)E CEmRfiiS 
É IMPOSS(VEL E A NOVA SOLUÇAO GERADA 
PELO PROGHf.\!ViA f\1 EST RE TOFi~A O PRODE:\1A 
INFACTIVEL. 
J . ·--
___ q _______________ _ 
ALTERJ\ OS ARCOS DE FECHAMENTO DAS CENTRAIS A 
SERE1v1 DESCARTADAS i, ,I r ICD, TRANSF011MMJDO-OS 
EM 1\RCOS 1\RTIFICI,\IS. 
• CUSTO :INFINITAMENTE 1\LTO li31G 111) 
o SENTIDO:j • W j c ICD 
• FLUXO : XjN' "" bj- XN•j j c ICD, FLUXO IGUAL 
- UTIL!ZAÇÁO REAL DA CENTRM. A SE li DESCAfH,\D 
DS AflCOS ESTARAO: 
• Nfl BASE :SE j E CErliTRAL ,\JAO S/\TURADA 
• FORA DI\ BASE:SE j É CENTRAL SI\TUflADfl 
-J 1 s-
IDENTIFICA OS A11COS INTEf,IVíElJ!ARIOS NO 
CAMINHO ENTnE A NOVA CENTRAL E A 
CENTRAL DESCARTADA. 
O ÚLTIMO ARCO DO CM11r"IIO, O Af1CO 
ADJACENTE À CENTrlAL DESCf\FH ADA, DEVEHA, 
PARA QUE SEJA POSSIVEL DESLOCAI1 A 
CENTRAL, TER SEU FLUXO INFE"I011 A 
CAPACIDADE DI< NOVA CENTf1AL. 
I~JVEIHE O SENTIDO DOS ARCOS IDEIHIFICI\DOS 
E ATUALIZA O FLUXO, DESVff,NDO A DE!\I.•'Í.NDA 
DI\ CENTf1AL ,~NTIGA PA11A r, NOVA 
AINDA ALGUtV1 




BUS;A U~~f1CO ·;~;A ~~~TR1,:;-NA~~\SE CO~;J 
CUSTO RELATIVO DE "OfWE~1 M" 
c ARCO OClOSO COM CUSTO F\ELATIVO -- M <<O 
• AHCO Si\T\JRADO COM CUSTO REU\TIVO :-eM>> O 
:=J ~ 
UTILIZANDO UM PfiOGI1AMA DE FLUXO DE CUSTO 
MINIMO ADAPTADO íSEf>l FASe I) 
• EFETUA A TP.OCA DE CEIHRAIS 
• ATUALIZA NA f1EDE 
• FLUXOS 
• POTENCIAIS 
• CUSTO RELATIVO 
• REESTfiUTUili\ A ,~11VOHE 
• AVALIA O CUSTO DA 1'JOV,~ SOLUÇÃO 
Cb 
Figura 27 - Fluxograma do Método de Fase de Transi çao 
- 1 1 (Í-
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Nos itens procedentes, neste capitt•lo aprese_!! 
tamos o desenvolvimento do método ela J:ASE DE TRAXSIÇl\0. A 
seguir va1nos pensar em grupos de ite1·açôes com o objetivo 
ele poupar c~lculos intermcdi~rios. 
O arco que entra na base deve ter um custo rola 
tivo da ordem de grandeza de "m", sendo que os seus nós ex 
tremidades devem ser de farnilias de potencial diferentes. 
! 
Este arco pode ser: 
a) Um s-·arco 
c. 1.*=M J ' 
Pot (k) = M 
onde: 




o-- ... ·-0- arco candidato a entrar na base 
Temos então: 
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Pot (k) - Pot (1 J M-s 
c- (lll- c) -- -M < O 
logo arco (k,J) deve c11trar na base aumentando seu fluxo a 
partir de zero. 
b) Um arco de fcchan•ento 
J 1 
Pot (j) ~ M Pot (i) ~ M+c 
Temos então: 
CN*i ~ O Pot(N*) : O 
Pot (i) ~ M+c 
Pot(N*)- Pot(i)- 0-(ill+s) - -1-1-c<<ll 
CN*-l CN*' - 8N*' - 0-(-M-c) ' l ' l ill+E>>O 
logo o arco (N*, i) entra na base, diminuindo seu fluxo, a 
partir de seu limite superior. 
- J jl)-
Ap6s ulgun1as itcraç6es, c1n cadJ tJJJl:I retirando 
um arco c na seguinte colocando seu ";:1rco irm~io" (arco com 
sentido oposto) clwg;unos a uma SUPER-ITERAÇÃO envolvendo urn 
arco ARTIFICIAL c um arco de FLCJIM!LNTO, onde: 
B = rnin{x.,,., x., •.. } J h' l'i 1 
Devemos salientar que cada SUPER-ITLRAÇAO cnvo} 
ve um e so um arco de FECHAMENTO e um e s6 um arco ARTJFI 
CIAL. Consequcntcmentc cada SUPl'R-ITERAÇAO envolve apenos 
urna central antiga c apenas urna central nova. Assim, os 
guintes dois casos são possiveis: 
I) se B = x.N*, acaba a infactibilidade 
J 
onde xN •. e o novo fluxo no arco (N*,i) 
l l 
II) se f:\ ~ x cnt.Zío N*i satura a nova central 
f N* x: 
/ ~* = xjN*-xN*i 
I 6 _ __,_ o ·-+ ()-+ o -->- 6 
j p m 1 
onde xjN* c o novo fluxo no arco (j ,N*) 
-120-
Podemos observar que o nó "m", que cn ractcr i z~1 
um cabinet ou seç;ao de serviços possui, no nosso modo I o, as 
sinantes quo se ligam ~ central antiga j e ~ central 
i. Esta ocorrência matcm5tica que denominamos "cab.inct rc 
partido" (CP.), ocorre quando uma central satura, sendo que 
o CP. pode ser a pr6pria ceJJtral antiga. 
A FASE DE TRANSIÇÃO é então caracterizada por 
uma sucessão do SUPER ITERAÇOES, que é na realidade um p;1s 
so do SIMPLEX incorporando algwna complicaç~o adicional. 
t 
5.4. RESULTADOS OBTIDOS 
O algorítmo da FASE DE TRANSIÇÃ? foi i:nploment;1 
do em linguagem FORTRAN, originando o programa TRANZE, uti 
lizando um Computador Digital PDP-10. 
O programa TRANZE foi incorporado ao programa 
LOCUS, na parte relativa ã resolução do problema de fluxo 
do custo mínimo, em substituição ~s rotinas do construç:to 
de uma base inicial factivel. 
5. 4. 2. Rede Ex~mp_!.<?_ 
O programa TRANZE foi testado na soluçuo dos 
problemas do fluxo ele custo mínimo envolvidos no Probleme1 
-1 2 l-
de Locnlizaçio de Centrais Urba11ns na Cidade de Curitiba. 
Como já foi visto anteriormente (Figura 7) a rede em estudo 
6 composta de 586 nos c 74~ arcos n~o orientados. 
Trataremos aqui dos resultados obtidos 11a solu 
çao dos problemas ele fluxo de custo mínimo envolvidos na 
otimizaç~o. Serão aqui comparados os resultados obtidos p~ 
lo programa de solução do problema de fluxo de custo n1fJ1imo 
embutido no programa LOCUS (rotina SUBP) c os obtidos pelo 
programa TRANZE. 
Como já foi dito, a cada iteraç~o do m6todo de 
Benders, uma política ele localização de centrais c gerada c 
t6m-se um novo problema de fluxo de custo mÍilimo. 
rando que as politicas de J.ocalizaç5es obtidas s~o 
Conside 
idé;nti 
cas, seja com o programa LOCUS-SUBP ou com o programa LOCUS 
-TRANZE, a análise que iremos preceder visa avaliar 3 cfi 
ci6ncia computacional dos mesmos no que diz respeito ao nu 
mero de iterações e tempo de CPU gastos na soluçii.o elo pro 
blema de fluxo. Assim, iremos comparar a eficiõncia ele cada 
m6todo na solução deste problema associado ~ cada politic;1 
de localização gerada. 
Os dados a serem analisados se referem ~ solu 
çao de 51 problemas de fluxo de custo minimo associ;1dos a 
51 iterações elo m6todo de Bcnders [Tabela 5). 
•:;uJt~Hhl3 Obli1l0:: !H\ Hl)}\.lç;lo 1k ':">1 pn,blem,1!1 d(' f]llX<) ~k Ct!'1l0 mJnl~IO 
.ili:.;t:Flo 11~1 prn<Jl'<\111:1!; f,tll\1' t: Tl'ANZ!-: 
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Como resultado jmcdíato da T~1hcla S podemo:s oh 
servar a real superioridade do programa adapta,lo com a L\SL 
DE TRANSIÇÃO (PROGRMlA TRi\NZE) sobre o proceel í monto convcn 
cional. 
Na solução elos 51 problem~•s lineares de r.1 uxo 
ele custo rninimo obtivemos, com a FASE DE TRANSIÇÃO, urna rc 
dução rn6elia de 75% do nGrnero de iterações c ele 72~ nc tempo 
de CPU. 
As trÕsfGltimas colunas da Tabela S rcprescJJtaJn 
as variações, da solução de uma iteração para a seguinte, 
em termos do nGmero de centrais que permanecem, centra i.s no 
vas e centrais descartadas. Observando então estas coluJJas, 
podemos verificar que nos casos onde o prqgrama TRANZE rca 
lizou um maior nGmero de iterações, (localizações 11, 13, 
15, 33, 35, 37, 41 e 4 7), houve uma grande mudança em ter 
mos elo nGmero ele centrais novas, descc:rtadas e que pcnn,Ln.C: 
cem, em relaç5o i localização anterior. Al6rn disso, obscr 
vando o mapa da figura 7, constatamos que a posiç5o dos nõs 
escolhidos nas duas iterações são bastante distantes, justl 
ficando assim um maior esforço computacional para a mt1dança 
de solução. 
Assim, avaliando todas as experi6ncias rcali:~1 
das, julgamos que o procedimento de FASE DE TRANSJÇlíü possa 
apresentar urna boa contribuição i soluç5o de problemas li 
neares de fluxo de custo mínimo, principalmente ~quclcs "s 
soci,.dos a redes de grande porte. 
- .l 2 4-
Nos capitulas procedentes apresentamos t6cn1cas 
alternativas para a soluç~o do prohl.ema mestre c do suhpro 
hlcma. 
Considerando que o problema mcstrc.tra]Jalha com 
variáveis binárias (0,1) procurando decidir dentre os ''n" 
n6s da rede quais serão os que, abrigando uma central, 1rao 
compor a localização Õtima, observamos que a principio to 
dos os nos da rede são candidatos a central. 
Uma vez que o numero de centrais a sere1n cons 
truídas é sempre limitado, ;::.; considerando que existem 211 
possivcis soluções para o problema, optamos por uma rccluçií.o 
do universo de candidatos i central. Para tanto procedemos 
a uma análise pr6via ela rede visando detectar nõs potencial 
mente fortes~ instalaç~o das centrais, seJa por serem po~ 
tos ele concentração de assinantes, seja pelo conhecimento 
da estrutura urbana da rede. Assim, temos o nGmero de condi 
datas a central reduzidos a "p" nós selecionados ncsLJ ana 
liso pr6vi3. Considerando-se que esta escolha levou em con 
ta uma familiaricdadc do analista COJ!I a reclc, e nao um pr2 
cesso de otimizaç~o, foi desenvolvida uma tócnica c lw nw da 
AJUSTE fiNO, que faz uma pÓs-otimiz~!Ç~"ío sobre os resultados 
-125-
obtidos atrav6s da t6cnic11 de Henclers. 
Levando-se em conta que em uma rede telcf6nica 
real, devido stJa dimensno c complexidade, existe dificulda 
de, mesmo para o plancjador ma1s experiente, em garantir 
que os candidatos escolhidos sno os mais representativos da 
reg1ao em que se encontram, tornou-se prudente o id6ia de 
um AJUSTE FINO que, atrav6s de um2 avaliação dos nos adj;J_ 
centos aos escolhidos, pudesse ratificar a escolha 011 dcslo 
car a central se conveniente. Este procedimento visa aten 
der um compromisso entre econo•nizar cabos para a ligação 
dos n6s ~ central c impedir um acr6scimo nos demais custos 
envolvidos. Assim, para cada central nova o procedimcEto 
foi aplicado, tentando deslocar um a um cada centro de 
fios. 
6.2. IDBIA BÁSICA DA TfCNICA 
Para melhor compreensao apresentamos o deseJ!vo! 
vimento atrav6s de um exemplo. Assim, vamos considcra1· a zo 
na de filiaçâo de uma central localizada no n6 l, na solu 
ção 6tima encontrada pelo m6todo de Henders (Figura 28). 
Co1no podemos observar na figura 28 a central lo 
calizacla no n6 l recebe todo o flu:,:o que transita na sua 











X =1500 5 ' 2 (6) 
' \::'' 
c. . =2 
l,j i ' j arcos originais na arvore 
N·k NÓ de fechamento 
Q) = no pertencente a rede 
L'Í\ cent r a 1 1 oca 1 i zada no no j 
-]2(J-
Q)--io>--t(J) =arco de ligação entre o no e o no j 
fluxo de matéria que transita no arco (í,jl 
Figura 28 - Zona de f:i l.iuçiío da ccntra I elo nó 1 
por unidade 
- J2 7-
Cada ~nco possui um custo unitiírio nssociado 
Jc matéria, c .. , 
l J c que por sl1nplicidadc vamos 
supor igual para todos os arcos da iírvorc (base). 
Assim, vamos an~1Jisar os n6s adj;Iccntcs a ccn 
trai (n6s 2, 3, 4) c verificar se um possivel des.locamento 
da central para um destes nós implicaria numa climinuiçiio do 
custo total ela so.lução. 
O que se faz na realidade Ó verificar para to 
dos os nos adjacent~s se o custo de transportar toda a ntat6 
ria, quo passa naquele arco em direção i central, c sufi 
cientemente grande para justificar o deslocamento da ce11 
trai para o nó. Ao se deslocar a central para este no esta 
remos exatamente economizando este custo. ~ontudo, se o cus 
to de desviar o fluxo elos outros nós adjacentes, ató a nova 
localização da centTal, fo:c superior à esta economia, esta 
remos aumentando o custo total e não terií valido a pena. 
Alóm elo custo do transporte ela matôria pelos ar 
cos, temos que considerar o custo do terreno elo local onde 
se pretende construir a central. Corno este custo pode va 
riar ele no para no, o AJUSTll FINO clever5 consider5-lo p~ra 
decidir se o deslocamento da central vale a pena. 
Visando entâo avaliar, a priori, a variaçâo no 
custo total da solução, provocado pelo possivel dcsJ oc~nncn 
to do centro ele fios, definiu-se uma mcdicla cham~1da Fi\TOR 
DE DECISlíO (CSi). Esta medida considera a local iz~lçâo de~ 
-l2H-
central, os f1uxos provcn.ientcs dos nos adj:1centes, candid~ 
tos ao deslocamento, c o custo de transportar matér.ia por 
estes arcos. 
Como foi apresentado na figura 28, a centrai RI. 
CEDE todo o fluxo que trnJISita na sua zona de filiação atra 
ves dos arcos de seus nós adjacentes. O que o fator de doei 
sao pretende é verificar qual a ordem de grandeza do fluxo 
(XJ· .) que chega i central, a partir do nó adjacente 1 em 
J 
relação i utilização real da central. Se este fluxo cntran 
te for alto, a idéia de deslocar a central para este no se 
mostra basta11te atraente. Contudo, não bast~I esta constata 
çio, 6 necessãrio considerar o tusto associado i utilização 
do arco. 
Como ilustração, considcrcnlos o seguinte ex em 





Figura 29 - Estrutura da rede antes do des!oç;! 




fluxo no arco q11e liga o no ndjaccntc <lCClltl':J] 
C = capacidade da Ce11tr:•l 
Temos então que 
se deslocarmos a central para o nó l, - . o uJuco :fluxo que se 







v rJl2 . 50 
C- <)> 1 =300 , 




Figura 30 - Fluxos nos arcos apos o deslocnmcn 
to da central para o nó l 
O novo f1 uxo no arco sera cntiío igutl1 a ( - , .. 
' 'j • 
Assim, deslocamos a central para o no l se o fluxo origin:il 
no arco for superior ao fluxo após o deslocilmento, isto é se 
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ou seja se o fluxo original for superior n todos os den1nls 
que chegam a central. 
Dentro deste cspirito, o fator de decis~o. cs. 
:L 











xtj fluxo que parte do no l (adjacente] em direçüo 
ã central J 
I = conjunto de nos adjacentes 
a. = assinantes diretamente ligados a central 
J 
1 = nS adjacente sendo analisado 
C .. = custo unitãrio de transportar mat6ria pelo arco lJ 
1, J (arco que liga a central j ao nó aclj Llccnte 
J, que está sendo analisado) 
Conv6m salientar qtiC o custo do ter1·eJJO n;•o [oi 
aqui considerado, sendo adicionado no final elo procedilllcnto 
-J:\1-
de avnlinç~o do CllSto da soltiÇ~o 11Iternntivn (centrctl dcslo 
cada). 
Tomamos entüo, 
- Se csk < o indica 
tral j , a partir elo no adjacente 
o menor valor de CS .. 
1 
que o f] uxo que chega 




ma de todos os demais fluxos que chegam ~ central j e os as 
sinantes ligados diretamente a ela. Portanto podemos dcslo 
c ar a central para o nó k, garantindo que esta sol uçito é mg 
lhor que a anterior a menos da variaç~o do custo do tcrrc 
no. 
- Se CSk ~ O nao é possivel afirmar sem a ava 
liação do custo da nova configuração se esta solução é me 
lhor que a antiga. 
Isto e necess5rlo pois o deslocamento ela ccn 
trai modifica as zonas de filiaç5o, o que pode melhorar a1.n 
da mais a soluç~o c torn5-la competitiva com a anterior. 
Avaliamos então o custo ela nova locaLização c 
se este for inferior ao custo ela atual solução, deslocamos 
a central para o n6 k. Caso contr5rio, mantemos a locnli2a 
ção atual. 
Nio sendo possivcl deslocar a central para o no 
k, passamos a analisar os outros nós adjacentes em 
crescente de CS .. 
l 
orclcm 
Ao final elo procedimento, apos a avaliação de 
todos os nós adjacentes, se foi possível o dos locamento p;1_o; 
-L\2-
samos a analisar os nos adjacentes 5. nova JocDlizaçZio, a 
exccssão do n6 relativo a untip;J ,_._, localização c repetimos o 
procedimento. 
6.3. DESENVOLVIMENTO 
Voltando ao exemplo da figura 28, vamos pro c~ 
der todo o desenvolvimento do m6todo. 
Vamos calcular os FATORES DE DECISAO (CSi) dos 







2 X .. ) lJ c. 1) j E 1 
----------- ··---------·--t--------t------------·-t 
x. c.. a. CS. 
lJ lJ J 1 
--------r----------f----------- ------ ----------
2 5500 2 -1.000 
3 2000 2 13.000 




Í:XEj = 10.500 
Como cs 2 < O sabemos que a central ú1stalada no 
n6 1 pode ser deslocada para o no 2 pols o custo desta solu 
çâo scr5 inferior ao da anterior. 
Assim, para deslocar a central para o no 2, te 
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mos que transferir todo o fluxo convergente ao no J, p~1r;1 o 
n6 2, tanto o fluxo dos arcos originais como o do arco de 
fechamento. 
Podemos verificar que o rnocedimento do transf!O, 
r1r a central para o no adjacciJte e um caso particular do 
procedimento de FASE DE TRA~SIÇÃO onde a central do n6 l re 
presenta a central descartada c o no 2acentral substituta. 
Logo, conformo a figura 28, é criado um arco ele fechamento 
com custo nulo, ligando o n6 2 ao n6 do fechamento. J:stc 
arco est5 fora ela base no seu limito superior, i,gual a c;lp~ 
cidade da central a ser descartada. 
O arco de fechamento elo n6 1 tem seu sentido in 
vertido, custo infinitamente aJto c fluxo igual ã real ocu 
' 
paç~o da central. 
x3,1= 2000 
x8,3=l000 
c, , 1= 1 ,j=N* 
1 'J 
5 ~" X ~1500 5 , 2_ 
6 \ 




7. 2 2000 
Figura 31 - Criação do arco ilJ"tifici~ll c .:1 r co 
do fechamento 
O arco (N*,2) entra na base, forntanJo um ciclo. 
O fluxo no arco (2,1) limita a circulaç~o de mat6ria c con 
seql•cntemcnte sai da base gerando a situaç~o aprcsent:Jdo na 
figura 32. 
I ~2 0 0 0 
' j 
G--· .. ·-(i)······· 
X = 1000• X = 2QQQ 9,3 " 3,1 
c. . = 2 
l. J 
c i 'N * = ~I 
i=l , j= N* 
CN* 2 = 0 
• 




3) X =1500 5 • 2 
(7Jx 7 , 2 = 2000 
Figura 32 - Arco (2,1) limita o fluxo no ciclo 
Considerando que: 
Pot (1) = ~1 
Pot(2) = o 
012 = Pot(l) - Pot(O) = ~~ 
êl2 clZ- 0 12 2-M -~!<<o 
O arco (1, 2) entra na b:1sc formando um 
O arco (1 ,N*) 1 imita a circu1aç?to de matéria e s.:11 da base. 
Finalmente, a central foi deslocada para o n6 2, con f o nnc 





··<_j X ~1500 
5 ' 2 
(l) x ; I 50 0 
- 7 ' 2 
Figura 33 - Nova soluç~o (Central deslocada P2 
ra o n6 2) 
A seguir avaliamos o custo da 11ova solução aTra 
ves de um Pl'C/11, incluindo o custo elo terreno c confirrnamos 
o deslocamento da central. 
Passamos 3 analisar os nos adjacentes ao no ' - . 
a cxceçao do n6 l, e repetimos todo o procedimento tentando 
melhorar ainda mois a solução. 
No c~lso da central a ser deslocada estar satura 
-]3(>-
da, o procedimento 6 anãlogo ao descrito 1111 J":1se de transi 
çiío; contudo, considerando a simplicidade desta situ:.ç:ío se 
comparada à fase de transição, desenvolvemos um procedime11 
to simplificado para efetuar este clceslocamento (figura 34), 
[Xl N * 
-, 
' 
1 Fora da base no I imite inferior 
X 
(§) 
x 6 , = 2 O O O 
' ~ 
Figura 34 - Solução com Central Saturadli no nó l 
Calculando o CS. dos nos adjacentes a 
l 
3 2.500 2 10.00(1 
- J -2.000 
--"·-----· ~- ----- --·--




Como cs 4 < O v~1mos deslocar a centr~1l p(.Jra o no 
4. Para tanto, criamos um arco de fechamento com custo nu 
lo, ligando o n5 de fechamento ao n6 4. fazemos este arco 
entrar na base com fluxo igual à capacidade da central. 
O arco (4,1) é retirado ela base sendo subst.itu.í 
do por seu oposto arco (1,4), onde irá transit<Jr um fluxo 
correspondente ao fluxo que cheg<J ao n6 1, menos o que p~•~ 
sava pelo arco (4,1). Ap6s a atualizaç~o dos fluxos a cen 
tral foi deslocada para o no 4 resultando na situação d(l fi 
gura 35, observando que novamente a central saturou, tendo 
seu arco de fechamento fora da base no li.mite inferior. 
Convém salientar que este exemplo tem objetivos 
apenas didáticos uma vez que na prática nao deve ocorrer a 
situaç~o de uma central nova saturar. 
De qualquer forma é bom lenilirar que o 
monto descrito acima, para centrais saturadas, é o mesmo p~ 
ra o caso de deslocantcnto de central não saturada. A 






' L Fora da 
' 
base no I i rriÍ te 
G) x, 4=2.000 
o, 
di f c 
inferi o r 
Figura 35 - Central dcsloc;Ida par~1 o no .. -1 c s~1 
tu r ou 
-ns-
6.4. RESULTADOS OBTIDOS 
O procedimento descrito nas scçocs anteriores c 
apresentado na figt1ra 36, atrav6s do fluxograma sirnplific~ 
do do programa FINURA, rotina que realiza o Ajuste Fino, ctl 
j a implemcn tação discuti :remos aclüm te. 
ci<<IC~ 
r------------------1 ______________ ___ 
ARMAZENARESULTADOSDASOLUÇ~O 
(lí/1,1A ATUAL 
-DADOS llEU\TIVOS AOS fJOS: 
• POTENCIAL, Pfll, FIO, ARCO QUE LIGA !lO PAI 
-DADOS RELI\TIVOS r,os AfiCOS OlllGIIJAIS E 
AOS Ali COS DE FECI!Af.,1l:>HO 
,, FLUXO, FOLGA, SE PEc;TENCE Á BASE. 
ARMAZENA O CUSTO D/!, SOLUÇAO DO PIWE:LEMA 
DE FLUXO Df' CUSTO MIN!f,10 /!,SSOCIADO A 
SOLUÇÃO OTii\\1\ IITUI\L VS B VEL 
------ _[ ______________ _ 
C-0 DE c:LNT-f!AIS') A SEHEf11 ANALISADAS a 
,.-------------} __ ----__ 
• TOMA-SE UMA CENTRAL AII~D,; N,~O ANALISADA j 
• CALCULA O FLUXO QUE CHEGA À CENTRAL j 
Q;~l:xíj irl 
I-- CON.IUNTO DOS NOS ADJACENTES À CENTRAL 
-]:\9-
DO DE NOS ADJAC:~ 
2 _/ 
r--------L----------
CALCULA OS CSI ASSOCIADOS 
AOS N(JS ADJACENTES 




TOMA O MENO!\ CSI E O NO ADJACENTE 
COR R ESPO~J DENTE 
CSI (IA), r'() ADJACENTE IA 
~ESLOCI\ A CENTRAL P/0 
csr (IA)< o SIM ~ NO IA >-----r, 
1
• AVALIA O CUSTO DA NOVA 
A VALI!\ O CUSTO DA NOVA 
SOLUÇAO SE A CENTiil\L 
FOSSE DESLOCADA PilA J 
(5 








~J~E· OUT-~~:~----, ~ EXISTE 
COM O PHOXI~1IO ,___ 
7 
A.DJACENTE f SIM Nó ADJ/\CENTE ~J:\0 





INDA NAO ANAL!· 




[__ v ;'7:;;-·-J 
FIGURA 3G; FLUXOGflAMA DO f",lÉTODO DE AJUSTE FINO 
-Jil.l-
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O algorftmo do AJUS1U FlKO quo or.ininou o ,, Jl r_cJ 
grama FINURA foi implementado em linguagem FORTRAN tttil1zan 
do um Computador Digital - PDP-10. 
O programa FJNURA foi incorporado ao progr:nna 
SUBP, que resolve o problem:t de fluxo de custo mínimo, já 
adaptado ao programa TRANZE. 
O programa SUBP foi utilizado para a avaliaç5o 
I , 
sucessiva dos custos das soluç5es com as centrais desloca 
das, permitindo a decis~o sobre qunl seria a solução 6tima. 
6.4.3. Rede ~~~~plo 
O algoritmo foi aplicado á rede tolef5nica urba 
na da cidade de Curitiba. Como já foi visto untcrioruJentc, 
esta rede 6 composta por 586 n6s e 744 arcos sem orienta 
çao. 
Ap6s detalhada análise da rede em estudo, foram 
escolhidos 20 n6s candidatos a central, com a restrição ad! 
cional que impossibilita a instalaç5o de centrais em cundi 
datos vizinhos. 
Os resultados apresentados referem-se~ aplic~ 
çao do algoritmo ap6s obtida a sol uçiío 6tima através cl;; téc 
nica de partição de Benders, restrita ao espaço dos 20 can 
didatos. 
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Torna-se .importante rcafirm;1r que o proced.imcn 
to de Ajuste Fino n~o se restringe aos 20 cundidt!tos, m;ts ;1 
partir deles explora atrav6s de seus adjacentes, os dcm;tis 
nós da rede. 
A an5lise que va1nos proceder v1sa mostrar a efl 
ci6ncia do algoritmo 110 sentido de aperfeiçoar, em termos 
de custo, a soluçio obtida pela t6cnica de Bcndcrs. Esta di 
minuiç~o se deve ao fato de que ao se deslocar a central de 
um nó para outro, estamos economizando cabos para a ligação 
dos nós 5 central, sem incorrer em acresc1mo no~ , . ·~cCITW1S c:..t.S 
tos envolvidos na otimizaç5o, a menos da variaçio no custo 
do terreno. 
Foram escolhidos como candidatos a central os 
nos apresentados na Tabela 6. 
Antes do AJUSTE FINO, obtivemos con:o soluçãc 
ótima para o problema a configuração de centrais aprescnt! 
da na Tabela 7 c Figura 37. 
Após o procedimcJlto de Ajuste Fino algumas ccn 
trais se deslocaram atrav6s de seus 11Ós adjacentes chegando 
i solução Ótima final apresentada na Tabela 8. A trajct§ 
ria, segundo a qual as centrais se deslocam, ~ apresentada 
na figura 38. 
Candidatos n° dos nós 
Tabela 6 - N6s candidatos a localizoç~o das 
centrais 
-1 ·1 s-
CENTRAIS LOCALIZADAS ANTES DO AJUSTE FINO 
NOS: 49 320 79 134 30 19 578 
----- --------------
CUSTO ASSOCIADO A LOCALIZAÇÃO: Cr$ 7. cno. %0.1 o o, o o 
Tabela 7 - Soluçio 6tima gerada pela T6cnica de 
Bcnders (Antes do Ajuste Fino) 
CENTRAIS LOCALIZADAS APdS O AJUSTE FINO 
NOS: 48 320 78 398 106 477 18 578 
--------------- ------------------------- ----------------------
CUSTO ASSOCIADO A LOCALIZAÇÃO: Cr$ 6.964.7~~.200,00 







Locnliza~:iío das Centr:ds antes do Ajuste Fino 
Figura ::>8 Traictôria das Centrais durante o A.JLISTI l'i~ll 
-].J ~-
6.4.4. Análise dos Hcsultados 
Comparando-se os resultados das tabcl;Js 7 c 8 
podemos observar quo o procedimento ele AJIJ5TL FI.\() foi res 
ponsâvel por uma economia ele Cr$ C>6.235.lJOO,OO ou sc•ja ccr 
c a ele 1 % • 
r importante observar que esta melhora no custo 
da soluç.ão foi obtida com um tempo de processamento de ·), 082 
segundos (tempo clG CPU). Tal performance vc;m confirma r :1 s 
I ... - - -
expectativas quanto a ad~quaçao do metodo a [tplicaç~o c111 
problemas com esta configuração. 
- l 1) ()-
CAPITULO 7 - COMENTÁEIOS FINAIS E ~ilJGESTOJ:S 
O objetivo deste capítulo é fazer algumas cow.il 
dcraçõcs sobre as potcnci~llidadcs dos algorítmos desenvoJ\·i 
dos, bem como suas limitações, sugerindo p011tos onde estes 
podem ser aperfeiçoados ou mais exaustivamente tostados. 
7. 2. fONS_!QERAÇSJJiS 0.QB]lE O ~!!'!TO_!).Q l.r_J~U~fSTICO DE SOLUÇ!-:() DO 
PROBLEMA MESTRE 
Como j5 fei discutido no Capítulo 3, o programa 
LOCUS-HEtmrsnco trabalha com lincarizações externas, util i 
zando o filtimo corte gerado (filtima rcstriç6o) como reprr,: 
sentação da função objetivo Ta ser n1inimizoda. Além dlsso, 
por trator-se de um procedimento heurístico, gera restri 
ções mais relaxadas e consequentemcnte menos representatj_ 
vas da funç6o objetivo real T. Assin1 parece natural sua 10 
sensibilidade, no que diz respeito ao nfimero de iterações, 
as localizações de partida (I.P). 
Esta constatação está baseada no fato de que o 
principal obstáculo em se trabalhar com lineari:açiío extcr 
na é a necessidade de um grande nfir.wro de aproxim~mt:cs p;1 ra 
-lSO-
se obter uma boa aproximnç~o da funç~o que se quer represe~ 
tar . Logo, seria necessário um numero muito elevado de 
localizaç6es de partida para se ter urna boa rcprcscntaç2io 
da funçiio objetivo "mod:ific~1da" c consequentcmente diminuir 
o nGmero de iteraç6es necessárias para a converg6ncia. A• 
sim, acreditamos que a efici6ncia elo método aumente se con 
siderarmos como funçio objetivo do problema o epígrafe da 
funçio T. Considerando ainda o desempenho elo programa 
LOCUS l!EURfSTICO, devemos observar que o algorítmo hcur.Ísti 
·:o uti1izE,do só pennjte a :Í.'.Jclusão ele . - . varJavcJ s n;:1 m u cl illl ç :l 
de uma solução para outra e nunca sua retirada~ Esta 1·es 
trição parece justificar a ocorr6ncia de patamares de solu 
ç6es, discutidos anteriormente. Dentro deste enfoque jul a 
mos que a utilizaçii.o de uma heurística mais flexível, que 
evol11a de uma solução par~ outra, através de lnclusiio ou re 
tirada de variiveis, venha enriquecer o procedimento da oti 
mização. 
Finalmente, embora tendo sido observada a 
nao sensib.ilidade elo programa LOCUS-IJEURTSTICCJ às local i.za 
çoes ele partida, no que diz respeito ao tempo de converge~ 
c1a, é importante notar q11e uma ct•idadosa anilise previa 
da rede em estudo, pode sugerir boas loc<lli::ações de part~ 
da que venham favorecer a converg6ncia do proceclimertto l!eu 
rístico, no que diz respeito a uma menor porcentagem de cr 
ro. 
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Como sabemos a filosofia elo método SIMPLEX, p_:J_ 
ra a resolução ele problemas lineares é de caminhar de uma 
solução biísica factível ã outr;1, sempre garantindo a mclho 
ra da funçiio objctiYo, sendo contudo necessiírio, para a 
inicialização elo processo, que se disponha de u1na soluçi"io 
biísica inicial factÍYcl. 
No procedimento cLíssi co de busca de uma base 
inic:iül factfvcl em umn redB de N nós e f\f arcos ~lo introdu 
zidos, al6m dos origi11ais da rede, 2 nos e N + 1 arcos,con~_ 
tituindo uma rede de N + 2 n6s c }I+ N + 1 arcos. Dentre es 
tes arcos ~I são independentes não básicos. Considerando que 
o método SHIPLEX retira um arco por vez, a-Fase 1 (buscii da 
base inicial f ~ 1) - - -:_act1ve tera no ffillllino N + 1 iterações. 
A FASE DE TRANSIÇÃO, como implementada, intro 
duz 11a rede uma quantidade de arcos artificiais da o1·dcJ11 Jo 
numero ele nós escolhidos para a localização das centrais c 
não elo numero total ele n6s da rede. Desta forma c possí1·el 
afirmar a superioridade do m6todo de FASE DE TRANSICAO so 
brc o procedimento convencional. 
Analisando os resultados obtidos nos testes rea 
Iiz;1dos com a rede tclefÓJtica de Curitiba verificamos o bont 
dcsem;lOnho do método de FASI: DE TR/\,\SIÇJ\0, o qual obteve em 
número de i te rações uma redução média de 75~ c ele no 
tempo de CPU. 
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Cabe a inda rcss:1l ta r que nns iter11cÕcs onde o 
método de Fl\SL DE TlV\0:SIÇMJ obtn·c umn menor cLiciêncl;J, 
constatou-se uma grande v;trinc.:?ío entre as solucõcs con!1cci 
ela e substituta, tanto no atlc diz rcsneito 110 n0mero elo ce11 
' . 
trais envolvidas, quanto nas localízaç6es Jas mcsmllS. 
7.4. CONSIDERACOES SOBRE O AJUSTE FINO 
-·----·---.2.--"- --------- -·- -------
Tcntand~ rnini~izar os efeitos de se dividir a 
rede em regiões candidatas e se tral)al113r cont um no rcprc 
sentantc de cada rcgi~o, foj desenvolvido o proccdimcnt2. 
heuristico ele AJUSTE FINO, q11e executa uma an6lisc de pos-
otirnizaçio sobre todos os n6s da rede. 
A princjpal vantagem observada 11os testes rcnli 
zados foi o fato de se conseguj1' ampliai' o universo de can 
didatos, alivianJo as restrições originais, sem incorrer em 
um peso ma1or para o 'rogra1na de otimização. Esta caracte 
ristica se mestra bastante vilida quando associada a proc~ 
dimentos heurísticos de otimização, ou quando se tem q11e 1! 
dar com redes de grande porte, com as quais o pLlllé'je~dor 
nao tem grande fam1liariedade. 
Considerando os testes realizados, verificot•-so 
que apos a realização de um AJUSTE FlNO, a reincidênci11 do 
procedimento nZío alterou a solução jií anteriormente cncon 
tr11cla. Cont11do, mudando-se 11 orden1 de escolha d11 central, 
-l s:L 
que irií iniciar o procedimento, a ~;olm:~o se altera. Assim, 
julgamos que um;J ava.l iaçiio de ill tcrn;1t ivas ele escol lu cLl 
central inicia] seja convcn.i.cntc, buscando :1 mc1hor poJ Ítj_ 
ca de localizac;ões. Este procedimcnt·o poderia scr implcmc!l 
tado computacionalmente SCJE ncnhum;1 dificulcl:Jdc teórica. 
-15~-
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