Uncertainties are common in 3-D geological models, due to different causes. We address here uncertainties introduced by input data quality and incomplete knowledge with a stochastic approach. Instead of only one model, we obtain a set of probable realizations. We then apply information entropy to analyze and visualize uncertainties in discretized representations of the models. In a simple example, we use this approach to compare uncertainties of different geological scenarios. The results can also be analyzed quantitatively, suggesting that the method has a potential beyond pure visualization and, actually, gives uncertainties a meaning.
Introduction
Geological models, are used today in a wide variety of applications to analyze and visualize the structural setting below ground. A common problem for all geological models is that they have to be constructed based on a limited amount of information. Furthermore, this initial information can have a highly varying quality. This leads to significant uncertainties in the constructed model, ranging from data imprecision, to uncertainties in the model interpolation, to incomplete knowledge. Still, to date, there is no comprehensive method to assess, analyze and visualize these uncertainties (Turner, 2006) .
We address here structural uncertainties, introduced by data quality (i.e. uncertain observations of formation boundaries and orientation measurements), and incomplete knowledge (e.g. the question if an additional fault exists) with a stochastic simulation method (Wellmann et al., 2010) . Based on probability distributions assigned to the geological information used to construct the model, several input data sets are created. A geological model is (automatically) constructed for each of these data sets, with the implicit potential-field method (Lajaunie et al., 1997) implemented in GeoModeller . We derive several structural representations that are all probable, given the uncertainties in the raw geological information. Several possibilities exist to analyze this set of realizations for the 3-D model, but visualizing uncertainties in a complex 3-D model poses another challenge. We apply here a method based on the concept of information entropy (Shannon, 1948) . It has useful properties considering the analysis of uncertainties, in addition to visualization. This measure has already been applied by (Leung et al., 1993) to 2-D fuzzy sets and we extend it here into the third dimension, for uncertainties in structural geological models.
In this paper, we will briefly outline our technique to simulate uncertainties in complex 3-D geological models. We will then outline the information entropy measure and show how it is applicable to analyze uncertainties. As a test of feasibility, we apply the uncertainty simulation, and subsequent information entropy analysis, to a simple structural geological model with uncertainties.
Materials and Methods

Type of Geological Modeling Considered here
We apply here the information entropy method to visualize and analyze uncertainties in structural geological models. These models are commonly used to show and analyze the structural setting of the subsurface (i.e. the distribution of geological units and faults or other structural features), based on a variety of different data sources. These sources can be direct observations of the geology, for example in surface outcrops or from drill-core, or interpretations from indirect measurements, for example seismics, gravity and magnetic measurements or wireline logs in wells. The distribution of geological units, surfaces and contacts between units and offsets on faults is modeled from interpolations and extrapolations of these data sources, based on geological constraints, for a defined model region. A variety of methods exist to construct geological models (see, for example, Caumon et al., 2009; Chiles et al., 2004 , for a more general introduction to modeling and concepts). For the examples shown below, we apply an implicit function approach based on an interpolation of a harmonic potential field (Lajaunie et al., 1997; Calcagno et al., 2008) .
Uncertainty Simulation for Geological Models
All geological models are subject to several kinds of uncertainty (e.g. Mann, 1993) , ranging from conceptual uncertainty and incomplete knowledge to uncertainties associated with the model construction methods and imprecision in the input data itself (Fig. 1) . We apply here an approach to simulate uncertainties in geological models that are due to imprecision in the input data with a stochastic approach. The method is described in detail in Wellmann et al. (2010) and we will provide only a brief summery here. The method consists essentially of five steps (Fig. 2 ).
1. Construction of an initial representation of the subsurface structures (i.e. the geological model), as the best possible model that can be constructed based on all available input data. For the model construction, we use an implicit potential-field modeling approach (Lajaunie et al., 1997) , implemented in the software GeoModeller (for further details see Calcagno et al., 2008; Guillen et al., 2008) . Main advantages of using this approach are that it incorporates a meaningful geological reasoning and that model reconstruction is automatically possible when input data are moderately changed.
2. Assignment of probability distributions to the input data (data positions and orientation measurements). Input data can be considered as discretized geological observations and a variety of different probability distributions is possible, depending on the type of uncertainty.
geological model representations.
5. The geological models are exported into a useful format and processed to analyze and visualize uncertainties.
To apply the entropy concepts described above, we require a subdivision of the whole model space into a regular sub-domain (i.e. cell) structure and an estimation of probability PF for each geological unit to occur in any one cell at position x. Firstly, we are determining an indicator function for each geological unit F. This function is a subset of the whole model space and defined as:
( 1) For the n geological models, we obtain n indicator fields for each geological unit F and can use these functions to estimate an indicator probability function (2)
Information Entropy
We are briefly describing the concept of information entropy and its application to visualize and analyze uncertainties in 3-D geological models. For a detailed description and simple examples, please see Wellmann and Regenauer-Lieb (2011) .
The concept of information entropy was first defined by Shannon (1948) in a study performed to identify the amount of information required to transmit English text. The underlying idea was that, given the probabilities of letters occurring in the English alphabet, it is possible to derive a measure describing the missing information to determine the full text of a partially transmitted message, where information is understood as the information required to identify the message, not the information of the message itself.
Based on several theoretical considerations, Shannon derived the following equation to classify a measure of the missing information, often referred to as information entropy:
The information entropy H is defined as the sum of all products of probabilities p for each possible outcome i of N total possible outcomes with its logarithm. The minimum value is 0, because log 1 = 0 and limx!0(x log x) = 0 (possible to prove with L'Hopital's theorem, see Ben-Naim, 2008) . The logarithm can be taken with any base, depending on the applied unit of information. We will use the logarithm with base "2'" in the following examples and discussion, as it relates to the information unit of one bit (see below). 
Application of Information Entropy to Visualize and Analyze Uncertainties
As a test of feasibility, we apply the techniques described above to visualize uncertainties in a simple geological model. We will also apply the techniques to identify and visualize the differences of uncertainties when a model data base is extended with additional information and different geological hypotheses are tested.
Geological Model
We are considering here a very simple geological setting with three geological units, separated by sub-parallel surfaces, dipping to the East (Fig. 4a) . The model is constructed with an extent of 5 kilometers in East-West and North-South direction and to a depth of 2 kilometers. As model input data, we consider here observations of unit boundaries and one orientation measurement at the land surface (Fig. 4b) . In the first example, we visualize uncertainties at depth originating from uncertainties in these data. For the second model, we use additional (uncertain) data for the geological units at depth (visualized in the cross-section, Fig. 4c ) and analyze the change in subsurface uncertainty. Also in the cross-section, we define surface data and orientation of a fault (red dots and line) that we use for a geological hypothesis test in Model 3. Further data is added for Models 4 and 5, to simulate the effect of additional drillhole data on the model uncertainty (Fig. 4d ). 
Uncertainty Simulation
We apply the method described in Sec. 2.2 to simulate the effect of uncertainties in the input data on the geological model. For each of the example models, 50 possible realizations are computed and stored. We assume here that all input data points and measurements are subject to some uncertainty and assign a normal distribution to all values. Mean value of the distribution is the initial (best guess) value. The standard deviations are listed in Tab. 1. The models are exported into a regular mesh with 1 million cells and each cell has the dimensions 50 x 50 x 20 meters. Indicator functions for all units are determined (Eq. 1).
Model 1: Visualization of Model Uncertainties
With the first example model, we want to evaluate the effect of uncertain model input data at the surface to modeled structures in the deeper parts of the model. We are only using the data de-fined in the surface map (Fig. 4b ) and assign associated uncertainties to observation point positions and orientation measurement.
Results of the uncertainty simulation for the first model are presented in Fig. 5 . One common possibility is to plot estimated probabilities, calculated here as indicator function probabilities with Eq. (2), for all geological units separately (Fig. 5a ). Although this is a convenient way to represent uncertainties of one unit, it is not useful to visualize overall model uncertainties. Applying Eq. (3) for each cell, we obtain a measure of uncertainty combining all unit probabilities (Fig. 5b) . We can now identify areas where the geological unit is accurately known (with respect to the considered raw data uncertainties), where H = 0. Where H > 0 (center figure), at least some uncertainties exist. Where H > 1 (right figure), all three units are possible and where H ≈ 1:58, all geological units are approximately equally probable and the uncertainty is maximal. This example shows that information entropy can be used to visualize uncertainties of the whole model and, additionally, provides a quantitative measure for the uncertainties. 
Model 2: Uncertainty Reduction with Additional Data
In example Model 1, we could observe that large model uncertainties at depth exist due to only small measurement uncertainties at the surface. We will now evaluate how, and where, additional data at depth will reduce uncertainties in the model. Additionally to the data points used in Model 1, we are now using data defined in the cross-section. These data points are also considered to be uncertain (Fig. 4c) . As expected, additional data at depth clearly reduces the model information entropy (Fig. 6a) . In order to identify areas where exactly uncertainties are reduced, and by how much the additional data reduces the information entropy, we can calculate entropy differences at each cell. We can then plot areas where the entropy in the new model is lower (Fig. 6b, left figure, green colors) and areas where the entropy is increased (Fig. 6b , right figure, red colors). These difference plots provide a detailed insight into where the model uncertainties are different for two simulated scenarios. 
Model 3: Geological Hypothesis Testing
In Model 2, we visualized the decrease of model uncertainties with additional data. We now want to evaluate how a different geological hypothesis would change the model entropy. We are testing the hypothesis that a reverse fault exists somewhere between the data points at the surface and the points at depth. Fault position and behavior are controlled by the additional red points in the cross-section (Fig. 4c) . A 3-D representation of the geological model is shown in Fig. 7a , with a reverse fault (red surface) offsetting the geological units. Looking at the information entropy of this model (Fig. 7b) , we note that there are high values of information entropy around the position of the fault. This is also clearly visible in the difference plots (Fig. 7c) , where the entropy is reduced in some parts of the model (left figure, green colors) , but greatly increased around the fault (right figure, red colors) . Visualizing the changes with entropy differences provides a direct insight into uncertainty changes for hypothesis testing. 
Model 4 and 5: Evaluate Uncertainty Reduction with Additional Data
A common question for many applications of geological models is where, and how, additional data would help constrain and optimize the geological model. This is a very complex question and has to be considered in detail for each case. We want to show here an application of the information entropy measures to identify how additional information, for example derived from new drillholes, would change uncertainties in the model.
We are testing the effect of two hypothetical new drillholes positioned along the cross-section (Fig. 4d) . In the first case, the drillhole is placed between the known data points (Model 4) and in the other case, near the Eastern end of the model where the geological units can be expected to be at a deeper position (Model 5). Positions of the unit contacts in the drillhole are estimated and, again, subject to uncertainty.
We are now mainly interested in the entropy differences between the two drillhole scenarios and Model 2 (containing the data at depth, but not the fault). Visualizing differences of information entropy between Model 4 and Model 2 (Fig. 8a) we observe no great reduction in information entropy and model uncertainty. But when the drillhole is placed in the extrapolated parts of the model in the far East, as simulated in Model 5, information entropy is significantly reduced in these areas (Fig. 8b) . Information entropy is here used as a measure to identify and visualize the value of additional data. 
Discussion
The results propose that our method can be used to simulate, analyze and visualize uncertainties in structural models that are due to the frequent problem of imprecise knowledge of the input data. We successfully combined a stochastic simulation of the input data set with an implicit geological modeling technique, and subsequent analysis with an information entropy method. The stochastic simulation technique (presented in detail in Wellmann et al., 2010 ) enables a construction of several probable model realizations with respect to uncertainties in the primary geological input data (here: surface boundary observations and orientation measurements). The geological model is then automatically reconstructed on basis of the changed input data field with an implicit potential-field method (Lajaunie et al., 1997) . Analysis and visualization of the results with the information entropy measure provided a valuable insight into the uncertainties in the structural model. We showed that it can, furthermore, be used to compare different model scenarios -for example to evaluate how and where additional data would change the model uncertainties. Our combined method, therefore, provides a detail insight into the distribution of model uncertainties.
Our results also suggest that the application of information entropy to analyze model uncertainties has a meaning beyond pure visualization. In fact, information entropy can be analyzed quantitatively (Ben-Naim, 2008) . We propose that this quantitative aspect provides many further types of analyses concerning uncertainties in structural geological models, for example as a measure to compare overall uncertainties in different scenarios or to evaluate a convergence cri-teria for stochastic uncertainty simulations. These aspects are described in more detail in Wellmann (2011).
All steps are directly based on changes in the original geological data set -not on a previously constructed geological model. The geological model is automatically reconstructed based on the changes in the input data set. This is a significant differentiation to other methods (e.g. Thore et al., 2002; Turner, 2006; Bistacchi et al., 2008; Suzuki et al., 2008) . Also, our approach is not restricted to a "2.5-D" setting (i.e. modeling techniques), but can, due to the underlying modeling method (Lajaunie et al., 1997) , handle full 3-D settings like reverse faults, overturned folds and complex fault networks. In the same context, the analysis of uncertainties with the information entropy measure is not restricted to any specific setting and can be applied to a wide variety of geological scenarios.
We showed the application of information entropy as a measure for uncertainties introduced by imprecise input data, as an example. But the method can directly be applied to analyze other uncertainties in a similar context. For example, Aug (2004) introduced a method to evaluate uncertainties in relation to the interpolation method implemented in GeoModeller (the same modeling method we used for the work presented here, see Sec. 2.1). The interpolation uncertainties could be analyzed and interpreted with the measure. Information entropy could also be used to analyze typical uncertainties in facies distribution (e.g. Journel et al., 1998; Caers, 2001; Deutsch, 2002) or in property inversion based on geophysical potential-field inversion (e.g. Guillen et al., 2008) .
We suggest that the measure of information entropy is applicable to a wide range of geological uncertainty problems, for visualization and analysis. Furthermore, it has the potential to provide an insight into model uncertainties beyond pure visualization -an important step forward towards a comprehensive quantification of uncertainties in 3-D geological models.
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