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Abstract
Human systems have been modeled and analyzed on the basis of complex networks theory in
recent time. This abstraction allows for thorough quantitative analyses to investigate which struc-
tural and temporal features of a system influence the evolution of spreading processes, such as
the passage of information or of infectious diseases. Key research questions are related to the
prediction of signal passage times and the systemic susceptibility for disease. The first part of
this work investigates how the ubiquitous modular hierarchical structure of static real-world net-
works allows for fast delivery of messages. Based on prior research concerning the informed
passage of messages in networks with small-world features, it is shown here that a variety of
modular hierarchical network models are of optimal structure for fast delivery of signals, even
if the spreading process follows purely random dynamics. To this end, new heuristics are de-
veloped to evaluate random walk mean first passage times and cover times on locally clustered
networks. A comparison to average medium approximations demonstrates that the emergence
of these minima are pure network phenomena. It is further found that not all modular hierarchi-
cal network models provide optimal message delivery structure. In the second part, temporally
varying face-to-face contact networks are investigated for their susceptibility to infection. Several
studies have shown that people tend to spend time in small, densely-connected groups or in
isolation, and that their connection behavior follows a circadian rhythm. To what extent both
of these features influence the spread of diseases is as yet unclear. To this end, a new temporal
network model is devised here which allows for a thorough investigation of a variety of network
properties and how they affect disease spreading. Based on this model, circadially varying net-
works are interpreted as moving on trajectories through a newly defined state space with one
structural and one temporal dimension. It is further revealed that in many temporally varying
networks the system becomes less susceptible to infection when the time-scale of the disease
approaches the time-scale of the network variation. This result is in direct conflict with find-
ings of other studies which predict increasing susceptibility of temporal networks, a discrepancy
which is attributed to the invalidity of a widely applied approximation. Therefore, the results
presented here imply that new theoretical advances are necessary to study the spread of diseases
in temporally varying networks.
Keywords
complex networks, random walks, epidemic spreading, modular hierarchical networks, small-
world effect, cover time, first passage time, temporal networks, epidemic threshold, face-to-face
networks, circadian human activity
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Zusammenfassung
Menschliche Systeme werden seit einiger Zeit auf der Basis der Komplexe-Netzwerk-Theorie
modelliert und analysiert. Diese Abstraktion ermöglicht es quantitativ zu analysieren, welche
strukturellen und zeitlichen Eigenschaften eines Systems Ausbreitungsprozesse beeinflussen,
z.B. von Informationen oder von infektiösen Erregern. Damit verbundene Kernfragen der For-
schung beschäftigen sich mit der Vorhersage von Ankunftszeiten in der Nachrichtenverbreitung
und der Anfälligkeit eines Systems für Krankheiten. Der erste Teil dieser Arbeit untersucht,
wie die omnipräsente modular-hierarchische Struktur statischer, real existierender Netzwerke
die schnelle Verbreitung von Signalen ermöglicht. Basierend auf früherer Forschung über in-
formierte Nachrichtenverbreitung in “Small-World”-Netzwerken wird hier gezeigt, dass eine
Vielzahl von modular-hierarchischen Netzwerkmodellen eine für schnelle Verbreitung optimale
Struktur besitzen, auch wenn diese lediglich einer rein zufälligen Dynamik folgt. Zu diesem
Zweck werden neue Heuristiken entwickelt um die Random-Walk-Observablen “First Passage
Time” und “Cover Time” auf lokal geclusterten Netzwerken zu ermitteln. Vergleiche mit der
Approximation eines gemittelten Mediums zeigen, dass das Auftreten der beobachteten Min-
ima dieser Observablen ein reiner Netzwerkeffekt ist. Es wird weiterhin dargelegt, dass nicht
alle modular-hierarchischen Netzwerkmodelle dieses Phänomen aufweisen. Im zweiten Teil
der Arbeit werden zeitlich veränderliche Face-to-Face Kontaktnetzwerke in Hinblick auf ihre
Anfälligkeit für Krankheitsausbreitung untersucht. Mehrere Studien belegen, dass Menschen
vornehmlich Zeit in Isolation oder kleinen, stark verbundenen Gruppen verbringen, und dass
ihre Kontaktaktivität einem zirkadianen Rhythmus folgt. Auf welche Weise diese Eigenschaften
die Ausbreitung einer Krankheit beeinflussen ist noch unergründet. Daher wird hier ein neues
temporales Netzwerkmodell entwickelt, anhand dessen spezifische Netzwerkeigenschaften und
ihr Einfluss auf Krankheitsausbreitung untersucht werden. Basierend auf diesem Modell wird
gezeigt, dass zirkadian variierende Netzwerke Trajektorien folgen in einem neu definierten Zus-
tandsraum mit einer strukturellen und einer zeitlichen Dimension. Es wird weiterhin dargelegt,
dass viele zeitlich veränderliche Netzwerke weniger anfällig für Epidemien sind, wenn sich die
Zeitskala der Epidemie der Zeitskala der Netzwerkveränderungen annähert. Dieses Ergebnis
steht in direktem Konflikt mit den Ergebnissen anderer Studien, die eine erhöhte Anfälligkeit
der Systeme vorhersagen, eine Diskrepanz, die auf die Invalidität einer oft verwendeten Approx-
imation zurückgeführt wird. Aus diesem Grund legen die Ergebnisse dieser Arbeit nahe, dass
die Entwicklung neuer theoretischer Methoden notwendig ist, um Krankheitsausbreitungen in
zeitlich veränderlichen Netzwerken zu untersuchen.
Schlagwörter
Komplexe Netzwerke, Random Walks, epidemische Ausbreitung, modular-hierarchische Net-
zwerke, Small-World-Effekt, Cover Time, First Passage Time, zeitlich veränderliche Netzwerke,
Face-to-Face-Netzwerke, zirkadiane menschliche Aktivität
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Introduction
If you have spotted this dissertation in the ‘Statistical Physics’ section
of your library, raised an eyebrow, and opened it wondering why this
is placed here, then please be assured that such a reaction is not out-
landish. This work is both titled “Spreading Processes in Human
Systems” and located in the Physics section because it is rooted in
complex network theory, an inter-disciplinary field of strong over-
lap with Statistical Physics and the study of Dynamic Systems. For
the last century, researchers, including physicists and social scien-
tists, have been developing methods to model and analyze human
systems as networks. In these, collection of entities (nodes) are con-
nected to each other via links. In such abstractions, nodes may rep-
resent a variety of things including for instance transformer stations
in human-built power grids [1], pages in the world wide web [2],
airports [3, 4], or people [1, 5], with links corresponding to high-
voltage transmission lines, hyper-links, airline connections, or social
contacts. An example social network, which refers to a collection of
individuals that are linked via social relationships, is displayed in
Fig. 1.1—it is the author’s ‘Facebook’ friend network1 of the year 1 In the case of a reader luckily not be-
ing familiar with Facebook, or in the
other lucky case that Facebook has van-
ished by the time this is read: Facebook
is/was an online social media platform
where users can mutually connect to
exchange information.
2014 [6]. This network will serve an illustratory purpose in this intro-
duction and in Part I of this dissertation. In Fig. 1.1, nodes are drawn
as disks and represent individuals the author acquainted. Links be-
tween any pair of nodes, illustrated as grey lines, mean that those
two nodes actively decided to be ‘Facebook friends’ with each other,
i.e. be connected on the platform such that they can exchange infor-
mation, e.g. via messages. Often, the purpose of describing a sys-
tem as a network is connected to questions about how information
spreads in them: How long does it take for a message to travel from
one entity to another? How severe will a spreading disease be for a
system? These rather abstract questions can be connected to applica-
tions and effects like efficient routing in wireless local area networks
[7], the small-world effect [1, 8], synchronization in oscillator sys-
tems [9, pp. 138 ff.], computing the two-point resistance of a resistor
network [10], predicting the arrival time of a pandemic disease [3,
4], and the development of monitoring and vaccination strategies to
mitigate the spread of an infection [11] and [9, pp. 207 ff.]. In order
for such complex applications to be fruitful, it is important to first
understand the basic principles of the emergence of complex net-
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works, their structural properties, and the influence these properties
have on primitive dynamics.
In this thesis, theoretical methods to investigate the influence of
basic structural properties of complex networks on the outcome of
simple dynamic systems are analyzed and further developed. In
the following, current central problems of the field are introduced,
based on which the argumentation and structure of the remaining
work will be laid out.
A variety of empirically collected networks from different con-
texts display a similar structural behavior: Nodes can be arranged
in densely2 connected modules, which may consist of various sub-2 In a dense network, many of all node
pairs are connected by links. Network
density is discussed in Sec. 2.1.2.
modules and so forth, recursively building a hierarchical structure
of communities. Taking the author’s Facebook network in Fig. 1.1 as
an example, nodes can be grouped according to certain contexts in
which the author acquainted the corresponding individuals, e.g. at
Humboldt University of Berlin (HU Berlin). Nodes in this commu-
nity have more connections to other nodes of the same community
than they have to nodes of other communities. Within the largest
community of HU Berlin, however, there are smaller communities
which might correspond to certain classes the individuals took to-
gether, thus building a community within a community. While this
kind of structure is often associated with social networks [12–14] it is
similarly ubiquitous in other systems, such as networks of neurons in
the brain [15–21], cellular and metabolic networks [14, 22, 23], human
transport networks [24, 25], and ecological systems [14, 26, 27]. Many
studies concentrated on developing methods to infer such hierarchi-
cal structures [14, 22, 24, 28, 29]. Less research focused on the ques-
tion why such structures emerge and persist in the first place [13,
25, 26, 30]. One hypothesis is that such structure is optimal for cer-
tain dynamic processes such as for fast passage of information or for
the stability of an ecological system [26]. Based on this assumption,
two particular studies revealed that a class of network models called
‘small-world’ networks are optimal for efficient message spreading
[13, 31]. In such small-world modeling approaches, it is usually as-
sumed that nodes are part of a strongly connected, clustered envi-
ronment but possess a small number of ‘long-range’ connections to
other parts of the network, where a single control parameter regulates
the amount of those long-range connections, interpolating between
two structural limits: a localized clustered limit and a randomized
limit [1, 13, 31]. Such networks can be of optimal structure to en-
able fast message forwarding under the condition that acting nodes
have access to local information about the network and the spread-
ing process itself, in which case they are able to identify short paths
between a source and a target [13, 31]. In this context, a modular hi-
erarchical network model was devised, showing that in between the
described structural limits, a modular hierarchical structure is opti-
mal for such informed message spreading (or informed searching,
which is equivalent) [13]. The analysis was based on an approximate
network description, only analyzing average links instead of actual
introduction 23
HU Berlin
choir
Studien-
stiftung
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Figure 1.1: The author’s Facebook
friend network. Each node (depicted by
a colored disk) represents a person the
author was “friends” with on the on-
line social media platform ‘Facebook’ in
2014 [6]. A link (straight line) between
two nodes implies that both nodes are
“Facebook friends”, which means they
both actively accepted the social media
connection—they were therefore able to
see each other’s ’feeds’ and write mes-
sages to each other, i.e. able to exchange
information. The author, who would
be connected to each of the nodes
displayed in this figure, was deleted
from the network. Nodes are col-
ored according to the main real-world
context through which the author ac-
quainted them, manually assigned. The
largest contexts “HU Berlin”, “high
school”, “Erasmus”, “choir”, and “Stu-
dienstiftung” all form strong clusters
in which many nodes have contacts to
each other. The node size varies ac-
cording to the number of connections
it has to other nodes in the network: A
larger node has more connections than
a smaller node.
network structures [32, pp. 723–729]. A variety of natural processes,
however, might not follow the logics of informed searches but have
more random, diffusion-like properties [33, 34]. Also, links of net-
works rooted in the real world are not necessarily correctly reflected
by average values but might follow certain probability distributions.
Therefore, in Part II of this thesis I investigate the hypothesis that
modular hierarchical networks emerge because they bear structural
optima for efficient random i.e. maximally uninformed spreading of
signals, modeled as random walks here. The argumentation will be
laid out as follows.
In Sec. 2.1, networks are formally defined and relevant network
properties are summarized. This includes the clustering coefficient,
the degree distribution, and a definition of modular hierarchical struc-
ture. Subsequently, small-world network models including a mod-
ular hierarchical network model are summarized in Sec. 2.2. While
those network models share certain properties, it is yet unclear how
to properly map their control parameters in a way that their struc-
tures correspond. The random walk spreading process is introduced
in Sec. 3.1, including its temporal observables ‘pair-averaged first
passage time’ and ‘cover time’: the former measures how long it
takes for a random signal to travel between any two nodes in the net-
work, the latter quantifies the time it takes to pass a signal to every
node in the network. An analytical method is summarized that con-
nects the degree distribution to the prediction of first passage times.
This method is only valid for locally tree-like networks, i.e. networks
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with vanishing clustering. Theoretical advancements concerning the
efficient estimation of the cover time for arbitrary networks are an
active field of research.
In Ch. 4, new small-world models are devised on the basis of the
existing models. The models’ control parameters are subsequently
mapped to each other, showing that all follow similar structures and
can be interpreted to be of modular hierarchical structure within cer-
tain regions of their control parameters. The discussion entails the
generalization of the small-world modeling approach which includes
all small-world models discussed. All models’ structural control pa-
rameters regulate the trade-off between connecting nodes of short-
and long-distance, varying a network’s structure from locally con-
nected to randomly drawn interactions. On this structural trajectory
the clustering coefficient decreases for all network models. For three
of the models the degree variance concurrently increases while it
stays constant in a fourth model.
Based on these models, first passage time observables are inves-
tigated in Ch. 5. It is shown that on three of the network models, a
minimum in the pair-averaged first passage time emerges in between
the two structural limits. A new heuristic is found, which for the first
time allows to estimate the pair-averaged first passage time based on
both degree distribution and clustering coefficient. Based on this
heuristic, the emerging minimum is explained by two countering ef-
fects: When manipulating a structure from being locally clustered to
becoming more random, the decreasing clustering coefficient yields
a decrease in the first passage time. At the same time, the increasing
randomization introduces more nodes with a low number of con-
nections which are harder to find randomly, therefore increasing the
first passage time. The combination of the two effects explains the
observed minimum. On the fourth small-world model, which has
constant degree variance, the minimum in first-passage time does
not emerge.
In Ch. 6, an optimal structure for fast distribution to every node
is found for those three small-world models for which the pair-
averaged first passage becomes minimal, similarly contradicting re-
sults from a corresponding average-medium approximation. The
analysis is based on a newly-found heuristic which allows for the es-
timation of the cover time based on first passage time statistics and
is demonstrated to be applicable to a variety of networks. On the
fourth small-world model, the structural optimum vanishes because
its degree distribution remains constant in between the structural
limits.
Thus, combining the results of Ch. 5 and Ch. 6, one may not draw
the conclusion that every modular hierarchical network is in a struc-
tural optimum for random messages to spread efficiently, negating
the initially posed hypothesis.
Describing connections between humans on the basis of static net-
works as it is done in Part II of this work is an oversimplification
of actual contact processes which are temporally resolved [35]. Such
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simplifications are justified when processes taking their course in the
system are associated with time-scales much longer than the time-
scale of the system’s structural change, for example for studying the
spread of pandemics through global air traffic [3]. They become less
useful when these corresponding time-scales approach values of sim-
ilar order, as they might during the spread of an infectious disease
[36]. For example, one might be interested in studying the spread of
influenza on the static social network displayed in Fig. 1.1, assuming
that every one of its links is a consequence of these two nodes meet-
ing face-to-face at least once. This would, however, be a nonsensical
endeavor: For such an infectious disease to spread from an infected
to a healthy person, these two people have to be in spatial proximity
for the several days during one of them is infected [37, 38]. Yet, many
of the people linked in this static network do not meet face-to-face
for years, rendering the static network a useless description of the
human system in this context.
In order to obtain insight into the properties of actual human con-
tact processes, two series of large-scale experiments measured face-
to-face contacts between human individuals with a high temporal
resolution in recent years [5, 39–42]. Their results show that people
tend to spend time in small, densely connected groups, and change
both their connectivity and activity based on a circadian rhythm.
The size of these groups is heterogeneously distributed, and several
temporal observables are following heterogeneous distributions, too,
such as the duration of a face-to-face contact as well as the time a
person stays isolated. This heterogeneity in interaction times is prob-
lematic because it defies the extraction of a definite time-scale which
the time-scale of a disease can be compared to. Several approaches
to model the aforementioned properties of real-world contact sys-
tems postulate that nodes spend time in groups and activate con-
tacts based on heterogeneous memory-kernels, while ignoring the
circadian rhythm [43–46]. This raises the question whether the het-
erogeneity of several network properties is indeed inherent to these
systems, or whether they are emergent phenomena of underlying
simple node behaviors that change with a circadian rhythm, as was
for instance shown to be the case for heterogeneous inter-event times
in e-mail communication [47, 48]. Furthermore, it is still unclear
how to properly classify the structural and temporal properties of
these networks over time and their influence on epidemic spreading.
Thus, in Part III of this work I investigate in which way properties of
temporal networks emerge as based on simple Poissonian processes
with circadially varying rates and how this description influences the
spread of infections.
First, temporal networks and the empirically collected contact data
of references [5, 41, 42] are summarized in Sec. 2.3. Subsequently, ex-
isting modelling approaches are described in Sec. 2.4. In Ch. 7, a new
temporal network model is formulated which is based on two funda-
mental node behaviors that are expressed with two rates: an active
disconnection rate and an active reconnection rate. A variety of net-
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work properties can be computed analytically. It is shown that the
network fragmentation process to form densely connected groups
emerges from the fundamental node behaviors. Subsequently, a new
method is developed to infer the temporal variation of the dis- and
reconnection rates from empirically collected data. It is found that all
networks can be interpreted to follow similar trajectories in a newly-
defined state space with one structural dimension and one temporal
dimension. The structural dimension is quantified by the expected
mean degree and the temporal dimension is reflected by the active
reconnection rate per node, thus allowing for the first time to clas-
sify temporal networks as a point in this space where structural and
temporal mixing are given by average node properties. Simulating
the devised model with these varying rates, it is shown that the het-
erogeneity of the group-size distribution arises due to the circadian
rhythm and a certain experimental practice. This practice entails the
discretization of ime by binning contacts to equally-sized time inter-
vals. The heterogeneity that temporal observables display in real-
world data cannot be replicated, suggesting that other effects such
as inherent node and link heterogeneity, or memory effects might be
at play.
Concerning the spread of infectious diseases, much research has
been devoted to study compartmental epidemiological models such
as the susceptible-infected-susceptible (SIS) model on static networks
(see [11, 49–52] and [9, pp. 192 ff.]). In this disease modeling ap-
proach, an individual can be in either of two states: infected or sus-
ceptible to infection. An infected node becomes susceptible with a
recovery rate and a susceptible neighbor of an infected node becomes
infected with an infection rate, which quantifies the infectiousness
of a disease in terms of the speed with which it spreads within a
system. Such compartmental models have been successfully used to
investigate e.g. influenza spreading in a boarding school [53], the rise
of measles infections [54, pp. 8 ff.], or how diseases spread through
air traffic [3, 4]. In frameworks where nodes in a network corre-
spond to single individuals, the widely applied individual-based
Markov-chain approximation (MCA) yields insight into the epidemic
response [49–51]. The epidemic response curve quantifies the num-
ber of infected people in equilibrium as a function of the basic re-
production number—this control parameter is proportional to the in-
fection rate and reflects the infectiousness of a disease as the aver-
age number of secondary infections a ‘patient zero’ causes before
they recover [55]. For many systems, the epidemic spreading pro-
cess is subject to a phase transition: below a critical value of the
basic reproduction number the system is effectively disease-free and
resistant to outbreaks, above the critical value an endemic state is
approached. This critical value is called the epidemic threshold and
represents the susceptibility of a system to be subject to an epidemic
[55]. Using the individual-based Markov-chain approximation, it has
been shown that a heterogeneous degree distribution lowers the epi-
demic threshold such that even weak diseases can become endemic
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in such systems, which was confirmed with simulation results us-
ing a discrete-time approximative SIS simulation algorithm instead
of the original Poisson process [49, 51]. Skepticism towards the gen-
erality of this result, however, was raised, because the MCA assumes
that infection states of neighboring nodes have zero covariance, an
assumption which was shown to be violated in a number of systems
[52]. Furthermore it was argued that the discrete-time approximative
simulation method reduces the covariance between neighboring in-
fection states such that the correspondence between simulation and
MCA increases in these systems [52].
In the context of temporally resolved face-to-face contact networks,
only few efforts have been undertaken to study the consequence of
this temporal description on both the epidemic response and the epi-
demic threshold, as opposed to the description as a static, averaged
network [45, 56, 57]. They found that in almost all empirical and
model temporal networks, the epidemic threshold decreases when
the time-scale of the disease (as quantified by the recovery rate) ap-
proaches the time-scale of the structural network change. This result
is remarkable because it would mean that the shorter an individ-
ual is infected, the more likely the disease is to become endemic
in a system—indeed a highly counter-intuitive result. These results
are, however, all based on the MCA and discrete-time approxima-
tive simulations. Due to the objections described above, which were
raised for the application of these methods on static networks [52],
one may wonder about the validity of these results when the actual
Poisson spreading process in continuous-time is considered on tem-
poral networks. Furthermore, it is still unclear how the fragmented
network structure influences the spreading process, especially when
this structure is varying with a circadian rhythm. To find answers to
these questions, Part III of this work concludes with a detailed anal-
ysis of spreading processes in temporally resolved contact networks.
To this end, modeling and simulation approaches to study the SIS
model on static and temporally varying networks are introduced in
Sec. 3.2, including a method to simulate the exact Poisson process in
continuous time. In Ch. 8, this method is used to simulate the ex-
act SIS process on temporally varying model networks in continuous
time and to compare the results to predictions obtained using the
MCA. In order to systematically study and compare the influence
of structural and temporal properties on the spreading process, the
networks are considered to be at a constant point in the state space
newly defined in Ch. 7. For a purely random network model it is
found that the MCA only approximates simulation results well in
regions where a node is connected to many other nodes or where it
often changes its environment. Reducing either the mean degree or
the node mixing rate, simulation results show an increasing epidemic
threshold, essentially making the system less susceptible to disease.
In contrast, the MCA predicts a decreasing threshold which would
mean the system becomes more susceptible, in direct conflict to the
simulation results. An analysis of group-structured networks reveals
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similarly conflicting results. Expanding the discussion to real-world
temporal networks and their corresponding surrogates of Ch. 7 it
is shown that the consideration of a circadian activity rhythm in-
troduces complex behavior in the epidemic response curves. Since
the networks can be interpreted to follow trajectories in the newly-
defined state space they might enter regions where they are sparse
and slowly changing enough for a disease to vanish. Thus, sudden
jumps in the epidemic response curves may appear, an effect previ-
ously unobserved and non-replicable by the MCA.
The results of this work therefore suggest that the development
of new theoretical approaches is necessary to accurately study the
spread of diseases in temporally resolved contact networks.
Ultimately, the work presented here advances the understanding
of basic dynamic processes in certain human systems modeled as net-
works. It shows how to connect network structure to the analysis of
spreading processes, introduces several methods to analyze temporal
and structural properties of those systems, and shows that some of
the methods applied to understand basic processes are flawed. While
the field is currently expanding to study more and more complex
processes on increasingly complex structures, this work underlines
the importance of taking a step back and understanding the basics
before moving on and understanding the complex.
Part I
Human Systems as Networks:
Theory & Data

2
Networks
As indicated in the introduction, networks have proven to be a pow-
erful tool to analyze spreading processes in real-world systems. This
first part of the dissertation therefore summarizes both concepts and
open questions in current research regarding networks and spread-
ing dynamics. This chapter focuses on the theory behind conceptu-
alizing real-world situations on the basis of a network picture, leav-
ing basic spreading processes for Ch. 3. The concepts and data in-
troduced here present a comprehensive and in no way exhaustive
overview, but rather focus on points which are of importance for the
results presented in Part II and Part III.
Sec. 2.1 introduces several network definitions and their corre-
sponding mathematical formulations, including a comprehensive de-
scription of networks with modular hierarchical structure in Sec. 2.1.7.
These properties are the basis for the discussion of certain network
models in Sec. 2.2 and in particular the small-world effect in Sec. 2.2.4.
Subsequently, the discussion is extended to networks that vary over
time in Sec. 2.3. The empirical data on which the discussion of
Part III is based is presented in Sec. 2.3.3 and existing temporal net-
work models are briefly discussed in Sec. 2.4.
2.1 Network Properties
Networks have certain structural properties that can be used to e.g. es-
timate the outcome of dynamic processes running on them, or to dis-
tinguish the heterogeneity of nodes in a network. Both of these will
be relevant within the scope of this thesis. To this end, the adjacency
matrix will be introduced in this section, based on which the node
degree distribution and the global clustering coefficient will be de-
fined. Furthermore, the average shortest path length and the concept
of networks consisting of multiple components will be summarized.
While other network properties and descriptions exist and are use-
ful, their definitions are not of relevance for this work and hence the
discussion will be constrained to those mentioned before.
2.1.1 The Adjacency Matrix and Some Other Network Definitions
A network is a representation of a set of entities and a set of connec-
tions between any two of those entities.1 The entities will be called
1 The distinction of a connection of two
entities has to be made since there are
descriptions where contacts of three or
more entities are considered called ‘hy-
pergraphs’, however, these are not of
concern in this work.
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“nodes” in the following and the connections will be referred to as
“links”, “edges”, or “contacts”.2 When a node u is connected to node2 However “contact” will usually be
used in the context of temporal net-
works, see Sec. 2.3.
v by a link, v will be called a “neighbor” of u’s and vice versa. All
nodes which are connected to node u by a link will form u’s neighbor
set Nei(u), sometimes also called neighborhood.
Since links only ever connect two nodes at once, one can describe a
network by a so-called adjacency matrix, which is used to keep track of
the connections and non-connections between nodes and will prove
to be a useful mathematical object later on. In a network of N nodes,
the adjacency matrix A is an (N × N)-sized matrix. In the simplest
case, a network is unweighted an undirected. Then, the adjacency
matrix is given as
Avu =
1 if v is connected to u,0 otherwise.
In an undirected network, the existence of an edge (u, v) means that
the edge points from node u to node v, and from node v to node u.
Hence, the adjacency matrix is symmetric as A = AT . An example
is displayed in the upper left panel of Fig. 2.1. The total number of
edges is given by counting all one-entries of A as
m =
1
2
N
∑
u=1
N
∑
v=1
Avu. (2.1)
Note that while the symbol m will be mainly used to refer to edge
counts, the symbol e will be used in Ch. 7.
All empirical and synthetic networks discussed in this thesis will
be undirected and most will be unweighted. Exceptions are random
walk transition matrices which can be interpreted to be weighted and
directed, which is why the discussion is briefly extended to directed
and weighted networks below. For weighted networks and each pair
of nodes (u, v), the entry Avu of the adjacency matrix describes the
strength of the interaction3 between node v and node u. Usually for3 What “strength of the interaction” ac-
tually means heavily depends on the
context in which a network description
is chosen to be applied.
an entry Avu = 0 it is implied that there is no connection between u
and v. In contrast, if Avu > 0, a connection exists4 and its strength
4 Note that the limitation of Avu be-
ing positive is relatively arbitrary. It
is made here since for mosts contexts
in this thesis, some kind of spread-
ing probability will be proportional to
this weight. In order to properly de-
fine and normalize this probability, it
is necessary that this weight is non-
negative. Other networks which are
based on e.g. correlations or reaction
rates might very well contain negative
edge weights.
is Avu. An example for this kind of adjacency matrix is shown in the
lower left panel of Fig. 2.1.
In a directed, weighted network, for each pair of nodes (u, v) the
entry of the adjacency matrix Avu describes the strength of the inter-
action on node v given that the source of the interaction is node u.
An entry Avu = 0 usually implies u cannot influence v or that a com-
modity cannot spread from node u to node v. In contrast, if Auv > 0,
node v can be influenced by node u. Hence, the adjacency matrices
are not necessarily symmetric such that A 6= AT . An example is
shown in the lower right panel of Fig. 2.1.
Empirical networks are often both directed and weighted. In or-
der to analyze the contact structure only, those are often converted
to undirected and unweighted networks. This is useful when, for in-
stance, new analysis methods are developed which are usually sim-
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Figure 2.1: Example networks from
the space {undirected, directed} × {un-
weighted, weighted} and their respec-
tive adjacency matrices. Additionally
marked in pink is a self-loop which
might occur.
pler to evaluate on the latter. Using the Heaviside step function
Θt(x) =
0 x ≤ t,1 x > t,
a weighted directed network defined by the adjacency matrix AWD
can be converted to an unweighted directed network AUD as
AUDvu = Θt(A
WD
vu ),
also called a thresholding procedure because all weights above a thresh-
old t are converted to unweighted edges and all edge weights below
or equal to the threshold will be deleted. Further simplifying the
structure, the network can be made undirected by applying the step
function once again to obtain
AUUvu = Θ0(A
UD
vu + A
UD
uv ).
Then, the matrix AUU is symmetric and its entries consist of ones and
zeros only. This procedure will be useful in Ch. 6 where empirical
networks will be reduced to their undirected and unweighted coun-
terparts in order to test the newly developed method for computing
the mean cover time.
2.1.2 Node Degree and Degree Distribution
Nodes can play different roles depending on their properties and the
situation one wishes to analyze. One of a node’s simple properties is
its total number of neighbors, a number which will be referred to as
its degree in the following. The degree conveys some important infor-
mation about a node’s role for certain dynamic processes. Consider,
for example, a random search process in which one aims at locating
a target node by randomly jumping from node to node following
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connections between them. In such a process, a node of large degree
will ususally get found in a smaller number of steps than a node with
degree one, simply because the latter it is only reachable by a single
edge—and a node with degree zero will not be found at all. Situa-
tions like these will be analyzed in Sec. 3.1a and Part II of this work.
Similarly, an infected node connected to a single healthy node is less
likely to cause a single infection per unit time than an infected node
connected to a hundred healthy nodes, for the whole reason of hav-
ing a hundred-fold more possibilities to do so. Dynamic processes
of this kind will be discussed in Sec. 3.2 and Ch. 8.
Nei(  ) = {a, b, c, d}
Nei(  ) = {}
=
=
Figure 2.2: A small network and some
node neighborhoods. The node u has
the neighbor set Nei(u) = {a, b, c, d}
and is therefore associated with the de-
gree ku = |Nei(u)| = 4, while the node
v is not connected to any other node
and therefore has degree kv = 0.
Based on the adjacency matrix A of an undirected network as de-
fined above, the degree of a node u is defined as
ku =
N
∑
v=1
Avu. (2.2)
A node’s degree is equally given by the cardinality of its neighbor-
hood
ku =
∣∣Nei(u)∣∣.
An example for neighborhoods and node degrees is shown in Fig. 2.2.
In certain cases which will be further discussed later on, it suffices to
analyze a network by assuming every node is approximately equal
to an average node with mean degree
〈k〉 = 1
N
N
∑
u=1
ku.
Using Eq. (2.2) and Eq. (2.1) one further finds
〈k〉 = 2m
N
which means that the mean degree is also quantifying the total num-
ber m of edges in a network of N nodes. The mean degree further
measures the density of a network. If 〈k〉  N, a network is called
sparse. Increasing the mean degree corresponds to making the net-
work denser. A network where at N → ∞, the ratio 〈k〉 /N > 0 is
called dense.
One way to measure node heterogeneity is to compute the degree
variance
Var [k] =
1
N
N
∑
u=1
[ku − 〈k〉]2 =
〈
k2
〉
− 〈k〉2 .
Typically, one speaks of a network with homogeneous node degree
when the degree variance is of a similar order as or lower than the
mean degree. A more reliable way to investigate node degree het-
erogeneity is to analyze the whole degree distribution. The degree
distribution is denoted by Pk which represents the probability that a
node picked at random has degree k.5 In network models, the degree5 Technically, the distribution is a prob-
ability mass function (pmf) because the
domain is discrete, but this will not be
of concern here.
distribution may be computed to follow a given functional form, but
for finite-size samples or empirically connected networks, Pk usually
refers to a normalized histogram.
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The example network shown in Fig. 2.2 has a degree distribution
which is depicted as a histogram in Fig. 2.3a. The single node v with
degree k = 0 is associated with Pk = 1/10. There are no nodes with
only a single connection.
The author’s Facebook friend network shown in Fig. 2.3 follows
an exponential distribution with mean 〈k〉 = 10.98 in Fig. 2.3b, which
will be expressed as k ∼ E(1/ 〈k〉) in the following. The expo-
nential distribution follows the probability density function P(k) =
〈k〉−1 exp(−k/ 〈k〉) with degree variance Var [k] = 〈k〉2, which fits
well to the Facebook network’s empirical distribution with degree
variance Var [k] = (10.83)2. As the variance is one magnitude greater
than the mean degree, the network is considered to have a hetero-
geneous degree distribution. Particularly, a few nodes have rather
large degrees of k = 62 or k = 63. These will be referred to as hubs.
2.1.3 A Word on Heavy-Tailed Distributions
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Figure 2.3: Degree distributions of
(a) the exemplary network shown in
Fig. 2.2 and (b) the Facebook network
shown in Fig. 1.1 and (c). (a) In the ex-
ample network, the probability to sam-
ple a node of degree k = 0 is Pk = 1/10
because a single node of the N = 10
nodes comprising the network has zero
degree. (b) The degree distribution of
the author’s Facebook friend network
may be modeled with an exponential
distribution. A maximum likelihood fit
reveals an exponential decay with mean
〈k〉 = 10.98. The network’s degree vari-
ance Var [k] = (10.83)2 fits well with
the exponential hypothesis which pre-
dicts Var [k] = 〈k〉2. (c) The Facebook
friend network with each node colored
according to its degree with k = 0 cor-
responding to white and k = 63 corre-
sponding to pink.
At this point it seems useful to introduce the notion of homogeneous,
heterogeneous, and heavy-tailed distributions in the way they are
used here. In certain contexts, homogeneous distributions refer to
situations where the distribution’s variance is of the same order as
its mean, as it was used in the context of degree distributions. In
Part II, network models are introduced where the node degree vari-
ance increases from Var [k] = 0 to Var [k] = 〈k〉. In this case, it will be
said that the degree distribution becomes more heterogeneous even
though the limit Var [k] = 〈k〉 is considered homogeneous, the reason
being that certain dynamics react sensitive even to small changes in
the degree distribution. The exponential distribution, which will be
used many times in this work, has variance Var [x] = 〈x〉2. For de-
gree distributions, this would already be considered heterogeneous
because the outcome of spreading and random walks is usually com-
pared to homogeneous structures (see e.g. Sec. 3.2).
However, in the case of waiting time distributions the exponen-
tial distribution τ ∼ E(ω) will be considered to be homogeneous,
because it decays more quickly than so-called heavy-tailed distri-
butions, such that the waiting time between events is associated
with a single time scale ω−1. As an illustration, consider a wait-
ing time distribution comprised of multiple time scales distributed
as ω ∼ E(ω−10 ) where ω−10 = τ0. In this case, the waiting time
distribution is given as
P(τ) =
∞∫
0
dωω exp(−ωτ) 1
ω0
exp(−ω/ω0)
=
τ0
(τ + τ0)2
.
This resulting distribution is part of a family called heavy-tailed dis-
tributions which means that a slowly decaying tail prevents the ex-
istence of certain moments which diverge. Values distributed ac-
cording to heavy-tailed distributions can therefore not be associated
36
with a typical scale, which is a problem in a number of contexts.
For instance, the mass of an adult human being follows a homoge-
neous distribution, associated with a typical scale: the average mass,
e.g. ≈ 70 kg for German, Austrian, and Norwegian conscripts [58].
For an application such as the transport of 100 soldiers to another
base, it therefore suffices to compute the total amount of mass moved
as 100× 70 kg. On the other hand, stock price returns follow a heavy-
tailed distribution [59]. Therefore, if a stock broker places 10 bets on
stocks and predicts their expected return as the 10-fold of the aver-
age return, it is very likely that they go bankrupt on highly probable
low returns before they hit a high return. In this case, the mean is
not representative of the distribution, which lacks a typical scale.
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Figure 2.4: Different model distribu-
tions to illustrate heavy tails. Shown
here are an exponential distribution
(not heavy-tailed), and power-law, log-
normal, and power-law with exponen-
tial cutoff (heavy-tailed distributions).
While the definition for heavy-tailed distributions given above is
straight-forward in theoretical contexts, empirically collected data
is usually of finite size and as such, all moments are always com-
putable. Therefore, in this thesis, distributions will be called heavy-
tailed when they roughly follow a power-law P(x) ∝ x−µ in a dom-
inant region of the domain (see Fig. 2.4). Famous examples include
the log-normal distribution or the power-law itself. Power-laws with
a cutoff-behavior effectively limit the domain to an upper bound,
however will be included in the heavy-tailed class here because while
there is an upper bound, it is still not possible to associate the distri-
bution with a single scale.
2.1.4 Clustering Coefficient
Social networks are networks in which nodes represent individuals
of a social species and links represent relationships between them,
e.g. friendships, frequent grooming, or just an increased amount of
time spent together. In those networks, it is not unusual to find
high occurrences of triadic closure—meaning that if an individual is
‘friends’ with two other individuals, it is likely that those two indi-
viduals are ‘friends’, as well. One way of quantifying this is to mea-
sure the conditional probability that any two nodes are connected by
a link given that they are both connected to a focal node. In an undi-
rected unweighted network with adjacency matrix A, this clustering
coefficient of a single node i is defined as
Ci = P [Aiu Auv Aiv = 1|Aiu Aiv = 1] .
Since the conditional probability that two nodes u, v are connected
to the focal node i given that they are part of the corresponding
triangle is always P [Aiu Aiv = 1|Aiu Auv Aiv = 1] = 1, this clustering
coefficient evaluates to
Ci =
P[Aiu Auv Aiv = 1]
P[Aiu Aiv = 1]
.
Any two nodes which are not the focal node may connect to the
focal node to form a so-called two-star of form •−•−• where the focal
node is the central node. The total expected number of two-stars
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Figure 2.5: An illustration of the clus-
tering coeffcient. In the depicted net-
work of N = 5 nodes, the number of
two-stars per node is ∧ = 5/4 and the
number of triangles per node is 4 =
3/4. Consequently, the global cluster-
ing coefficient is C = 3/5. Note that the
global clustering coefficient may dif-
fer from the average clustering coeffi-
cient per node which here is 〈Ci〉 =
(1/3)(1/3+ 1+ 1) = 7/9.
with focal node i in the center is therefore given as
∧i = 12 (N − 1)(N − 2)× P[Aiu Aiv = 1]. (2.3)
Similarly, the total expected number of triangles that the focal node
is part of is given by the amount of two-stars which are triadically
closed
4i = 12 (N − 1)(N − 2)× P[Aiu Auv Aiv = 1]. (2.4)
With these definitions, the clustering coefficient of focal node i can
be computed as the ratio of expected closed two-stars
Ci =
4i
∧i .
An illustration of those observables is shown in Fig. 2.5. In certain
network models, each node i is statistically equivalent, meaning that
their average properties will be equal and thus independent of the
node. In this case, ∧i = ∧j ≡ ∧ as well as 4i = 4j ≡ 4 such that
Ci ≡ C = 4∧ .
This is the definition of the clustering coefficient which will be used
to measure triadic closure in the network models defined in Ch. 4.
For empirical networks or samples of a network, the clustering coeffi-
cient will be defined as the global probability of triadic closure given
by the ratio of closed two-stars such that again C = 4/∧ where
4 = 1
N
N
∑
i=1
1
2
N
∑
u=1
N
∑
v=1,v 6=u
Aiu Auv Aiv
∧ = 1
N
N
∑
i=1
1
2
N
∑
u=1
N
∑
v=1,v 6=u
Aiu Aiv.
Note that in this case however, the global clustering coefficient will
not be equal to the mean clustering coefficient of a focal node 〈Ci〉
because in general 〈∧/4〉 6= 〈∧〉 / 〈4〉. One further notes that a
single node of degree k will be the center of (1/2)k(k− 1) two-stars
and as such
∧ = 1
2
[〈
k2
〉
− 〈k〉
]
=
1
2
[
Var [k]− 〈k〉+ 〈k〉2
]
.
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In this work the clustering coefficient will be used to quantify how
useful certain network models are to model social networks when
the only criterion for “usefulness” is non-zero probability of triadic
closure.
The author’s Facebook friend network has ∧ = 113.5 two-stars
per node,  = 58.26 triangles per node, and is therefore associated
with a global clustering coefficient of C = 0.51.
2.1.5 Networks Composed of Multiple Components
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Figure 2.6: (Top) component size distri-
bution of the author’s Facebook friend
network with values n1 = 14, n2 = 3,
n6 = n7 = n329 = 1, and ng′ = 0
for g′ /∈ {1, 2, 6, 7, 9}. Eq. (2.5) yields
the correct number of nodes in the net-
work N = (1× 14) + 2× 3+ 6× 1+ 7×
1 + 329× 1 = 362. (Bottom) the corre-
sponding network, where each node is
colored according to the component it
is part of.
In some undirected networks, not every target node can be reached
from every source node. If this is the case, the network consists
of multiple disconnected components with drastic consequences for
certain dynamics: For instance, since some nodes are not reachable,
the average mean time to reach every node diverges. In order to
avoid such difficulties, one typically extracts the largest component of a
network. In order to find all components of a network, the following
algorithm can be used:
1. Mark each node as not being part of a component and set the
number of components to zero.
2. Iterate through all nodes
(a) For each node, check whether it is marked as being part of a
component.
(b) If it is, proceed with the next node in the list of all nodes.
(c) If it is not, mark the node with the next component number
and increase the number of components by one. Then:
i. For each of the node’s neighbors, check whether it is marked
as being part of a component.
ii. If it is, proceed with the next neighbor.
iii. If it is not, mark the neighbor with the current component
number, set the focus to this neighbor and proceed with
steps (i)-(iii).
This recursive algorithm yields a set of distinct components, each
component being a set of nodes. One may quantify a network’s frag-
mentation using the group-size distribution ng which refers to the
number of groups of size g. In any case, the union of all compo-
nents contains all of the network’s nodes. Therefore, the group-size
distribution is constrained by
N =
N
∑
g=1
g× ng. (2.5)
In connection to bond percolation [32, pp. 347 ff.], above a critical
number of edges in the system (or a critical number of average con-
nections per node, which is equivalent), a network has a largest com-
ponent of size gmax ∼ O(N). In Part II, this component will be
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extracted to avoid divergences in temporal observables. For the au-
thor’s Facebook network shown in Fig. 1.1, the component analysis
shows that there exists a single largest component of size gmax = 329
and several significantly smaller components (see Fig. 2.6). A brief
discussion of the critical mean degree for a largest component to
emerge will be held in Sec. 2.2.2.
In the context of temporal face-to-face networks, a single snapshot
often consists of a multitude of small-sized densely connected com-
ponents (see Sec. 2.3.3). A major contribution of this thesis will be to
investigate the influence of this group-size distribution on the spread
of diseases in Ch. 8.
2.1.6 Shortest Path Lengths
For several problems approachable using network theory, it is impor-
tant to know how “far” two nodes are away from each other. Some
examples include the navigation of public transport, the minimal ar-
rival time of data packets sent over the internet, or the risk of disease
import. Usually, the notion of distance between two nodes is defined
as the minimal number of edge traversals needed to travel from a
source node u to a target node v—the shortest path length suv. This
shortest path length can be found using Dijkstra’s algorithm [60].6 6 Because shortest paths are only of mi-
nor concern in this thesis the explana-
tion of this algorithm will be omitted.
Considering search algorithms, where starting at a source node u,
the task is to find a target node v, the shortest path between those
nodes corresponds to the optimal search time. If a search algorithm
has maximum information about the network, it can apply Dijkstra’s
algorithm to find the shortest path and simply follow it. Usually,
however, search processes will only have access to local information
or, in the worst case, no information at all—the search process will be
random. Computing the average number of steps it takes a random
search to arrive at a destination therefore places an upper bound on
search times of any informed search.
shortest path from a to d
Figure 2.7: An illustration of a short-
est path. There is an infinite number
of paths from node a to node d. High-
lighted are the paths a → c → d and
a → c → b → d. The shortest path
length from a to d is sda = 2. There
are N(N − 1) = 12 target-source pairs
in this network. Choosing nodes b and
c, both contribute three shortest paths
of length s = 1 because they are con-
nected to all other nodes. The nodes a
and d both miss a connection to a sin-
gle other node and therefore contribute
two shortest paths of length s = 1 and
a single shortest path of length s = 2 to
the average. Hence, the average short-
est path length of this network is 〈s〉 =
(2× (3× 1) + 2× (2× 1+ 1× 2))/12 =
7/6.
In order to quantify the general “closeness” of any two nodes in a
network, it is common to compute the average shortest path length
〈s〉 = 1
N(N − 1)
N
∑
u=1
N
∑
v=1
suv,
where suu = 0. Networks where the average shortest path length
scales as 〈s〉 ∝ log N with the number of nodes N are called small-
world networks [1] because compared to e.g a lattice, only a small
number of steps are necessary to travel from one node to another (on
average). The small-world effect will be discussed more detailed in
Sec. 2.2.4 and Part II of this work where the pair-averaged first passage
time will be computed as an upper bound for the average time of
an informed search, thus generalizing the small-world effect. The
pair-averaged first passage time will be introduced in Sec. 3.1.5.
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Figure 2.8: Illustration of how networks
can be viewed as a system of hierarchi-
cally organized modules and how these
structures will be analyzed in this the-
sis. (Top row) A network is first parti-
tioned into regions which are “closer”
to each other. In a second step, each of
these regions is again partitioned into
regions which are “closer”. Further
partitions within those regions are po-
tentially possible. In this thesis, the hi-
erarchically nested version of Infomap
is run to find a modular hierarchi-
cal network partition, where nodes be-
ing “close” refers to a random walker
spending a substantial amount of time
in their region before transferring to
some other parts of the network (see
App. A.). (Bottom row) this network
partition can be displayed as a tree of
height L. The central node which does
not have any predecessors is called root
and contains all subregions of the total
network. An internal node is any par-
tition which contains regions or nodes
of the original network. A node with-
out any successors is called a leaf and
refers to a node in the original net-
work. The number L of found hierar-
chical layers is the maximum number of
steps it takes to traverse from any leaf
to the root while only going upwards.
The height L of the found tree is one
of the measured structural observables
to quantify modular hierarchical struc-
ture. Furthermore, each internal node I
(or submodule) carries BI submodules.
From these, the mean number 〈B〉 of
submodules per internal node is com-
puted (including its standard deviation
in later parts of this thesis).
A
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2.1.7 Modular Hierarchical Structure
A ubiquitous feature of real-world networks is that they display com-
munity structure, meaning that one may partition a network into
a collection of modules, each representing a distinct set of nodes.
Nodes in a module are considered to be “closer” to each other than
to nodes in other modules, often quantified as having more connec-
tions to nodes within the module than to nodes in other modules
[61–64]. Various studies have further considered the presence of hi-
erarchies of these communities, describing networks that contain fur-
ther submodules within modules [14, 24, 28, 29, 61], as illustrated in
Fig. 2.8. A remarkable number of natural and social systems can be
described as a hierarchy of modules [28, 65], such as brain networks
[15–20], metabolic and cell networks [14, 22, 23], human transport
networks [24, 25], ecological systems [14, 26, 27] and social networks
[19, 65] (examples given below). When analyzing empirical networks
for their modular hierarchical structure, one typically refers to the
found partition by means of an inferred tree (see Fig. 2.8), where
the root refers to the zero-level partition which contains all nodes, an
internal node refers to any module containing submodules or nodes,
and a leaf of the tree corresponds to the actual nodes in the analyzed
network. The tree’s maximum distance L between any leaf and the
root is called its height and is synonymous with the number of hi-
erarchical layers. Each internal node I (corresponding to a module)
possesses a number BI of submodules.
A significant amount of research has focused on developing al-
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Facebook
Students Dolphins Terrorists
Figure 2.9: Modular hierarchical struc-
ture of various social networks, where
nodes (white disks) refer to individuals
and a link between two of those indi-
viduals existed when they spent a cer-
tain amount of time with each other
or exchanged information. Colored cir-
cles refer to modules. A colored cir-
cle within a circle refers to a submod-
ule within a module. More detailed in-
formation about the networks and the
inferred modular hierarchical partitions
can be found in Tab. 2.1.
gorithms to partition empirical networks in a modular hierarchical
way [14, 19, 24, 28, 29, 66]. However, the purpose of this thesis will
be to investigate the question of why such hierarchical organization
emerges and persists in the first place. Strategies to address this
question involve the search for structural optima regarding the effi-
cacy of certain dynamics, which will be further discussed in Sec. 2.2.4
and Sec. 3.1. While the focus of this work will therefore lie on the dy-
namical implications of modular hierarchical structure, it will some-
times be necessary to infer such structure. Since here, only qualita-
tive descriptions are necessary, the particular choice of the inference
algorithm is not of importance. Hence, a single algorithm called In-
fomap will be used [29, 67, 68], due to its high efficacy compared to
other methods and its close relatedness to spreading dynamics. The
algorithm infers structural organization by hierarchically grouping
regions of nodes in which a random walker spends a considerable
amount of time before entering other regions (random walks will
be explained in detail in Sec. 3.1). Infomap minimizes the minimum
description length of an ergodic random walk, which is given as an
average number of bits and can be interpreted as a measure of how
“compressible” the network is, given the found modular hierarchical
network partition. A more detailed description of the algorithm’s
functionality is given in App. A.
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Network N 〈k〉 C 〈s〉 L 〈B〉
B. F. Maier’s Facebook friends network [6] 362 11.0 0.51 3.6 3 9.6
Cooperation between students [69] 185 3.4 0.53 6.5 3 4.1
Social interaction in dolphins [12] 62 5.1 0.31 3.4 3 7.8
Associations between terrorists [70] 62 4.9 0.36 2.9 3 8.6
Power grid in Western U.S. [1] 4941 2.7 0.10 19.0 7 5.5
Table 2.1: Network properties of a col-
lection of real-world networks and re-
latedness to modular hierarchical struc-
ture. The Facebook network [6] refers
to the network shown and discussed
in Fig. 1.1. In the student network,
nodes represent college students and a
link is drawn when they worked to-
gether on any assignment [69]. The dol-
phin network consists of nodes repre-
senting individual dolphins and links
represent relationships. A relation-
ship was defined as dolphins spend-
ing a significant amount of time with
each other during a 7 year observation
period [12]. After the terror attacks
against the U. S. on September 11, 2001,
an association network between terror-
ists was drawn [70]. Each node repre-
sents a terrorist, and a link is a qualita-
tive assessment of whether these terror-
ists where in any way in contact with
each other. In the power grid network,
a link between two nodes represents a
high-voltage power line between two
generators or transformer stations, rep-
resented by nodes [1]. Listed are the
number N of nodes, the mean degree
〈k〉, the global clustering coefficient C,
and the average shortest path length on
the largest component 〈s〉; furthermore
the evaluated number L of hierarchical
layers and the mean number 〈B〉 of sub-
modules per module, using the proce-
dure described in the main text.
Regarding the modular hierarchical structure of real-world net-
works, examples are analyzed below, with a description of the net-
works and an overview of the results regarding the network structure
given in Tab. 2.1. Four social networks of varying size are analyzed
and shown in Fig. 2.9. In each of those networks, nodes represent
individual people or animals and links represent any kind of asso-
ciation between them. All networks are found to be partionable by
trees of height L = 3 and with average numbers of submodules per
module ranging from 〈B〉 = 4 to 〈B〉 = 10. While being relatively
sparse with a low mean degree, they have non-vanishing clustering
and a relatively low average shortest path length. An example for a
larger network of significant modular hierarchical structure is shown
in Fig. 2.9, where the power grid of the Western U.S. is analyzed (de-
scription given in Tab. 2.1). Infomap finds a tree of height L = 7
with an average number of 〈B〉 = 5.5 submodules per submodule.
Clustering is lower than in the social networks and the average short-
est path length between nodes is higher, even when considering the
larger number of nodes.
Studying modular hierarchical structures, it is often found that
modules might overlap, obfuscating the assignment of a node to a
particular module. This can be resolved by studying modular hier-
archical clustering of links rather than nodes [71]. These kind of
overlapping structures evolve from nodes taking part in different
kinds of social contexts such that links build modules according to
the contexts they are activated in. While this is inarguably a more in-
tuitive picture, the structure of many networks is still well-captured
by node-centric approaches as was demonstrated here. Since the
purpose of this work is to qualitatively investigate the influence of
modular hierarchical clustering on dynamics, this node-centric ap-
proach will sufffice.
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Figure 2.10: Modular hierarchical struc-
ture of the Western U. S. power grid
where each node (white disk) repre-
sents a generator or transformer station.
A link represents a high-voltage power
line between a pair of those. Each col-
ored circle corresponds to a module
and each circle within in a circle is a
submodule of the module represented
by the enclosing circle. For this net-
work, Infomap finds a modular hierar-
chical partition of height L = 7 with
an average number of 〈B〉 = 5.5 sub-
modules per submodule. (Inset) usu-
ally, an average node of a submodule
will have more connections to another
node within the same submodule than
to a node within the same module (but
different submodule).
2.2 Static Network Models
There exist many network models, each to highlight different phe-
nomena observed in real systems or to be used as reference models to
compare effects on other networks. In this section, all network mod-
els used in this thesis will be introduced and their relevant properties
and effects will be explained.
Figure 2.11: A two-dimensional square
lattice of finite side length a = 8.
2.2.1 Regular Networks and Lattices
Very popular networks in physics and chemistry are any kind of lat-
tice: nodes are positioned in symmetric ways on a geometric surface
of integer-valued dimension and only connect to ‘near’ neighbors in
a periodic manner.7 An example is the two-dimensional square lat- 7 There exist non-periodic lattices but
traditional physicists are not very fond
of those.
tice of N = a2 nodes with a ∈ N+, shown in Fig. 2.11 for a = 8.
Lattices like these are popular because they represent a discretized
version of space on which certain analyses are simplified or com-
putationally more feasible. The most important feature concerning
dynamics is that the average shortest path length is rather large on
such networks: In order to traverse from one end of the network to
another, one has to pass from nearest neighbor to nearest neighbor;
there are no shortcuts. However, networks like the one shown in
Fig. 2.11 do not possess clustering—the number of closed two-stars
is zero. They are therefore less useful to study social networks in
which C > 0.
Figure 2.12: A k-regular nearest-
neighbor lattice with k = 4.
A lattice model which solves this problem is the k-regular nearest-
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neighbor lattice. For this model, nodes are positioned equidistantly
on a ring and connect to their k nearest neighbors where k = 2k′
with k′ ∈ N+ (see Fig. 2.12). In this network model, every node is
connected to k nodes such that the degree distribution is Pk′ = δkk′ .
Each node is the center of ∧ = (1/2)k(k − 1) two-stars. In order
to find the number of closures between those two-stars, note that
links exist between all k of a focal node’s neighbors which are of
distance < k/2 on the ring, hence the number of triangles per node
is  = (3/8)k(k − 2), see Fig. 2.13. Consequently, the clustering
coefficient is given as
C =
3(k− 2)
4(k− 1) . (2.6)
For instance, choosing a number of k = 4 neighbors per node, the
clustering coefficient is C = 1/2, similar to the value of the au-
thor’s Facebook friend network (C = 0.51). Similarly to the two-
dimensional square lattice, the average shortest path length is rela-
tively large: starting at a focal node, a target node is between d = 1
and d ≈ N/2 steps away on the ring, hence the average shortest
path lengths scales as 〈s〉 ≈ N/4 on a ring. Introducing connec-
tions between k nearest neighbors, a walker may skip k/2− 1 nodes
per step, leading to 〈s〉 ≈ N/(2k). The largest component of the
Facebook friend network has a shortest path length of 〈s〉 = 3.6 and
consists of N = 329 nodes with a mean degree of 〈k〉 = 11.9. While
the nearest-neighbor lattice yields a plausible value of clustering for
the discussed network, it fails to reproduce the network’s short path
length with a corresponding value of 〈s〉 ≈ 14.
-k/2 +k/2
-k/2
+k/2
Figure 2.13: Evaluating the triangles
per node in the k-regular nearest neigh-
bor lattice. Consider a focal node at
node position i = 0. Then, every node
−k/2 ≤ u < 0 and 0 < u ≤ k/2
is connected to node i. Consequently,
every node v = 0 with u + 1 ≤ v ≤
min(k/2, u + 1 + k/2) closes a two-star
to form a triangle. Hence, finding the
number of triangles per node reduces
to evaluating the grey area marked in
this figure, which is found to be  =
(3/2)× ((k/2)2 − k/2).
A special case of the k-regular nearest neighbor lattice is the com-
plete network (k = N− 1). In this network of N nodes, every possible
link exists. It is therefore a model of perfect interconnectedness with
an average shortest path length of 〈s〉 = 1 and unit clustering C = 1.
Due to the fact that every node is connected to every other node, the
complete network is an ideal model for perfectly well-mixed systems
as a substrate for dynamic processes: At any time, each node has
complete information about the state of the whole system. In con-
trast, a node in a k-regular nearest-neighbor lattice has only access
to its local environment. An example complete network is shown in
Fig. 2.14.
Figure 2.14: A special case of a k-
regular network is the complete net-
work in which each node is connected
to each other node (and therefore has
degree k = N − 1). Depicted here is an
example with N = 9.
In order to investigate mixed systems with higher sparsity and less
clustering, the random k-regular network model is used. Within this
model, each node has exactly k neighbors, but connections between
nodes are chosen at random. Since the connections are random, the
clustering coefficient is approaching C → 0 for k  N. An efficient
sampling algorithm is given in [72].
Within well-mixed systems of lower density, it is assumed that
any two entities have uniform probability of encountering each other
within a fixed amount of time and that any entity has access to a
similar-sized subvolume of the system. In physical chemistry, this
approximation is often used to model the temporal evolution of the
number of chemical reactants given their chemical reaction equa-
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tions [73]. The k-regular network, due to its definition, represents
a “quenched disorder” state of such a system where connections be-
tween entities are sampled once and then remain. It is therefore
a useful structure to study how the discretization of a contact sys-
tem changes the outcome of certain dynamic processes taking their
course on the substrate compared to the well-mixed case. For an
explicit example of this, see the discussion of epidemic spreading in
Sec. 3.2. It will further be used as a model network for which a new
heuristic to compute the cover time of random walks yields almost
exact results (see Ch. 6).
2.2.2 Erdo˝s–Rényi Random Networks
One of the simplest stochastic network models is defined as follows:
In a network of N nodes, connect each pair of nodes (u, v) with
probability pER.8 The ensemble defined by the number of nodes N 8 While this description suffices to de-
fine a method to sample networks from
the ensemble, a more efficient sampling
algorithm is given in [74]. If not stated
otherwise, the latter algorithm will be
used in this work whenever Erdo˝s–
Rényi networks are constructed.
and this connection probability pER is called the G(N, pER) random
graph. Even though this definition was introduced by Gilbert in 1959
[75], it is widely attributed to the names of Erdo˝s and Rényi, who
defined a similar ensemble G(N, m) in the same year [76]. In their
model, a fixed number m of all node pairs is chosen to be connected.
However, in this thesis, only the G(N, pER) model will be used (due
to their similarity it suffices to discuss one of them) but referred to
as the Erdo˝s–Rényi (ER) random graph.
The random graph is widely used as a reference model to find
structural features of other network models and empirically observed
static networks which are not caused by noise. For instance, the clus-
tering coefficient is relatively large in social networks (e.g. C = 0.51
in the author’s Facebook friend network), whereas the mean degree
is small compared to the number of nodes (an upper bound is given
by e.g. Dunbar’s number which places the maximum possible num-
ber of active social relationships per individual at ≈ 150 [77]). Fol-
lowing the definition in Sec. 2.1.4, the clustering coefficient is the
probability that two neighbors of a node are connected. Since in the
Erdo˝s–Rényi model every edge is independently drawn with proba-
bility pER, the clustering coefficient is simply equal to this probability
CER = pER. (2.7)
Furthermore, a single node has N − 1 potential neighbors, each of
which it connects to with probability pER and so its mean degree
will be
〈k〉 = pER × (N − 1). (2.8)
Assuming that the mean degree remains constant with growing num-
ber of nodes N, the connection probability consequently vanishes
and so does the clustering coefficient. Hence, the ER random graph
model is usually not a proper candidate to model social networks. It
serves as a reference model to networks of similar mean degree.
One can further compute the complete degree distribution. Be-
cause a single node has N − 1 potential neighbors and connects to
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each of those with probability pER, the probability that a node has
degree k is equal to the probability of k “successes” and N − 1− k
“failures” in N − 1 Bernoulli trials which is
Pk =
(
N − 1
k
)
pkER(1− pER)N−1−k. (2.9)
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Figure 2.15: A sample Erdo˝s–Rényi net-
work and its degree distribution for pa-
rameters N = 50 and 〈k〉 = 3, com-
pared to the theoretical binomial distri-
bution Eq. (2.9).
An example is shown in Fig. 2.15. Node degrees of the ER graph
therefore follow a binomial distribution k ∼ B(N, pER) with variance
Var [k] = NpER(1− pER) N
1= 〈k〉 , (2.10)
which implies that nodes are rather homogeneous concerning their
number of connections. An example is shown in Fig.Another im-
portant property of ER networks is that nodes are quickly reachable
from all over the network. The average shortest path length scales as
〈s〉 ∝ log N,
which is substantially lower than in, e.g. k-regular nearest neighbor
lattices. The largest component of the Facebook friend network has a
shortest path length of 〈s〉 = 3.6 and is composed of N = 329 nodes
which yields log N = 2.5 for the ER network model, which is of
similar order. The ER model therefore accurately reproduces short
paths in the network, however, its vanishing clustering coefficient
fails to accurately model the Facebook network’s clustering of C =
0.51.
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Figure 2.16: Largest component and
component size distribution on sam-
ples of the ER network with N = 105.
Below the critical value of 〈k〉c = 1
components form whose sizes are dis-
tributed exponentially. The relative size
of the largest component gmax/N van-
ishes, however. At the critical point, the
component size distribution follows a
power-law. Above the critical value, a
large component of size O(N) forms.
The size distribution of the remain-
ing components follows an exponential
shape again.
Like random k-regular networks, Erdo˝s–Rényi networks are par-
ticularly useful as a first step towards discrete systems when analyz-
ing “well-mixed” systems, especially because they are easily tractable
analytically due to their simple definition. Bond percolation is an ex-
ample [32, pp. 347 ff.]. In percolation problems, one aims at finding
the critical density of either sites (in networks: nodes) or bonds (in
networks: links) at which a giant component emerges: A component
which consists of a non-vanishing number of nodes in the thermody-
namic limit N → ∞. Before this critical density, the network consists
of components whose sizes are distributed exponentially. The largest
component of size gmax will vanish relatively to the number of nodes
gmax/N → 0. At the critical point, a phase transition occurs; the
component size distribution will follow a power-law. For densities
above the critical value, a giant component of size gmax/N > 0 exists.
The size of the remaining components is distributed according to an
exponential distribution again. For the ER network model and link
percolation, this critical density is given as pER,c = 1/(N − 1), i.e.
at 〈k〉c = 1 (see [32, pp. 347 ff.]). One may find this result intuitive:
each average node has to connect to more than one other node in
order for structures larger than pairs to form. The group-size distri-
bution and average largest component size of the ER network model
are illustrated in Fig. 2.16.
In this work, the ER model will be used to study how the first
passage time of random walks changes when varying the substrate
structure between lattices and the random graph in multiple ways
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(Part II). A temporal version of the ER graph (introduced in Sec. 2.4.2)
will be used to study the spread of diseases in temporal networks in
Part III. In this context, the critical degree for a large component to
form will be of importance.
2.2.3 Random Geometric Graphs
A two-dimensional random geometric graph (RGG) [78] can be in-
terpreted as a random model for simple two-dimensional lattices,
where nodes are connected to nodes in their vicinity. By varying the
definition of ‘vicinity’ (i.e. the connection radius), the model can be
used to model the spread of infectious diseases with varying reach
in groups of humans [79].
Figure 2.17: A sample random geomet-
ric graph in two dimensions without
periodic boundary conditions.
RGGs can be defined in the following way. Distribute N nodes
on the unit square [0, 1)2 where their positions are drawn randomly
from a uniform distribution as xu, yu ∼ U (0, 1) for each node u.
Here, U (a, b) refers to a continuous distribution of values on the in-
verval [a, b) with constant probability density f (u) = 1/(b− a). Let
ru = (xu, yu) be the position vector of any node u. Then, an edge be-
tween a pair of nodes (u, v) is drawn if and only if ruv = |ru− rv| ≤ R
where R is the connection radius. These networks have a homoge-
neous degree distribution due to the fact that the probability of a
node having k neighbors is approximately equal to the probability of
exactly k nodes being inside a disc with radius R around the focal
node which is of Poissonian shape. As derived in [78], in the limit of
large N, the clustering coefficient is given as
C2DRGG = 1− 1√
pi
× 1
Γ(3/2)
×
(
3
4
)3/2
, (2.11)
where “2DRGG” implies “two-dimensional random geometric graph”.
In the equation above, Γ(x) denotes the Gamma function. Note that
this result does not depend on the connection radius R. As RGGs
are modeling lattices, their average shortest path length is typically
higher compared to the average shortest path length of, e.g. Erdo˝s–
Rényi networks. An example RGG is shown in Fig. 2.17.
2.2.4 Small-World Effect and Corresponding Network Models
As mentioned several times before, social networks carry two very
important properties. First, they are highly clustered. An illustration
was given by the author’s Facebook friend network, in which the
global probability that two neighbors of a node are neighbors, too, is
C = 0.51. The second fundamental property is that they are ‘small-
world’, which means that their average shortest path length scales
as 〈s〉 ∝ log N [1]. The emergence of short paths between two un-
connected nodes in social systems was first demonstrated in Travers’
and Milgrim’s small-world experiment [8]. Within their study, the re-
searchers handed 300 packets to individuals spread across the U.S. and
gave them the task to send the packet to a single person located in
Boston. This assignment came with a caveat: An individual was only
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Figure 2.18: Some example networks
constructed with the algorithm by
Watts and Strogatz [1]. At rewiring
probability pr = 0, the networks are
equal to a k-regular nearest neigh-
bor lattice. With pr = 0.1, roughly
10% of the edges have been rewired,
possibly connecting a few nodes to
other nodes further away, creating short
paths. At pr = 1, every edge has been
rewired, such that the resulting net-
work is strongly randomized (but not
equal to an ER network).
allowed to send the packet to the target person if they knew them on
a first-name basis. If they did not, they had to send the packet to
another person they did know on a first-name basis, hoping this per-
son would know the target person. This second person then had to
act in the same way. Roughly 20% of the packets arrived at the target
person, each of those trough chains of an average length of ≈ 6. It
would be foolish to assume that this number is equal to the average
shortest path lengths of the acquaintance network in the U.S.—after
all, ca. 80% of the packets were lost, the source sample was biased
(≈ 100 source persons lived near Boston and ≈ 200 source persons
lived in Nebraska), and the reported chains were by no means as-
sured to be the shortest. Nevertheless, it was surprising that such
short chains exist at all. In order to model social structures which
are clustered and spread out, but still possess short chains, a net-
work modeling approach by Watts and Strogatz connected two of
the simple network models introduced above [1]. ER networks were
shown to possess low average shortest path lengths, but do not pos-
sess any clustering. On the other hand k-regular networks show high
clustering but walkers require, on average, substantially more steps
to travel from one node to another. Watts and Strogatz construct
small-world social networks based on those models as follows.
One begins with a k-regular nearest neighbor lattice on a ring and
introduces a structural control parameter, the rewiring probability pr.
For each node, one iterates through each of its k/2 rightmost neigh-
bors. With probability pr, each edge connecting the focal node to the
corresponding rightmost neighbor is cut. Afterwards, a second node
is chosen with the condition that this second node is different from
the focal node, the former rightmost neighbor, and any other node
the focal node is already connected to. Then, the edge is rewired
between the focal node and the chosen new neighbor.
Examples of resulting structures for different values of pr are
shown Fig. 2.18. In the limit pr = 0, no edge rewires and therefore
the network is equal to the k-regular nearest neighbor network. Clus-
tering is high and the average shortest-path length is, as well. For
growing rewiring probability, a small amount of edges is rewired to
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nodes further away and hence, the average shortest path length de-
creases, while only a small number of triangles is broken. At pr = 1
every edge has been randomized. Therefore clustering is low and
so is the average shortest path length. Systematically increasing the
rewiring probability pr yields a picture illustrated in Fig. 2.19a. Al-
ready with a small amount of rewired edges, the average shortest
path length decreases rapidly, while global clustering persists. At
the same time, the mean degree stays constant, but the degree distri-
bution becomes more heterogeneous (see Fig. 2.19b).
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Figure 2.19: Properties of Watts–
Strogatz networks. With only a few
rewired edges (low pr), the aver-
age shortest path length 〈s〉 decreases
rapidly, while the global clustering C
persists. The mean degree stays con-
stant because the number of edges re-
mains constant. However, the degree
distribution becomes broader (increas-
ing Var [k]).
This result conceptualizes the following: In a world where the
population is spread out and only knows its local surroundings, it
suffices to have a few long-range connections for short communica-
tion paths to appear.
A second, more complicated problem is associated with the ques-
tion how people are able to identify these short chains to send mes-
sages efficiently. Certainly, they do not have knowledge about the
whole network. To answer this question, Kleinberg introduced a
variation of a small-world model with an inherent notion of distance
[31], see Fig. 2.20. Within this model, nodes are positioned according
to a two-dimensional lattice and connected to their nearest neigh-
bors. Furthermore, the notion of distance duv between two nodes u
and v is introduced by setting it equal to the shortest path length
suv on the lattice. Afterwards, two nodes u and v are connected
with a probability algebraically decaying with distance as puv ∝ d
µ
uv.
The exponent µ ≤ 0 therefore controls the amount of long-ranged
edges added to the underlying structure of local connections. Klein-
berg revealed that under certain conditions there exists an optimal
value µ = −2 at which a lower bound of the message delivery time
(measured in steps) becomes minimal. The conditions are based on
Travers’ and Milgrim’s experiment and read as follows:
Any node u currently carrying a message which is supposed to be
delivered to a target node t has information about
“(i) the set of local contacts among all nodes (i.e. the underlying grid
structure);
(ii) the location, on the lattice, of the target t; and
(iii) the locations and long-range contacts of all nodes that have come
in contact with the message” [31, p. 165].
Figure 2.20: Illustration of the Klein-
berg small-world model [31]. The basis
is a two-dimensional lattice where each
node u is connected to its nearest neigh-
bors, where the distance duv between
two nodes u and v is given by their
shortest path length on the lattice. The
focal node is furthermore connected to
every other node v with some distance-
dependent probability puv ∝ d
µ
uv, µ ≤ 0.
These conditions imply that individuals are informed about the spread-
ing process itself, the local structure of the network and some have
a notion of distance. Yet, natural spreading processes like diffusion,
synchronization of oscillators, or spreading of diseases may follow
more random, non-informed behaviors [34]. It will therefore be of
interest to compute message passing times of random processes in
such small-world networks.
One particular network property which is not reflected by any of
the two models introduced above is that networks are often orga-
nized in a modular hierarchical structure (see Sec. 2.1.7). This prob-
lem was approached with the introduction of a third small-world
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Figure 2.21: Illustration of the modular
hierarchical social network modeling
approach presented in [13]. (a) Mod-
ular hierarchical community structure
is introduced by considering a modi-
fied B-ary tree of height L. Each in-
ternal node (represented by ◦) groups
together either B subgroups or g leaf
nodes. Hence, each leaf node of the
final social network (represented by •)
is locally part of a group of size g.
The social distance between two nodes
is given by the distance of their low-
est common ancestor in this hierarchi-
cal tree. (b) A schematic average ad-
jacency matrix as produced by the tree
shown in (a). Darker shades represent
a higher connection probability. Due to
this structure, such models are often re-
ferred to as stochastic block models [80,
81].
network model by Watts, Dodds, and Newman [13]. Within this
model, each node is part of a local group of size g which is orga-
nized in a hierarchical tree (see Fig. 2.21a). Each pair of nodes (u, v)
is associated with a hierarchical distance `uv, which is equal to the
number of steps to find their lowest common ancestor in the tree.
Nodes in the same group have hierarchical distance ` = 1, nodes
whose groups are distinct but lie in the same module are of distance
` = 2 and so forth. Then, two nodes are connected with probability
p` = c exp(−α(` − 1)) which produces a nested-block structure in
the average adjacency matrix (see Fig. 2.21b). Here, the control pa-
rameter α controls the amount of ‘long-distance’ connections a node
has where ‘distance’ refers to a social distance. It is not a distance
in the classical sense because the triangle inequality does not hold.
One particular advantage of this model is that at α = 0, the model is
equal to the ER network model, which is not the case for the other
network models. Furthermore, the mean degree is kept constant
which means that on average, the number of connections in the sys-
tem remains constant, regardless of the chosen value of α—this is the
case for the Watts–Strogatz model but not for the Kleinberg model.
Using this hierarchical model, the authors showed that by the same
informational conditions that Kleinberg gave, there exists a value of
the control parameter α at which the message passing time becomes
minimal. They further relate that the Kleinberg model is similar to
theirs. For their proof, they do not use the explicit network structure
of this model but only work with connection probabilities between
nodes of distance `uv. Hence, their results are valid for the average
medium but do not necessarily reflect the properties of actual single
network samples.
Based on the models introduced in this subsection, this thesis is
going to investigate the following points. First, these models are all
related in their concepts, however, two of them do not reach the ER
model in the randomized limit, which might lead to difficulties when
comparing dynamic systems. Furthermore, it is unclear how exactly
they can be mapped to each other, such that their network properties
can be compared. In Ch. 4, alternative models are introduced which
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all reflect the original models but come with the advantage that their
structural control parameters can be directly mapped to each other
and their randomized limit will represent the ER model. This allows
for a direct comparison of their network properties and the defini-
tion of a generalized small-world model. It will further be shown
that the alternative models greatly ease the analytical evaluation of
certain observables. Using these models, it will be investigated in
which way true modular hierarchical structure differs from the other
small-world structure and how it influences dynamics, i.e. the spread
of random walkers (Ch. 5 and Ch. 6). Using a random message pass-
ing approach, it will be shown that certain small-world models ex-
hibit optimal structure to efficiently forward messages even without
knowledge about structure and the spreading processes. This will be
revealed to be a pure network effect which cannot be explained with-
out taking into account the explicit connectivities of nodes. It will
further be shown that this effect vanishes in another model where
the nodes’ connectivities remain constant on average.
2.2.5 Barabási-Albert Networks
Real-world networks usually possess another important property which
has been left unmentioned so far, albeit hinted at in the analysis of
the author’s Facebook friend network: Node degrees are often dis-
tributed according to heavy-tailed distributions, which means that
most nodes have a low number of connections and a very small num-
ber of nodes have very high numbers of connections. These so-called
hubs are responsible for a very short average path length and influ-
ence a number of dynamic processes drastically.
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Figure 2.22: A sample Barabási-Albert
network of N = 50, m = 2 and its
degree distribution. Two hubs are ob-
served (nodes with large degree, col-
ored teal and pink). The degree dis-
tribution roughly follows the theoreti-
cal prediction Eq. (2.12).
In order to model degree heterogeneity, Barabási and Albert de-
vised a random network model that produces networks with heavy-
tailed degree distributions [82]. Within the model, a small seed net-
work is considered initially. Afterwards, nodes enter the network
incrementally until the desired number of nodes N is reached. Each
time a node enters, it picks m other nodes v to which it connects,
each of which is chosen with probability pv ∝ kv. In [83] it has been
shown that this produces networks of degree distribution
Pk =
2m(m + 1)
k(k + 1)(k + 2)
, (2.12)
which scales as Pk ∝ k−3 for large degrees. Otherwise, the networks
possess random structure such that, for instance, the clustering coef-
ficient vanishes.
Barabási-Albert networks will be used to illustrate epidemic spread-
ing in systems of heterogeneous degree distribution in Sec. 3.2.3 and
as a model on which a newly found heuristic is able to compute the
random walk cover time with high accuracy (see Ch. 6).
Strong heterogeneity in the degree distribution greatly influences
the behavior of spreading processes as will be shown in Ch. 3. There-
fore, any modeling of small-world and modular hierarchical net-
works will omit such heavy-tailed degree distributions in order to
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avoid the obfuscation of the small-world structure’s influence on
spreading dynamics.
2.3 Temporal Networks
Networks do not necessarily have to be static. In fact, many static
networks are derived from data collected over a certain period of
time, i.e. they represent time-aggregated temporal data [35, 84]. Ex-
amples include social networks of humans or animals where con-
tacts between individuals are recorded for a certain period of time
(e.g. [12, 39, 40, 85]), or transportation networks, where in a static
picture, edges represent possible connections between stations or
stops but actual traversing between those may only occur on times
when a train or a bus runs (see e.g. ref. [84], Sec. 2.8). In recent
years, interest in analyzing the original temporally resolved data has
increased as opposed to analyses of the aggregated static network.
The former has been done in the hope of simplifying analyses by
the increased amount of information considering the temporal di-
mension. Naturally, since temporal aggregation projects data on a
lower-dimensional space, information about how a node pair was
in contact explicitly is lost when producing aggregated static net-
works. It has since been found, that, e.g. the inference of community
structure is simplified on temporal network data [86], or that during
the spread of a disease, not every node is accessible for an infection
when respecting the arrow of time in contact data [87], as opposed to
a spreading disease on the corresponding aggregated network. On
the other hand, a temporally aggregated network of air traffic pas-
sengers between airports suffices to reliably predict the origin and
arrival time of a globally spreading disease [3, 4]. In the context of
temporal human proximity networks, a central question is how the
‘temporality’ of a network influences the spread of a disease, where
‘temporality’ is ill-defined, but the question might be interpreted to
roughly mean “how different is the representation of the system as a
temporal network compared to an aggregated network for a spread-
ing disease”. The aim of this thesis will be to introduce and analyze
a new model that replicates certain properties of empirical tempo-
ral human proximity networks and to investigate the implications of
this model’s properties on the outcome of epidemic spreading.
In this section, temporally resolved human proximity networks
and their properties are formally defined and three data sets of em-
pirically recorded human proximity networks are introduced. A
collection of important structural and temporal observables of these
data sets are measured and described in detail.
2.3.1 Temporal Contact Networks
The temporal networks discussed in this work will describe tem-
porally varying face-to-face contacts between a finite set of human
individuals for the purpose of investigating epidemic spreading. It
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suffices to consider unweighted, undirected networks with constant
node number N. An edge between a node u and a node v means
that u can infect v and vice versa. Hence, the temporally varying
structure of a network will be quantified by a temporally varying
(N × N)-sized adjacency matrix
Auv(t) =
1 if u and v are connected at time t,0 otherwise.
In this adjacency matrix, contacts change as step functions in con-
tinuous time. Two ways to describe the changing structure of the
temporal network will be introduced below, illustrated in Fig. 2.23. 9 9 In the following, nodes are considered
to be denoted as integers with the con-
dition 0 ≤ u < N for each node u.A node pair (u, v) is associated with an ordered set of time pairs
(t(u,v)i,a , t
(u,v)
i,d ) where ti,a < ti,d < ti+1,a. The subscript “a” denotes an
activation time and the subscript “d” denotes a deactivation time. For
each time pair i, this means that the edge is ‘turned on’ (exists and
connects u and v) during the half-open time interval [t(u,v)i,a , t
(u,v)
i,d ).
It is ‘switched off’ (does not connect u and v) in the time intervals
[t(u,v)i,d , t
(u,v)
i+1,a). Furthermore, temporal networks will be considered
to have been collected during an experiment: At some time t0, the
experiment began and edges were recorded. Therefore, edges which
exist at time t0 may have existed before, such that the contact started
at an unknown, unrecorded time. Nevertheless, if this is the case
for a pair (u, v), the first activation time will be set to t(u,v)0,a = t0.
Note that t0 ≤ t(u,v)i,a for all node pairs (all recorded activation events
are of later time or equal to the time at which the recording process
began). Furthermore, the data collection process is assumed to have
ended at a time tmax such that the whole observation period has
length T = tmax − t0. Edges that have not been turned off before
tmax may exist longer—the exact deactivation time is unknown. Its
deactivation time will nevertheless be set to t(u,v)i,d = tmax. Therefore,
t(u,v)i,d ≤ tmax for all node pairs.
One may group certain activation and deactivation times together
if they are equal for multiple edges, resulting in a chain of global
event times t0 < t1 < t2 < · · · < tmax. The adjacency matrix changes
at the exact event times tj. At time t0, the network consists of an
initial edge set of activated contacts
ε0 =
{
(u, v)
∣∣∣0 ≤ u < v < N and t(u,v)0,a = t0} .
At each event time t0 < tj < tmax, the network change is quanti-
fied by two edge sets. The first one contains the edges ‘leaving’ the
network (being deactivated) such that
ε
(out)
j =
{
(u, v)
∣∣∣0 ≤ u < v < N and tj ∈ {t(u,v)0,d , t(u,v)1,d , ...}} .
The second set contains all edges ‘entering’ the network (being acti-
vated) with
ε
(in)
j =
{
(u, v)
∣∣∣0 ≤ u < v < N and tj ∈ {t(u,v)0,a , t(u,v)1,a , ...}} .
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Figure 2.23: Illustration of an example
temporal network with N = 8 nodes
recorded between times t0 and tmax and
two ways how the changing structure
can be recorded. (a) illustration of how
links change over time in a temporal
network. Each node pair (u, v) is de-
picted as a row. A grey horizontal bar
means that the edge between u, v was
active during this time (i.e. nodes u and
v are connected). Shown here are only
node pairs which were active during
the observation period. Note that the
links (0, 1) and (1, 7) were active before
the observation period began and the
observation was halted while link (0, 1)
was still active. Therefore, the true first
activation times of (0, 1) and (1, 7) are
unknown, as well as the true last deac-
tivation time of (0, 1). (b) the changing
network structure as a collection of time
pairs in which each link was active. (c)
the changing network as an initial edge
list and a chronologically ordered list of
edge changes.
(a)
(b)
node pair activation time pairs
(1, 7) {(t0, t1), (t2, t4)}
(2, 5) {(t3, t6)}
(0, 1) {(t0, t3), (t5, tmax)}
(c)
time initial edge set ε0
t0 {(0, 1), (1, 7)}
time edges leaving ε(out)j edges entering ε
(in)
j
t1 {(1, 7)} ∅
t2 ∅ {(1, 7)}
t3 {(0, 1)} {(2, 5)}
t4 {(1, 7)} ∅
t5 ∅ {(0, 1)}
t6 {(2, 5)} ∅
Note that due to the definitions above, these edge sets are necessarily
distinct such that
ε
(out)
j ∩ ε(in)j = ∅.
At the end of the experiment at time tmax, no edge changes are
recorded.
Due to these definitions, at any event time t0 < tj, the edge set is
updated as
ε(tj) = ε(tj−1)− ε(out)j + ε(in)j ,
with ε(t0) = ε0. This edge set completely describes the temporal
network during the half-open time interval [tj, tj+1) where tj+1 ≤
tmax.
It is common practice to discretize time when working with tem-
poral networks, which is either done by ‘binning’ or ‘sampling’. In
this work, temporal networks will be treated as objects of continuous-
time. Nevertheless, the temporal network data used in this thesis was
recorded in a binned manner, and some studies refer to sampled net-
works. Therefore, both will be introduced here.
When changing from a continuous-time to a discrete-time per-
spective, the observation period [t0, t0 + T) is divided into T/∆t
equal-sized time intervals of length ∆t, such that the new event times
are given as t˜j = n∆t with n ∈ N+, 0 < n < T/∆t.
In a binning procedure, if an edge existed at any time within the
time interval [n∆t, (n + 1)∆t), it is set to have existed during the
whole time interval. Effectively, this extends a contact’s duration
by decreasing its activation time and increasing its deactivation time
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Figure 2.24: Discretizing time by bin-
ning and sampling a temporal network.
During a binning procedure, an edge
which has been active during a single
discrete time interval is interpreted to
have been active for the whole time in-
terval. Formerly not overlapping edges
may overlap. The active duration of
edges which were shortly inactive may
be artifically prolonged. During a sam-
pling procedure, edges which are active
during the beginning of a discrete time
interval are assumed to be active for the
whole time interval. Edges which were
not active at the beginning of the inter-
val are assumed to not have been active
for the whole time interval. Short con-
tacts may be erroneously overlooked by
this procedure.
(see Fig. 2.24), potentially producing paths which did not exist in the
system by creating overlaps of edges which share nodes.
When sampling a temporal network, the original edge set is sam-
pled every ∆t. This edge set is consequently assumed to be active
for the whole time interval [n∆t, (n + 1)∆t) (see Fig. 2.24). Doing so
potentially increases a contact’s activation time to the beginning of
the following interval. It also increases a contact’s deactivation time
to the end of the corresponding sampling interval. Contacts of du-
ration smaller than ∆t may potentially be omitted, missing possible
transmission pathways.
Both procedures yield the original network only for ∆t → 0. Note
that single network samples that each exist during a single discrete
time-step will be referred to as snapshots.
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2.3.2 Temporal Network Observables
Basic Properties
Some simple structural and temporal properties of temporal net-
works quantify the system’s density and activity over time.
A node’s degree at time t is given by Eq. (2.2) where the adja-
cency matrix is replaced by the time-dependent adjacency matrix.
The mean degree
〈k(t)〉 = 2
N(N − 1)
N−1
∑
u=1
N
∑
v=u+1
Auv(t)
=
2
N
|ε(t)|
is proportional to the number of contacts in the system at time t
and is therefore an observable which quantifies the current structural
state of the network.
The number of edges being activated and deactivated during a
time-interval (t, t + ∆t] are given as
ein(t, t + ∆t) =
j′
∑
j=1
∣∣∣ε(in)j (t)∣∣∣ (2.13a)
eout(t, t + ∆t) =
j′
∑
j=1
∣∣∣ε(out)j (t)∣∣∣ (2.13b)
where j refers to the smallest event time where t < tj and j′ refers to
the largest event time at which tj′ ≤ t + ∆t. These observables quan-
tify the activity of the network during a time interval—the amount
of structural change a network undergoes in a certain period of time.
Note that in contrast to the definitions above, the half-open interval
includes the upper bound and excludes the lower bound here, which
is done in order to associate the first change in the network with the
first interval for interval sizes ∆t ≥ t1 − t0.
Over the whole observation period, the network may be in several
different structural states. In order to quantify a whole-observation
picture, the time-averaged degree distribution will be discussed, which
is given as
Pk =
1
T
tmax∫
t0
dt Pk(t).
In the context of epidemic spreading, nodes may be infected for a
long time. In this case, they ‘see’ all of the network before recovering.
In this limit, the averaged network is allegedly sufficient to describe
the interactions between nodes appropriately. The average network
is given as
Auv =
1
T
tmax∫
t0
dt Auv(t).
Note that sometimes this will be referred to as the aggregated net-
work, because the difference between the averaged network and the
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aggregated network is merely a factor T in every entry of the weighted
adjacency matrix, such that there is no structural difference between
the two.
Inter-Contact and Contact Durations
In order to quantify the behavior of human beings, the following
simple temporal observables are defined. In the context of epidemic
spreading, a contact between a susceptible and an infected node may
yield an infection event. The probability with which such an infec-
tion happens increases with increasing time. Therefore, one observ-
able of interest is a contact’s duration τC. Each activation time pair i
of a node pair (u, v) is associated with a contact duration
τC = t
(u,v)
i,d − t
(u,v)
i,a ∀ti,a 6= t0 and ti,d 6= tmax.
Note that following this definition, contacts which existed at the be-
ginning of the observation or lasted until the end of the observation
are omitted because their true duration is unknown.
Second, isolated nodes may recover without infecting any other
node, the probability of which increases with increasing inter-contact
duration—the total amount of time a node spends isolated between
their last and their next contact. Phenomenologically, the time a node
spends alone is equal to the duration of a group of size g = 1. There-
fore the definition of the inter-contact duration is equivalent to the
following definition of group life-time for groups of any size.
Group Sizes
The empirical network data introduced in the following section will
show to have an outstanding property: At any point in time, face-
to-face contact networks consist of a collection of densely connected,
distinct components, referred to as groups in the following. One ma-
jor contribution of this work will be the discussion of this group-
structure’s influence on epidemic spreading. To this end, several
group-related observables will be introduced here.
In analogy to Sec. 2.1.5, the group-size distribution of a network
at time t is quantified by the number ng(t) of g-sized components.
The procedure described in the following sequentially updates the
component sets and measures the duration τg of a group of size g.
Let Gj be the set of all components of the initial network defined
by the edge set ε j for each time t0 ≤ tj, each evaluated by running
the algorithm described in Sec. 2.1.5. Each component κ(j)` ∈ Gj is a
set of nodes with the properties
κ
(j)
` ∩ κ
(j)
`′ =
∅ if ` 6= `′κ(j)` otherwise, and
|Gj |⋃
`=1
κ
(j)
` = {u|u ∈N, 0 ≤ u < N} .
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At time t0, each node u of the network is associated with the ac-
tivation time ta(u) = t0 and the component set G0 with κ(0)(u)
denoting the component in which node u resides initially. Then,
chronologously iterating through each edge change event at time
t0 < tj < tmax, update the network according to ε
(in)
j and ε
(out)
j ,
evaluate the new set of components Gj and denote as κ(j)(u) the com-
ponent in which u resides after the update. For each event j, iterate
through every component κ(j) ∈ Gj. For a single node u in κ(j), check
if κ(j)(u) = κ(j−1)(u). If this is the case, the group persisted trough
the update, hence nothing has to be done. If κ(j)(u) 6= κ(j−1)(u), the
group κ(j−1)(u) has changed. In this case, the duration of the g-sized
group with g =
∣∣∣κ(j−1)(u)∣∣∣ is
τg = tj − ta(u).
Afterwards, set the activation time of each node v ∈ κ(j)(u) to ta(v) =
tj since a new group has formed. Proceed with the next new compo-
nent κ(j) ∈ Gj. Subsequently, proceed with the next network update.
Note that the duration of groups whose activation time is equal to
t0 will be ignored as the actual activation time lies before the begin-
ning of the observation period and is therefore unknown. Likewise,
groups which are still active at tmax are not associated with a dura-
tion because the actual deactivation times are unknown.
While there exist more sophisticated definitions to define groups
and group-durations [5], the definition introduced here is straight-
forward: A group persists as long as the set of its constituents does
not change. The duration of the group is the total period of time this
set remains constant.
In order to obtain an overview of the group-size distribution over
the whole observation period, the average group-size distribution
can be obtained as
ng =
1
T
tmax∫
t0
dt ng(t).
Note that the inter-contact duration is the time a node spends iso-
lated which is equal to the group life-time of groups of size g = 1:
τIC = τg=1.
2.3.3 Empirical Temporal Human Proximity Data Sets
Recently, two major series of experiments collected temporally re-
solved human proximity networks, the Copenhagen network study
[5, 39, 79] and the SocioPatterns project [40–42]. A brief overview of
the experiments and the data sets used in this work is given here.
Copenhagen Network Study
The Copenhagen network study entailed measuring human proxim-
ity data, text messages, phone calls, and social media contacts using
customized Android smart phones which were handed out to 1,000
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students of DTU Copenhagen (Danmarks Tekniske Universitet) [39,
79]. As the focus of this thesis lies on human proximity networks,
only this particular data of the whole set is described here, which was
measured using the phones’ built-in Bluetooth sensors. These sen-
sors were active at all times such that once a phone was within range
(. 10 m) of another phone, a contact was recorded and collected on
a server as a tuple (i,j, t, σ) with i, j being the pair of phones, t de-
noting the time of initial contact and σ representing the Bluetooth
signaling strength. In one of the experiment’s studies, it was found
that definite thresholds can be set for σ to be representative for two
phones being within certain ranges . r [79]. For the data set ana-
lyzed here, the threshold was chosen such that an adjacency matrix
entry Aij(t) = 1 means that at time t, the phones i and j where within
a distance of < 1− 2 m and an entry Aij(t) = 0 in the adjacency ma-
trix implies that at time t, the two phones were located at greater
distance. This particular distance was chosen because droplets car-
rying airborne diseases might typically travel > 1 m when breathing
indoors or > 2 m when coughing indoors [37], distances that are ex-
pected to decrease outdoors, hence choosing a mean critical distance
of 1− 2 m. One might wonder about the effects of under-sampling,
since only contacts between those students that carried the custom
phone with them were measured. However, in reference [88] it was
found that unbiased sampling does not change the statistics of struc-
tural and temporal properties of proximity data sets and hence it
will be assumed that under-sampling will not cause major deviations
when analyzing the data.
The measurement discussed in this thesis started on t0 = 0 which
corresponds to Monday, 8th of September 2014, and concluded ex-
actly one week later at tmax = 168 h. To achieve a temporal dis-
cretization, the contacts were binned with a minimal bin size of
∆t = 5 min, meaning that when a contact was active at time t, it
was set to be active during the whole time bin [n∆t, (n + 1)∆t) with
n∆t ≤ t ≤ (n + 1)∆t and n ≤ 168 h/(5 min) − 1 = 2015 being a
non-negative integer. Note that the actual measurements on phones
were run in a way that an application on the modified smart phones
measured the nearby Bluetooth devices and signal strengths for 30 s
every 5 min in a desynchronized manner (meaning that the phones
did not measure all at the same time). Due to this desynchronized
sampling, the data can be considered to be effectively binned over
5 min even though some contacts will have been missed [79]. In to-
tal, N = 412 individuals participated in the measurement over this
period of time. This particular measurement will be referred to as
DTU in the following.
Analyzing this contact data one obtains the following properties,
visually summarized in Fig. 2.25. At any time of the measurement
the network consists of single, densely connected groups (see Fig. 2.25a).
The size of these groups varies over time with large groups existing
during certain short periods of the day (e.g. lunch time at 12 to 1 pm)
and smaller groups dominating during the night; however, isolated
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Figure 2.25: The DTU temporal net-
work data set. (a) Snapshots at certain
times of measurement. At any time, the
network consists of densely connected
groups, on average larger during the
day than during the night. (b) A similar
activity pattern is shown in an edge ac-
tivity plot. During the day, more edges
are active than during the night. Fur-
thermore, more previously unobserved
contacts are measured during the day.
(c) Almost all structural and temporal
observables show heavy-tailed behav-
ior in their time-averaged distributions.
An exception is the degree distribu-
tion which declines approximately ex-
ponentially. (d) Active contacts and the
number of contacts being (de-)activated
follow a circadian pattern but are dis-
tributed declining faster than a heavy-
tailed distribution. (e) The aggregated
static network shows ‘complex’ proper-
ties. Note that links associated with the
lowest 10% of all link weights are not
shown.
nodes are always present. Another way to visualize this behavior is
by drawing an edge activity plot, in which the x-axis represents time,
and discrete values on the y-axis represent edge identifiers (IDs).
These IDs are drawn in order of time of first appearence, meaning an
edge which appeared earlier than another edge will have a smaller
ID. Now, for each edge, a grey bar can be drawn over each inter-
val for which it was active (see Fig. 2.25b). One generally sees that
during certain times of the day, previously unobserved contacts are
observed for the first time and are replicated during similar times
in a cycle of 24 h. During the night, comparably less ‘new’ contacts
are created—however, contacts which are active during the night are
more likely to remain active, or switch between their active and in-
active states several times. The network is less dense during these
times meaning there are less active contacts in the network during
the night than there are during the day. This effect is further reflected
in Fig. 2.25d which shows the amount of active contacts at time t
alongside the number of edges being activated and deactivated in the
time interval [n∆t, (n + 1)∆t). These curves follow a clear circadian
pattern where during the day there are more edges activated and de-
activated per time bin than during the night, while at the same time
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there are more edges active in total during the day than there are ac-
tive during the night. The temporally-averaged distribution of total
number of edges, edges being activated per time bin and edges being
deactivated per time bin follows a distribution which decays stronger
than a heavy-tailed distribution. In Fig. 2.25c, several other time-
averaged distributions are shown, focussing first on the degree- and
group-size distributions as indicators for the average network struc-
ture. The time-averaged degree distribution of the network seems
to decline exponentially in two regimes, where for smaller degrees it
declines faster than for larger degrees. On the other hand, the group-
size distribution has a heavy tail. Temporal descriptors quantifying
the network’s change are given by the contact-duration, the inter-
contact duration and the life-time of groups of size g. One observes
that all of these temporal distributions show heavy-tailed behavior,
however the contact- and group life-time distributions decline faster
than the inter-contact distribution. A possible explanation: keeping
a long-lasting face-to-face contact requires more attentiveness than
just staying alone and thus might be favorable to some individu-
als, resulting in longer time periods without contacts than periods
of being in contact. Finally, the aggregated network as illustrated in
Fig. 2.25e shows properties which qualifies it as being called ‘com-
plex’, i.e. there are nodes which spent considerably more time being
in contact with people than other nodes (heterogeneous node prop-
erties) and there is non-zero clustering. The network is furthermore
‘sparse’ in the sense that the total number of unique contacts ob-
served during the time of measurement is N(N − 1)/2.
SocioPatterns
For SocioPatterns experiments, face-to-face contact data is measured
using radio frequency identification (RFID) chips which are clipped
to participants’ clothes in the general chest area [40, 88]. The chips
are programmed to identify radio signals distributed by other chips
when they are nearby (. 1− 1.5 m), subsequently sending informa-
tion about those mutual occurences to nearby RFID reading devices
with higher detecting range. Since the radio signal from the used
chips is shielded by human bodies, the data can approximately be
assumed to represent actual face-to-face contact data. For all data
sets, the temporal resolution was fixed at ∆t = 20 s using the binning
procedure as described above.
The first SocioPatterns data set was collected during the ‘Hy-
pertext 2009’-conference where about 75% of all participants volun-
teered to wear RFID chips on their conference badges, meaning the
data set consists of N = 113 individuals [42]. The measurement
started at t0 = 0, which corresponds to 8am on the 29th of June 2009
and ended at tmax = 212360 s ≈ 59 h. This data set will be referred
to as HT09 in the following.
The second SocioPatterns data set consists of measured face-to-
face contacts of students in a French high school, collected over the
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Figure 2.26: The HT09 temporal net-
work data set. (a) Snapshots at certain
times of measurement. At any time, the
network consists of densely connected
groups, on average larger during the
day than during the night. Generally,
groups are much smaller than in the
DTU data set. (b) An edge activity plot.
During the day, more edges are active
than during the night. Furthermore,
more previously unobserved contacts
are measured during the day. (c) As
for the DTU data, almost all struc-
tural and temporal observables show
heavy-tailed behavior in their time-
averaged distributions. An exception is
the degree distribution which declines
approximately exponentially. (d) Ac-
tive contacts and the number of con-
tacts being (de-)activated follow a circa-
dian pattern but are distributed declin-
ing faster than a heavy-tailed distribu-
tion. (e) The aggregated static network
shows ‘complex’ properties. Note that
links associated with the lowest 10% of
all link weights are not shown.
course of five days [41]. About 86% of all students present in this
particular school setting participated by wearing RFID chips on lan-
yards, with the data set consisting of N = 327 individuals. The
measurement started at t0 = 0, which corresponds to 12pm on the
2nd of December 2013 and ended after tmax = 363580 s ≈ 111 h. It
will be called HS13 in the following.
The same analyses as for the DTU data set can be done for the So-
cioPatterns data sets, which are shown in Figs. 2.26 and 2.27, reveal-
ing statistical patterns that are qualitatively equal to the ones already
described above: The degree distribution decays exponentially, while
all other discussed distributions are approximately heavy-tailed. At
each time, the network consists of a set of disconnected groups which
are densely connected internally. Activity in the network follows a
circadian pattern. However, compared to the DTU data, the SocioPat-
terns data sets show no activity during the night. This effect arises
due to the spatial restrictiveness of the SocioPatterns experiments:
all contact data can only be recorded in the vicinity of RFID readers
on-site (i.e. in the school building for the HS13 data set and in the
conference venue for the HT09 data set). The aggregated networks
show ‘complex’ features, i.e. node and link weight heterogeneity as
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Figure 2.27: The HS13 temporal net-
work data set. Generally, the same
properties are observed as in the previ-
ously discussed data sets. (a) Snapshots
at certain times of measurement. (b) An
edge activity plot. During the day, more
edges are active than during the night.
Furthermore, more previously unob-
served contacts are measured during
the day. (c) Again, almost all structural
and temporal observables show heavy-
tailed behavior in their time-averaged
distributions. An exception is the de-
gree distribution which declines ap-
proximately exponentially. (d) Active
contacts and the number of contacts
being (de-)activated follow a circadian
pattern but are not distributed accord-
ing to a heavy-tailed distribution. (e)
The aggregated static network shows
‘complex’ properties including modu-
lar clustering. Note that links associ-
ated with the lowest 10% of all link
weights are not shown.
well as clustering. For the HS13, the aggregated network clearly
displays modular clustering (see Fig. 2.27e), too, which is not sur-
prising given that the students spent most of their time in separate
classrooms with the same people [41].
Comparing the distributions of structural and temporal observ-
ables across data sets reveals that while the shape of the distributions
correspond qualitatively (excluding the average degree distribution),
the DTU group size and temporal durations are generally greater
than the SocioPatterns durations (see Fig. 2.28a and 2.28c). This dis-
crepancy vanishes when one regards the measurement process of
both experiments, where contacts are counted in discrete time bins,
and acknowledges that the binning time in the DTU experiment is
one order of magnitude larger than in the SocioPatterns experiments.
Hence, when rebinning the SocioPatterns data to the binning time
∆t = 5 min of the DTU experiment, all distributions besides the de-
gree distribution are of increased correspondence (see Fig. 2.28b and
2.28d). This effect will be discussed in detail in Sec. 7.2.2. All remain-
ing differences are suspected to be caused by the DTU experiment
measuring proximity as contacts while the SocioPatterns measures
face-to-face contacts. Discrepancies might also be induced by the
way in which DTU contacts are measured: phones collect edges for
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30 s every 5 min in a desynchronized manner. Considering that each
of the experiments was conducted in a different setting with different
populations it is indeed surprising that the resulting statistics show
similar patterns.
A remarkable result of these analyses is that neither contact, nor
inter-contact, nor any group-life time seem to have a typical time-
scale as all of them are broadly distributed. In the case of groups,
even the group size g does not have an influence on the general
shape of its corresponding life-time distribution [43, 88], shown in
Fig. 2.28c-d. This is remarkable because it has a direct implication on
the outcome of dynamics. In dynamics with definite time-scales like
the spread of diseases, one is typically interested in studying how
the number of infected changes when infections or recoveries occur
‘faster’ than the network changes. However, this question would be
meaningless considering that there is no definite time-scale to which
the disease time-scales can be compared to.
Nonetheless, this lack of a time-scale is not entirely accurate: the
cut-off duration of the group-lifetime clearly decreases with increas-
ing group-size, thus introducing at least one time-scale (see insets
of Fig. 2.28c and 2.28d). Also, the contact and inter-contact duration
distributions show cut-off times which are well below the duration of
their corresponding experiments. Furthermore, the distributions are
broad but display certain deviations from a perfect power-law. All
these observations might imply that the observed distributions are
superpositions of several distributions associated with varying time-
scales—a hypothesis which is in agreement with the observations of
circadian activity in all of the temporal contact data. Former studies,
however, explain the emergence of these heavy-tailed distributions
by implementing nodes building and cutting contacts with broadly
distributed memory kernels, ignoring circadian activity. This will be
briefly discussed in the following section.
2.4 Temporal Network Models
In order to investigate both epidemic spreading and the emergence
of several properties of temporal networks, several existing modeling
approaches are introduced here.
2.4.1 Memory-Kernel Models
Former studies explain the emergence of heavy-tailed distributions
in real temporal face-to-face networks on the basis of models in
which nodes build and cut contacts using memory kernels [43, 89].
There, it was found that link-specific, link age-specific, and node-age
specific activation and deactivation rates are necessary to generate
the statistics described in Sec. 2.3.3. Such time-dependent and link-
specific rates are associated with a system having memory—in this
case the functional dependence of the (de-)activiation rates had to
follow a power-law to produce heavy tails in the contact and inter-
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Figure 2.28: Comparison of structural
and temporal statistics across DTU,
HT09, and HS13 and the influence of
binning. (a) The observables of the orig-
inal data sets. (b) The observables of
the data sets when the data was re-
binned to ∆t = 5 min. All distributions
but the degree distribution increase cor-
respondence. (c) The group-size distri-
butions of the original data sets. Inset:
The maximum life-time of groups de-
creases with size g. (d) Rebinning in-
creases the correspondence between the
SocioPattern and DTU group-size dis-
tributions. Inset: Maximum life-time of
groups of size g after rebinning. Rebin-
ning increases correspondence in the
scaling of maxτg with increasing g.
contact duration distributions. However, the influence of circadian
activity was ignored.
One particular model assumes that nodes are always either iso-
lated or part of a larger component in which every node is connected
to every other node [43]. In this model, nodes change their connec-
tion status with a probability depending on (i) the node’s connection
status and (ii) the node’s last activation time. In discrete time t, each
node u is associated with an activation time t(u)a . At every event
where the connection status of node u changes, its activation time
is updated to t(u)a = t. Denote with pg(t, t
(u)
a ) the probability of a
node u to become active and change its connection status at time t,
given that it was last active at time t(u)a and that it is currently in a
group κ(u) of size g = |κ(u)|. The activation probabilities pg(t, t(u)a )
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are chosen to follow
p1(t, ta) =
b0
1+ (t− ta)/N ,
pg>1(t, ta) =
b1
1+ (t− ta)/N .
At every discrete time step t → t + 1, a node u is randomly cho-
sen and changes its connection status with probability pg(t, t
(u)
a ).
If it does change its connection status, its behavior depends on its
group status. If it is isolated, it builds a new pair with a second ran-
domly chosen isolated node v (chosen with probability proportional
to pg=1(t, t
(v)
a )). If it is not isolated (g > 1), it becomes isolated with
probability ι. With probability 1− ι, it invites an isolated node v to
its group—again chosen randomly with probability proportional to
pg=1(t, t
(v)
a ). All nodes u′ involved in this connectivity change up-
date their activation time to t(u
′)
a = t.
Therefore, the model entails basic assumptions about the connec-
tion behavior of nodes:
1. Nodes behave differently depending on whether they are con-
nected to other nodes or isolated.
2. A node ‘remembers’ its activity: the more recently it was active,
the more likely it is that it will become active again.
The model is further controlled by three free parameters: the time-
independent probability b0 to become active if a node is isolated, the
time-independent probability b1 to become active if a node is not
isolated, and the isolation probability ι.
It was found that in a specific region of the parameter space (b0, b1, ι)
the temporal network reaches a statistically stable equilibrium state
of disjoint groups in which nodes change between being isolated
and being in groups of size g > 1. The contact, inter-contact, and
group durations are shown to follow power-laws for several parame-
ter combinations. While the model therefore reproduces certain fea-
tures of real-world networks, there are some problems, too:
• The circadially varying activity exhibited in real-world temporal
networks is ignored.
• Heterogeneous inter-activity times of single nodes are postulated
and do not emerge as a systemic property. This raises the question
whether there are some underlying principles following which
this heterogeneity arises. In [47, 48] and Sec. 2.1.3 it was shown
that Poissonian systems of varying rates may yield inter-event
times following heavy-tailed distributions. Thus, heterogeneous
inter-event times might be a consequence of circadially varying
activity rates.
• The authors do mention the possibility of having a time-independent
activity probability pg which would yield a Poissonian memory-
less model, but reject the analysis of such a model due to its unre-
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alistic consequences. The exact properties of a similar Poissonian
model are therefore still unknown.
• The group structure of the model is postulated. It is therefore un-
clear whether the phenomenon that nodes only persist in small,
densely connected groups might emerge from underlying princi-
ples.
• It is ambiguous how to control the exact structural network prop-
erties of this model by tuning its three parameters, e.g. to obtain
a certain group-size distribution in equilibrium, even though the
authors do give an expression for the mean group size. One may
wonder whether the introduction of time-varying rates to a Pois-
sonian model eases the evaluations and allows for simpler predic-
tions.
• The model is of qualitative nature in the sense that its parameters
do not reflect physical properties of any real-world entity. It is un-
clear how to choose b0, b1, and ι such that the temporal dimension
of a resulting model sample would reflect the temporal dimension
of an empirically collected temporal network.
To address these problems, a Poissonian group-structured tempo-
ral network model will be devised and analyzed in Ch. 7. It will
be shown that two rates that describe node behavior are sufficient
for group structure to emerge. These rates can be temporally var-
ied to obtain a circadian rhythm in the system. Fixing one of the
parameters to set the time-scale, the model therefore has a single
parameter which directly controls the group-size distribution. An
inference method to map the model parameter to real-world systems
is presented.
2.4.2 Edge Activity Model
In the simplest continuous-time temporal network model of constant
size N, each pair of node (u, v) is associated with two rates [90]. If
there is no active link between two nodes, a link is activated with
rate ω+. An active link between two nodes is deactivated with rate
ω−. Hence, the average active duration of a link is τa = 1/ω− and
the average inactive duration of a link is τd = 1/ω+. The process
of a single node being active or inactive is a telegraph process with
the value Auv(t) changing between zero and one with the total rate
ω = ω−+ω+. Therefore, it changes its status with an average period
of τ = 1/ω = (τa + τd)/(τaτd) and the ergodic probability of a single
link existing is given by the proportion of time it is activated such
that
pER = lim
T→∞
1
T
T∫
0
dt Auv(t)
=
τa
τ
=
ω
ω− =
ω− +ω+
ω
.
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At each time t, each single link exists with probability pER. Therefore,
at each time t, the network resembles a sample from the Erdo˝s–Rényi
(ER) random network model. One may choose the average mean de-
gree 〈k〉 as the structural control parameter of this model. Any of the
three rates ω, ω−, and ω+ may then be chosen to control the tempo-
ral change of the network, i.e. how fast this local structure changes.
Note that while at any point in time the network model is equal to an
ER network, its average network will approach a complete network,
where each pair of nodes is connected with weight Auv = pER. Due
to its similarity to the ER model, this model is sometimes referred
to as the dynamic random graph. It is therefore an ideal reference
model for real temporal networks because it is both structurally ran-
dom in the simplest way as well as temporally changing in a simple,
random way, based on a Poisson process. In contrast to the original
formulation in [90], the continuous-time formulation will be used to
sample from this model, with single samples being generated using
Gillespie’s algorithm (which will be explained in Sec. 3.2.3 based on
the detailed formulation given in App. D).
2.4.3 Other Models
A larger class of other temporal network models exists which are
used to study disease spreading [45, 56, 57, 91]. All of them are
defined in discrete time with snapshot length ∆t and at each time
step, a new configuration is sampled according to some predefined
rules. This includes:
• A model where a single configuration is sampled from a set of
predefined configurations. Each configuration consists of a num-
ber of disjoint completely connected networks of size g = k + 1
and isolated nodes [45].
• A model where a single configuration is sampled from a set of
predefined configurations. Each configuration consists of a num-
ber of disjoint star networks of size g = k + 1 and isolated nodes
[45]. A star network is a network with a single hub. All nodes
other than the hub are only connected to the hub.
• A model where each node u is associated with an activity proba-
bility au. For each snapshot, each node is activated with probabil-
ity au and connects to k other randomly chosen nodes [46].
The problem of these models is that (a) snapshots adjacent in time are
often largely uncorrelated and (b) networks are constant for a time
∆t and then abruptly change to a completely different state. This
implies that for infitesimal increments in time dt  ∆t a network
is either exactly the same as before or completely different. After
a few snapshots, one may interpret the networks as well-mixed. In
real-world networks, however, the probability of a single link exist-
ing clearly follows a smooth function of continuous time. Therefore
the ‘auto-correlation’ of a temporal network should follow a smooth
function, as well.
3
Spreading Dynamics
This chapter introduces concepts related to random walks on static
networks and simple contagion processes on both static and tempo-
ral networks. In Sec. 3.1, theoretical methods concerning the evalua-
tion of the influence of network structure on random walk temporal
observables will be introduced. These are the basis for the discus-
sion of random walks on modular hierarchical networks in Ch. 5 and
Ch. 6. Parts of Sec. 3.1 are close to texts already published in [92–
94]. In Sec. 3.2, the SIS process will be discussed as a simple model
of contagion phenomena. This entails the discussion of a widely
applied approximation and the circumstances under which this ap-
proximation might fail. This section is the basis for the discussion of
simple contagion processes on temporal networks in Ch. 8.
3.1 Discrete-Time Random Walks
Random walks have been studied extensively for more than a cen-
tury and emerged as an efficient descriptive model for spreading
and diffusion processes in physics, chemistry, economics, biology,
social sciences, epidemiology, and computer science [9, 32–34, 95–
97]. Because of their wide applicability and relevance to dynamic
phenomena, random walk processes have become a topic of interest
particularly for analyses of dynamics on complex networks [96]. The
calculation of a resistor network’s effective resistance [10], synchro-
nization phenomena in networks of coupled oscillators [9, pp. 138–
141], the global spread of infectious diseases on the global air traffic
network [98, 3, 4], and ranking the importance of single websites in
the world wide web [2] are just a few examples of systems that have
been investigated based on concepts derived from random walk the-
ory.
The understanding of temporal aspects of stochastic processes and
how different network structures influence their equilibration pro-
cess is of special importance to make logistic decisions or design
structures which facilitate or mitigate fast diffusion. Consequently,
theoretical work focused on understanding the connection between
network structure and relaxation time scales or first passage times
(FPTs), the time it takes a single walker to travel from one node
to another [10, 99–102]. Often, however, predictions rely on effec-
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tive or average medium approximations where instead of the actual
network structure, connection probabilities are considered [103–105].
While this was shown to be an appropriate approximation for dense
networks, strong deviations may arise for networks of small mean
degree [103]. Other work developed a heuristic to explain mean first
passage times on the basis of structural properties of specific network
samples, however, relies on the approximation of the network to be
locally tree-like, i.e. to possess a vanishing clustering coeffcient [100].
This heuristic will be explained in Sec. 3.1.5. As demonstrated in the
last chapter, both the assumption of a large mean degree as well as
vanishing clustering are not met in e.g. social networks. Therefore,
a new heuristic will be developed in Sec. 5.2.2 which explains qual-
itative features of the mean first passage time on the basis of the
clustering coefficient and the degree distribution.
Another important time scale is captured by the cover time of a
random walk process which is the time needed to visit every node
in a network, introduced in Sec. 3.1.6. This quantity has important
practical applications from biology to computer science, for instance,
for estimating how long it will take to distribute a chemical or certain
commodity to every node in a network, as a measure for navigability
in multilayer transportation networks [106], or for exhaustive search
processes [107]. In Ch. 6, a new heuristic is introduced to compute
the mean cover time with high precision on arbitrary networks. To
the best knowledge of the author it is the first theoretical method to
explictly connect first passage time statistics to the cover time.
Note that while most of the research concerning random walks
focuses on diffusion in continuous media [33], this thesis solely con-
centrates on random walks in discrete media, i.e. networks. There-
fore, a discussion of random walk theory in continuous media will
be omitted.
3.1.1 Random Walks on Networks
Figure 3.1: Illustration of a single time
step in a random walk process on an
undirected unweighted network. (a)
A walker resides on a node u at t =
t0. (b) Each neighbor v ∈ Nei(u) has
equal probability of being chosen as the
walker’s target for this step. Since the
probability that any of them is chosen
has to sum to one, each of them is
chosen with probability 1/ku. (c) The
walker chooses one of the neighbors at
random to jump to. (d) The walker
now resides on the chosen node at time
t = t0 + 1.
A simple discrete-time random walk process on an undirected net-
work without memory is defined as follows. At time point t ∈ Z, a
random walker resides on a node u with degree ku. It then chooses
one of u’s neighbors, each uniform at random with probability 1/ku.
Subsequently it jumps to the neighbor v to reside there at time t + 1.
This process is then repeated indefinitely. It is schematically illus-
trated in Fig. 3.1.
The description above implies that this random walk process is
a Markov process with transition matrix W . Given that a random
walker resides on node u, the probability for the jump u → v is given
as the probability that u and v are connected and the probability that
v is chosen from all neighbors such that
Wvu = Avu × 1
∑Nj=1 Aju
=
Avu
ku
, (3.1)
as illustrated in Fig. 3.2. Hence the probability pv(t + 1) for a walker
to be on node v at time t + 1 is given as the probability pu(t) to be
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Figure 3.2: Illustration of the random
walk transition matrix as a weighted di-
rected network and the transition ma-
trix with a sink node. (Left) Given the
original adjacency matrix with entries
Avu, (center) the corresponding entry
Wvu in the random walk transition ma-
trix is computed as the probability to
transition from u to v which is given as
Eq. (3.1). (Right) Introducing a sink at
node 4, a random walker cannot leave
anymore once it arrived there, repre-
sented by the column (0, 0, 0, 1)T in the
matrix and by a self-loop in the illus-
tration. The reduced transition matrix
W˜ is constructed by dropping both row
and column associated with node 4.
on any node u at time t and the probability to transition from u to v.
The whole process is thus governed by the master equation
pv(t + 1) =
N
∑
u=1
Wvu pu(t). (3.2)
In equilibrium, walker probability has to stay constant on each node
meaning that the total walker influx of a node has to equal the total
walker outflux. Hence, the equilibrium walker density pu has to
meet
∑
v∈Nei(u)
1
ku
pu︸ ︷︷ ︸
= outflux
= ∑
v∈Nei(u)
1
kv
pv︸ ︷︷ ︸
= influx
.
This equation is satisfied when pu = 0 or pu ∝ ku. The first solution
is only valid for initial conditions pu(t = 0) = 0 for all u since W
is a walker-conserving operator. Hence, the non-trivial solution with
non-zero initial condition is
pu =
ku
∑Nv=1 kv
=
ku
2m
=
ku
N 〈k〉 (3.3)
where ∑Nv=1 kv = 2m = N 〈k〉 was used to obtain the total number of
edges in the network m.
3.1.2 Graph Laplacian
Another way to find the equilibrium density is to introduce the so-
called unnormalized graph Laplacian. In a matrix-vector notation,
the entries pu of the column vector p represent the random walker
density at each node u. Let D be a diagonal matrix where each
diagonal entry is Duu = ku and each off-diagonal entry is Duv = 0.
Then the transition matrix is given as
W = AD−1
and the master equation can be written as
p(t + 1) = Wp(t) = AD−1p(t) (3.4)
such that the equilibrium density is determined by
p = AD−1p.
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Rewriting this equation gives
0 =
(
1− AD−1
)
p?
= (D− A)D−1p?
= LD−1p?.
Introducing the unnormalized graph Laplacian
Lvu = δvukv − Avu, (3.5)
one recognizes that D−1p? is an eigenvector of this matrix L with
corresponding eigenvalue 0. Furthermore, it has to be proportional
to the column vector 1 = (1, 1, . . . , 1)T since
N
∑
u=1
Lvu = kv
N
∑
u=1
δvu −
N
∑
u=1
Avu = 0.
Thus, the equilibrium density is given as
p? ∝ D1
such that after normalization one obtains Eq. (3.3).
The graph Laplacian obtained its name from the fact that it arises
as a discrete generalization of the continuous Laplacian operator in
a number of contexts where linear coupling plays a role. Examples
are coupled heat baths where it generalizes the heat equation [108],
coupled oscillators where it plays the continuous Laplacian’s role in
the wave equation [9, pp. 138 ff.], and in coupled resistors where it
arises from applying Kirchoff’s laws to the meeting points of resistors
[10].
As will be shown later, its spectral properties play important roles
for all the dynamics described above as well as explicitly for the
computation of passage times in simple random walks. The graph
Laplacian’s eigenvalues are strictly non-negative and ordered as
0 = λ1 ≤ λ2 ≤ · · · ≤ λN .
It is, e.g. possible to show that the multiplicity of the eigenvalue
λ1 = 0 is equal to the number of disconnected components of the
network meaning that in a single-component network one strictly
finds 0 = λ1 < λ2. Furthermore, the graph Laplacian’s eigenvectors
µi = (µi1, µi2, ..., µiN)T (3.6)
will be referenced in this work where µi is the column eigenvector
corresponding to eigenvalue λi. As noted above, the vector associ-
ated with the smallest eigenvalue λ1 = 0 is µ1 = (1, 1, . . . , 1)T .
3.1.3 Mixing Time
This section introduces the mixing time, a scale measuring how fast
a simple random walk process approaches the equilibrium distri-
bution. The random walk master equation in the form of Eq. (3.4)
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contains the matrix W which, as a stochastic matrix, has the prop-
erty that its largest eigenvalue is always ωN = 1 if the eigenvalues
are ordered as ω1 ≤ · · · ≤ ωN−1 < ωN . It was already shown in
Sec. 3.1.1 that the corresponding eigenvector wN is proportional to
Eq. (3.3) as p? = αNwN . Each initial condition p(0) can thus be ex-
pressed as a linear combination of W ’s orthonormal eigenvectors wi
as p(0) = ∑Ni=1 αiwi such that
p(t) =W tp(0) = p? +
N−1
∑
i=1
ωtiαiwi.
Since all eigenvalues are sorted one can see that the leading term
in this equation is proportional to ωtN−1 and that with increasing
t, all non-equilibrium contributions vanish. In fact, it is possible to
show that the χ2-distance between the time-dependent state and the
equilibrium state is reduced by a constant factor approximately every
tmix =
1
1−ωN−1 (3.7)
time steps, which is the time scale being referred to as mixing time in
this work [109].
3.1.4 (Mean) First Passage Time
Central questions for random walks are often connected to first pas-
sage times (FPTs), e.g. the mean first passage time τvu (MFPT) be-
tween two nodes u and v, which is the mean number of time steps
it takes a random walker to arrive at node v if it started at node u.
The following derivations closely follow the argumentation in [32,
pp. 147 ff.]. It is presented here because the derivations to find the
mean first passage time on averaged modular hierarchical networks
will be related (see Sec. 5.1).
The MFPT cdf on any node can be found by introducing a deep
trap (or ‘sink’) at the target node v, which refers to a situation where
once a random walker hits the node v, it will stay there forever (see
Fig. 3.2, right panel). Mathematically, this situation can be described
by dropping the v-th row and column in the transition matrix W to
obtain the adjusted transition matrix W˜ as well as the v-th entry in
the corresponding vectors. The adjusted master equation is then
p˜(t + 1) = W˜ p˜(t) = W˜ t+1 p˜(0).
Since all walker probability can flow into the deep trap but not out,
the probability to find a random walker being trapped in node v at
time t is
pv(t) = 1− ∑
u 6=v
pu(t) = 1− 1˜T p˜(t).
Here, 1˜ = (1, 1, . . . , 1)T is an (N − 1)-dimensional column vector
filled with ones. The probability to hit v first at time t is then given
as pv(t)− pv(t− 1) such that the mean first passage time τ˜ is given
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as
τ˜ =
∞
∑
t=0
t
[
pv(t)− pv(t− 1)
]
= 1˜TD˜L˜−1 p˜(0).
Hence, any mean first passage times are directly related to the graph
Laplacian. However, instead of working with the inverse of the re-
duced Laplacian, it has been shown [110] that the MFPT from start
node u to end node v can be found using the graph Laplacian’s spec-
trum as
τvu =
1
2
N
∑
i=1
ki [Rvu + Rvi − Rui] (3.8)
where [10]
Rvu =
N
∑
i=2
1
λi
|µiv − µiu|2 (3.9)
with µiv being the v-th entry of the graph Laplacian’s i-th eigen-
vector as per Eq. (3.6). Hence, finding the mean first passage time
between any two nodes reduces to finding the diagonalization of the
unnormalized graph Laplacian.
3.1.5 Global Mean- and Pair-Averaged First Passage Time
Another central time observable in the theory of random walks is the
global mean first passage time (GMFPT) which can be used as a mea-
sure of centrality for node v: A node that is quickly reachable from
anywhere in the network might be interpreted to be “important”.
Combining Eq. (3.8) and Eq. (3.9) and noticing that the GMFPT is
given as the average over all start nodes yields
τv =
1
N − 1 ∑u 6=v
τvu (3.10)
=
N
N − 1
N
∑
i=2
1
λi
(
2mµ2iv − µiv∑
n
knµin
)
, (3.11)
a result first derived in [101].
While the result is exact, it is not particulary informative about
how structural features of a network contribute to the value of the
GMFPT. To resolve this, a heuristic result was derived by Lau et
al. under the assumption that a simple random walk equilibrates
quickly on a network, meaning that the mixing time is tmix  N
[100]. Their argumentation is outlined below in greater detail as it
will provide the basis for a generalization presented in Sec. 5.2.2.
The following is close to the text published in [93]. The approach
by Lau et al. treats the time dependent walker concentration pu(t) on
any node u at time t as separated distributions
pu(t) ≈ pu ptotal(t)
accounting for a time-independent distribution pu of walker den-
sity on node u and the total density of walkers spread throughout
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the network ptotal(t). In this scenario, walkers are spread over the
whole network quickly, reaching equilibrium density. Then, the total
amount of walkers steadily decreases through the sink node, almost
equally on all nodes. The total amount of walker density leaving the
network to end up in sink v is proportional to the amount of walkers
leaving neighbors of i. The outflux of walker density at time step
t→ t + 1 is hence
βv(t) = ∑
u∈Nei(v)
pu(t)
ku
,
meaning that the total walker density in the network is changing as
ptotal(t + 1)− ptotal(t) = βv(t) = ptotal(t) ∑
u∈Nei(v)
pu
ku
= βv ptotal(t)
such that, by recursion,
ptotal(t) = ptotal(0)(1− βv)t
βv1≈ ptotal(0) exp(−βvt),
where, with the prefactor ptotal(0) = 1, this coincidentally yields
the cumulative distribution function (cdf) of the first passage time at
target node i as
pv(t) = 1− exp(βvt).
The decay rate is given as
βv = ∑
u∈Nei(v)
pu
ku
. (3.12)
In order to compute the decay rate βv and hence the GMFPT as
τv = β−1v , it is necessary to estimate the sink’s neighbors’ walker
concentration pu. Lau et al. propose that second neighbors i of sink
node v with distance d(v, i) = 2 are approximated to carry equilib-
rium density pi = p?i = ki/N 〈k〉. Doing so gives
pu = ∑
i∈Nei(u)\v
pi
ki
=
1
N 〈k〉 (ku − 1). (3.13)
This includes the assumption that all walkers flowing into neighbor
node u originate from second neighbors i implying that neighbors
of v are not connected and hence v has local clustering coefficient
Cv = 0. Thus, the decay rate of sink node v is given as
βv =
1
N 〈k〉 ∑u∈Nei(v)
ku − 1
ku
.
Replacing all kv neighbors u with average neighbors and using
〈
k−1neigh
〉
=
〈k〉−1 which is only valid for sufficiently random networks [32, pp. 377–
379] yields
βv =
kv
N 〈k〉
(
1− 1〈k〉
)
.
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Hence, in this approach, the heuristically estimated GMFPT would
be given as
τesv ≥
N 〈k〉
kv
1
1− 〈k〉−1
. (3.14)
It is merely a lower bound since the time steps it takes for the process
to equilibrate are ignored. It was shown that the approximation of
the exact GMFPT with this lower bound holds within small relative
errors for Erdo˝s–Rényi (ER) and Barabási–Albert (BA) networks, as
well as for a variety of real-world networks [100]. One of the main
contributions of this work will be the extension of this result to net-
works with non-zero clustering coefficient (Ch. 5).
Based on the GMFPT, the pair-averaged first passage time measures
the average search time between any pair of nodes as
〈τ〉 = 1
N
N
∑
v=1
τv. (3.15)
An optimal search will take the shortest path between two nodes
such that its run time for a network can be measured by the aver-
age shortest path length. The pair-averaged first passage time is the
equivalent of a random search process. It therefore poses an upper
bound for the average search time of any informed search.
3.1.6 Cover Time
Another temporal characteristic with practical relevance is the mean
cover time Tu, defined as the mean number of steps it takes a random
walker starting at node u to visit every other node at least once. For
various network models simple heuristics concerning the asymptotic
scaling of the mean cover time as a function of network size N have
been derived [99, 111, 112]. For ER, BA and fully connected networks
it was shown that
〈T〉 ' α N log N,
with model-specific prefactor α. Here, AN ' BN is chosen to de-
note limN→∞ AN/BN = 1. Such scaling relationships are useful for
comparative analyses, e.g. when networks for different sizes of the
same class are compared but are less helpful when actual expected
cover times need to be computed for empirical networks where N is
fixed. Unfortunately, a general procedure for estimating the actual
cover time for arbitrary complex networks, as well as the connection
between the mean cover time and FPT observables does not seem to
exist. One of the contributions of this work will be the introduction
of a simple heuristic to estimate the cover time with high precision
for any network, see Ch. 6.11 Parts of this subsection are similar to
the text published in [92], © 2017 Amer-
ican Physical Society.
3.2 The SIS Contagion Model
Random walkers do not replicate. Similarly, they do not cease to
exist. In absence of a sink, the total amount of random walkers
in a network will remain constant. Therefore, random walks are a
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convenient model for processes like sending commodities through
networks. However, they lose their applicability when information
is able to replicate and to vanish, as it does during the spread of a
disease or of gossip.
In epidemiological contexts, researchers model the dynamics of
infectious diseases in order to make accurate predictions about the
expected time-line of large-scale epidemics, or to understand cer-
tain patterns in temporal variations of the number of cases. To this
end, compartmental models proved to be a valuable tool [54, 55,
113]. Within these models, people are assumed to be in certain states
(compartments), e.g. susceptible for an infection (S), infected and in-
fectious towards others (I), or recovered and immune (R). Following
defined stochastic rules, they change between these compartments.
Based on models like this, one may explain the rise of measles in pre-
vaccine New York City [54, pp. 8], the number of cases of influenza
over time in a boarding school [53], or how diseases spread through
air traffic [3, 4]. In one of the simplest abstractions of epidemic
spreading, people are either susceptible or infected—upon contact,
a susceptible person can contract the disease from an infected one.
Additionally, an infected person may recover to become suscepti-
ble again. This dynamic is called the susceptible-infected-susceptible
(SIS) compartmental model and is one of the backbones of computa-
tional epidemiology. Central phenomenological questions which are
approached by means of the SIS model regard the prediction of the
size of the infected cluster in the endemic state (number of infected
at a certain time) and measures to eradicate the disease. These may
include the reduction of contacts by quarantine or vaccination, or the
reduction of the mean time a node is infectious using medication.
In this section, the SIS-model is introduced from first principles
alongside its various formulations as a system of integrative equa-
tions. The purpose of studying the SIS-model in this thesis is neither
to study a specific disease nor to make accurate predictions for real-
world situations. Rather, the basic model is studied in detailed to
reveal certain misconceptions about approximations in its applica-
tion to time-varying networks.
3.2.1 Mean-Field SIS and the Epidemic Threshold
For an SIS process evolving in a system of N nodes, two events may
occur at any time, following the reaction equations
S + I
η−→ 2I
I
ρ−→ S.
In these equations, S denotes a single susceptible individual, while
I denotes a single infected individual. The first equation describes
the disease transmission from an infected to a susceptible person
upon a contact with infection rate η. The probability for a single SI-
contact to produce an infected individual within an infinitesimal step
of length dt is denoted as η˜ = η dt. The latter reaction describes an
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event where an infected spontaneously recovers with probabibility
ρ˜ = ρ dt. Now let S denote the total number of susceptibles and
〈s〉 = S/N the probability for a randomly chosen node to be healthy.
Likewise, the probability for a randomly chosen node to be infected
is 〈i〉 = I/N = 1− 〈s〉 because S + I = N at all times. A simple
way to consider contact structure is to assume a well-mixed system,
which here will be interpreted as every node either having contact
with n  1 other nodes of the system, or an infected node changing
its contacts very fast with respect to the time-scale of the disease
(i.e. very often before it recovers). In this case, a node encounters a
subpopulation representative of the total population.2 The respective2 This is an approximation which orig-
inated in the study of chemical sys-
tems where a single chemical unit like
a molecule can be considered to be part
of a subvolume that is representative of
the whole solution, see e.g. [73].
equation3 for the evolution of the probability to be healthy is then
3 It really should rather say “approxi-
mate equation” for reasons which will
be explained later on.
given by
〈s(t + dt)〉 = 〈i(t)〉 × ρ˜+ 〈s(t)〉 (1− η˜[n× 〈i(t)〉]) . (3.16)
This equation should be read as follows. The probability to be healthy
after the next infinitesimal increment of time is given by the probabil-
ity to have been infected before and recover or to have been healthy
before and not being infected by any of the n infected nodes it is
in contact with. Here it is assumed that each of those neighbors is
infected with uniform probability 〈i(t)〉.4 Therefore, the probability4 Note that these equations further as-
sume that only a single event per in-
finitesimal time step may occur as is the
basis for a Poisson process like this (see
Sec. D.1.1)—therefore the or operations
leading to n × 〈i(t)〉 = ∑ni=1 〈i(t)〉 are
exclusive or operations, otherwise they
would have to be and operations of the
probabilities not to be infected (this will
be further discussed below).
for any node to be susceptible evolves in the continuous-time limit
dt→ 0 according to
d 〈s〉
dt
= −ηn 〈s〉 (1− 〈s〉) + ρ(1− 〈s〉).
This equation does not have a closed-form solution to obtain the
change of susceptibles over time. However, the steady state can be
found, which describes the probability to be healthy after a substan-
tial amount of time has passed and can be determined by solving
d 〈s〉 /dt = 0 for 〈s〉, yielding the solution
〈s?〉 = ρ
ηn
. (3.17)
Given that each node is connected to n other nodes at all times,
one may introduce a dimensionless parameter, the basic reproduc-
tion number
R0 =
ηn
ρ
. (3.18)
This quantity gives the average number of individuals a single in-
fected individual will infect in an otherwise healthy population be-
fore it recovers. Applying this to Eq. (3.17) and using 〈i?〉+ 〈s?〉 = 1,
the epidemic response curve as a function of the basic reproduction
number is given as
〈i?〉 = 1− 1
R0
, (3.19)
shown in Fig. 3.3. This result is important because it shows that a
well-mixed system, on which an SIS process spreads, undergoes a
phase transition with R0 being the control parameter. This parame-
ter can be interpreted as the average number of secondary infections
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caused by a representative node that is initially infected in an other-
wise fully susceptible population. In the case of R0 < 1, the initially
infected node causes, on average, less than one secondary infection—
therefore, the disease is not sustainable and dies out. For R0 > 1 it
triggers a cascade of infection events and as such the disease becomes
endemic. Hence, this critical value of R0,c = 1 is usually referred to as
the epidemic threshold. Working solely in this picture, epidemiology
can be viewed as the endeavor to find ways to either reduce the infec-
tion rate η or increase the recovery rate ρ using, e.g., medical inter-
ventions until R0 ≤ 1 such that the disease is eradicated. Measures
which can be undertaken to reduce R0 with structural change are
vaccinations, which renders susceptible nodes to be un-infectable, ef-
fectively reducing the number of contacts n until the disease dies out.
Another measure would entail taking an infected quarantine which
similarly reduces the subpopulation in contact with an infected indi-
vidual.
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Figure 3.3: The epidemic response
curve Eq. (3.19) represents the frac-
tion of infected people in equilibrium,
functionally dependent on the basic
reproduction number R0 as given by
Eq. (3.18). The value R0,c at which
the endemic state 〈i〉 first vanishes is
called the epidemic threshold. Above
the epidemic threshold, two equilib-
rium points exist: the unstable disease-
free state 〈i〉 = 0 and the stable en-
demic state 〈i〉 > 0. Below the epi-
demic threshold, only the disease-free
state exists.
Of course, the assumption that a single average person is in per-
manent contact with either n 
 1 individuals at all times or changes
its n contacts quickly to certain other random individuals before an
infected node recovers is counter-intuitive. As has been shown in
Sec. 2.3.3, in reality people have
1. heterogeneous contact activity (reflected by a broad degree distri-
bution in the aggregated network),
2. circadially varying amounts of contacts,
3. contact with a smaller amount of people as 〈k〉 ≡ n ∼ O(1), and
4. are mostly in contact with a recurring set of other people (instead
of random mixing).
As such, all assumptions to make the mean-field approximation valid
are violated in real systems. In the following, the implications of
these violations will be discussed.
3.2.2 Static Networks and the Individual-Based Markov-Chain Ap-
proximation
In a first abstraction, the loosely defined “contact” structure of the
mean-field approach is replaced by a quenched representation of the
system, i.e. a network of N nodes with adjacency matrix A. In case
of long durations of infection, this network might represent the ag-
gregated or averaged contact network between people. Second, it is
assumed that a node u can be in binary states where su = 1 if node
u is susceptible and su = 0 if it is not, which may change as a step
function in continuuous time (note that the infectious state is given
as iu = 1− su). Therefore, the system is in one of 2N possible states at
any time with constant transition rates between those states. Hence,
the process can be described as a Markov process. In the widely ap-
plied individual-based Markov-chain approximation [45, 49, 50, 57,
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91, 114], the original Markov process is approximated by the tran-
sition of single node states. What follows is roughly based on the
derivations presented in [32, pp. 667 ff.] and [115, pp. 462 ff.].
Similar to the argumentation for Eq. (3.16), the expectation value
of node u’s health state evolves as
〈su(t + dt)〉 =
〈
[1− su(t)]ρdt + su(t)
[
1− η
N
∑
v=1
Auv(1− sv(t))
]
dt
〉
.
Here, the expectation value is taken over the ensemble of possible
states the system might be in at time t if it was started with the same
initial conditions. Since su is a Bernoulli random variable, 〈su(t)〉
denotes the probability of node u to be healthy at time t [115, p. 462].
The corresponding ODE is given by
d 〈su〉
dt
= ρ[1− 〈su〉]− ηku 〈su〉+ η
N
∑
v=1
Auv 〈susv〉 . (3.20)
where ∑Nv=1 Auv = ku was used. The individual-based Markov-chain
approximation assumes that the joint probability of two adjacent
nodes being healthy 〈susv〉 is approximately independent5 and there-5 This implies that neighboring infec-
tion state covariance vanishes, which
means that they do not correlate.
fore given as
〈susv〉 ≈ 〈su〉 〈sv〉 . (3.21)
Note that further assuming each node has degree ku ≡ n and that the
probability of a single node being healthy is uniform for each node
〈su〉 ≈ 〈s〉 (as can be assumed for annealed systems) yields the mean-
field result Eq. (3.16) and therefore the same epidemic threshold of
R0,c.
Instead, the implications of the actual network structure for the
epidemic threshold are investigated below by assuming Eq. (3.21) in
Eq. (3.20) and changing the variable of interest to the probability of
being infected 〈iu〉 = 1− 〈su〉 to obtain
d 〈iu〉
dt
≈ −ρ 〈iu〉+ η
N
∑
v=1
Auv 〈iv〉 − η
N
∑
v=1
Auv 〈iv〉 〈iu〉 . (3.22)
In order to find the point of the phase transition for ρ and η, a lin-
earization at the equilibrium 〈i?u〉 = 0 yields the Jacobian matrix
Juv = −ρδuv + ηAuv
with maximum eigenvalue
jmax = −ρ+ ηαmax
where αmax is the largest eigenvalue of the adjacency matrix A (note
that αmax is real due to the Perron-Frobenius theorem). In order
for the system to be stable in 〈i?u〉 = 0 and hence disease free, it is
required that jmax < 0 which implies the epidemic threshold is given
by ηαmax/ρ = 1 such that
R0,c =
〈k〉
αmax
(3.23)
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where R0 refers to the mean-field basic-reproduction number R0 =
η 〈k〉 /ρ. As stated in [52, 116], for sufficiently random networks with
degree sequence ku, the adjacency matrix’s largest eigenvalue is
αmax =
〈
k2
〉
〈k〉 = 〈k〉 (1 + CV[k]
2)
where the coefficient of variation is defined as CV[k]2 = Var [k] / 〈k〉2
and quantifies the heterogeneity of the node degree. This result fur-
ther arises in a different derivation where annealed contact structure
is assumed with the additional condition that a node’s degree fol-
lows a heterogeneous distribution [9, pp. 192–193], referred to as
the heterogeneous mean field approximation. A major implication is
that for random networks the epidemic threshold is given as
R0,c =
1
1 + CV[k]2
. (3.24)
One may interpret this as follows: In a completely regular network,
where CV[k] = 0, the epidemic threshold should correspond to the
mean-field epidemic treshold R0,c = 1. As soon as degree inhomo-
geneity is introduced, nodes may have both a lower and a larger de-
gree than an average node. Eq. (3.24) implies that nodes with larger
degree may pass an infection to a larger amount of other nodes and
make the system more susceptible to a disease, which is not coun-
tered by the decreased susceptibility of nodes with lower degrees. In
the case of BA networks in thermodynamic limit, CV[k] diverges and
as such the epidemic threshold vanishes, making the system suscep-
tible for any disease.
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Figure 3.4: Results of the individual-
based Markov-chain approximation
(MCA) regarding epidemic response
curves on static network models: the
k-regular nearest-neighbor lattice, the
random k-regular network and the
Barabási-Albert (BA) model, each
with a mean degree of 〈k〉 = 6 and
N = 2 × 104 nodes. Shown here are
equilibrium values 〈i〉 obtained by
integrating Eq. (3.26) for teq = 200/ρ
with fixed recovery rate ρ = 1 and time
step ∆t = 0.01/ρ. For each value of
R0, a single network was drawn from
the ensemble of the corresponding
model, on which the equations were
integrated. If ∑Nu=1 〈iu〉 (t) ≤ 10−6, the
equilibrium state was set to be equal to
the disease-free state. For both regular
network models, the Markov approxi-
mation yields the mean-field response
curve and the epidemic threshold
R0,c = 1, as predicted by Eq. (3.24) (in
regular networks, CV[k] = 0). For the
BA model, the appearance of nodes
with high degree makes the system
susceptible for a disease, even for lower
values of R0.
While Eq. (3.22) aims at the approximation of a Poisson process, a
discrete-time approximation takes into account that multiple events
may happen at once during one time step [50, 91], which increases
the accuracy when numerically evaluating the individual-based Mar-
kov-chain approximation but drives the description further away
from the original Poisson process, which only allows for a single
event per infinitesimal increase in time. Then, the probability for a
healthy node u not to be infected during a single time step is given
as
qu(t,∆t) =
N
∏
v=1
[
1− η∆tAuv 〈iv(t)〉
]
, (3.25)
which reads as the probability of not being infected by its first neigh-
bor and not being infected by the second neighbor and so forth. As
such, the probability of a node to be infected after a discrete-time
step ∆t is
〈iu(t + ∆t)〉 = 1− qu(t,∆t)×
[
1− 〈iu(t)〉 × (1− ρ∆t)
]
. (3.26)
Note that with ∆t → dt and (dt)n → 0 for n > 1, this equation
reduces to Eq. (3.22).
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Figure 3.5: Gillespie’s algorithm for SIS
dynamics on static networks. (a) The
configuration of infected and suscepti-
ble nodes on the network is described
by a set of infected nodes (nodes A and
B) and a set of susceptible-infected (SI)
links (links (B, C) and (B, D)). Each in-
fected node is associated with the re-
covery rate ρ and each SI-link is asso-
ciated with the infection rate η. Hence,
the total event rate is Λ = 2ρ+ 2η. (b)
Since the process is a Poisson process,
the time-lapse τ of the first event to oc-
cur is distributed according to an ex-
ponential distribution with mean Λ−1.
(c) After drawing the time-lapse τ from
this distribution, a single event is cho-
sen from the set of all possible events.
Each event occurs with probability pro-
portional to its rate. Afterwards, the
sets of infected nodes and SI-links is
updated accordingly.
In Fig. 3.4, epidemic response curves obtained by integrating Eq. (3.26)
are shown for three static network models: the k-regular nearest-
neighbor lattice, the random k-regular network and the Barabási–
Albert (BA) model, each with a mean degree of 〈k〉 = 6 and N =
2× 104 nodes. The approximation predicts epidemic response curves
equal to the mean-field result for both regular networks. For the BA
model, the epidemic threshold is predicted to decrease to lower val-
ues of R0,c—the introduction of nodes with large degrees renders the
system more susceptible for a spreading disease.
3.2.3 SIS Simulation Algorithms on Static Networks
Here, several SIS simulation algorithms are introduced to obtain the
endemic state numerically.
Gillespie’s Stochastic Simulation Algorithm
The SIS process as introduced above is a Poisson process. Every
infected node recovers with a constant rate ρ and every SI-link con-
verts its corresponding susceptible constituent to an infected node
with rate η. One of the conditions for a process to be Poissonian
is that in an infinitesimal time step dt at maximum a single event
may happen. In order to make sure that this condition is met, Gille-
spie introduced the so-called stochastic simulation algorithm (SSA)
[73]. It is explained in detail in App. D, but briefly outlined here and
illustrated in Fig. 3.5.
Considering there are a number I(t0) of infected nodes and a
number [SI](t0) of links between susceptible nodes and infected nodes
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at time t0, the total rate of any event happening is given by
Λ(t0) =∑
j
λ(j)(t0) = ρI(t0) + η[SI](t0),
as illustrated in Fig. 3.5a. The probability that at least one of the
I(t0) + [SI](t0) possible events happens up to time t0 + τ is given as
P(τ) = 1− exp(−Λ(t0)τ),
as derived in App. D. Hence, in order to find a time τ at which
the next event happens, it can simply be drawn from an exponential
distribution τ ∼ E(Λ(t0)) (see Fig. 3.5b).6 Afterwards, it has to be 6 The notation used here implies that
τ follows an exponential distribution
with mean 1/Λ(t0).
decided which of the events should actually happen at this time. The
process is conceptually equal to drawing an event time τ(j) for each
possible event j with corresponding rate λ(j). Then, τ = min{τ(j)}
and the corresponding event is the event j associated with this min-
imal time-lapse τ. Going back to the original procedure, after draw-
ing τ, the event to happen has to be drawn randomly. Each event
j will be drawn with the conditional probability that its associated
time-lapse was the minimal event time of all events given that it hap-
pened at time τ. This conditional probability is given as
pi(j) =
λ(j)
Λ(t0)
.
In practice, after drawing τ, a randomly chosen infected recovers
with probability pi(rec) = ρI(t0)/Λ(t0). Otherwise (with probability
pi(inf) = 1− pi(rec)), a randomly chosen SI-link converts its suscepti-
ble constituent to an infected node (see Fig. 3.5c). Then, the time is
updated to t = t0 + τ and the sets of infected nodes and SI-links are
updated accordingly.
Reactive Process
It is common to approximate the continuous-time contagion process
using the so-called reactive process which can be computationally
cheaper. In this approximation, time is discretized to pass in steps of
length ∆t and rates are replaced by probabilities. At each time step,
in random order, every infected node tries to infect each of its sus-
ceptible neighbors with probability η˜ = η∆t. Afterwards, it recovers
with probability ρ˜ = ρ∆t. Note that a node which recovers during
a single time step may be re-infected by an infected neighbor. This
process is only equal to the Poisson point process if the probabilities
are sufficiently small as ρ˜ → 0 and η˜ → 0, because only then, the
Poisson process’ condition of only a single event occuring per time
step is met. This was discussed more in-depth in [52].
However, studies usually fix the recovery probability to some large
value [45, 49, 50, 52, 56, 57, 91] such as ρ˜ = 0.5 or even ρ˜ = 1 usually
without providing any argumentation (e.g. in [50, 51]). While it is
true that for the original Poissonian SIS process one can fix the time-
scale using an arbitrary rate, it is certainly not true for the reactive
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process and its corresponding probabilities when they are large. As
argued in [52], the reactive process will give increasingly differing
results to the Poissonian process for high rates/large ∆t, which is
demonstrated as an example in Fig. 3.6 for an SIS process spread-
ing on the author’s Facebook friend network which was introduced
in Fig. 1.1. A detailed discussion of this example is given in the
unnumbered subsection titled “Comparison of the Introduced Eval-
uation Methods”.
Quasi-Stationary State Algorithm
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Figure 3.6: Epidemic response curves
on the largest component of the au-
thor’s Facebook network (introduced in
Fig. 1.1)—a comparison between results
obtained from exact continuous-time
Gillespie simulations, the individual-
based Markov-chain approximation
(MCA) and the individual-based simu-
lation (reactive process) with recovery
probability ρ˜ = 1 and recovery rate
ρ = 1 for the Gillespie simulations
(here, the time-scale does not actu-
ally matter). The MCA result was
obtained by integrating Eq. (3.26) with
∆t = 0.01/ρ. For the simulations,
jumps in the epidemic response curves
occur due to stochastic fluctuations
in the finite system. The MCA and
reactive process overestimate the exact
response curve obtained by continuous-
time Gillespie simulations. Concerning
the reactive process, this is a conse-
quence of violating the conditions of a
Poisson process that only a single event
per infinitesimal time step may hap-
pen. The difference between MCA and
Gillespie simulation emerges for the
same reason and because neighboring
infection states are assumed to not be
covariant.
The SIS process has an absorbing state at i = 0. Once all nodes are
susceptible, no new infections can take place anymore. In a system of
finite size (N < ∞) the disease may die out during SIS simulations by
reaching the absorbing state randomly due to stochastic fluctuations
around an endemic state i > 0. Therefore, this non-zero endemic
state i is referred to as the “quasi-stationary state”. In order to
accurately obtain the quasi-stationary state, a simulation approach
was developed based on the reactive process [117]. Following this
algorithm, for the first M time steps, each active configuration of
infected nodes is saved (i.e. each non-zero endemic state). Then,
every time a number of T time steps has passed, a configuration
from the saved states is replaced by the current active states. If the
current active state reaches the absorbing state, it is replaced by an
active state from the saved states. It was proven in [117] that this
process asymptotically converges to a set representing the ensemble
of states fluctuating around the quasi-stationary state.
In this thesis, the quasi-stationary state algorithm will not be used.
It was introduced here nevertheless, since the results regarding epi-
demic spreading on temporal networks from other studies were ob-
tained using this algorithm.
Comparison of the Introduced Evaluation Methods
Since results regarding the epidemic response on temporal networks
mostly rely on the individual-based Markov-chain approximation
(MCA), its validity for accurate predictions on static networks will
be tested here first. Simulation results using Gillespie’s SSA and
the MCA on three static network models of size N = 2 × 104 are
shown in Fig. 3.7. The MCA was evaluated by iteratively apply-
ing Eq. (3.26) with I(0) = 100 randomly selected initially infected
nodes. The parameters used for evaluating the MCA are the same as
in Fig. 3.4, i.e. ρ = 1 and ∆t = 0.01/ρ. Tests with ∆t = 0.001/ρ did
not significantly change the results of the MCA, which is why the
computationally cheaper value was chosen.
As can be seen, the MCA yields satisfying results for the Barabási-
Albert (BA) model and the random k-regular model of large degree.
Minor differences can be seen for 〈k〉 = 6 in the BA model. A larger
difference arises for the random k-regular model of degree 〈k〉 = 6.
For this value of 〈k〉 the predicted epidemic response curve greatly
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Figure 3.7: Epidemic response curves
on model networks with N = 2 ×
104, obtained via Gillespie simulations
and the individual-based Markov-chain
approximation (MCA), iteratively inte-
grating Eq. (3.26) with ρ = 1 and ∆t =
0.01/ρ. Barabási-Albert (BA) and ran-
dom k-regular networks are well-mixed
enough for the MCA to yield similar
response curves, albeit with small dif-
ferences for a lower degree of 〈k〉 =
6. The MCA yields larger differences
for the nearest-neighbor lattices, par-
ticulary underestimating the epidemic
threshold on the k = 6 lattice by a factor
of 1/2. These differences decrease with
increasing k but are still not negligible
for k = 50. Here, for each value of R0
and 〈k〉 ∈ {6, 50}, model networks were
sampled Nmeas = 10 times. On each
of the samples, a disease was simu-
lated using Gillespie’s SSA as described
above, beginning with I(0) = 100 ran-
domly chosen initially infected nodes.
The time-scale was fixed using ρ = 1
and the disease was considered equili-
brated after teq = 200/ρ. Subsequently,
the disease was further simulated for
tmeas = 100/ρ, a sample of the number
of infected taken every ∆tsample = 1/ρ.
The endemic state was then evaluated
over all simulations which did not end
in the absorbing state, averaged over all
samples taken during the measurement
period.
differs from the simulation results. Correspondence increases for the
larger value of the mean degree, however still showing slight differ-
ences for basic reproduction numbers near the epidemic threshold.
As has been demonstrated in [52], infection states of neighboring
nodes are highly covariant in the nearest-neighbor lattice model, ren-
dering the assumptions of the MCA invalid for this structure. Hence,
even though ∆t is small, significant deviations may arise.
While there are noticeable differences between the results of the
MCA and exact continuous-time simulations, studies often claim that
the MCA yields nearly exact results when compared to simulations
[49–51]. However, within these studies simulations are usually per-
formed using the reactive process with large simulation probabili-
ties per unit time step at which point the reactive process becomes
essentially different from the original SIS process. An example is
illustrated in Fig. 3.6 where the response curves of the MCA, the
reactive process, and continuous-time Gillespie simulations are com-
pared for SIS spreading on the largest component of the author’s
Facebook friend network with a time-step of length ∆t = 1 and a
recovery probability of ρ˜ = 1. Since one of the time-scales can be
chosen arbitrarily for continuous-time simulations, the correspond-
ing rate was set to be ρ = 1 which would correspond to the MCA
approximation ρ˜ → ρ∆t.7 Varying R0, the infection rate was com-
7 Note that this approximation is ac-
tually not justified because for the re-
covery probability to be ρ˜ = 1 −
exp(−ρ∆t) = 1 in time ∆t consider-
ing a Poisson process, the recovery rate
would have to approach ρ → ∞. This
further illustrates the problems arising
with large probabilities in the reactive
process.
puted as η = R0ρ/ 〈k〉. The infection probability was computed as
η˜ = R0ρ˜/ 〈k〉. The MCA yields satisfying predictions for the reac-
tive process but systematically overestimates the epidemic response
curve compared to the results of the continuous-time simulations,
allegedly underestimating the epidemic threshold.8 Concerning the 8 Note that for Gillespie and reactive
process simulations, jumps in the epi-
demic response curves occur due to
stochastic fluctuations in the finite sys-
tem.
difference between Gillespie simulations and reactive process, this is
a consequence of violating the conditions of a Poisson process that
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only a single event per infinitesimal time step may happen. The dif-
ference between MCA and Gillespie simulation emerges due to the
same violation and because neighboring infection states are assumed
to not be covariant. Allegedly, the reactive process and the MCA
yield similar results because multiple events happening at the same
time might greatly reduce the neighboring infection state covariance,
which makes the MCA applicable to model the reactive process for
these parameter values.
Figure 3.8: Epidemic response curves
on the HT09 data set according to
Valdano, et al. Curves were evalu-
ated using Eq. (3.26) and Eq. (3.27)
with η∆t → η˜ and ρ∆t → ρ˜ with
∆t = 1 h. Note that the infection
probability η˜ was not rescaled when ρ˜
changed which explains the difference
between the curves. The epidemic re-
sponse curves are redrawn as functions
depending on the basic reproduction
number in Fig. 3.9.
Due to these results, caution is advised for describing epidemic
spreading based on discrete-time processes with large probabilities
and considering an individual-based point of view, as already argued
in [52]. In Ch. 8, it will be shown that the difference between these
simulation perspectives may lead to diametral results in temporal
networks.
3.2.4 SIS on Temporal Networks
Figure 3.9: Epidemic response curves
on the HT09 data set according to Val-
dano et al. [56], rescaled to be depen-
dent on the basic reproduction number
rather than the infection probability like
in Fig. 3.8.
In recent years, a number of results regarding the prediction of the
epidemic threshold and epidemic response curves on temporal net-
works were published, all of which were based on the individual-
based Markov-chain approximation [45, 56, 57, 91]. Here, methods
are introduced to obtain epidemic response curves on temporal net-
works and the results of the studies will be discussed.
Individual-Based Markov-Chain Approximation
Adapting the individual-based Markov-chain approximation for tem-
poral networks, the constant adjacency matrix is simply replaced
with the time-dependent one [56]. Consequently, the integrative
equations Eq. (3.26) remain unchanged, however the probability qu(t,∆t)
not to be infected by any neighboring node in the interval [t, t + ∆t]
is given as
qu(t,∆t) =
N
∏
v=1
[
1− η∆tAuv(t) 〈iv(t)〉
]
. (3.27)
Here, ∆t is the constant length of a time step, usually the duration of
a discrete-time temporal network’s single snapshot duration ∆tbin or
any value ∆t = ∆tbin/n which devides this snapshot duration into n
equally-sized intervals. For continuous-time temporal networks, this
approach is unfeasible because there exists no value ∆t which would
evenly divide every snapshot duration, as those follow a continuous
distribution function.
Therefore, in this work, an adapted continuous-time integration
approach will be chosen for continuous-time temporal networks whose
adjacency matrices may have such an aribitrary duration. Within this
approach, a small maximum MCA integration time of ∆tmax is intro-
duced to ensure that the approximation λ˜ ≈ λ∆t is always justified
for any rate λ.9 Suppose a system is currently at time t and the next
9 Problems arise when ∆t becomes too
large for any large rates λ: in this case,
the probability of an event happening
at least once in the interval is not equal
to λ∆t, rather, it shold be given as λ˜ =
1 − exp (−λ∆t). In the studies cited
above, large probabilities η˜ and ρ˜ are
often used. In this case, the infection
probability in Eq. (3.27) is replaced as
η∆t → η˜ and the recovery probability
in Eq. (3.26) is replaced as ρ∆t → ρ˜.
Consequently, when changing ∆t from
the originally used value ∆torig to other
values one needs to transform the cor-
responding probabilities according to
the actual rate λ = −(∆torig)−1 log(1−
λ˜) first. This is unnecessary for λ∆t 
1 at which λ˜ = λ∆t is a justified ap-
proximation.
change of the adjacency matrix will happen at time tnext > t. Then
the integration time-step is chosen as ∆t = min(∆tmax, tnext − t).
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Consequently, Eq. (3.27) and Eq. (3.26) are evaluated with this value
of ∆t and time is advanced as t → t + ∆t. This approach is equal to
the discrete-time approach if the maximum integration step ∆tmax is
set to the length of a single discrete-time snapshot duration ∆tbin.
Using the reactive process and the individual-based Markov-chain
approximation (MCA), Valdano et al. showed that the MCA accu-
rately predicts reactive process simulation results for a collection
of real-world temporal networks [56]. They further developed an
analytical method to compute the epidemic threshold on temporal
networks, based on the maximum eigenvalue of the so-called infec-
tion propagator which is evaluated from adjacency matrices based
on Eq. (3.26) and Eq. (3.27). This method, however, will not be of
further concern, since interest lies on the epidemic response curve
here. Evaluating the full response curve comes with the advantage
of a concurrent estimation of the epidemic threshold.
The HT09 data set was one of the temporal networks for which the
epidemic response curve was evaluated in [56]. Instead of using the
high resolution data with ∆t = 20 s, the authors discarded nightly
data and the remaining data was rebinned to a time of ∆tbin =
1 h. An epidemic was then simulated with discrete time of step
length ∆t = ∆tbin, choosing recovery probabilities per time step
ρ˜ ∈ {0.2, 0.5} and infection probabilities per time step η˜ ∈ [0, 0.5].
The full epidemic response curves were obtained using the MCA
and the quasi-stationary state algorithm. In the temporal variant of
the quasi-stationary state algorithm, for each snapshot, a number of
active configurations was saved to be used as replacements when
the disease dies out in this particular snapshot. The results of the
MCA (which were found to be highly accurate with respect to the
simulations) are shown in Fig. 3.8, which is a reproduction of Fig. 2d
in [56]. At first sight one may conclude that increasing the recov-
ery probability ρ˜ increases the epidemic threshold and lowers the
number of infected, this effect, however, is simply explained by the
fact that η˜ was not rescaled when varying ρ˜. Even in the mean-field
case, this would yield a change in the basic reproduction number and
therefore a change in the epidemic response and epidemic threshold.
The curves should therefore be compared as functions depending on
the basic reproduction number R0 = η 〈k〉 /ρ, as shown in Fig. 3.9b.
As one may observe in this figure, the responses are actually not
substantially different but there is a slight decrease in the epidemic
threshold. This deviation is even more pronounced if the network is
not rebinned but left in its original state with resolution ∆t = 20 s.
As shown in Fig. 3.9a, the epidemic response curves are different
on the temporal network of higher temporal resolution, essentially
revealing that changing the temporal resolution for both integration
and structural variation changes how a disease spreads in the sys-
tem. With the smaller temporal resolution, it is shown that the epi-
demic threshold decreases with increasing recovery rate. For both
rates, the epidemic threshold decreases compared to the rebinned
case with ∆t = 1 h.10
10 Note that as discussed above, the re-
covery probabilities are recomputed for
∆t = 20 s to obtain rates reflecting the
corresponding probabilities.
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Speidel et al. [45] argued that coarse-graining temporal change
in the SIS dynamics to long times such as ∆t = 1 h might change
the results. They further noted that while the theoretical approach
by Valdano et al. yields satisfying predictions, it is still unclear in
which way the properties of temporal networks influence the epi-
demic response curves for varying recovery rates. Therefore, they
introduced what they call a “continuous-time” approach to study
the change of the epidemic threshold for varying recovery rates.
In this approach, they replace probabilities with rates and linearize
the Markov-chain approximation equation at the disease-free state
i? = 0.11 Consequently, they find the epidemic threshold as the11 Note that recently, a similar
“continuous-time” approach was
taken, where in the individual-based
Markov-chain approximation, the limit
∆t→ dt yields a system of ODEs [57].
maximum eigenvalue of an infection-propagator similar to the one
defined in [56]. Using this approach and quasi-stationary state sim-
ulations, they show that in all of the empirical temporal networks as
well as almost all of their investigated model temporal networks, the
epidemic threshold decreases when the recovery rate increases for
fixed R0 (see Fig. 3.10 for an example result on the HT09 data set).
In the limit ρ → 0, a recovered node ‘sees’ the whole temporal net-
work several times before recovering, hence the epidemic response
behaves as if the process was run on the averaged static network. For
larger recovery rates, an infected node experiences a limited num-
ber of structural changes and hence the temporal structure becomes
more important. Based on their results they claim that networks
become more susceptible to diseases the more “temporal” they are.
They find a single exception for a model which consists of isolated
nodes and a number of isolated pairs in each snapshot (cf. Sec. 2.4.3).
In this case, the epidemic threshold increases with increasing recov-
ery rate making the system less susceptible for diseases, while the
MCA predicts a decrease. The reason for this discrepancy is that in
this highly sparse structure, neighboring infection states are highly
covariant and therefore the individual-based approximation breaks
down (for an explicit example, see App. E.5).
Figure 3.10: Epidemic response curves
on the HT09 data set according to
Speidel et al. [45], evaluated based on
the individual-based Markov chain ap-
proximation obtained by integrating
Eq. (3.26) and Eq. (3.27) with ∆t = 20 s.
Note that again, the analyzed data set
was binned to an aggregation window
of ∆tbin = 1 h without further reason-
ing. The epidemic threshold decreases
with increasing recovery rate.
Unfortunately, it is unclear in which way their simulations are
supposed to be of continuous time. The authors state that they use
a quasi-stationary state algorithm similar to the one used by Val-
dano et al., supposedly with an integration step much smaller than
the one used by Valdano et al., but not further specified. They state
that they divide each snapshot of length ∆tbin in two halves and as-
sign active states to each of the halves in case the process reaches
the absorbing state in either one of those halves. They do not state
how they computed transition probabilities for a single step, how-
ever they refer to the original quasi-stationary state algorithm which
computes probabilities as λ˜ = λ∆t. If in fact, the reactive process
was used for simulation, the approach is not of continuous-time if
∆t was chosen too large, in which case the reactive process differs
from the exact Poisson process. Furthermore, for reasons not fur-
ther specified, they change the structure of all investigated temporal
networks by rebinning to larger aggregation windows (for instance
∆tbin = 1 h for HT09). In its original form, the HT09 is structurally
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very close to their investigated model of isolated pairs and isolated
nodes in which the Markov-chain approximation is invalid. Rebin-
ning substantially changes the single snapshot structure to a point
at which the investigated substrate is completely different from the
original network.
For these reasons, it is essential to reevaluate and compare epi-
demic observables on the original, highly resolved temporal net-
works as well as on continuous-time temporal network models. These
evaluations should be done with an exact continuous-time simula-
tion algorithm (introduced below) and compared to evaluations us-
ing the Markov-chain approximation, both of which will be done in
Ch. 8.
Gillespie’s Algorithm for Temporal Networks
In order to simulate the exact continuous-time SIS process, a Gille-
spie algorithm for temporal networks will be used, first introduced
in [89]. At the basis of this algorithm lies the formulation of an
inhomogeneous Poisson process with time-dependent rate Λ(t) =
∑j λ(j)(t) = ρI(t) + η[SI](t). In the context of temporal networks,
Λ(t) may change as a step function every time the adjacency matrix
changes and consequently the number of SI-links. For such an in-
homogeneous Poisson process, given that the last event happened at
time t0, the probability of at least one event happening up to time τ
is
P(τ) = 1− exp
(
−
∫ t0+τ
t0
dtΛ(t)
)
.
Consequently, the dimensionless variable
θ(τ) =
t0+τ∫
t0
dtΛ(t) (3.28)
is exponentially distributed with unit mean as θ ∼ E(1). Hence, the
time τ until the next event can be found by randomly drawing θ from
this exponential distribution and then numerically solving Eq. (3.28)
for τ. In the case of Λ(t) changing as a step function, θ(τ) is a
collection of piece-wise defined linear functions and therefore can be
solved exactly. As soon as the time τ is found, the event channel j
triggering this event is chosen at random with probability
pi(j) =
λ(j)(t0 + τ)
Λ(t0 + τ)
.
The exact workings of the algorithm as well as the derivation of
these formulas is shown in App. D.2 and an exhaustive explanation
is given in [89].

Part II
Random Walks on Modular
Hierarchical and Other Small-World
Networks

4
Small Worlds Are All the Same
The aim of the second part of this thesis is to test the hypothesis
whether modular hierarchical networks are in a structural optimum
for random walk processes. One way to pursue this is to devise a
synthetic model whose properties are closely related to the modular
hierarchical structures observed in empirical networks. This struc-
ture may then be altered using a single control parameter to allow
for comparisons to different known structures. Such a model, as we
introduce in this chapter, is closely related to the modular hierar-
chical Watts-Newman network model [13] summarized in Sec. 2.2.4.
Since this original model was developed to explain the small-world
phenomenon, the discussion will be extended to a variety of small-
world network models which all follow the same principles listed
below.
1. By adjusting a single control parameter, one interpolates between
generative network models which produce locally clustered struc-
tures with high regularity and the Erdo˝s–Rényi network model.
2. During interpolation the mean degree remains constant. Since the
mean degree is a first-order control parameter for certain dynamic
processes, this allows for a thorough comparison of the structural
consequences beyond the bias introduced by a varying total num-
ber of edges in the network.
While each of the models devised in the following has been intro-
duced in other variants before (see Sec. 2.2.4), the defining feature
here will be that while conceptually different, their new definitions
will allow for a thorough map between their control parameters
which will reveal how, despite their apparent differences, their struc-
tural properties are very similar, finally developing a generalized
model. It will further be shown that the conceptual differences of the
models do not yield too different results when the flow-based mod-
ular hierarchical partition algorithm Infomap is applied, which sug-
gests that all of these small-world models produce structures which
can be interpreted as being modular hierarchical. Large parts of this
chapter are very similar to texts already published by the author
in [93, 94]. These parts will be explicitly referenced.
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Figure 4.1: Hierarchical modular struc-
ture as introduced in Sec. 4.1, using
a number of modules per level (base)
B = 4 and total number of levels L = 3
as an example. (a) and (b) represent
the hierarchy of modules as embedded
structures and a hierarchical tree, re-
spectively. The network nodes (white
circles) are grouped into modules of B
components at level 1 (orange), which
are in turn grouped into B-sized mod-
ules (containing B2 nodes) at level 2
(turquoise). Finally, these are grouped
into a single level 3 structure (pink)
that also contains B submodules, and
thus B3 nodes in total. The nodes la-
beled a and b belong to the same level-
1 module, those labeled a and c are in
the same level-2 module (but not the
same level-1 module), and those labeled
a and d, in the same level-3 module (but
not the same lower-level ones). A hier-
archical modular network can then be
built by linking with lower probability
the nodes that belong to higher level
modules only. (c) The structure of the
resulting adjacency matrix, with darker
shades of grey representing a higher
probability of having ‘1’ entries that de-
note connections. The figure was repro-
duced from [93].
4.1 Self-Similar Modular Hierarchical Random Networks
In this section a stochastic block model is presented that can gener-
ate self-similar random networks with varying ‘intensity’ of modular
hierarchical structure (where ‘intensity’ refers to the amount of short-
ranged connections an average node has, as will be indicated). It is a
variant of the model introduced by Watts et al. [13] briefly discussed
in Sec. 2.2.4. Its definition will be shown and some of its network
properties will be derived. This section is close to the text first pub-
lished in [93].
4.1.1 Model Definition and Structural Phases
The model was developed in collaboration with C. Huepe and D. Brock-
mann. Similar to the model by Watts, Dodds, and Newman [13], it
assumes that each node belongs to a module that is part of a bigger
community of modules, which is in turn part of a yet larger com-
munity of modules of modules, etc., as depicted in Fig. 4.1a. This
structure of communities and subcommunities can be represented
by an underlying hierarchical tree (see Fig. 4.1b), where the hierarchi-
cal distance  between two nodes is defined as the smallest number of
levels needed to traverse up the tree to find a common ancestor. Note
that only leaves of the tree represent actual nodes in the generated
network while the rest of the tree is only used to define a modular
hierarchical connectivity structure. The probability of having a con-
nection between two nodes decreases as their distance  increases.
For simplicity, and in contrast to the original model presented in
Sec. 2.2.4, pure self-similar modular hierarchical (SSMH) structures
are considered, where all modules have the same number of sub-
modules. Thus, SSMH networks are generated starting from a B-ary
tree of height L, where B is the module size and L is the total num-
ber of hierarchical layers. Then the final network consists of N = BL
nodes. Each of those could potentially be connected to up to
kmax = B
 − B−1 = B−1(B− 1) (4.1)
small worlds are all the same 95
other nodes at hierarchical distance `. Although this number of po-
tential links to other nodes grows exponentially with `, in order to
generate MH structures it seems intuitive to impose a limiting con-
dition in a way that the number of connections to nodes in other
modules is typically smaller than, but of similar order as, the num-
ber of connections to nodes within the same module. To this end, a
connection probability P` is chosen that decreases exponentially with
increasing hierarchical distance, given by
P` ∝
(
ξ
B
)`−1
. (4.2)
Here, 0 ≤ ξ ≤ B is defined as the modular hierarchical structural
control parameter. Hence, choosing different values of ξ allows for the
generation of classes of networks with different degrees of hierarchi-
cal modularity. As argued before, the mean degree should remain
constant for all values of ξ. To ensure this, one first has to find the
mean degree of each node with respect to all other nodes at hierar-
chical distance `, which is given by 〈k`〉 = P`kmax` . The total mean
degree is then 〈k〉 = ∑L`=1 〈k`〉, which can subsequently be used to
normalize the total number of connections, obtaining
P` =
〈k〉
B− 1
(
1− ξ
1− ξL
)(
ξ
B
)`−1
. (4.3)
Note that if 〈k〉 > B− 1, the modular hierarchical structural control
parameter ξ can only be chosen to be larger than or equal to ξmin > 0,
where (B− 1) (1− ξLmin) = 〈k〉 (1− ξmin), in order to have a connec-
tion probability that satisfies P` ≤ 1 for all hierarchical distances
` ≥ 1.
In the case of ξ = 0, the network consists of BL−1 densely con-
nected Erdo˝s–Rényi random networks of B nodes and connection
probability p = 〈k〉 /(B− 1) (note that this is, naturally, only possi-
ble if ξmin = 0, as indicated in the last paragraph). As ξ is increased,
links are redistributed from the lowest hierarchical layer to higher
ones, while keeping the total number of links constant. The system
thus goes through the following structural phases:
• ξ < ξc : The network does not yet have a largest component of size
≈ BL. A numerical analysis reveals that for 〈k〉 ≥ 4 and L ≥ 3, this
critical parameter is given1 as ξc ≈ B−1. Thus, it is always smaller
1 This can be motivated as follows. In
the highest hierarchy layer L, there are
B submodules. Each submodule con-
tains BL−1 nodes and thus can po-
tentially have BL−1 × (BL − BL−1) con-
nections to other submodules. With
ξ = B−1, the total number of connec-
tions to other submodules is ksub =
PL(ξ = B−1)× BL−1 × (BL − BL−1) (us-
ing Eq. (4.3)). Hence ksub = 〈k〉 × (1−
B−1)/(1− B−L) ≈ 〈k〉. This means that
on average 〈k〉 edges are leaving out of
a single submodule to connect to other
submodules in the highest layer L. Con-
sequently, the larger the value of 〈k〉,
the larger the likelihood that all B sub-
modules are connected to build a large
component of size ≈ BL for this value
of ξ.
than ξSW as defined for the next phase. An exact determination of
ξc is left for future research.
• ξc < ξ < ξSW : The network is in a phase with strong hierarchical
modularity, in the sense that it (i) has a largest component of size
≈ BL and (ii) an average node has more links to nodes in its own
lowest hierarchy module (level ` = 1) than to nodes in all other
hierarchy layer groups ` > 1 combined, satisfying
〈k1〉 > 〈k2〉+ · · ·+ 〈kL〉 . (4.4)
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The value of ξSW is given by the solution to equation 0 = ξLSW −
2ξSW + 1 (with 1/2 ≤ ξSW ≤ 1), which quickly approaches ξSW =
1/2 as L is increased.
• ξSW < ξ < 1 : The network is in a phase with weak hierarchical
modularity, in the sense that the degree at each hierarchical level
is smaller than the degree at the next one, that is
〈k1〉 > 〈k2〉 > · · · > 〈kL〉 (4.5)
is satisfied, but the condition in Eq. (4.4) is not.
• 1 < ξ < B : In this phase, only the basic hierarchical modularity
probability condition
P1 > P2 > . . . > PL (4.6)
is satisfied, as the network transitions to a homogeneous random
structure.
• ξ = B : The network is identical to an Erdo˝s–Rényi random net-
work, as P` is equal for all layers `.
Example networks for these different phases are displayed in Fig. 4.2.
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Figure 4.2: SSMH example networks
for the modular hierarchical phasesde-
fined via Eqs. (4.4–4.6). Used parame-
ters were B = 6, L = 3, and 〈k〉 = 6.
In order to efficiently generate SSMH networks, an O(m) algo-
rithm (where m is the total number of edges) is briefly outlined as
follows. One begins with the construction of BL−1 Erdo˝s–Rényi net-
works, each with number of nodes B and with connection proba-
bility P1, using the algorithm described in [74]. Those will be the
base modules in layer 1. Subsequently, for every layer ` > 1, one
draws a number m` of edges in this layer from a binomial distribu-
tion m` ∼ B(mmax` , P`) with parameters mmax` = BLB`−1(B − 1)/2
and success probability P`. For every edge appearing in the layer,
a random node u is picked from the set of all nodes, followed by
picking a second node v from all B− 1 modules that this node u can
reach in this layer. If there is not yet an edge connecting u and v, the
edge is assigned, otherwise a new originating node u is picked. Im-
plementations of this algorithm are publicly available for download
[118].
4.1.2 Network Properties
In this subsection, the number of two-stars per node, number of tri-
angles per node, degree variance and clustering coefficient of this
network model are given. Especially the latter two will become of
importance to explain an emergent minimum in the pair-averaged
first passage time in Ch. 5.
Degree Variance
The second moment of the degree distribution is given by
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〈
k2
〉
=
〈(
L
∑
=1
k
)2〉
=
L
∑
=1
〈
k2
〉
+ 2
L
∑
=2
−1
∑
m=1
〈kkm〉︸ ︷︷ ︸
=〈k〉〈km〉
.
Since the layer degrees are binomially distributed, the moments of
each hierarchical layer are
〈k〉 = B−1(B− 1)P〈
k2
〉
= B−1(B− 1)P
(
1 + B−1(B− 1)P − P
)
.
With Eq. (4.3), one obtains〈
k2
〉
= 〈k〉+ 〈k〉2
[
1− 1
B− 1
(
1− ξ
1− ξL
)2 (1− (ξ2/B)L
1− ξ2/B
)]
, (4.7)
from where the variance of the degree is found to be
Var[k] = 〈k〉 − 〈k〉
2
B− 1
(
1− ξ
1− ξL
)2 (1− (ξ2/B)L
1− ξ2/B
)
, (4.8)
which is a monotonically increasing function of the structural control
parameter and displayed in Fig. 4.3.
0.125 1 8
4
5
6
7
8
9
m
ea
n 
sh
or
te
st
 p
at
h 
le
ng
th
strong weak
0.125 1 8
structural control parameter 
0
5
10
15
20
25
no
de
 p
ro
pe
rt
y 
[ ]
strong weak
0.0
0.7
cl
us
te
ri
ng
 c
oe
ff
ic
ie
nt
Figure 4.3: Properties of the SSMH net-
work model for increasing control pa-
rameter ξ, here with parameters B =
8, L = 3, and 〈k〉 = 7. (Top) The
mean shortest path length 〈s〉 (as an
average over the largest components
from 10 independently sampled net-
works for each value of ξ) decreases
faster than the clustering coefficient C
(given via Eq. (4.11) with increasing
structural control parameter ξ). (Bot-
tom) The mean number of triangles per
node Eq. (4.9), the mean number of
two-stars per node Eq. (4.10), and the
node degree variance Eq. (4.8). Note
that none of the observables change sig-
nificantly after leaving the weak mod-
ular hierarchically clustered phase at
ξ = 1.
Clustering Coefficient
In the SSMH model, each node is statistically equivalent. Hence, in
order to calculate the clustering coefficient as given by its definition
in Sec. 2.1.4, where C = /∧, one may compute the mean number
of triangles  per node and the mean number of two-stars ∧ per
node without loss of generality for a single focal node which is set to
be i = 1 . The number of triangles per node is then given as
 =
N−1
∑
j>1
N
∑
u>j
P(1,j)P(1,u)P(j,u).
Hence, for every pair of nodes (j, u) with j = u = 1, one calculates
the probability that node 1 is connected to node j, node 1 is connected
to node u, and node j is connected to node u. Analogously, the
expected number of two-stars is the sum over all pairs (j, u) of the
probability that node 1 is connected to j and 1 is connected to u (thus
building a two-star),
∧ =
N−1
∑
j>1
N
∑
u>j
P(1,j)P(1,u).
Instead of summing over all node pairs, summing over pairs of hi-
erarchical layers is preferred, as this significantly reduces the com-
plexity of the calculation. Thus, both sums can be split into two
contributions each, as
 = pi(3)S + pi(3)L (4.9)
∧ = pi(2)S + pi(2)L , (4.10)
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where subscripts represent (S)hort-range and (L)ong-range contribu-
tions, which are all derived analytically in App. B.1. As the clustering
coefficient is given as C = 4/∧, using Eqs. (4.9) and (4.10) yields
C =
pi
(3)
S + pi
(3)
L
pi
(2)
S + pi
(2)
L
. (4.11)
It is a decreasing function of the structural control parameter ξ and
shown in Fig. 4.3, alongside the mean number of triangles per node
4 and the mean number of two-stars per node ∧.
4.2 Modified Watts–Strogatz Small-World Networks
Since a modular hierarchical network model has been introduced
first to explain the small-world effect in social networks [13], it seems
appropriate to also study the original small-world model which only
makes distinctions between short-range and long-range connections
in order to study the structural and dynamical differences of the
models. This section redefines a variant of the Watts–Strogatz model
which happens to be structurally equivalent to a modified model
already introduced by Song and Wang [119]. It is, however, redefined
below in a slightly differing manner, to suit the needs of comparison
to the other models introduced in this chapter. This section is close
to the text published in [94].
4.2.1 Structural Definition and Sampling Algorithm
As described in Sec. 2.2.4, in the original model N nodes are posi-
tioned equidistantly on a ring and subsequently locally connected,
i.e. connected to nodes in their vicinity with maximal lattice distance
d ≤ k/2 where k is an even positive integer and equal to the de-
gree of every node. For the rewiring process, each node rewires its
connections to its k/2 rightmost neighbors to any other node in the
network with probability pr.
Within the adapted model defined below, edges posses an inher-
ent probability to exist, which varies for short-range (S) and long-range
(L) contacts, which already draws similarities to the SSMH model de-
vised above. A potential contact between nodes (i, j) is considered
to be short-ranged if their distance in periodic boundary conditions
is d(i, j) ≤ k/2; it exists with probability pS. It is considered long-
range if d(i, j) > k/2 and exists with probability pL. The distance is
computed as d(i, j) = min(|j − i|, N − |j − i|). In short, two nodes
with lattice distance d are connected with probability
pd =
pS, if d ≤ k/2,pL, otherwise.
Hence, if pS = 1 and pL = 0, the model produces a structure which
is equal to the original model’s starting point, a one-dimensional k-
nearest neighbor lattice. On the other hand, if pS = pL ≡ p, each
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Regular Small-world Erdős–Rényi
increasing connection probability  
redistribution from short-range to long-range
Figure 4.4: Schematic representation
of the modified small-world model as
defined in this section. Much like
in the original model, the underly-
ing structure is composed of N nodes
placed equidistantly on a ring. How-
ever, instead of rewiring a previously
defined lattice, each pair of nodes is
connected with distance-based proba-
bility pd where d is their minimal dis-
tance on the ring. Within distance d ≤
k/2, nodes are connected with short-
range probability pS. For larger dis-
tances, nodes are connected with long-
range probability pL = βpS. With in-
creasing redistribution parameter 0 ≤
β ≤ 1 connection probability is redis-
tributed from the short-range regime to
the long-range regime while the mean
degree k is kept constant. Hence at β =
0 the short-range probability is unity
while the long-range probability is zero
which produces a k-nearest neighbor
lattice. With increasing β, long-range
“short-cuts” become more probable un-
til at β = 1 both connection probabil-
ities are equal and thus the model be-
comes equal to the Erdo˝s–Rényi model.
The figure was taken from [94].
edge exists with probability p and hence the model is equal to the
Erdo˝s–Rényi network model. The mean degree is held constant by
noticing that it is composed of a short-range degree 〈kS〉 and a long-
range degree 〈kL〉. Each node has k potential short-range neighbors
and N − 1 − k potential long-range neighbors. Thus, its expected
degree is pSk + pL(N − 1− k) = 〈kS〉+ 〈kL〉 = 〈k〉 ≡ k. To keep the
mean degree constant, a structural control parameter β is introduced
which controls the trade-off of connection probability in the short-
and long-range regimes such that pL = βpS. Note that at β = 0, we
have pL = 0 and pS = 1 while at β = 1 we find pL = pS ≡ p. In order
for the mean degree to be constant, the distance-based probabilities
are evaluated to be
pS(β) =
1
1 + β(N − 1− k)/k , (4.12a)
pL(β) =
β
1 + β(N − 1− k)/k = βpS(β). (4.12b)
The short-range node degree kS follows a binomial distribution B(k, pS)
and the long-range node degree kL follows a binomial distribution
B(N − 1− k, pL). A schematic explanation of the model is given in
Fig. 4.4. A simple network generation algorithm is given as follows.
Each node 0 ≤ u ≤ N − 1 connects to each of its k/2 rightmost
short-range neighbors with probability pS. Afterwards, mL long-
range edges are drawn, where mL follows B(N(N − 1 − k)/2, pL).
For each long-range edge, one chooses a source node u uniform
at random from [0, N − 1]. This node is then connected to a long-
range neighbor v = (u + k/2 + z) mod N where the integer z is
drawn uniform at random from the interval [1, N − k − 1]. If an
already existing edge was chosen, repeat the procedure for this long-
range edge. This algorithm has complexity O(Nk + 〈mL〉) for sparse
networks. Implementations of the algorithm are available as open
source C++/Python packages [118, 120].
Example networks for increasing structural control parameter are
displayed in Fig. 4.5.
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4.2.2 Network properties
Since the node degree is given as the superposition of short-range
and long-range degree, the degree variance can be found as
Var [k] = Var [kS] +Var [kL] = kpS(1− pS) + (N − 1− k)pL(1− pL).
(4.13)
For increasing β both short-range and long-range variances increase,
such that the degree variance is an increasing function of β, as shown
in Fig 4.7b. The full degree distribution is evaluated by noting that
any node degree is ki = kS,i + kL,i, such that its distribution evaluates
to
pk′ =
∞
∑
kL=0
∞
∑
kS=0
PS(kS)PL(kL)δk′ ,kS+kL
=
min(k′ ,k)
∑
kS=0
(
k
kS
)(
N − 1− k
k′ − kS
)
(1− pS)k−kS×
× pkSS (1− pL)N−1−k−k
′+kS pk
′−kS
L , (4.14)
which is virtually equal to the result derived in [119] (the only differ-
ence being that they let the sum run to k) and is shown in Fig. 4.7a.
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Figure 4.5: Network samples from the
modified Watts–Strogatz model for in-
creasing structural control parameter β.
Parameters N = 63 and k = 6 were
used.
The following evaluation of the clustering coefficient will rely on
its definition in Sec. 2.1.4 where C = 4/∧. To evaluate the expected
number of two-stars per node ∧ = 〈Aiu Aiv〉 one observes that a node
of degree kv is part of (1/2)kv(kv − 1) two-stars such that the mean
number of two-stars per node is given as
∧ = (1/2) [Var [k] + k(k− 1)] , (4.15)
which is illustrated in Fig. 4.7b.
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Figure 4.6: Schematic figure for the
evaluation of the areas of summation
to find the expected number of trian-
gles per node  for odd numbers of
nodes N as per Eq. (4.16). Note that
here, the sum has been shifted to be
∑
(N−1)/2
u=−(N−1)/2+1 ∑
(N−1)/2
v=u+1 (·) such that u
and v are equal to their lattice distance
to a focal node at d = 0. Straight lines
mark the border of the areas within
which u = v = 0, |u| ≤ k/2, and
|v| ≤ k/2, and dashed lines mark the
border of areas where |d(u, v)| ≤ k/2.
The figure was taken from [94].
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Figure 4.7: Analytic results for (a) de-
gree distribution Eq. (4.14) and (b), ex-
pected number of two-stars per node
∧ (Eq. (4.15)), expected number of tri-
angles per node  (Eq. (4.16)), cluster-
ing coefficient C = /∧ and node de-
gree variance Eq. (4.13). While both de-
gree variance and number of two-stars
increase with increasing long-range re-
distribution parameter β, the number of
triangles as well as the clustering co-
efficient decrease. The results shown
here were computed for N = 1001 and
k = 4. The figure was taken from [94].
In order to find the expected number of triangles per node  one
recognizes again that every node is statistically equivalent. Thus,
without loss of generality, one may compute the number of triangles
per node for a single focal node i = 1 based on the definition in
Sec. 2.1.4 as
 =
N−1
∑
u=2
N
∑
v=u+1
pd(u,1)pd(v,1)pd(u,v) (4.16)
= Fp3S + Gp
2
S pL + HpS p
2
L + Ip
3
L.
Here, F, G, H, and I are the areas of summation where three, two,
one and no node pairs are of short-range distance, respectively. As
shown in Fig. 4.6, one can shift the summations to run from lattice
distance −N/2 to distance N/2 around the focal node at d = 0 such
that by marking the conditions for short-range connections, finding
the respective areas reduces to a geometrical exercise. By defining the
lengths L = (N − 1)/2 and R = k/2 one first finds the useful unit
of a short-short-long-range area as the triangle T = (R2 − R)/2 + R.
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Then, the areas of summation are
F = 3(T − R) = (3k/8)(k− 2)
G = 3T = (3k/8)(k + 2)
H = 2((L− R)R− T) + T + 2(L− R)R + 2((L− 1)R− T)
= (k/8)(12N − 26− 11k)
I = (L− R)2 − 2((L− 1)R− T)− (L− R) + (L− R)2 − T
= (1/8)
[
5k2 − k(12N − 26) + 4(N2 − 3N + 2)
]
.
The expected number of triangles decreases with increasing β, as
expected and as shown in Fig. 4.7b. Considering Eqs. (4.12), the
clustering coefficient is consequently given by
C(β) = p3S ×
F + Gβ+ Hβ2 + Iβ3
(1/2)Var [k] + k(k− 1) . (4.17)
In the respective limits one finds
C(β = 0) =
3(k− 2)
4(k− 1)
C(β = 1) =
∑N−1u=2 ∑
N
v=u+1 p
3
∑N−1u=2 ∑
N
v=u+1 p2
= p,
which are the expected results for both the k-nearest neighbor lattice
(see Eq. (2.6)) as well as the Erdo˝s–Rényi graph (see Eq. 2.7). Further
considering Eqs. (4.12) and (4.17) as well as noting that Var [k] (β →
0) = 0, in the limit of small long-range redistribution one finds
C(β 1)
C(0)
≈ p3S = 1− 3β
N − k− 1
k
+O(β2) (4.18)
which will be of importance for quantifiying the small-world effect
in Sec. 5.1.2.
4.3 Power-Law Small-World (PLSW) Networks
In the original Kleinberg model (see [31] and Sec. 2.2.4), N nodes are
embedded in a low-dimensional space and positioned as a lattice,
such that they are connected to their nearest neighbors. Additional
long-range links are then added with probability P that decays as
a power-law with lattice distance d between two nodes, following
P ∝ d−κ , with κ > 0. This procedure is limited in its application
as it constrains the basic topology to low-dimensional lattices and
does not account for a constant expected number of generated edges.
Furthermore, it does not approach the Erdo˝s–Rényi random graph
with κ = 0, which would be favorable for comparisons. For these
network models, the power-law exponent −κ is the structural control
parameter which controls the amount of long-range edges and their
distance distribution.
In the following, a generalized variant of Kleinberg’s model is
considered where all pairs of nodes are connected using a connection
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probability function which decays as a power-law with their distance
in an embedding space (thus, neighbors on lattice points are not
automatically connected). It will be shown that edge distances do not
necessarily have to be distances and thus the embedding topology is
not of importance to be known. The model is therefore generalized to
categorical distances where edges can belong to categories associated
with positive integers or real numbers which is subsequently used
to define a modified Kleinberg model using a one-dimensional ring
lattice as an embedding discrete space.
4.3.1 General Construction of PLSW Networks with Constant Mean
Degree
In the following, a procedure is described which allows to keep
the mean degree fixed when varying a distance-based connection
probability P(r). The model initially assumes that nodes are dis-
tributed in some arbitrary low-dimensional space. Since nodes will
be connected with a distance-based connection probability P(r), it
is furthermore required that there exists a metric which allows to
compute distances r between nodes, such that the distribution of
distances between them is captured by the connection density f (r)
where 0 ≤ r ≤ rmax with
rmax∫
0
dr f (r) = 1.
The connection density is used to evaluate the node pair density
M(r) at distance r which is needed to evaluate how many potential
edges are expected to be found for each absolute distance r such that
the connection probability P(r) can be normed to produce a constant
mean degree afterwards. The node pair density has to integrate to
the total number of node pairs. In a system of N nodes this is equal
to the number of edges in a corresponding complete network m =
(1/2)N(N − 1), such that
rmax∫
0
dr M(r) = 1
2
N(N − 1)
and hence
M(r) = 1
2
N(N − 1) f (r).
Now, as per definition of the model, the connection probability P(r)
should roughly assume the shape of a power-law Cκr−κ . Let e 
rmax be a minimal radius where nodes within a distance of e will
always connect, then the connection probability of a node pair at
distance r is defined as
P(r) =
1 0 < r ≤ e ,Cκr−κ e < r. (4.19)
The prefactor Cκ can be found by fixing the expected total number of
edges in the network as given by 〈m〉 = 2 〈k〉 /N with 〈k〉 being the
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mean degree. The corresponding integral is
〈m〉 = 2 〈k〉
N
=
rmax∫
0
dr M(r)P(r) (4.20)
=
∫
0
dr M(r) +
rmax∫

dr M(r)Cκr−κ
which evalutes to
Cκ =
〈k〉
N−1 −
∫
0
dr f (r)
rmax∫

dr f (r)r−κ
. (4.21)
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Figure 4.8: How to construct the con-
nection probability such that the ex-
pected number of generated edges will
be constant for each exponent κ. (a)
Start with power-law Eq. (4.19). Note
that in the shown case the connection
probability exceeds P = 1 such that
this excess probability cannot generate
any edges. (b) Find the critical dis-
tance rc at which the excess number of
edges which cannot be generated will
be balanced by redistributing their gen-
eration probability to higher distances
(see Eq. (4.23)); in this particular exam-
ple a geometry was chosen where the
distance distribution f (r) is uniform.
(c) The adjusted (final) connection prob-
ability.
In many systems and especially for κ  1 the prefactor Cκ will
produce connection probabilities that exceed unity for small dis-
tances. This in turn will cause missing edges because those distances
r with generation probability P(r) > 1 can not contribute more edges
than given by the number of node pairs M(r)dr. In order to avoid
that edges cannot be constructed due to this circumstance, a connec-
tion probability redistribution procedure is introduced as follows.
For all distances where P(r) > 1, the total amount of non-generated
edges M(r)(P(r)− 1) is summed up. This excess probability is then
redistributed to higher distances until a critical radius rc is reached,
meaning that within this radius, edges are produced from all node
pairs (i.e. with probability 1) while outside of this radius edges are
produced according to the demanded power-law with exponent −κ.
The connection probability thus changes to
P(r) =
1, if 0 < r ≤ rc ,Cκr−κ , otherwise, (4.22)
where
rc =
, if Cκ−κ > 1 ,rmin, otherwise.
The minimal radius rmin is determined by the balance equation
rmin∫

dr f (r)
[
Cκr−κ − 1
]
= 0 (4.23)
with the condition rmin > , which can be solved numerically with
Newton’s method for finding zeros and Simpson’s rule for comput-
ing integrals.2 This procedure is illustrated in Fig. 4.8.
2 Networks sampled from this model
within the scope of this work will be
generated with rmin as computed with
/rmax = 10−9. If solving Eq. (4.23) nu-
merically failed with this value,  was
iteratively doubled until the equation
was numerically solvable.
Generating networks using the connection probability defined above
will result in homogeneous networks interpolating between two limit
structures. In the first limit κ → ∞, the connection probability is
lim
κ→∞ P(r) =
1 if r ≤ rc,0 otherwise,
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meaning that the generated network will be equal to a random ge-
ometric graph (RGG) on the embedding topology with properties
M(r) and rmax (RGGs were introduced in Sec. 2.2.3). In the other
limit κ = 0, it becomes clear that the connection probability becomes
distance-independent as P(r) = C0r0 = C0. Furthermore, taking the
limit e → 0 in Eq. (4.21), yields C0 = 〈k〉 /(N − 1) and thus the
connection probability is
lim
κ→0,e→0
P(r) =
〈k〉
N − 1 = pER.
Due to its independence of the distance r, the resulting model is the
Erdo˝s–Rényi random graph model with uniform connection proba-
bility pER. Note that as per Eq. (4.20) the distance of generated edges
in the sampled network will be distributed according to
D(r) = 2
N 〈k〉M(r)P(r). (4.24)
The derivation of this procedure assumes that the topology of the
embedding space is known. If, instead, simply all (1/2)N(N − 1)
distances ruv between pairs of nodes are given, the generalized pro-
cedure described in App. B.2 may be used, which basically approxi-
mates the connection density as
f (r) =
2
N(N − 1) ∑u<v
δ(r− ruv)
where δ(x) is Dirac’s delta function. Since the topology of the em-
bedding space can therefore be unknown it is important to note that
in this more general case, r does not need to be a ‘distance’ anymore:
if only values of ruv between node u and v are known, they do not
have to meet the triangle inequality. Instead, these values could stem
from semimetrics but also represent rank values or other positive real
numbers, i.e. general edge weights. For the considerations above it
was further assumed that distances are positive real numbers and
hence distributed according to a probability density function. How-
ever, there exist cases where distances are integers (e.g. for lattices) or
not even distances but just categorizations of edges and thus follow
a probability mass function. Special cases are the modified Watts–
Strogatz model where only two distances exist or the SSMH model
where nodes can be of hierarchical distance `. For these cases a gen-
eralized PLSW connection procedure can be defined as described in
App. B.2.2.
4.3.2 Application to 2-Torus and Square
As a first, simple application, the unit square [0, 1)2 with periodic
boundary conditions (i.e. a 2-torus) will be discussed as an embed-
ding space in the following. On this space N nodes are distributed
with uniform probability (i.e. their positions x and y follow the same
uniform random distribution x, y ∼ U (0, 1)), yielding a certain pair-
wise distance distribution f (r) which is derived in App. B.2 and
given by Eq. (B.1).
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Figure 4.9: Sampling procedure for
nodes embedded in [0, 1)2 without pe-
riodic boundary conditions for param-
eters for N = 70, 〈k〉 = 4, e =
10−9 and varying power-law exponent
κ. (Top row) Illustration of the distance-
varying connection probability func-
tion for increasing power-law exponent
−κ for a single node (pink) as de-
fined by Eqs. (4.22), (4.23), and (B.2).
(Bottom row) Corresponding generated
networks. For connection probabil-
ity strongly decreasing with distance
(−κ  0), the sampling procedure es-
sentially generates a random geomet-
ric graph. With increasing power-law
exponent −κ more long-range links
are produced until the network model
equals an Erdo˝s–Rényi random graph
at κ = 0.
Similarly, the distance distribution of two random points in the
unit square can be found when no periodic boundary conditions are
used (see App. B.2). For the latter embedding geometry, example net-
works and the connection probability function defined in Sec. 4.3.1
are shown in Fig. 4.9. As one can see for −κ  0 the procedure
generates structures which are essentially equal to samples from the
random geometric graph model. With increasing power-law expo-
nent −κ, the connection probability broadens towards higher dis-
tances which introduces more long-range links until each edge is
equally probable at κ = 0 to obtain the Erdo˝s–Rényi model. As a
numerical validation of the considerations in Sec. 4.3.1, networks on
both topologies were generated using a simple sampling procedure
as described in App. B.2. The numerically found edge distance dis-
tributions are indeed in close agreement with Eq. (4.24).
The generated networks should reproduce the small-world effect
as described in Sec. 2.2.4, meaning that the average shortest path
length should decline faster than the mean clustering coefficient with
increasing power-law exponent −κ. Additionally, the clustering co-
efficient is expected to interpolate between the results for the random
geometric graph Eq. (2.11) and the Erdo˝s–Rényi graph Eq. (2.7). To
test these hypotheses, the corresponding network properties were
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computed as averages over 50 network samples for each parame-
ter combination of N = 1000, 〈k〉 = 10,  = 10−9 and increasing
power-law exponent −3 ≤ −κ ≤ −1/2. Both the unit square and the
2-torus were tested as underlying topologies. Note that the average
shortest path length 〈s〉 was only computed on the largest connected
component of a network which was always of size ≈ N.
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Figure 4.10: Network properties of
PLSW small-world networks with un-
derlying topology of the unit square
(curves marked with ) and the 2-torus
(curves marked with ). Each point
is the mean over 50 independent real-
izations for N = 1000, 〈k〉 = 10,  =
10−9, and increasing power-law expo-
nent −3 ≤ −κ ≤ −1/2. For the mean
shortest path length 〈s〉, the largest con-
nected component of the generated net-
work was used. (Top) The mean short-
est path length decreases faster than
the clustering coefficient, thus display-
ing the small-world effect. The ex-
pected theoretical values for the clus-
tering coefficient of both limit struc-
tures are reached. Inset: The results for
the 2-torus better match the theoretical
value of Eq. (2.11) than the results for
the unit square since for the latter case
and finite N the hard boundary skews
the overlap of circles for boundary-
near nodes. (Middle) Mean degree and
number of two-stars per node remain
constant while the number of triangles
per node decreases. (Bottom) The de-
gree variance of the networks generated
with the 2-torus topology remains con-
stant.
The numerical results are shown in Fig. 4.10. As expected, the
small-world effect is displayed with increasing power-law exponent,
meaning that the average shortest path length decreases faster than
the clustering coefficient with increasing introduction of long-range
links. Note that the expected theoretical limit results of the clustering
coefficient are reached (with higher accuracy for the 2-torus since the
periodic boundary conditions prevent geometrical deviations). The
mean degree 〈k〉 remains constant (bar rather small fluctuations) for
varying control parameter, as demanded per construction. Surpris-
ingly, both the average number of two-stars per node as well as the
degree variance remain constant (small deviations for the square-
topolgy without periodic boundaries, respectively). However, since
in the RGG limit the probability to connect to k nodes follows a bino-
mial distribution with the success probability being equal to the disk
area of radius rc around a focal node, the variance might be indeed
expected to be equal to that of the Erdo˝s–Rényi model, hinting at the
fact that it simply stays constant.
4.3.3 Application to One-Dimensional Lattice PLSW Networks
In this subsection, a PLSW network model is introduced which is
conceptually comparable to the Kleinberg model in Sec. 2.2.4. Parts
of the text given below are close to the published article [93].
The model can be described as follows. Beginning similarly as
with the modified Watts–Strogatz (WS) model introduced in Sec. 4.2.1,
given two distinct nodes u and v with indices 0 ≤ u ≤ N − 1 and
0 ≤ v ≤ N − 1 positioned equidistantly on a ring, the shortest dis-
tance between them is
d(u, v) = min(|v− u|, N − |v− u|).
In contrast to the modified WS model, the connection probability
between any two nodes is then defined by a power-law as
Pd(u,v) = p0|d|µ−1. (4.25)
Here, −∞ < µ ≤ 1 is the respective structural control parameter
controlling the amout of long-range edges (larger µ values imply
higher long-range connection probability).3 Note that again, this lat-
3 Note that requiring a constant
mean degree, the normaliz-
ing constant evaluates to p0 =
〈k〉
/[
2∑N/2d=1 d
µ−1+mod(N, 2)(N/2+
1)µ−1
]
,where mod(N, 2) denotes the
remainder of the integer division N/2
and · is the floor function.
tice PLSW model will produce a problem for large negative values
of µ, for which the connection probability between close neighbors
will exceed unity. As was argued above, this excess probability can
be redistributed to the nearest neighbors until one runs out of excess
probability, as illustrated in Fig. 4.12, essentially replacing Eq. (4.25)
108
with Eq. (B.3). This results in producing a 〈k〉-nearest neighbor lat-
tice for µ  0, similar to all variants of the Watts–Strogatz small-
world model. For a sampling algorithm, loop over all node pairs
0 ≤ u ≤ N − 2 and u + 1 ≤ v ≤ N − 1, compute the distance d(u, v)
and connect this pair according to this modified pmf. This algorithm
is of order O(N2).
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Figure 4.11: Properties of the one-
dimensional lattice PLSW network
model for increasing control parame-
ter µ, here with parameters N = 83,
and 〈k〉 = 7. The observables dis-
played here were obtained as an av-
erage over 10 independently sampled
networks for each value of µ. (Top)
The mean shortest path length 〈s〉 was
computed on the largest component of
the sampled networks and decreases
faster than the clustering coefficient
〈C〉, which is compared to the corre-
sponding SSMH clustering coefficient
given via Eq. (4.11) and using the map
of the control parameters Eq. (4.27).
The SSMH clustering coefficient esti-
mates this PLSW clustering coefficient
well for larger values of the control pa-
rameters but deviates when approach-
ing the regular structures (since those
are fundamentally different). (Bot-
tom) The mean number of triangles
per node (compared to the SSMH re-
sult Eq. (4.9)), the mean number of
two-stars per node (compared to the
SSMH result Eq. (4.10)), the node de-
gree variance (compared to the SSMH
result Eq. (4.8)), and the mean degree
〈k〉. Note that none of the observables
change significantly after leaving the
weak modular hierarchically clustered
phase at µ = 0.
Samples from this network model show similar structural behav-
ior as the models discussed previously, as can be seen in Fig. 4.11.
Again, with increasing structural control parameter, the mean short-
est path length decays faster than the clustering coefficient and the
degree variance increases. Example networks for increasing struc-
tural control parameter are displayed in Fig. 4.14.
4.4 Structural Relation of Small-World Models
In this section, three of the models introduced in this chapter will
be shown to be structurally similar by relating their respective struc-
tural control parameters and notion of distance. The three models
are the self-similar modular hierarchical (SSMH) small-world model,
the one-dimensional lattice PLSW network model and the modified
Watts–Strogatz model. It will be shown that all of these models ap-
pear to produce modular hierarchical structure.
4.4.1 Mapping SSMH Networks to One-Dimensional Lattice PLSW
Networks
Parts of the text given below are close to the published article [93].
In order to show that SSMH and one-dimensional lattice PLSW are
conceptually similar, the hierarchical distance between nodes will be
mapped to the lattice distance on a ring (i.e. to the defining dis-
tance in the latter model). The hierarchical distance from a focal
node at layer  = 0 may first be approximated as a continuous func-
tion. Then, the connection probability density in layer space as per
Eq. (4.2) is given by
p() ∝
ξ
B
. (4.26)
The total number of nodes reachable by the focal node up to hier-
archical distance  is given as n() = B at thus the infinitesimal
number of potential neighbors at  is
dn =
dn
d
d = B log B d.
The number of connections the focal node has to layer  is therefore
dk = p() dn
= ξp0 log B d.
One may define the connection density (connections per layer) in
layer space as
dk =
dk
d
d,
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Figure 4.12: Method for redistribut-
ing the probability mass function of
the one-dimensional lattice PLSW net-
work model such that it does not ex-
ceed unity in numerical calculations.
The original connection probability (red
dashed line) is modified by redistribut-
ing the excess probability to its nearest
neighbors. The figure was reproduced
from [93].
so one finally obtains
dk
d
= ξp0 log B ≡ p().
Now, with p(y) = dydx p(x) and (n) = log n/ log B one finds
p(n) = p0nµ−1
which is the distance-based power-law connection probability in a
one-dimensional lattice and thus relates the two respective structural
control parameters as
µ =
log ξ
log B
. (4.27)
This result can be interpreted as follows. The SSMH connection prob-
ability function corresponds approximately to a discretized version
of the power-law that is associated to the PLSW connection proba-
bility, however, target nodes are grouped in exponentially growing
batches (cf. Fig. 4.13). In this approximation, the additional embed-
ded nature of the SSMH network structure is lost. It thus becomes
clear that SSMH networks are a special case of the general catego-
rized PLSW model of Sec. B.2.2.
One important structural result of this mapping is that for the
SSMH structural control parameter of value ξ = 1, where all hier-
archical clustering is lost as per Eq. (4.5), the corresponding PLSW
control parameter is µ = 0, resulting in the connection probability
function P(n) ∝ n−1 which is the critical connection probability func-
tion at which locally informed search processes become optimal (see
Sec. 2.2.4). A comparison of example networks for equal structural
control parameters are shown in Fig. 4.14.
4.4.2 Mapping modified Watts–Strogatz Networks to One-Dimensional
Lattice PLSW Networks
In order to relate the structural control parameters of the modi-
fied Watts–Strogatz model β and the one-dimensional lattice PLSW
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Figure 4.13: Comparison of the con-
nection probability functions associated
with SSMH networks and with one-
dimensional lattice PLSW networks.
Parameter values chosen here are num-
ber of submodule per module B = 3,
hierarchical layers L = 3, mean degree
〈k〉 = 3.4 and structural control param-
eter ξ = 0.5 which relates to µ ≈ −0.63.
The SSMH connection probability func-
tion can be interpreted to group nodes
of similar distance to the focal node to
exponentially growing batches of equal
connection probability. The figure was
reproduced from [93].
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model µ, one recognizes first that there are three important struc-
tural conditions for the control parameters. As per definition of these
small-world models, the two important limits are reached when (a)
µ→ −∞ and β→ 0, which is when both models become structurally
equivalent to a k-nearest neighbor lattice, and (b) for µ = 1 and β = 1
which are the values where all network models become equivalent
to the Erdo˝s–Rényi model. One formulaic way to ensure that these
values are reached is
log β = Aµ+ B. (4.28)
This equation can be motivated as follows. Since both models are
structurally equivalent for small values of β (large negative values of
µ), it seems to be appropriate to demand that the short-range degree
kS of both models corresponds when relating their control parame-
ters. For the modified Watts–Strogatz model one finds kS = kpS =
k/[1 + β(N − 1− k)/k]. For the PLSW model, one may approximate
the discrete probability connection function as a continuous function
to obtain the short-range degree
kS ≈ k
k/2∫
1
xµ−1dx
/ (N−1)/2∫
1
xµ−1dx
= k
(k/2)µ − 1
((N − 1)/2)µ − 1
and thus
β ≈ k
N − 1− k
[
((N − 1)/2)µ − 1
(k/2)µ − 1 − 1
]
,
giving justification to assume an approximate form of Eq. (4.28) for
relating the control parameters. Now, since this introduced relation
formula Eq. (4.28) already meets two important structural limits, a
third one is considered to find the values of the parameters A and B
in the following.
As discussed in Sec. 4.5, the SSMH structural control parameter
value at which all hierarchical structure is lost is given as ξ = 1 (or
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Figure 4.14: Topological phases of three
small-world models as a function of
their respective structural control pa-
rameters ξ, µ, and β as mapped to
each other by Eqs. (4.27) and (4.29).
Chosen parameters are mean degree
〈k〉 = 6, base number of submod-
ules B = 6, and number of hierar-
chical layers L = 3 (number of nodes
N = 63, respectively). For small val-
ues of the structural control parame-
ters the sampled networks closely re-
semble their base structures. With in-
creasing long-range connection proba-
bility, all of the network samples seem
to display sort of a modular hierarchi-
cal structure. While in the SSMH model
(green, left) this modular hierarchical
structure is given by design, the one-
dimensional lattice PLSW (middle, vio-
let) and modified Watts–Strogatz mod-
els (right, orange) would display mod-
ular hierarchical clustering only as a re-
sult from noise (see Sec. 4.4.3). The
network figures were generated using
a custom interactive visualization tool
made by the author which is available
online at https://bit.ly/2TrhUfs.
µ = 0, respectively). This is the structural point at which a random
node has, on average, as many connections to nodes in short range
as it has to nodes in each of the categories of greater hierarchical
distance. For the modified Watts–Strogatz model, there are only two
categories: short-range and long-range. Hence, it seems plausible
to connect the control parameters in such a way that at ξ = 1 (or
µ = 0, respectively), the short-range degree is equal to the long-range
degree, which as per Eq. (4.12) yields
kpS = (N − 1− k)βpS
β = k/(N − 1− k).
In order for the mapping to reach all structural limits as discussed
as well as meet Eq. (4.28), a possible choice is hence
β =
k
N − 1− k
(
N − 1− k
k
)µ
. (4.29)
Since usually N− 1− k > k, a simple check finds the three demanded
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values β(µ → −∞) = 0, β(µ = 0) = k/(N − 1 − k), and β(µ =
1) = 1. A comparison of example networks for equal structural
control parameters is shown in Fig. 4.14 and a comparison of network
properties is presented in Fig. 4.15. Comparing the sample networks
with the naked eye hints at the existence the correspondence of these
models, which seems plausible comparing the network properties,
as well. This will be further discussed below.
4.4.3 All Small-World Network Models Appear to be of Modular
Hierarchical Structure
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Figure 4.15: Node properties of the
SSMH, the modified WS and the
one-dimensional lattice PLSW network
model for increasing control parameter
µ, here with parameters B = 8, L = 3
(number of nodes N = 93), and 〈k〉 =
10. The observables displayed as mark-
ers were obtained as an average over
100 independently sampled networks
for each value of µ. The solid lines
represent the theoretical results of the
SSMH model and the dashed lines rep-
resent the theoretic results of the mod-
ified Watts–Strogatz model. Note that
none of the observables change signif-
icantly after leaving the weak modular
hierarchically clustered phase at µ = 0.
In the former discussion within this chapter, the claim that the mod-
els defined above are structurally equivalent was made a handful of
times, supported by the analysis of several network or node prop-
erties which indeed behave similarly when varying their respective
control parameters. However, one might wonder how similar the
networks are in the literal sense of their modular hierarchical struc-
ture. In the following, the modular hierarchical network partition
algorithm Infomap will be used to find optimal modular hierarchi-
cal partition of networks generated from the models defined above;
the algorithm is described in Sec. 2.1.7 and App. A. It finds such a
partition by minimizing the minimum description length of an er-
godic random walk on a network. The found modular hierarchical
partition will be quantified by the height L of its tree where leaves
represent nodes and internal nodes represent groupings of nodes
at different coarse grained levels, as well as the mean number 〈B〉
and standard deviation Std[B] of submodules per internal node (see
Fig. 2.8).
For the analysis of the modular hierarchical network partitioning
of the model networks, network samples were generated for param-
eters B = 8, L = 3 and 〈k〉 = 8 for the SSMH, the one-dimensional
lattice PLSW, the modified Watts–Strogatz and the 2-torus PLSW
model, and their respective structural control parameters were var-
ied. For every parameter combination, 100 networks were sampled
from their respective models. Subsequently, Infomap was used with
default parameters to find an optimal modular hierarchical network
partition. The results are shown in Fig. 4.16.
As one can see, all of the networks are found to be of modular hi-
erarchical structure within the corresponding phases of the structural
control parameters µ < 0 and κ < −2, respectively, finding a num-
ber of hierarchical layers L ≥ 3 to best describe their network struc-
tures. Similarly, the mean number of submodules is close to 〈B〉 = 10
(〈B〉 = 8 for the SSMH model, as expected from the construction con-
dition B = 8). Remarkably, for the SSMH model, Infomap recovers
an underlying hierarchical tree which is almost exactly structurally
equal to the original underlying hierarchical tree with the standard
deviation of number of submodules per internal node being close to
zero. For the other models, this standard deviation is greater but
approximately half of the mean. A nonzero standard deviation is
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Figure 4.16: Results of the modular hi-
erarchical partition detection using In-
fomap for B = 8, L = 3 (N = 83),
and 〈k〉 = 8. For each parameter com-
bination, 100 networks were sampled
and subsequently analyzed using In-
fomap. Markers represent results for
single networks and solid lines are av-
erages over all samples. Dashed lines
in the top row are averages of the stan-
dard deviation of number of submod-
ules per network sample. (Top row)
The SSMH (green) and 1D lattice PLSW
model (violet). (Middle row) The mod-
ified Watts–Strogatz model. (Bottom
row) The 2-torus PLSW model. (Left
column) The number of measured hi-
erarchy levels L. (Middle column)
Mean and standard deviation of num-
ber of submodules BI per internal node
I. (Right column) Minimum descrip-
tion length of the found network parti-
tion.
to be expected since there is no underlying hierarchical tree for the
other models and all correspondences to a hidden hierarchical struc-
ture are due to noise: By chance, a certain amount of potential edges
in the same area will not be sampled while others are, producing
randomly appearing blocks of ones in the adjacency matrix which
are then found by the extraction algorithm. All network structures
seem to no longer be able to be resolved when their structural con-
trol parameters come close to some threshold which is determined
by the exponent of the power-law connection probability being equal
to their respective embedding dimension (hence, κ = −2 for the 2-
torus PLSW model and µ = 0 as Pd ∝ dµ−1 for the rest). This is the
point where an average node has as many connections in short-range
as it has to any distance in the long-range category (cf. Eq. 4.5). One
might expect this effect, as an algorithm cannot resolve a formerly
defined group membership if a node does not have more connec-
tions to nodes of this group than to nodes in other groups [29]. The
modified Watts–Strogatz model seems to lose its resolvable structure
a bit sooner than the SSMH and the one-dimensional lattice PLSW
models. Hence, one could interprete this model as being somewhat
less modular hierarchical. All of the models which are not mod-
ular hierarchical by design seem to converge to a number of ≈ 5
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bits minimum description length, compared to a compressibility of
≈ 9 bits for the Erdo˝s–Rényi case,4 whereas the SSMH model ap-4 For the ER network, Infomap
finds a one-level solution where
every node is its own module. This
means that the per-step minimum
description length becomes equal to
the Shannon entropy Eq. A.1 with
ergodic node visiting probabilities
pi = ki/N 〈k〉. Hence, the compress-
ibility can be computed as HER =
−(N 〈k〉)−1 ∑Ni=1 ki log2(ki/N 〈k〉).
Using the binomial degree distribution
of the ER model and noting that ki > 0,
since only the largest component has
been used, the minimum description
length can be estimated as HER ≈
−
[
〈k〉−1 〈k log2 k〉k>0 − log2(N 〈k〉)
]
which can be numerically computed
to find HER ≈ 8.9 for the parameters
chosen here.
proaches ≈ 4 bits compressibility. The SSMH model’s compress-
ibility is smaller than the other models’ compressibility because the
SSMH model is truly generated from a hierarchical tree, which can
be found, whereas the others are not and modular hierarchical struc-
ture is produced by chance, as argued above.
To sum up, all the models seem to generate networks which are
interpretable as modular hierarchical, at least for a random walker
spending time in different regions of the network as modeled by
Infomap.
4.5 Summary and Discussion
In this chapter, a modular hierarchical network model was intro-
duced, based on a self-similar hierarchical partition tree. This net-
work model generates modular hierarchically structured networks
with a constant mean degree. A single structural control parameter
controls the number of long-range edges per node and can be used
to interpolate between a structure where all edges are short-ranged
(only in modules in the lowest hierarchy module) and the Erdo˝s–
Rényi random network model. Clustering coefficient and node de-
gree variance were computed analytically as functions of the struc-
tural control parameter. It was shown that different values of the con-
trol parameter correspond to different modular hierarchical phases
where (i) an average node has more connections to nodes within its
lowest-level hierarchy cluster than to nodes of its higher-level clusters
combined called the strong modular hierarchical phase, (ii) an average
node has more connections to nodes within its lowest-level hierar-
chy cluster than to nodes of each of its higher-level clusters, called
the weak modular hierarchical phase and (iii) the network is already
close to a random network.
As this network model is similar to two other existing network
models, namely the Watts–Strogatz and the Kleinberg model, modi-
fied versions of these models were introduced. Their modified defi-
nitions will allow for a more thorough analysis concerning dynamics
as they both keep their mean degree fixed and approach the Erdo˝s–
Rényi model in the random limit, thus enabling direct comparisons
to a known network model and networks of similar density.
In the original Kleinberg small-world model, nodes are connected
based on a connection probability decaying as a power-law with their
distance. This power-law procedure was generalized to find that it
can be applied to arbitrary embedding geometries as well as arbi-
trary edge weights which do not have to be distances.
On this basis, an additional model was devised where nodes are
uniformly distributed on a 2-torus and subsequently connected with
a probability proportional to a power-law that decays with their dis-
tance. Contrary to the other models devised in this chapter, this
model does not only have a constant mean degree but a constant
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node degree variance, as well—while other properties remain simi-
lar to those of the other small-world models.
After the definition of the models, it was shown how they corre-
spond to each other by finding equations mapping their respective
structural control parameters. It was subsequently found that their
network properties are similar when varying their structural control
parameters and that a modular hierarchical network partition algo-
rithm finds similar network partitions for networks sampled from all
the models defined in this chapter.
Therefore, it has to be assumed that real-world networks which
were found to be of modular hierarchical structure do not have to
be assumed to be of strict modular hierarchical (block) structure. In-
stead, it seems likely that a considerable amount of these networks
can be described as embedded in an abstract low-dimensional space
and nodes being connected with a distance-based power-law connec-
tion probability. Indeed, similar considerations about different kinds
of community structures have been made, inferring a distance-based
community partition with information theoretic methods [28].
Based on the results of this chapter, an additional simple method
to test how “modular hierarchical” a network really is might be given
as follows. Find the minimum description length of the network.
Generate similar networks from the SSMH model where B and L are
chosen close to the values of the extracted modular hierarchical tree
and scan the modular hierarchical structure parameter ξ. Further
generate similar networks from one of the PLSW models and vary
their respective modular hierarchical structure parameters. Finding
the model which has similar compressibility to the original network
might give an indication which of the underlying network models
are more likely to be responsible to have generated the network.
Note that structures of power-law small-world networks can be
easily interpreted to yield overlapping modules, since there are no
underlying ‘true’ communities. Such structures are also related to
modular hierarchical communities of links [71]. Future studies might
model these modular hierarchical link partitions by similar models
as the ones introduced in this chapter in order to study the existence
of a link-centric small-world effect.
Such applications to investigate real-world networks for their mod-
ular hierarchical or small-world structure, are, however, left for fu-
ture research.
Ultimately, the models introduced in this chapter are ideal can-
didates to study how the outcome of basic dynamics is influenced
by (i) the introduction of long-range connections, (ii) the difference
of small-world embedding topologies, and (iii) variation of node de-
gree variance, all while (iv) the mean degree remains constant5 and 5 as is important to gauge the outcome
of dynamics (see Ch. 3)(v) well-investigated structures are approached in the two structural
limits. Therefore, in a first application, these models will be used to
test the hypothesis of modular hierarchical networks being of opti-
mal topology for fast random walk processes in the following chap-
ters.

5
Passage Time Statistics for Locally
Clustered Networks
Modular hierarchical networks are ubiquitous in the real world. In
this chapter the hypothesis is tested that such topologies provide an
‘optimal structure’ for certain dynamic processes as a potential expla-
nation for their omnipresence.1 As argued before, one of the simplest 1 Naturally, what ‘optimal’ is depends
on the application, but in the follow-
ing it will refer to minimal temporal ob-
servables of random walks.
dynamic processes is diffusion as modeled by random walks (see
Sec. 3.1). Indeed, it has been found that locally informed searches
are minimal on a modular hierarchical network model (see Sec. 2.2.4
and [13, 31]). Since random walks are a reasonable model for random
searches, their temporal observables place a natural upper bound
on the corresponding observables of informed searches. Hence, this
chapter will evaluate the potential of modular hierarchical networks
to provide an optimal structure for random searches, using the net-
work models introduced in Ch. 4.
It will be found that an average medium approximation can be
used to analytically estimate the shape of the pair-averaged first pas-
sage time (FPT, see Sec. 3.1.5) as a function of a model’s respective
structural control parameter. This function does not reveal the exis-
tence of an optimal structure for fast random searches. A subsequent
analysis on actual network realizations will reveal that three of the
four network models discussed in Ch. 4 display a minimum in the
pair-averaged FPT. This effect is consequently explained by deriving
a heuristic lower bound of the pair-averaged FPT for general locally
clustered networks, which shows to be composed of a node degree
variance distribution as well as a clustering coefficient contribution.
As one of them decreases while the other increases with increasing
structural control parameters for said three models, they combine
to build a minimum. A fourth modular hierarchical network model
with constant node degree variance is consequently shown to not
possess an optimal structure for random searches. It is therefore ar-
gued that modular hierarchical structures do not inherently possess
a minimal pair-averaged FPT but that the emergence of this mini-
mum is a pure consequence of network structures with decreasing
clustering and increasing node degree variance. Large parts of this
chapter are close to the published articles [93, 94].
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Figure 5.1: Time evolution of the ran-
dom walker density at hierarchical dis-
tance d from the sink when the walk
started on a single node at hierarchical
distance dstart for the average medium
approximation as per Eq. (5.3). Param-
eters used here where B = 8 and L = 3.
Note that the initial condition Eq. (5.2)
is not displayed as the plots begin at
t = 1.
5.1 Average Medium Approximation
This section is close to the text first published in [93]. In the con-
text of random walks on networks, an average medium approximation
(AMA) can be used to solve diffusion problems by approximating
the network topology by an ‘average structure’.
Here, this AMA is given by connecting all pairs of nodes (u, v)
with a link with weight Pvu, equal to the probability of connecting
both nodes in the original random network. In order to do this, Pvu
has to be normalized so that, from each node, the total probability
to jump to any other node in one time step is equal to one, that
is, ∑v Pvu = 1. For example, given an Erdo˝s-Rényi network with
N nodes, this AMA would connect each node to every other node,
except for itself, through a link with weight Pvu = p = 1/(N − 1)
and hence the mean FPT (MFPT) between any pair of nodes would
be equal to the MFPT in a complete graph τvu = N − 1, a result
consistent with the large mean-degree limit of more sophisticated
AMAs [103]. In this subsection, the FPT statistics and pair-averaged
FPT of the SSMH model introduced in Sec. 4.1 will be evaluated.
Furthermore, the mixing time of the modified Watt–Strogatz model
introduced in Sec 4.2 will be computed analytically and used to illus-
trate the small-world effect without the use of the average shortest
path length. Both observables are shown to monotonically decrease
with increasing structural control parameters ξ and β.
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5.1.1 SSMH First Passage Time Distribution and Pair-Averaged
First Passage Time
Time Evolution of Walker Distribution
Following Eq. (4.3), the probability of two nodes to be connected will
be denoted as P˜`. In the context of this AMA, this means that every
node is connected to every other node but edges are weighted with
probability P` = P˜`/ 〈k〉 . On this averaged network, a random walk
with a sink at an arbitrary node v is investigated. When a walker is
positioned at node u, the probability to jump to node v at hierarchical
distance d(u, v) ≡ d is
Pd =
1
B− 1
(
1− ξ
1− ξL
)(
ξ
B
)d−1
,
as reasoned above. The transition matrix from a walker being at
distance d from the target to being at new distance 0 ≤ d′ ≤ L from
the target is derived in App. B.3.1 to be
Wd′d =

1
(B−1)
1−ξ
1−ξL
(
ξ
B
)d−1
, d′ = 0 ∧ d > 0
Bd
′−1
Bd−1 ξ
d−1 1−ξ
1−ξL , d
′ < d ∧ d > 0
1−ξd−1
1−ξL +
1−ξ
1−ξL ξ
d−1 B−2
B−1 , d
′ = d ∧ d > 0
1−ξ
1−ξL ξ
d′−1, d′ > d ∧ d > 0
0, d = 0 ∧ d = 0
1, d′ = 0 ∧ d = 0.
(5.1)
Let the (L + 1)-dimensional vector p(dstart)(t) be the probability to
find a single walker at distance d when a random walker started at
distance dstart ≡ ds from the target.Let a discrete-time random walk
begin with initial conditions given by the vector
p(dstart)d (0) = δddstart , (5.2)
i.e. there is a single walker at distance dstart. The probability to find
the random walker at distance d when starting at distance dstart after
t time steps is then
p(dstart)d (t) =
(
W t
)
d,dstart
(5.3)
as the process is Markovian. This time evolution is displayed in
Fig. 5.1 for B = 8 and L = 3. For a strong hierarchically clustered
network (ξ = 1/8) one clearly sees the influence of the hierarchy
layers when starting near the sink at dstart = 1. The random walker
tends to be either absorbed, stay near (d = 1) or jump to a node at
hierarchical distance d = 2. With progressing time there are phases
where the walker tends to stay at certain distances and then leave
those again for shorter distances. With growing structure parameter
ξ, this behavior is smoothened until being at any distance is equally
probable2 for the Erdo˝s–Rényi limit at ξ = 8. When starting ‘far 2 when corrected for the number of tar-
get nodes at distance daway’ from the sink at distance dstart = 3 for the hierarchically clus-
tered case (ξ = 1/8), the walker tends to stay far away, just slowly
arriving at modules “nearer” to the sink until being absorbed.
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Figure 5.2: (Top) The SSMH aver-
age medium arrival time cdf p0(t)
when starting anywhere in the net-
work as per Eq. (5.4). Parameter val-
ues B = 8, L = 3, 〈k〉 = 7 and ξ ∈
{0.125, 0.25, 0.5, 1, 4, 8} were used. The
results for the 1D lattice PLSW network
model correspond to the SSMH results
with increasing ξ as can be seen in the
(bottom) panel.
We want to find the global mean first passage time (GMFPT) which
quantifies the mean arrival time at sink node v for every node u as a
start node. Suppose that a random walk begins with a single walker
on every node u = v. The sink node v is chosen as the focal node
and therefore positioned at hierarchical distance d = 0. Similar as to
the procedure described in Sec. 3.1.4, one drops the row and column
of transition matrix Eq. (5.1) which correspond to d = 0 to obtain a
reduced transition matrix W˜ . Following the derivation presented in
App. B.3.2, the ratio of walkers absorbed by the sink node v up to
time t is given as
p0(t) = 1− 1TW˜ tb˜. (5.4)
Here, the vector 1T = (1, 1, ..., 1) was introduced, as well as the vector
b˜, which contains the fractions of all possible sources nodes at layer
d as
b˜d =
B− 1
BL − 1 B
d−1, 1 ≤ d ≤ L.
This arrival time cdf Eq. (5.4) is shown in Fig. 5.2 and compared to
the cdfs of the corresponding 1D lattice PLSW model, which was
computed using the full transition matrix composed from the 1D lat-
tice PLSW pmf Eq. (4.25) with entries Wvu = Pd(u,v)/ 〈k〉. The average
media of both models produce qualitiatively similar arrival time cdfs
which, with increasing structural control parameter ξ (i.e. increasing
long-range connection probability), become even quantitatively sim-
ilar.
After discussing the arrival time distribution, the focus is shifted
to finding the global mean FPT for the focal node in the following.
This quantity can be calculated as
τ =
∞
∑
t=0
t
[
p0(t)− p0(t− 1)
]
=
∞
∑
t=0
t
[
1TW˜ t−1b˜− 1TW˜ tb˜
]
= 1T
[
1− W˜]−1 b˜. (5.5)
Note that this quantity is equal to, both, the global mean FPT and
the pair-averaged FPT (that is, the mean global mean FPT), because
in this AMA all nodes are equal. This result is similar to the re-
sult for arbitrary networks, where instead of (1 − W˜)−1 one makes
use of the inverse of the reduced unnormalized graph Laplacian [32,
pp. 147 ff.]. However, using the layer approach, the matrix size can
be reduced from BL − 1 to L, a great reduction in degrees of freedom.
This makes it possible to obtain analytical expressions for the global
mean FPT. As an example, the result for L = 3 is
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Figure 5.3: Pair-averaged FPT for the
SSMH model and the 1D lattice model
computed from simulations (markers)
and compared to Eq. (5.6). Parameters
used here where B = 8, L = 3 and
〈k〉 = 7. The figure was reproduced
from [93].
τL=3 =
[
(B− 1)B2
(
ξ2 + ξ + 1
)
×
×
(
B4ξ2(ξ + 1) + B3ξ(ξ + 1)+
+ B2(ξ + 1)2 − Bξ
(
2ξ2 + 3ξ + 2
)
+ ξ2(ξ + 1)
)]
/[ (
B2 + B + 1
)
ξ2(Bξ + B− ξ)×
×
(
B
(
ξ2 + ξ + 1
)
− ξ(ξ + 1)
) ]
. (5.6)
Note that for ξ → B the global mean FPT approaches the avergage
medium Erdo˝s–Rényi solution τ = BL − 1, which corresponds to the
complete network. In addition, the global mean FPT diverges for
ξ → 0, since the average medium then approaches a state where it
consists of BL−1 complete networks, each containing B nodes.
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Figure 5.4: (Top) the SSMH average
medium arrival time pmfp0(t)− p0(t−
1) as per Eq. (5.4) as well as the
one-dimensional lattice PLSW average
medium arrival time pmf computed
from its full transition matrix. Param-
eter values B = 8, L = 3, 〈k〉 = 7
and ξ ∈ {0.125, 0.25, 0.5, 1, 4, 8} were
used. The pmfs approximately follow
an exponential distribution with mean
Eq. (5.6). (Bottom) relative difference of
the pmf of both models to the approxi-
mative relationship.
The arrival time pmf is shown in Fig. 5.4 and compared to the
pmfs of the corresponding one-dimensional (1D) lattice PLSW model,
which was computed using the full transition matrix composed from
the 1D lattice PLSW pmf Eq. (4.25) with entries Wvu = Pd(u,v)/ 〈k〉, as
well as the approximative relationship p0(t)− p0(t− 1) = τ−1 exp(−t/τ)
where τ is computed from Eq. (5.6). The average media of both
models produce qualitatively similar arrival time cdfs which, with
increasing structural control parameter ξ (i.e. increasing long-range
connection probability), become even quantitatively similar. The
computed pmf for the SSMH model corresponds to the approxima-
tive relationship, alas showing systematic deviations.
A comparison of simulated pair-averaged FPT and Eq. (5.6) can
be seen in Fig. 5.3. Here, the pair-averaged FPT was computed for
average media of SSMH and the 1D lattice PLSW model using pa-
rameters B = 8, L = 3, 〈k〉 = 7 and structural control parameter
0.1 ≤ ξ ≤ 8. Furthermore, random walk simulations were performed
using averaged networks where at initial time t = 0 a single walker
was placed on every node. The simulation was then run as described
in Sec. 3.1.1 until each walker visited each node at least once. At ev-
ery time step t a walker visited a node it had not visited before, this
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time t was saved as a FPT. The pair-averaged FPT was computed as
the mean of all saved FPTs. The simulations are in agreement with
the theory. For small values of ξ . 0.2 the results for SSMH and
PLSW begin to differ more strongly. Note that the pair-averaged first
passage time is a monotonically decreasing function of the structural
control parameter ξ which suggests that no ‘optimal’ structure exists
in between the two limiting structures—the global minimum lies in
the randomized limit.
5.1.2 Mixing Time and Small-World Effect in the Modified Watts–
Strogatz Model
In this section, an average medium approximation will be used to
provide an intuitive and analytic illustration of the original small-
world effect as introduced in [1]. Parts of this subsection are close to
the text first published in [94].
In the original model, the small-world effect was established by
comparing the clustering coefficient to the average shortest path length
of the networks. While random networks have short path lengths,
they possess low clustering, on the other hand regular networks are
highly clustered, while nodes are, on average, quite distant from one
another. With rewiring only a short amount of edges it was shown
that shorter paths appear immediately while high clustering is pre-
served, explaining the small-world effect. However, in the following,
a different approach will be taken.
One of the purposes of the original model was to explain the
Milgram small-world experiment [8] where participants had to mail
packets3 to a stranger by mailing them to a person they did know on3 also referred to as messages in the fol-
lowing a first-name basis and instruct them to pass the packet further. Even
though this experiment had methodological flaws [121, 122], it found
that some of the packets arrived relatively fast through a short chain
of people. In the following the small-world effect will be illustrated
by showing that the mixing time, as an upper bound for the delivery
time of those messages, decreases much faster than the clustering
coefficient with increasing probability of long-range edges.
As argued above, the average medium random walk transition
matrix is given as Wavgvu = 〈Avu〉 /k = Pd(v,u)/k where the modified
small-world connection probability Eq. (4.12) is used. The time scale
with which the equilibrium distribution is approached on this aver-
age medium network is given by the eigenvalue gap of the transition
matrix Wavgvu as t−1mix = 1−ω1 where ω0 = 1 is the largest eigenvalue
and ω1 is the second largest eigenvalue as introduced in Sec. 3.1.3.
The average medium transition matrix is circulant based on the vec-
tor
w = k−1(0, pS, . . . , pS︸ ︷︷ ︸
k/2
, pL, . . . , pL︸ ︷︷ ︸
N−1−k
, pS, . . . , pS︸ ︷︷ ︸
k/2
).
In this case, the j-th eigenvalue of Wavgvu is given as
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ωj =
N
∑
v=1
wv exp(i2piv/N)
such that the second largest eigenvalue can be computed as ω1 =
pSΓ/k− pL(1+ Γ)/k where
Γ = 2
k/2
∑
j=1
cos(2pi j/N)
= k−
( pi
N
)2 k
3
(k/2+ 1)(k + 1) +O(N−4)
which yields the mixing time
tmix(β) =
[
1− Γ− β(1+ Γ)
k + β(N − 1− k)
]−1
. (5.7)
Fig. 5.5 displays how both clustering coefficient and mixing time de-
crease with increasing long-range redistribution parameter β. In the
limits one finds the results from k-regular networks and the average
medium approximation of the Erdo˝s–Rényi graph
tmix(β = 0) =
[
1− Γ
k
]−1
Nk/2−→ N
2
pi2
3
(k/2+ 1)(k + 1)
,
tmix(β = 1) =
[
1− 1
N − 1
]−1
= 1− 1
N
.
This implies that for small long-range redistributions the relative
mixing time decreases as
tmix(β)
tmix(0)
= 1− β
(
3N3
pi2 (k/2+ 1) (k + 1)k
− N
k
+
1
k
)
+O(β2). (5.8)
Comparing Eqs. (4.18) and (5.8), one can see that for small β the rate
with which the mixing time decreases is of order N3 while the rate
with which the clustering coefficient decreases is of order N, which is
a difference of two orders of magnitude. This shows that even with
a small amount of long-range connection probability, the delivery
time of randomly passed messages declines rapidly while cluster-
ing is still preserved. Note that the mixing time does not possess a
minimum when varying the model’s structural control parameter.
124
0.5 1.0 2.0 4.0 8.0
structural control parameter 
1.00
1.02
1.04
1.06
1.08
1.10
pa
ir
-a
ve
ra
ge
d 
FP
T 
/
strong weak  
SSMH
1D lattice PLSW
0.5 1.0 2.0 4.0 8.0
structural control parameter 
730
740
750
760
770
pa
ir
-a
ve
ra
ge
d 
FP
T 
[s
te
ps
] SSMH
1D lattice PLSW
Figure 5.6: Pair-averaged first pas-
sage time computed numerically using
Eq. (3.11) for the self-similar modular
hierarchical (SSMH) and the 1D lat-
tice PLSW network models introduced
in the previous chapter. (Left) Pair-
averaged FPT as a function of the struc-
tural control parameter ξ for B = 8,
L = 3, and 〈k〉 ∈ {6, 7, 8, 10} (top to
bottom curves, respectively), averaged
over 2000 SSMH and 1D lattice PLSW
network realizations and normalized by
the lower bound of the pair-averaged
FPT on Erdo˝s-Rényi networks given in
Eq. (5.11). (Right) Unnormalized result
for 〈k〉 = 7. The figure was reproduced
from [93].
5.2 Actual Network Realizations
So far, theoretical results have been derived for average media, find-
ing that neither mixing time nor pair-averaged FPT seem to be opti-
mal in between the clustered limit and the random limit. In nature,
media are not averaged. Instead, one finds structures where con-
nections exist or do not exist. Any information spreading on these
networks has to follow discrete paths between nodes to reach other
nodes to which its originating node is not connected. In this sub-
section, network samples from the models introduced in the previ-
ous chapter are investigated to see whether the average medium ap-
proximation used before fails to describe effects provided by discrete
structure.
It will be found that those models from Ch. 4 which are based on
lattice node positions indeed show a minimum in the pair-averaged
FPT in between both limit structures, while the 2-torus PLSW model
does not. A heuristic explanation of this effect is found by deriving
a formula to estimate the pair-averaged FPT in a locally clustered
environment, which is composed of the clustering coefficient and
the degree variance.
This section is close to the text first published in [93].
5.2.1 Numerical Results for Pair-Averaged First Passage Time
Similarly to the procedures of the previous sections and the previ-
ous chapter, the parameters B = 8 and L = 3, where chosen, here
with mean degree values of 〈k〉 ∈ {5, 6, 7, 8, 9, 10, 11}. Subsequently,
different values of the structural control parameter 0.5  ξ ≤ B
(or the corresponding µ parameter) were scanned. Note that the
lower bound 0.5  ξ was chosen here because at this point the pair-
averaged FPT is already much greater than its value from the cor-
responding Erdo˝s–Rényi limit, thus no remarkable information can
be gained from further decreasing ξ, other than that it will increase
even more.
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For each parameter set, 2000 different SSMH network realizations
were generated with N = BL nodes, using the algorithm described
in Sec. 4.1. Similarly, 2000 PLSW network realizations were sampled
with N = BL nodes, the same mean degree 〈k〉 values, and the cor-
responding structural control parameter µ = log ξ/ log B, using the
algorithm described in Sec. 4.3.3. After selecting the largest com-
ponent of each of the resulting networks, the pair-averaged FPT 〈τ〉
was measured using the eigenvalues and eigenvectors of the unnor-
malized graph Laplacian, as described in Sec. 3.1.5.
As one may observe in Fig. 5.6, a minimum in the pair-averaged
FPT emerges in the ξ  1 region for both the SSMH and the 1D lattice
PLSW networks. This corresponds to the point where the network
structures leave the weak hierarchical clustering regime in which an
average node has more connections to nodes in lower hierarchical
layers than to nodes in higher layers, but where both quantities are
of similar order.
Furthermore, the modified Watts-Strogatz model was tested to
display a minimum in the pair-averaged FPT. The parameters B = 8,
L = 3, 〈k〉 = 10 where chosen and the structural control parame-
ter 0.5  ξ ≤ 8 was varied. The pair-averaged FPT for the largest
component of each network sample was found numerically using
Eq. (3.11) and finally averaged over 104 independent samples each.
Finally, the 2-torus PLSW model, while structurally interpretable
to be modular hierarchical, does not display a minimum in the pair-
averaged FPT. Eq. (3.11) was used on the largest component of 104
independent samples each for N = 83 and varying mean degree
〈k〉 ∈ {6, 8, 12}, as well as increasing structural control parameter
−κ. The result can be seen in Fig. 5.7.
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Figure 5.7: Pair-averaged FPT for net-
work samples of the main small-world
models introduced in Ch. 4. (Top) The
modified Watts-Strogatz, self-similar
modular hierarchical as well as the 1D
lattice power-law small-world model all
display a minimum for an intermediate
degree of long-range connection prob-
ability. (Bottom) The 2-torus power-
law small-world model does not show
a minimum in the pair-averaged FPT.
5.2.2 Heuristic Explanation of Minimum
Given that the AMA approach described above fails to reproduce the
minimal diffusion time observed numerically at intermediate levels
of hierarchical modularity (see Fig. 5.6), a heuristic approach is de-
veloped below that will help understand the origin of this effect.
The following calculation is based on the heuristic lower bound of
the global mean FPT of a target node v as introduced in Sec. 3.1.5.
The base assumption is that the network is locally tree-like (i.e., that
it has vanishing clustering coefficient) and that the mean FPT for any
target node v is exponentially distributed as exp(−tβv), with
βv =
kv
N 〈k〉
(
1− 1〈k〉
)
.
Since the mean FPT is only asymptotically exponentially distributed,
by using this assumption only a lower bound will be obtained for the
corresponding pair-averaged FPT. One thus finds 〈τ〉 ≥ N−1∑i β−1i ,
which yields
〈τ〉 ≥ N 〈k〉
〈
1
k
〉
k>0
1
1− 〈k〉−1
, (5.9)
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Figure 5.8: Illustration of the heuristic
method to find the global mean first
passage time (FPT) of a sink node v
with non-zero clustering. For both the
original and the adjusted heuristic, all
nodes which are more than two steps
away from the sink node are consid-
ered to carry an amount of remaining
walkers which is proportional to their
equilibrium walker density. (Left) In
the original heuristic, a locally tree-like
network is assumed and hence, walk-
ers can flow from the reservoir into first
neighbors, displayed here for an exam-
ple node u. From there they can either
flow into the sink or back into the reser-
voir. (Center) In the adjusted heuristic,
local clustering is considered by intro-
ducing average links between all neigh-
bors of v using the clustering coefficient
C. (Right) Due to the added links be-
tween first neighbors, walkers can flow
around the sink before being absorbed
or flowing back into the reservoir, hence
increasing the arrival time.
where 〈·〉k>0 denotes the average over all nodes with non-zero de-
gree. Even though tree-like approximations are often remarkably
useful even in clustered networks, they lose their validity when the
average shortest path length becomes too distinct from the average
path length in a random network [102], which is the case for the
network models from Ch. 4. Hence, an extension of this result is
derived in the following, which explicitly considers a non-vanishing
clustering coefficient.
The approach taken in [100] treats the time-dependent walker con-
centration pu(t) on any node u at time t as composed of two separa-
ble distributions
pu(t) ≈ pu ptotal(t).
and finds that the time-independent walker concentration on neigh-
boring nodes u of sink node v follows as
pu = ∑
u′∈Nei(u)\v
pu′
ku′
=
1
N 〈k〉 (ku − 1)
when the networks are locally tree-like. A better approximation for
locally clustered networks is given as follows, where the argumen-
tation follows Sec. 3.1.5 and picks up at Eq. (3.13). It is furthermore
illustrated in Fig. 5.8.
Consider sink node v with degree kv. On average, a neighbor u
of v will have cv = Cv(kv − 1) neighbors that are also neighbors of
v. The rest of its ku − 1− cv neighbors each contribute an influx of
(N 〈k〉)−1 walkers, such that
pu =
1
N 〈k〉
[
ku − 1− cv
]
+ ∑
u′∈Nei(u)\v
pu′
ku′
. (5.10)
Now, every neighbor u is replaced with an average node of degree
〈k〉. In addition, every node i is assumed to have the same number
of edges between neighbors, so cv ≡ c = C(〈k〉 − 1). This transforms
Eq. (5.10) into a self-consistent expression given by
pu =
1
N 〈k〉 (〈k〉 − 1− c) + c
pu
〈k〉 ,
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Figure 5.9: Heuristic result (a) for the
pair-averaged FPT as a function of the
structural control parameter ξ, as given
by Eq. (5.11) with parameters B = 8,
L = 3 and 〈k〉 = 7, and (b) the mean in-
verse degree and clustering coefficient
contributions to this curve, showing
how the combination of these growing
and decaying functions can result in the
observed minimum shown in Fig. 5.6.
The figure was reproduced from [93].
which is equivalent to
pu =
1
N
(
1− 1〈k〉 − C[ 〈k〉 − 1]
)
.
Using Eq. (3.12), the decay rate is then found to be
βv =
kv
N 〈k〉
(
1− 1〈k〉 − C[ 〈k〉 − 1]
)
.
One therefore finds that the global mean FPT of target node v is
approximately lower bounded by
τv ≥ N 〈k〉kv
 1
1−
[
〈k〉 − C[ 〈k〉 − 1]]−1
 . (5.11)
The pair-averaged FPT (i.e. the mean global mean FPT) 〈τ〉 = (1/N)∑v τv
is consequently lower bounded by
〈τ〉 ≥ N 〈k〉
〈
1
k
〉
k>0
 1
1−
[
〈k〉 − C[ 〈k〉 − 1]]−1
 . (5.12)
In order to quantitatively evaluate this result for the SSMH model
one needs to compute the mean inverse degree
〈
k−1
〉
k>0, which can
be numerically intensive. A further approximation of the result is
given by expressing this quantity by its second order Taylor expan-
sion around the mean 〈k〉, such that〈
1
k
〉
k>0
≈ χ(ξ) = 1〈k〉 +
〈
k2
〉
〈k〉3 +ΦER
=
〈
k2
〉− 〈k2〉ER
〈k〉3 +
〈
1
k
〉
ER,k>0
. (5.13)
For the result Eq. (5.12) the expressions for the clustering coefficient
C in Eq. (4.11) and for the second moment of the degree distribu-
tion in Eq. (4.7) are used. The constant ΦER contains the error made
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by considering networks without nodes of degree k = 0, which al-
ters the degree distribution in comparison to the second moment〈
k2
〉
. This issue can be fixed by demanding χ(ξ = B) =
〈
k−1
〉
ER,k>0,
which can be found by averaging k−1 for k > 0 using a binomial pmf
with n = BL and p = k/(BL − 1), yielding
ΦER =
〈
1
k
〉
ER,k>0
− 1〈k〉 −
〈
k2
〉
ER
〈k〉3 .
The function Eq. (5.12) is plotted in Fig. 5.9a for the SSMH model.
Its shape as a function of ξ results from two opposing effects (see
Fig. 5.9b): the growth of the mean inverse degree and the decay of
the clustering coefficient (as derived in Sec. 4.1.2) for increasing ξ.
The mean inverse degree as approximated by χ(ξ) ∝
〈
k2
〉
, grows
monotonically with ξ, as shown in Sec. 4.1.2. This results from the
fact that the shape of the degree distribution is rather narrow for
small ξ values, which leads to a vanishing number of nodes with
small degrees. At the same time, this monotonic growth is countered
by the clustering behavior because, as the structural control param-
eter ξ is increased, the network loses its strong clustering and thus
the clustering contribution decreases. The combination of these two
curves leads to the appearance of a minimum in the pair-averaged
FPT at intermediate levels of hierarchical modularity, as shown in
Fig. 5.9a. The reader should note, however, that the position of the
minima given by Eq. (5.11) differs from those in Fig. 5.6, due to the
heuristic origin of this equation.
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Figure 5.10: Comparison between the
actural pair-averaged FPT and the
heuristic lower bound on a 2-torus
PLSW model with N = 83 and 〈k〉 =
10 The exact value was obtained us-
ing Eq. (3.11) and the lower bound was
computed using Eq. (5.12). Markers
represent the averages over 1000 inde-
pendent network samples for each of
which the largest component was ex-
tracted. The lower bound uses the
mean inverse degree
〈
k−1
〉
and the
mean clustering coefficient C which
were computed from those largest com-
ponents, as well.
The structure of Eq. (5.11) further explains why the networks gen-
erated from the 2-torus PLSW model do not show a minimum in
the pair-averaged FPT was shown in Fig. 5.7. As argued above, the
minimum observed for the other models emerges from a varying de-
gree variance which increases with increasing amount of long-range
connection probability. However, it was shown in Sec. 4.3 that the 2-
torus PLSW model has constant degree variance over the total range
of its structural control parameter (see Fig. 4.10). Hence the mini-
mum cannot exist as only the clustering contribution of Eq. (5.11)
plays a role. A comparison of the exact pair-averaged FPT Eq. (3.11)
and the lower bound Eq. (5.12) is shown in Fig. 5.10.
One might wonder how necessary the extension of the heuristic
to non-zero clustering actually is. Considering the original result
Eq. (5.9) it now becomes clear that by considering locally tree-like
networks, only the inverse degree contribution would influence the
shape of the pair-averaged FPT as a function of the structural control
parameters and thus it would remain constant for the 2-torus PLSW.
For the remaining models it would increase with increasing struc-
tural control parameters because the inverse mean degree increases,
directly contradicting the numerical results.
It should finally be noted that even though the adjusted heuris-
tic produces a result which is qualitatively in agreement with the
numerically evaluated pair-averaged FPT, the difference between the
heuristic lower bound and the exact value increases for all models
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when approaching the regular clustered limit (i.e. for low values of
the structural control parameter where the networks become increas-
ingly lattice-like).
5.3 Summary and Discussion
Within this chapter the hypothesis of modular hierarchical networks
being optimal for a fast pair-averaged first passage time in random
walks was tested. At first, an average medium approximation was
used to find that average modular hierarchical and other small-world
models do not possess minimal passage or mixing times. It was
shown that the SSMH and one-dimensional (1D) lattice PLSW model
closely correspond considering their passage-time statistics, reflect-
ing the result from Ch. 4 that they are of similar structure.
Subsequently it was shown that when analyzing actual networks
sampled from the models, the pair-averaged first passage time does
indeed show a minimum for the SSMH, 1D lattice PLSW and mod-
ified Watts-Strogatz model, an effect not replicated by the average
medium. In order to explain the minimum, a heuristic formula for
the pair-averaged first passage time on networks with non-zero lo-
cal clustering was derived. Following this heuristic, the minimum
emerges as a combined effect of increasing degree variance and de-
creasing clustering coefficient with increasing long-range connection
probability. This highlights the fact that average medium approxi-
mations may yield contradicting results when considering spreading
processes on actual networks.
The increasing node degree variance, however, seems to be an ar-
tifact stemming from discrete node positions in the SSMH, 1D lattice
PLSW and modified WS model. In the 2-torus PLSW model, which
is equally capable of producing networks describable as hierarchi-
cally modular, the node degree variance is constant. Consequently
the minimum vanishes for this network model.
Hence, an optimal structure for fast diffusion can be expected of
networks which are in a state where both their degree variance and
clustering coefficient are low compared to other structures, resulting
in a minimum pair-averaged FPT. However, no such statement can
be made in general for modular hierarchical networks, in contrast to
the results of informed searches (see Sec. 2.2.4).
Concerning the discrepancy between the lower bound pair-averaged
FPT and the numerically evaluated pair-averaged FPT, this discrep-
ancy is expected to arise since the adjusted heuristic still makes the
assumption that the random walk process equilibrates in a few num-
ber of time steps tmix  N. In networks which are structurally
close to lattices, the shortest path length between pairs of nodes is
substantially larger compared to more random networks and so the
equilibration process will take much longer. One might expect that
in a further adjusted heuristic, the increasing path length of lattice-
like networks will play a role. This is connected to the observation
that tree-like approximations of networks work reasonably well even
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in clustered networks if the shortest path length is small [102]. One
might therefore expect the shortest path length to play an even larger
role than the clustering coefficient.
6
Cover Time for Arbitrary Complex
Networks
For a discrete-time random walk, the cover time refers to the number
of steps a random walker takes to visit each node in a network at
least once (see Sec. 3.1.6). It places an upper bound on exhaustive
search processes and the time to distribute a commodity to every
node in a network. Since neither a simple method nor a heuristic
exist for reliably computing this observable, a heuristic method is
introduced in the following. In Sec. 6.1, the heuristic approach is
explained and used to derive the cover time probability distribution
as well as its first moment. Subsequently, the heuristic is applied to
compute the mean cover time for various network models and real-
world networks in Sec. 6.2. The analysis is finally concluded with
a detailed error assessment in Sec. 6.3, alongside which it will be
revealed that some of the small-world network models introduced
in Ch. 4 possess a minimum cover time in the strong hierarchically
clustered regime while the 2-torus PLSW does not. Both will be
explained using the heuristic introduced in Sec. 5.2.2. Secs. 6.1–6.3
are close to the text first published in [92], © 2017 American Physical
Society.
6.1 Heuristic Evaluation Method
6.1.1 Derivation
As has been argued in Sec. 3.1.5, given that a random walk process
on a network equilibrates quickly, the information about the initial
walker position becomes irrelevant rather rapidly. Here, fast equili-
bration refers to the fact that the initial random walker density on
nodes of the network approaches the equilibrium density Eq. (3.3)
in a small number of time steps tmix  N. As shown in [100] and
argued in Sec. 3.1.5, the first passage time at a target node v is then
distributed asymptotically according to
pv(τ) ∝ exp(−τ/τv) (6.1)
where τv is the global mean FPT of Eq. (3.10). In this case, the asymp-
totic behavior refers to larger FPTs τ. The global mean FPT τv can
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Figure 6.1: Illustration of the heuristic
approach. Each node of the network
is represented as an independent object
that can be visited by the walker start-
ing at the pink node. Each target node v
is associated with its own first passage
time (FPT) distribution. This FPT dis-
tribution is asymptotically distributed
as ∝ exp(−τ/τv) (for larger times τ)
with its global mean FPT τv. In order
to compute the cover time, one FPT τ is
drawn from every target’s distribution.
The cover time is then given as the max-
imum time of all drawn FPTs. The fig-
ure was reproduced from [92], © 2017
American Physical Society.
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vary for each node and only depends on the structural properties of
the network.11 Note that in the following derivations,
the FPT decay rate βv = τ−1v will be
often used instead of the global mean
FPT to simplify the notation.
Following the heuristic approach presented below, one can pro-
ceed as illustrated in Fig. 6.1 to obtain, first, the cover time distribu-
tion and second, the mean cover time, both based on the collection of
target FPT distributions pv(τ). Ignoring the start node u at which a
walker begins its random walk, an FPT tv is drawn for each potential
destination v from their respective target FPT distribution pv, result-
ing in the set F which contains all N− 1 target FPTs. The cover time
Tu is then given as the maximum element of the set F . The prob-
ability that a time T is an upper bound of F can be found as the
probability that no element of F is greater than T, which is
Pu(T) = Pu(“T is an upper bound of all target FPTs”)
= Pu(tv ≤ T ∀tv ∈ F ) = ∏
v 6=u
P(tv ≤ T) (6.2)
and is equal to the cumulative distribution function (cdf) of T. As-
suming the validity of Eq. (6.1), the discrete time probability mass
function for first passage time τ at node v is evaluated as
pv,τ = exp(−βvτ)
/
∞
∑
t=1
exp(−βvt)
= [1− exp(−βv)] exp(−βv(τ − 1)),
yielding the cdf
P(tv ≤ T) =
T
∑
t=1
pv,t = (1− exp(−βv))
T
∑
t=1
exp(−βv(t− 1))
= 1− exp(−βvT). (6.3)
Eqs. (6.2) and (6.3) yield the cumulative distribution function for the
cover time,
Pu(T) = ∏
v 6=u
(
1− exp(−βvT)
)
.
The cdf can be further approximated by assuming a continuous time
distribution, which simplifies the following derivations while the
outcome does not change significantly, as explained in Sec. 6.3, such
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Figure 6.2: The mean cover time 〈T〉
of the largest component of (a) Erdo˝s-
Rényi (ER) networks, (b) Barabási-
Albert (BA) networks , and (c) ran-
dom k-regular networks. Shown are av-
erages over 1000 simulations per data
point () and both estimations of the
mean cover time using (♦) estimated
GMFPTs from the target nodes’ de-
grees Eq. (6.9) and () exact GMFPTs
Eq. (6.9) computed from the unnormal-
ized graph Laplacian’s spectrum in (a)
and (b). Respectively, Eq. (6.10) has
been used for random k-regular net-
works in (c). Dashed lines are simula-
tion results and a guide to the eye. Fur-
ther displayed are the asymptotic re-
sults derived for the ER [111] and BA
[112] network models as well as the
lower bound Eq. (6.11). The figure was
reproduced from [92], © 2017 American
Physical Society.
that the mean cover time of start node u is approximately
Tu ≈
∞∫
0
dT
[
1−∏
v =u
(1− exp(−βvT))
]
− 1
2
. (6.4)
Note that a bias of 1/2 emerges when changing from discrete time to
continuous time, as discussed in Sec. 6.3. However, the mean cover
time is lower bounded by the cover time of a complete graph which
scales as N log N, such that one usually finds Tu 
 1/2. Hence, the
bias will be omitted in the following, which introduces relative error
of size (2Tu)−1. Now, the global mean cover time can be found by
taking the average over all target nodes u as
〈T〉 ≈
∞∫
0
dT
[
1− P(T) 1
N
N
∑
u=1
1
1− exp(−βuT)
]
(6.5)
where
P(T) =
N
∏
v=1
(1− exp(−βvT)) . (6.6)
As shown in Sec. 6.3.3, introducing small relative error of order
O ((N log N)−1) for the networks discussed in this paper, one can
further simplify this integral to find
〈T〉 ≈
∞∫
0
dT [1− P(T)] =
∞∫
0
dT
[
1−
N
∏
v=1
(1− exp(−βvT))
]
(6.7)
= ∑
S∈P∗(V)
(−1)|S|+1
(
∑
v∈S
βv
)−1
,
where V is the set containing all nodes and P∗(V) is the set of all
possible subsets of V (excluding the empty set). Conceptually, this
integral corresponds to a situation where an additional node is in-
serted on which every random walk starts but which can never be
visited again. Even though the integral Eq. (6.7) can be solved ana-
lytically to obtain the result above, in practice it is more feasible to
solve the integral numerically than iterating over P∗(V) which has
2N − 1 elements and hence becomes very large rather quickly.
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Now, the estimation of the global mean cover time reduces to an
efficient estimation of the FPT decay rates βv. There are two ways to
estimate the decay rates with the GMFPTs as described in Sec. 3.1.6.
Using the estimation of the lower bound Eq. (3.14), the estimated
global mean cover time is given by
〈Tes〉 ≥
∞∫
0
dT
[
1−
N
∏
v=1
(
1− exp
(
−Tkv 1− 〈k〉
−1
N 〈k〉
))]
. (6.8)
The advantage of this method is that only the network’s degree se-
quence kv needs to be known in order to estimate the global mean
cover time. However, this method can obviously only account for
a lower bound. One can also compute the exact GMFPTs using
Eq. (3.11). In this case the computed global mean cover time is
〈Tex〉 =
∞∫
0
dT
[
1−
N
∏
v=1
(
1− exp
(
− T
τexv
))]
. (6.9)
6.1.2 Cover Time of Networks With Equal GMFPTs
Considering a network in which all nodes have approximately the
same GMFPT τ˜ and on which a random walk equilibrates quickly
(tmix  N), the mean cover time can be estimated using Eq. (6.4) to
obtain
〈T〉 (τ˜) ≈
∞∫
0
dT
[
1− (1− exp(−T/τ˜))N−1
]
= τ˜
[
γ+ ψ(N)
]
, (6.10)
where γ ≈ 0.57722 is the Euler-Mascheroni constant, ψ(z) = Γ′(z)/Γ(z)
and Γ(z) the gamma function.
An example for networks fulfilling the conditions above are ran-
dom k-regular networks as introduced in Sec. 2.2.1 where all nodes
have identical degree and the networks possess random structure (as
opposed to, e.g. lattice networks on a torus, where all nodes have
identical degree but are only connected to their nearest neighbors).
The complete graph with N nodes is an (N− 1)-regular network and
thus a special case of k-regular random networks. The cover time of
the complete graph is given as 〈T〉 = (N− 1) (log(N − 1) + γ+O(N−1))
[99], a result which is reproduced by Eq. (6.10) since the GMFPT for
each node2 is τ˜ = N − 1 and ψ(N + 1) = log N +O(N−1). For gen-2 Suppose a random walker starts at any
node u. The probability to reach any
other node of the network in one time
step is p = 1/(N − 1). Looking at a
single target node v the probability that
v is first passaged at time t is given as
pt = (1 − p)t−1 p. Hence, the GMFPT
for every target node is τ˜ = ∑∞t=1 tpt =
−p ∂∂p 1p = 1p = N − 1.
eral random k-regular networks, Eq. (6.10) can be used to find an
approximate scaling relation for the lower bound
〈T〉 ? k
k− 1 N log N (6.11)
using the GMFPT lower bound Eq. (3.14), the fact that kv = 〈k〉 = k,
and ψ(N + 1) = log N +O(N−1).
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Network N 〈k〉 〈T
sim〉
N log N
〈Tes〉
N log N rel. err.
〈Tex〉
N log N rel. err.
Intra-org. contacts - Cons. (info) [123] 43 15.3 2.40 2.41 0.004 2.38 0.007
Intra-org. contacts - Cons. (value) 44 16.0 2.00 2.02 0.006 2.07 0.031
Intra-org. contacts - Manuf. (awareness) 77 25.5 3.43 3.47 0.012 3.46 0.009
Intra-org. contacts - Manuf. (info) 76 23.3 2.35 2.29 0.028 2.37 0.007
Matches of the NFL 2009 [124] 32 13.2 1.20 1.27 0.053 1.21 0.008
Connections between 500 largest US airports [125] 500 11.9 12.34 10.30 0.198 13.18 0.063
B. F. Maier’s Facebook friends network [6] 329 11.9 11.63 8.45 0.377 12.36 0.059
C. Elegans neural network [1] 297 14.6 8.63 9.15 0.057 8.69 0.007
E. Coli protein interaction [126] 329 2.8 5.55 4.27 0.298 7.24 0.233
Social interaction in dolphins [12] 62 5.1 4.72 4.46 0.059 4.86 0.029
American college football [127] 115 10.7 1.38 1.27 0.081 1.40 0.017
Food web of grassland species [128] 75 3.0 4.66 3.97 0.172 5.17 0.099
Zachary’s Karate club [85] 34 4.5 3.04 3.29 0.079 3.06 0.006
Interactions in “Les Misérables” [129] 77 6.6 6.81 6.21 0.097 7.21 0.055
Network of associations between terrorists [70] 62 4.9 4.65 4.47 0.040 4.88 0.046
Table 6.1: Mean cover times of sim-
ple discrete-time random walks on the
largest component of various networks,
in units of the cover time on a com-
plete graph with equal node count. Dis-
played is the number of nodes N, the
mean degree 〈k〉 of the largest compo-
nent and the measured mean cover time〈
Tsim
〉
extracted from 50 simulations
per network with one walker starting
on every node. Additionally shown are
both theoretical estimations of the cover
time using (i) estimated GMFPTs 〈Tes〉
from the target nodes’ degrees, Eq. (6.8)
and (ii) exact GMFPTs 〈Tex〉 computed
from the unnormalized graph Lapla-
cian’s spectrum Eq. (6.9). Both estima-
tions are given with their relative er-
ror to the simulated mean cover time.
Note that all networks have been sym-
metrized and an unweighted link (u, v)
has been created if a weight between
two nodes was wuv > 0. For the Intra-
organizational networks, a link was cre-
ated if both nodes put anything else
than “I do not know this person” in
their questionnaire. These values are
additionally shown in Fig. 6.5 (top).
The table was reproduced from [92], ©
2017 American Physical Society.
6.2 Numerical Results
In this section, the predictions of Eqs. (6.8) and (6.9) are compared
with simulation results for single component ER, BA and real-world
networks, as well as Eq. (6.10) for random k-regular networks. For
the simulations, a single walker was placed on every node at time t =
0. Subsequently, each walker performed a random walk as described
in Sec. 3.1.6. Each walker proceeded until it visited each node at least
once, completing total coverage and marking cover time Tu. 〈T〉 was
computed as the average of all Tu.
For both ER and BA networks, networks were generated with
N ∈ {50, 100, 200, 400} nodes, ER networks with node connection
probability {k/(N − 1)|k ∈ N, 1 ≤ k ≤ 20}, and BA networks
with {m|m ∈ N, 1 ≤ m ≤ 20}. In order to test Eq. (6.10), ran-
dom k-regular networks were generated using the algorithm given
in [130] with N ∈ {50, 100, 200, 400} nodes and node degree ku =
k ∀ u ∈ V , scanning integer degrees {k|k ∈N, 3 ≤ k ≤ 20}. Network
generation was followed by the extraction of the largest component
and a subsequent random walk simulation as described above. The
cover time was estimated using Eqs. (6.8), (6.9), and Eq. (6.1), re-
spectively, for 1000 networks each. For Eq. (6.10) and the random
k-regular networks, the global mean FPTs τ˜es = N/(1 − k−1) and
τ˜ex = N−1 ∑Nv=1 τexv were used, respectively.
The theoretic results are in agreement with the simulation re-
sults, as can be seen in Fig. 6.2. The relative error decreases with
increasing number of nodes N as well as increasing mean degree 〈k〉
and quickly reaches values below 1%. Unsurprisingly, the heuristic
method performs better compared to the results of [111, 112] due to
the asymptotic nature of the latter.
In addition to simulations on network models, simulations were
performed for the largest component of 15 real-world networks, listed
in Tab. 6.1. Inititially directed networks were converted to undirected
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Network N 〈k〉 〈T
sim〉
N log N
〈Tes〉
N log N
∣∣∣∣1− 〈Tsim〉〈Tes〉
∣∣∣∣ 〈Tex〉N log N ∣∣∣∣1− 〈Tsim〉〈Tex〉
∣∣∣∣
Barcelona 128 2.2 9.7 2.7 2.6 12.3 0.2
Beijing 104 2.2 10.5 2.7 2.9 16.0 0.3
Berlin 170 2.1 14.7 2.8 4.3 21.2 0.3
Chicago 141 2.1 14.9 2.7 4.4 20.0 0.3
Hong Kong 82 2.1 10.1 3.0 2.4 13.1 0.2
London 266 2.3 14.8 2.8 4.3 19.3 0.2
Madrid 209 2.3 14.4 2.7 4.4 20.4 0.3
Mexico 147 2.2 10.9 2.7 3.0 14.8 0.3
Moscow 134 2.3 12.0 2.9 3.1 14.7 0.2
New York 433 2.2 16.2 2.6 5.1 24.3 0.3
Osaka 108 2.3 8.9 2.9 2.1 11.4 0.2
Paris 299 2.4 11.4 2.8 3.0 14.2 0.2
Seoul 392 2.2 19.8 2.6 6.7 31.2 0.4
Shanghai 148 2.1 14.5 2.7 4.4 20.0 0.3
Tokyo 217 2.4 12.9 2.8 3.7 17.7 0.3
Table 6.2: Same procedure as in Tab. 6.1,
but for subway networks of big cities,
taken for the year 2009 from [131].
These values are additionally shown in
Fig. 6.5 (bottom). The table was re-
produced from [92], © 2017 American
Physical Society.
networks replacing every directed link with an undirected link. For
weighted networks an undirected link (u, v) was assigned if a weight
was wuv > 0. For the intra-organizational networks [123], employ-
ees had to fill out questionnaires regarding their relationships to co-
workers. Here, an undirected link (u, v) was assigned if both u and
v marked anything else than “I do not know this person”. As can
be seen in Tab. 6.1, the heuristic method produces results that are
satisfyingly close to the simulated values (mostly relative errors of
< 10%). Exceptions are the computed cover times for the E. coli
protein interaction network [126] with a relatively high relative error
of ≈ 23% and the grassland food web [128] with a relative error of
≈ 10%.
Furthermore, some example estimate cover time distributions as
per Eq. (6.6) are compared to measured distributions from the simu-
lation. As can be seen in Fig. 6.4, the cover time distributions using
the exact GMFPTs predict the cover time pdf and complementary
cdf (ccdf) reasonably well. In some cases, even the estimated GMF-
PTs show reasonable agreement. The last panel in Fig. 6.4 shows
some significant deviation from the simulations, which will be fur-
ther discussed below.
6.3 Error Analysis
6.3.1 Low-Dimensionality Induced Deviations
Concerning the impact of network structure on the error of the heuris-
tic compared to the true mean cover time, networks with a large mix-
ing time were consistently associated with higher errors. Since the
results are derived under the assumption that the relaxation time is
tmix  N, the relative error was measured against the ratio tmix/N
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to find
rel. err. ≈ 0.19×
(
tmix
N
)0.94
(6.12)
as can be seen in Fig. 6.6. Here, tmix was computed using Eq. (3.7).
This result indicates that an increasing relaxation time indeed in-
creases the error of the heuristic. Additionally, simulations were per-
formed on D-dimensional lattices of dimension D ∈ {1, 2, 3} (chains,
squares and cubes) using node numbers N ∈ {(2n + 1)2|n ∈ N, 2 ≤
n ≤ 12} for D = 2 and N ∈ {n3|n ∈ N, 4 ≤ n ≤ 8} for D = 1 and
D = 3. For low-dimensional lattice networks with D ≤ 2, the relax-
ation time is large compared to a variety of complex networks (see
Fig. 1 in [132]). Hence, one might suspect that the method introduced
above will not perform well for low-dimensional lattice networks.
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Figure 6.3: Example of the heuris-
tic method yielding results with rather
large deviations from simulations. (a)
Mean cover time for low-dimensional
(D ≤ 2) lattices as well as lattices
in dimension D = 3 as () an av-
erage over 1000 simulations for each
data point and () theoretical result
from exact GMFPTs computed from the
unnormalized graph Laplacian’s spec-
trum Eq. (6.9). (b) The relative error is
increasing with increasing system size
but is comparably lowest for D = 3
(cubes). The figure was reproduced
from [92], © 2017 American Physical
Society.
Indeed, as can be seen in Fig. 6.3, the relative error between sim-
ulation and heuristic results increases with increasing N, up to ≈
110% for chains and ≈ 10% for square lattices using exact GMF-
PTs, whereas smaller relative errors of up to ≈ 4% are reached for
cube lattices. Similar results are obtained for real-world networks
embedded in a two-dimensional space with short-range connection
probability such as subway networks [131] (shown in Tab. 6.2 and
Fig. 6.5). Here, the estimation from estimated GMFPTs systemati-
cally underestimates the cover time while using exact GMFPTs yields
an overestimation of the cover time by ≈ 20%− 40%. Generally, the
more exact result of GMFPTs calculated via the unnormalized graph
Laplacian gives results with lower relative error than using lower
bound GMFPTs, as expected.
This result can be even more refined by investigating the relative
error of the method for networks generated from the small-world
models devised in Ch. 4 as those naturally interpolate between low-
dimensional lattice-like networks where the heuristic has large devia-
tions and Erdo˝s–Rényi networks where the heuristic yields satisfying
results. Such an analysis will be done in Sec. 6.4.
6.3.2 Systematic Error: Continuous-Time Approximation
Considering discrete time, the mean cover time is given as the series,
respectively partial sum
Tu =
∞
∑
T=1
[1− Pu(T)] =
∞
∑
T=1
P¯u(T) ≈
Tmax
∑
T=1
P¯u(T)
where the upper boundary was approximated by numerically find-
ing a Tmax with P¯u(Tmax) ≤ 10−10. This partial sum is equal to the
trapezoidal approximation of the integral
Tmax∫
0
dT P¯u(T) =
1
2
P¯u(0) +
Tmax−1
∑
T=1
P¯u(T) +
1
2
P¯u(Tmax) +Φ
with ∆T = 1. Since the function P¯u(T) has value P¯u(0) = 1, us-
ing the integral instead of the sum introduces a systematic error of
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Figure 6.4: Cover time probability dis-
tribution functions (pdfs) and comple-
mentary cumulative distribution func-
tions (ccdfs, insets) for four example
networks (a) C. Elegans, (b) Intra-org.–
Consulting (info), (c) College football
and (d) Berlin’s subway system from
2009. Dashed lines show the distribu-
tions from estimated arrival rates as per
Eq. (6.8) and solid pink lines show the
distributions from exact arrival rates
(see Eq. (6.9)).
1/2. Using the first derivative P¯′u(T), the error Φ emerging from the
trapezoidal rule can be asymptotically estimated to be
|Φ| = ∆T
2
12
∣∣P¯′u(Tmax)− P¯′u(0)∣∣
for Tmax → ∞ [133]. With
P¯′u(T) = − ∑
v =u
βv exp(−βvT) ∏
w =v =u
[1− exp(−βwT)]
one has P¯′u(0) = 0. In another way, analogously to Eq. (6.7) one can
find
P¯u(T) = ∑
S∈P∗(V\{u})
(−1)|S|+1 exp
(
− ∑
v∈S
βvT
)
∣∣P¯′u(T)∣∣ = ∑
S∈P∗(V\{u})
(−1)|S|+1
(
∑
v∈S
βv
)
exp
(
− ∑
v∈S
βvT
)
.
For most nodes the decay rates are βv  N−1 withmeaning “lower
or of similar order”. Then ∑v∈S βv  1 and hence |P¯′u|  P¯u such
that one can safely assume |P¯′u(Tmax)|  P¯u(Tmax) ≤ 10−10 yielding
absolute error
|Φ|  10−11,
which will be sufficiently small for most applications. For applica-
tions where this is not small enough, Tmax can be further increased
until a satisfying error is reached.
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Figure 6.5: Mean cover times of sim-
ple discrete time random walks on the
largest component of (a) various real-
world networks (data sources and rela-
tive errors given in Tab. 6.1) and (b) var-
ious subway networks (data source and
relative errors given in Tab. 6.2). The
estimated cover times are compared
to the measured cover times (from 50
simulations for each data point). The
dashed lines represent the ideal case〈
Tsim
〉
=
〈
Tes/ex
〉
. Theoretical re-
sults are computed from (left) esti-
mated GMFPTs from the target nodes’
degrees Eq. (6.8) and (right) exact GMF-
PTs computed from the unnormalized
graph Laplacian’s spectrum Eq. (6.9).
The figure was reproduced from [92], ©
2017 American Physical Society.
6.3.3 Systematic Error: Approximation of Mean Cover Time Inte-
gral
In the following, it is demonstrated that instead of solving integral
Eq. (6.5), one can safely use Eq. (6.7). The total difference between
both is
Θ =
∞∫
0
dT [1− P(T)]−
−
∞∫
0
dT
[
1− P(T) 1
N
N
∑
v=1
1
1− exp(−βvT)
]
=
∞∫
0
dT P(T) [Q(T)− 1] , (6.13)
defining Q(T) = 1N ∑
N
v=1 (1− exp(−βvT))−1. Note that the cover
time cdf P(T) is given by Eq. (6.6), s.t. both
lim
T→0
P(T) = 0
lim
T→0
P(T)Q(T) = 0
and
lim
T→∞
P(T) = 1
lim
T→∞
P(T)Q(T) = 1,
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Figure 6.6: The relative error of the
mean cover time heuristic is increas-
ing with increasing mixing time per
node tmix/N, indicating that the heuris-
tic produces higher deviations for net-
works with relatively high mixing times
as per Eq. (3.7). Networks are marked
with the same symbols as in Fig. 6.5.
The figure was reproduced from [92], ©
2017 American Physical Society.
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meaning that for both integration limits, the integrand approaches
zero. The following argumentation is based on the assumption that
the distribution of decay rates is relatively homogeneous in the re-
gion of small rates, implying that there is a low number 1 < n  N
of nodes i ∈ Vsmall with n = |Vsmall| that are of the same order
as βmin = min{βv|v ∈ V}. This is a relatively safe assumption
for most network models and real-world networks as in most cases
there are more nodes with small degree (hence small decay rates)
than nodes with high degree (hence high decay rates). Now sup-
pose the integration approaches a time where T ≈ β−1min, imply-
ing that, while most terms 1− exp(−Tβv/∈Vsmall) are virtually equal
to 1 there are still n terms 1 − exp(−Tβi) < 1, such that P(T) ≈
∏ni∈Vsmall(1− exp(−Tβi))  1. Furthermore, there will already be a
majority of terms 1− exp(−Tβv) → 1 which leads to Q(T) approach-
ing Q(T) N
1−→ 1. Hence, one can safely assume that for a network
with a larger number of nodes the integrand approaches zero at all
times while the global mean cover time grows quickly and thus the
relative error of Eq. (6.7) is approaching
Θ
〈T〉
N
1−→ 0.
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Figure 6.7: Relative error Eq. (6.13) be-
tween integrals Eq. (6.5) and Eq. (6.7)
for all networks investigated in this
chapter besides lattices and the mod-
ular hierarchical network models. For
each network the relative error for both
sets of rates, τesv and τexv , is shown.
For ER, BA and random k-regular net-
works, means over the largest compo-
nents of 100 network realizations for
〈k〉 ∈ {3, 5, 7, 9} and m ∈ {3, 5, 7, 9}
were built, respectively. The measured
relative errors are roughly following the
scaling relation Eq. (6.14). The fig-
ure was reproduced from [92], © 2017
American Physical Society.
In particular, one can calculate the error between the integrals for
random networks with constant GMFPT τ˜ for every node, which is
given as
Θ˜ = τ˜N+1
[
γ+ ψ(N + 1)
]
− τ˜N
[
γ+ ψ(N)
]
≈ τ˜N log
(
N
N − 1
)
≈ τ˜N 1N
where ψ(N + 1) = log N + O(N−1) and τ˜N  τ˜N+1 was assumed
where A  B means limN→∞ A/B = 1. Consequently, one finds the
relative error to be approximately
Θ˜
〈T〉 ≈
1
Nγ+ N log(N − 1) 
1
N log N
. (6.14)
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Even though this relation is derived for the special case of networks
where every node has the same GMFPT, a numerical analysis of
Eq. (6.13) reveals that this scaling relation holds approximately for
all networks investigated in this chapter, as can be seen in Fig. (6.7).
6.4 Cover Time on Modular Hierarchical Small-World Mod-
els
The purpose of studying the cover time on the small-world models
introduced in Ch. 4 in the following is two-fold.
First, it raises the opportunity to test the hypothesis that besides
the pair-averaged first passage time, which is an upper bound for
search times, the mean cover time is minimal between the highly
clustered and the random regimes of the models, as well—an upper
bound for exhaustive search processes. After the findings of Ch. 5,
this would render some intermediate modular hierarchical structure
optimal for an additional process.
Second, it allows for a more detailed error investigation on when
the heuristic begins to fail to predict the cover time accurately as
those structures represent a continuous interpolation between the
network structures investigated in Secs. 6.2 and 6.3.1.
6.4.1 Average Medium Approximation
As has been shown in Sec. 5.1.1, an average medium approxima-
tion (AMA), where a possible edge is replaced with the probability
of this edge existing, may provide useful insights into the general
mechanisms of random walks on modular hierarchical small-world
networks as it allows for thorough analytic considerations. Indeed,
one consequence of the AMA is that every node has the exact same
GMFPT Eq. (5.5) which allows using Eq. (6.10) to estimate the mean
cover time.
In order to test the validity of Eq. (6.10) for average medium
self-similar small-world (SSMH) networks, random walk simulations
have been performed on averaged SSMH networks and averaged 1D
lattice power-law small-world (PLSW) networks; the same simula-
tions as in Sec. 5.1.1. For B = 8, L = 3 (number of nodes N = 83)
and 〈k〉 = 7, a single walker was placed on each node of each av-
erage medium (SSMH and PLSW). Random walk simulations were
performed as described in Sec. 3.1.1, where for each walker the sim-
ulation was stopped as soon as it visited each node at least once,
marking the cover time for this walker, subsequently computing the
mean to obtain the mean cover time. The results can be seen in
Fig. 6.8. The heuristic Eq. (6.10) approximates the simulated cover
time reasonably well for moderate degrees of hierarchical clustering
and starts to deviate more strongly from the simulation results for
structural control parameters ξ . 0.25. This is not surprising be-
cause the heuristic evaluation of the mean cover time is based on
the assumption that the mixing time is small which is violated for
142
Figure 6.8: The mean cover time as es-
timated with an average medium ap-
proximation of self-simular modular hi-
erarchical as well as 1D lattice PLSW
networks as described in Sec. 5.1.1.
Shown are simulation results on the av-
eraged media as well as Eq. (6.10) with
τ˜ as given by Eq. (5.6). The figure was
reproduced from [93].
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strongly modular hierarchically clustered networks (see Sec. 5.1.1).
The result of the AMA is hence that no optimal mean cover time
exists between the highly regular structures and the random case.
6.4.2 Actual Network Realizations
Here, the mean cover time is analyzed for actual network samples of
the self-similar modular hierarchical (SSMH), the modified Watts–
Strogatz (mod. WS), the one-dimensional lattice power-law small
world (1D latt. PLSW) and the 2-torus PLSW models. To this end,
networks with parameters B = 8, L = 3 (corresponding to N = 83)
and 〈k〉 = 8 where sampled for varying values of their respective
control parameters. The control parameters of the SSMH, the mod
WS and the 1D latt. PLSW model were mapped using Eq. (4.29) and
Eq. (4.27). For each parameter combination, 740 independent net-
work samples were drawn, subsequently their largest component
was extracted to be used for analysis. For each largest component,
100 random walkers were placed on 100 random nodes. Random
walk simulations as described in Sec. 5.2.1 were started and run until
each walker visited each node at least once. When a walker reached
its last remaining non-visited node, this time step was saved as its
cover time. The mean cover time of that network sample was then
computed as the mean of those saved times. The theoretical mean
cover time of that network sample was computed using Eq. (6.9).
Subsequently, the respective means were built over the 740 obtained
single-network means.
The results are shown in Fig. 6.9. Since Eq. (6.9) relies on the
global mean FPT which is responsible for a minimum in the pair-
averaged FPT, it is not surprising that the mean cover time reveals a
minimum, as well (for the SSMH, mod. WS and 1D latt. PLSW mod-
els). The position of this optimum in exhaustive search time lies,
however, in the strong hierarchically clustered regime where average
nodes are connected to more nodes of short-range distance than to
any nodes positioned at long-range distance. This emergence of the
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Figure 6.9: The mean cover time on ac-
tual network realizations of the (modu-
lar hierarchical) small-world models in-
troduced in Ch. 4. Parameters B = 8,
L = 3, and 〈k〉 = 8 were used, mark-
ers denote averages over 740 indepen-
dent network realizations. For each net-
work realization, the cover time was
measured from simulations as well as
computed from Eq. (6.9). All network
models based on discrete node posi-
tions display minimal mean cover time
in the strong modular hierarchically
clustered regime since those display in-
creasing node degree variance with in-
creasing long-range connection proba-
bility. The network model based on ran-
dom node positions (2-torus power-law
small-world model) does not as it has
constant node degree variance over the
full range of its structural control pa-
rameter.
minimum can be explained analogously to the argumentation given
in Sec. 5.2.2. For high clustering (and low dimensionality), the cover
time becomes large but decreases with increasing long-range connec-
tion probability and concurrent decreasing clustering. At the same
time the node degree variance increases such that more and more
nodes of small degree appear which take longer to visit and hence
increase the cover time. This second effect does not contribute to
the cover time if the degree distribution is constant when increasing
long-range connection probability as is the case for the 2-torus PLSW
model. Consequently, a minimum in cover time is not observed for
network samples of this model.
As implied, the analyses of this section can also be used to ob-
tain an improved intuition about the error produced by the heuristic
evaluation of the cover time. The relative error between simulation
results and Eq. (6.9) is shown in Fig. 6.10. As expected, the relative
error systematically increases with decreasing structural control pa-
rameters as soon as values are reached which produce structures be-
ing associated with modular hierarchical clustering. For real-world
networks there is no such thing as a measurable structural control
parameter, and hence, the mixing time per node tmix/N will be used
as a proxy for the amount of ‘locality’ of the networks. For all net-
work samples used in the procedure described above, the mixing
time was found using Eq. (3.7) and subsequently averaged. As can
be seen in the top panel of Fig. 6.10, the functional dependence of
the relative error does not correspond ideally to a power-law (with
decreasing structural control parameter (i.e. increasing tmix/N), the
relative error flattens off). Nevertheless, the approximate relation
rel. err. ≈ 0.81×
(
tmix
N
)1.17
(6.15)
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satisfyingly estimates the relative error of the heuristic method (see
bottom panel of Fig. 6.10). As this estimation is greater than Eq. (6.12)
for larger values of tmix/N it might be more reliable to estimate the
relative error using Eq. (6.15).
6.5 Summary and Discussion
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Figure 6.10: Relative errors between
simulation results and Eq. (6.9) for the
analysis displayed in Fig. 6.9. (Top)
The relative error as a function of the
mixing time per node as computed us-
ing Eq. (3.7) for each network sample
and subsequent averaging. The dashed
line represents the fit Eq. (6.15). (Bot-
tom) The relative error as a function of
the structural control parameters. The
dashed line represents the fit Eq. (6.15)
using the respective values of tmix/N
used in the top panel.
A new heuristic method to find the mean cover time of random walks
on arbitrary complex networks has been introduced and discussed.
It is based on the assumption that arrival times follow an exponential
distribution whose mean is given by the respective target node global
mean first passage time. The heuristic was applied to several syn-
thetic networks as well as real-world networks. It was found that the
heuristic results become increasingly unreliable when their mixing
time becomes increasingly large. For these cases the approximation
of exponentially distributed arrival times is only valid asymptoti-
cally, the estimated arrival times are consequently wrongly estimated
which in turn influences the mean cover time. Ways to estimate the
relative error of the method were given, however.
The heuristic was subsequently applied to the modular hierarchi-
cal network models defined in Ch. 4. As for the pair-averaged first
passage time of Ch. 5 minima in the mean cover time were found for
all network models where node degree variance increases with in-
creasing long-range connection probability. The remaining modular
hierarchical network model where node degree variance is constant
does not display a minimum in mean cover time.
Therefore one cannot state that in general, modular hierarchical
networks provide an optimal structure for fast uninformed exhaus-
tive searches.
Part III
Epidemics on Temporal Face-to-Face
Contact Networks

7
Flockworks: Analyzing Temporal Face-
to-Face Contact Networks With a Sim-
ple Model
The third part of this thesis investigates how the temporally resolved
description of physical contacts between humans influences the spread
of diseases in the population. To this end, a reference model which
replicates certain network properties is a useful tool to find out which
features are responsible for facilitating or mitigating an infection’s
spread. As discussed in Sec. 2.3, empirical face-to-face contact net-
works display the following basic properties:
1. At any time, the network consists of disconnected components, or
groups, to which nodes connect or from which they disconnect.
2. Inter-contact durations, contact durations, and group life-times1 1 For definitions, see Sec. 2.3.2.
follow heavy-tailed distributions. The shape of the group life-time
distribution does not change with group size but the maximal
group-life time increases with increasing group size.
3. Network properties follow a circadian activity rhythm.
Temporal networks generated by a model introduced in Sec. 2.4.1
are associated with properties 1-2. However, nodes group struc-
ture and heterogeneous interaction times were postulated and do
not emerge from underlying principles in these models. They further
implement heterogeneous interaction times by introducing memory
effects while ignoring the circadian nature of real-world networks.
This raises the question whether simpler models exist for which the
network properties 1-3 emerge from first principles. In particular,
heterogeneously distributed inter-event times may be explained by
a Poissonian model of varying rates, as was shown for interaction
times of e-mail communication [47, 48].
To this end, a temporal network model called Flockwork2 will be 2 Note that the model was developed
in cooperation with D. Brockmann who
also gave it its name.
devised in this chapter. The emergence of the real-world network
properties described above will be discussed while the model’s ac-
curacy is increased step by step. The model is based on two node
behaviors, each associated with a rate. Following the first behav-
ior, a node actively establishes new connections with another node
and its neighborhood with active reconnection rate α. Second, nodes
148
may actively decide to stay alone, with rate β, called the active dis-
connection rate. Following these two events, it will be shown that the
system always reaches a state in which the network consists of dis-
connected components which are completely connected within. The
size distribution of this state will be stable. However, due to the Pois-
sonian nature of the model, none of the temporal distributions will
be heavy-tailed.
In an attempt to increase the realism of the model, temporally
varying event rates will be introduced which will lead to a more ac-
curate description of the structural distributions but still yields distri-
butions without heavy tails for the temporal observables. Concern-
ing the circadian nature of the real-world network, it will further be
shown that human temporal contact networks might be interpreted
to follow a trajectory of equilibrium states in a two-dimensional state
space with one structural and one temporal dimension. An inference
method for these trajectories is proposed.
7.1 The Poissonian Flockwork Model
Here, the basic version of the Flockwork model will be defined.
Subsequently, it will be shown that this model always produces an
equilibrium state where the network consists of several disconnected
components, or groups, which are all complete networks. The size
distribution of these groups is computed, along with asymptotic for-
mulas for its first and second moment, the mean number of compo-
nents, the degree distribution, the asymptotic mean degree and the
group life-times.
7.1.1 Model Definition
Given any network at time t0, each node can undergo two events.
1. With active reconnection rate α, the node cuts all its links, con-
nects to another node v and connects to all of v’s neighbors v′ ∈
Nei(v).
2. With active disconnection rate β, the node cuts all its links and
stays alone.
These rates are meant to reflect basic human behavior in the sense
that people may decide not to have any contacts, or decide to estab-
lish a new face-to-face contact, which makes it likely to be in contact
with all the other people who are already in close proximity to the
new contact.
Since in both events all links are cut first, these rates can be mapped
to a total event rate γ = α+ β. Then the model is described as fol-
lows. Each node cuts all its links with rate γ. With probability P it
reconnects to any node v and all of v’s neighbors. Both descriptions
are equivalent. In this section, the γ-P-model will be used because
the time scale can be fixed using γ and subsequently the reconnection
probability P is used as a single parameter to control the structure.
flockworks: analyzing temporal face-to-face contact networks with a simple model
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Figure 7.1: The possibile events in a
Flockwork model for any network state
at t = t0. (a) In the α-β-description of
the model, each node undergoes a re-
connection event with rate α and a dis-
connection event with rate β. (a.ii) In
both cases, the link first cuts all its con-
nections. (a.iii) For an α event it sub-
sequently connects to a random node v
and to all of v’s neighbors. (a.iv) For
a β-event it stays alone. The updated
time is then t = t0 + τ where τ fol-
lows an exponential distribution τ ∼
E(α + β). (b) in the γ-P-description,
each node undergoes a (b.ii) link cut-
ting event with rate γ. Afterwards, it
(b.iii) reconnects with probability P to
a random node v and all of v’s neigh-
bors. (b.iv) With probability 1 − P it
stays alone. The updated time is then
t = t0 + τ where τ follows an expo-
nential distribution τ ∼ E(γ). Both (a)
and (b) are equivalent. Both variants
are introduced here because both will
be used throughout this chapter.
For later descriptions, it is useful to provide mapping equations of
the control parameters, which are given as
γ = α+ β ,
P = α/(α+ β) ,
α = γP ,
β = γ(1− P) .
In principle, the number of nodes N in combination with any two
of the parameters above define exactly one Flockwork configuration.
An illustration of the two descriptions is given in Fig. 7.1.
A simulation method is based on Gillespie’s stochastic simula-
tion algorithm as described in App. D. Consider any network at
time t = t0. An inter-event time τ is sampled from the exponen-
tial distribution τ ∼ E(γ). Afterwards, a node u is picked uniform
at random and all edges connecting to node u are deleted from the
network. Subsequently, the following happens with probability P:
A second node v is chosen uniform at random from the remaining
N − 1 nodes. Then, edges between u and v as well as u and all
v′ ∈ Nei(v) are added to the network. The time is then updated as
t = t0 + τ.
7.1.2 Group Sizes and Equilibrium State
In this section it will first be shown that given a collection of fully
connected groups as an initial state, the Flockwork process will ap-
proach an equilibrium configuration where the network consists of
disconnected components, each of which is fully connected. The
group-size distribution is shown to be constant for constant recon-
nection probability. The discussion is subsequently extended to an
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arbitrary initial condition (initial network) which is shown to ap-
proach the same equilibrium configuration. The group-size distri-
bution, mean group size, and mean number of components will be
computed analytically. An algorithm is given to construct equilib-
rium configurations without the need of simulating until an equilib-
rium state is reached.
Temporal Evolution
Consider an empty network of N nodes as an initial condition. Any
event a node undergoes will lead to the network consisting of fully
connected groups: Isolated nodes will connect to build pairs, then
triangles, then fully connected groups of four and so forth. When-
ever a node disconnects, it will stay alone, representing a complete
group of N = 1 nodes, whereas its former group will remain a com-
pletely connected component, albeit consisting of one node less than
before. Therefore, it suffices to study the group-size distribution of
the Flockwork model to obtain a complete picture of the networks
the Flockwork model produces over time.
Figure 7.2: Flockwork equilibrium con-
figurations for increasing reconnection
probability P (for the networks shown
here, N = 100 was used). The struc-
tural control parameter P directly con-
trols the heterogeneity of the group-size
distribution (cf. Fig 7.5).
Denote by ng the number of fully connected groups of size 1 ≤
g ≤ N such that the N-sized column vector n contains the complete
information of the network state. Note that at any time one has
n0 = nN+1 = 0, which will be used as boundary conditions below—
therefore, these are not part of the state vector ng. Given that the
network is initially in a state which is fully defined by the vector
n, changes in group sizes by the events of the Flockwork dynamic
process are governed by the following ordinary differential equations
(ODEs):
γ−1∂tn1 = −2PN n1 + (1− P)
N − n1
N
+
+ 2
1− P
N
n2 + 2
P
N
N − 2
N − 1 n2 , (7.1a)
γ−1∂tng>1 =
P
N(N − 1)
[
− 2gng(N − g)+
+ ng−1
(
N(g− 1)− (g− 1)2
)
+
+ ng+1
(
N(g + 1)− (g + 1)2
) ]
−
− (1− P) g
N
ng + (1− P) g + 1N ng+1, (7.1b)
as derived in App. C.1. Here, the time scale is fixed by the event rate
per node γ and therefore the equations describe a single event. Since
disconnections affect each group size equally, the change equations
are (i) linear and (ii) imply that groups of size g can either be reduced
or increased by one node. Hence, the ODE for the number of groups
of size g only depends on its own group count (groups of size g), the
number of groups of size g− 1, and the number of groups of size g+
1. The count of groups of size g = 1 can increase by considering pure
disconnection events where one of the (N − n1) nodes in groups of
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Figure 7.3: The temporal evolution
of the expected number ng of g-sized
groups in the Flockwork model for N =
12 nodes and reconnection probabil-
ity (left) P = 0.05, (center) P = 0.5,
and (right) P = 0.99. The initial state
was an empty network (i.e. n(0) =
(N, 0, . . . , 0)T) and the event rate was
chosen as γ = 1. For each value of
the reconnection probability, 104 sim-
ulations have been performed using
the events described in Sec. 7.1.1. Be-
tween each event, an inter-event time
τ was sampled from the exponential
distribution τ ∼ E(γ). Subsequently
the group-size distribution ng was mea-
sured which stayed constant until the
next event. Markers represent means
over the respective number ng at def-
inite time points in between t = γ−1
and t = 500γ−1. Furthermore, Eqs. (7.1)
were integrated using a Runge–Kutta
solver of order 4 with adaptive stepsize
control (Dormand–Prince method). The
results, represented by solid lines, are
in agreement with the simulations.
size g > 1 has a disconnection event and stays alone. The solution of
Eqs. (7.1) is illustrated and compared to simulation results in Fig. 7.3
for different values of P.
Since there is no dependence on states other than the current con-
figuration, the Flockwork process is a Markov process. Due to the
equations being linear one may build the expectation value of these
equations of change and so ng will be considered to denote the ex-
pected number of groups
〈
ng
〉
in the following.
Equilibrium State
For every initial condition where the structure of a network is fully
captured by the group count vector n(0), this linear process has a sin-
gle stationary state n which only depends on the number of nodes
N and the reconnection probability P. It is derived in App. C as
n1 = N(1− P) (7.2a)
n1<g<N =
1
g
N!
(N − g)!
1− P
∏
g−1
j=1 [1− Pj/(N − 1)]
(
P
N − 1
)g−1
(7.2b)
nN = (N − 2)!
P
∏N−2j=1 [1− Pj/(N − 1)]
(
P
N − 1
)N−1
. (7.2c)
In App. C this result is further extended to be valid for any initial
network. Any non-fully connected group of size g can transition to
produce both fully connected groups and non-fully connected groups
through the Flockwork dis- and reconnection events (this includes
any connected network of size N). However, no fully connected
group of size g can produce any non-fully connected group. Hence,
after a sufficient amount of time, any initial condition will transition
to a network composed of only completely connected groups. Then,
Eqs. (7.1) are applicable and hence the equilibrium state Eq. (7.2) is
approached. An illustration of this effect is shown for example simu-
lations of N = 100 and P = 0.5 with two different initial conditions in
Fig. 7.4. Therefore, the network fragmentation process to nodes only
being in groups or isolated is an emergent property, a consequence
of the introduced node behaviors.
Some example equilibrium configurations are shown in Fig. 7.2
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Figure 7.4: Configuration examples for
the temporal evolution of a Flockwork
model of N = 100 nodes and recon-
nection probability P = 0.5 with dif-
ferent initial conditions. (Top) the ini-
tial state is the empty network. Small
groups start to build until a configu-
ration from the equilibrium is reached.
(Bottom) the initial state is an Erdo˝s–
Rényi random network with 〈k〉 = 4.
Following the Flockwork process, the
network fragments into smaller groups
until a configuration from the equilib-
rium is reached.
for increasing P. Various example group-size distributions are dis-
played in Fig. 7.5. Note that depending on the reconnection proba-
bility P, the number of edges present in the network changes. With
P = 0, the equilibrium state always corresponds to the empty net-
work, whereas for P = 1, the equilibrium state will always be a
completely connected network (which is both confirmed by consid-
ering these values of the reconnection probability in Eqs. (7.2) which
yields n?1(P = 0) = N, n
?
g>1(P = 0) = 0, n
?
N(P = 1) = 1, and
n?g<N(P = 1) = 0). Hence, the Flockwork model interpolates be-
tween those two well-known structures. Also, both of those limit
states are static. Therefore even though the model is dynamic, its
limiting cases are static networks.
For increasing values of the reconnection probability 0 < P < 1,
the equilibrium group-size distribution changes. It corresponds to
a peaked distribution at g = 1 for P = 0, becoming broader but
decaying quickly with increasing group size for smaller values of P
until it reaches the distribution
n?g(P = 1− 1/N) =
1
g
at P = 1− 1/N, as is confirmed by using this value of P in Eqs. (7.2).
This will be of further interest below, as empirical networks display
heavy-tailed group-size distributions. Further increasing P, the ex-
pected peak at g = N develops.
When simulating dynamic systems, it is important that the sub-
strate is in a dynamic equilibrium. Depending on the initial condi-
tions and the parameter choices, it might take a considerable amount
of time to reach such an equilibrium configuration when simulating
a Flockwork model. However, based on the analytically evaluated
equilibrium group-size distribution, equilibrium configurations can
be sampled directly. To this end, an efficient algorithm is presented
in App. C.2. This algorithm will be used several times in the follow-
ing sections and the following chapter.
In order to quantitatively describe the group-size distribution with
a single observable, the first moment of the group-size distribution
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is computed below. The mean group size, denoted as 〈g〉 ≡ 〈|κ(u)|〉
where κ(u) is the set of nodes which are in the same group as u,
can be evaluated after the group-size distribution has been properly
normalized as
〈g〉 = ∑
N
g=1 gn

g
∑Ng=1 ng
=
∑Ng=1 gn

g
〈c〉 =
N
〈c〉 ,
where the mean number of disconnected components is given as
〈c〉 =
N
∑
g=1
ng.
As shown in App. C.1, an exact formula for this quantity can be
derived. Asymptotically, one finds
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Figure 7.5: Flockwork equilibrium
group-size distributions as computed
from Eqs. (7.2). Note that the group-
size distribution becomes a power-law
ng = g−1 for P = 1− 1/N.
lim
N→∞
〈c〉
N
= −1− P
P
log(1− P), (7.3)
and
lim
N→∞ 〈g〉 = −
P
(1− P) log(1− P) . (7.4)
Furthermore, the second moment of the group-size distribution is
given by
lim
N→∞
〈
g2
〉
=
〈g〉
1− P , (7.5)
which will be motivated when evaluating the degree distribution in
Sec. 7.1.3. These expressions and their corresponding exact values
are displayed in Fig. 7.6, showing that the asymptotics are valid for
P < 1− 1/N which is the value at which the group-size distribution
approaches a power-law. The asymptotic results can be of impor-
tance when a parameter P has to be chosen according to given first
and/or second moment of the group-size distribution.
7.1.3 Node Degrees
As discussed in Sec. 2.1.2, the node degree is an important simple
quantity describing how connected a single node is in the network.
The mean node degree 〈k〉 can influence both random walks and
epidemic spreading; a heterogeneous degree distribution can cause
the epidemic threshold to be shifted towards lower infection rates
and hence be responsible for a more susceptible system. Hence, the
degree distribution and mean degree of the Flockwork model will be
derived in the following, which will be of use later on.
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Figure 7.6: Mean group size, mean
number of components, and second
moment of the equilibrium group-
size distribution, all computed from
Eqs. (7.2) and compared to the asymp-
totic Eqs. (7.3-7.5).
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Figure 7.7: Flockwork equilibrium
mean degree as a function of the re-
connection probability P and number of
nodes N, compared to the asymptotics
〈k〉 = P/(1− P) of Eq. (7.8).
Since the Flockwork model always approaches a configuration
where it consists of completely connected groups, each node in a
group of size g will have degree k = g − 1. The probability of a
randomly chosen node having degree k is hence equal to the proba-
bility of finding a randomly chosen node in a group of size g = k + 1
which is
Pk = P[|κ(u)| = k + 1] = k + 1N nk+1. (7.6)
Hence, the mean degree is given as
〈k〉 = 1
N
N−1
∑
k=0
k(k + 1)nk+1 =
〈
g2
〉
〈g〉 − 1, (7.7)
see Eq. (C.7) for a detailed derivation.
Furthermore, the mean degree can be computed considering how
the expected number 〈e(t)〉 of edges present in the network changes
per event. On average, and considering N → ∞, a γ-event will delete
〈k(t)〉 edges at time t as an average node cuts all its contacts. Fur-
thermore, with probability P, new edges will be built by connecting
to a node of mean degree 〈k(t)〉 and all its neighbors, thus build-
ing 〈k(t)〉 + 1 new edges. Therefore, the temporal evolution of the
present number of edges at time t can be approximated as
〈e(t + 1)〉 − 〈e(t)〉 = − 〈k(t)〉+ P + P 〈k(t)〉 ,
which asymptotically (with 〈e(t + 1)〉 = 〈e(t)〉) yields the dynamic
equilibrium mean degree
〈k〉 = P
1− P . (7.8)
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Combining Eqs. (7.7) and (7.8) gives the asymptotic formula of the
second moment of the group-size distribution Eq. (7.5). Example
degree distributions are displayed in Fig. 7.8 and the validity of the
asymptotic mean degree for P  1− 1/N is confirmed in Fig. 7.7.
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Figure 7.8: Flockwork equilibrium de-
gree distributions as computed from
Eq. (7.6) for increasing reconnection
probability P and number of nodes N.
7.1.4 Distributions of (Inter-)Contact Durations and Group Life-
Times
As in this part of the dissertation temporal networks are the focus of
attention, this section will discuss the basic model’s implications for
various time-scales, i.e. the inter-contact time, the contact life-time,
and the group life-times for a group of size g.
The inter-contact time is the time a node will stay alone before
establishing a new contact. The rate with which an isolated node
will establish a new connection in the Flockwork model is 2γP = 2α
(accounting for both an event where the node acts actively as well
as an event where it gets passively connected to). Hence, the inter-
contact time is exponentially distributed as
p(τIC) = 2α exp(−2ατIC). (7.9)
The group life-times can be evaluated in a similar manner. Suppose
a group is of size g > 1. Then, three events can lead to a change in
group size.
1. One of the g nodes disconnects and stays alone, which happens
with rate gγ(1− P).
2. One of the g nodes disconnects and reconnects to a node which
is not part of the rest of this group, which happens with rate
gγP(1− (g− 1)/(N − 1)). Note that it might be more intuitive to
express the fraction of the connecting nodes as (1− (g− 1)/(N −
1)) = (N − g)/(N − 1).
3. One of the N − g nodes reconnects to one of the g nodes, which
happens with rate (N − g)γPg/(N − 1).
The total rate of change for a g-sized group is thus given as
λg = gγ(1− P) + 2γPg N − gN − 1
and hence the life-time distribution of groups of size g follows as
p(τg) = λg exp(−λgτg). (7.10)
The contact decay rate can be estimated as follows. Suppose an
edge between two nodes has been established. The nodes are in a
group of size g = k + 1 and so they have degree k. Now, two events
can influence the life-time of the contact:
1. One of both nodes disconnects. This happens with rate 2γ(1− P).
2. One of both nodes reconnects to a node which did not belong to
its group, which happens with rate 2γP[1− k/(N − 1)].
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This means that ignoring changes in group size of both nodes, an
edge attached to two nodes of degree k decays with rate
ω−k = 2γ
(
1− kP
N − 1
)
(7.11)
The probability that any random edge drawn from the network is
attached to two nodes of degree k is
pik =
kpk
〈k〉 . (7.12)
Hence, the mean decay rate of a single edge 〈ω−〉 = ∑N−1k=0 ω−k pik can
be approximated as
〈
ω−
〉
= 2γ
(
1− P
N − 1
〈
k2
〉
〈k〉
)
. (7.13)
This result is merely an approximation because while both nodes are
connected, their degree may change through group change events.
For small-sized groups, the probability that a group size-change event
is also an edge decay-event is higher than for larger groups, so for
large values of P (higher mean group sizes), Eq. (7.13) should display
a less accurate behavior.
The contact life-time distribution may be approximated as
p(τC) =
〈
ω−
〉
exp(− 〈ω−〉 τC). (7.14)
In App. C.3, a numerical test shows that even for large values of
P > 1− N−1 (large groups) Eq. (7.13) yields a highly accurate esti-
mation of the true decay rate. However, for those values of P, the
estimation Eq. (7.14) underestimates the tail of the true distribution
which decays slower, as will be demonstrated in the following sub-
section.
In order to map a Flockwork model to the parameters of the edge
activity model (introduced in Sec. 2.4.2), one may consequently use
Eq. (7.13) and the network density which is
p =
〈k〉
N − 1 .
In the α-β-variant where γ = α+ β and P = α/(α+ β) this extends
to 〈
ω−
〉
= 2α
(
1−
〈
k2
〉
(N − 1) 〈k〉
)
+ 2β. (7.15)
Hence, two parameters which fully define an instance of an edge
activity model are directly determined by any two parameters which
fully define an instance of the Flockwork model. This is will be of
relevance to properly compare disease spreading on both models in
Ch. 8.
7.1.5 Comparing the Basic Poissonian Model to Real Data
In order to test Eqs. (7.9)-(7.14), single Fockwork simulations have
been performed for N = 25 nodes and P ∈ {0.1, 0.7, 1− 1/25}. For
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Figure 7.9: Ergodic group-size and life-
time distributions of single Flockwork
simulations for N = 25 and increasing
reconnection probability P. Displayed
are measurements over a runtime of
T = 3× 106(Nγ)−1 with γ = 1. Step
functions are histograms and continu-
ous lines represent the theoretical pre-
dictions of the group-size distribution
Eqs. (7.2), the inter-contact time distri-
bution Eq. (7.9), the approximated con-
tact time distribution Eq. (7.14) and the
group life-time distribution Eq. (7.10).
Measurements were performed as de-
scribed in Sec. 2.3.2. The insets in the
left column show example snapshots
from the corresponding dynamic equi-
librium.
each value of P, an equilibrium configuration was sampled using
Alg. 1 using the “binomial” and “shuffled group sizes” options. Af-
terwards, the Flockwork process was simulated for a run time of
T = 105(Nγ)−1 to achieve a true equilibrium configuration. Sub-
sequently, the Flockwork process was run until T = 3× 106(Nγ)−1
during which the group size distribution, contact and inter-contact
time distributions, and group life-time distributions were measured
as described in Sec. 2.3.2, with the results shown in Fig. 7.9. For each
value of P, the theoretical distributions match with the empirical dis-
tributions, with the exception of the contact-duration distribution for
large values of P which is predicted correctly for short durations but
follows a slower exponential decay in the tail. However, a demon-
stration in App. C.3 shows that the mean decay rate 〈ω−〉 is still
accurately modeled, despite this discrepancy in the tail. Also, the
decay in the tail is still of exponential shape, hence not heteroge-
neous as per the definition established in Sec. 2.1.3.
As discussed in Sec. 2.3.3, real temporal contact networks show
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heavy-tailed group-size distributions, as well as heavy-tailed con-
tact time, inter-contact time, and group life-time distributions. For
the group life-time distributions, their shape was dependent on the
group size, while their cut-off was not. While the Poissonian network
model may be tuned to exhibit a power-law group-size distribution,
all other behavior is not observed. This is not very surprising as the
network model is Poissonian. However, it is well known that Poisso-
nian systems with varying rates can be responsible for heavy tails in
inter-event time distributions [47]. Furthermore, real-world contact
data shows circadian behavior in their activity. It might therefore be
the case that heavy-tailed statistics are a result of circadially varying
node activity rates α(t) and β(t). This hypothesis will be explored in
the following section.
7.2 Real-World Systems as Based on the Flockwork Model
All real-world temporal face-to-face networks introduced in Sec. 2.3.3
show that network activity and number of edges follow a time-varying
circadian pattern, which is congruent with expectations obtained by
reflecting on everyday life: the majority of humans are far more
likely to connect to various other people during the day than they
are during the night.3 It therefore seems naïve to assume that any3 The author, spending most of his life
in a densely populated urban area, is
aware that there are indeed exceptions
to this rule, but those will not be of con-
cern here.
data measured from real-world interactions might be interpretable
as generated from a basic Poissonian Flockwork model. Instead, the
following picture will be explored in this section. At any time t of
the measurement, the system might be interpreted to be described
by two state variables: the active reconnection rate per node α(t) and
the average mean degree k0(t). It will be shown that those quantities
can be measured from data, which would allow for an interpreta-
tion of a human contact system as being locally equilibrated in time
and fully described by the state variable pair (α, k0), similar to a gas
which might be interpreted to go through various equilibrium states
in e.g. a Carnot machine [134, p. 604].
7.2.1 Inferring Time-Varying Activity Rates and Network State
Variables
Following this argumentation, it is reasonable to assume that the
activity rates defined in Sec. 7.1.1 are not constant but time-varying
such that α→ α(t) and β→ β(t).
As introduced in Sec. 7.1.1, the rate α quantifies the average num-
ber of active reconnection events a node undergoes per unit time.
The rate β is the average number of disconnection events per unit
time.
Further, the average mean degree k0 is the temporal average of the
mean degree 〈k(t)〉 = ∑Nu=1 ku(t) as
k0 =
1
T
T∫
0
〈k(t)〉 dt.
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Now, adding a time dependency to k0, its interpretation is as fol-
lows: for any functions α(t) and β(t) given a large number of real-
izations, k0(t) is the average of 〈k(t)〉 over all those realizations at
time t. The expected number of edges in the system is then given
as e0 = k0/(2N). Suppose a temporal face-to-face contact network
was generated based on a Flockwork process with time-varying rates
α(t) and β(t). Then, the expected number e0(t) of edges present in
the network will change approximately as
∂te0(t) = −αNk0(t)− βNk0(t)︸ ︷︷ ︸
edges leaving
+ αN(1+ k0(t))︸ ︷︷ ︸
edges being established
. (7.16)
In the following, 〈eout(t, t + ∆t)〉 denotes the expected total num-
ber of edges being cut in the time interval (t, t+∆t] and 〈ein(t, t + ∆t)〉
will be the expected total number of edges being established in the
time interval (t, t + ∆t]. Then, according to Eq. (7.16), for a single
realization of a Flockwork model, one finds
〈eout(t, t + ∆t)〉 = N
t+∆t∫
t
[
α(t′) + β(t′)
] 〈
k(t′)
〉
dt′
〈ein(t, t + ∆t)〉 = N
t+∆t∫
t
α(t′)
[
1+
〈
k(t′)
〉]
dt′.
As a simplification, one may assume that α(t) and β(t) change every
∆t but will be constant in between. Then,
〈eout(t, t + ∆t)〉 = N [α(t, t + ∆t) + β(t, t + ∆t)]
t+∆t∫
t
〈
k(t′)
〉
dt′
= 2[α(t, t + ∆t) + β(t, t + ∆t)]E(t, t + ∆t) (7.17)
〈ein(t, t + ∆t)〉 = Nα(t, t + ∆t)
t+∆t∫
t
[
1+
〈
k(t′)
〉]
dt′
= α(t, t + ∆t) [N∆t + 2E(t, t + ∆t)] , (7.18)
where
E(t,∆t) =
∫ t+∆t
t
e(t′)dt′ (7.19)
with e(t) being the number of edges present in this realization of the
network at time t. Note that E has the dimension of time.4 From 4 Even though the number e(t) of edges
is changing as a step function, integrals
are being used here because the method
can be applied to temporal networks
of continuous time were the inter-event
time is not constant. Thus, the integral
simplifies the notation.
any temporal network the observables ein and eout can be measured
by counting the number of edge-creation (edge-deletion) events of
the whole network occuring within the time-interval (t, t+∆t] as per
Eqs. (2.13). The observable E can be measured directly by computing
the integral Eq. (7.19).
In order to simply the inference procedure, time will be cut into
equally-sized intervals of length ∆t such that each rate λ ∈ {α, β}
can be expressed as
λ(t) = λn, for n∆t < t ≤ (n + 1)∆t
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with any non-negative integer n. Solving Eq. (7.17) and Eq. (7.18) for
α and β, the rates are consequently given as
αn =
ein(n∆t, (n + 1)∆t)
N∆t + 2E(n∆t, (n + 1)∆t)
βn =
eout(n∆t, (n + 1)∆t)
2E(n∆t, (n + 1)∆t)
− αn.
Note that from the definition above it might occasionally happen
that βn < 0, namely when there is no edges being cut but edges
being built. In this case one sets βn = 0. This is an artifact from
actual temporal networks not exactly following the Flockwork node
behaviors: In real networks it might happen that only isolated nodes
build edges, i.e. choose a group to join. However, in the Flockwork
model, the group joining behavior is not limited to nodes in isolation.
Furthermore, for networks where for some times t the number
of edges approaches e(t) = 0, the calculated rates may yield both
α = 0 and β = 0. This can be problematic in simulations based on
these rates: The Flockwork will not equilibrate to approach an empty
network fast enough and then still have groups whereas the original
network is empty. To counter this effect, the disconnection rate β
will be artifically increased in order to ensure that every node in the
network becomes isolated. The following rule is introduced:
If in both, a time bin (n∆t, (n + 1)∆t] and its following time bin
((n+ 1)∆t, (n+ 2)∆t] there is no present edges (e = 0), and both rates
evaluate to αn = βn = 0, and the previous time bin ((n− 1)∆t, n∆t]
was not used for emptying, redefine the disconnection rate to be
βn = β
emptying =
log N
∆t
.
Picking any node at random, it will on average take N log N picks
to reach any node at least once (this is equal to the mean cover time
of a complete network, see Sec. 6.1.2). The total disconnection rate
Nβemptyingn will therefore ensure that on average every node is dis-
connected during the time interval ∆t and will stay isolated after-
wards.
Assuming that a temporal network follows the Flockwork model,
one may choose two parameters to describe the current state of the
temporal network. Since the network has both a structural and tem-
poral component, it makes sense to let this state space be composed
of a structural dimension and a temporal dimension. Based on the
description above, the parameters α and k0 are chosen to reflect these
dimensions for the following reasons.
The rate β is an unfavorable choice since it is occasionally artifi-
cially set and just reflects nodes going to isolation. In contrast, the
rate α is always measurable and reflects a physical measure for mix-
ing in the system: it represents the average number of times any
node will choose a new environment per unit time. Structurally, one
might also use the reconnection probability P(t) as a defining param-
eter, instead of the expected mean degree k0. However, considering
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Figure 7.10: Example network behav-
ior for different positions in the Flock-
work state space. Solid black lines rep-
resent existing edges in a single snap-
shot, dashed pink lines represent new
contacts a single focal node will built
(and eventually cut) during an obser-
vation of unit time length. Small re-
connection rate α implies that a node
changes its neighborhood less often per
unit time than for a large reconnection
rate.
the node-centric view of the temporal dimension, it is intuitive to in-
stead choose a node-centric structural dimension, too: k0 reflects the
average number of connections a node has to other nodes. Therefore
it describes how strong a node mixes within the system at a current
time. Furthermore, k0 evolves over time following Eq. (7.16). Thus,
assuming equilibrium states are quickly approached, the reconnec-
tion probability P can be determined as P(t) ≈ k0(t)/(1 + k0(t))
based on Eq. (7.8). One might also wonder why the actual mean de-
gree 〈k(t)〉 of a configuration at time t should not be chosen as a state
variable. This choice is not favorable since this quantity is subject to
noise in any Flockwork equilibrium state, while the expected mean
degree k0 is not.
Note that for any position in the state space (α, k0), typical be-
havior of the temporal network can be described. Please refer to
the qualitative regions displayed in Fig. 7.10. For small values of α,
a single node will establish a small amount of new contacts within
unit time. These contact events will not produce many edges when
k0 is small, so the network will be very sparse with a large amount
of isolated nodes and within unit time the network structure will
not change too much. In contrast, for small α and large k0, larger
groups will form, but the network will still appear relatively static
when observing for unit time. This changes for large values of α and
small values of k0. Here, the network will still consist of many nodes
in isolation, however the network structure will change very much
when observing for unit time. Within this time, a single node will es-
tablish many new connections but will break them off again within a
short time such that k0 is small at any time. For large values of both
α and k0 large groups exist, but the network structure will change
drastically while observing for unit time. A real-world system might
be interpreted as following a trajectory in this state space.
In order to obtain these state variables from data, an inference
procedure is proposed as follows.
1. Choose a time interval size ∆t and cut the observation time of a
data set in intervals of length ∆t, where each interval is denoted
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by a number n ∈N with n < T/∆t. The last interval size ∆tfinal ≤
∆t may differ to ensure that the whole observation time tmax is
covered.
2. Measure the number of edges ein being created and the number of
edges eout being deleted during each time interval (n∆t, (n+ 1)∆t]
or (n∆t, tmax]. For each time interval, integrate the number e(t) of
edges present during this interval using Eq. (7.19) to obtain E.
3. For each time interval, calculate the rates using Eqs. (7.20) while
ensuring that βn ≥ 0 and that the empty network may be reached
by setting βn = βemptying if applicable as described above. Make
sure to replace ∆t with ∆tfinal for the last interval.
4. Evaluate the function k0(t) by integrating Eq. (7.16) using k0(0) =
2e(0)/N where e(0) is the number of initial edges in the analyzed
data set.
Unfortunately, it is unclear how ∆t has to be chosen. However, one
may assume that this procedure infers the correct rates from a sim-
ulated instance of a Flockwork model which was generated using
predetermined rates α and β changing their value as step functions
every ∆torig. Such a test is done in App. C.4 to reveal that rates
are correctly inferred if ∆tinference ≤ (1/2)∆torig However, for real
data, there is no reason for the time-varying rate functions to be step
functions changing every ∆torig, so there is no single ∆torig to use as
an orientation point to choose the right ∆tinference. A thorough and
quantitive method to find the optimal inference parameter ∆tinference
will thus have to be the subject of future research. Rather, one may
learn from the analysis in App. C.4 that it is good practice to steadily
increase the inference parameter while observing how the trajectories
behave. At small values of ∆tinference the trajectories will be subject
to strong fluctuations. One may then steadily increase ∆tinference and
choose a value which reduces the noise while striking features of the
noisy trajectories are still present. Furthermore, it is appropriate to
compare the measured curve of 〈k(t)〉 to the inferred function k0(t)
and choose a ∆t which satisfyingly reproduces important features
of the original curve while smoothing out heavy fluctuations. This
method is used in the following to obtain the state-space trajectories
of all data sets introduced in Sec. 2.3.3.
7.2.2 Application to Real-World Face-to-Face Systems
In this section, the DTU, HT09, and HS13 data sets as introduced in
Sec. 2.3.3 are investigated for their state-space trajectory in the (α, k0)-
plane. The analysis is based on the assumption that those data sets
can be interpreted to follow the logics of a time-varying Flockwork
model.
All three of the data sets are similar in the sense that they con-
tain contact data which has been binned to discrete time intervals
∆t, meaning that if an edge was active at any time during the time-
interval [n∆t, (n + 1)∆t) it will be considered to have been active
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Figure 7.11: Inferred time-varying rates
and expected mean degree of the real-
world data sets (top row) DTU with
∆tDTUinference = 80 min, (middle row) HT09
with ∆tHT09inference = 20 min, and (bottom
row) HS13 with ∆tHS13inference = 45 min.
The activity rates α(t) and β(t) as well
as the expected mean degree k0(t) show
the expected circadian behavior.
through-out the whole time interval.5 For the DTU data, this value
5 with n being a non-negative integer
is ∆t = 5 min [79], while for both SocioPatterns data sets (HT09 and
HS13), the interval length is ∆t = 20 s [40]. One other difference
between the data sets is given by the way interactions are recorded.
In the SocioPatterns experiments, face-to-face contacts actually reflect
face-to-face interactions within a radius of r = 1− 1.5 m because the
signals which are transferred between chips recording the interac-
tion are shielded by human bodies [40]. In contrast, data from the
DTU experiment reflects contacts between all individuals which are
within a radius of r ≈ 1.5 m [79]. Both these differences will be of
importance in the following analysis.
For all three data sets, the method introduced in Sec. 7.2.1 was ap-
plied for increasing ∆tinference where the parameter was chosen as a
multiple of the original binning time-interval length. All inferred rate
functions as well as the expected mean degree function for varying
∆tinference are shown in Fig. F.3-F.11 of App. F. Comparing α(t), β(t)
and k0(t) for varying ∆tinference shows that the position and shape
of the state-space trajectory does not drastically vary with the choice
of the inference parameter over a wide range, and as such the exact
choice of ∆tinference does not seem to be too important. Hence, based
on the criteria established in the previous sections (reduced noise,
but stable shape of trajectory), the following choices were made:
∆tDTUinference = 80 min, ∆t
HT09
inference = 20 min, and ∆t
HS13
inference = 45 min,
which yield the step functions shown in Fig. 7.11. For all data sets,
the evaluated expected mean degree k0(t) follows the data while not
overfitting to noise (third column and fourth column of Fig. 7.11).
Comparing the panels of the first column, the activity rates differ
between the DTU data and the SocioPattern sets, showing active re-
connection rate values of 0 < αSocPat  6 h−1 per node and 0 <
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Figure 7.12: Inferred state-space tra-
jectories of the real-world data sets
DTU, HT09, and HS13, with equal axis
limits to ease comparisons. The tra-
jectories (violet, ‘original’) show that
the networks are changing between
slow/sparse states and fast/denser
states but are not in slow/dense states
or fast/sparse states. This corresponds
to the observation that edge count and
edge change counts vary in the same
rhythm (see panel (d) of Figs. 2.25 and
2.27). While the inferred trajectories
of HT09 and HS13 roughly correspond,
the DTU trajectory approaches slower
and denser states. This discrepance
between the DTU and the SocioPat-
tern experiments can be explained by
the experimental differences: The DTU
data is binned to intervals of length
∆t = 5 min. Therefore rebinning the So-
cioPattern curves to this value increases
correspondence (violet to orange states)
of the inferred trajectories. Correcting
for the fact that the DTU data captures
more edges due to measuring proxim-
ity instead of face-to-face contacts fur-
ther increases the shape of the trajec-
tories between the experiments (orange
to green states). Note that after both
corrections, all three temporal networks
qualitatively follow a similar pattern of
approached states.
αDTU  1.5 h−1 per node during the day and values of α 1 h−1 per
node at night, with mean rates of αDTU = 0.4 h−1, αHT09 = 1.4 h−1,
and αHT09 = 1.7 h−1 averaged over the whole measurement. Com-
paring the panels of the second column, the active disconnection
rate β has average values of βDTU = 0.6 h−1, βHT09 = 31 h−1, and
βHT09 = 12.5 h−1 averaged over the whole measurement.
These inferred rates yield state-space trajectories which are qual-
itatively consistent between the SocioPatterns data sets HT09 and
HS13 showing behavior in which the system changes from both low
values of α and k0 to higher values of both in a close to linear fash-
ion (see Fig. 7.12, violet curves, ‘original’). The DTU trajectory ex-
plores regions where the active reconnection rate is not as large but
higher values of the expected mean degree are reached, as compared
to the other experiments. This discrepancy can be explained by the
two striking methodological differences of the experiments: The So-
cioPattern data is binned in time bins of ∆t = 20 s and only records
face-to-face contacts while the DTU experiment bins data in intervals
of length ∆t = 5 min and defines contacts via proximity. Binning
data with larger time intervals has the effect of building edges in
times were no edges have been observed (see Fig. 2.24), which sup-
posedly increases the expected mean degree. Furthermore, contacts
that switch on and off within a binning interval will not contribute
to the total amount of edges leaving or being created in this time and
as such the rate α is hypothesized to decrease by rebinning data in
larger time intervals.
One observes that rebinning the SocioPatterns data set to bins of
length ∆t = 5 min and subsequently re-analyzing this new data to
obtain k0(t) and α(t) indeed yields decreased rates and increased
mean degrees; the trajectories lie closer to the DTU data (violet curves
to orange curves in Fig. 7.12), however, not reaching the high values
of the mean degree in the DTU data set. This can be explained by
considering the difference between face-to-face data and proximity
data. In a disc around a focal individual, face-to-face contacts can
only be produced to individuals within roughly one half of this disc,
due to signals of the recording RFID chips being absorbed by hu-
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man bodies. On the other hand, proximity measurements will count
connections to all individuals within the disc. Furthermore, in RFID
measurements only individuals whose half disc is turned towards
the focal individual will be recorded as contacts. Further assum-
ing homogeneous distribution of people, one can estimate that the
expected degree of an average node will be (1/2) × (1/2) = 1/4
of a node in proximity data of similar range. This hypothesis was
tested by further multiplying the trajectory of the rebinned SocioPat-
tern data with a factor 4 which finally yields trajectories which are
of similar shape as the DTU trajectory (see green curves in Fig. 7.12).
This implies that all three systems might follow similar trajectories
but the trajectory of the DTU data is altered by the different measure-
ment method. One remarkable feature of the SocioPatterns trajecto-
ries is that neither regions where the network is dense but changes
slowly, nor regions where the network is sparse but changes fast are
explored. It seems that a fast change in network structure is always
connected to a more densely connected network and a slowly chang-
ing network is associated with a sparse structure which is in agree-
ment with the observation that the number of edges in a network
follows the same circadian rhythm as the number of edges being es-
tablished and being cut as can be seen in the corresponding panel
d of Figs. 2.25 and 2.27. This will be of importance when analyzing
the spread of diseases for different time scales and configurational
settings in Ch. 8.
After analyzing the supposed trajectory a Flockwork would take
if it followed activity rates consistent with real world data sets, it
is of course of interest whether actual Flockwork simulations fol-
low the structural and temporal statistics seen in real data. To this
end, an approximate varying-rate Flockwork simulation algorithm
described in Sec. C.4 was run6 using the inferred rates α(t) and β(t) 6 The approximate part of this algo-
rithm is that when a rate change hap-
pens, the simulation is restarted with
the new rate, ignoring all time that
has passed before the rate change hap-
pened. Using the inference time inter-
val length defined above, this implies
that for the DTU data, there will be
126 changes and thus 126 slightly too
long inter-event times of a total num-
ber of events of approximately (0.4 +
0.6) h−1 × 168 h × 412 ≈ 69, 000, For
the HT09 data set, there is 177 of
those slightly skewed inter-event times
of 216,000 events and for the HT13 this
evaluates to 135 skewed times com-
pared to 270,000 events. Hence, the er-
ror made will be negligible for all in-
ferred rates.
for the DTU, HT09, and HS13 data considering the respective num-
ber of nodes NDTU = 412, NHT09 = 113, and NHS13 = 327. To reflect
the way in which the original data is measured, the simulated tem-
poral networks were binned in time bins of length ∆t = 5 min for
the DTU surrogates and ∆t = 20 s for the SocioPatterns simulations
and compared to the statistics obtained from the non-binned origi-
nal data. Results for single representative measurements can be seen
in Figs. 7.13- 7.15. Panels a of the referenced figures are examined
first, where single snapshots of both the original data as well as the
binned Flockwork surrogate are shown for two different time points.
In general, Flockworks following the varying rates show similar be-
havior as the original temporal networks, nodes are organized in
densely connected groups whose size distribution varies at differ-
ent times. Furthermore, as can be seen in panel b of the respective
figures, the general shape of the number of newly observed con-
tacts as well as the density of edges corresponds between original
data and binned Flockwork surrogates. However, more contacts are
explored in the Flockwork surrogates which are not seen in the orig-
inal data, roughly twice as many. Additionally, the real data clearly
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Figure 7.13: Structural and statisti-
cal comparison between the DTU data
set and a corresponding time-varying
Flockwork surrogate. (a) Snapshots of
the original data and a corresponding
binned Flockwork simulation at two
different times. (b) Edge activity plot.
The surrogate explores twice as many
edges as the original system and does
not produce contacts which are bro-
ken and immediately rebuilt. How-
ever, the general shape of how those
new contacts are explored corresponds
as well as the varied network density.
(c) The aggregated surrogate network
is homogeneous and not ‘complex’ as
its original counterpart. (d) Tempo-
ral distributions of model simulations
do not generate the heavy tails ob-
served in real data, however, binning
the simulation data produces a heavy
tail in group-size distribution and in-
creases correspondence in the degree
distribution. Binning also increases the
probability of medium-length (inter-
)contact life-times. Theoretical predic-
tions Eqs. (7.21)-(7.25) (straight lines)
and non-binned data (grey circles) are
approximately corresponding.
shows that certain pairs of nodes are either in long contact or tend to
break shortly just to be rebuilt almost immediately. This behavior is
not replicated by the Flockwork model, in which nodes choose new
neighbors uniform at random from the set of all other nodes and
as such it is highly unlikely that a recently broken contact is rebuilt
in a short amount of time. Another effect of nodes choosing neigh-
bors uniform at random is that each link is equally likely to have
been formed in Flockwork surrogates, which yields a homogeneous
aggregated network as opposed to the complex ones built from the
original data (see panel c of the respective Figs. 7.13-7.15). Here,
“homogeneous” refers to the fact that after enough time has passed,
each node is connected to every other node with the same weight in
the aggregated network. While the model does not replicate the data
in this regard the simple limit case of a homogeneous aggregated
flockworks: analyzing temporal face-to-face contact networks with a simple model
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Figure 7.14: Structural and statisti-
cal comparison between the HT09 data
set and a corresponding time-varying
Flockwork surrogate. (a) Snapshots of
the original data and a corresponding
binned Flockwork simulation at two
different times. (b) Edge activity plot.
The surrogate explores twice as many
edges as the original system and does
not produce contacts which are bro-
ken and immediately rebuilt. How-
ever, the general shape of how those
new contacts are explored corresponds
as well as the varied network density.
(c) The aggregated surrogate network
is homogeneous and not ‘complex’ as
its original counterpart. (d) Tempo-
ral distributions of model simulations
do not generate the heavy tails ob-
served in real data, however, binning
the simulation data produces a heavy
tail in group-size distribution and in-
creases correspondence in the degree
distribution. Binning also increases the
probability of medium-length (inter-
)contact life-times. Theoretical predic-
tions Eqs. (7.21)-(7.25) (straight lines)
and non-binned data (grey circles) are
approximately corresponding.
network will make it easier to analyze dynamics in aggregated static
limit cases on those surrogates.
Subsequently, the statistical properties of structural and temporal
observables are analyzed, i.e. the average degree distribution, av-
erage group-size distribution, contact duration distribution, inter-
contact duration distribution and group life-time distributions of
groups of varying size (see panel d of Figs. 7.13-7.15). First, note
that these distributions are well-defined for constant-rate Flockwork
equilibrium configurations as derived in Sec. 7.1. In the varying-rate
Flockwork model, the inferred expected mean degree k0(t) defines
the equilibrium state in a structural sense, which can be approxi-
mately mapped to P(t) = k0(t)/[k0(t) + 1]. The temporal state is de-
fined by the inferred rate α(t), such that the effective total event rate
will be approximated as γ(t) = α(t)/P(t) (which will be equated
to γ(t) = 0 if k0(t) = P(t) = 0). Hence, assuming that the Flock-
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work follows a trajectory through the state space, all structural and
temporal property distributions should be approximately given by a
temporal average over these equilibrium states with γ(t) and P(t).
For the structural distributions of degree and group sizes, one may
use Eq. (7.2) and Eq. (7.6) to find
ng =
1
T
T∫
0
dt ng[P(t)] (7.21)
Pk =
1
T
T∫
0
dt Pk[P(t)]. (7.22)
Using Eq. (7.9), the average inter-contact time distribution might be
estimated as
p(τIC) =
1
T
T∫
0
dt 2α(t) exp [−2α(t)τIC] , (7.23)
while the approximated contact-time distribution defined by Eqs. (7.13)
and (7.14) evaluates to
p(τC) =
1
T
T∫
0
dt 2γ(t)
(
1− P(t)
N − 1
〈
k2
〉
[P(t)]
〈k〉 [P(t)]
)
×
exp
[
−2γ(t)
(
1− P(t)
N − 1
〈
k2
〉
[P(t)]
〈k〉 [P(t)]
)
τC
]
.
(7.24)
Note that here, 〈·〉 [P(t)] denotes the configurational equilibrium ex-
pectation using Pk[P(t)] as per Eq. (7.6). Finally, one may approxi-
mate the group life-time distribution as
p(τg) =
1
T
T∫
0
dt
(
gγ(t)(1− P(t)) + 2α(t)g N − g
N − 1
)
×
exp
[
−τg
(
gγ(t)(1− P(t)) + 2α(t)g N − g
N − 1
)]
.
(7.25)
When the time of measurement T is sufficiently large and the pro-
cess truly follows a trajectory through equilibrium states, these tem-
poral averages correspond to averages over rate distributions p(λ)
as
p(τ) = 〈p(τ)〉 =
∞∫
0
dλ p(λ)λ exp(−λτ).
However, using the inferred rate functions above, several rates will
be α = β = 0 for a substantial amount of time and thus contribute
p(τ) = 0 to the integral for finite times. Intuitively though, the inter-
event time between two events will be shifted to the length of the
period in which the event rates are zero and thus finite probability for
flockworks: analyzing temporal face-to-face contact networks with a simple model
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Figure 7.15: Structural and statisti-
cal comparison between the HS13 data
set and a corresponding time-varying
Flockwork surrogate. (a) Snapshots of
the original data and a corresponding
binned Flockwork simulation at two
different times. (b) Edge activity plot.
The surrogate explores twice as many
edges as the original system and does
not produce contacts which are bro-
ken and immediately rebuilt. How-
ever, the general shape of how those
new contacts are explored corresponds
as well as the varied network density.
(c) The aggregated surrogate network
is homogeneous and not ‘complex’ as
its original counterpart. (d) Tempo-
ral distributions of model simulations
do not generate the heavy tails ob-
served in real data, however, binning
the simulation data produces a heavy
tail in group-size distribution and in-
creases correspondence in the degree
distribution. Binning also increases the
probability of medium-length (inter-
)contact life-times. Theoretical predic-
tions Eqs. (7.21)-(7.25) (straight lines)
and non-binned data (grey circles) are
approximately corresponding.
longer inter-event times should contribute to the average above. This
results in an obvious discrepancy between the theoretical predictions
and the unbinned simulation data.
Comparing the structural statistics, one first notices that the pre-
dicted degree and group-size distributions Eqs. (7.21) and (7.22) align
rather well with the results from simulated data for all data sets as
one may see in panels d.i–d.ii of the respective Figs. 7.13, 7.14, and
7.15. The unbinned degree distributions also correspond well with
the data degree distributions in the cases of HT09 and HS13, how-
ever, they differ in the DTU case which seems to have substantially
more nodes of higher degree while still decaying exponentially. Bin-
ning the Flockwork surrogates to the time bins of their respective
real experiments increases the typical degree-scale, but not dras-
tically. In contrast, the group-size distributions of the unbinned
Flockwork data decays faster than a heavy-tailed distributions for all
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Figure 7.16: The effect of binning on
measuring groups. (a) An example
temporal network recorded in continu-
ous time displayed as existing groups
over time. A grey bar means that the
node set of this group remained un-
changed over the time period it spans.
(b) Time is discretized. (c) Edges are
binned according to the binning proce-
dure described in Sec. 2.3.1. This leads
to the eradication of smaller groups
which are merged to build previously
non-existent larger groups. (d) The re-
sulting network contains a large group
which did not exist before.
data sets, which changes when binning is introduced—binned Flock-
works show indeed heavy tails in the group size distributions. Since
individuals can change between groups in a short amount of time,
binning will lead to groups being measured as connected where they
are actually not, thus increasing the amount of larger groups in the
system (see Fig. 7.16 and the explanation given in the figure caption)
while not strongly changing the shape of the degree distribution.
This seems to be true for HT09 and HS13. However, the compari-
son of degree and group-size distribution of DTU data and binned
Flockwork in panel d.i of Fig. 7.13 suggests that binning cannot be
the only effect responsible for heavy-tailed group size distributions
in this experiment. The larger amount of nodes with higher degrees
compared to the binned Flockwork suggests that groups in the orig-
inal data are indeed larger than in the simulation. It seems that in
some single snapshots, the group-size distribution is bimodal with
some very large very dense groups and many single nodes. This
behavior cannot be replicated with the Flockwork model.
Changing focus to the temporal observables one first notices that
the distributions of all unbinned simulations flatten off for short du-
ration, while binning to a fixed time-scale increases the amount of
short medium-length durations which leads to distributions which
might be mistaken for broad distributions when only analyzing shorter
times (see panels d.iii-d.viii of Figs. 7.13-7.15). However, the tails of
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Figure 7.17: Comparison of binned
Flockwork group life-time distribu-
tions. (a) Both the distributions of
the SocioPatterns surrogates (HT09 and
HS13) correspond to each other and
their shape does not vary significantly
with group size, replicating behavior
observed in real data (cf. Fig. 2.28). For
the DTU data, the shape of the group
life-time distribution varies with group
size. The heavy-tailed decay of the
group-size distribution in real data can-
not be observed in the surrogates. (b)
The maximum group life-time does in-
deed decrease with increasing group
size g, similar to the real data (shown
in (c)).
the binned Flockwork distributions correspond to the tails of the un-
binned Flockwork distributions which seem to decay exponentially
as opposed to their real-world counterparts which show heavy tails.
It thus seems that time-varying rates are not sufficient to explain
heavy-tails in the temporal distributions. Qualitative exceptions are
observed in the contact and inter-contact time distributions which
contain some larger times in HS13 and HT09 (panels d.iii and d.iv
of Figs. 7.13-7.15). Considering the inter-contact time, indeed, nodes
will not interact at night, thus producing those larger inter-contact
times. The group life-time distributions do not show strong heavy
tails as the original data does, however, binning can be identified as
the cause for these distributions having similar shape in HT09 and
HS13 (see Fig. 7.17a). Furthermore, the maximum observed life time
of a group decreases with increasing group size (Fig. 7.17b), simi-
lar to the original data (Fig. 7.17c). Note that the group life-time
distributions of the DTU data indeed change shape with increasing
group size even when binned, as opposed to the distributions ob-
tained from the DTU experiment.
The simulations show that some of the properties of real-world
face-to-face systems can be reproduced by Flockwork simulations
while others cannot. This will be summarized and discussed in detail
in the following section.
7.3 Summary and Discussion
In this chapter, a simple Poissonian model called ‘Flockwork’ was
introduced, which simulates temporal networks in continuous time.
This model entails nodes switching between groups and being iso-
lated by events that happen with a constant active reconnection rate
and a constant active disconnection rate. It was shown that regard-
less of the rate choices as well as the initial condition, a statistical
equilibrium state will be reached in which the network consists of
fragmented completely connected groups. An algorithm was sug-
gested to generate configurations from the equilibrium ensemble.
The group-size distribution of this equilibrium state can be com-
puted, as well as the degree distribution, inter-contact duration dis-
tribution, group life-time distributions and an estimated contact du-
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ration distribution.
Real-world temporal networks, however, are not found to be in
any stable dynamic equilibrium, which was shown for exemplary
data sets from the Copenhagen network study (DTU) [39, 79] and
the SocioPatterns experiment (HT09 [42] and HS13 [41]). Instead,
their activity and density varies over time in a circadian manner and
their structural and temporal properties are distributed with heavy
tails. Existing theories attribute these heavy tails to memory effects
and age-dependent activity rates while the circadian nature of the
data is ignored [43, 44]. Heavy-tailed inter-event time distributions,
however, maybe a consequence of a system depending on multiple
time-scales and as such one might wonder how necessary the consid-
eration of these memory effects is to explain the heterogeneous distri-
butions. In this chapter the hypothesis was explored whether circa-
dian time-varying activity rates are responsible for the heavy tails in
the network’s structural and temporal properties, ignoring memory
effects. To this end, a method to infer time-varying activity rates from
real-world data was developed first, which showed that if real-world
systems followed Flockwork models with varying rates, they would
indeed be expressible to follow trajectories of equilibrium states in
a newly found two-dimensional state space. One axis of this state
space is given by the global active reconnection rate per node which
quantifies the average number of active reconnections a single node
undergoes per unit time. The second dimension of this state space
is quantified by the expected mean degree of the network which di-
rectly translates to a group size distribution and corresponds to the
network density. For HT09 and HS13 it was found that their in-
ferred trajectories approximately correspond to each other and vary
between states where the network is sparse and changes slowly and
states where the network is denser and changes faster, ignoring re-
gions where the network is dense but changes slow or is sparse but
changes fast. The DTU data seemed to take a shifted, more erratic
trajectory. However, it was shown that the HT09/HS13 systems dis-
played similar trajectories to the DTU data when rebinned to time
bins of 5 min length and considering pure proximity data instead of
face-to-face data. This suggests that all the systems analyzed here
behave similarly (in a qualitative manner) over the course of a few
days. Interpreting real-world human contact networks to be embed-
ded in such a low-dimensional state space offers a new perspective
and could help understand how diseases spread in face-to-face sys-
tems at different times, when the system is in different equilibrium
states.
Simulating Flockworks with these inferred time-varying rates it
was further shown that heavy-tailed group-size distributions are pro-
duced, which is largely attributed to the experimental practice of
binning data. Before data was binned, the group-size distributions
decayed faster than heavy-tailed. This insight was previously un-
explored since other models of temporal networks were either sim-
ulated in discrete time or analyzed unbinned (cf. Sec. 2.4). Hence,
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this insight might have implications when recording and analyzing
contact data in future experiments. In order to find out whether
group sizes actually decay with a heavy-tail, continuous-time mea-
surements could be a key to the answer. In at least one of the experi-
ments, though, the DTU experiment, the right-skewed degree distri-
bution suggests that aggregated groups might indeed be distributed
with a heavy-tail even in non-binned data.
Aggregating the surrogate networks showed that no complex struc-
ture is observed: node degrees and link weights (representing total
amount of time spent together) are homogeneously distributed, as
opposed to the aggregated structures from the original data which
showed both link and node heterogeneity. This is not surprising as
node event rates and connection probabilities are completely homo-
geneous in the Flockwork model even for time-varying rates.
Analyzing the temporal distributions it was found that binning
data skews all observed short durations to the mid-length regions.
However, heavy tails are not observed. This lack of heavy tails might
be attributed to the node-homogeneity of the Flockwork model. Each
node undergoes dis- and reconnection events with the same rate,
hence, mixing is relatively fast and contacts are built and decay on
a homogeneous time-scale during a certain time of constant activity
rates. Hence, introducing node-specific dis- and reconnection rates
whose averages follow the inferred rates over time might introduce
heavy tails in contact and group-life time distributions. This would
be induced by long-lasting contacts of nodes which connect once
but are reluctant to disconnect due to their reduced activity rates.
Second, the inter-contact durations might be influenced by drop-
ping contact likelihood homogeneity. In the current model, nodes
are equally likely to connect to every other node. This is, in fact, a
simplified assumption: humans are more likely to establish contacts
to people they already interacted with. Reflecting this in simulations
respecting link heterogeneity, a node which has a low node-specific
connection rate will not establish any contacts and additionally it
might not get connected to by another node, presumably leading to
higher inter-contact times. One way to achieve link heterogeneity in a
system is certainly given by considering memory kernels which con-
trol that nodes reconnect only to nodes with which they had already
interacted. However, this might be far fetched to simulate data like
DTU, HT09, and HS13, where experiments measure systems with an
already established social network: recorded people usually already
know other nodes and hence contacts are not produced from mem-
ory in observed data but rather enforced from an established static
social network (memory from pre-experimental data). Thus, another
method to reflect this circumstance in a model would be to force
nodes to reconnect using a pre-defined static social network, which
might further reproduce this static social network in the aggregated
limit. However, contacts in real-world data still have the property to
be relatively likely to be reestablished in short time once they are bro-
ken off [89], which would not happen when enforcing an externally
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given social network. Memory seems unavoidable to reflect this net-
work property. However, one key property which was not discussed
yet is that human people are operating in space. Hence, people who
break off contacts are very likely to reconnect to people which are in
higher proximity which might result in the described effect without
introducing explicit memory kernels. Indeed, an already popular
model generates temporal networks by letting nodes perform a ran-
dom walk in two-dimensional space and connecting nodes based on
proximity [135] which can reproduce heterogeneous group-size dis-
tribution and contact durations, however, circadian activity is once
again ignored. To the best knowledge of the author, this replication
of circadian activity is not entailed in any other temporal network
model yet. The model formulation based on node behavioral rates
furthermore allows to map its samples to continuous time and thus
to real data, which has not been done previously. For the first time,
this allows to answer the question why the group-size distribution
assumes a heavy-tailed shape: This is an emergent effect of circadian
activity in combination with the experimental practice of binning
temporally resolved contacts to discrete time. The fragmentation of
a system to small, dense groups was further shown to be an emer-
gent properties base on the node behaviors, instead of a postulate as
in other models. The Flockwork model is therefore a valuable contri-
bution to the collection of reference models to investigate temporal
network properties and their influences on dynamics.
In order to increase the realism of the model, as discussed above,
node and link heterogeneity might be investigated in future studies
to be responsible to produce observed statistics in real-world data
once they are incorporated into the Flockwork model. However,
in its current implementation the model is already a valuable null
model. Here, ‘null model’ refers to a model which replicates one or
more certain aspects of real data while others are ignored such that
by comparing its samples to empirical data one can confirm or re-
ject hypotheses. On this account, the constant-rate Flockwork model
may be used in the future to study the effect of group-sized topology
on the outcome of dynamic processes such as diffusion or disease
spreading, restricting the analyses to a homogeneous time-scale to
learn about the effect of group structures only. In contrast to previ-
ous models (cf. Sec. 2.4), the self-similarity of the Flockwork model
decreases as a smooth, homogeneous function in time, allowing for
thorough investigations of the influence of time-scales in continuous-
time temporal networks.
Further using the time-varying rate formulation of the model, the
influence of circadian activity can be studied, without effects im-
posed by node or link heterogeneity. In the following chapter, one
such analysis will be done: the static-rate Flockwork model will be
investigated to study the effects of group structures on the spread of
a susceptible-infected-susceptible disease dynamic when the model
is in different points in the (α, k0)-plane.
8
The SIS-Model on Temporal Contact
Networks
In epidemiology, predicting the number of people affected by an in-
fectious disease is as important as estimating the systemic suscepti-
bility to be vulnerable to such a disease in the first place. For the
former, one is interested in evaluating the ratio of infected people
if no measures are taken to counter a disease’s spread—aiming at
e.g. estimating the cost of treatment in a worst-case scenario. The lat-
ter is quantified by the epidemic threshold: How much do we have
to reduce the number of secondary infections in order to eradicate a
disease from the whole system? In the following, the answer to these
questions is discussed for temporal network models and real-world
data.
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Figure 8.1: A short reminder: the epi-
demic response curve represents the
fraction of infected people in equilib-
rium, functionally dependent on the ba-
sic reproduction number R0. The value
R0,c at which the endemic state i first
vanishes is called the epidemic thresh-
old. Above the epidemic threshold, two
equilibrium points exist: the unstable
disease-free state i = 0 and the stable
endemic state i > 0. Below the epi-
demic threshold, only the disease-free
state exists and is stable.
8.1 Introduction
As introduced in Sec. 3.2, computationally modeling the spread of in-
fectious diseases in human systems proved to be an effective method
to perform such estimations. In particular, the susceptible-infected-
susceptible (SIS) infectious model provides a simple framework to
predict both the severity of a disease given the number of secondary
infections as well as the epidemic threshold (both depicted in Fig. 8.1).
However, various problems regarding predictions based on this model
were discussed, as well.
The classic SIS process is a link-based Poisson process where a
single contact between an infected node and a susceptible node de-
cays to a contact between two infected nodes with a constant infec-
tion rate. Often, this basic Poisson process is replaced by a reactive
process, for which each infected individual tries to infect all or a
fraction of its neighbors with a certain probability within a discrete
time step of length ∆t. In Sec. 3.2 it was shown that this process can
be adequately described by a system of discrete-time equations that
model the reactive process based on an individual-based Markov-
chain approximation. Within this approximation, the covariance of
neighboring nodes’ infectious states is assumed to vanish. It was
further demonstrated that this Markov-chain approximation indeed
models the reactive process well on static networks, while it may
176
fail to coincide with the results of continuous-time SIS simulations:
for instance on networks that are relatively sparse and not randomly
generated. The assumption of invariant neighboring infection states
are not justified in those networks, and therefore predictions based
on the Markov-chain approximation should be met with care in gen-
eral [52].
The critique in [52] assumes a static topology, i.e. that two nodes
are connected at all times. However, in Sec. 2.3 and Ch. 7 it was dis-
cussed that this is indeed not the case in human face-to-face contact
systems: At any point in time, humans are in contact with only a
limited number of people, are changing these contacts based on a
circadially varying activity, or are isolated.
Recent studies discussing the implications of network temporality
on the outcome of SIS dynamics [45, 56, 57, 91] are all based on
the discrete-time individual-based Markov-chain approximation and
justify this approximation by simulations using the reactive process
instead of the basic continuous-time Poisson process.1 In the studies1 In [45], it is unclear which simulation
algorithm was used but it is implied
that it is the reactive process.
cited above, the time-scale of a temporal network is defined as the
length of a single snapshot.
With a low recovery rate ρ → 0 an infected node ‘sees’ many
snapshots of a temporal network before recovering. This limit will
be referred to as the annealed limit. In this case, the SIS process is
equal to one on the corresponding averaged network.
In [45], Speidel et al. argue that for increasing ρ > 0, i.e. increas-
ing importance of a network’s temporal structure as compared to the
averaged network, the epidemic threshold decreases, making the sys-
tem more susceptible for an epidemic. Their finding is supported by
simulations2 to obtain the quasi-stationary (i.e. non-absorbing) en-2 probably sinulating the reactive pro-
cess, see footnote above demic state on various real-world and model temporal networks. In
the first investigated model, snapshots are constructed randomly and
independent from the last snapshot, each consisting of disjoint fully
connected groups of homogeneous size and isolated nodes. A single
temporal snapshot of their investigated model is therefore similar to
a single snapshot of the Flockwork model, which was introduced in
the last chapter. Their investigated real-world networks include the
HT09 data set introduced in Sec. 2.3.3 and discussed in Sec. 3.2.4.
However, all investigated real-world temporal contact data was re-
binned to aggregation times much longer than the original resolu-
tion. In Sec. 2.3 and Ch. 7 it was already demonstrated that rebinning
temporal contact networks significantly changes their structure.
In other studies, Valdano et al. showed that the individual-based
Markov-chain approximation reproduces simulation results with high
accuracy, where the reactive proces was used in discrete time [56, 91].
In these studies, however, real-world networks were also rebinned to
windows of much longer time than their actual temporal resolution.
Furthermore, the circadian nature of the data was ignored by dis-
carding data recorded during the night [56].
In this chapter, the difference between the individual-based Markov-
chain approximation (MCA) and the exact continuous-time simula-
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tion on temporal networks is studied. In particular, an exact continuous-
time perspective is chosen to simulate the Poissonian SIS process and
concurrently the change of the temporal network for the Poissonian
Flockwork model and the edge activity model. The results will be
compared to the results given by the MCA on these continuous-time
networks to reveal that the approaches may yield opposite outcomes
for both temporal network models.
In a further analysis, epidemic spreading is studied in detail on
the real-world temporal networks DTU, HT09, and HS13, as well as
Flockwork surrogates of circadian activity.
8.2 Spreading on Temporal Network Models
In this section, the epidemic response curves of the Poissonian SIS
model will be studied for the Poissonian Flockwork model and the
edge activity model, both in terms of continuous-time simulations
and the individual-based Markov-chain approximation (MCA).
The Flockwork model was introduced in Ch. 7 and models the
structure of real-world temporal face-to-face contact networks. Nodes
are either connected to small, dense groups, or isolated. They cut
their contacts and search a new neighbor with active reconnection
rate α. As discussed in Ch. 7, temporal networks may be interpreted
to follow a trajectory of equilibrium states in the (α, k0)-plane over
the course of a day. Hence, it is vital to understand how a dis-
ease behaves in each of those equilibrium states before analyzing
its behavior on the circadially varying networks. In order to obtain
an understanding of the Flockwork’s structural influence on disease
spreading, the results will be compared to simulations on the edge
activity model.
The edge activity model was introduced in Sec. 2.4.2 and is the
Poissonian contiunation of the Erdo˝s–Rényi (ER) model: At each
time, the network consists of a sample of the ER model. Each ex-
isting edge is deleted with rate ω− and each non-existing edge is ac-
tivated with rate ω+. The Flockwork model’s defining activity rate α
can be mapped to the edge activity model’s rate ω− using Eq. (7.15).
Both models will be simulated using Gillespie’s SSA (see App. D)
with (i) a concurrent Gillespie simulation of the SIS dynamic, and
(ii) a concurrent integration of the individual-based Markov-chain
approximation equations given by Eqs. (3.26) and (3.27).
8.2.1 General Considerations
As stated above, one major task of epidemiology is to predict the
impact of a disease for a given topology. To this end, one measures
the ratio i? = N−1 ∑Nu=1 〈i?u〉 denoting the fraction of infected indi-
viduals in equilibrium. In this chapter this observable’s functional
dependence on both varying group-size distribution as well as active
reconnection rate α is investigated using Gillespie simulations.
In order to control the network structure of different temporal
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network models of different density, the average mean degree
k0 =
1
T
T∫
0
dt
1
N
N
∑
i=1
ki(t) (8.1)
will be used as the structural control parameter. It is an obvious choice
as it directly controls the number of contacts in a system and is both
directly mappable to a Flockwork equilibrium configuration with a
certain group-size distribution as well as to the network density in
the edge activity model.
The time-scale will be fixed by keeping the active reconnection
rate α of a Flockwork model constant for all situations, while the
recovery rate per node ρ is varied. The control parameter
c0 =
α
ρ
then describes the number of active reconnections a node performs
before it recovers, on average. In the context of the edge activity
model, it refers to the number of times a node changes all of its 〈k〉
neighbors until it recovers. This parameter will hence be called the
contact-renewal number and controls the temporal change of a single
node’s local structure in comparison to the time-scale of the disease.
For the edge activity model, the temporal control parameter cor-
responding to the active reconnection rate α of the Flockwork model
is given by the uniform link decay rate ω− which is determined by
Eq. (7.13). In Fig. 8.2c and Fig. 8.3c, the parameter choices for Flock-
work and edge activity model, respectively, are illustrated.
Further, one is interested in keeping the infectiousness of a dis-
ease comparable while varying the network structure. As discussed
in Sec. 3.2, a non-severe disease (i.e. with small constant infection
rate η) will die out on a sparse network while it might persist on a
densely connected network. Hence, the mean-field basic reproduc-
tion number
R0 = k0
η
ρ
will be the control parameter of a disease’s severity, correcting the
infectiousness for the average number of contacts per node.
To sum up, the endemic state described by the ratio i? of infected
nodes in equilibrium will be studied as a function of the structural
control parameter k0 (the average mean degree), the temporal control
parameter c0 (the contact renewal number) and the disease control
parameter R0 (basic reproduction number):
i? ≡ i?(k0, c0, R0).
For k0 < 1 both the edge activity model as well as the Flockwork
model produce network configurations composed of small, discon-
nected groups. When increasing the average mean degree to values
k0 > 1 only the Flockwork model produces fragmented networks
while the edge activity model possesses a giant component (remem-
ber that the ER undergoes a percolation phase transition at k0 = 1
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as discussed in Sec. 2.2.2). Hence, SIS simulations will be studied
on both models to investigate how the fragmented state of temporal
face-to-face contacts influences the disease spreading process with
different time-scales.
A few considerations can be done already. If c0 → ∞, an infected
node re-connects to a high number of other nodes before it recov-
ers. Hence, it is expected that independent of the structure of the
network, the endemic state will follow the mean-field result
i?(k0, c0 → ∞, R0) = 1− 1R0 .
This is due to the fact that in both the Flockwork as well as the
edge activity model, each link is equally likely to be activated and
to transmit an infection when considering a large observation time,
i.e. in the annealed limit. When c0  1, the network will appear
static with respect to the evolving disease, i.e. it might suffice to
study the spread on an Erdo˝s–Rényi model of degree k0 for the edge
activity model or a single static configuration from the Flockwork
equilibrium group-size distribution, respectively.
In the case of k0 → N − 1, the network will for both models ap-
proach the completely connected network topology and hence
i?(k0 → N − 1, c0, R0) = 1− 1R0 .
The second observable to be studied is the epidemic threshold,
i.e. the critical basic reproduction number necessary to sustain the
disease within the population. Since here, the endemic state i? in
equilibrium takes a functional form depending on k0, c0 and R0, each
of those can be ‘critical’ when the other two are fixed. In general, the
threshold will be given by the surface defined by
i?(k0, c0, R0)
∣∣∣
crit
= 0.
In the following, these situations will be investigated numerically
using Gillespie simulations on the Flockwork model and the edge
activity model.
8.2.2 Epidemic Response
Gillespie SIS Simulations were performed to obtain the endemic state
i? of infected nodes in equilibrium for four values of R0 on both
Flockwork and edge activity model, respectively, while varying both
the average mean degree and the contact-renewal number between
values of 10−2 . k0 . 20 and 10−1 . c0 . 102 for N = 104 (details
concerning the simulation are summarized in App. E.1).
The results for the Flockwork model are displayed in Fig. 8.2. Fo-
cusing on panel (a) first, one observes that for all values of R0, a
disease-free state is reached for values of k0 . 1 and c0 . 1. This cor-
responds to situations where the network consists mostly of isolated
nodes and a small number of small groups and an infected node re-
covers before reconnecting to a new neighborhood. Therefore, this is
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Figure 8.2: Ratio i of infected in
equilibrium for Gillespie SIS simula-
tions on the Flockwork model. Here,
the average mean degree k0, contact-
renewal number c0 = α/ρ, and the
basic reproduction number R0 are var-
ied. (a) For each of the four values of
R0 a disease-free state exists for small
contact-renewal numbers and small av-
erage mean degree. (b) Cuts through
the surfaces depicted in (a). For small
values of k0 (c0, respectively), criti-
cal values of c0 (k0, respectively) ex-
ist, below which the disease dies out.
Only for larger values of each respective
structural and temporal control param-
eter, an endemic state is observed. (c)
Representation of the control parame-
ters. The average mean degree is the
mean number of neighbors an average
node has at any point in time. The
contact-renewal number represents the
number of times a node actively recon-
nects to other nodes before recovering.
an intuitive result: before an infected person can transmit the disease
to a new contact, it simply recovers and is very likely isolated, hence
no further transmission may happen and the disease eventually dies
out.
For small values of the contact-renewal number c0, large values
of the average mean degree k0 are necessary for a disease to become
endemic. In the Flockwork model, a larger mean degree corresponds
to the existence of a few groups of larger size while there is still a
signficant number of isolated nodes which decreases with increasing
k0. It is hence not surprising that larger groups are necessary for
a disease to persist, since isolated infected nodes might recover fast
(small c0 corresponds to a high recovery rate relative to the network
dynamics) before they have the opportunity to spread the infection
to other nodes.
Both for larger values of k0 and c0, respectively, the network struc-
ture facilitates a stable endemic state. Focusing on Fig. 8.2b first,
one notices that increasing the basic reproduction number shifts the
endemic state to a higher number of infected nodes while approx-
imately keeping the shape of the response curve in either k0 or c0.
For large values of c0 the system is sufficiently well-mixed such that
the mean degree has little influence. Hence, the response curve is
flat (see Fig. 8.2b, cuts B). However, for larger values of k0, the group
structure still matters, see the differences between cuts A and B for
k0 ≈ 20 in Fig. 8.2b, as well as the non-flat form of cuts D. Fur-
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Figure 8.3: Ratio i of infected in equi-
librium for Gillespie SIS simulations on
the edge activity model. As in Fig. 8.2,
the average mean degree k0, contact-
renewal number c0 = α/ρ, and the
basic reproduction number R0 are var-
ied. (a) For each of the four values of
R0 a disease-free state exists for small
contact-renewal numbers and small av-
erage mean degree. The epidemic re-
sponse surface shows a higher sym-
metry in between swapping k0 and c0
than for the Flockwork model. (b) Cuts
through the surfaces depicted in (a).
For small values of k0 (c0, respectively),
critical values of c0 (k0, respectively) ex-
ist, below which the disease dies out.
Only for larger values of each respec-
tive structural and temporal control pa-
rameter, an endemic state is observed.
(c) Representation of the control pa-
rameters. The average mean degree is
the mean number of neighbors an av-
erage node has at any point in time.
The contact-renewal number represents
the number of times a node completely
changes their neighborhood before re-
covering.
thermore, a critical mean degree as well as a critical contact-renewal
number seems to exist even for high values of the basic reproduc-
tion number when low values of the contact-renewal number (the
average-mean degree, respectively) are considered (see cuts A and
C, respectively). This result will be further discussed in Sec. 8.2.4.
Next, results of the Flockwork model are compared to those of
the edge activity model, discussing Fig. 8.3. As for the Flockwork
model, one observes in panel (a) that again, for all values of R0,
a stable disease-free state exists for values of k0  1 and c0  1.
Since the ER network consists of small disconnected components for
k0 < 1, this occurrence can be explained with similar arguments as
for the Flockwork model. Contrary to the previous results, how-
ever, small values of c0 and k0 (k0 ≈ 1) can lead to an endemic out-
break. This comes as no surprise because for k0 > 1, an ER network
forms a large, connected component of size O(N) in which the dis-
ease can spread while the Flockwork model still consists of small,
disconnected components. Finally, for large values of k0 and c0, re-
spectively, the network structure facilitates a stable endemic state,
similar to the Flockwork model. Focusing on Fig. 8.3b one observes
similar behavior as for the Flockwork model with minor differences:
In the edge activity model a value of k0 ≈ 20 is sufficient to obtain
the same endemic state for both small and large values of c0 (see
cuts A and B at k0 ≈ 20). In this case, the ER model creates cre-
ates well-mixed topologies that give mean-field results (see Fig. 8.3b,
cuts B). The same can be observed for high values of c0 at which
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Figure 8.4: Ratio i of infected in equi-
librium for SIS simulations on the edge
activity model. Here, the mean degree
k0, contact-renewal number c0 = α/ρ,
and the basic reproduction number R0
are varied. Shown are simulation re-
sults as well as fits using Eq. (8.2).
the average mean degree does not matter because a node changes
its neighborhood sufficiently fast such that the structure essentially
equals a well-mixed system (see Fig. 8.3b, cuts D). This is contrary
to the result on the Flockwork model where the influence of c0 is
still relevant at k0 ≈ 20. Similar to the previous result, one observes
a critical parameter c0,c and k0,c even for large values of R0 if the
remaining parameter is sufficiently small (see Fig. 8.3b, cuts A and
C).
Next, epidemic response curves are studied in detail as a func-
tion of the basic reproduction number R0. To this end, simulations
were performed as described in App. E. In order to fix k0, the Flock-
work reconnection probability P was chosen as 0.1 ≤ P ≤ 0.95,
then k0 was calculated using Eq. (7.6). The corresponding param-
eter value for the edge activity model was consequently given as
p = k0/(N − 1). For c0, the recovery rate ρ per node was fixed
as ρ ∈ {0.01, 0.1, 0.5, 1, 2, 5, 10} (in units of α = 1) such that c0 ∈
{0.1, 0.2, 1, 2, 10, 100}. The endemic state i was obtained as well as
its standard deviation Std[i] on both the edge activity model as well
as the Flockwork model. Furthermore, the individual-based Markov-
chain approximation (MCA) equations given by Eqs. (3.26) and (3.27)
were integrated on 10 independent continuous-time network simu-
lations of Flockwork and edge activity models for each combination
of the parameter values for k0, c0, and R0 with a maximum integra-
tion time step3 of ∆tmax = 10−2/α. Note that for the Markov-chain
3 Values obtained for test parameter
combinations and ∆tmax = 10−3/α
showed no difference to those obtained
with ∆tmax = 10−2/α.
approximation, networks of N = 103 were used, which is why some
values of k0 differ insignificantly between the Gillespie and Markov
response curves.4 The integration was stopped either after the de-
4 The differences between sample re-
sponse curves for N = 104 and N = 103
were neglible so the computationally
cheaper value of N = 103 was chosen
for the larger parameter scan.
manded simulation time has passed or if a total infection probability
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Figure 8.5: Ratio i? of infected in equi-
librium for SIS simulations on the edge
activity model. Here, the mean degree
k0, contact-renewal number c0 = α/ρ,
and the basic reproduction number R0
are varied. Shown are simulation re-
sults as well as fits using Eq. (8.2).
of ∑Nu=1 〈iu〉 = 10−3 was reached, in which case the final endemic
state was set to i? = 0.
Results for the Flockwork model are shown in Fig. 8.4a-d. For
k0 = 0.25 (panel (a)), the Flockwork model consists mostly of isolated
nodes and a few pairs. With high values of c0, mixing of those pairs
is strong enough for the disease to encounter a well-mixed system
and hence the response curve approaches the well-mixed case. This
behavior is seen for all values of k0—a high contact-renewal number
washes away any single-snapshot structure and thus with c0 = 100
every response curve approaches the mean-field result.
With a decreasing contact-renewal number single-snapshot struc-
ture becomes increasingly important. For k0 = 0.25, the asymptotic
maximum number of infected people for R0 → ∞ decreases with
decreasing c0, due to the following reason: At k0 = 0.25, the sys-
tem consists of many isolated nodes—an increasing recovery rate
(decreasing c0) will lead to more of these isolated nodes recover-
ing before they can be infected again, thus suppressing the endemic
state even for large R0. Furthermore, the epidemic threshold shifts
to higher values of R0, making the system less vulnerable.
Comparing these results to those of the MCA in panel (e), one
finds that the maximum number of possible infected people de-
creases similarly with decreasing contact-renewal number, however,
non-zero values of i? are reached for small values of c0, at which
no endemic state is observed in the Gillespie simulations in panel
(a). Also, the MCA prediction for the epidemic threshold is in direct
conflict with those of the simulations. This will be further discussed
in Sec. 8.2.3.
With increasing k0, more nodes can eventually become infected
for R0  1, both, in the simulation results (panel (b)) and the MCA
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(panel (f)). When the group size distribution of the Flockwork model
becomes increasingly heterogeneous (panels (c) and (d)) and the
single-snapshot network structure matters more (low c0), the de-
gree heterogeneity leads to a decreased epidemic threshold and thus
higher susceptibility. For increased group-size heterogeneity, corre-
spondence is increased to the MCA results (panel (g)) and at high
values of k0, the approximation and the simulation strongly corre-
spond (panels (d) and (h)). In this limit, the hetergoeneity in group
sizes of a single-snapshot structure seems to reduce the covariance of
neighboring node states such that the approximation becomes valid.
All panels show that for large R0 less nodes will be infected as com-
pared to the mean-field result.
The influence of the Flockwork structure is compared to purely
random structures by the evaluation of epidemic response curves on
the edge activity model (see Fig. 8.5). Panel (a) shows that for a low
average mean degree the epidemic response curves qualitatively cor-
respond to the behavior observed in the Flockwork model (Fig.8.4a).
This is not surprising as for k0 < 1, the ER model forms small, dis-
connected components, similar to the Flockwork model. Again, the
MCA fails to replicate the Gillespie simulation results for decreasing
contact-renewal number c0 (panel (e)).
With increasing k0 (panel (b)), the edge activity model possesses
a large component of size O(N) and hence diseases may spread
more easily and further than in the corresponding Flockwork model
(Fig. 8.4b). While correspondence with the Markov-chain approxi-
mation is increased for large values of R0, the epidemic threshold
still shows opposite behavior to that of the simulations (panel (f)).
Further increasing k0 (panel (c) and (d)), the model quickly re-
sembles a well-mixed system and hence the influence of c0 vanishes.
While for R0  1 the curves show high correspondence between sim-
ulation and approximation (panels (c) and (g)), the epidemic thresh-
old evaluated from the approximation still shows opposite behavior.
This will be shown more explicily in the following section. Note that
the evaluation of the Markov-chain approximation was omitted for
k0 ≈ 19 since these showed to be computationally costly. They are
expected to show strong correspondence with the mean-field result,
much like the simulation results in panel (d). Comparing panel (d)
with Fig. 8.4d, the Flockwork model shows a more complex behav-
ior, where the single-snapshot structure of heterogeneous group-size
distribution makes the system more susceptible to disease while sup-
pressing the number of people infected in equilibrium. In contrast,
the edge activity model simply reflects the well-mixed result.
8.2.3 Epidemic Threshold
Comparing the results displayed in Fig. 8.4(a-d) and Fig. 8.5(a-d),
one finds that all curves follow the functional form
i? = A− B
(R0 − D)C . (8.2)
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This means that for fixed k0 and c0, the critical reproduction number
R0,c can be computed as
R0,c =
(
B
A
)1/C
+ D. (8.3)
Here, the parameters A, B, C, and D are found using a least-squares
fit with initial values A = 1, B = 1, C = 1, and D = 0 as these are the
corresponding parameters for the mean-field response. For fixed k0
and c0, the fits were performed on all Gillespie simulation data pairs
of R0 and i? where i? > 0 and using the simulation values’ standard
deviation Std[i?]. The goodness of fit was tested by recognizing the
following. Suppose that the data indeed follows Eq. (8.2) with the pa-
rameters found by the fitting method. If this is true, one may rescale
the data of any simulation using coordinates x = (R0 − D)/B1/C
and y = (A − i?)1/C (where A, B, C, and D are the corresponding
fit parameters found for fixed k0 and c0). Then y = x−1 and as such,
plotting log x against log y, all data should collapse to a straight line
falling with slope −1. As can be seen in Fig. 8.6, this is indeed
the case. Consequently, the epidemic threshold can be found using
Eq. (8.3). A second, statistically more rigorous check of Eq. (8.2) is
performed in App. E.3 which reveals that the equation tends to over-
fit the data in certain situations but still reflects it in a fair way. One
may use simpler models with only subsets of the parameters A, B,
C, and D, however, it was found that doing so does not significantly
change the estimation of the epidemic threshold as compared to the
full four-parameter model and so the discussion will only focus on
fits using Eq. (8.2).
Figure 8.6: Non-zero ratio of infected
in equilibrium i? as rescaled with the
fit parameters of Eq. (8.2). Markers
represent all data from the simulations
shown in Fig. 8.4. The parameters A,
B, C, and D change with varying mean
degree k0 and contact-renewal c0. For
mean-field one has i? = 1− 1/R0 and
as such A = 1, B = 1, C = 1, and
D = 0. (Top) simulation and fit results
on the edge activity model. (Bottom)
simulation and fit results on the Flock-
work model.
It is found that the epidemic threshold on the Flockwork model
displays a rich behavior. As can be seen in Fig. 8.7a, for small values
of c0 and k0, no epidemic threshold exists, which corresponds to the
persistence of disease-free states displayed in Fig. 8.2. Keeping the
contact-renewal number c0 small while increasing the average mean
degree k0, the epidemic threshold decreases, crosses the mean-field
result R0,c = 1 and decreases towards even smaller values, indicat-
ing that the system becomes more susceptible to disease. For small
values of c0, the single-snapshot structure of a temporal network be-
comes increasingly relevant as an infected node will only ‘see’ small
changes in the network before it recovers. This corresponds to the
quenched limit. Large values of k0 reflect an increasingly heteroge-
neous group-size distribution which in interplay with low mixing
(low c0), is responsible for the observed decrease in the epidemic
threshold.
Increasing the temporal mixing of nodes by increasing the contact-
renewal number c0, the threshold’s functional dependence on k0 re-
mains qualitatively similar, while approaching the mean-field result
R0,c = 1 for both small and large k0 until at c0 = 100, the threshold is
equal to the well-mixed result: In this case the network is sufficiently
annealed such that the local structure does not matter and hence one
observes a flat function in Fig. 8.7a.
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Figure 8.7: Epidemic thresholds esti-
mated from Gillespie simulation results
using Eq. (8.3) for both the Flockwork
and the edge activity model.
The Flockwork behavior is further displayed in Fig. 8.7b, where
the threshold’s functional dependence on c0 is shown while keeping
k0 constant.
In Fig. 8.7c-d, the corresponding behavior of the epidemic thresh-
old on the edge activity model is displayed. As already shown in
Fig. 8.3 and similar to the Flockwork model, for small values of k0
and c0, the critical reproduction number diverges as no disease can
persist in a network of small disconnected components with only
low temporal mixing. With both increasing k0 and c0, the epidemic
threshold decreases towards the mean-field solution R0,c = 1. Con-
trary to the Flockwork model, the epidemic threshold never falls be-
low the mean-field result, and hence, in any case, the system never
becomes more susceptible than in its respective well-mixed limits.
Applying fits of Eq. (8.2) to the epidemic response curves obtained
by the MCA does not yield statistically proper fits for all parameter
combinations. However, comparing the epidemic threshold obtained
by the improper fits and Eq. (8.3) with the integrated response curves
yields plausible values. Since the aim of this section is to qualitatively
compare the results of the MCA and proper continuous-time sim-
ulations, the epidemic thresholds estimated by this procedure will
suffice.
The results in Fig. 8.8a-b show the estimated epidemic threshold
by applying the MCA to continuous-time samples of the Flockwork
model. In contrast to the results of Gillespie simulations shown in
Fig. 8.7a-b, the epidemic threshold is almost independent on the
mean degree k0. Furthermore, the epidemic threshold exclusively de-
creases with smaller values of c0, i.e. when the recovery rate becomes
larger. This is in agreement with the result of Speidel et al. [45] but
in direct conflict with the results from continuous-time simulations.
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Figure 8.8: Epidemic thresholds es-
timated from results obtained by
the individual-based Markov-chain ap-
proximation using Eq. (8.3) for both the
Flockwork and the edge activity model.
Only for large values of k0, the MCA approaches the result of the
simulations—supposedly, this is a limit where neighboring-state co-
variances become negligible as the system is increasingly well-mixed.
For the edge activity model results are shown in Fig. 8.8c-d. For
low values of c0 and k0, the epidemic threshold is well below the
mean-field result, implying that the system is more susceptible to
disease. The estimated epidemic threshold then increases when the
edge activity model becomes more mixed with increasing c0 and k0,
approaching the mean-field result from below. Again, this is well
within the predictions of Speidel et al. but in direct conflict with
the results from continuous-time simulations, which showed that the
system is never as vulnerable as in the mean-field case.
As was observed in Fig. 8.2a, even for high values of R0 there
exist critical values of c0 and k0 below which the disease-free state is
reached. In order to illustrate this curiosity more properly, theoretical
results for the limiting case of R0 → ∞ are discussed in the next
subsection.
8.2.4 The Case of Infinite Infectiousness
Results of the last subsections showed that diseases with high infec-
tion rates may not end in an endemic state but rather die out. This
happens under the conditions that the network is both very sparse
and disconnected, as well as slowly changing compared to the time
scale of the disease (as given by a low contact-renewal number c0,
or high recovery rate ρ). To further illustrate this, a limit case for
the Flockwork model will be considered in the following where the
disease will be infinitely infectious with infection rate η → ∞ but is
still associated with a finite recovery rate ρ.
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An infinite infection rate implies that whenever an infected node
connects to a susceptible node, it will infect every susceptible in a
group before any other structural event may happen. This way, any
reconnection event between an infected and any group of suscepti-
bles is likewise an infection event.5 In this picture, groups of nodes5 as well as every reconnection event be-
tween a susceptible and group of in-
fected, albeit less severe because only
the reconnected susceptible node be-
comes infected.
may represent coarse-grained individuals which can be susceptible
and get infected with a rate proportional to the reconnection rate α.
However, only isolated nodes can recover—any other node that
recovers within an infected group will be reinfected instantaneously.
Hence, the situation will be expressed in terms of group counts in the
following, based on the descriptions of Flockworks in Sec. 7.1.2. The
temporal evolution of the number ng of groups of size g is therefore
following Eqs. (7.1.2). At the same time, one may track the number
Ig of the groups of size g which are entirely composed of infected
nodes. The number of susceptible groups of size g is thus given as
Sg = ng − Ig and the total number of infected nodes in the network
is computed as
I =
N
∑
g=1
gIg
at all times. Now, events changing the number of infected groups
can be categorized as follows.
1. Nodes from infected groups reconnect to other infected nodes
(denoted by the superscript (r) in the following). Note that re-
connection events happen with active reconnection rate α.
2. Nodes from infected groups detach to become disconnected sin-
gle nodes (events denoted by the superscript (d) in the following).
Disconnection events happen with active disconnection rate β.
3. Nodes from infected groups reconnect to nodes of susceptible
groups or vice versa, marking a coarse-grained infection event de-
noted by the superscript (i).
4. Infected nodes which are isolated may recover, denoted by the
superscript ($) in the following.
These events can be summed up to obtain the total temporal evolu-
tion equations
∂t Ig = ∂t I
(r)
g + ∂t I
(d)
g + ∂t I
(i)
g + ∂t I
($)
g ,
where the single contributions ∂t I
(x)
g are derived in App. C.5. To-
gether with the general group-size evolution Eqs. (7.1) the summed
up infection equations
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Figure 8.9: Endemic state on the Flock-
work model (N = 100) for an in-
finitely infectious disease obtained by
integrating Eqs. (8.4) until equilibrium
was reached.∂t I1 = − ρ I1N︸︷︷︸
recovering
+
β
N
(I − I1 + 2I2)︸ ︷︷ ︸
nodes leaving infected groups
+
+ 2
α
N(N − 1)
[
I2(I − 2)− I1(I − 1)
]
︸ ︷︷ ︸
reconnections between infected
+
+ 2
α
N(N − 1) (N − I) [I2 − I1]︸ ︷︷ ︸
reconnections between infected and susceptibles
(8.4a)
∂t Ig>1 =
α
N(N − 1)
[
(g− 1)Ig−1(I − (g− 1))+
+ (g + 1)Ig+1(I − (g + 1))− 2gIg (I − g)
]
+
β
N
[
(g + 1)Ig+1 − gIg
]
+
α
N(N − 1)
[
I(g− 1)
(
ng−1 − Ig−1
)
+ (N − I)
×
(
− 2gIg + (g + 1)Ig+1 + (g− 1)Ig−1
)]
(8.4b)
approximately describe the average evolution of the whole ensem-
ble of an infinitely infectious SIS process running on a Flockwork
model. The validity of these equations is demonstrated in App. E.2
by comparing their temporal evolution to those of simulations with
very high infection rate.
Following the simulation setup described therein, the endemic
state was evaluated for varying values of k0 and c0 by integrating
Eqs. (8.4) until an equilibrium was reached. The number of nodes
was chosen as N = 100 because tests with varying network size
showed that the epidemic response curves quickly converge such
that the difference between e.g. N = 50 and N = 100 is already neg-
ligible. The results are presented in Fig. 8.9. They reveal that even for
an infinitely infectious disease, there exist critical values of the aver-
age mean degree and the contact-renewal number below which no
disease can become endemic. This result is fairly intuitive: imagine a
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highly infectious disease which a person will spread to every person
they meet. However, people tend to spend time alone. A disease
from which a person recovers before they even meet another person
cannot be sustainable.
8.3 Spreading on Real-World Temporal Networks
The results of the last section showed that for a number of Flockwork
and edge activity model configurations in dynamic equilibrium, the
individual-based Markov-chain approximation (MCA) predicts a de-
creasing epidemic threshold with increasing recovery rate—while
continuous-time simulations show that the epidemic threshold ac-
tually increases with increasing recovery rates. Studies based on the
MCA found decreasing epidemic thresholds when investigating epi-
demic spreading on real-world networks. Due to the discrepancy
between the results of Gillespie simulations and MCA which arose
for models in dynamic equilibrium already, one might wonder about
the reliability of the results on real-world networks. Hence, this sec-
tion aims at investigating continuous-time Gillespie simulations and
the MCA on the real-world temporal face-to-face contact data sets
DTU, HT09, and HS13, which were introduced in Sec. 2.3.3 and fur-
ther discussed in Ch. 7.
8.3.1 Methods
The temporal networks will be used as substrates for varyingly paced
SIS processes. In Speidel et al. [45], the time-scale of a temporal net-
work was chosen to be the duration of a single snapshot. Subse-
quently, the authors varied the recovery rate in comparison to this
length of a snapshot. Since the duration of a single snapshot is a rel-
atively arbitrarily chosen time-scale and varies for different data sets,
a more approriate natural time-scale of the data is chosen here. As
all data sets discussed here display a circadian rhythm with a period
of a single day, their susceptibility to infection will be investigated
for the three following time scales: ‘slow’ diseases (ρ = 0.125/d and
ρ = 0.25/d), ‘medium-paced’ diseases (ρ = 0.5/d and ρ = 1/d), and
‘fast’ diseases (ρ = 2/d and ρ = 4/d). As discussed in Sec. 2.3.3,
the temporal networks are given in a binned manner and therefore
discretized in time. They further differ in their observation durations
tmax with tDTUmax = 7 d, tHT09max ≈ 59 h, and tHS13max ≈ 111 h. Consequently,
their average mean degree k0 is given by Eq. (8.1) with the corre-
sponding value of tmax. Note that the simulation time of the SIS
process is usually larger than the respective values of tmax and as
such, the temporal network data will be used with periodic bound-
ary conditions in time where A(tmax) = A(0) with A(t) being the
adjacency matrix at time t.
The disease’s infection rate is given as η = R0ρ/k0 for varying R0.
For each parameter combination, Nmeas = 100 independent simula-
tions were perfomed. After an initial equilibration phase of duration
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Figure 8.10: Epidemic response curves
from Gillespie simulations on the aver-
aged temporal networks and the tem-
porally resolved networks for a low
recovery rate (slow disease) for DTU,
HT09, and HS13 data sets. The simu-
lation results obtained on the averaged
network correspond to the simulation
results on the temporal network in most
cases (small differences for high infec-
tion rates in the DTU data set).
teq, the number of infected nodes was sampled every ∆tsample = 1 h
over a duration of tmeas = M∆tsample.6 Those n simulations which 6 If not indicated otherwise, M was cho-
sen such that tmeas = 70 d.did not reach the absorbing state i? = 0 were further analyzed. If at
least n ≥ 10 of those simulations reached a state i? > 0, the average
time-dependent curve was evaluated as an average over all non-zero
simulations where i(σ)(t) denotes the σ-th simulation to obtain
i?(t) =
1
n
n
∑
s=1
i(σ)(t). (8.5)
The mean average endemic state was then computed as
i? =
1
M + 1
M
∑
r=0
i?(teq + r∆t). (8.6)
More details concerning Gillespie simulations and the MCA evalua-
tions on temporal networks can be found in App. E.4.
8.3.2 Averaged Networks
In theory, the longer a node is infected, the less the single-snapshot
structure of the network should matter. Instead, the node should see
an averaged network. In order to test this hypothesis, the result of the
lowest recovery rate Gillespie simulation on temporal networks will
be compared to the result of a Gillespie simulation on the averaged
weighted network.
As can be seen in Fig. 8.10, simulating an SIS process on all data
sets with low recovery rate of ρ = (1/8)d yields an epidemic re-
sponse curve corresponding to the response curve of their averaged
network. The difference between the results for temporal network
and the average network slightly increases at high values of R0. This
comes from the fact that an average infected node is infected for
t = 1/ρ = 8 d which means that it effectively only experiences a sin-
gle period of tmax = 7d, while in the HT09 and HS13 data sets, such
a node will see approximately 1.5 to 2 full periods. This analysis con-
firms again that the annealed limit ρ → 0 corresponds to epidemic
spreading on the corresponding static network.
8.3.3 The Influence of Circadian Activity
Real-world temporal networks show strong circadian activity. The
influence this activity has on epidemic spreading is not well-studied,
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Figure 8.11: The influence of circadian
activity on epidemic response curves
and epidemic thresholds. Since the net-
works investigated here become sparse
and vary slowly during the night (or
during the weekend), the endemic state
potentially decreases strongly during
those times. (a) Temporally varying
endemic states averaged over n ≥ 10
simulations in the observation period
and the extent of their variation marked
as grey bands. (b) Epidemic response
curves. Solid lines represent the av-
erage endemic state Eq. (8.6) and grey
bands mark the extent of its variation.
When the minimal number of infected
i?min (lower dashed lines) approaches
i?min = 0, the disease becomes unsus-
tainable and dies out. The average en-
demic state is potentially much larger
than the minimal endemic state and
therefore, sudden jumps in the order
parameter i? occur.
and therefore some results are presented here. Since all data sets
show similar circadian activity, it will suffice to analyze the DTU set
as an example. Nevertheless, results for all data sets and Flockwork
surrogate networks are presented in App. E.4.2. The results of the
Gillespie simulations are shown in Fig. 8.11.
For each value of R0 and ρ, the average number of infected i?(t)
was measured as a function of time over tmeas = 3 × 7 d after the
equilibration period of teq = 100 × 7 d. Over this period, the en-
demic state i? was found using Eq. (8.6). Furthermore, i?min and i
?
max
were found as the minimum and maximum values, respectively, of
i?(t) over this period of time. In Fig. 8.11a-b, solid lines represent
the average endemic state Eq. (8.6) while the grey band enclosed by
dashed lines show the extent of the endemic state’s variation over the
measurement period. As one may see, for all investigated recovery
rates, the curves show broad bands, indicating strong variation of the
endemic state over time. For slow diseases, this variation decreases
close to the epidemic threshold such that it suffices to observe the
average endemic state to deduce the epidemic threshold. However,
already for medium-paced diseases, the influence of circadian activ-
ity becomes stronger, leading to sudden jumps from i? = 0 to i? > 0
with increasing R0. Usually, jumps like these are attributed to fluctu-
ations and become less prominent with larger system sizes. Another
method to avoid these jumps is to simulate the reactive process using
the quasi-stationary state method as discussed in Sec. 3.2.3. Yet, the
networks discussed here are not in a stationary state. Rather, as dis-
cussed in Sec. 7.2.2, face-to-face contact systems can be intrepreted
to follow a trajectory in the (c0, k0) state space. Investigating a sin-
gle disease of infection rate η0 = R0ρ/k0, this trajectory will lie on a
plane defined by η = η0 in the three-dimensional epidemic (c0, k0, η)
state space (see Fig. 8.12). As established for model networks in the
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Figure 8.12: As discussed in Sec. 7.2.2,
temporal networks can be interpreted
to follow a trajectory in the (c0, k0) state
space. Considering the severity of a
disease as defined by its infection rate,
this trajectory lies on a plane η0 in the
(c0, k0, η) state space. In this epidemic
state space, the critical surface ηc(c0, k0)
separates the regions where the system
is disease-free and where it is endemic,
as was found in the last section. The
trajectory of a temporal network may
cross this critical surface to enter the
absorbing region. The system is more
likely to actually reach the disease-free
state the longer it stays in this region
(with longer referring to time in units
of the node recovery rate ρ−1).
last section, a critical surface defined by i?(c0, k0, ηc) = 0 separates
the disease-free and endemic states. When the trajectory enters the
disease-free region of this state space, the disease can die out if the
system remains there for long enough. The following considerations
might explain why such jumps were not discussed in other studies
yet:
For time-dependent quasi-stationary state simulations, as they have
been used for instance by Speidel et al., configurations ending in
the absorbing state are replaced with non-zero infected configura-
tions at similar structures (similar times in the observation period).
Hence, simulations obtaining the ‘quasi-stationary’ endemic state
i?(t) will remain active even on the disease-free side of the criti-
cal surface until the trajectory enters more infectious regions again
where i?(t) > 0. When using the average endemic state i? as an
order parameter, quasi-stationary algorithms will therefore predict
a non-zero endemic state, when in reality, the disease might have
well died out in the slow/sparse region. Thus, quasi-stationary al-
gorithms might underestimate the epidemic threshold, at least in
finite systems, when i? is chosen as the order parameter. In contrast,
one could choose the minimal endemic state i?min (minimal during
the temporal network observation period) as the order parameter. In
Fig. 8.13, a comparison to the corresponding observables obtained by
the Markov-chain approximation (MCA) method on the DTU data is
shown. For increasing recovery rates, the MCA prediction of the
minimal number of infected nodes i?min increasingly differs from the
simulation result, approaching larger values than obtained by sim-
ulations. In simulations, vanishing values of the minimal endemic
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Figure 8.13: Mean endemic state i?
and minimal endemic state i?min =
min {i?(t)|teq ≤ t ≤ teq + tsim} for
varying recovery rates on the DTU data,
comparing Gillespie simulations and
results from the Markov-chain approx-
imation (MCA). (Top row) solid lines
represent the average endemic state
Eq. (8.6) and (bottom row) dashed lines
represent the minimal number of in-
fected i?min during the observation pe-
riod. (Left column) response curves ob-
tained by Gillespie simulations. (Right
column) response curves obtained by
the MCA. When the minimal number
of infected i?min (lower dashed lines) ap-
proaches i?min = 0, the disease becomes
unsustainable and dies out. While tra-
ditionally, sudden jumps in the epi-
demic response curves are associated
with fluctuations in the average en-
demic state, they should be associated
with fluctuations in the minimal num-
ber of infected i?min. A side-by-side com-
parison of both is shown in the Ap-
pendix, Fig. E.4.
state lead to large sudden jumps in the order parameter i?, which
cannot be reproduced by the MCA, which wrongly overestimates the
minimal endemic state. For HT09 and HS13 strong differences arise
even for lower recovery rates (shown in App. E.4.2). It is therefore
questionable whether the MCA predicts correct epidemic thresholds,
at least in systems of finite size.
To sum up, when investigating circadially varying structures, fo-
cus should be given to the minimal number of infected during a
measuring period i?min. As soon as the configuration reaches a state
where i?min = 0 it will inevitably die out. Hence, sudden jumps
to large values of the average endemic state i? are suspected to be
characteristic at the epidemic threshold when considering large re-
covery rates on circadially varying temporal networks. Since so far,
no continuous-time formulation of a quasi-stationary simulation al-
gorithm exists, the exact value of the epidemic threshold cannot be
deduced from the simulations here.
8.3.4 Comparison of Gillespie Simulations and Markov-Chain Ap-
proximation
Here it will be investigated whether the MCA is a valid approach to
study SIS spreading on the temporal networks and recovery rates in-
troduced above by comparing epidemic response curves. The results
are shown in Fig. 8.14.
The MCA results in similar response curves for low recovery rates
(slow diseases) for the DTU data set but produces increasingly dif-
ferent results for higher recovery rates. Consistently, the epidemic
threshold obtained by the approximation method slightly decreases
with increasing recovery rate (comparable to the claim by Speidel et
al. [45], see Fig. 8.13, upper right panel). This is, however, in contrast
to some of the results of the Gillespie simulations, especially for the
HS13 dataset where, most likely, the opposite is true.
This comes as no surprise because the MCA is only valid in sys-
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Figure 8.14: Epidemic response curves
for DTU, HT09, and HS13, compar-
ing results from Gillespie simulations to
those of the Markov-chain approxima-
tion (MCA). While there is strong cor-
respondence for slow diseases on the
DTU data set, there is less correspon-
dence for all other cases, especially in
the case of low reproduction numbers
R0 and fast diseases. The MCA pre-
dicts decreasing epidemic thresholds
with increasing recovery rates while the
continuous-time simulations show op-
posite behavior.
tems where the infectious states of neighbors are uncorrelated. Such
an approximation may be reasonable for low recovery rates where
nodes frequently change their neighbors before recovering and denser
networks, both representing cases closer to well-mixed systems. The
assumption is, however, not valid for shorter infection times and
structures which resemble lattices (as is the case for the high school
network HS13 where people tend to spend time preferrably with
their classmates). The approximation is also invalid for sparse networks—
however, all of the contact networks are sparse during the night (so
roughly half of the time). An illustration for how the MCA dras-
tically underestimates infection state covariance in a modified SIS
process on a single pair of nodes is shown in App. E.5.
As discussed in the last subsection, the epidemic response curves
show sudden jumps in the order parameter i?, especially for fast dis-
eases, due to the finite system size and influence of circadian activity.
Therefore, definite statements about the increase/decrease of the epi-
demic threshold cannot be made. In order to make definitive state-
ments about increasing or decreasing thresholds, a quasi-stationary
state algorithm monitoring the minimal number of infected nodes
per period should be used in future studies, as discussed in the last
subsection.
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Figure 8.15: Epidemic response curves
for DTU, HT09, and HS13, comparing
results from Gillespie simulations on
both original and rebinned data. Re-
binning leads to an increased endemic
state and decreased epidemic thresh-
olds.
8.3.5 The Influence of Rebinning Temporal Network Data
In the previously discussed studies [45, 56, 91], temporal network
data was rebinned to larger aggregation windows and sometimes
further manipulated before reactive process simulations were com-
pared to the results of the MCA. As was shown and discussed in
Ch. 7 this transformation drastically changes the structure of tem-
poral networks regarding their single snapshots (for instance the
group-size distribution, cf. Fig. 7.16). Hence, it will be investigated
here how the epidemic response curves change with increased ag-
gregation duration as compared to simulations on the original net-
works. To this end, every network is rebinned to ∆t = 1 h and the
average mean degree is recalculated to properly gauge R0. Subse-
quently, Gillespie simulations are run on the rebinned networks and
compared to the corresponding response curves on the original data.
The results are shown in Fig. 8.15.
Rebinning the networks shifts the response curves to higher val-
ues, albeit not drastically for slow and medium-paced diseases on
HT09 and DTU. They are, however, increasingly different for HS13
and in general for higher recovery rates. One may still observe the
sudden transition to the endemic state for high recovery rates—the
curves jump to a similar value of i? for the same recovery rate, how-
ever at different values of R0. This reinforces the notion that the
jumping behavior is induced by the circadian activity pattern dis-
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Figure 8.16: Epidemic response curves
for rebinned data of DTU, HT09, and
HS13, comparing results from Gillespie
simulations to those of the Markov-
chain approximation. The correspon-
dence between the curves of both meth-
ods is strongly improved compared to
simulations on the original data.
played in all the data sets, which is not influenced too strongly by
rebinning with ∆t = 1 h. In most of the cases the epidemic threshold
appears to decrease after rebinning.
One may conclude that it is in general not a safe assumption that
rebinning will not change the epidemic response strongly even if the
new aggregation duration is much lower than the average recovery
time.
In [91], Valdano et al. investigate the influence of rebinning on
epidemic thresholds. They do so, however, based on the MCA only,
neglecting results from actual simulations. In the following it will
be tested whether the MCA yields better results on rebinned tempo-
ral networks in comparison to accurate continuous-time simulations.
This comparison is shown in Fig. 8.16.
Even though the MCA still appears to underestimate the epidemic
threshold, there is much stronger correspondence between the curves
of both methods on rebinned data. A possible reason is that ag-
gregation decreases sparsity and therefore state covariance between
neighbors, making the MCA a more valid approach. However, the
investigated substrate for a disease to spread is essentially different
from the original structure.
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Figure 8.17: Epidemic response curves
for simulations on Flockwork surrogate
data generated to resemble the single-
snapshot structure and circadian ac-
tivity variation of the DTU data set,
compared to results on original data.
Response curves on Flockwork surro-
gate and original data strongly differ,
most likely influenced by strong ran-
dom mixing behavior of nodes in the
Flockwork model. Both systems display
sudden jumps in the response curves
for fast diseases.
Figure 8.18: Epidemic response curves
for surrogate data generated from the
Flockwork and edge activity models to
mimick the DTU data set and com-
pared to the result of the corresponding
Markov-chain approximation. The re-
sponse curves show strong correspon-
dence, indicating that their structural
differences of single-snapshots in dense
networks is negligible for the recovery
rates investigated here.
8.3.6 Surrogate Networks
After modeling real-world temporal networks based on the Flock-
work model in the last chapter, one may raise the question whether
the shape of the epidemic response curves can be explained solely
by considering group-structured topologies and circadian activity.
To this end, a circadially varying Flockwork surrogate network re-
sembling the DTU data set is investigated as the substrate for an SIS
model. In the Flockwork model, the averaged network has no struc-
ture but resembles a completely connected network, because when a
node reconnects, each node has equal probability to be chosen as a
neighbor. The resulting response curves based on Gillespie simula-
tions are shown in Fig. 8.17. Results for the other data sets are shown
in App. E.4.2.
The Flockwork simulations do not represent the original response
curves in a satisfying manner. This is not surprising for the lower
recovery rates: a single node ‘sees’ a rather averaged network which,
in the Flockwork case, is very different from the richer structures of
the averaged real-world network. The only replicated effect is the
sudden jump of the response curve at higher recovery rates, which
is most likely induced by circadian activity, as discussed above.
This assumption is tested by comparing the results of the Flock-
work surrogate to the results of a corresponding edge activity model
surrogate generated from the same circadian activity rates as the
Flockwork surrogate with results shown in Fig. 8.18. Even though
both models have a drastically different single-snapshot structure at
times where k0 is large, this difference does not matter for low recov-
ery rates. The shape of the response curves is solely dominated by
the similar circadian activity pattern and the corresponding averaged
network, which resembles a completely connected graph for both
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Figure 8.19: Epidemic response curves
for surrogate data generated from
the Flockwork model for the DTU
data set, both from simulations and
the individual-based Markov-chain ap-
proximation. There is high correspon-
dence between the curves, however,
the jumping behavior at the epidemic
threshold is not reproduced.
models. An increasing difference can be seen for higher recovery
rates where a single infected node sees more of the single-snapshot
structure before it recovers. Nevertheless, the sudden jumps in the
response curves are positioned at similar values of R0, again imply-
ing that circadially varying activity is the cause.
Since Flockwork networks resemble completely connected net-
works for low recovery rates and the covariance of neighboring in-
fection states is low in those networks, it will be tested whether the
MCA is valid for the Flockwork surrogate networks. In Fig. 8.19,
the results of the approximation are compared to those of Gillespie
simulations.
Indeed, the Markov integration method satisfyingly corresponds
to the response curves of the Gillespie simulations, besides an in-
creasing difference for high recovery rates and the sudden jumps in
the order parameter, which are not reproduced. Since local struc-
tures play more prominent roles during short recovery times (high
recovery rates), the networks’ sparsity at night supposedly induces
high covariances between infectious states which leads to discrepan-
cies between the individual-based approximation and the Gillespie
simulations and an underestimation of the epidemic threshold in the
approximation. After comparing simulation and approximation re-
sults for all Flockwork surrogate data (see Fig. E.6 and Fig. E.7 in
App. E.4.2), the MCA seems to predict a slightly decreasing epidemic
threshold, which might, again, not be confirmed by the simulation.
However, rather large jumps in the epidemic response curves obfus-
cate a clear conclusion.
8.4 Summary and Discussion
In this chapter, the SIS model was studied on temporal contact net-
works, where the influence of single-snapshot temporal structure
was increased by varying the recovery rate of a single node from
ρ → 0 to ρ  0, i.e. from a situation where a single infected node
experiences the averaged temporal network before recovering (an-
nealed limit) to a situation where few changes of the network struc-
ture were relevant (quenched limit). Former studies stated that the
epidemic threshold decreases with increasing recovery rate, making
systems more susceptible to diseases when its temporal variation is
of increased importance. However, these statements were based on
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studying reactive processes and the individual-based Markov-chain
approximation (MCA). Since the reactive process can be different
from the basic Poissonian SIS process, this chapter mainly studied
results based on exact continuous-time simulations and compared
these results to those of the MCA.
In a first investigation, the influence of a temporal network’s single-
snapshot structure on epidemic spreading was discussed. To this
end, two basic random temporal network models were chosen as
substrates for a disease to spread: the Flockwork model, where the
network consists of disjoint, densely connect groups and isolated
nodes and the edge activity model, where each single snapshot is a
sample from the Erdo˝s–Rényi (ER) network model. Temporal varia-
tion is introduced via an active reconnection rate α which counts the
number of times a node connects to a new neighborhood per unit
time. Both models resemble a completely connected graph in the
annealed limit.
In order to fix the time scale, the contact-renewal number c0 =
α/ρ was introduced, which quanitifies the number of times a node
changes its neighborhood before it recovers. While the average mean
degree k0 quantifies the structural mixing of a single node, this new
control parameter therefore quantifies the temporal mixing of a node.
For the simpler edge activity model, it was found that large values
of either c0 and k0 let the system behave like a mean-field system:
nodes ‘see’ a well-mixed and average medium. Consequently, the
MCA correctly predicts the epidemic response curve, allegedly be-
cause the covariance between neighboring infection states becomes
negligible. However, decreasing c0 and k0, the epidemic threshold
increases, making the system less susceptible to diseases. This is in
direct contrast to the result of the MCA which predicts a decrease in
the epidemic threshold.
For the Flockwork model, it was shown analytically that for R0 →
∞, there exist critical values of k0 and c0, respectively, below which
no disease can be sustainable. This is an intuitive result: A disease
which is unusally infective, but nevertheless infected people recover
incredibly fast, does not exist. Concerning finite basic reproduction
numbers R0 < ∞, the MCA predicts the epidemic response well for
large values of k0, when the group-size distribution becomes hetero-
geneous. In this case, both MCA and Gillespie simulations show a
decreasing epidemic threshold with increasing recovery rate. How-
ever, the MCA directly contradicts the simulation results for lower
values of k0 when groups become small and the group-size distri-
bution homogeneous: Simulations show that for those structures, an
increased recovery rate yields increased epidemic thresholds while
the MCA still predicts decreasing epidemic thresholds.
These results implicate that new theoretical advances are neces-
sary to accurately predict the epidemic response in sparse model
networks in continuous time. Current theoretical approaches are
based on the MCA [45, 56, 57, 91]. In [57], Valdano et al. argue
that this approach can yield exact results on the epidemic threshold
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even for continuous-time temporal networks. This is, however, not
the case: the exact continuous-time simulations based on continuous-
time temporal network models shown in this chapter revealed that
the results obtained by the MCA yield contradictory behavior. While
in the studies mentioned above, the theoretical approaches were in-
deed confirmed by simulation results, these simulations were per-
formed with the reactive process: time is discretized and during each
time-step of length ∆t, each infected infects each of its susceptible
neighbors with probability η∆t and afterwards recovers with prob-
ability ρ∆t. A node can recover and be re-infected within a single
time step. This process is only equal to the exact continuous-time
process if the probabilities η∆t and ρ∆t are sufficiently small such
that during a single time step of ∆t either no or maximally one sin-
gle event happens. Only then is the condition for a Poisson process
met (see App. D). This means that if one takes the continuous-time
limit ∆t → 0, one should simulate the reactive processes with prob-
abilities η∆t → 0 and ρ∆t → 0. However, it seems to be practice to
simulate the reactive process with finite probabilities even approach-
ing unity. In this case, multiple events may happen at once and hence
the simulation results will not follow those of an exact continuous-
time Poisson process. A similar critique of simulation and theoretical
approaches on static networks was already given in [52].
Furthermore, in the studies cited above, theory and simulations
were tested on randomly generated discrete-time temporal network
models: Adjacency matrices last for a single time-step of duration
∆t, after which a new adjacency matrix is generated, completely in-
dependent from the last adjacency matrix (see Sec. 2.4.3). The Flock-
work model and the edge activity model are therefore valuable addi-
tions to the set of temporal network models. Since they are based on
Poisson processes, they are naturally formulated in continuous time
and hence prove to be ideal candidates for simulations of continuous-
time dynamic processes.
While results for the Poissonian Flockwork model were obtained
here, real-world networks are not of constant activity rates but might
be interpreted to follow structural trajectories of equilibrium states
in the (c0, k0)-plane over time (as shown in the last chapter). The
Flockwork model was designed to assume the single-snapshot struc-
ture of real-world temporal networks. At times where there is a lot
of activity and larger groups, the MCA can be expected to correctly
predict the epidemic response as discussed above, but it might fail
to do so for low values of k0. Therefore, exact continuous-time sim-
ulations on real-world network data were performed and compared
to the corresponding results obtained by the MCA.
It was found that the MCA accurately predicts epidemic response
curves for low recovery rates on the DTU data set but fails to de-
scribe the simulation results for the HT09 and HS13 data sets. Even
for low recovery rates, differences arise close to the epidemic thresh-
old. Continuous-time simulations with low recovery rate yielded
similar results on both the average as well as the temporally resolved
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network. Therefore, the MCA is already an invalid approach in the
annealed, static limit, at least for the HT09 and HS13 data sets.
Furthermore, the epidemic threshold appeared to decrease with
increasing recovery rate, contradicting the results of the MCA. How-
ever, due to the limited size of the networks, the exact position of
the epidemic thresholds could not be determined. Investigating the
epidemic thresholds it was found that circadian variation in spar-
sity and activity may lead to sudden jumps in the epidemic response
curves in those finite systems: while the number of infected nodes
averaged over the observation period might still be large, the aver-
age minimal number of infected during a certain observation period
is approaching the absorbing state. These differences are induced by
nodes being mostly isolated during the night—if the recovery rate
is large enough, all nodes may recover during the night without be-
ing able to pass the infection further. In the thermodynamic limit
N → ∞, this behavior should disappear: While the number of in-
fected nodes decays exponentially during the night, it only reaches
the disease-free state asymptotically for t → ∞. After night has
passed, however, newly built contacts may yield a surge in infected
people. Consequently, the MCA, which assumes the thermodynamic
limit, does not yield epidemic response curves with sudden jumps.
Nevertheless, the MCA does not correctly predict the minimal num-
ber of infected nodes for large recovery rates, either, induced by the
fact that neighboring infectious states are highly covariant in sparse
networks (see [52] and App. E.5), thus leading to false results in the
times when the networks are sparse.
In order to accurately obtain the epidemic response curves and
epidemic thresholds, a continuous-time non-absorbing simulation al-
gorithm is necessary that should mimick the quasi-stationary state
algorithms for static networks and discrete time. It is prematurely
renamed to non-absorbing simulation algorithm here, since “quasi-
stationary” becomes an odd name for substrates which are not sta-
tionary. Such an algorithm does not yet exist and should be the
subject of future studies.
The epidemic thresholds evaluated in this section were merely
qualitative evaluations of a critical control parameter. In more rigor-
ous analyses, the epidemic threshold is defined by the value of the
control parameter which maximizes the relative fluctuations of an
order parameter. A continuous-time non-absorbing simulation al-
gorithm could be used to correctly identify the relative fluctuations
of both the endemic state as well as the minimal endemic state per
period and thus settle the question whether the minimal endemic
state should be used as the order parameter in temporal networks of
varying activity or whether the average endemic state suffices.
Since rebinning data to larger time windows is a common ap-
proach to obtain the epidemic threshold, Gillespie simulations and
the MCA were tested on rebinned networks. It was found that
indeed, correspondence between both methods is increased on re-
binned networks. Since rebinning drastically changes the single-
the sis-model on temporal contact networks 203
snapshot structure of temporal networks towards denser structures,
covariance between neighboring infection states decreases and justi-
fies the use of the MCA. After rebinning, however, the substrate is
fundamentally different to the original structure and therefore pre-
dictions about the epidemic threshold are not predictions concerning
the original system anymore.
Comparing SIS spreading results on Flockwork and edge activ-
ity model surrogate networks showed that solely mimicking single-
snapshot structure and circadian activity is not sufficient to accu-
rately predict the outcome of epidemic processes. Infected nodes ap-
pear to be changing too fast between disjoint neighborhoods, such
that the epidemic response curves approach the mean-field limit.
However, this random mixing is favourable for the MCA: on the
surrogate networks, the approximation yields better results than on
the real data. In real data, this kind of mixing does not occur, as the
probability to reconnect to a recently disconnected neighbor is higher
than to reconnect to other nodes. Furthermore, both the edge activ-
ity model as well as the Flockwork model surrogates yield response
curves which are almost equal, despite having drastically different
structures at times where the mean degree is large. Therefore, future
studies should focus on the modeling and analysis of non-random
mixing with memory, rather than single-snapshot structure.

9
Summary and Conclusions
The work presented in this dissertation analyzes basic spreading
phenomena in static and temporal networks with a focus on human
systems, aiming at advancing the understanding of how structural
and temporal changes in those systems are connected to observed
phenomena.
In Part II, the hypothesis was tested whether networks of modular
hierarchical structure provide an optimal topology for fast diffusion
and searches as modeled by random walks.
To this end, several existing generative network models were adapted
such that, using a single control parameter, they interpolate between
highly regular, locally clustered structures and the Erdo˝s–Rényi ran-
dom network model while keeping the mean degree fixed. A new
generalized model formulation was presented which includes all
presented explicit models and allows to generate small-world net-
works for arbitrary notions of distance. It was shown that the explicit
models discussed here correspond to each other by (i) displaying the
similarity of their network properties and (ii) comparing modular hi-
erarchical network partitions an algorithm found by analyzing net-
work samples of these models. All network models were found to
generate structures which are interpretable to be modular hierarchi-
cal.
These models were used to evaluate the pair-averaged first pas-
sage time, an observable quantifying how fast randomly passed in-
formation can spread on these networks. For this purpose, a new
heuristic was introduced to estimate this observable from network
properties, for the first time including the clustering coefficient, such
that networks do not have to be assumed to be locally tree-like for the
heuristic to be applicable. It was found that network models whose
node degree variance increases as a function of their structural pa-
rameter do indeed show a minimum in pair-averaged first passage
time. Average medium approximations of these structures failed to
explain the emergence of this effect, proving that network structure
cannot be disregarded in this context. Another model which has
constant degree variance, however, shows no minimum.
Similarly, the cover time shows a minimum for the network mod-
els with varying degree variance but no minimum for the remaining
model, an effect confirmed by both simulations and a newly found
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heuristic to estimate the cover time based on first passage time statis-
tics.
Following these results, it has to be concluded that in general
modular hierarchical networks do not possess an optimal structure
for processes connected to random walks. This raises the question
which other circumstances explain why those structures are so in-
herent to the real-world. A possible explanation is given as follows.
A considerable number of networks which are said to be of mod-
ular hierarchical structure could be networks whose nodes are actu-
ally embedded in some underlying space such that node pairs are
associated with distances and consequently connected with a prob-
ability following a power-law decreasing with distance P(r) ∝ r−κ .
This connection probability can be interpreted to be inversely pro-
portional to the cost of establishing a connection to this distance.
Since each long-range connection considerably decreases the time
taken for information to spread, it is favorable to establish them.
Depending on the nature of the system and the connections, how-
ever, the cost to establish such a long-distance edge can grow as a
power-law C(r) ∝ rµ. Assuming that edges are less likely to be built
the more they cost, these networks would then resemble power-law
small-world networks and be misinterpreted to be of pure modu-
lar hierarchical structure. Indeed, similar considerations have been
made to explain the distance-dependent connection probability of
airports via airlines [136].
In order to test this hypothesis, future research should focus on
investigating real-world networks in detail for how they might have
been generated and in what way the cost of establishing connections
between node pairs can be determined. The inference of such wider
classes of modular hierarchical community structure is an active area
of research [28].
Furthermore, future research using models as defined in Ch. 4 to
study their implications for dynamic systems should carefully inves-
tigate how their observables depend on the node degree variance
since this might heavily influence their results.
In contrast to the static network descriptions investigated in Part II,
more and more research has been focused on temporally resolved
face-to-face contact networks for recent years. Consequently, there
are many open questions to explore. In particular, the emergence of
temporal and structural properties in empirically collected face-to-
face contact networks and their consequences for epidemic spreading
were investigated in Part III.
It was shown that the fragmentation of networks to small, densely
connected groups observed in empirical data can be interpreted as an
emergent property based on two node behaviors: Nodes can either
disconnect to be isolated or dis- and reconnect to a new neighbor-
hood. Both these behaviors are associated with activity rates. For the
first time, this perspective allows to classify the mixing-time scale of
a temporal network based on a node property similar to the mean
degree of a static network: temporal mixing is quantified by the in-
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troduction of a contact-renewal number which counts the times a node
changes its neighborhood per unit time. In combination with the
average mean degree, this allows for a strict classification of both
network density and temporal mixing based on node properties.
From this perspective, it was shown that three empirically col-
lected temporal networks follow similar trajectories within this state
space of contact-renewal number and average mean degree, circadi-
ally varying between slow/sparse and fast/denser states. For the
first time, it was possible to produce surrogate networks with cor-
responding activity trajectories based on the introduced node be-
haviors with a new temporal network model called Flockwork. To
this end, an inference method was developed to measure the tem-
poral change of the previously described basic node behavioral rates
and consequently simulate surrogate networks in continuous time. It
was argued that heterogeneity in the group-size distribution is most
likely a consequence of the methodical practice to bin continuous-
time contact data to intervals of discrete time. These findings high-
light the value of continuous-time models where the dimension of
time can be directly mapped to the temporal dimension of real-world
data, such that model samples can be analyzed in the same way as
real-world data. To the best knowledge of the author, the discus-
sion presented here is one of the first instances where continuous-
time temporal networks were analyzed as opposed to formulations
in discrete time—at least in the context of face-to-face contact net-
works. While some network properties could be explained within
this picture, other observations of real data, such as heterogeneously
distributed (inter-)contact and group life times could not be repro-
duced. It was argued that the introduction of node-specific interac-
tion rates and connection probabilities based on an underlying social
network could be used to increase the realism of the models regard-
ing these observables. On this account, future studies could explore a
hybrid modular hierarchical/Flockwork model where temporal mix-
ing follows the previously mentioned node behaviors, but connec-
tions are only allowed to be established according to social distance,
following the logics of the small-world network models discussed in
Part II. This would allow for a systematic investigation of the influ-
ence of temporal link heterogeneity on network properties and on
dynamic systems. In any case, the model introduced in Ch. 7 is a
valuable contribution to the zoo of temporal network models due to
its simplicity and accessibility, and insights it already provided here.
In an initial application of the introduced model, epidemic spread-
ing was investigated on temporal face-to-face contact networks by
means of the SIS model. In particular, the influence of group struc-
ture and circadian activity on the epidemic threshold were previ-
ously unexplored. To this end, the newly introduced classification
of temporal networks by average mean degree and contact-renewal
number was helpful to systematically investigate the influence of
structural differences and differences in time scales of both tempo-
ral networks and the spreading diseases. To the best knowledge of
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the author, this is the first time that continuous-time temporal net-
works were investigated as a substrate for a continuous-time epidemic
spreading process.
Concerning the influence of group structure it was found that a
temporal network topology of homogenous group-size distributions
increases the epidemic threshold. Heterogeneous group-size distri-
butions are associated with a decreased epidemic threshold—if the
time-scale of the disease becomes comparable to the time-scale of the
structural change. Furthermore, it was found that sparse and slow
networks of random structure can be associated with an increased
epidemic threshold, as compared to their static, aggregated counter-
parts, rendering temporally resolved networks to be less susceptible
to an epidemic. This result is in direct conflict with the results of
other studies, which predict a decreased epidemic threshold, based
on the application of the individual-based Markov-chain approxima-
tion and the simulation of reactive processes in discrete time instead
of the actual Poisson process. In order to underline the validity of the
continuous-time simulation results, it was shown analytically that
even in the edge-case of an infinitely infectious disease there exist
regions of the contact-renewal number and average mean degree in
which the system becomes disease-free. These results suggest that
(i) evaluating epidemic response curves using the individual-based
Markov-chain approximation in discrete time and (ii) simulating the
reactive process in discrete time are both methods which should be
used with care as they may provide predictions diametrical to those
of the correct continuous-time perspective.
This was further confirmed by studying continuous-time spread-
ing processes on circadially varying temporal networks. One of the
key results in this regard is the appearance of a jump in the epidemic
response curve for fast diseases (i.e. short recovery times) in systems
of finite size. Since the studied temporal networks follow trajecto-
ries in the previously mentioned state space they can reach values
of mean degree and contact-renewal number which would lead to
a disease-free system. If the system remains in this region long
enough, the disease-free state can be approached. The temporally-
averaged number of infected people in the dynamic equilibrium is
usually used as an order parameter to find the epidemic threshold.
In contrast, this investigation suggests that the minimum number
of infected people approached on the state-space trajectory should
be used as the order parameter. It was shown that the individual-
based Markov-chain approximation, on which previous studies were
based, may yield strong differences in this observable, therefore po-
tentially drastically underestimating the epidemic threshold. Apart
from the usage of this approximation, studies further binned tem-
poral networks to time intervals of lengths which were magnitudes
larger than the original resolution. This practice increases the corre-
spondence of simulation and Markov-chain approximation but also
drastically changes the actual structure of the temporal networks
such that results regarding these binned structures have to be met
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with skepticism.
Studying circadially varying surrogate networks of (i) random
structure and (ii) fragmented group structure it was found that their
structural differences did not significantly change the epidemic re-
sponse curve, at least for the disease time-scales studied here. One
may expect to find differences between the structures for even faster
diseases.
The results presented here highlight some methodological diffi-
culties of research concerning temporally varying networks. Often,
the use of discrete time only approximates both the original structure
as well as the original processes. If the time length of a discrete time
step is chosen too large, the results might differ drastically. Discrete-
time descriptions are usually used to simplify evaluations and simu-
lations. They lose their validity, however, when their results suggest
conclusions diametrical to the results of the original, continuous-time
processes. Therefore, future research should focus on new theoretical
and numerical techniques to efficiently and correctly analyze spread-
ing processes on temporal networks.
To sum up, the work presented in this dissertation advances the
understanding of how certain structural and temporal properties
of human systems influence basic spreading processes. Previously
unknown relationships between the structural influence on random
message passing were found and model networks were generalized
to ease analyses. It was shown that several often-used approxi-
mations are not valid in certain circumstances even for those basic
spreading processes discussed here. While much research already
concentrates on more complex spreading phenomena, e.g. the feed-
back between structural change and dynamic evolution, this work
shows the value of accurately understanding the consequences of
simple systems, before flawed methods are applied to even more
complex situations.
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Appendix

A
Infomap: A Flow-based Algorithm
to Find Modular Hierarchical Net-
work Partitions
Real–world static networks are often claimed to be of modular hier-
archical structure [14, 15, 18, 19, 22, 24, 28, 62, 66, 137, 138], where
this term usually refers to the fact that the nodes of a network can
be grouped to form modules based on some sort of similarity which
is computed from their connections. Then, recursively, these mod-
ules may again be grouped together to form an even coarser grained
structure and so forth. A single realization of such a modular hi-
erarchical grouping scheme is called a modular hierarchical network
partition (MHNP). While there exist descriptions allowing for overlap-
ping modules where nodes and submodules may be part of multiple
groups, these will not be of concern within this work since they do
not add any particular value to the qualitative investigation of the
consequence of modular hierarchical clustering on dynamic sytems.
Extraction algorithms to find “optimal” such partitions usually
search the space of all partitions of a particular observed network
to find a single one or multiple which minimize a certain cost func-
tion (or maximize a certain likelihood function). Some of these de-
pend on the description of the network as generated by a stochas-
tic block model and maximize the likelihood that a nested stochas-
tic block model defined by a modular hierarchical network partition
will generate the observed network while minimizing the informa-
tion theoretic description length of the model to prevent overfitting
[14, 28]. However, this thesis mainly aims at exploring the conse-
quence of modular hierarchical clustering on the outcome of dy-
namic processes, more accurately on the outcome of random walk
observables. To this end, it seems plausible to deploy a modular
hierarchical partition algorithm which finds partitions based on the
similarity of nodes concerning their role in random walks. One such
algorithm is Infomap, which searches for partitions minizing the so–
called map equation [29, 67, 68]. In the following, the underlying
mechanism of Infomap is briefly outlined to give an intuition about
its inner workings, while a complete description would go beyond
the scope of this work due to it only playing a minor role overall.
At the base of the algorithm lies the trajectory of a single random
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walker traversing through the network as described in Sec. 3.1.1. Giv-
ing each node a unique codename formed by the bits “1” and “0”, the
trajectory of the walker can be completely encoded by the succession
of these codenames, called a trajectory sentence in the subsequent de-
scription.1 Infomap then aims to find the minimal description length1 The codenames are chosen prefix-free
such that no delimiting symbols are
necessary.
of this trajectory sentence by introducing a modular hierarchical net-
work partition.
Following the principle of Huffman coding, nodes which are vis-
ited more often than others are given shorter names such that their
overall space in the trajectory sentence is minimized. This implies
that node names can become rather long with increasing number of
nodes N leading to a long trajectory sentence of any ergodic random
walk. The idea behind Infomap is that (short) codenames for single
nodes can be reused when nodes are grouped into modules in which
the random walker spends a considerable amount of time steps be-
fore it exits the module to enter another module. Then, short module
names can be used in the trajectory sentence, each indicating that it
has been entered by the random walker. The codenames following
this entry symbol consiquently belong to the nodes of this module,
even though their names can be duplicates of node names in other
modules. Additionally, exit code names are used to indicate that the
current module has been left.
Instead of actually simulating a random walker and subsequently
encoding its trajectory, the description length of a trajectory of n
steps can be lower bounded by nL(M) where L(M) is the lower
bound average description length of a single step given that the
coding is based on the modular hierarchical network partition M.
The lower bound can be evaluated using Shannon’s source coding
theorem which states that when a series of entities i is drawn ran-
domly, each with probability pi, from an ensemble R, then the aver-
age length of the codename of such a symbol cannot be less than the
ensemble’s information entropy which is given as
H(R) = −
|R|
∑
i=1
pi log2 pi. (A.1)
The trajectory sentence of the random walk can be approximated as
a randomly generated sentence of codenames associated with their
probability of occurence. For a two-level modular network partition,
nodes are grouped to modules, but those modules are not further
grouped. In such a partition the following events with corresponding
codenames may occur.
1. Each module is associated with an entry symbol. When there
are m such modules, there have to be m entry codes, each oc-
curing with conditional probability qiy/∑mj=1 qjy (the probability
that module i is exited given that any module switching event
happened). The probability qiy is proportional to the number of
edges leading out of the module. This ensemble of events shall be
called Q in the following.
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2. Each visiting node in a module is associated with a visiting sym-
bol. The conditional probability that node u of module i is chosen
given that any event of module i is chosen is pu/ [qi +∑u∈i pu].
The visiting probability pu of node u is chosen as the equilibrium
probability to find a random walker on node u as given in Eq. (3.3).
Furthermore, each module i is additionally associated with an exit
symbol, where qiy is the probability that module i is exited, hence,
the corresponding conditional probability that the exit happened
given that an event of module i happened is qiy/ [qiy +∑u∈i pu].
This particular ensemble of module-i events shall be called P (i).
Considering these events and their ensemblesQ and P (i), the weighted
averaged length of a codename used within a single step is lower
bounded by
L(M) =
(
m
∑
i=1
qiy
)
H(Q) +
m
∑
i=1
(
qiy +∑
u∈i
pu
)
H(P (i))
which is called the map equation (here, map is a synonym for two-
level modular network partition). This average single-step codename
description length can be computed in a fast manner for any two-
level partition M. In principle, any standard algorithm to minimize
a cost function can be used to find an optimal partition. For a more
detailed explanation of the map equation the reader is referred to
[67, 68].
For modular hierarchical network partitions, the map equation
takes a recursive form. Any modular hierarchical network partition
M consists, at first, of m submaps Mi. For each of these submaps
the map equation is valid in the same form, where now exit prob-
abilities refer to the exit of coarse grained modules. A detailed ex-
planation of the hierarchical map equation and an algorithm to find
an optimal hierarchical map is given in [29]. In this thesis, the C++-
implementation of the method described and implemented in [29]
was used with default parameter choices.

B
Evaluations Concerning Small-World
Models
B.1 SSMH Clustering Coefficient
Picking up at Eq. (4.10), the long range contributions will be evalu-
ated by considering the following scenario first. The pair (1, j) has
hierarchical distance `1, whereas the pair (1, u) has hierarchical dis-
tance `1 < `2. This means that nodes 1 and j share a subgroup in
layer `1 and thus, if the third node u has distance `2 to node 1, so has
node j distance `2 to node u. Since the problem is symmetrical, the
case `1 > `2 will contribute the same amount and hence it suffices
to look at `1 < `2. Now there are B`1(B− 1) possible target nodes
for node 1 in layer `1 and B`2(B− 1) possible target nodes in layer
`2. Consequently, the total number of potential pairs in layer com-
bination `1, `2 is B`1(B− 1)× B`2(B− 1) and the total sum evaluates
to
pi
(3)
L =
L−1
∑
`1=1
L
∑
`2=`1+1
(B− 1)2B`1 B`2 P`1 P`2 P`2
=
〈k〉3
B− 1
(
1− ξ
1− ξL
)3 1
1− ξ2/B×
×
[(
ξ2
B
)
1− (ξ3/B)L−1
1− ξ3/B −
(
ξ2
B
)L (1− ξL−1
1− ξ
)]
.
The short-range contributions stem from pairs of target nodes
(j, u) where node 1 has the same distance ` to both of them, hence
they build a triad with probability P2` . A distinction between two
cases can be made.
1. Both j and u have distance ` to node 1, and are part of the same
subgroup. This means that their distance is `′ < ` and that they
are connected with probability P`′ . The total number of possible
pairs of distance `′ < ` is (1/2)× B`(B− 1)× B`′−1(B− 1). The
additional factor 1/2 emerges to avoid double counting (with once
j as source and once u as source).
2. Both j and u have distance ` to node 1, but are not part of the
same subgroup in `′ ≤ `. This means that u is at distance ` of
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node j but the number of submodules that j can choose a neighbor
from is reduced by two (its own subgroup and the subgroup of
node 1). Hence, the total number of distinct pairs of this type
is (1/2) × B−1(B − 2)B−1(B − 1). There are B−1(B − 1) nodes
to pick as first neighbor of 1 and B−1(B − 2) nodes to pick as
second neighbor of 1. Again, there is an additional factor 1/2 to
avoid double counting.
Considering these cases, the short-range contribution are as follows
(where the Kronecker symbol δij is used),
pi
(3)
S =
1
2
L
∑
=1
P2

∑
′=1
B−1(B− 1)B′−1(B− 1− δ′)P′
=
1
2
〈k〉3
(B− 1)2
(
1− ξ
1− ξL
)3
(B− 2)1− (ξ
3/B)L
1− ξ3/B +
+
B− 1
1− ξ
(
1− (ξ2/B)L
1− ξ2/B −
1− (ξ3/B)L
1− ξ3/B
)
.
The contributions pi(2)L and pi
(2)
S can be calculated with an analogous
procedure as above by setting P2 = 1 and P′ = 1, respectively,
which yields
pi
(2)
L =
〈k〉2 (1− ξ)
(1− ξL)3
[
ξ
1− (ξ2)L−1
1− ξ2 −
ξL − ξ2L−1
1− ξ
]
, and
pi
(2)
S =
1
2
〈k〉2
B− 1
(
1− ξ
1− ξL
)2 [
(B− 1)1− ξ
2L
1− ξ2 −
1− (ξ2/B)L
1− ξ2/B
]
.
B.2 PLSW Networks
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Figure B.1: Pairwise distance distribu-
tions of points uniformly distributed in
a square [0, R)2 with and without pe-
riodic boundary conditions. Sampling
was done for N = 1000 points.
Consider the unit square [0, 1)2 with periodic boundary conditions
(i.e. a 2-torus). On this space N nodes are distributed with uniform
probability (i.e. their positions x and y follow the same uniform ran-
dom distribution x, y ∼ U (0, 1)). Since the torus is translationally
invariant, each node can be assumed to be centered. Hence it suf-
fices to consider a single node and compute the density of nodes
around it at distance r. The problem is radially symmetric until ra-
dius r1 = 1/2. Then, for r > r1, each remaining corner of the square
around the central node is congruent. Hence, the distance density
f (r) can be found by considering the split integral
1 =
1/
√
2∫
0
dr f (r) = 4
1/2∫
0
dr
pi/2∫
0
dθ r + 4
1/
√
2∫
1/2
dr
pi/2−arccos(1/2r)∫
arccos(1/2r)
dθ r
which yields
f (r) =
2pir, if 0 ≤ r ≤
1
2
2pir− 8r arccos
(
1
2r
)
, if 12 < r ≤ 1√2 .
(B.1)
This distribution is shown in Fig. B.1.
evaluations concerning small-world models 233
10 2 10 1 100
10 4
10 3
10 2
10 1
100
co
nn
ec
ti
on
 p
ro
ba
bi
lit
y 
(
)
without PBC
= .
= .
= .
= .
= .
10 2 10 1 100
10 6
10 4
10 2
100
102
ed
ge
 d
is
ta
nc
e 
di
st
ri
bu
ti
on
 
(
)×
without PBC
= .
= .
= .
= .
= .
theory
10 2 10 1 100
distance /
10 4
10 3
10 2
10 1
100
co
nn
ec
ti
on
 p
ro
ba
bi
lit
y 
(
)
with PBC
10 2 10 1 100
distance /
10 2
10 1
100
101
ed
ge
 d
is
ta
nc
e 
di
st
ri
bu
ti
on
 
(
)×
with PBC
Figure B.2: Connection probability for
random points in a square of side
length R (top row) with and (bottom
row) without periodic boundary con-
ditions. (Left column) power-law con-
nection probability P(r) as defined by
Eqs. (4.22) and (4.23), (right column)
edge distance distribution D(r) (see
Eq. (4.24)) with distance distributions
(bottom row) Eq. (B.1) and (top row)
Eq. (B.2). Parameters of choice were
N = 2000, 〈k〉 = 10,  = 10−9 , and
κ ∈ {2, 1.5, 1, 0.5, 0} . For each parame-
ter combination 20 networks were sam-
pled.
When no periodic boundary conditions are considered, the dis-
tance distribution is
f (r) = 2rg(r2) (B.2)
with
g(s) =
−4
√
s + pi + s 0 < s ≤ 1,
−2− pi − s + 4arcsin(s−1/2) + 4√s− 1 1 < s ≤ 2,
as derived in [139].
As a numerical validation of the considerations in Sec. 4.3.1, net-
works were generated using the parameters N = 2000, 〈k〉 = 10,
 = 10−9, and α ∈ {2, 1.5, 1, 0.5, 0} and the corresponding connec-
tion probability functions as defined by Eqs. (4.22) and (4.23), given
the distance distributions Eqs. (B.1) and (B.2), respectively. The sam-
pling algorithm was simply as follows. Start with an empty network
of N nodes where each node u has coordinates 0 ≤ xu < 1 and
0 ≤ yu < 1, both drawn from a uniform distribution U (0, 1). For each
pair of nodes (u, v) add the edge (u, v) to the network with probabil-
ity P(ruv) where ruv =
√
(xu − xv)2 + (yu − yv)2 for the simple unit
square and ruv = min
{√
(xu − l1xv)2 + (yu − l2yv)2 : (l1, l2) ∈ {−1, 0, 1}2
}
for the 2-torus. For each parameter combination 20 networks were
generated, subsequently building a log-binned histogram to find the
distribution of distances from the drawn edges. The numerically
found edge distance distributions are indeed in close agreement1 1 Small discrepancies are observed for
short normalised distances r/R which
is due to the small number of network
samples and consequently small num-
ber of node pairs of short distances.
with Eq. (4.24), as shown in Fig. B.2.
B.2.1 Extension to a Finite Set of Distances
The derivation of Sec. 4.3 is based on the assumption that the embed-
ding topology is known. Assuming, instead, that the geometry of the
embedding space is unknown but one has knowledge about a set of
nodes and the distance of each pair of nodes, one may proceed as
234
follows. Let r ∈ (R+)N(N−1)/2 denote the increasingly sorted vector
of all distances between pairs of nodes ruv. Then, the normalization
condition is
N(N−1)/2
∑
e=1
Cκr−κe =
N 〈k〉
2
such that the prefactor Cκ evaluates to
Cκ =
N 〈k〉
2∑
N(N−1)/2
e=1 r
−κ
e
.
Again, for small distances and small κ, the connection probability
P(r) will exceed unity. Hence, a minimum entry l of the vector r has
to be chosen below which every distance will produce an edge while
above this entry, edge creation will follow a power-law with expo-
nent κ. This entry l is given as the last entry meeting the inequality
l
∑
e=1
[
Cκr−κl − 1
]
> 0.
Subsequently, edges can be drawn according to their index number
in the vector r
Pe =
1 e ≤ lCκr−κe e > l.
It is, however, of crucial importance to keep a mapping between the
node pair (u, v) and the edge entry in the sorted vector r. Further-
more, there will be an obvious bias when there are multiple edges of
critical distance rl . Note that if the pair-wise distances are sufficiently
distinct from each other, l can be directly mapped to its distance rl
such that the connection probability may be written down as a de-
pendence on r as
P(r) =
1 r ≤ rlCκr−κ r > rl .
At this point it might be important to note that r does not need
to be a “distance” anymore in the sense that the values ruv do not
have to meet the triangle inequality. Instead, these values could stem
from semimetrics but also represent rank values or other positive real
numbers, i.e. general edge weights.
B.2.2 Extension to Categorical Distances
For the considerations above it was assumed that distances are pos-
itive real numbers and hence distributed according to a probability
density function. However, there exist cases where distances are inte-
ger numbers (e.g. for lattices) or not even distances but just catego-
rizations of edges and thus follow a probability mass function. For
these cases one may proceed as follows. Assume that pair-wise dis-
tances occur in an ordinal manner and there are n categories where
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mi is the number of pairs of distance ri with i = 1 . . . n and strict or-
dering ri < rj if and only if i < j. Then the normalization condition
is given by
n
∑
i=1
miCκr−κi =
N 〈k〉
2
and thus
Cκ =
N 〈k〉
2∑ni=1 mir
−κ
i
.
As for the continuous-valued case above, there will be excess proba-
bility which has to be redistributed to categories of higher distance.
Define j as the last category meeting the inequality
j
∑
i=1
mi
[
Cκr−κi − 1
]
> 0.
Then there is ∑
j
i=1 mi
[
Cκr−κi − 1
]
edges left that have to be redis-
tributed to the j + 1-st category. Hence, the final connection proba-
bility is
Pi =

1 i ≤ j
Cκr−κj+1 +
1
mj+1 ∑
j
i′=1 mi′
[
Cκr−κi′ − 1
]
i = j + 1
Cκr−κi i > j + 1.
(B.3)
This result is important because it shows how PLSW connection
probabilities can be chosen to construct SSMH networks: Following
the definitions given in Sec. 4.1, r can be a function of the hierar-
chical distance ` between two nodes and the mi correspond to the
number of possible pairs per hierarchical layer. In order to thor-
oughly map the two descriptions, a connection for r and ` has to be
found, as well as a relation between the two structural control pa-
rameters κ and ξ. A demonstration on how this can be achieved will
be given in Sec. 4.4.1. The result Eq. (B.3) is furthermore used for
the derivation of the connection probability of a PLSW network on a
one-dimensional lattice as follows.
B.3 Average Medium Approximations
B.3.1 Time Evolution of Walker Distribution on SSMH Model
Following Eq. (4.3), the probability of two nodes to be connected will
be denoted as P˜`. In the context of the AMA, this means that every
node is connected to every other node but edges are weighted with
probability P` = P˜`/ 〈k〉 . On this network, a random walk with a sink
at an arbitrary node v is investigated. When a walker is positioned
at node u, the probability to jump to node v at hierarchical distance
d(u, v) ≡ d is
Pd =
1
B− 1
(
1− ξ
1− ξL
)(
ξ
B
)d−1
,
as reasoned above. In this context, the following scenarios happen.
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1. The walker jumps to node v. This occurs with probability
P1 = Pd.
The new distance to node v will be d′ = 0.
2. The walker jumps to a node in a lower layer ` < d. The new
distance will still be d′ = d. In each layer ` < d, there will be
B`−1(B− 1) possible target nodes for the walker starting at node
u. The probability for this scenario to happen is
P2 =
d−1
∑
`=1
P`B`−1(B− 1) = 1− ξ
d−1
1− ξL .
3. The walker jumps to a node in ` = d, but misses the branch that
v is in and the branch that u is in (because this event is covered in
scenario 2). The new distance is still d′ = d. There are Bd−1(B− 2)
nodes for this event. Consequently, it happens with probability
P3 = PdBd−1(B− 2).
4. The walker jumps to a node in ` = d, hits the branch that v is
in, but misses v. The new distance is d′ < d, for each d′ with
probability
P4 = PdBd
′−1(B− 1).
5. The walker jumps to a node in ` > d. Consequently, the new
distance is d′ > d. The probability of this happening is, for each d′
P5 = Pd′B
d′−1(B− 1).
The transition matrix from a walker being at distance d from the
target to being at new distance 0 ≤ d′ ≤ L from the target is hence
Wd′d =

1
(B−1)
1−ξ
1−ξL
(
ξ
B
)d−1
, d′ = 0 ∧ d > 0
Bd
′−1
Bd−1 ξ
d−1 1−ξ
1−ξL , d
′ < d ∧ d > 0
1−ξd−1
1−ξL +
1−ξ
1−ξL ξ
d−1 B−2
B−1 , d
′ = d ∧ d > 0
1−ξ
1−ξL ξ
d′−1, d′ > d ∧ d > 0
0, d = 0 ∧ d = 0
1, d′ = 0 ∧ d = 0.
(B.4)
B.3.2 Global Mean First Passage Time
Suppose that a random walk begins with a single walker on every
node u 6= v. Then the total ratio of walkers that are absorbed up to a
time t is
p0(t) =
1
BL − 1
L
∑
ds=1
Bds−1(B− 1)p(ds)0 (t) (B.5)
=
1
BL − 1
L
∑
ds=1
Bds−1(B− 1) (W t)0,ds .
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Another way to write down the ratio of walkers absorbed into the
sink node at time t is
p(ds)0 (t) = 1−
L
∑
d=1
p(ds)d (t),
since the probability of the walker being at any distance 0 ≤ d ≤
L is equal to one and conserved at all times. At this point of the
derivation a few new quantities need to be introduced. As described
above, the probability of being at distance d’ at time t is
pd′(t) =
L
∑
d=0
Pd′d pd(t− 1).
However, for d′ > 0, the column d = 0 does not contribute anything
to the sum (since it is filled with zeros). Hence, a new vector p˜(dstart) is
defined which is the former probability vector with the 0-th element
removed and a new transition matrix W˜ , as the full transition matrix
Eq. (5.1) with the 0-th column and row removed. One therefore has
p˜(dstart)d (t) =
(
W˜ t
)
d,dstart
,
such that
p(ds)0 (t) = 1−
L
∑
d=1
(
W˜ t
)
d,ds
.
In order to consider the contribution of all starting nodes, these re-
sults are combined with Eq. (B.5) to find
p0(t) = 1− B− 1BL − 1
L
∑
ds=1
Bds−1
L
∑
d=1
(
W˜ t
)
d,ds
.
The GMFPT can be calculated as
τ =
∞
∑
t=0
t
[
p0(t)− p0(t− 1)
]
=
∞
∑
t=0
t
[
1TW˜ t−1b˜− 1TW˜ tb˜
]
= 1T
[
1− W˜]−1 b˜. (B.6)
Note that this quantity is equal to, both, the global mean FPT and
the pair-averaged FPT (that is, the mean global mean FPT), because
in this AMA all nodes are equal. This result is similar to the result
for arbitrary networks, where instead of (1− W˜)−1 one makes use of
the inverse of the reduced unnormalized graph Laplacian, as shown
in Sec. 3.1.4. However, using the layer approach, the matrix size can
be reduced from BL− 1 to L, a great reduction in degrees of freedom.
This makes it possible to obtain analytical expressions for the global
mean FPT. As examples, the following results for L < 4 where found
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solving Eq. (B.6):
τL=1 = B− 1 ,
τL=2 =
(B− 1)B(ξ + 1) (B2ξ + Bξ + B− ξ)
(B + 1)ξ(Bξ + B− ξ) ,
τL=3 =
[
(B− 1)B2
(
ξ2 + ξ + 1
)
×
×
(
B4ξ2(ξ + 1) + B3ξ(ξ + 1)+
+ B2(ξ + 1)2 − Bξ
(
2ξ2 + 3ξ + 2
)
+ ξ2(ξ + 1)
)]
/[ (
B2 + B + 1
)
ξ2(Bξ + B− ξ)×
×
(
B
(
ξ2 + ξ + 1
)
− ξ(ξ + 1)
) ]
. (B.7)
C
Additional Flockwork Evaluations
In Chap. 7, the temporal network model of “Flockworks” is intro-
duced, however several detailed analyses are shortened to increase
comprehensibility. These analysis are shown here. In Sec. C.1, the
temporal group size evolution of the model is derived. Sec. shows
more detailed analysis results of the state-space trajectory inference
method. Finally, Sec. shows how to derive the evolution equations of
an SIS-model with infinite infection rate on the Flockwork model.
C.1 Group Evolution
In Sec. 7.1.2, sethe temporal evolution of group sizes is discussed.
The detailed considerations of how those group sizes change consid-
ering the events that can take place are, however, rather tedious and
do not provide any particular insight. Hence, they have been banned
to this appendix and are presented in the following.
In a Flockwork process defined by the event rate γ and the recon-
nection probability P as introduced in Sec. 7.1, the change in group
sizes can be found for a single time step for both reconnection and
disconnection events using P as a single control parameter because
the time scale can be fixed by γ−1 for a single event.
First, the reconnection events are discussed, which each node un-
dergoes with probability P in a single time step. The initial condition
is that the network state can be expressed by the group size vector
n with 0 ≤ g ≤ N + 1 where each entry ng contains the total num-
ber of completely connected groups of size g. The group function
κ(u) = Nei(u) + {u} is used.1 These are the possible reconnection 1 Note that the groups are of course
time dependent, so it should be writ-
ten as κ(u, t), but in the following, the
group size’s time dependence is omit-
ted in the notation.
events.
1. A node u detaches from its group κ(u) with group size g = |κ(u)|.
It then reattaches to another group of size g, which is not the same
group as its original one. The number of groups of size g, g − 1
and g + 1 change as
∆ng = −2, ∆ng−1 = 1, ∆ng+1 = 1.
2. A node u detaches from its group κ(u) with group size g = |κ(u)|.
It then reattaches to the same group of size g. The number of
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groups of size g change as
∆ng = 0.
3. A node u detaches from its group κ(u) with group size g = |κ(u)|.
It then reattaches to a group of size g− 1,. The number of groups
of size g and g− 1 change as
∆ng = 0, ∆ng−1 = 0.
4. A node u detaches from its group κ(u) with group size g = |κ(u)|.
It then reattaches to any group of size i 6= g and i 6= g− 1. The
numbers of groups change as
∆ng = −1, ∆ni = −1, ∆ng−1 = 1, ∆ni+1 = 1.
From these events, the following changes in the number of groups
of size 1 ≤ g ≤ N have to be considered, where the superscript (r)
denotes a reconnection event.
∆n(r)g = P(r)
[
|κ(u)| = g, |κ(v)| = g, κ(u) 6= κ(v)
]
× (−2)
+ P(r)
[
|κ(u)| = g− 1, |κ(v)| = g− 1, κ(u) 6= κ(v)
]
× (+1)
+ P(r)
[
|κ(u)| = g + 1, |κ(v)| = g + 1, κ(u) 6= κ(v)
]
× (+1)
+ P(r)
[
|κ(u)| = g, |κ(v)| 6= g, |κ(v)| 6= g− 1
]
× (−1)
+ P(r)
[
|κ(u)| = g + 1, |κ(v)| 6= g, |κ(v)| 6= g + 1
]
× (+1)
+ P(r)
[
|κ(u)| 6= g, |κ(u)| 6= g− 1, |κ(v)| = g− 1
]
× (+1)
+ P(r)
[
|κ(u)| 6= g + 1, |κ(u)| 6= g, |κ(v)| = g
]
× (−1).
(C.1)
Note that here, the acting node is named u and node that u connects
to is named v. The probabilities are proportional to the probabilities
that from all N nodes, node u is picked and it reconnects and node
v is picked from the remaining N − 1 nodes afterwards. They are
hence given as
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P(r)
[
|κ(u)| = g, |κ(v)| = g, κ(u) 6= κ(v)
]
=
= P
gng
N
× g(ng − 1)
N − 1
P(r)
[
|κ(u)| = g− 1, |κ(v)| = g− 1, κ(u) 6= κ(v)
]
=
= P
(g− 1)ng−1
N
× (g− 1)(ng−1 − 1)
N − 1
P(r)
[
|κ(u)| = g + 1, |κ(v)| = g + 1, κ(u) 6= κ(v)
]
=
= P
(g + 1)ng+1
N
× (g + 1)(ng+1 − 1)
N − 1
P(r)
[
|κ(u)| = g, |κ(v)| 6= g, |κ(v)| 6= g− 1
]
=
= P
gng
N
×
(
1− gng − 1
N − 1 −
(g− 1)ng−1
N − 1
)
P(r)
[
|κ(u)| = g + 1, |κ(v)| 6= g + 1, |κ(v)| 6= g
]
=
= P
(g + 1)ng+1
N
×
(
1− gng
N − 1 −
(g + 1)ng+1 − 1
N − 1
)
P(r)
[
|κ(u)| 6= g− 1, |κ(u)| 6= g, |κ(v)| = g− 1
]
=
= P
(
1− (g− 1)ng−1
N
− gng
N
)
× (g− 1)ng−1
N − 1
P(r)
[
|κ(u)| 6= g + 1, |κ(u)| 6= g, |κ(v)| = g
]
=
= P
(
1− (g + 1)ng+1
N
− gng
N
)
× gng
N − 1 .
Now, the events at which nodes disconnect and subsequently stay
alone have to be considered. These happen to every node with prob-
ability 1− P.
1. A node u from group κ(u) with group size g = |κ(u)| > 1 de-
taches. The change in group sizes is
∆ng = −1 ∆n1 = +1 ∆ng−1 = +1.
2. A node u of group size g = 1 detaches. This does not change the
group size distribution.
∆ng = 0.
The new probabilities for a change in group size g are
P(d)
[
|κ(u)| = g
]
= (1− P) gng
N
P(d)
[
|κ(u)| > 1
]
= (1− P)N − n1
N
=
1− P
N
N
∑
g=2
gng.
So the change in the number of groups of size g in a single time step
are
∆n(d)g>1 = P
(d)
[
|κ(u)| = g
]
× (−1) + P(d)
[
|κ(u)| = g + 1
]
× (+1)
∆n(d)1 = P
(d)
[
|κ(u)| > 1
]
× (+1) + P(d)
[
|κ(u)| = 2
]
× (+1).
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Combining Eqs. (C.1) and (C.2) one finds the evolution equations
N∆n1 = −2Pn1 + 2Pn2 N − 2N − 1 + (1− P)(N − n1) + (1− P)2n2 ,
(C.3a)
N∆n1<g≤N =
P
N − 1
[
− 2gng(N − g)
+ ng−1
(
N(g− 1)− (g− 1)2
)
+
+ ng+1
(
N(g + 1)− (g + 1)2
) ]
−
− (1− P)gng + (1− P)(g + 1)ng+1.
Furthermore, no groups of size g = 0 and g = N + 1 can exist, so
∆n0 = ∆nN+1 = 0. Using the identity N = ∑Ng=1 gng, the term
N − n1 in Eq. (C.3a) can be expressed as N − n1 = ∑Ng=2 gng and
hence the temporal evolution of the expected number of groups of
size g can also be expressed using a transition matrix W such that
n(t + 1) =Wn(t), (C.4)
where
Wgg′ =

1− 2P/N g = 1, g′ = 1
2 PN
N−2
N−1 +
4
N (1− P) g = 1, g′ = 2
g′
N (1− P) g = 1, g′ > 2
P N(g−1)−(g−1)
2
N(N−1) 1 < g < N, g
′ = g− 1
1− 2P g(N−g)N(N−1) − (1− P)
g
N 1 < g < N, g
′ = g
(1− P) g+1N + P N(g+1)−(g+1)
2
N(N−1) 1 < g < N, g
′ = g + 1
P/N g = N, g′ = N − 1
P g = N, g′ = N
0 otherwise.
(C.5)
The transitions of this process are discrete but the inter-event time
follows an exponential distribution with the relevant time scale given
by the inverse event rate γ−1. Hence, the temporal evolution of n can
be expressed by the continuous-time ordinary differential equation
∂tn = γ (W − 1) n.
These are the temporal evolution equations presented in the main
text Sec. 7.1.2. In the following, the equilibrium state of this process
will be determined by considering that the overall change in a single
time step vanishes (hence ∆n = 0) and recursively solving Eqs. (C.3).
Consider Eq. (C.3a) with ∆n1 = 0 for the number of single nodes
(group size g = 1). This gives the equilibrium state of the number of
groups of size g = 2 as
n∗2 =
N(P− 1) + n1(1+ P)
2P(N − 2)/(N − 1) + 2(1− P) .
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Now for every 2 ≤ g ≤ N− 1 the equations given by ∆ng = 0 can be
solved to obtain an equation for the equilibrium value n∗g+1 which
only depends on the equilibrium value n∗1 , recursively given as
n∗g+1 =
[
g2P(2n∗g − n∗g−1)+
+ g
(
(N + 2)n∗g−1P− n∗g(NP + N + P− 1)
)
−
− (N + 1)n∗g−1P
]/
[(g + 1)(gP− N + 1)] .
This process can be repeated until one arrives at g = N − 1 and so
obtains an equation for n∗N that only depends on n∗1 , i.e. it is of the
form
n∗N = an∗1 + b
with a, b determined by the recursion relation. Subsequently, one
uses Eq. (C.3a) for g = N to obtain
n∗N =
P
(1− P)N n
∗
N−1,
an equation which also only depends on n∗N and n∗1 considering the
previous recursive equations such that n∗N−1 = cn
∗
1 + d. Now, both
relations can be equated to find
n∗1 =
d− b
a− c
and hence all values of n∗g by applying the recursive equations. Here,
a computer algebra system was used to find the values of n∗g in
this manner, which, after applying the normalization condition N =
∑Ng=1 gng, are given as
n∗1 = N(1− P) (C.6a)
n∗1<g<N =
1
g
N!
(N − g)!
1− P
∏
g−1
j=1 [1− Pj/(N − 1)]
(
P
N − 1
)g−1
(C.6b)
n∗N = (N − 2)!
P
∏N−2j=1 [1− Pj/(N − 1)]
(
P
N − 1
)N−1
. (C.6c)
This result was derived under the assumption that the initial network
can be described as a collection of components which are alle fully
connected. Below, it will be shown that this equilibrium distribution
will be approached for any initial condition.
Consider two group count vectors, one counting the number ng
of groups of size 1 ≤ g ≤ N which are completely connected, and
one counting the number n¯g of groups of size 3 ≤ g ≤ N which are
not fully connected. Hence, the state vector (n, n¯)T can completely
contain any network (even though the explicit composition of the
groups counted in the vector n¯ are ignored). Analyzing complete
groups, the following events can happen.
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1. A node disconnects from a fully connected group. It hence will
still be a fully connected group containing one node less. Further-
more, the disconnect node will stay alone with probability 1− P,
itself forming a complete network of size g = 1.
2. A node connects to a fully connected group. It hence will still be
a fully connected group containing one node more.
It thus becomes clear that once a group is counted within the vector
n, it will stay in this category. The transition matrix describing the
changes in counts of complete groups will be called W ′ in the fol-
lowing (compared to Eq. (C.4)). Now, consider groups which are not
complete and thus are counted in the vector n¯. The following events
may happen.
1. A node connects to a non-fully connected group. It hence will still
not be fully connected but contain one group more.
2. A node disconnects from a non-fully connected group. A distinc-
tion between two cases has to be made.
(a) The remaining group is now either fully connected and counted
in the vector n or it is still non-fully connected and counted in
the vector n¯.
(b) Due to a node connecting multiple components of this group,
the original group splits in multiple groups and each of those
are now either counted in the vector n¯ or the vector n.
Transition rates from groups in n¯ to fully connected groups in n will
be contained in the matrix W¯1 which has non-zero values in the up-
per triangle (because non-connected groups of size g can influence
the count of fully connected groups of any size g′ < g but no fully
connected groups of size g′ ≥ g). Transition rates from groups in n¯ to
other groups in n¯ will be contained in the matrix W¯2. This matrix has
non-zero values in the upper triangle, the diagonal and the first di-
agonal shifted to the lower left, because non-fully connected groups
of size g can influence the count of non-fully connected groups of
size g′ < g, non-fully connected groups of size g′ = g + 1 (by recon-
nection) or g′ = g. Then, the full time evolution is given as(
n(t + 1)
n¯(t + 1)
)
=
(
W ′ W¯1
0 W¯2
)(
n(t)
n¯(t)
)
.
The shape of this equation implies that for any initial condition
(n(0), n¯(0))T the group count of n¯ will feed into the group count
of n until n¯ = 0. When this point is reached, the full temporal evo-
lution is determined by Eq. (C.4) and hence the equilibrium Eq. (7.2)
is reached eventually.
One may compute the expected number of components and the
expected size of those components from the group-size distribution.
The mean group size is
〈g〉 = ∑
N
g=1 gng
∑Ng=1 ng
=
∑Ng=1 gng
〈c〉 =
N
〈c〉 .
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with 〈c〉 being the mean number of components. Using Eq. (C.6) one
may find2 the exact result 2 Here, this was done using a computer
algebra system.
〈c〉
N
= 1− P + 1
N
(−1)N PΓ(N − 1)Γ
(
−N+P+1
P
)
Γ
(
−N+P+1
P + N − 2
)
︸ ︷︷ ︸
A1
+
1− P
P2
[
+
Γ
(
−N+P+1
P
) (
(−1)N(N − 1)P2Γ(N − 1))
Γ
(
PN−N+1
P
)
N︸ ︷︷ ︸
A2
+
+
Γ
(
−N+P+1
P
)
Γ
(
−N+2P+1
P
)
︸ ︷︷ ︸
A3
×(N − 1− P)×
×
(
P− N − 1
N
ψ
(
1− N
P
)
+
N − 1
N
ψ
(
N(P− 1) + 1
P
))
︸ ︷︷ ︸
A4
]
,
where Γ(x) is the Gamma function and ψ(x) = Γ′(x)/Γ(x) is the
polygamma function. This result is incredibly unhelpful. However,
it is possible to conjecture an asymptotic result for large numbers of
nodes N  1, which is done separately for each of the terms above.
For the first two terms, a numerical test shows that the conjectures
limN→∞ A1/N = 0 and limN→∞ A2 = 0 seem appropriate. For A3,
one finds
A3
N1−→ −P/(N − 1).
In the last term, one might use the fact that ψ(x) ≈ log x for x  1.
Even though the arguments are negative here and hence this approx-
imation should not be valid, one finds.
A4 ≈ P + N − 1N log
(
N(P− 1) + 1
P
)
−
−N − 1
N
log
(
1− N
P
)
= P +
N − 1
N
log
(
1− P N
N − 1
)
N→∞−→ P + log(1− P).
Summing up, this yields the asymptotic formula
lim
N→∞
〈c〉
N
= 1− P +
(
P + log(1− P)
)1− P
P2
lim
N→∞
(
− P
N − 1
)
(N − 1− P)
= 1− P− P
(
P + log(1− P)
)1− P
P2
=
P− P2
P
− P− P
2 + (1− P) log(1− P)
P
= −1− P
P
log(1− P),
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which also means that
lim
N→∞ 〈g〉 = −
P
(1− P) log(1− P) .
A randomly chosen node is part of a group of size g with probability
Pg = gng/N and consequently has degree k = g − 1. Hence, the
mean degree is given as
〈k〉 =
N−1
∑
k=0
kPk =
1
N
N−1
∑
k=0
k(k + 1)nk+1 =
1
N
N
∑
g=1
(g− 1)gng
=
1
N ∑g
g2ng − 1 = 1N
(
∑
g
ng
)
∑g g2ng
∑g ng
− 1 = 〈c〉
N
〈
g2
〉
− 1
=
〈
g2
〉
〈g〉 − 1. (C.7)
C.2 Efficient Flockwork Equilibrium Configuration Sampling
Algorithm
In order to accurately simulate dynamic systems on a Flockwork
model, e.g. the spread of diseases, it is necessary to initiate such
a simulation in an already equilibrated system, however, depending
on the initial state and the number of nodes, it can take a consider-
able number of events until the system is equilibrated. Instead, an
algorithm to sample equilibrium configurations without having to
simulate the Flockwork events is proposed in the following. Note
that in contrast to the sections above, a distinction in notation will be
made between the discrete observable number ng of g-sized groups
and its corresponding mean
〈
ng
〉
as well as the theoretical mean n?g
as given by Eqs. (7.2).
The algorithm will work by sampling discrete numbers ng of groups
which meet the normalization condition ∑Ng=1 gng = N such that the
average
〈
ng
〉
of the samples will approach Eqs. (7.2). To this end it is
first necessary to find the actual discrete distributions of ng for vary-
ing reconnection probability P. Following the simulations shown in
Fig. 7.3, the equilibrium distribution of ng was measured over 104
independent simulations for a small number of nodes N = 12 and
three values of reconnection probability P ∈ {0.05, 0.5, 0.99}. The re-
sults are shown in Fig. C.1. One notices that due to the normalization
condition, the number of single nodes n1 = N− 1 cannot be realized
(because then only a single node would be left, which, by defini-
tion, would increase the number of single nodes to n1 = N). For
small P, this pattern is repeated in the way that a triangle is highly
unlikely, hence n1 = N − 3 has low probability. However, the prob-
ability of two pairs occuring is higher, and as such the probability
of n1 = N − 4 is higher again. This behavior is difficult to replicate
with single model distributions for each g since this would require a
multivariate generalized Dirichlet distribution. In the following, the
distributions will be approximated by independent discrete distribu-
tion.
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Algorithm 1: Sampling approximate
equilibrium configurations for a
Flockwork model. Note that here,
D(N div g, n?g) is a placeholder
for either of the two distributions
B(N div g, n?g/[N div g]) or P(n?g).
The algorithm can be adjusted to iterate
through group sizes in a randomly
permuted or decreasingly sorted way
with the boolean variable ‘shuffle’.
1: `← N (` is the number of nodes left to distribute)
2: V ← random permutation of {u : (u ∈N) ∧ (1 ≤ u ≤ N)}
3: ng ← 0 ∀1 ≤ g ≤ N
4: n?g ≡ n?g(N, P)
5: while ` > 0 do
6: if shuffle then
7: M← permutation of ({g : (g ∈N) ∧ (1 ≤ g ≤ `)})
8: else
9: M← decreasingly sorted ({g : (g ∈N) ∧ (1 ≤ g ≤ `)})
10: end if
11: for g ∈ M do
12: if n∗g(N, P) > 0 and ` ≥ m then
13: draw nnewg ∼ D(N div g, n?g)
14: if nnewg > ng then
15: ∆ng ← nnewg − ng
16: if g× ∆ng > ` then ∆ng ← ` div g
17: end if
18: else if ` = 1 and g = 1 then
19: ∆ng ← 1
20: else
21: ∆ng ← 0
22: end if
23: end if
24: for i ∈ 1,∆ng do
25: Add g-sized group of node indices V`−g+1 ≤ u ≤ V`
26: ng ← ng + 1
27: `← `− g
28: end for
29: end for
30: end while
First, consider a Poisson distribution ng ∼ P(n?g). As one can
observe in Fig. C.1, the Poisson distributions seem to approximate
the actual distributions satisfyingly for most cases. However, in the
extreme cases, i.e. P = 0.05 and g = 1, or P = 0.99 and g = N,
the Poisson distribution will substantially differ from the real dis-
tribution, because the number of occurrences of g-sized groups is
naturally upper bounded by nmaxg = N div g which the Poisson dis-
tribution does not satisfy. Instead, one might consider a Binomial
distribution ng ∼ B(nmaxg , n?g/nmaxg ), which seems to provide a bet-
ter approximation of the real distributions in the extreme values of
P, albeit ignoring the differences imposed by the normalization con-
dition ∑Ng=1 gng = N as discussed above. For the algorithm, both
distributions will be tested.
The algorithm aims at drawing configurations ng which satisfy
∑Ng=1 gng = N as well as
〈
ng
〉
= n?g. This will be pursued as follows.
Consider that initially there are N nodes available for distribution
to groups and ng = 0 groups of size g. Going through a permuta-
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Figure C.1: The distribution of numbers
ng of g-sized groups in the equilibrium
state for increasing reconnection prob-
ability P with (top) P = 0.05, (middle)
P = 0.5, and (bottom) P = 0.99. Instead
of analyzing the expected number of g-
sized groups, here the full distributions
are shown, as collected from the 104 fi-
nal states of the simulations shown in
Fig. 7.3. Additionally shown are Pois-
son and binomial distributions with the
mean ng from Eq. (7.2). For the bino-
mial distributions, the number of trials
to draw an g-sized group is given as
N div g.
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tion of all group sizes 1 ≤ g ≤ N, for each g draw a number nnewg
from a distribution approximating the real distribution with mean
n∗g (i.e. either the binomial or the Poisson distribution) and add as
many groups of size g which are still possible to add considering
the number of nodes which are left. Update the new number ng of
g-sized groups accordingly. If, after all g have been visited, there are
still nodes left, repeat this procedure. Now, only add ∆ng groups of
size g where ∆ng = max{0, nnewg − ng}. Repeat this process until all
nodes are distributed to groups. This algorithm can be formalized as
shown in Alg. 1.
A numerical analysis shows that the algorithm accurately con-
structs equilibrium configurations which are consistent with Eqs. (7.2)
for a large number N of nodes and for P < 1− 1/N (cf. Fig. C.2).
Both the binomial as well as the Poisson distribution seem to pro-
duce similar results. For a smaller number of nodes N, the decreas-
ingly sorted way of group-size iteration yields more accurate config-
urations as otherwise smaller group sizes are increasingly selected.
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Figure C.2: Group size distribution as
a mean over 104 independently con-
structed equilibrium configurations us-
ing Alg. 1 for varying values of P, (top)
N = 10, (bottom) N = 103 nodes
and different algorithmic details. For
each panel these details are (top row)
iterating over a decreasingly sorted list
g of group sizes g, (bottom row) iter-
ating over a shuffled list g of group
sizes g, (left column) drawing the num-
ber ng of g-sized groups from a bino-
mial distribution for each g, and (right
column) drawing the number ng of g-
sized groups from a Poisson distribu-
tion for each g. The curves obtained
from the sampling algorithm are de-
noted by markers whereas solid lines
represent Eqs. (7.2).
This changes with increasing number of nodes where the decreas-
ingly sorted way of group-size iteration causes a biases to smaller
group sizes. Hence, the shuffled way of group-size iteration is to
be preferred. Furthermore, the sampled configurations become in-
creasingly inaccurate with increasing reconnection probability P. For
those values, a strong bias towards smaller group sizes exists while
the shape of the distribution is nevertheless roughly reproduced.
When using the algorithm to sample equilibrium configurations it
is therefore recommended to first scan all variants of the algorithm
to see which of them best reproduce the true equilibrium group-size
distributions for the chosen values of N and P. For large values of P
one might improve the accuracy by sampling a configuration using
Alg. 1 and then letting the sytem equilibrate to a true equilibrium
configuration using the Flockwork procedure. The equilibration time
for this procedure can be found by simulating a small number of
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configurations and measuring the number of events until the group-
size distributions correspond.
C.3 Link Decay Rate
For any parameter combination of N = {25, 50, 100}, and decreasing
0.999 > P > 0, 100 Flockwork simulations were performed. Each
of those was initiated using Alg. 1 with the options “binomial” and
“shuffled group size iterations”. Afterwards, the configuration was
simulated for T = 105(Nγ)−1 to obtain a true equilibrium configu-
ration. This equilibrium configuration was subsequently used as the
initial configuration to simulate for a run time of T = 2× 106(Nγ)−1.
From this simulation, the life-time was measured for active periods
of each link which began neither at t0 nor ended at T + t0 . Then
〈ω−〉 was obtained as the inverse of the mean of those life times and
compared to Eq. (7.13). The results of this analysis are shown in
Fig. C.3. One finds that Eq. (7.13) satisfyingly approximates the con-
tact decay time with a maximum relative error of < 2% for P = 0.999
and N = 100. Furthermore, the relative error seems to decrease as
a power-law as rel. err. < A(1− P)−1 where A is a small constant.
For larger numbers of N and higher values of P, it is however rec-
ommended to test the validity of Eq. (7.13) explicitly for the chosen
values of N and P.
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Figure C.3: Measurements vs. Eq.
((7.13)). Each data point is a mean over
10 independent simulations of runtime
T = 2× 106(Nγ)−1.
C.4 Testing Rate-Inference with Synthetic Time-Varying Flock-
work Data
The procedure described above is tested as follows. A system is
defined in which a Flockwork model approaches several states in the
(α, k0)-plane by defining time-dependent rates α(t) and β(t) which
change their value every ∆t = 20 as step functions. The unit of time
will be fixed as [t] = 1 in the sense that if α(t) = 1 then in one unit of
time, there will be N active reconnection events on average. The rates
will be loop over 4 consecutive state-changes and thus each loop is
associated with a non-negative integer  ≥ 0. The number of nodes
was chosen as N = 200, the time-varying rates were set to
α(t) =

0.1 4∆t ≤ t < (4+ 1)∆t
10 (4+ 1)∆t ≤ t < (4+ 2)∆t
10 (4+ 2)∆t ≤ t < (4+ 3)∆t
0.1 (4+ 3)∆t ≤ t < (4+ 4)∆t,
(C.8)
and
β(t) =

1 4∆t ≤ t < (4+ 1)∆t
100 (4+ 1)∆t ≤ t < (4+ 2)∆t
1 (4+ 2)∆t ≤ t < (4+ 3)∆t
0.1 (4+ 3)∆t ≤ t < (4+ 4)∆t,
(C.9)
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such that, by using P = α/(α+ β) and k0 ≈ P/(1− P), the system
is expected to move in the (α, k0)-plane as (0.1, 0.1) → (10, 0.1) →
(10, 10) → (0.1, 10) → (0.1, 0.1) and so forth, as shown in Fig. C.4a.
Essentially, the system should stay in each of those states for ∆t = 20
and then transfer to the next state quickly, assuming that they equi-
librate rapidly. Then, the parameters α, β, and k0 should be correctly
inferred using the procedure described above with ∆tinference = ∆t =
20.
Instances of the Flockwork model with the defined input rates
were simulated as follows. A Flockwork configuration was initiated
using Alg. 1 with the options “Binomial distribution” and “shuffled
group sizes” for P = 0.1/(1− 0.1) and N = 200. Then, the system
was simulated using Gillespie’s SSA with rates α and β as defined
above until t = 20. Each time the rates switched, a new Flockwork
simulation was initiated with the new rates and the last active config-
uration. The system was then simulated until t = 40 when the rates
switched again. This procedure was repeated until t = 320, which
means for four loops. Technically, this kind of simulation is “wrong”
because when the rates switch, information about the time of the last
event and the last rate has to be considered to evaluate the correct
inter-event time (see App. D.2.3), this inter-event time when chang-
ing from one state to another, is, however, approximately upper
bounded by (Nγmin)−1 = (Nαmin + Nβmin)−1 ≈ 1/(200 × 0.2) =
1/40, which is negligible compared to the time-interval length of the
rate change ∆t = 20.
Several instances of Flockwork simulations have been performed
as described above, subsequently inferring the rates with varying
inference parameter ∆tinference. The analysis of a single instance is
displayed as an example in Fig. C.4 while a detailed analysis with
more values of ∆tinference is shown in App. F (see Figs. F.1 and F.2).
As one may see in Fig. C.4b, the correct state-space trajectory is re-
covered using the input value ∆t = 20 as the inference parameter.
The rates α(t) and β(t) are correctly inferred, too, as is shown in
Fig. C.4d, alongside the curve of the instance’s temporal variation
of the configurational mean degree 〈k〉 (t) and the inferred expected
mean degree k0(t), which is computed using the inferred rate func-
tions and Eq. (7.16). Here, for each inference value ∆tinference, the ex-
pected mean degree k0(t) was evaluated for 10 equally distant points
in each time-interval of length ∆tinference, hence for ≈ 3200/∆tinference
time points in total. In order to explore how the inference changes
with different values of ∆tinference, a thorough scan with different val-
ues of ∆tinferencewas conducted, four of which are shown in Fig. C.4c
and C.4e. Generally, values of ∆tinference ≤ ∆t/2 reproduce a fair pic-
ture of the state space trajectory but are subject to noise. The smaller
the value of ∆tinference is chosen, the more the rates will be fit di-
rectly to the equilibrium fluctuations, yielding overfitted results (see
Fig. C.4e). When increased to values ∆tinference > ∆t, the procedure
yields heavily deviated space-state trajectories.
A thorough and quantitive method to find the optimal inference
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Figure C.4: Inferring time-varying rates
and the state-space trajectory of a cor-
responding Flockwork simulation. (a)
The input trajectory for the Flockwork
simulation as based on the defined rate
functions Eqs. (C.8) and (C.9). (b)
The rate inference-procedure described
in Sec. 7.2.1 yields the correct expected
state-space trajectory. (c) Inference with
time lengths smaller than the “true“ ∆t
generally reproduce the “correct” state-
space trajectory but are subject to noise.
Inference using values of ∆t greater
than the “true” ∆t will heavily deviate
from the expected state-space trajectory.
(d) The rates and expected mean degree
are recovered correctly with only minor
deviations when using the true inter-
val length as the inference parameter.
(e) Using ∆tinference ≤ ∆t/2 will yield
rates fluctuating around the true func-
tions, influenced by overfitting the fluc-
tuations of the Flockwork’s mean de-
gree in its equilibrium state. Values of
∆tinference > ∆t will fail to accurately in-
fer the rate functions and the expected
mean degree.
parameter ∆tinference without prior knowledge about the input func-
tions will have to be the subject of future research. For real data,
there is no reason for the time-varying rate functions to be step func-
tions changing every ∆t, so there is no true ∆t. Rather, one may learn
from this analysis that it may be of value to steadily increase the
inference parameter and observe how the trajectories behave. One
may then choose a ∆t which reduces the noise from the trajectories
obtained from small ∆tinferencewhile striking features from the noisy
trajectories are still present. Furthermore, it seems appropriate to
compare the measured curve of 〈k〉 (t) to the inferred function k0(t)
and choose a ∆t which satisfyingly reproduces important features
of the original curve while smoothing out heavy fluctuations. This
method is used in the following to obtain the state-space trajectories
of all data sets introduced in Sec. 2.3.3.
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C.5 Group Size Evolution of Infected for Infinite Infectious-
ness
Here, a special case of an SIS infection process will be considered,
where diseases are associated with an infinite infection rate η → ∞
and a finite infection rate ρ. This situation implies that whenever
an infected node connects to a susceptible node, it will infect every
susceptible in a group before any other structural event may happen.
Thus, any reconnection event between an infected and any group of
susceptibles is likewise an infection event (as well as every reconnec-
tion event between a susceptible and group of infected, but less se-
vere since only the reconnected susceptible node becomes infected).
Hence, the probabilities for group size evolution of infected groups
by re- and disconnection only within infected groups are analogous
to the evolution before, with the probabilities
P(r)I
[
|κ(u)| = g, |κ(v)| = g, κ(u) 6= κ(v)
]
= P
gIg
N
× g(Ig − 1)
N − 1
P(r)I
[
|κ(u)| = g− 1, |κ(v)| = g− 1, κ(u) 6= κ(v)
]
= P
(g− 1)Ig−1
N
× (g− 1)(Ig−1 − 1)
N − 1
P(r)I
[
|κ(u)| = g + 1, |κ(v)| = g + 1, κ(u) 6= κ(v)
]
= P
(g + 1)Ig+1
N
× (g + 1)(Ig+1 − 1)
N − 1
P(r)I
[
|κ(u)| = g, |κ(v)| 6= g, |κ(v)| 6= g− 1
]
= P
gIg
N
×
(
I − 1
N − 1 −
gIg − 1
N − 1 −
(g− 1)Ig−1
N − 1
)
P(r)I
[
|κ(u)| = g + 1, |κ(v)| 6= g + 1, |κ(v)| 6= g
]
= P
(g + 1)Ig+1
N
×
(
I − 1
N − 1 −
gIg
N − 1 −
(g + 1)Ig+1 − 1
N − 1
)
P(r)I
[
|κ(u)| 6= g− 1, |κ(u)| 6= g, |κ(v)| = g− 1
]
= P
(
I
N
− (g− 1)Ig−1
N
− gIg
N
)
× (g− 1)Ig−1
N − 1
P(r)I
[
|κ(u)| 6= g + 1, |κ(u)| 6= g, |κ(v)| = g
]
= P
(
I
N
− (g + 1)Ig+1
N
− gIg
N
)
× gIg
N − 1 .
P(d)I
[
|κ(u)| = g
]
= (1− P) gIg
N
P(d)I
[
|κ(u)| > 1
]
= (1− P) 1
N
(g + 1)Ig+1.
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Note that here, the total number of infected nodes in the network is
given as
I =
N
∑
g=1
gIg.
Only considering reconnection events in between infected groups
first (denoted by superscript (r)), the number of completely infected
groups of size g would evolve as
γ−1∂t I
(r)
g = P
(r)
I
[
|κ(u)| = g, |κ(v)| = g, κ(u) 6= κ(v)
]
× (−2)
+ P(r)I
[
|κ(u)| = g− 1, |κ(v)| = g− 1, κ(u) 6= κ(v)
]
× (+1)
+ P(r)I
[
|κ(u)| = g + 1, |κ(v)| = g + 1, κ(u) 6= κ(v)
]
× (+1)
+ P(r)I
[
|κ(u)| = g, |κ(v)| 6= g, |κ(v)| 6= g− 1
]
× (−1)
+ P(r)I
[
|κ(u)| = g + 1, |κ(v)| 6= g, |κ(v)| 6= g + 1
]
× (+1)
+ P(r)I
[
|κ(u)| 6= g, |κ(u)| 6= g− 1, |κ(v)| = g− 1
]
× (+1)
+ P(r)I
[
|κ(u)| 6= g + 1, |κ(u)| 6= g, |κ(v)| = g
]
× (−1).
Second, nodes can detach, which yields the deconnection contribu-
tions
γ−1∂t I
(d)
g>1 = P
(d)
[
|κ(u)| = g
]
× (−1) + P(d)
[
|κ(u)| = g + 1
]
× (+1)
γ−1∂t I
(d)
1 = P
(d)
[
|κ(u)| > 1
]
× (+1) + P(d)
[
|κ(u)| = 2
]
× (+1).
Now, there are also infection-susceptible couplings that can happen.
1. The first chosen node is in group κ(u) = g and infected. it chooses
a susceptible group of size κ(v) = n 6= g − 1. The change in
infected group sizes is
∆Ig = −1 ∆In+1 = +1 ∆Ig−1 = +1
2. The first chosen node is in group κ(u) = g and infected. it chooses
a susceptible group of size κ(v) = g− 1. The change in infected
group sizes is
∆Ig−1 = +1
3. The first chosen node is susceptible. It chooses an infected group
of size κ(v) = g. The change in infected group sizes is
∆Ig = −1 ∆Ig+1 = +1
Thus, considering only reconnection events between infected and
susceptible groups (denoted by superscript (i)), the number of com-
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pletely infected groups of size g will evolve as
γ−1∂t
(
I(i)g
)
= P(i)I
[
u ∈ I , |κ(u)| = g, v /∈ I , κ(v) 6= g− 1
]
× (−1)
+ P(i)I
[
u ∈ I , |κ(u)| = g + 1, v /∈ I
]
× (+1)
+ P(i)I
[
u ∈ I , |κ(u)| 6= g, v /∈ I , κ(v) = g− 1
]
× (+1)
+ P(i)I
[
u /∈ I , v ∈ I , κ(v) = g
]
× (−1)
+ P(i)I
[
u /∈ I , v ∈ I , κ(v) = g− 1
]
× (+1)
with infection event probabilities
P(i)I
[
u ∈ I , |κ(u)| = g, v /∈ I , κ(v) 6= g− 1
]
= P
gIg
N
(
N − I
N − 1 −
(g− 1)(ng−1 − Ig−1)
N − 1
)
P(i)I
[
u ∈ I , |κ(u)| = g + 1, v /∈ I
]
= P
(g + 1)Ig+1
N
(
N − I
N − 1
)
P(i)I
[
u ∈ I , |κ(u)| 6= g, v /∈ I , κ(v) = g− 1
]
= P
(
I − gIg
N
)
(g− 1)(ng−1 − Ig−1)
N − 1
P(i)I
[
u /∈ I , v ∈ I , κ(v) = g
]
= P
(
N − I
N
)
gIg
N − 1
P(i)I
[
u /∈ I , v ∈ I , κ(v) = g− 1
]
= P
(
N − I
N
)
(g− 1)Ig−1
N − 1 .
Here, ng is the total number of groups of size g and hence the num-
ber of susceptible groups of size g is given as ng − Ig. The group
size evolution is happening in the same way as before. Additionally,
every infected single node can recover with rate ρ and no node in an
infected group g > 1 can recover, yielding
∂t I
($)
1 = −ρ
I1
N
∂t I
($)
g>1 = 0.
Hence, the final evolution equations can be summed up as
∂t Ig = ∂t I
(r)
g + ∂t I
(d)
g + ∂t I
(i)
g + ∂t I
($)
g ,
while the total number ng of groups of size g evolves as per Eqs. (7.1).
This result highlights that the evolution of the number of infected is
a combined effect of dis- and reconnection events within infected
groups (d) and (r), meta-infection events (i) induced by reconnection
events between susceptible and infected groups, and recovery events
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(ρ) of single nodes. Eventually summing everything up yields the
explicit equations of motion
∂t I1 = − ρI1N︸︷︷︸
recovering
+
γ
N
(1− P)(I − I1 + 2I2)︸ ︷︷ ︸
nodes leaving infected groups
+
+ 2
γP
N(N − 1)
[
I2(I − 2)− I1(I − 1)
]
︸ ︷︷ ︸
reconnections between infected
+
+ 2
γP
N(N − 1) (N − I) [I2 − I1]︸ ︷︷ ︸
reconnections between infected and susceptibles
∂t Ig>1 =
γP
N(N − 1)
[
(g− 1)Ig−1(I − (g− 1))+
+ (g + 1)Ig+1(I − (g + 1))− 2gIg (I − g)
]
+
γ
N
(1− P)
[
(g + 1)Ig+1 − gIg
]
+
γP
N(N − 1)
[
I(g− 1)
(
ng−1 − Ig−1
)
+
(N − I)
(
− 2gIg + (g + 1)Ig+1 + (g− 1)Ig−1
)]
.
It is merely an approximation because the actual process is acting
on the originally discrete states ng and Ig. The equations above are
ODEs acting on the mean of those discrete variables
〈
ng
〉
and
〈
Ig
〉
.
In an exact formulation of the process, the ODEs would be of non-
closed form including second-order correlations such as
〈
I × Ig
〉
or〈
I × ng
〉
. Hence, the equations defined above are based on the as-
sumption that these higher-order terms are approximately uncorre-
lated such that 〈
Ig I`
〉 ≈ 〈Ig〉 〈I`〉 and〈
Ign`
〉 ≈ 〈Ig〉 〈n`〉 ,
which is assumed for any group sizes 1 ≤ g ≤ N, 1 ≤ ` ≤ N. The
equations of motion are tested for validity in Sec. E.2.
D
Gillespie’s Stochastic Simulation Al-
gorithm
Gillespie’s stochastic simulation algorithm (SSA) is a general algo-
rithm to simulate the evolution of Poisson processes related to dis-
crete entities (e.g. particles, individuals, etc.). It was originally de-
veloped to simulate chemical reactions as birth-death processes in
well-mixed systems. This Appendix introduces sequentially how
and why the algorithm works for general processes with a single
constant rate, multiple constant rates (for multiple events), single
time-varying rates and multiple time-varying rates. It will close with
an outline on how to perform exact simulations for locally constant
time-varying rates.
D.1 Homogeneous Poisson Processes
This Section introduces Gillespie’s SSA for processes happening with
constant rates. For all of those processes consider the initial time to
be t0 = 0.
D.1.1 A Single Event
The simplest application for a stochastic simulation algorithm is one
where only a single event can take place. This event happens with
constant rate λ and is therefore a Poisson process. A Poisson process
is based on several assumptions as stated in [140, pp. 59-60].
1. There is at maximum one event happening in an infinitesimal time
interval of length dt.
2. The probability of one event happening in this time interval is
λdt.
3. The process is Markovian in the sense that whether or not an
event happens in this time interval does not depend on the events
in any of the previous intervals.
Let P0(t) denote the probability that no event has taken place up to
and including time t. According to assumptions 1 and 2, the proba-
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bility that an event has happened in time dt is
P1 = λdt.
The probability that no event has taken place is consequently
P0(dt) = 1− P1 = 1− λdt.
With Assumption 3 and due to the definition of P0, the probability
that no event has happened up to and including time t + dt is hence
the probability that no event has happened up to time t and no event
happened within the subsequent time interval and thus
P0(t + dt) = P0(t)× P0(dt) = P0(t)− P0(t)λdt
which translates to the ordinary differential equation
dP0
dt
= −λP0
with solution
P[”no event happened”, t] = P0(t) = exp(−λt).
The complementary probability that at least one event has happened
up to and including time t is consequently given as
P[”at least one event happened”, t] = 1− P0(t)
= 1− exp(−λt)
≡ P(t)
and the corresponding probability density for the time of the first
event evaluates to
p(t) = ∂tP(t) = λ exp(−λt).
Since this is just an exponential distribution, the algorithm is simply
as follows. Draw a time t from the exponential distribution t ∼ E(λ)
and update the global time. Let the event take place and update
the rate λ according to the new circumstances. Then start over with
t0 = t.
D.1.2 Multiple Events
Instead of one single event channel which can be triggered, in the
following it is assumed that there are M such events, each taking
place with constant rate λ(i), where i ∈ [1, M].
Separate Evaluation
Since these processes are independent, one can draw a single poten-
tial leap time t(i) for each of the processes. Then, the process j where
t(j) = min{t(i)} defines the new time t → t(j) and the event which
takes place is event j. Consequently, let the event take place, evaluate
the new rates according to the new circumstances and start over with
t0 = t.
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Joint Evaluation
Instead of evaluating each event channel on its own, one can evaluate
the probability that none of the event channels have yet fired, which
is
P[”no event happened”, t] = P(1)0 (t)× · · · × P(M)0 (t)
=
M
∏
i=1
exp(−λ(i)t)
= exp
(
−
M
∑
i=1
λ(i)t
)
= exp (−Λt) .
Consequently, the probability that at least one event has happened
up to time t is given as
P[”at least one event happened”, t] = 1− P[”no event happened”, t]
= 1− exp(−Λt)
≡ PΛ(t).
The corresponding probability density for the time of the first event
happening evaluates to
pΛ(t) = ∂tPΛ(t) = Λ exp(−Λt).
Thus, the new time can simply be drawn from this exponential dis-
tribution as t ∼ E(Λ). However, it is now necessary to decide which
channel fired first. As argued above, the probability pij(t)× pΛ(t)dt
that event j is the event which takes place and the time of the event is
time t is equal to the probability that t(j) = min{t(i)} (the probability
that it happens first). For M = 2 this is given as
pi1(t)pΛ(t)dt = P[t(1) = min{t(i)} and t(1) = t] = P[t(1) and t(2) ∧ t(1) = t]
= dt p(1)(t)
∞∫
t
dt(2) p(2)(t(2))
= dt p(1)(t)
[
P(2)(∞)− P(2)(t)
]
= dt λ(1) exp(−tλ(1)) exp(−tλ(2))
=
λ(1)
λ(1) + λ(2)
dt [λ(1) + λ(2)] exp
(
−t[λ(1) + λ(2)]
)
,
such that at any time t, the probability that channel j = 1 fired first
(given that it happened at time t) is
pi1(t) = pi1 =
λ(1)
λ(1) + λ(2)
and equivalently for the second event channel pi2 = λ(2)/[λ(1) +
λ(2)]. For M = 3 the probability that event channel j = 1 is the first
one to fire given that the firing time is t is the probability that its
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firing time t(1) fulfills t(1) < t(2) < t(3) or t(1) < t(3) < t(2) such that
pi1(t)pΛ(t)dt = P[t(1) < t(2) and t(1) = t]× P[t(2) < t(3)]+
+ P[t(1) < t(3) and t(1) = t]× P[t(3) < t(2)]
= dt p(1)(t)
[ ∞∫
t
dt(2) p(2)(t(2))
∞∫
t(2)
dt(3) p(3)(t(3))+
+
∞∫
t
dt(3) p(3)(t(3))
∞∫
t(3)
dt(2) p(2)(t(2))
]
= dt p(1)(t)
[
λ(2)
λ(2) + λ(3)
exp
(
−t[λ(2) + λ(3)]
)
+
+
λ(3)
λ(2) + λ(3)
exp
(
−t[λ(2) + λ(3)]
) ]
=
λ(1)
λ(1) + λ(2) + λ(3)
×
× dt [λ(1) + λ(2) + λ(3)] exp
(
−t[λ(1) + λ(2) + λ(3)]
)
where similar steps have been used as during the evaluation of the
case M = 2. By considering that evaluations for M > 3 will take
similar forms one sees that this result generalizes for any M such
that
pij =
λ(j)
∑Mk=1 λ
(k)
=
λ(j)
Λ
.
To sum up, once the event time t is decided, the corresponding event
channel j is found by simply drawing a random integer from the
interval [1, M], each with probability pij. Consequently, the event
takes place, the rates are updated accordingly and the process starts
over with t0 = t.
D.2 Inhomogeneous Poisson Processes
This section introduces Gillespie SSAs for processes associated with
time-varying rates. For all of those processes consider the initial time
to be t0 = 0.
D.2.1 A Single Event
As for the homogeneous case, consider a stochastic simulation algo-
rithm where again only a single event can take place, whereas now,
this event happens with a time-varying rate λ(t) and is therefore as-
sociated with an inhomogeneous Poisson process. The assumptions
made in Sec. D.1.1 have to be updated by replacing original assump-
tion 2 with
2. The probability of one event happening in the time interval [t, t+
dt] is λ(t)dt.
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Let P0|t+dtt denote the probability that no event has taken place within
this time interval such that the probability that no event has taken
place up to and including time t would be denoted as P0(t) = P0
∣∣∣t
0
.
According to assumptions 1 and 2, the probability that an event has
happened within the time interval [t, t + dt] is
P1
∣∣∣t+dt
t
= λ(t)dt,
such that the probability that no event has happened is
P0
∣∣∣t+dt
t
= 1− λ(t)dt.
The probability P0(t + dt) that no event has taken place up to time
t + dt is, again (by assumption 3)
P0(t + dt) = P0(t)× P0
∣∣∣t+dt
t
= P0(t)− P0(t)λ(t)dt
which evaluates to the differential equation
dP0
dt
= −λ(t)P0
with general solution
P[”no event happened”, t] = P0(t) = exp
[
−
∫ t
0
dτ λ(τ)
]
.
Consequently, the complementary probability that at least one event
has happened is given as
P[”at least one event happened”, t] = 1− P0(t)
= 1− exp
[
−
∫ t
0
dτ λ(τ)
]
(D.1)
≡ P(t)
with corresponding probability density for the time of the first event
happening
p(t) = ∂tP(t) = λ(t) exp
[
−
∫ t
0
dτ λ(τ)
]
.
Considering the variable
θ(t) =
t∫
0
dτ λ(τ) (D.2)
and comparing with Eq. (D.1) it becomes clear that θ is distributed
according to an exponential distribution with unit mean θ ∼ E(1).
Hence, to find the new time t, draw a random number θ and solve Eq.
(D.2) for t (this can be done numerically). Subsequently, let the event
take place, update the rate function λ(t) accordingly and repeat the
process with t0 = t.
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D.2.2 Multiple Events
Instead of one single event channel that can be triggered, in the fol-
lowing it is assumed that there’s M such events, each taking place
with time-varying rate λ(i)(t), where i ∈ [1, M].
Separate Evaluation
Again, since these processes are independent, one can compute a
single potential leap time t(i) for each of the processes by drawing M
exponentially distributed random numbers θ(i) ∼ E(1) and solving
Eq. (D.2) for t(i). Then, the process j where t(j) = min{t(i)} defines
the new time t → t(j) and the event which takes place is event j.
Consequently, let the event take place, evaluate the new rate func-
tions and start over with t = t0.
Joint Evaluation
Similarly as for the homogeneous event, instead of evaluating each
event channel on its own, one can evaluate the probability that none
of the event channels have yet fired, which is
P[”no event happened”, t] = P(1)0 (t)× · · · × P(M)0 (t)
=
M
∏
i=1
exp
(
−
∫ t
0
dτ λ(i)(τ)
)
= exp
(
−
∫ t
0
dτ
M
∑
i=1
λ(i)(τ)
)
= exp
(
−
∫ t
0
dτΛ(τ)
)
.
Consequently, the probability that at least one event has happened
up to time t is given as
P[”at least one event happened”, t] = 1− P[”no event happened”, t]
= 1− exp
(
−
∫ t
0
dτΛ(τ)
)
≡ PΛ(t).
Furthermore, the corresponding probability density for the time of
the first event happening is
pΛ(t) = ∂tPΛ(t) = Λ(t) exp
(
−
∫ t
0
dτΛ(τ)
)
.
Again, defining the variable
Θ =
t∫
0
dτ Λ(τ) (D.3)
the new time can be found by drawing a random variable Θ ∼ E(1)
and solving for t. Now, given the time of the event t, an event channel
to be triggered has to be chosen. The probability pij(t)× pΛdt that
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event j is the event which takes place (given that the time t which
was drawn from pΛ) is equal to the probability that t(j) = min{t(i)}
(the probability that the event of channel j happens first). For M = 2
this is given as
pi1(t)× pΛdt = P[t(1) = min{t(i)} and t(1) = t] = P[t(1) < t(2) and t(1) = t]
= dt p(1)(t)
∞∫
t
dt(2) p(2)(t(2))
= dt p(1)(t)
[
P(2)(∞)− P(2)(t)
]
= dt λ(1)(t) exp
[
−
∫ t
0
dτ λ(1)(τ)
]
×
× exp
[
−
∫ t
0
dτ λ(2)(τ)
]
= dt λ(1)(t) exp
[
−
∫ t
0
dτ
[
λ(1)(τ) + λ(2)(τ)
]]
.
Given Eq. (D.3) one finds
dΘ = Λ(t)dt
and thus
pi1(t(Θ)) exp(−Θ)dΘ = λ
(1)(t(Θ))
Λ(t(Θ))
exp(−Θ)dΘ.
Hence, given a random variable Θ ∼ E(1) and time t(Θ) as the (po-
tentially numerical) solution of Eq. (D.3), the time-dependent proba-
bility that channel j = 1 fired at this time is
pi1(t) =
λ(1)(t)
Λ(t)
.
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This result is generalizable to M > 2. To see why this is the case,
consider M = 3 where
pi1(t)× pΛdt = P[t(1) < t(2) and t(1) = t]× P[t(2) < t(3)]+
+ P[t(1) < t(3) and t(1) = t]× P[t(3) < t(2)]
= dt p(1)(t)
[ ∞∫
t
dt(2) p(2)(t(2))
∞∫
t(2)
dt(3) p(3)(t(3))+
+
∞∫
t
dt(3) p(3)(t(3))
∞∫
t(3)
dt(2) p(2)(t(2))
]
= dt p(1)(t)
[ ∞∫
t
dt(2) p(2)(t(2)) exp
[
−
∫ t(2)
0
dt λ(3)(t)
]
+
+
∞∫
t
dt(3) p(3)(t(3)) exp
[
−
∫ t(3)
0
dt λ(2)(t)
] ]
= dt p(1)(t)×
×
[ ∞∫
t
dτ λ(2)(τ) exp
[
−
∫ τ
0
dt′
(
λ(3)(t′) + λ(2)(t′)
)]
+
+
∞∫
t
dτ λ(3)(τ) exp
[
−
∫ τ
0
dt′
(
λ(3)(t′) + λ(2)(t′)
)] ]
= dt p(1)(t) exp
(
−
∫ t
0
dτ
(
λ(3)(τ) + λ(2)(τ)
))
= dt λ(1)(t) exp
[
−
∫ t
0
dτ λ(1)(τ)
]
×
× exp
[
−
∫ t
0
dτ
(
λ(3)(τ) + λ(2)(τ)
)]
= dt
(
λ(1)(t)
Λ(t)
)
Λ(t) exp
− t∫
0
dτ Λ(τ)
 .
With increasing M one can see that the equations will take forms sim-
ilar to the ones above such that one can apply recursive solutions and
end with the same general equation. Hence, with Λ(t) = ∑Mi=1 λi(t)
and Eq. (D.3) one finds, again,
pij(t) =
λ(j)(t)
Λ(t)
. (D.4)
Consequently, after finding the time leap t, choose a random integer
j from the interval [1, M] with corresponding probability pij(t).
D.2.3 Application to Locally Constant Rates
A special case of an inhomogeneous Poisson process is one where
event rates are time-varying but locally constant functions such that
λ(i)(t) = λ(i)n , t ∈ [tn, tn+1), and
Λ(t) = Λn, t ∈ [tn, tn+1),
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which is the case when the rates depend on changes of discrete vari-
ables such as contacts in time-varying networks or when using zero
order approximations of continuous functions. Then, the integral
Eq. (D.3) is exactly solvable. Considering that the process starts at
time t0, define Θ0 = 0. Draw a random number Θ˜ ∼ E(1). Now,
iteratively solve the integral as
Θn+1 = Θn +Λn(tn+1 − tn)
until Θ˜ ≤ Θn+1. The time t corresponding to Θ˜ consequently lies
within the time interval (tn, tn+1]. Find the exact time of the event by
solving the linear solution of this part of the integral such that
t = tn +
Θ˜−Θn
Λn
.
Subsequently, choose an event channel by drawing a random integer
j from the interval [1, M], each with probability pij = λ
(j)
n /Λn, let
the event take place, evaluate the new intervals [tn, tn+1), the corre-
sponding rates λn, and start over with t0 = t.

E
SIS-Simulations on Temporal Net-
works
E.1 Finite Infection Rates
Simulations of the SIS model on both the Flockwork model as well
as the edge activity model were performed in the following way. The
time scale was fixed using the active reconnection rate α = 1 and the
number of nodes was chosen as N = 104. The control parameters c0,
k0 and R0 were varied.
In order to choose k0, the reconnection probability P was chosen as
P ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 0.95}, then k0 was calculated
exactly from Eq. (7.6) for the Flockwork model. The correspond-
ing parameter value for the edge activity model was consequently
given as p = k0/(N − 1). For c0, the recovery rate ρ was given as
ρ ∈ {0.01, 0.1, 0.5, 1, 2, 5, 10} (in units of α = 1). From k0 and α = 1,
the Flockwork event rate γ = α/P was calculated such that simula-
tions can be performed using the γ-P-formulation of the model. The
corresponding parameter of link decay rate ω− for the edge activ-
ity model was subsequently calculated using Eq. (7.13). Finally, the
basic reproduction number was varied as R0 ∈ [100.5, 102] with 30
values evenly sized in logarithmic scale with base 10.
For each combination of those parameters, 40 simulations were
perfomed for both the Flockwork model and the edge activity model
to find the ratio I?.
Concerning the Flockwork model, for each of those simulations,
one Flockwork equilibrium configuration was sampled to be used
as an initial configuration at t = 0 using Alg. 1 with the options
“Poisson distribution” and “shuffled group sizes”. Then, 100 nodes
were randomly chosen to be infected initially. Subsequently, a homo-
geneous joint Gillespie-simulation was performed with Flockwork
event rate γ, infection rate per SI-contact η and recovery rate per
infected ρ.
Considering the edge activity model, for each of those simulations
of any control parameter combination, one equilibrium configuration
was chosen as a sample from the Erdo˝s–Rényi model with N nodes
and connection probability p = k0/(N − 1). Then, 100 nodes were
randomly chosen to be infected initially. Subsequently, a homoge-
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Table E.1: Chosen values of the equili-
bration time teq for SIS simulations on
both the Flockwork model as well as the
edge activity model.
recovery rate ρ [α] repr. number R0 eq. time teq [(Nα)−1]
< 0.1 ≥ 20 100
10 ≤ R0 < 20 170
6 ≤ R0 < 10 280
4 ≤ R0 < 6 400
2.6 ≤ R0 < 4 590
1.89 ≤ R0 < 2.6 1000
1.36 ≤ R0 < 1.89 2000
R0 < 1.36 4000
≥ 0.1 ≥ 6 40
4 ≤ R0 < 6 100
1.5 ≤ R0 < 4 140
1 ≤ R0 < 1.5 180 (if k0 ≥ 1)
500 (if k0 < 1)
R0 < 1 500
neous joint Gillespie-simulation was performed with global link de-
cay rate ω−, link creation rate ω+ = ω−p/(1− p), infection rate per
SI-contact η and recovery rate per infected ρ.
Each system was equilibrated until a time t = teq which is given
in Tab. E.1. Afterwards, the measurement phase of the simulation
was performed until t = teq + 200(Nα)−1, sampling the value of
I?(t) and R0(t) = 〈k〉 (t)η/ρ after each ∆t = (Nα)−1. Consequently,
I?was calculated as an average over those 201 recorded values, as
well as the corresponding value R0 to account for possibly large
fluctuations in the network structure during simulation. However,
if the simulation ended with I? = 0 at any time between t = 0 and
t = teq + 200(Nα)−1 then the average was not built over the val-
ues collected during the measurement. Instead, the simulation was
counted as resulting in I? = 0. For the edge activity model, simu-
lations for k0 = k0(P = 0.95) and c0 = 100 were omitted because of
the extensive runtime of the simulations.
E.2 Infinite Infection Rate
In order to test the validity of Eq. (8.4), concurrent Flockwork/SIS-
simulations have been performed using Gillespie’s stochastic simu-
lation algorithm. To this end, the number of nodes was chosen to
be N = 100 and the contact-renewal number was varied as c0 ∈
{1/8, 1/4, 1/2, 1, 2, 4, 8}. The structural control parameter was cho-
sen as P ∈ {0.1, 0.3, 0.6, 0.9}, corresponding to k0 ∈ {0.11, 0.43, 1.5, 9}.
Then, the system was initiated with group size distribution ng(0) =
(N, 0, . . . , 0) and infected group size distribution Ig(0) = (N, 0, . . . , 0),
meaning that at the beginning of the simulation the whole system
was set to only consist of single disconnected nodes, all of which
were infected. The timescale was fixed using α = 1 per node and
an infection rate was chosen as η = 109α (approaching the infinite
limit). Then, for each of those parameter combinations, 100 inde-
pendent simulations have been run until T = 3/(Nα). Likewise,
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Figure E.1: Number I? of infected for
an infinitely infectious SIS process on
the Flockwork model. Here, a system of
N = 100 nodes was analyzed with con-
stant active reconnection rate α, varying
reconnection probability P = α/(α +
β) and varying contact-renewal number
c0 = α/ρ. Shown are simulation results,
means over simulation results, and the
numerically found solution of Eqs. (7.1)
and (8.4).
Eqs. (7.1) and Eqs. (8.4) have been integrated using a fourth-order
Runge-Kutta integrator with step-size control. The results are pre-
sented in Fig. E.1. In general, the evolution functions obtained by
integration are in agreement with the averages of the simulation re-
sults for all parameter values. For all larger mean degrees (k0 > 1)
as well as larger contact-renewal numbers (c0 > 1/4) the processes
seem to approach endemic equilibrium states which are I? < N.
This will be further discussed in a separate analysis below. The func-
tions show a behavior of initially falling number of infected over time
with a subsequent phase of increasing number of infected for ensem-
bles of higher mean degrees. This effect is caused by single infected
nodes which initially recover but are then re-infected by new groups
which are being formed. A further analysis showed that the same
equilibrium states seem to be approached when the initial condition
was set to be a complete graph of all infected nodes. Decreasing
the total number of nodes does not seem to produce erroneous re-
sult either. However, Eqs. (8.4) yield wrongful results for a small
number of nodes N . 20 when beginning with mixed initial con-
ditions, e.g. a single lonely infected node. In this case correlations
between the number of infected groups are becoming too high. In
any case, the aim of this section is to find equilibrium numbers of
infected. Using two different extreme initial conditions it was found
that this is indeed possible by integrating Eqs. (8.4). Therefore, they
can be used to find the endemic and disease-free states in the case of
infinite infectiousness in Sec. 8.2.4.
E.3 Fitting Epidemic Response Curves
In Sec. 8.2.3, the hypothesis was made that the epidemic response
curves obtained via Gillespie simulations follow a general law given
by Eq. (8.2). In a second, more rigorous check for goodness of fit, the
normalized residuals
r(R0) =
1
Std[i?](R0)
[
A− B
(R0 − D)C − i
?
sim(R0)
]
(E.1)
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Figure E.2: Normalized residuals of the
fits to the SIS simulation data on the
Flockwork model in Sec. 8.2.3. Solid
green lines represent the normal dis-
tribution N (0, 1) and grey boxes are
the histogram of the residuals as per
Eq. (E.1). Note that here, 〈c〉 ≡ c0 and
〈k〉 ≡ k0.
were analyzed. For a successful fit, the residuals should follow a
Gaussian distribution of zero mean and unit standard deviation[141].
These comparisons are shown in Fig. E.2 for the Flockwork model
and in Fig. E.3 for the edge activity model. The law Eq. (8.2) often
overfits the simulation data often but does not significantly underfit.
More simulation results would be necessary to make proper statis-
tically sound statements about the validity of Eq. (8.2). However,
the purpose of the law is to find the epidemic threshold which ap-
pears to be estimated sufficiently well by Eq. (8.3) when compared
to the simulation results. In order to test the influence of overfitting,
each law of a subset of the parameters A, B, C, and D was tested
as a model for the simulation data (with corresponding fixed mean-
field values ) and the best model was chosen to obtain the epidemic
threshold.1 Since these evaluations did not yield results significantly1 Here, “best model” refers to the model
with minimal Kolmogorov-Smirnov-
distance between residual distribution
and normal distribution as suggested in
[141].
different from using the full model, the full four-parameter model
will be used.
E.4 Simulations on Real-World Data
E.4.1 Methods
After careful evaluations of single infection trajectories, an equilibra-
tion time of teq = 700 d was chosen for all Gillespie simulations and
Markov-chain integration. Longer equilibration times were tested,
especially for low basic reproduction numbers, but were found to not
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Figure E.3: Normalizedresiduals of the
fits to the SIS simulation data on the
edge activity model in Sec. 8.2.3. Solid
green lines represent the normal dis-
tribution N (0, 1) and grey boxes are
the histogram of the residuals as per
Eq. (E.1). Note that here, 〈c〉 ≡ c0 and
〈k〉 ≡ k0.
change the response curves. If not indicated otherwise, the subse-
quent measurement period was chosen as tmeas = 70 d with samples
of the total number of inftected nodes taken every hour. The basic
reproduction number was varied between 10−0.5 ≤ R0 ≤ 101.5 with
49 logarithmically spaced steps. While Nmeas = 100 independent
simulations where performed with the Gillespie method for each
parameter combination, a single integration of the Markov-chain
approximation equations Eq. (3.26) was performed with ∆tDTUmax =
5 min, ∆tHT09max = ∆tHS13max = 20 s. Sample curves with smaller val-
ues of ∆tmax yielded the same results and hence the computation-
ally cheaper value was chosen. Note that instead of discrete infec-
tion states, The Markov-integration yields the probability 〈iu〉 (t) of
a node u to be infected such that I(t) = ∑Nu=1 〈iu〉 (t) is the average
total number of infected. The integration was stopped if I(t) ≤ 10−6
at which I? = 0 was assumed, or if t = teq + tmeas after which i? was
evaluated using Eq. (8.6).
To simulate on static averaged networks, the Gillespie simulation
algorithm introduced in Sec. 3.2.3 is adapted to work on symmetric,
weighted networks with entries wuv = wvu and wuv ∈ [0, 1] where
wuv = 0 means that nodes u and v never have contact and wuv = 1
means that nodes u and v are always connected. The total event rate
of the Gillespie simulation is then given as
Λ(t0) = ρ
N
∑
u=1
iu(t0) + η
N
∑
u=1
N
∑
v=1
iu(t0)[1− iv(t0)]wuv
where here, iu = 1 if node u is infected and iu = 0 if not. In case
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a recovery event is evaluated to happen, an infected node will be
chosen randomly from the set of infected nodes and recovers. If an
infection event is chosen, each susceptible node is associated with
a force of infection acting on it, given as fv = (1− iv)∑Nu=1 iuwuv.
Consequently, the node v to be infected is chosen randomly with
probability pi(v) = fv
/
∑Nu=1 fu from the set of all susceptible nodes.
E.4.2 Circadian Influence Analysis
In order to compare the influence of circadian activity on epidemic
response curves, additional Gillespie simulations with Nmeas = 1000
were performed and the endemic state was evaluated when at least
n = 10 of those simulations did not end in the absorbing state. As
substrates, all three real-world data sets DTU, HT09, and HS13 were
used as well as their corresponding Flockwork surrogates. The re-
sults for the real-world data sets are shown in Fig. E.4 and Fig. E.5,
while the results for the FW data sets are presented in Fig. E.6 and
Fig. E.7.
E.5 SIS-Model on a Pair
In [45], the exact temporal evolution of an SIS process on a single
pair •−• was derived. Their results show that the total number of
infected approaches zero in equilibrium. They further evaluated a
lower bound of an epidemic threshold, which is puzzling because
there is no epidemic threshold in the classical sense: on a finite net-
work, the absorbing state is always reached [142]. In order to illus-
trate problems with the individual-based Markov-chain approxima-
tion, an adapted SIS-model is evaluated in the following.
E.5.1 The ε-SIS-Model and the MCA
The ε-SIS-model is an adaption of the SIS-model in which a third
reaction equation is added
S ε−→ I,
which describes events where a susceptible node is spontaneously
infected by itself [142], modeling a constant influx of the disease. As
will be shown in the next section, the constant influx allows for an
endemic stationary state to establish.
The individual-based Markov-chain approximation for a single
pair of nodes reads
∂t 〈i1〉 = ε(1− 〈i1〉)− ρ 〈i1〉+ η(1− 〈i1〉) 〈i1〉 (E.2)
∂t 〈i2〉 = ε(1− 〈i2〉)− ρ 〈i2〉+ η(1− 〈i2〉) 〈i2〉 .
Hence, the Jacobian matrix in the stable state 〈i1〉 = 〈i2〉 = 0 has
maximum eigenvalue jmax = η − ε − ρ. With the definitions intro-
duced above and noticing that the epidemic threshold is located at
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Figure E.4: The influence of circadian
activity on epidemic response curves
and epidemic thresholds, as a compar-
ison between Gillespie simulations and
the individual-based Markov-chain ap-
proximation. Since the networks inves-
tigated here become sparse and slowly
varying at night (or during the week-
end), the endemic state potentially de-
creases strongly during those times.
Solid lines and markers represent the
average endemic state Eq. (8.6) and grey
bands mark the extent of their variation
in the . When the minimal number of
infected i?min (lower dashed lines) ap-
proaches i?min = 0, the disease becomes
unsustainable and dies out. The aver-
age endemic state is potentially much
larger than the minimal endemic state
and therefore, sudden jumps in the or-
der parameter i? occur.
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Figure E.5: Enlarged illustration of
the influence of circadian activity on
epidemic thresholds, as a compari-
son between Gillespie simulations and
the individual-based Markov-chain ap-
proximation. The average minimal
number of infected during an obser-
vation period is a more reliable or-
der parameter to obtain the epidemic
threshold. The Markov-chain approxi-
mation method gives increasingly dif-
fering predictions with increasing re-
covery rate ρ. (a) DTU, (b) HT09, (c)
HS13.
sis-simulations on temporal networks 275
Figure E.6: The influence of circadian
activity on epidemic response curves
and epidemic thresholds, as a compar-
ison between Gillespie simulations and
the individual-based Markov-chain ap-
proximation. Since the networks inves-
tigated here become sparse and slowly
varying at night (or during the week-
end), the endemic state potentially de-
creases strongly during those times.
Solid lines and markers represent the
average endemic state Eq. (8.6) and grey
bands mark the extent of their variation
in the . When the minimal number of
infected i?min (lower dashed lines) ap-
proaches i?min = 0, the disease becomes
unsustainable and dies out. The aver-
age endemic state is potentially much
larger than the minimal endemic state
and therefore, sudden jumps in the or-
der parameter i? occur.
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Figure E.7: Enlarged illustration of
the influence of circadian activity on
epidemic thresholds, as a compari-
son between Gillespie simulations and
the individual-based Markov-chain ap-
proximation. The average minimal
number of infected during an obser-
vation period is a more reliable or-
der parameter to obtain the epidemic
threshold. The Markov-chain approxi-
mation method gives increasingly dif-
fering predictions with increasing re-
covery rate ρ. (a) DTU Flockwork sur-
rogate (FW surr.), (b) HT09 FW surr., (c)
HS13 FW surr.
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Figure E.8: The ε-SIS model on a single
pair (complete network of N = 2).
jmax = 0, one finds it as
R0 = 1+ Re. (E.3)
Solving Eqs. (E.2) for the non-zero stationary state yields
〈i1〉 = 〈i2〉 = R0 +
√
(1− R0 + Rε)2 + 4R0Rε − Rε − 1
2R0
.
The approximation made to obtain Eqs. (E.2) is that the normed co-
variance vanishes as $[i1, i2] = 0, such that
〈i1i2〉(MCA) = 〈i1〉 〈i2〉 .
E.5.2 Exact Evaluation
In a network consisting of a single pair, the two nodes can be in four
states: none is infected (0), the first node is infected and the second
node is healthy (1), the second node is infected and the first node
is healthy (2), and both nodes are infected (3) (see Fig. E.8). Let wj
denote the probability that the system is in state j. The equations of
evolution are given as
∂tw =W ·w (E.4)
with
W =

−2ε ρ ρ 0
ε −ρ− η − ε 0 ρ
ε 0 −ρ− η − ε ρ
0 η + ε η + ε −2ρ
 .
Lets denote the basic reproduction number R0 = η/ρ and the spon-
taneous infection number Rε = ε/ρ. The stationary state is found
with ∂tw? = 0 which means it is given by the eigenvector of W
corresponding to the eigenvalue ω = 0, such that
w? = C

(Rε(Rε + R0))−1
(Rε + R0)−1
(Rε + R0)−1
1
 (E.5)
C =
(
1+
2
Rε + R0
+
1
Rε(Rε + R0)
)−1
.
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where C is a normalization constant such that w? is a proper prob-
ability vector summing to ∑3j=0 w
?
j = 1. Note that the ?-superscript
will be omitted in the following. The total number of infected in
equilibrium is given as
〈I〉 = (w1 + w2) + 2w3
= 2C
(
1+
1
Rε + R0
)
.
The probability that a node is infected is
〈i1〉 = w1 + w3
〈i2〉 = w2 + w3 = 〈i1〉
and the probability that both nodes are infected is given as
〈i1i2〉 = w3.
Hence, one finds the normed covariance
$[i1, i2] =
〈i1i2〉 − 〈i1〉 〈i2〉
〈i1〉 〈i2〉
=
R0
Rε(1+ R0 + Rε)2
> 0. (E.6)
A comparison with the MCA assumption $[i1, i2] = 0 shows that the
assumption is not justified.
E.5.3 Epidemic Threshold
Note that only in the limit ε → 0 the ε-SIS-model becomes equal
to the original SIS-model, which poses the following problem. Tak-
ing the limit ε → 0 makes the disease-free state an absorbing state.
Therefore, for any R0, the single stationary state becomes equal to
w?0 = 1 and w
?
j>0 = 0. It was shown in [142] that this is the case
for any finite network: Only in thermodynamic equilibrium N → ∞
there is non-zero probability to not be absorbed by the disease-free
state. Essentially, this means that there is no epidemic threshold.
However, this is only true for the strict definition of the epidemic
threshold, which requires a non-linear system and that for values be-
low the threshold, only the disease-free state exists, whereas above
the threshold, two states exist: the endemic state and the absorbing
disease-free state. In the following, two alternatives are proposed to
find “an” epidemic threshold in a network of finite size.
On a Single Pair
In non-linear dynamics, an equilibrium is considered unstable if a
small perturbation drives the system away from this equilibrium.
Here, the “perturbation” will be a single infected. Using Eq. (E.4)
and noting that the expected number of infected is given as 〈I〉 =
w1 +w2 + 2w3, the temporal evolution of the total number of infected
is
∂t 〈I〉 = 2εw0 − ρ(w1 + w2 + 2w3) + (η + ε)(w1 + w2).
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When a single node is infected, the states (0) and (3) are unoccupied,
such that w0 = w3 = 0 and w1 + w2 = 1. Then,
∂t 〈I〉 = η − ρ− ε.
When this equation becomes positive, it means that the number of
infected will grow, while for negative values, it will decay to a state
of 〈I〉 < 1 which means that the disease is not self-sustainable. The
epidemic threshold is consequently found by setting ∂t 〈I〉 = 0. In-
troducing the basic reproduction number R0 = η/ρ and the sponta-
neous infection number Rε = ε/ρ yields
R0 = 1+ Rε,
which, surprisingly, is equal to the result of the MCA while the epi-
demic response curves completely differ.
The problem of the SIS-model always reaching the absorbing state
is well-known and problematic for e.g. numerical simulations. To
overcome this, an approach to compute the metastable (or quasi-
stationary) state analytically is presented in the following.
One may assume that before being absorbed into the disease-free
state, a metastable state is reached from which there is constant flux
of probability into the disease-free state. The assumption is that the
probability to find j infected nodes at time t is approximately
pij(t) ≈
[
1− pi0(t)
]
piQj
where piQj is the quasi-stationary probability that j nodes are infected
and pi0(t) is the probability that the system is in the disease-free state
at time t. The probability piQj is only defined for j ≥ 1. In the ε-SIS-
model on a pair, the quasi-stationary state is exact and given by the
entries w>0 in Eq. (E.5). Aggregating the states (1) and (2) yields the
entries
piQ1 ∝ 2(Rε + R0)
−1
piQ2 ∝ 1.
Further setting R ≡ Rε + R0 and renormalizing for the domain j ≥ 1
one finds the quasi-stationary state
piQ1 =
2
R + 2
piQ2 =
R
R + 2
with expected number of infected
〈I〉Q = piQ1 + 2piQ2
= 2
R + 1
R + 2
and variance
Var [I]Q =
2R
(2+ R)2
.
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Phenomenologically, these results should be equal to values found
numerically when simulating with the quasi-stationary state algo-
rithm [117] which similarly only samples from all states which are
not the absorbing one. The results above come with a welcome con-
venience: when taking the limit ε → 0, no divergencies arise and
therefore the results should be correct for the original SIS-model.
One way to find epidemic thresholds from simulation data is to
search for maxima in the noise. At a phase transition in finite sys-
tems, fluctuations in the order parameter are maximal (as opposed to
diverging as they would in thermodynamic equilibrium). Typically,
fluctuations are measured in two ways for SIS simulations, which are
(a) the variance and (b) the variability/susceptibility
χ =
Var [I]
〈I〉 .
Here, an additional measure for fluctuations will investigated, the (c)
squared coefficient of variation
CV[I]2 =
Var [I]
〈I〉2 .
For all three measures, the maximum is easily found by differentia-
tion:
RVar = 2
Rχ =
√
2
RCV = 1.
Comparing with the results of the ODE analysis and the MCA, the
closest consistent result is the one obtained from maximum in the
coefficient of variation where
R0 = 1− Rε.
One may further compute the expected node status and correlation
as
〈i1〉Q = R + 1R + 2
〈i1i2〉Q = RR + 2
such that even in the quasi-stationary state of the original SIS-model,
one finds non-zero normalized covariance
$[i1, i2]Q = − 1(R + 1)2 .
On Complete Networks
The stationary state of the ε-SIS system on any N-sized complete
network was derived in [142] to be
pij>0 = pi0
(
N
j
)
Rε
(
R0
N − 1
)j−1 Γ(Rε(N − 1)/R0 + j)
Γ(Rε(N − 1)/R0 + 1) .
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where Rε = ε/ρ and R0 = η(N− 1)/ρ. Therefore, the quasi–stationary
state scales as
piQj ∝
(
N
j
)(
R0
N − 1
)j−1
Γ(Rε(N − 1)/R0 + j).
After taking the limit ε→ 0, it is found as
piQj = C
N!
(N − j)!
1
j
(
R0
N − 1
)j−1
C =
N
∑
j=1
N!
(N − j)!
1
j
(
R0
N − 1
)j−1
.
From which all other observables can be found analogously to the
pair network. Using
(
N
j
)
≈ N jj! for j  N, one further sees that
at R0 = 1, the probability to be in a state of j infected is
piQj (R0 = 1) ∝
1
j
which suggests that R0 = 1 is the epidemic threshold for N  1,
since at phase transitions, the order parameter is distributed accord-
ing to a power-law.

F
Rate and State-Space Trajectory In-
ference from Real Data
In Sec. 7.2, a method to infer the state-space trajectory of time-varying
rate Flockwork simulations is introduced and applied to both artifi-
cial Flockworks and real-world data. The full analyses for increasing
∆t are shown in the following.
Figure F.1: Inference of the (α, k0)-
state-space trajectory from a single
Flockwork simulation as described in
Sec. C.4 for increasing inference param-
eter ∆t.
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Figure F.2: Inference of the recon-
nection rates α and β from a single
Flockwork simulation as described in
Sec. C.4 for increasing inference param-
eter ∆t.
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Figure F.3: Inference of the reconnec-
tion rate α from the DTU data for in-
creasing inference parameter ∆t.
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Figure F.4: Inference of the expected
mean degree k0 from the DTU data for
increasing inference parameter ∆t and
comparison to the actual mean degree
〈k〉 (t).
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Figure F.5: Inferred trajectory in the
(α, k0)-plane from the DTU data for in-
creasing inference parameter ∆t
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Figure F.6: Inference of the reconnec-
tion rate α from the HT09 data for in-
creasing inference parameter ∆t.
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Figure F.7: Inference of the expected
mean degree k0 from the HT09 data for
increasing inference parameter ∆t and
comparison to the actual mean degree
〈k〉 (t).
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Figure F.8: Inferred trajectory in the
(α, k0)-plane from the HT09 data for in-
creasing inference parameter ∆t
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Figure F.9: Inference of the reconnec-
tion rate α from the HS13 data for in-
creasing inference parameter ∆t.
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Figure F.10: Inference of the expected
mean degree k0 from the HS13 data for
increasing inference parameter ∆t and
comparison to the actual mean degree
〈k〉 (t).
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Figure F.11: Inferred trajectory in the
(α, k0)-plane from the HS13 data for in-
creasing inference parameter ∆t
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