This work addressed the problem of dimensionality reduction in the drug dissolution profile prediction task. The learning problem is assumed as a multi-output learning task, since dissolution profiles are recorded in nonuniform sampling times, which avoid the use of basic function-on-scalar regression approaches. Ensemblebased tree methods are used for prediction, and also for the selection of the most relevant features, because they are able to deal with high dimensional feature spaces, when the number of training samples is small. All the drugs considered corresponds to rapid release solid oral pharmaceutical forms. Six different feature selection schemes were tested, including sequential feature selection and genetic algorithms, along with a feature scoring procedure, which was proposed in order to get a consensus about the best subset of variables. The performance was evaluated in terms of the similitude factor used in the drug industry for dissolution profile comparison. The feature selection methods were able to reduce the dimensionality of the feature space in 79.2%, without loss in the performance of the prediction system. The results confirm that in the dissolution profile prediction problem, especially for different solid oral pharmaceutical forms, variables from different components and phases of the drug development must be considered.
INTRODUCTION
The development of solid oral pharmaceutical forms (SOPFs) must satisfy several requirements from technical, scientific and legal statements. Usually, the whole development process is performed by adjusting the design in the laboratory between the formulation stage, and the verification of complying industrial manufacturing scaling standards (Gibson, 2005) (Moon, 2011) . One of the more important technical requirements for SOPFs, is to assure that the product has an appropriate biopharmaceutical behavior (BPB), which includes the estimated time of effect or duration, among other important clinic pharmaceutical properties (Shargel et al., 2007) . A key element of the BPB evaluation is the reconstruction of a time curve known as dissolution profile (DP), which provides the dissolution percentages of the drugs' active ingredient (AI) through time (Shargel et al., 2007) .
In the generic pharmaceutical industry, the development of SOPFs according to a Quality by Design approach, must additionally satisfy a pharmacokinetic-based measure known as Bioequivalence, which is a comparison between the DPs of the generic drug and the reference product. The Bioequivalence lets generic laboratories to demonstrate that their products are statistically similar in terms of both, BPB and therapeutic properties, to those of the reference drugs (Shargel et al., 2007) . However, the main drawback to get this objective, is the fact that the DPs follow a no lineal behavior influenced by a large number of variables including physical and chemical properties of the excipients and AIs, the interactions that could occur between them, their respective proportion in the formula, the manufacture parameters, the parameters of the dissolution test, among others (Dokoumetzidis and Mahceras, 2006) (Ghayas et al., 2013) . Therefore, the task of obtaining a desired DP sometimes becomes in the bottleneck of the generic SOPFs design. Moreover, since the lack of better techniques or optimization methods, the process of getting a desired DP is approached by a "trial and error" guided formulation design, supported exclusively by the experience, expertise and knowledge of drug development scientists (Aguilar, 2013) .
In the last fifteen years, many efforts have been made in order to develop computational methods that can provide a tool for the prediction/simulation of DPs. Mechanistic and data-driven (phenomenological) models have been used for this purpose (Siepmann and Siepmann, 2013) (Mendyk et al., 2015) . Mechanistic approaches are a more elegant and accurate way to model the dynamic interaction among the variables. However, they include many parameters that are difficult to estimate and require a deep understanding of every law governing the interaction among all the variables involved in the dissolution process, and much of them are still unknown (Aguilar, 2013) . On the other hand, computational intelligence methods, and more specifically machine learning (ML) techniques, are able to generate models trough a data-driven paradigm, with the advantage that no a priori knowledge about the interactions among the variables is required (Ibrić et al., 2012) . Most of the ML-based approaches for DP prediction focus their analysis in the use of Artificial Neural Networks (ANN) with different topologies. e.g., in (Shao et al., 2007) a comparison between neurofuzzy logic and a basic ID3 decision tree approaches is presented. A total of 14 variables were included (4 formulation variables, 2 process variables, and 8 tablet properties). No information about the number of AIs included in the experiments is given by the authors. The paper concluded that both models are able to provide useful knowledge about the cause-effect relationships among the variables and the quality of the product. In another case study (Ibrić et al., 2012) , a review of the application of ANNs in the formulation and evaluation of modified release dosage forms is presented. Multi-layer perceptron and Elman neural networks are the most employed methods according to the revision. In all the cases cited, the models are used to predict DPs in highly controlled environments, i.e. the data contain only one AI and few design variables, specially features related to formula composition. A more recent approach presented in (Mendyk et al., 2015) , compares the performance of ANN and Genetic Programming (GP) in the modeling of drug dissolution from the dosage form. The data set contained results of dissolution tests carried out for 5 various formulations of lipid extrudates. Only two variables were included in the analysis. The authors found GP to be the most robust model for DP prediction.
Bearing this in mind, the main limitation of the computer-aided dissolution profiles prediction systems, to become in useful tools that really support the design of a wider kind of SOPFs, is that they often focus on specific dissolution phenomena, including very scarce features and trained using data from only one or maximum three different AIs. Therefore, they serve limited purpose and their use in real development environments could be considered narrow.
Building a ML-based tool able to simulate DPs of different SOPFs, requires to consider a larger number of variables involved in the dissolution process, because the dynamic response (DP) of some drugs can drastically change by variations in features that does not affect other kind of drugs. Nevertheless, by increasing the number of variables to be considered by complex data-driven models (such as ANN, whose parameters increase exponentially with respect to the number of variables), the model trained can likely be affected by the curse of dimensionality, and overfits to the training data.
From an statistical point of view, the prediction of a DP from a set of formulation variables, corresponds to a functional regression problem known as Function-on-Scalar Regression (FoSR) (Reiss et al., 2010) , i.e., a regression problem where the responses are functions and the predictors are scalars. In order to overcome the curse of dimensionality in the DP prediction problem, a method for dimensionality reduction on FoSR is required; however this is an almost unexplored field in the state of the art, especially for cases where the sampling times are not uniform among the samples, which is precisely the case of DPs, since the sampling times typically used in the dissolution tests, are not uniform trough time and depend on the duration or desired effect of the specific drug being designed.
Bearing this in mind, an alternative way to address the DP prediction problem, is to use a multioutput ML-based approach, where the different variables involved in the drug design and test, along with the target dissolution times are used as inputs, and the percentages of dissolution for the same target times are considered as outputs. This alternative is suggested in (Contia and O'Hagan, 2010) for complex non-uniform sampled dynamic models. Such a model can be used as a wrapper criterion for feature selection techniques, in order to reduce the number of variables analyzed, avoid the overfitting of the prediction model, and select the most relevant features for the DP prediction problem.
In this sense, the present work explores the use of heuristic-based methods, in order to address the dimensionality reduction in the SOPFs' DP prediction problem. All the drugs considered correspond to rapid release SOPFs, which have similar pharmacokinetics and are the most frequently type of SOPFs produced by the pharmaceutical industry, specially by generic laboratories (Shargel et al., 2007) (Qiu and Zhou, 2011) . The feature selection process evaluates 6 methods based on sequential feature selection and genetic algorithms, coupled with two supervised techniques, multi-output bagging of trees (BT) and extremely randomized trees (ERT). Additionally, BT and ERT are used themselves as feature selection technique. In previous experiments, ANN and multioutput support vector regressors were also evaluated, but tree-based ensemble methods achieved better performance. In order to follow a multi-output approach, all the DPs were restricted to have the same number of sampling times.
The rest of the paper is organized as follows: section 2 presents the set of variables included, the regression models and the feature selection techniques employed. Section 3, describe the dataset and the validation methodology. Section 4 presents the results obtained and finally section 5 includes some conclusions.
METHODS

Variables Definition
A set of 168 variables were included for the study. They were added for reasons of theoretical relevance and availability. The input variables were classified into 8 different groups, each one considered to be essential in SOPFs' DPs analytics: 1. Galenic features (number of initial features = 88):
Features Associated with drug design and formula composition (e.g. %AI, and one hot encoding vector codifying the presence of a specific excipient, etc.) 2. Pharmacotecnic features (number of initial features = 11): Corresponding to variables, conditions and parameters related to the manufacturing process and drug development equipment (e. The output or dependent variables correspond to the dissolution percentage for every sampling time.
Prediction Models
Two different classification models were used in this work for DP prediction. In first place a multi-output bagging of Trees (BT) was used as predictor. This corresponds to a set of decision trees estimated on bootstrap samples extracted from the training data.
Ensemble methods have demonstrated to reach comparable performance to complex parametric and kernel based methods. Moreover, in this study they were selected after a set of experiments where the performance of BT was compared to ANN and multioutput support vector regressors. For the dataset used in this work, ensemble-based tree methods provided the best results. This behavior could be explained because ANN and SVR require a larger number of samples to get a successful training phase, especially in high dimensional feature spaces.
Additionally, a more computational efficient treebased ensemble method was also used. Extremely Randomized Trees (ERT) (Geurts et al., 2006) are a class of tree-based ensemble methods, where for each decision node, a random subset of candidate features is used (instead of the whole set), and thresholds are drawn also at random for each candidate feature. The best of these randomly-generated thresholds is picked as the splitting rule. ERT provides a similar performance than Random Forest, but they are computationally more efficient (Geurts et al., 2006) , which is a desirable property especially when the methods are going to be used as criterion for feature selection algorithms.
In all the cases, the models were fed with the variables involved in the drug design and test, along with the target dissolution times, and they were asked to produce the corresponding dissolution percentage per every of the input times. Since the learning strategy corresponds to a multi-ouput learning paradigm, all the samples were restricted to have a constant number of times. As it as pointed before, in this work the number of times was fixed to 3, since according to the methodology for dissolution test (FDA, 1997), a DP must be evaluated with minimum 3 sampling times.
Feature Selection
Two Feature Selection Techniques (FSTs) were evaluated using wrapper methods as selection criteria. Sequential Forward Selection (SFS) and Genetic Algorithm (GA), were used as search algorithms.
• SFS is a bottom-up selection method which build up a set of p features incrementally, starting with the empty set and adding new features to the feature set one at a time, until the final set is reached (Webb, 2003) . Suppose that during the iteration t, p 1 features have been included into the selected set of features X . For each of the features ν j not yet selected, the criterion function J j = J(X + ν j ) is evaluated. The feature that yields the maximum value of J j is chosen as the one that is added to the set X . When the best improvement makes the feature set worse, or when the maximum allowable number of features is reached, the algorithm terminates (Webb, 2003 ).
• GAs are heuristic optimization and search techniques inspired by principles of genetics and the natural selection process. A GA allows a population composed of many individuals to evolve under specific selection rules to a state that maximizes the "fitness" (criterion function) (Haupt and Haupt, 2004) . In this work, a binary GA was used, where each individual (a candidate subset of features), was represented as a vector of binaryvalued components of length equal to the total number of features. A '1' value in the j-th position of one individual means that the j-th feature is included in the candidate subset represented by such an individual, otherwise such features is not included. After convergence, the GA provides a solution for the optimization problem, which in this case corresponds to the final subset of selected features.
The criterion used for SFS and GA corresponds to a wrapper method based on the two ensemble-based trees learning algorithms described before (multioutput ERT and BT). Additionally, ERT and BT were used themselves as feature selection methods. This type of models can be used as feature selectors, since the learning strategy in which they are based on, select one feature to split the feature space in every internal node of the tree. Therefore, the number of times that a specific feature is used as splitting criteria (or simply to determine whether it is used for any internal node or not), is directly proportional with the relevance of such a feature for the prediction problem. In this scenery, BT has and advantage over ERT, because BT analyses all the features in every internal node, whilst ERT uses a random subset of candidate features per node. However, the performance of both models as feature selectors was evaluated. In total six different FST methods were implemented. In all the cases the main criterion for selection was the average of the similitude factor f 2 given by f 2 = 50 log
where R t is the percentage of AI dissolved from a reference drug at a time t, and T t is the predicted value by the model at the same time. n is the number of sampling times. For all the samples in this work, n = 3. Similitude factor f 2 was used, since it is the criterion suggested by the US Food and Drug Administration (FDA) for dissolution test (FDA, 1997) . A detailed analysis of the f 2 factor, can show that it corresponds to a nonlinear mapping of the mean square error, which is one of the classical measures for the evaluation of regression models. f 2 ranges in the interval (−∞, 100], being 100 a perfect match between the compared DPs. The set of selected features must corresponds to the one that provides the best average f 2 . Taking into account that every FST would provide slightly different subsets of features, and in order to get a consensus, a ranking strategy was implemented. Different subsets of candidate features were finally tested, according to their ranking, aiming to determine the performance obtained by each one and the percentage of reduction that the methods were able to find. The ranking strategy consisted in assigning one score to every feature, according to the number of times that each one was selected during the several runs of the simulations. Moreover, the score also assign higher values to features that were selected into small subsets. The aim of this strategy is to find smaller subsets of features with the highest accuracies. Taking into account that every FST was evaluated multiple times, according to the validation methodology (see section 3.2), the first step was to estimate a relevance factor for each feature, which corresponds to the percentage of times that the feature was included in the selected subset, taking into account the total number of features that were selected in any of the repetitions. For-mally, let g e f ∈ {0, 1}, an indicator variable that takes the value of 1, if the input variable f was included in the final subset during the experiment e, and 0 otherwise. The score of the feature f is given by
where n e is the number of experiments or repetitions during the validation, and n d the number of variables. Additionally, the FST were evaluated for different number of trees in the bagging, therefore the final score per feature was estimates as the average of the scores obtained for the different number of trees.
Several subsets of features were finally tested by changing the minimum allowed score to be considered a relevant feature.
EXPERIMENTAL SETUP
Data Set
Data was provided by Humax Pharmaceutical S.A. and consisted of 658 records from about 60 different products assays and about 50 AIs. Each formulation assay or "record" had an associated output PD composed by at least three sampling times. All the recordings where standardized to three sampling times, ensuring that only one of the measurement be after 85% dissolution (as suggested by FDA (FDA, 1997)). As it was pointed out, all the drugs considered correspond to rapid release SOPFs.
Validation Methodology
All the experiments were performed using a bootstrapping validation strategy, with 70% of the samples for training and 30% for validation. Ten repetitions for every experiment were carried out. The optimal number of trees was selected according to a grid search ranging from 10 to 100. In order to increase the reliability of the subset of features finally selected, the feature selection strategies were evaluated with different number of trees, and all their results were taken into account, as it was explained in section 2.3.
The performance of the methods were evaluated according to the similitude factor f 2 (1). According to the Guidance for Dissolution Testing of Immediate Release SOPFs provided by the FDA (FDA, 1997), two DPs are considered similar if the f 2 factor between them is greater than 50. Therefore, an additional error measure was estimated, by averaging the number of times that the predicted DP did not exceed such threshold. This error measure was called Err f 2 Table 1 shows the performance obtained using the whole set of features described in section 2.1, using an ERT-based predictor. This results are going to be considered the base line for comparison purposes. 59.27 ± 14.85 26.62% ± 1.9 *mean ± standard deviation.
RESULTS AND DISCUSSION
From table 1, is possible to observe that the average f 2 is not very sensitive to the number of trees. However, for the largest number of trees evaluated, the results are more stable in both, f 2 and Err f 2 . Therefore, the experiments for features selection were performed using 80, 100 and 120 trees for every method. Figures 1 and 2 shows the percentage of reduction and similitude factors obtained for the different FST evaluated, and changing the score threshold for the variable inclusion. As a higher threshold is chosen, more features are excluded, because the criterion becomes stricter. This analysis allows to show how different the subsets of features are per every run of the different FSTs evaluated. If in every run of a FST the subset of features is almost the same, such FST is quite consistent and is able to select the best subset of features even with a low score threshold. This is the case of FSF-based selectors. Otherwise, if a FST produce different results in every run, a larger score threshold for the variable inclusion is required in order to get a consensus.
The figures 1 and 2 shows the results before all the methods started to reduce their performance, because most of the features, or all of them, were excluded. From figure 1 is possible to observe how SFS-based methods are able to identify the "best" subset features, even for small scoring threshold. This means that the non-relevant features are excluded in almost every run of the algorithm. Additionally, when BT was used as wrapper criterion, the performance of the selected subset of feature reach a higher f 2 (see fig- ure 2). Besides when BT was used alone as feature selector, the performance was also high. This behavior could be explained by the fact that BT evaluates all the features in every decision node, whilst ERT evaluates only a subset of randomly selected features. This randomly selection provides ERT with a better computational efficiency, but reduces their performance as feature selector. Table 2 shows the best results obtained using the different FSTs, and scoring thresholds. It is important to note how feature selection using TB was able to achieve a similar performance than those in table 1, but with a reduction of 79.2% in the number of variables. Moreover, other SFS-based methods were also able to yield similar performances, although some authors assert that this kind of methods are suitable for classification but not for regression problems (Castellano and Fanelli, 2000) . . On the other hand, the use of GA as search method did not produce satisfactory results. Furthermore, its computational cost makes it a less interesting option as feature selector.
Finally, table 3 shows how the feature dimensionality reduction is split among the different groups of variables considered. This is an interesting result, since it confirms that almost all the groups considered are relevant for the prediction of DPs, whenever the multi-output regression system have to work with different SOPFs. 
CONCLUSIONS
The DP prediction problem is a complex task that can be understood as a functional regression where the responses are functions and the predictors are scalars. In the case of DPs, the sampling times used during dissolution test vary significantly from one drug to another, introducing additional challenges to the modeling process. From a machine learning perspective, this problem can be addressed as a multi-output learning task. The results show that the ensembletree based methods are able to provide DP predictions that, in average, exceed the minimum allowed value to consider two DPs as similar (according to the US Food and Drug Administration).
DP prediction from datasets that include many different solid oral pharmaceutical forms, requires the introduction of features from different component and phases of the drug development process. This fact increases the dimensionality of the feature space used by the learning algorithm, which can be problematic if the size of the training set is small. In this context, the use of sequential feature selection techniques coupled to wrapper criteria based on multi-output ensembletree methods, becomes in an interesting alternative that allows the identification of relevant and reliable subsets of features.
The results showed that a significantly reduced feature set can be found, and also that such subset is able to provide a similar performance than the complete set of features. Moreover, taking into account that the database used contains different SOPFs, the automatic selection also showed that almost all the groups of variables considered, were found to be relevant for the prediction of DPs.
Additional work must be done to include other kind of ML based feature selection methods that can also be adapted to this problem, as well as multi-input multi-output feature extraction techniques.
