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Abstract
We present a new practicable method for approximating all real zeros of polynomial systems using the
resultants method. It is based on the theory of multi-resultants. We build a sparse linear system. Then, we
solve it by the quasi-minimal residual method. Once our test function changes its sign, we apply the secant
method to approximate the root. The unstable calculation of the determinant of the large sparse matrix is
replaced by solving a sparse linear system. This technique will be able to take advantage of the sparseness
of the resultant matrix. Theoretical and numerical results are presented.
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1. Introduction
In recent years, a number of authors have considered the task of numerically determining all of
the zero points of polynomial systems of equations. In particular, we mention the resultant method
of Collins [3] and the homotopy methods, see, e.g., [1,4,5]. Since the calculation of the determinant
of the resultant is an unstable problem, Collins’ method has heretofore been con=ned to systems
involving integer coe>cients, and the use of exact integer arithmetic plays a crucial role.
In the homotopy approach, one calculates all of the complex zero points by numerical continuation.
The homotopy method is generally both stable and exhaustive, i.e., usually =nds all complex roots.
In this paper we address the problem of =nding only the real zeros in a prescribed n-dimensional
rectangle for polynomial systems having real coe>cients. Most of the applications arising in science
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concerning polynomial systems are of this nature. Allgower et al. [2] gave preliminary work for
computing real zeros of polynomial systems using aspects of both the resultant method and the
conjugate gradient method. The two major tasks which they had been dealt with are the construction
of the multi-resultant matrix Mi(yi), and the instability of the equation Ri(yi) = det(Mi(yi)) = 0,
since typically Ri(yi) is a polynomial of very high degree in the unknown yi. They handle the latter
problem by replacing the condition Ri(yi) = 0 with the equivalent condition
min
‖u‖=1
‖Mi(yi)u‖2 = 0: (1)
Then, they used the conjugate gradient method to calculate the smallest eigenvalue of the matrix
Mi(yi)tMi(yi) and testing whether it is zero. Here and in the following we denote transposition by
t. Their work was preliminary. They explained how to construct the resultant matrix but they did
not concentrate too much on the numerical techniques for solving these kind of problems. Syam
[7] discussed the same problem and he solved Eq. (1) using Lanczos method. Also, he wrote some
algorithms to construct the multi-resultant matrix. Both techniques in [2] and [7] have the following
two problems.
(1) Their work is preliminary to present the idea of the multi-resultant. So, the complexity of their
techniques is high which means that their techniques are not practicable.
(2) They did not discuss the case of singular situation arising in the resultant matrix application.
In this paper, we will use another approach which is more accurate and more practicable. Our new
approach does not depend on Problem 1. In our approach to =nd yi such that Ri(yi)=det(Mi(yi))=0,
we consider the matrix
A(yi) =
[
Mi(yi) a
bt 0
]
and the linear system
A(yi)
[
x(yi)
t(yi)
]
=
[
0
1
]
: (2)
We trace the values of yi for which the function t(yi) changes sign. The main advantage of
our new approach is that t(yi) is smooth, and we handle a one-dimensional continuation method
for =nding the roots of the function yi → t(yi). Some theoretical and numerical results will be
presented.
2. Multi-resultant matrix
In this section we want to describe how to construct the multi-resultant matrix for both homogenous
and inhomogeneous systems. First, we will study the homogeneous case.
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2.1. Homogenous systems
Let
G(x) =


G1(y1; y2; : : : ; yn)
G2(y1; y2; : : : ; yn)
...
Gn(y1; y2; : : : ; yn)


be n polynomials with real coe>cients in n variables. Let ri be the degree of Gi(y) for i=1; 2; : : : ; n,
and let Vn be the vector space that is spanned by the set
n =
{
yi11 y
i2
2 · · ·yinn : 06 i1; i2; : : : ; in and i1 + i2 + · · ·+ in = d
}
;
where d= 1− n+∑ni=1 ri. Then n is a basis for Vn. It is easy to see that the dimension of Vn is
the binomial coe>cient
s=
!
(n− 1)!(− n+ 1)! ;
where =
∑n
i=1 ri. Write the basis vectors in n in the “reverse lexicographical” order with y
d
n =rst,
next yd−1n yn−1, etc. Then, partition the basis n of Vn into n disjoint sets 1; 2; : : : ; n as follows:
i = {g∈ n : g is divisible by yrii but not divisible by any of yr11 ; : : : ; yri−1i−1}:
Let di be the number of elements in the set i for i= 1; 2; : : : ; n. It is easy to see that s=
∑n
i=1 di.
Now, we are ready to de=ne the multi-resultant matrix of the system G(y) = 0. It is a square
matrix of order s and it is denoted by M . For any 16 i6 s, there exists an integer 16 ji6 n such
that
ji−1∑
l=1
dl¡ i6
ji∑
l=1
dl:
Let ki=i−
∑ji−1
l=1 dl. Let qji be the kith element of the set ji . We should note that qji is a monomial
of degree d and it is divisible by y
rji
ji . Thus, Qji = qji(y)=y
rji
ji is a monomial of degree d− rji . Then,
the product Qji(y)Gji(y) is a polynomial of degree d and it can be written as a linear combination
of the vectors in n as follows:
Qji(y)Gji(y) =
s∑
l=1
i; lgl(y);
where g1; g2; : : : ; gs are the elements of n in the reverse lexicographical order. The row vector
[i;1; i;2; : : : ; i; s] is the ith row of the matrix M . The multi-resultant of the system G(y) = 0 is
denoted by R and it is de=ned by R= det(M), i.e.; the determinant of the multi-resultant matrix of
the system G(y) = 0.
For more details about how to compute the multi-resultant, see [2,7]. Next, we will study the
inhomogeneous case.
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2.2. Homogenization of general polynomial systems
Let
G(y) =


G1(y1; y2; : : : ; yn)
G2(y1; y2; : : : ; yn)
...
Gn(y1; y2; : : : ; yn)

=


0
0
...
0

 (3)
be n nonhomogeneous polynomials system with real coe>cients in n variables. In this subsection,
we describe how we can construct the multi-resultant matrix M (yi) and the multi-resultant R(yi) for
each i = 1; 2; : : : ; n. Choose any j∈{1; : : : ; n} and =x the value of yj. Thus, system (3) becomes a
non-homogeneous system in n equations and (n− 1) variables y1; : : : ; yj−1; yj+1; : : : ; yn. To homoge-
nize G1(y1; y2; : : : ; yn)=0, we introduce a new variable y0. Consider G1(y1=y0; y2=y0; · · · ; yn=y0)=0
and obtain again polynomials. Multiplying the last equation by y0 to the largest power appearing
in any of the denominators. The new tuple of variable is often denoted as [y0 : y1 : y2 : · · · : yn]
because points in projective space are equivalence classes. y0 is called an auxiliary variable and the
new polynomial is called the homogenization of G(y) and it is denoted by G˜( j). Thus, system (3)
becomes
G˜( j)(y) =


G˜( j)0 (y0; y1; : : : ; yj−1; yj+1; : : : ; yn)
G˜( j)0 (y0; y1; : : : ; yj−1; yj+1; : : : ; yn)
...
G˜( j)n−1(y0; y1; : : : ; yj−1; yj+1; : : : ; yn)


=


0
0
...
0

 : (4)
As we see that the coe>cients of the homogeneous system (4) are polynomial expressions in
the coe>cients of system (3) and the chosen variable yj. Let M (yj) be the multi-resultant matrix
of G˜( j) as described in Section 2.1. Then M (yj) is called the multi-resultant matrix of G(y) with
respect to the variable yj. Also, the multi-resultant of G˜( j) is denoted by R(yj) and it is de=ned by
R(yj) = det(M (yj)): (5)
Now, we will present the relation between the multi-resultant of polynomials and their real zeros.
This relation is given in the next theorem.
Theorem 2.1. If the system G(y) = 0 has a real solution (y˜ 1; y˜ 2; : : : ; y˜ n), then R(y˜ j) = 0 for all
j = 1; 2; : : : ; n.
For more details about how to construct the multi-resultant matrix and about the proof of Theorem
2.1, see Syam [7]. Let j be the set of all real roots of the equation R(yj)= 0 for all j=1; 2; : : : ; n.
Then, the set of all real solution of G(y) = 0 is a subset of the Cartesian product
∏n
j=1 j. We
should test all the points of
∏n
j=1 j numerically to =nd all real solutions of G(y) = 0.
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3. One-dimensional continuation method
As we discussed in the previous section, Ri(yi) is the determinant of the corresponding multi-
resultant matrix Mi(yi). So, it is a polynomial of too high a degree to =nd its roots in a numerical
stable way. In this paper, we will present a new approach to deal with this problem. We should
note that Mi(yi) is a large and sparse matrix, but the nonzero entries can be easily generated. We
are interested in deciding for what values yi the determinant of Mi(yi) changes its sign. In order to
=nd yi such that Ri(yi) = det(Mi(yi)) = 0, we consider the matrix
A(yi) =
[
Mi(yi) a
bt 0
]
and the linear system
A(yi)
[
x(yi)
t(yi)
]
=
[
0
1
]
: (6)
The vectors a and b are random vectors with entries from the interval [− c; c] where c¿ 0 may
need to be adapted to the size of the entries of the matrix Mi(yi). Of course, once chosen for i, the
vectors a and b have to be kept =xed.
Denition 1. Two m-dim subspaces V , W ⊆ Rs are called acute iM
V ∩W⊥ = {0}:
In the next theorem, we study the singularity of the matrix A(yi) at the roots of det(Mi(yi)).
Theorem 3.1. Let a and b be nonzero vectors so that span{b} be acute to the kernel of Mi(yi)
and span{a} be acute to the kernel of Mi(yi)t. Then the matrix A(yi) is nonsingular.
Proof. Let yi be any real number. Let M =Mi(yi). Consider the homogeneous linear system
A(yi)
[
x
t
]
=
[
0
0
]
: (7)
Then, Mx + ta= 0 and btx = 0. We have two case to consider.
Case 1. If t=0, then Mx=0 and btx=0. Then, x∈Ker(M) and x is orthogonal to b with respect
to the Euclidean inner product. Thus, x∈ span{b}⊥. By the acuteness condition, x = 0.
Case 2. If t = 0, then a = −(1=t)Mx. By the acuteness condition, span{a} ∩ Ker(M t)⊥ = {0}.
Then, a ∈ Ker(M t)⊥ which implies that there exists a nonzero vector w∈Ker(M t) and atw = 0.
Thus, M tw=0 and atw = 0. Since a=−(1=t)Mx; at =(−1=t)xtM t . Hence, 0 = atw=(−1=t)xtM tw=0
which is a contradiction. Therefore, the only solution for the homogeneous system (7) is the trivial
solution. Thus, A(yi) is nonsingular matrix.
It is easy to see that the result of the last theorem is still true at the roots of det(Mi(yi)). Next,
we want to study the sign of det(A(yi)).
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Theorem 3.2. Under the hypothesis of Theorem 3.1, det(A(yi)) does not change its sign.
Proof. By Theorem 3.1, A(yi) is nonsingular matrix and its determinant is a polynomial of degree
s+1. So, its determinant is nonzero for any yi. If det(A(yi)) changes its sign, then by the intermediate
value theorem there is a root for det(A(yi)) at some number. However, this is impossible. Therefore,
det(A(yi)) does not change its sign.
Theorem 3.3. Under the hypothesis of the Theorem 3.1, in system (6), t(yi) is a well de9ned and
smooth function of yi.
Proof. Since A(yi) is nonsingular matrix, by Cramer’s Rule we have
t(yi) =
det(Mi(yi))
det
([
Mi(yi) a
bt 0
]) :
Since the denominator and the nominator are polynomials of yi and the denominator is nonzero
for any yi, t(yi) is a well de=ned and smooth function of yi.
In the next theorem, we present our main result about the roots of det(Mi(yi)).
Theorem 3.4. Let a and b be nonzero vectors so that span{b} be acute to the kernel of Mi(yi)
and span{a} be acute to the kernel of Mi(yi)t. De9ne t(y) via(
Mi(yi) a
bt 0
)(
x(y)
t(y)
)
=
(
0
1
)
:
Then t(y) changes sign whenever det(Mi(yi)) does.
Proof. By Cramer’s Rule we have
t(yi) =
det(Mi(yi))
det
([
Mi(yi) a
bt 0
]) = det(Mi(yi))
det(A(yi))
:
By Theorems 3.2 and 3.3, t(y) changes sign whenever det(Mi(yi)) does.
Hence, we now trace the values of yi for which the test function t(yi) changes sign. Note that
the evaluation of t(yi) involves the solving of one sparse linear system. Either a sparse direct solver
or an iterative solver, such as the quasi-minimal residual method or generalized minimum residual
method, could be used. For this paper, we will use the quasi-minimal residual method. Furthermore,
since t(yi) is smooth, once a change of sign is found along the yi-axis, a secant method will
approximate the root really fast. The main advantage of this approach is that t(yi) is smooth and we
are handling a one-dimensional continuation method for =nding the roots of the function yi → t(yi).
For numerical purposes, it would be very bad practice to expand the determinants symbolically. In
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addition, the secant method is fast for our case and it is easy to apply. Thus, we will use it in
Algorithm 1. We can summarize our procedure in the following Algorithm.
Algorithm 1. Input: The vectors a; b.
Step 1: Compute the matrices Mi(yi) and A(yi). % use the Algorithms in Syam [7]
Step 2: Solve system (6) to get t(yi). % use the quasi-minimal residual method.
Step 3: If t( ––yi ) t(y˜i)¡ 0, do Step 4 % for successive points
––yi ; y˜i.
Step 4: Use Secant method to get an accurate approximation for the root of det(Mi(yi)) = 0.
Step 5: Stop
In the next section, we will present some of our experimental results.
4. Numerical results
An application of our approach typically consists of three steps:
(1) Given the system of polynomials G(y) = 0, construct the multi-resultant matrix Mi(yi). The
results in Section 2 are used in this step.
(2) Implement our approach to trace the values of yi for which the test function t(yi) changes
sign. Note that quasi-minimal residual method is used to solve the sparse linear system. So we
have constructed a MATLAB code to solve this linear system. Graphs of the test function with
respect to all variables will be given.
(3) Apply the secant method to approximate the roots when the test function changes its sign.
In the =rst example, we present a problem which is taken from Allgower, et al. [2].
Example 1. This example describes the intersection of a sphere in R3 with two paraboloids
G1(x; y; z) = x2 + y2 + z2 − 1 = 0;
G2(x; y; z) = z − x2 − y2 = 0;
G3(x; y; z) = y − x2 − z2 = 0:
It is readily seen that the two unique solutions to the problem are
y = z =
√
5− 1
2
≈ 0:61803398874989;
x =±
√
z − y2 ≈ ±0:48586827175665:
We scan for a solution of the x-parameter in the interval [ − 0:7; 0:9], of the y-parameters in the
interval [−0:7; 0:9] and of the z−parameter in the interval [−0:1; 1:7]. In all cases, the increment is
0:05, and the resultant matrix has dimension 15. Figs. 1–3 represent the graphs of the test function
against the parameters x; y and z respectively. We apply the secant method to approximate the roots
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Fig. 1.
Fig. 2.
when the test function changes its sign. We get the following approximations for the parameters x; y
and z:
x =±0:48586827175665; y = 0:61803398874989 and z = 0:61803398874989:
Example 2. The following three-dimensional polynomial system f(x) = 0 has been represented as
a general economic equilibrium model in [6]. The functions are taken from Verschelde’s web page,
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Fig. 3.
see [8].
f1(x1; x2; x3) = x42 −
20
7
x21 ;
f2(x1; x2; x3) = x21x
4
3 +
7
10
x1x43 +
7
48
x43 −
50
27
x21 −
35
27
x1 − 49216 ;
f3(x1; x2; x3) =
3
5
x61x
2
2x3 + x
5
1x
3
2 +
3
7
x51x
2
2x3 +
7
5
x41x
3
2 −
7
20
x41x2x
2
3 −
3
20
x41 x
3
3
+
609
1000
x31x
3
2 +
63
200
x31x
2
2x3 −
77
125
x31x2x
2
3 −
21
50
x31x
3
3 +
49
1250
x21x
3
2 +
147
2000
x21x
2
2x3
−23863
60000
x21x2x
2
3 −
91
400
x21x
3
3 −
27391
800000
x1x32 +
4137
800000
x1x22x3 −
1078
9375
x1x2x23
− 5887
200000
x1x33 −
1029
160000
x32 −
24353
1920000
x2x23 −
343
128000
x33 :
Verschelde reports 136 complex solutions, however only 14 are real. We scan for a solution of
the x-parameter in the interval [ − 2:5; 5], of the y-parameters in the interval [ − 3; 3] and of the
z-parameter in the interval [ − 2; 2]. In all cases, the increment is 0:05, and when we scan
the parameters x; y, and z, the resultant matrix has dimension 55; 210, and 91 respectively. We
apply the Secant method to approximate the roots when the test function changes its sign. The real
solutions which we get from our approach are given in Table 1. Figs. 4–6 represent the graphs of
the test function against the parameters x; y and z, respectively.
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Table 1
The real solutions using our approach
x y z
−2.251071871741010 ±1.95064244294109 ±1.16466985750817
−0.892259849602607 ±1.22808567145380 ∓1.14448659740606
−0.118644167517606 ∓0.44782278409261 ±1.06565912819805
−0.030096987331495 ±0.22555086742340 ∓1.10815809514278
0.039668677465002 ±0.25894459461051 ∓1.12559270593244
0.616168210366712 ∓1.02054611323534 ±1.15936720848735
0.709340089218694 ∓1.09499022320081 ∓1.16055892612283
4.476091674558650 ∓2.75063189951260 ±1.16625318897471
Fig. 4.
5. Conclusions
We have presented a method to =nd the real solutions for a system of polynomial equations with
real coe>cients. The numerical experiments we have performed indicate that the method is very
promising. In contrast to the homotopy method, our approach is especially designed to =nd real
solutions; in addition, the user may restrict the algorithm to speci=c interval of interest. We want to
mention some remarks about this approach from our numerical experiments.
(1) The test function t(y) is smooth function.
(2) Our approach is very accurate since we get the exact solution up to 16 digits.
(3) The secant method is very fast in our approach so that we do not need more than four iterations
in all cases.
(4) Our approach is very cheap comparing with [2] and [7] since we solve system (6) only one
time per step.
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Fig. 5.
Fig. 6.
(5) The resultant matrix is sparse matrix so that we use the quasi-minimal residual method to solve
system (6).
(6) The main advantage of our approach is that we are handling a one-dimensional continuation
method for =nding the roots of the function yi → t(yi).
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