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Zaznavanje diskriminacije v dvostopenjskih odločitvenih procesih
Povzetek
Težave dosedaj uporabljenih metod pri zaznavanju diskriminacije v dvostopenjskih
odločitvenih procesih obsegajo nekonsistentnost rezultatov ob uporabi različnih te-
stov na istih oziroma podobnih podatkih, visoko medsebojno koreliranost uporablje-
nih testov, problem multikoreliranosti ter ne optimalno aplikacijo specifičnih testov.
Moč sedajšnih testov je močno odvisna od vzorcev, na katere jih apliciramo. Tekom
diplome skonstruiramo PW test ter predstavimo Pt test. Testa ohranjata velikost na
željeni α stopnji, imata visoko moč in konsistentne rezultate. Simulacijska raziskava
pokaže, da sta primerna izbira, kadar se standardna odklona razlikujeta.
Detecting Disparate Impact Arising From Two-Stage Selection
Processes
Abstract
Problems of statistical methods used so far in detecting disparate impact arising
from two-stage selection processes include inconsistency of results while using diffe-
rent tests on the same or similar data, high correlation between used tests, multiple
comparison problem and not optimal application of specific tests. Power of current
tests strongly depends on the samples, on which they are applied. During bache-
lor’s thesis we construct PW test and present Pt test. They keep their size at the
nominal α level, have high power and consistent results. Simulation study results
indicate that PW and Pt test are appropriate choice when the standard deviations
are different.
Math. Subj. Class. (2010): Statistics
Ključne besede: Diskriminacija, Dvostopenjski statistični test, Brunner-Munzel
modificirani Wilcoxonov test, Linearna ranžirna statistika.
Keywords: Discrimination, Two-step statistical test, Brunner-Munzel modified
Wilcoxon test, Linear rank statistic.
1. Uvod v zaznavanje diskriminacije s pomočjo statističnih testov
Izkaže se, da je diskriminacija do manjšinskih skupin še vedno prisotna na večih
področjih. Cilj moje diplomske naloge je prepoznati diskriminacijo v dvostopenj-
skih zaposlitvenih procesih. V prvem delu morajo vsi kandidati pisati test, v drugem
delu nato rangirajo uspešne kandidate. V moji diplomski nalogi bo rangiranje na
drugi fazi osnovano samo na testu pridobljeni oceni. Kandidate nato zaposlujejo po
vrstnem redu, ko se pojavi novo delovno mesto. Predpostavimo lahko, da je naša
opazovana skupina sestavljena iz manjšine in večine. Lahko imamo moške in ženske
/ belce in črnce itd. Potrebno je preveriti, da manjšina v tem zaposlitvenem procesu
ni diskriminirana. S takimi primeri so se veliko ukvarjala sodišča v Združenih drža-
vah Amerike. Ta so testirala diskriminacijo s pomočjo uporabe statističnih testov. Z
njimi lahko preverimo diskriminacijo na prvi fazi, na drugi fazi ali pa na obeh fazah
hkrati. Na prvi fazi so preverjali deleža uspešnih kandidatov z uporabo klasičnega
P-testa, ki ga bomo kmalu spoznali v zgledu, ali pa 4/5 test. Slednji preveri ali je
delež uspešnih kandidatov manjšine vsaj 4/5 deleža uspešnih kandidatov večine. V
tem primeru trdi, da diskriminacija ni prisotna. Pred nadaljevanjem si poglejmo še
kratek zgled preizkušanja domnev z uporabo P-testa.
Primer 1.1. Kandidati sestavljeni iz manjšine in večine so pisali test. Želimo po-
kazati, da se deleža statistično razlikujeta, zato bomo za našo ničelno hipotezo, ki
jo imenujemo H0, vzeli H0 : p1 = p2 ,kjer p1 predstavlja delež uspešnih kandidatov
manjšine, p2 pa delež uspešnih kandidatov večine. Za alternativno domnevo bomo
torej vzeli H1 : p1 6= p2. Ničelno hipotezo lahko prepišemo v H0 : p1 − p2 = 0.
Dejanski podatki velikosti vzorca manjšine bomo označili z n1, n1 = 195, število
uspešnih kandidatov manjšine pa z y1, y1 = 41. Dejanski podatki večine pa so
n2 = 605 y2 = 351 . Sedaj je potrebno oceniti deleža. To bomo storili na naj-
bolj intiutiven način, ocenjeni delež manjšine bo p̂1 = y1n1 = 0.21. Ocenjeni delež
večine pa p̂2 = 0.58. Zatem na naših podatkih uporabimo sledeč statistični test
P = (p̂2−p̂1)−0√
p̂(1−p̂)(1/n2+1/n1)
, kjer p̂ = y2+y1
n2+n1 . Predpostavimo, da naša ničelna hipoteza
velja. Potem lahko zaradi centralnega limitnega izreka P aproksimiramo s standar-
dno normalno porazdelitvijo. Določimo našo stopnjo zaupanja - α = 5% in vstavimo
podatke v našo testno statistiko. Dobimo p̂ = 0.49 in P = 8.99. Značilnosti tistih
vzorcev, pri katerih P zavzame vrednosti na intervalu [−1.96, 1.96] je približno 0.95,
kar lahko zapišemo kot P (P ∈ [−1.96, 1.96]) .= 0.95. Ker naša vrednost močno
izstopa iz danega intervala, lahko ničelno hipotezo zavrnemo in sprejmemo alterna-
tivno hipotezo. ♦
Iz zglednega primera bi lahko brez slabe vesti rekli, da smo zaznali diskriminacijo
in končali s preverjanjem. V praksi ni vedno tako lahko. V primeru, da na prvi fazi
ne moremo zavrniti ničelne hipoteze, je potrebno preveriti diskriminacijo še na drugi
fazi. Recimo, da je polovica manjšine in polovica večine uspešne na prvi fazi, naš
P-test bi pokazal, da se deleža statistično ne razlikujeta in na prvi fazi ne bi zaznali
diskriminacije. Oglejmo si samo kandidate, ki so uspešno opravili test. V primeru,
da je večina kandidatov iz večine pisala test zelo dobro in večina kandidatov iz
manjšine pisala test slabo, bi bila diskriminacija vseeno prisotna. Kot smo rekli,
bi uspešne kandidate po prvi fazi rangirali in po vrsti zaposljevali. V tem primeru
noben kandidat iz manjšine nebi bil zaposlen, saj nebi prišel na vrsto.
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Za preverjanje diskriminacije na drugi fazi so sodišča uporabljala klasični Studen-
tov t-test, Welchov t-test ali pa Wilcoxonov test. Aplicirala so jih na vse kandidate.
Podajmo njihove definicije.
• Studentov t-test
Klasični Studentov t-test, dalje kar t-test, se uporablja za preverjanje priča-
kovanih vrednosti dveh različnih populacij. Predpostavlja, da sta porazde-
litvi vzorcev normalni ter da imata vzorca enake standardne odklone. For-
malen zapis testne statistike:
(1) S = X̄1 − X̄2
sp ·
√
1
n1
+ 1
n2
Kjer velja:
sp =
√
(n1 − 1)s2X1 + (n2 − 1)s2X2
n1 + n2 − 2
Tukaj sta s2Xi nepristranski cenilki za varianco posameznega vzorca in ni
velikosti vzorcev. Število prostostnih stopenj za vsak vzorec je ni−1. Skupno
število prostostnih stopenj je enako n1 + n2 + 2, slednje se uporablja pri
testiranju statistične značilnosti.
• Welchov t-test
Welchov t-test oz. heteroskedastični t-test, dalje tW test, se prav tako upo-
rablja za preverjanje pričakovanih vrednosti dveh različnih populacij, vendar
ne predpostavlja enakosti varianc oz. standardnih odklonov. Predpostavlja
pa vseeno, da sta porazdelitivi vzorcov normalni. Formalen zapis testne
statistike:
(2) SW =
X̄1 − X̄2
s4̄
Kjer velja:
s4̄ =
√
s21
n1
+ s
2
2
n2
Tukaj je s2i nepristranska cenilka za varianco vzorca i ter ni velikost vzorca
i, kjer i = 1, 2.
Pod ničelno hipotezo je testna statistika aproksimirana s Studentovo poraz-
delitvijo. Število prostostnih stopenj se izračuna po formuli:⌊ ( s21
n1
+ s
2
2
n2
)2
(s21/n1)2
n1−1 +
(s22/n2)2
n2−1
⌋
Kjer je b c spodnji celi del.
Opomba 1.2. Moser, Stevens in Watts so leta 1989 v članku [7] popisali
rezultate raziskave o t-test in tW -testu. Pokazali so, da ima tW -test primer-
ljivo moč t-testu, ko sta vzorca enaka in boljšo moč, ko sta velikosti vzorcov
ter varianci različni.
• Wilcoxon-Mann-Whitneyjev test
Na začetku definirajmo ranžirne vrste in range.
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Definicija 1.3. – Naj bo Z1, Z2, ..., Zn slučajni vzorec, porazdeljen kot
Zi ∼ F (z) in naj bo Z(1) ≤ Z(2) ≤ ... ≤ Z(n) .
– Ob predpostavki, da je Rtai ranžirna statistika enolično definirana ima
Zi rang Ri izmed Z1, Z2, ..., Zn, če velja Zi = Z(Ri) .
– V primeru, da ranžirne statistike niso enolično določene, vzamemo sre-
dnji rang. Oglejmo si primer: Z1, ..., Z6 zavzamejo vrednosti (3,5,5,5,5,8)
njihovi pripadajoči rangi so (1, 3.5, 3.5, 3.5, 3.5, 3.5, 8).
Sedaj predpostavimo dva neodvisna slučajna vzorca X1, X2, ..., Xn1 in
Y1, Y2, ..., Yn2 , kjer je prvi vzorec neodvisno enako porazdeljen kotXi ∼ F1(x)
ter drugi kot Yj ∼ F2(y). Naj bodo R1, ..., Rn1 pripadajoči rangi slučajnih
spremenljivk Xi in Rn1+1, ..., Rn1+n2 pripadajoči rangi slučajnih spremenljivk
Yi.
Wilcoxonova testna statistika spada med linearne ranžirne statistike, o
katerih bomo izvedeli več v naslednjem poglavju, in je definirana kot:
(3) W =
n1∑
j=1
Ri
Predstavlja vsoto rangov komponent prvega vzorca in se lahko uporablja za
preverjanje ničelne hipoteze:
H0 = "Verjetnost, da bo naključna vrednost iz prvega vzorca manjša ali
enaka naključni vrednosti iz drugega vzorca je enaka verjetnosti, da bo na-
ključna vrednost iz drugega vzorca manjša ali enaka naključni vrednosti iz
prvega vzorca."
Do problemov je začelo prihajati, ko so različna sodišča na istih primerih upo-
rabljala različne teste in posledično dobivala različne rezultate. V nadaljevanju se
bomo vprašali kaj so razlogi za odstopanja rezultatov. Torej bomo identificirali
napake zgoraj opisanih testov in jih poskusili odpraviti s konstrukcijo dveh novih
testov. Kot praktičen del diplomske naloge pa bomo s pomočjo simulacijske razi-
skave primerjali stare teste z novimi.
2. Problemi zgoraj opisanih testov
2.1. Neskladnosti in splošne pomankljivosti. Sodišča so uporabljala različne
teste in na istih podatkih dobivala različne rezultate. Oglejmo si nekaj neskladnosti
in splošnih pomankljivosti testov, ki so jih sodišča uporabljala do sedaj.
(1) Na prvi fazi so sodišča uporabljala P-test in 4/5 test. Leta 1978 je Shoben [9]
primerjal P-test in 4/5 test in priporočil P-test. Leta 1979 je Greenberg [3]
testiral kako dobro se izkaže štiripetinski test v različnih situacijah. Število
manjšine in večine je nastavil na 100, nato je spreminjal p1 in p2. Kadar je
veljalo p1 = p2 = 0.5 je 4/5 test v 17 % zaznal diskriminacijo, čeprav ta ni bila
prisotna. Ko je p1 = 0.5 in p2 = 0.6 je neuspešno zaznal diskriminacijo v 62%
, ko je p1 = 0.5 in p2 = 0.7 pa v 17 %. Avtor posledično odsvetuje uporabo
4/5 testa. York [10] je leta 2002 naredil primerjavo med konsistentnostjo
4/5 testa in chi-square testa ( kvadrat P-testa) in prišel do zaključkov, da
se njuni rezultati razlikujejo med 10-40 % primerov, odvisno od velikosti
vzorcev. Ne glede na vse rezultate raziskav, ki kažejo superiornost P-testa,
so sodišča vseeno v veliki meri uporabljala 4/5 test.
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(2) Na drugi fazi so sodišča uporabljala t-test, tW test in Wilcoxonov test. Če-
prav je tW -test superioren klasičnemu t-testu, so nekatera sodišča vseeno
uporabljala kar slednjega. Glavni problem vseh t-testov je predpostavka, da
so vzorci porazdeljeni normalno, kar v praksi pogosto ne velja. Do težav
pri Wilcoxonovem testu pa je prihajalo pri vzorcih z različnimi variancami.
V prihodnjih poglavjih bomo Wilcoxonov test modificirali tako, da to te-
žavo odpravimo. Odstopanja med testi so se torej pojavljala v odvisnosti od
danega vzorca.
2.2. Problem multikoreliranosti.
Opomba 2.1. Velikost testa predstavlja supremum verjetnosti, da zavrnemo ničelno
hipotezo, ko ta drži. Torej natančneje zgornjo mejo verjetnosti napake prve vrste.
Preverjanje diskriminacije samo v prvi fazi ni dovolj. Primerjava samo lokacijskih
parametrov ni zadostna, za ugotavljanje prisotnosti diskriminacije, kadar se stan-
dardna odklona vzorcev močno razlikujeta. Torej preverjanje diskriminacije samo
na drugi fazi tudi ni optimalno. Sledi primer:
Primer 2.2. Oglejmo si rezultate manjšine in večine:
• manjsina = (48, 49, 49, 49, 49, 49, 49, ..., 49, 49, 50)
• vecina = (47, 47, ..., 47, 51, 51, ..., 51)
Manjšina je dosegla sledeče rezultate: enkrat 48, šestnajstkrat 49, enkrat 50. Večina
je dosegla dvajsetkrat 47 in dvajsetkrat 51. Število potrebnih točk za opravljen izpit
je 50. Vidimo, da je samo en kandidat manjšine uspešen, po drugi strani pa je uspe-
šnih dvajset kandidatov večine, povprečja imata enaka. Tako Welchov t-test kot
Wilcoxon-Mann-Whitneyev test neuspešno zaznata očitno diskriminacijo. Klasični
P-test v tem primeru uspešno zazna diskriminacijo s p-vrednostjo 0.003. ♦
V ta namen so sodišča uporabljala več testov hkrati. Naivno so preverjala deleže
s pomočjo P-testa / 4/5 testa in hkrati uporabila t-test / tW -test / Wilcoxonov
test na vseh kandidatih. Prišlo je do problema multikoreliranosti. Vsak test je imel
velikost 0.05. Ob uporabi večih testov hkrati, vsakega z velikostjo 0.05, velikost sku-
pnega testa naraste nad 0.05. V primeru uporabe dveh neodvisnih testov, vsakega
z velikostjo 0.05, skupna velikost naraste na: 1 − 0.952 = 0.0975. Torej je napaka
prve vrste skupnega testa narasla nad željeno α vrednost. Dokaj očitna rešitev za
ohranitev skupne velikosti pod željeno vrednostjo je znižanje velikosti posameznih
testov, s čimer se zmanjša njihova moč.
2.3. Odvisnost. S tem ko bi naivno uporabili dva korelirana testa, bi moč skupnega
testa malo narasla, prišlo pa bi do problema multikoreliranosti. V tem poglavju
bomo pokazali odvisnost P-testa s t-testom in Wilcoxonovim.
2.3.1. Začetne oznake: Naj bodo X11, X21, ..., Xn11 in X12, X22, ..., Xn22 točke, ki so
jih kandidati dosegli na testu. Prvi vzorec predstavlja vzorec manjšine, drugi pa
vzorec večine, pri tem je n1 velikost vzorca manjšine in n2 velikost vzorca večine.
Skupni vzorec je velikosti n = n1 + n2. Tekom diplomske naloge bomo predposta-
vljali, da sta porazdelitveni funkciji vzorcov zvezni. S
(4) p1 = (Xi1 ≥ c)
označimo verjetnost, da naključni kandidat iz manjšine opravi test in s
(5) p2 = P (Xi2 ≥ c)
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verjetnost, da naključni kandidat iz večine opravi test. Pri tem c predstavlja po-
trebno število točk, da kandidat uspešno opravi test. Definirajmo Ψ(x) = 1, za
x > 0; 1/2 za x = 0 in 0 za x < 0.
Opomba 2.3. Funkcija Ψ(x) se tekom diplome lahko poenostavi v Ψ(x) = 1 za
x ≥ 0 in 0 za x < 0, saj smo predpostavili zveznost porazdelitvenih funkcij. Razlog
za našo definicijo je izključno iz aplikativnih razlogov, saj se v praksi srečujemo z
diskretnimi rezultati.
2.3.2. Dokaz odvisnosti P-testa in studentovega t-testa: Pokazali bomo odvisnost
med p̂1 − p̂2 in X̄1 − X̄2. Predpostavili bomo F1 = F2 = N(µ, σ2), kjer je F1 komu-
lativna porazdelitvena funkcija vzorca manjšine in F2 komulativna porazdelitvena
funkcija vzorca večine. Zaradi predpostavk velja: p1 = p2 = p. Nato definirajmo
(6) M1 =
n1∑
i=1
(Ψ(Xi1 − c)) M2 =
n2∑
j=1
(Ψ(Xj2 − c))
M1 nam torej pove število uspešnih kandidatov iz manjšine, M2 pa število uspešnih
kandidatov iz večine. Oglejmo si cov(Ψ(X11 − c), X11).
cov(Ψ(X11 − c), X11) = E(Ψ(X11 − c)X11)− E(Ψ(X11 − c))E(X11) =
=
∫ ∞
c
xdF1(x)− µ1p1
Opomba 2.4.
∫∞
c xdF1(x) ni nič drugega kot
∫∞
c xf1(x)dx, kjer je f1 pripadajoča
gostota porazdelitvene funkcije F1.
Pri prvem enačaju smo upoštevali formulo za izračun kovariance Cov(X, Y ) =
E(XY ) − E(X)E(Y ). Pri drugem enačaju smo upoštevali porazdelitev slučajne
spremenljivke X in prvo upanje izrazili s pomočjo integrala. Ob upoštevanju defi-
nicije funkcije Ψ(X) dobimo meje integrala. Sedaj si poglejmo cov(p̂1, X̄1), kjer je
p̂i cenilka za pi definirana kot
(7) p̂i =
Mi
ni
za i = 1, 2 .
cov(p̂1, X̄1) = cov(M1n1 ,
∑
Xi1
n1
) = cov(
∑
Ψ(Xi1−c)
n1
,
∑
Xi1
n1
) = 1
n1
cov(X11,Ψ(X11 − c)) =
1
n1
[
∫∞
c xdF1(x)− µ1p1] = d1n1
Pri tem smo d1 definirali kot : d1 =
∫∞
c xdF1(x)− µ1p1
Pri tretjem enačaju smo upoštevali neodvisnost in enako porazdeljenost slučajnih
spremenljivk ter bilinearnost kovariance.
Če postopek ponovimo za cov(p̂2, X̄2) dobimo :
cov(p̂2, X̄2) = 1n2 [
∫∞
c xdF2(x)− µ2p2] = d2n2 in d2 =
∫∞
c xdF2(x)− µ2p2
Sedaj si oglejmo korelacijski koeficient, ki je definiran kot :
(8) ρ(X, Y ) = cov(X, Y )√
V ar(X)V ar(Y )
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ρ(p̂1 − p̂2, X̄1 − X̄2) =
d1
n1
+ d2
n2√
p1(1−p1)
n1
+ p2(1−p2)
n2
√
σ21
n1
+ σ
2
2
n2
Pri tem smo upoštevali znane variance slučajnih spremenljivk in lastnosti povprečja
slučajnih spremenljivk ter neodvisnost.
Kadar je F1 = F2 = F, σ1 = σ2 = σ, d1 = d2 = d in p1 = p2 = p se naš korelacijski
koeficient poenostavi v:
ρ(p̂1 − p̂2, X̄1 − X̄2) =
d
σ
√
p(1− p)
, kjer je d =
∫∞
c xdF (x)− µp. Če upoštevamo še predpostavko F1 = F2 = N(µ, σ2)
je percentil vrednosti c enak 1 − p = Φ( c−µ
σ
). Ob danih predpostavkah posku-
simo korelacijski koeficient zapisati samo kot funkcijo p-ja. Poračunajmo naslednji
integral:
∫ ∞
c
xdF (x) =
∫ ∞
−∞
xdF (x)−
∫ c
−∞
xdF (x) = µ−
∫ c
−∞
xdF (x) = (F)
∫ c
−∞
xdF (x) =
∫ c
−∞
x
1√
2πσ2
e−
(x−µ)2
2σ2 dx =
∫ c−µ
σ
−∞
(tσ + µ) 1√
2π
e−
t2
2 dt =
= µ
∫ c−µ
σ
−∞
1√
2π
e−
t2
2 dt+ σ
∫ c−µ
σ
−∞
t
1√
2π
e−
t2
2 dt = µΦ(c− µ
σ
) + σ
∫ c−µ
σ
−∞
t
1√
2π
e−
t2
2 dt = ?
= µΦ(c− µ
σ
) + σ
∫ (c−µ)2
2σ2
∞
1√
2π
e−udu = µΦ(c− µ
σ
) + σ√
2π
(−e−
(c−µ)2
2σ2 + e−∞) =
= µΦ(c− µ
σ
)− σφ(c− µ
σ
)
(F) = µ−µΦ(c− µ
σ
)+σφ(c− µ
σ
) = µ[1−Φ(c− µ
σ
)]+σφ(c− µ
σ
) = µp+σφ(c− µ
σ
)
Upoštevali smo, da je φ gostota in Φ komulativna porazdelitvena funkcija stan-
dardno normalne slučajne spremenljivke. Torej lahko zapišemo d = σφ( c−µ
σ
) in
ρ(p̂1 − p̂2, X̄1 − X̄2) =
φ( c−µ
σ
)√
p(1−p)
= φ(Φ
−1(1−p))√
p(1−p)
. 
Opomba 2.5. Pri ? smo za novo spremenljivko vzeli u = t22 . Ker kvadratna funkcija
ni injektivna, moramo ločiti primere.
• c− µ > 0
• c− µ ≤ 0
V obeh primerih pride zgornja meja (c−µ)
2
2σ2 > 0.
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2.3.3. Dokaz odvisnosti P-testa in Wilcoxonovega testa: V tem dokazu bomo poka-
zali korelacija med p̂2 − p̂1 in Mann-Whitneyevo statistiko,ki je definirana kot:
(9) W =
n2∑
j=1
n1∑
i=1
Ψ(Xj2 −Xi1)
Definiciji p̂i in Mi privzemimo iz prejšnega dokaza.
Definirajmo:
(10) q = P (Xi1 ≤ Xj2)
Pove nam verjetnost, da nakjučni kandidat manjšine piše manj ali enako kot na-
ključni kandidat večine. V prvem delu dokaza si bomo pripravili potrebne izra-
čune,ki jih bomo v drugem delu aplicirali.
(11) P (Xi1 ≤ Xj2, Xj2 ≥ c) =
∫ ∞
c
[
∫ x
−∞
f1(y)dy]f2(x)dx =
∫ ∞
c
F1dF2
(12) P (Xi1 ≤ Xj2, Xi1 ≥ c) =
∫ ∞
c
[
∫ ∞
y
f2(x)dx]f1(y)dy = p1 −
∫ ∞
c
F2dF1
cov(Ψ(Xj2 − c),Ψ(Xj2 −Xi1)) =
= E[Ψ(Xj2 − c)Ψ(Xj2 −Xi1)]− E[Ψ(Xj2 − c)]E[Ψ(Xj2 −Xi1)]
= P (Xi1 ≤ Xj2, Xj2 ≥ c)− P (Xj2 ≥ c)P (Xi1 ≤ Xj2) =
∫∞
c F1dF2 − p2 · q
cov(Ψ(Xi1 − c),Ψ(Xj2 −Xi1)) =
= E[Ψ(Xi1 − c)Ψ(Xj2 −Xi1)]− E[Ψ(Xi1 − c)]E[Ψ(Xj2 −Xi1)]
= P (Xi1 ≤ Xj2, Xi1 ≥ c) − P (Xi1 ≥ c)P (Xi1 ≤ Xj2) = p1 −
∫∞
c F2dF1 − p1 · q =
p1 · (1− q)−
∫∞
c F2dF1
Uporabili smo lastnost računanja upanja indikatorske funkcije, enačbi (11) in (12)
ter definicijo q.
Torej je:
cov(p̂2,Ψ(Xj2 −Xi1)) = cov( 1n2
∑n2
k=1 Ψ(Xk2 − c),Ψ(Xj2 −Xi1))
= 1
n2
[
∫∞
c F1dF2 − p2 · q]
Pri prvem enačaju upoštevamo definicijo p̂i. Pri drugem enačaju upoštevamo:
• cov(X, Y ) = 0, kadar sta X in Y neodvisni slučajni spremeljivki
• cov(aX, bY ) = abcov(X, Y )
Od vsote nam ostane samo člen, ko je k = j. Uporabimo zgoraj poračunano kova-
rianco in dobimo rezultat. Postopek je zelo podoben v naslednjem izračunu.
cov(p̂1,Ψ(Xj2 −Xi1)) = cov( 1n1
∑n1
k=1 Ψ(Xk1 − c),Ψ(Xj2 −Xi1))
= 1
n1
[p1 · (1− q)−
∫∞
c F2dF1]
Sedaj uporabimo predhodnjo pripravljene izračune za:
cov(p̂2 − p̂1,W ) = cov(p̂2 − p̂1,
∑n2
j=1
∑n1
i=1 Ψ(Xj2 −Xi1)
= n1[
∫∞
c F1dF2 − p2 · q]− n2[p1(1− q)−
∫∞
c F2dF1]
= n1
∫∞
c F1dF2 + n2
∫∞
c F2dF1 − n1 · p2 · q − n2 · p1 · (1− q)
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Predpostavimo, da velja: F1 = F2 = F . Potem velja p1 = p2 = p, q = 12 , p = 1−F (c)
in
∫∞
c FdF = 12 [1− F
2(c)] = 12p(2− p).
Sedaj lahko prejšno kovarianco prepišemo v:
cov(p̂2 − p̂1,W ) = 12(n1 + n2)p(2− p)−
1
2p(n1 + n2) =
= 12(n1 + n2)p(1− p)−
1
2p(n1 + n2) =
1
2(n1 + n2)p(1− p)
Poleg tega, ko je F1 = F2, velja:
• V ar(W ) = n1n2(n1 + n2 + 1)/12
Izpeljava narejena v podpoglavju Konstrukcija modificiranega Wilcoxono-
vega testa pod enačbo 16.
• V ar(p̂2 − p̂1) = p(1− p)( 1n1 +
1
n2
)
V ar(p̂2 − p̂1) = V ar(p̂2) + V ar(p̂1) =
p(1− p)
n2
+ p(1− p)
n1
= p(1− p)( 1
n1
+ 1
n2
)
Pri prvem enačaju uporabimo neodvisnost. Opazimo, da imamo dve pov-
prečji bernoulijevih slučajnih spremenljivk z znanima variancama.
Sledi:
ρ(p̂2 − p̂1,W ) =
=
1
2 (n1+n2)p(1−p)√
n1n2(n1+n2+1)/12
√
p(1−p)( 1
n1
+ 1
n2
)
=
√
3p(1− p)
√
n1+n2√
n1+n2+1
≈
√
3p(1− p) .
2.3.4. Analiza korelacij.
• Korelacija med t in P-testom:
(13) ρ(p̂1 − p̂2, X̄1 − X̄2) =
φ(Φ−1(1− p))√
p(1− p)
• Korelacija med Wilcoxonovim in P-testom:
(14) ρ(p̂2 − p̂1,W ) ≈
√
3p(1− p)
Obe korelaciji sta simetrični okoli p = 0.5, tu obe dosežeta tudi maksimum in
sicer 0.798 pri t-testu in 0.866 pri Wilcoxonu, kar je razvidno iz spodnjega grafa 1.
2.4. Neoptimalna aplikacija. Na prvi fazi je potrebno preveriti deleža uspešnih
kandidatov večine in manjšine. Na drugi fazi pa je potrebno preveriti range kandida-
tov obeh skupin. Ne optimalna aplikacija se je pri zgoraj opisanih dosedanjih upo-
rabah statističnega testiranja zgodila pri uporabi t-testa/tW -testa/Wilcoxonovega
testa, saj so ga sodišča aplicirala na vse kandidate. S tem, ko so preverjali range
vseh kandidatov, so v določenih primerih statistični testi izgubili na moči. Sledi
primer, ko sodišča z ne optimalno aplikacijo nebi zaznala diskrimacije, kljub temu,
da bi preverjala na obeh fazah.
Primer 2.6. Kandidati so pisali test. Na testu si lahko dosegel od 0 do 100 točk.
Za uspešno opravljen test je potrebno pisati 50 točk, torej je c = 50.
Rezultati so sledeči.
Manjšina:(45, 46, 47, 48, 49, 50, 51, 55, 56, 57, 58, 59, 60, 61, 62, 63, 64)
Večina:(10, 11, 12, 13, 14, 15, 16, 64, 65, 55, 64, 68, 65, ..., 63, 64, 70, 71, 73, 74)
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Slika 1. Graf korelacij
Prehodnosti skupin sta: p̂1 = 0.71, p̂2 = 0.70. Za stopnjo značilnosti vzemimo
α = 5 %. Dejstvo, da izvedeni P-test ne zavrne ničelne hipoteze ni presenetljiv,
saj sta deleža uspešnih kandidatov zelo podobna. Če Wilcoxonov test uporabimo
na vseh kandidatih, ne moremo zavrniti ničelne hipoteze. Če še enkrat pogledamo
rezultate skupin pa lahko očitno vidimo, da je diskriminacija vseeno prisotna. Pre-
den bi na vrsto prišel prvi uspešen kandidat manjšine, bi pred njim priložnost dobili
skoraj vsi uspešni kandidati večine. Z dosedaj omenjenimi metodami torej ne bi
zaznali diskriminacije. Ker dosedanje metode pri preverjanju diskriminacije upošte-
vajo lastnosti rangov neuspešnih kandidatov, lahko le-te vplivajo na lastnosti rangov
uspešnih kandidatov. ♦
2.4.1. Izboljšava neoptimalne aplikacije: Statistične teste, namenjene za preverja-
nje diskriminacije na drugi fazi, se aplicira samo na rezultate uspešnih kandidatov
obeh skupin. S tem jim povečamo moč. Če v zgornjem primeru uporabimo Wil-
coxonov test samo na uspešnih kandidatih, je diskriminacija uspešno zaznana. Pri
preverjanju na drugi fazi nas zanimajo samo statistične lastnosti rangov uspešnih
kandidatov, zato je ta izboljšava dokaj očitna.
Opomba 2.7. Potrebno se je zavedati, da s to aplikacijo Wilcoxonovega/t-testa nič
ne izvemo o prehodnosti kandidatov. Nujno je predčasno preveriti deleža.
2.5. Cilj. Sodišča torej potrebujejo statistični test, ki bo ohranjal skupno velikost
na nominalni α stopnji, imel visoko moč in ob aplikacijah na podobnih podatkih
vračal podobne rezultate.
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3. Diskriminacija
Preden se lotimo konstrukcij novih statističnih testov in simulacij, formalno defi-
nirajmo kaj bo tekom diplomske naloge pomenilo ali je diskriminacija prisotna.
Diskriminacija ni prisotna, če veljata naslednji dve alineji:
• Deleža uspešnih kandidatov manjšine in večine se statistično ne razlikujeta.
• Med uspešnimi kandidati imajo kandidati iz obeh skupin enako možnost pri
zaposlitvi.
4. Konstrukcija modificiranega Wilcoxonovega testa
4.1. Uvod v linearne ranžirne statistike. Za začetek se bomo vrnili k ranžirnim
vrstam in rangom. Nato bomo skonstruirali linearne ranžirne statistike in si ogledali
in izpeljali njihove lastnosti. Te lastnosti bomo kasneje uporabili pri konstrukciji
modificiranega Wilcoxonovega testa.
Definirajmo:
• Naj bo Σ = {r : r je permutacija števil (1, 2, ..., n)}. Torej je Σ množica vseh
permutacij števil (1, 2, ..., n).
Trditev 4.1. Naj bo R = (R1, ..., Rn) vektor rangov, kjer je Ri rang Zi izmed
Z1, Z2, ..., Zn. Potem je R enakomerno porazdeljen po Σ, torej velja P (R = r) = 1n!
za vsako permutacijo r.
Dokaz. Z1, ..., Zn je slučajni vzorec neodvisnih slučajnih spremenljivk, porazdeljenih
kot Zi ∼ F (z). Zaradi neodvisnosti in enake porazdeljenosti se lahko sklcujemo na
simetrijo. Posledično je vsaka permutacija vektorja rangov enako verjetna. Trditev
sledi. 
Trditev 4.2. Naj bo Z1, Z2, ..., Zn neodvisni slučajni vzorec iz iste zvezne porazde-
litve in naj bo R pripadajoči vektor rangov, kjer je Ri rang Zi za i = 1, 2, ..., n .
Potem velja :
P (Ri = k) =

1
n
, za k = 1,2,...,n
0, sicer
ter za i 6= j
P (Ri = k,Rj = s) =

1
n(n−1) , za k 6= s , k,s = 1,2,...,n
0, sicer
Dokaz. Oglejmo si Ri, za i = 1,...,n . Zavzame lahko vrednost med 1, 2, ..., n. Ker
je Z1, ..., Zn neodvisni slučajni vzorec enako porazdeljenih slučajnih spremenljivk
so vrednosti 1, 2, ..., n enako verjetne vrednosti za Ri. Torej je verjetnost, da Ri
zavzame poljubno vrednost k med 1 in n, enako:
P (Ri = k) =
željeni izidi
vsi možni izidi =
1
n
Recimo, da smo fiksirali Ri = k, sedaj za Rj = s izbiramo samo med 1, ..., n-1
vrednostmi. Posledično velja, da je P (Ri = k,Rj = s) = 1n·(n−1) , kjer k 6= s in
k, s = 1, ..., n. 
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Oglejmo si porazdelitev Ri
Mozne vrednosti Pripadajoče verjetnosti
1 1/n
2 1/n
... ...
n 1/n
Tabela 1. Porazdelitev Ri
Sedaj lahko hitro izpeljemo E[Ri], V ar(Ri) in Cov(Ri, Rj).
(1) Upanje:
E[Ri] = 1 ·
1
n
+ 2 · 1
n
+ ...+ n · 1
n
= 1
n
(1 + 2 + ...+ n) =
= 1
n
n(n+ 1)
2 =
n+ 1
2
(2) Varianca:
V ar(Ri) = E[R2i ]− E[Ri]2 =
n∑
i=1
1
n
i2 − (
n∑
i=1
1
n
i)2 = (n+ 1)(2n+ 1)6 −
(n+ 1)2
4 =
= (n+ 1)(n− 1)12
(3) Kovarianca:
Cov(Ri, Rj) =
n∑
k 6=h, k,h=1
(k − k̄)(h− h̄) · P (Ri = k,Rj = h) =
= 1
n(n− 1)([
n∑
i=1
i−(n+1)/2]2−
n∑
i=1
(i−(n+1)/2)2) = − 1
n(n− 1)
n∑
i=1
(i−(n+1)/2)2 =
= − 1
n(n− 1)
n∑
i=1
(i2 + in+ 12 +
(n+ 1)2
2 ) =
= − 1
n(n− 1)(
n(n+ 1)(2n+ 1)
6 −
n(n+ 1)2
2 +
n(n+ 1)2
4 ) = −
n+ 1
2(n− 1)(
n− 1
6 ) =
= −n+ 112
Četrti enačaj velja ker: ∑ni=1Ri − R̄i = 0 .
Sedaj, ko smo zgradili ogrodje ranžirnih statistik, uporabimo to znanje za izračun
upanja in variance Wilcoxon-Mann-Whitneyeve testne statistike W = ∑n1i=1Ri.
(1) Upanje:
(15) E(W ) = n1 · (n+ 1)2
E(W ) = E(
n1∑
i=1
Ri) =
n1∑
i=1
E(Ri) = n1 ·
n+ 1
2 =
n1 · (n+ 1)
2
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(2) Varianca:
(16) V ar(W ) = (n+ 1)n1n212
V ar(W ) = V ar(
n1∑
i=1
Ri) =
n1∑
i=1
V ar(Ri) +
n1∑
i 6=j i,j=1
Cov(Ri, Rj) =
= n1V ar(R1) + n1(n1 − 1)Cov(R1, R2) = n1(
n2 − 1
12 )− n1(n1 − 1)(
n+ 1
12 ) =
= n1n
2 − n1 − n21n+ n1n− n21 + n1
12 =
n1n(n− n1) + n1(n− n1)
12 =
(n+ 1)n1(n− n1)
12 =
(n+ 1)n1n2
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Kot rečeno v uvodu je Wilcoxon-Mann-Whitneyeva statistika W linearna ranžirna
statistika. Oglejmo si, kaj to pomeni v večji splošnosti.
4.1.1. Linearne ranžirne statistike.
Definicija 4.3. Naj bo R = (R1, R2, ..., Rn) vektor rangov. Naj bosta
a(1), a(2), ..., a(n) in c(1), c(2), ..., c(n) dve zaporedji konstant. Statistiko oblike:
S =
n∑
i=1
c(i)a(Ri)
imenujemo linearna ranžirna statistika.
Sedaj predpostavimo dva neodvisna slučajna vzorca X1, X2, ..., Xn1 in
Y1, Y2, ..., Yn2 , kjer je prvi vzorec neodvisno enako porazdeljen kot Xi ∼ F1(x) ter
drugi kot Yj ∼ F2(y). Naj bodo R1, ..., Rn1 rangi X-ov in Rn1+1, ..., Rn1+n2 rangi
Y-ov.
Definirajmo naše zaporedje konstant c, kot:
c(i) =
1 za i = 1, 2, ..., n10, za i = n1 + 1, ..., n1 + n2
Potem lahko našo linearno ranžirno statistiko prepišemo v:
S =
n1+n2∑
i=1
c(i)a(Ri) =
n1∑
i=1
a(Ri)
Torej je naša linearna ranžirna statistika odvisna le od konstant, ki so določene
preko rangov vzorca X-ov. V primeru Wilcoxonove testne statistike W, naše kon-
stante a(Ri) definiramo kot a(Ri) = Ri. Naša testna statistika je torej:
W =
n1∑
i=1
Ri
V prejšnem podpoglavju smo sami izpeljali nekaj lastnosti statistike W. Izpeljimo
formule s pomočjo katerih lahko iste lastnosti poračunamo za vse linearne ranžirne
statistike. Pomagali si bomo z naslednjo trditvijo.
Trditev 4.4. Naj bo a(1), ..., a(n) zaporedje n konstant. Potem kadar je vektor
rangov R enakomerno porazdeljen po Σ velja:
(1) E[a(Ri)] = ā, za i = 1, ..., n
(2) V ar(a(Ri)) = 1n
∑n
k=1(a(k)− ā)2, za i = 1, ..., n
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(3) Cov[a(Ri), a(Rj)] = −1n(n−1)
∑n
k=1(a(k)− ā)2, za i 6= j = 1, ..., n
kjer je ā = 1
n
∑n
i=1 a(i)
Dokaz. (1) Dokaz upanja:
E[a(Ri)] =
n∑
k=1
a(k)P (Ri = k) =
1
n
n∑
k=1
a(k) = ā
(2) Dokaza variance:
V ar(a(Ri)) =
n∑
k=1
(a(k)− E(a(Ri)))2P (Ri = k) =
1
n
n∑
k=1
(a(k)− ā)2
(3) Dokaz kovariance:
Cov(a(Ri), a(Rj)) =
n∑
h6=k h,k=1
[a(h)− ā][a(k)− ā]P (Ri = h,Rj = k) =
= 1
n(n− 1)
n∑
h6=k h,k=1
[a(h)− ā][a(k)− ā] =
= 1
n(n− 1)([
n∑
k=1
(a(k)− ā)]2 −
n∑
k=1
(a(k)− ā)2) =
= −1
n(n− 1)
n∑
k=1
(a(k)− ā)2
Zadnja enakost velja ker ∑nk=1(a(k)− ā) = 0.

Trditev 4.5. Naj bo S linearna ranžirna statistika s konstantami c(1), ..., c(n) in
a(1), ..., a(n). Če je R enakomerna porazdeljena po Σ, potem velja:
(1) Upanje:
E[S] = nc̄ā
(2) Varianca:
V ar[S] = 1
n− 1[
n∑
i=1
(c(i)− c̄)2][
n∑
k=1
(a(k)− ā)2]
kjer je ā = 1
n
∑n
i=1 a(i) in c̄ = 1n
∑n
i=1 c(i).
Dokaz. Pomagali si bomo s prejšno trditvijo.
(1) Upanje:
E[S] =
n∑
i=1
c(i)E[a(Ri)] = nc̄ā
(2) Varianca:
V ar[S] =
n∑
i=1
c2(i)V ar[a(Ri)] +
n∑
i 6=j i,j=1
c(i)c(j)Cov(a(Ri), a(Rj)) =
=
n∑
i=1
c2(i)
n
[
n∑
k=1
(a(k)− ā)2]−
n∑
i 6=j i,j=1
c(i)c(j)
n(n− 1)(
n∑
k=1
(a(k)− ā)2) =
= 1
n(n− 1)[(n− 1)
n∑
i=1
c2(i)−
n∑
i 6=j i,j=1
c(i)c(j)][
n∑
k=1
(a(k)− ā)2] =
16
= 1
n− 1[
n∑
i=1
(c(i)− c̄)2][
n∑
k=1
(a(k)− ā)2]
kjer zadnji korak velja zaradi :
(n− 1)
n∑
i=1
c2(i)−
n∑
i 6=j i,j=1
c(i)c(j) = n
n∑
i=1
c2(i)− (
n∑
i=1
c(i))2 =
= n[
n∑
i=1
c2(i)− nc̄2] = [n
n∑
i=1
(c(i)− c̄)2]
Pri zadnjem enačaju smo uporabili sledečo enakost:
n∑
i=1
(c(i)− c̄)2 =
n∑
i=1
(c2(i)−2c(i)c̄+ c̄2) =
n∑
i=1
c2(i)−2c̄
n∑
i=1
c(i) +nc̄2 =
n∑
i=1
c2(i)−nc̄2

4.2. Konstrukcija Brunner-Munzel modifikacije Wilcoxonovega testa. Za
začetek se spomnimo ničelne hipoteze, ki jo lahko preverja
Wilcoxon-Mann-Whitneyev test in jo poskusimo zapisati na bolj matematičen zapis.
H0 = "Verjetnost, da bo naključna vrednost iz prvega vzorca manjša ali enaka na-
ključni vrednosti iz drugega vzorca je enaka verjetnosti, da bo naključna vrednost
iz drugega vzorca manjša ali enaka naključni vrednosti iz prvega vzorca."
Spomnimo se definicije q = P (Xi1 ≤ Xj2) iz dokaza odvisnosti Wilcoxon-Mann-
Whitneyeve statistike in P-testa, ki nam pove verjetnost, da nakjučni kandidat iz
manjšine piše manj ali enako kot naključni kandidat večine. Sedaj lahko našo ničelno
hipotezo prepišemo v:
(17) H0 : q = P (Xi1 ≤ Xj2) =
1
2
Statistični testi za preverjanje diskriminacije na drugi fazi, se bodo aplicirali le na
uspešnih kandidatih. V ta namen uvedimo oznako ( ˜ ). Uporabljali jo bomo, ko
bo govora le o uspešnih kandidatih. Formalno upeljimo oznako ( ˜ ). Naj bo Ω
prostor dogodkov vseh kandidatov in P pripadajoča verjetnostna mera. Slučajni
spremenljivki manjšine in večine sta definirani kot:
(18) Xi1 : Ω→ R
Definirajmo naš prostor dogodkov samo uspešnih kandidatov kot:
(19) Ωc = {Xi1 ∈ [c,∞)} ⊆ Ω
Definirajmo sedaj slučajni spremenljivki samo uspešnih kandidatov kot:
(20) X̃i1 : Ωc → R; X̃i1 = Xi1|Ωc
Torej sta slučajni spremenljivki samo uspešnih kandidatov definirani kot zožitvi slu-
čajnih spremenljivk vseh kandidatov na prostor uspešnih kandidatov.
Sedaj poskusimo definirati še gostoto in porazdelitveno funkcijo slučajnih spremen-
ljivk X̃i1. Naj bo E ⊂ Ωc in Pc verjetnostna mera definirana na Ωc. Potem je:
(21) Pc(E) =
P (E)
P (Xi1 ≥ c)
Gostoti in porazdelitveni funkciji sta torej sledeči:
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• Gostota uspešnih kandidatov :
(22) f̃i(x) =
fi(x)
1− Fi(c)
• Porazdelitvena funkcija uspešnih kandidatov:
(23) F̃i(x) =
Fi(x)− Fi(c)
1− Fi(c)
Oglejmo si še kaj (̃) pomeni za q.
(24) q̃ = P (Xi1 ≤ Xj2|Xi1 ≥ c,Xj2 ≥ c) = Pc(X̃i1 ≤ X̃j2) = 1−
∫ ∞
c
f̃1(x)F̃2(x)dx
Brunner in Munzel sta v članku [2] skonstruirala modificirani Wilcoxonov test.
Testna statistika, aplicirana le na uspešne kandidate, je sledeča:
(25) W̃BM =
√
N(ˆ̃q − 12)
σ̂BM
kjer je ˆ̃q ustrezna cenilka za q̃ in σ̂BM ustrezna cenilka za σBM . Tu je:
(26) σ2BM =
V ar(F̃2(X̃i1))
M1
+ V ar(F̃1(X̃j2))
M2
.
Pokazala sta, da ima
√
N(ˆ̃q− 12 )
σ̂BM
pod H0 : q̃ = 12 , asimptotično standardno normalno
porazdelitev. To sledi iz centralnega limitnega izreka in ustreznih lastnosti cenilk.
Oglejmo si podrobneje cenilki ˆ̃q in ˆ̃σBM .
4.2.1. Cenilka za q̃: potrebujemo oceno za verjetnost, da naključni uspešni kandidat
manjšine piše slabše ali enako kot naključni uspešni kandidat večine. Smiselna
cenilka je sledeča:
(27) ˆ̃q = 1
M1M2
∑
{Xi1≥c}
∑
{Xj2≥c}
Ψ(Xj2 −Xi1) =
1
M1M2
M1∑
i=1
M2∑
j=2
Ψ(X̃j2 − X̃i1)
Če fiksiramo prvega uspešnega kandidata manjšine, torej - X̃i1, bomo v notranji
vsoti dobili število uspešnih kandidatov večine, ki so test pisali boljše kot naš fiksiran
kandidat manjšine. Število, ki ga dobimo če seštejemo obe vsoti skupaj, predstavlja
kolikokrat je bil vsak kandidat večine boljši od vsakega kandidata manjšine. Sedaj
samo delimo to število z M1 ·M2 in dobimo oceno željene verjetnosti.
Brunner in Munzel [2] sta dokazala naslednje lastnosti naše cenilke za q:
• Nepristranskost : E(ˆ̃q) = q̃
• Doslednost: ˆ̃qn d−→ q̃, ko n→∞
Dokažimo nepristranskost:
E(ˆ̃q) = E( 1
M1M2
M1∑
i=1
M2∑
j=2
Ψ(X̃j2 − X̃i1)) =
1
M1M2
M1∑
i=1
M2∑
j=2
E(Ψ(X̃j2 − X̃i1)) =
= M1M2
M1M2
Pc(X̃12 ≥ X̃11) = q̃ 
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4.2.2. Cenilka za σBM : Preden definiramo cenilko, definirajmo naslednje pojme:
• Ri1 rang i-tega iz manjšine v celotnem vzorcu uspešnih kandidatov .
• Rj2 rang j-tega iz večine v celotnem vzorcu uspešnih kandidatov.
• R(1)i1 rang i-tega iz manjšine v vzorcu uspešnih kandidatov manjšine.
• R(2)j2 rang j-tega iz večine v vzorcu uspešnih kandidatov večine.
• Povprečni rang: R̄i = 1Mi
∑Mi
k=1Rik ; ( i = 1 → Manjšina, i = 2 → Večina)
• Empirična varianca za Rki −R(i)ki : S2i = 1Mi−1
∑Mi
k=1(Rki −R
(i)
ki − R̄i + Mi+12 )
2
Definirajmo:
(28) σ̂i2 = S2i /(M −Mi)2
kjer je M = M1 + M2. Brunner in Munzel [2] sta pokazala, da je σ̂12 =
S21/(M − M1)2 dosledna cenilka za σ21 = var(F̃2(X̃i1)) in σ̂22 = S22/(M − M2)2
dosledna cenilka za σ22 = var(F̃1(X̃j2)).
Sledi torej, da je σ̂2BM =
σ̂21
M1
+ σ̂
2
2
M2
dosledna cenilka za σ2BM =
F̃2(X̃i1))
M1
+ F̃1(X̃j2))
M2
.
5. Neodvisnosti P-testa in modificirianega Wilcoxonovega testa
Kot rečeno v dosedanjih poglavjih je eden izmed problemov sedanjih testov nji-
hova medsebojna odvisnost. Sedaj, ko smo skonstruirali modificirani Wilcoxonov
test, dokažimo njegovo asimptotsko neodvisnost od P-testa.
Za začetek si oglejmo in dokažimo naslednjo trditev:
Trditev 5.1. Naj bo T̃ testna statistika aplicirana na točke kandidatov iz obeh sku-
pin, ki opravijo test. Naj bo:
(29) p̂ = (p̂1, p̂2)
vzorčni vektor in P klasicni P-test za preverjanje deležev. Če velja:
(30) E(T̃ |p̂) = µT
, kjer je µT neka konstanta, potem velja:
(31) cov(P, T̃ ) = 0
in cov(p̂i, T̃ ) = 0, i = 1, 2.
Dokaz. Za začetek predpostavimo, da velja:
(32) E(T̃ |p̂) = µT
Oglejmo si kaj to pomeni za sledečo kovarianco:
(33) cov(E(P |p̂), E(T̃ |p̂)) = cov(E(P |p̂), µT ) = 0
Pri tem smo upoštevali naslednjo lastnost kovariance, cov(X, a) = 0, za vsako kon-
stanto a. Še enkrat si oglejmo našo testno statistiko P .
P = (p̂2 − p̂1)√
p̂c(1− p̂c)(1/n2 + 1/n1)
p̂c =
n1p̂1 + n2p̂2
n1 + n2
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Vidimo, da je odvisna le od p̂i = Mini . Iz tega sledi, da je pogojno matematično
upanje:
(34) E(P |p̂) = P
Opomnimo, da je pogojna kovarianca slučajnih spremenljivk X,Y pri danem Z defi-
nirana kot:
Cov(X, Y |Z) = E(XY |Z)− E(X|Z)E(Y |Z)
Oglejmo si:
(35) cov[(P, T̃ )|p̂] = E[PT̃ |p̂]−E[P |p̂]E[T̃ |p̂] = PE[T̃ |p̂]−PµT = PµT −PµT = 0
Uporabili smo enačbi 32 in 34. Sedaj dokažimo željeno enačbo 31:
Željeno kovarianco razpišimo s pomočjo pogojnega matematičnega upanja in upo-
rabimo enačbi 33 in 35, rezultat sledi:
cov(P, T̃ ) = E[cov((P, T̃ )|p̂)] + cov(E(P |p̂), E(T̃ |p̂)) = 0
Dokaz za cov(p̂i, T̃ ) = 0 za i = 1, 2 je podoben. 

Opomba 5.2. Oglejmo si, kaj pomeni E[T̃ |p̂] = µT .
(36) E[T̃ ] = E[E[T̃ |p̂]] = E[µT ] = µT = E[T̃ |p̂]
Posledično je E[T̃ ] = E[T̃ |p̂] zadostni pogoj za uporabo Trditve 5.1.
Sedaj si zopet oglejmo naš modificiran Wilcoxonov test apliciran samo na uspešnih
kandidatih:
W̃BM =
√
N(˜̂q − 12)
ˆσBM
in nanj aplicirajmo 5.1. Spomnimo se Mann-Whitney W statistike iz dokaza odvi-
snosti Wilcoxonovega in P testa, aplicirano samo na uspešnih kandidatih:
W̃ =
M2∑
j=1
M1∑
i=1
Ψ(X̃j2 − X̃i1) =
M2∑
j=1
(Rj2 −R(1)j2 ) =
M2∑
j=1
Rj2 −
M2(M2 + 1)
2
Če primerjamo našo testno statistiko W̃ in ˜̂q hitro opazimo, da velja:
(37) ˜̂q = 1
M1 ·M2
W̃ = 1
M1
(R̄2 −
M2 + 1
2 )
pri čemer je ˜̂q je odvisen le od števila M1, M2 ter Ri.
Posledica 5.3. Sedaj predpostavimo q̃ = 12 , oglejmo si :
E(
ˆ̃q − 1/2
σBM
|p̂) = 1
σBM
E(ˆ̃q − 12 |p̂) =
= 1
σBM
E( 1
M1
(R̄2 −
M2 + 1
2 )−
1
2 |p̂) =
1
σBM
(M1 +M2 + 12M2
− M2 + 12M1
− 12) = 0
Z uporabo Trditve 5.1 dobimo Cov(W̃BM , P ) = 0.
Opomba 5.4. Naj bo T̃ kateri koli standardiziran linearno ranžirni test, apliciran
le na uspešnih kandidatih. Potem, kadar velja F̃1 = F̃2, sta upanje in varianca
odvisni le od Mi in uteži linernega ranžirnega testa. Torej zaradi standardizacije
velja E(T̃ |p̂) = 0 = E(T̃ ) in posledično Cov(T̃ , P ) = 0.
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Dokazali smo torej, da sta W̃BM in P pod predpostavko q̃ = 12 nekorelirana. Iz
neodvisnosti vedno sledi nekoreliranost, obratno pa ne vedno. Kadar govorimo o
normalnih porazdelitvah pa iz nekoreliranosti vseeno sledi neodvisnost. Pri nas je
govora o asimptotično normalnih porazdelitvah, zato si bomo morali za formalen
dokaz neodvisnosti pomagati z malo močnejšim orodjem in sicer z naslednjo trdi-
tvijo.
Trditev 5.5. Naj bo N = n1 + n2. Predpostavimo ni → ∞ tako, da niN → λi ∈
(0, 1), i = 1, 2. Potem, ko q̃ = 12 , (
√
N(p̂1 − p1),
√
N(p̂2 − p2), W̃BM)t konvergira v
porazdelitvi k tridimenzionalni normalni porazdelitvi z upanjem (0, 0, 0)t in kovari-
ancami σ11 = p1(1− p1)/λ1, σ22 = p2(1− p2)/λ2, σ33 = 1, σ12 = σ13 = σ23 = 0.
Opomba 5.6. Formalen dokaz zgornje trditve je dostopen v viru [6].
Posledica 5.7. Ko velja p1 = p2 in q̃ = 1/2, sta testa P in W̃BM asimptotično
neodvisna in (P, ˜WBM)t konvergira k bivariantni standardni normalni porazdelitvi.
Preden se lotimo dokaza zgornje posledice definirajmo različico multivariantnega
izreka Slutskega [1].
Izrek 5.8. Naj bo X = (X1, ..., Xp) ∈ Rp slučajni vektor, ki v porazdelitvi konvergira
k slučajnemu vektorju S ∈ Rp in Y = (Y1, ..., Yr) ∈ Rr slučajni vektor, ki verjetnostno
konvergira h konstantnem vektorju C ∈ Rr. Potem slučajni vektor (X, Y ) ∈ Rp+r v
porazdelitvi konvergira proti (S,C) ∈ Rp+r.
Dokažimo sedaj posledico.
Dokaz. Trditev 5.5 nam pove, da ob zadoščenih predpostavkah
(
√
N(p̂1 − p1),
√
N(p̂2 − p2), W̃BM)t konvergira v porazdelitvi k tridimenzionalni
normalni porazdelitvi z upanjem (0, 0, 0)t in kovariancami σ11 = p1(1−p1)/λ1, σ22 =
p2(1−p2)/λ2, σ33 = 1, σ12 = σ13 = σ23 = 0. Opomnimo, da je po predpostavki λi 6= 0
za i=1,2, torej so variance dobro definirane.
Za začetek si oglejmo dve neodvisni slučajni spremenljivki X ∼ N(µ1, σ1) in Y ∼
N(µ2, σ2). Vemo, da X - Y ∼ N(µ1 − µ2, σ1 + σ2).
Definirajmo
• X1 =
√
N(p̂1 − p1)
• X2 =
√
N(p̂2 − p2)
Opomnimo, da staX1 inX2 zaradi Trditve 5.5 neodvisni slučajni spremenljivki. Vek-
tor (
√
N(p̂1−p1),
√
N(p̂2−p2), W̃BM)t lahko prepišemo v (X1, X2, W̃BM)t. Naredimo
linearno transformacijo A na prvotnem vektorju in dobimo: (X1 −X2, X2, W̃BM)t.
Sedaj naredimo še projekcijo B in dobimo vektor: (X1−X2, W̃BM)t. Opomnimo, da
se normalnost ohrani. Tako linearna transformacija A, kot projekcija B sta zvezni
funkciji. Kompozitum dveh zveznih funkcij je prav tako zvezna funkcija. Skličimo
se na:
Trditev 5.9.
Če vektor Xn d−→ X, potem za vsako zvezno preslikavo g, tudi g(Xn) d−→ g(X).
Ob predpostavki p1 = p2 = p sledi, da (
√
N(p̂1−p̂2), W̃BM)t konvergira k normalni
z upanjem (0, 0)t in kovariancami σ11 = p(1− p)( 1λ1 +
1
λ2
), σ22 = 1, σ12 = σ21 = 0.
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Testna statistika P je enaka:
P =
√
N(p̂1 − p̂2)√
N
√
p̂c(1− p̂c)( 1n1 +
1
n2
)
in
p̂c =
n1p̂1 + n2p̂2
n1 + n2
d−→ p
Zopet uporabimo dejstvo, da ni
N
d−→ λi ∈ (0, 1), i = 1, 2. Torej sledi:
√
N
√
p̂c(1− p̂c)(
1
n1
+ 1
n2
) d−→
√
p(1− p)( 1
λ1
+ 1
λ2
).
Definirajmo sedaj:
• X = (
√
N(p̂1 − p̂2), W̃BM)t
• Y =
√
N
√
p̂c(1− p̂c)( 1n1 +
1
n2
)
Vidimo, da Y v porazdelitvi konvergira h konstanti, označimo jo s c. Definirajmo
asimptotično porazdelitev vektorja X z S = (S1, S2). Multivarianten Slutsky impli-
cira, da vektor (X,Y) v porazdelitvi konvergira k vektorju (S, c). Opravimo zvezno
preslikavo A1 in dobimo vektor (S1/c, S2, c). Vektor S smo transformirali samo za
konstanto. Posledično se v našem primeru spremeni samo varianca, normalnost pa se
ohrani. Apliciramo projekcijo B1 in dobimo vektor (S1/c, S2). Kompozitum zveznih
preslikav je zvezen. Zopet se skličemo na Trditev 5.9. Sledi, da vektor (P, W̃BM)
konvergira k bivariantni standardno normalnii porazdelitvi. Ker je σ12 = σ21 = 0,
sta testa P in W̃BM asimptotično neodvisna.

6. Dvostopenjska testa: PW in Pt
V tem poglavju bo formalno opisan dvostopenjski test PW. Na koncu poglavja bo
predstavljena tudi alternativa in sicer Pt test. Oglejmo si sedaj PW test. V prvem
koraku se za preverjanje deležov uporabi P test. Če P test na prvi fazi zavrne ničelno
hipotezo, potem ima vzorec prisotno diskrimacijo. Kadar P test ne zavrne ničelne
hipoteze, se na drugi fazi uporabi W̃BM na kandidatih, ki so uspešno opravili test.
6.1. Dvostopenjski test PW - nominalna stopnja α.
• Aplicirajmo test P s stopnjo 1−
√
1− α na ničelni hipotezi p1 = p2. Če test P
zavrne ničelno hipotezo potem sklepamo, da ima vzorec vpliv diskriminacije,
sicer nadaljujemo z drugo stopnjo.
• Aplicirajmo W̃BM test s stopnjo 1 −
√
1− α. Če test W̃BM zavrne ničelno
hipotezo q̃ = 12 , sklepamo, da ima vzorec vpliv diskriminacije, sicer sklepamo,
da vzorec nima vpliva diskriminacije.
Brunner in Munzel [2] priporoča, da ko so vzorci majhni, naj bo uporabljena t
porazdelitev za aproksimacijo porazdelitve W̃BM . Aproksimacije so natančne samo
če sta tako vzorec manjšine kot vzorec večine uspešnih kandidatov večja od 10. Torej
lahko PW test uporabimo le v takih primerih.
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6.2. Velikost testa PW. Naj bo A={ Test P zavrne p1 = p2|H0 }, B={ Test W̃BM
zavrne q̃ = 0.5|H0 }. Naj bo αP = P (A), αW = P (B). Asimptotična neodvisnost
testa P in W̃BM implicira, da v velikih vzorcih velja:
P (A ∪ (Ac ∩B)) = P (A) + P (Ac ∩B) ≈ αP + αW (1− αP )
Smiselna izbira bi bila αP = αW . Za zagotovilo nominalne stopnje α za celoten
dvostopenjski test nastavimo αP = αW = 1 −
√
1− α. Za primer, ko je α = 0.05,
dobimo αP = αW = 1−
√
0.95 = 0.02532.
Ne glede na to, da pri PW govorimo o asimptotski neodvisnosti, torej imamo teore-
tično dokazilo o velikosti stopnje α le za zelo velike vzorce, je simulacijska raziskava,
ki sta jo izvedla Weiwen Miao & Joseph L. Gastwirth [6], pokazala dobre rezultate.
Za vzorce, kjer ima večina 50 kandidatov in manjšina 20 kandidatov, relativno malo
za primere preverjanja diskriminacije, je sledilo, da je korelacija med P in W̃BM
običajno pod 0.02 in da dvostopenjski test PW ohrani nominalno stopnjo α pod
0.05 za izbrane porazdelitve.
6.3. p-vrednost testa PW.
Definicija 6.1. P vrednost predstavlja verjetnost, da bi dobili opazovan oziroma
še bolj ekstremen rezultat, kot smo ga dobili, ob predpostavki, da ničelna hipoteza
drži.
Naj bodo P o in W̃ oBM opazovane vrednosti standardiziranih testov P in W̃BM .
Naj bo z∗ zgornji 1−
√
1−α
2 -iti percentil standardne normalne porazdelitve. PW test
zavrne ničelno hipotezo, kadar: |P o| > z∗ ali |W̃BM | > z∗. Oglejmo si dogodek A ={
"ekstremen kot ali še ekstremenjši kot opazovan"}. Na ravnini (P, W̃BM), je dogodek
A enak {(P, W̃BM) : |P | ≥ l or |W̃BM | ≥ l, l = max(|P o|, |W̃ oBM |)}. Pod hipotezo
Ho, sta P in W̃BM asimptotično neodvisna in porazdeljena standardno normalno.
Torej za velike vzorce velja:
p− vrednost = P (|P | > l ali |W̃BM | > l) = 2P (|N(0, 1)| > l)− [P (|N(0, 1)| > l)]2
6.4. Dvostopenjski test Pt.
Ko zamenjamo W̃BM test z t̃W -testom na drugi fazi, PW test postane Pt test.
Nominalne stopnje posameznih faz ostanejo enake. Ne glede na to, da porazdelitve
ocen tistih, ki so uspešno opravili test ponavadi niso normalno porazdeljene, je si-
mulacijska raziskava v članku [6] ( Weiwen Miao & Joseph L. Gastwirth) pokazala,
da je Pt test blizu nominalne stopnje.
7. Simulacija - Moč testov
V tem poglavju bomo predstavili simulacijo, ki je bila napisana v R-u ter predsta-
vili njene rezultate. Glavni cilj simulacijske raziskave je oceniti in primerjati moči
različnih testov.
7.1. Teoretično ozadje simulacije. V tem podpoglavju bomo natančno predsta-
vili simulacijo. Glavni cilj je oceniti in primerjati moči različnih testov.
V prvem delu bomo tW - test, modificirani Wilcoxonov test in P-test, kjer bodo vho-
dni podatki vedno vsi kandidati, primerjali s Pt in PW testom. V drugem delu
bomo Pt in PW test primerjali z naivnima Pt in PW testoma.
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• Naivni Pt test je na prvi fazi sestavljen iz P-testa, na drugi fazi pa z tW -testa
apliciranega na vseh kandidatih.
• Naivni PW test je na prvi fazi sestavljen iz P-testa, na drugi fazi pa z mo-
dificiranega Wilcoxonovega testa apliciranega na vseh kandidatih
Nato smo izbrali štiri različne porazdelitve in sicer Normalno, Studentovo, Beta
in Gamma porazdelitev. Podrobnosti so v spodnjih dveh tabelahi :
Porazdelitev Formalni zapis Upanje Standardni odklon
Normalna N(60, 82) 60 8
t4 60 + 8t4 60 11.3
Gamma 35 + 4Γ(4, 1) 51 8
Beta 40 + 45B(4, 2) 70 8.02
Tabela 2. Porazdelitve večine
Porazdelitev Formalni zapis Upanje Standardni odklon
Normalna N(60 + ∆, (8r)2) 60+∆ 8r
t4 (60 + ∆) + 8rt4 60+∆ 11.3r
Gamma (51-16r)+∆ + 4rΓ(4, 1) 51+∆ 8r
Beta (70-30r) + 45rB(4, 2) +∆ 70+∆ 8.02r
Tabela 3. Porazdelitve manjšine
Število r, ki je definirano kot r = σ1
σ2
, zavzema vrednosti med 0.25 in 2, s prirastki
velikosti 0.25. Predstavlja razmerje standardnih odklonov manjšine in večine. Vre-
dnosti ∆ so odvisne od porazdelitve. Predstavljajo razliko med upanjem manjšine
in večine. Izbrane so bile na način, da je imel tW -test, za vsako porazdelitev in vsak
r, moč okoli 0.8. Dejanske vrednosti so prikazane v tabelah pred rezultati vsake
porazdelitve posebej. Vrednost c, ki predstavlja potrebno število točk za opravljen
izpit, je enaka 55 za Normalno in Studentovo porazdelitev, pri Gamma porazdelitvi
je enaka 45 ter pri Beti 65. Vrednosti so izbrane tako, da ima vzorec večine vrednost
p2 malo nad 70 %. Velikost vzorca večine je 100, vzorca manjšine pa 50. Rezultati so
posledica 104 ponovitev simulacij, torej je standardna napaka za moči testov manjša
od
√
0.5 ∗ 0.5/104 = 0.005.
7.1.1. R koda. V tem podpoglavju bomo predstavili kodo. Definirali smo vse poraz-
delitve ter parametre. Spisane so bile funkcije za vsak test posebej, kjer kot vhodne
podatke funkcija dobi potrebne podatke za izbrani test, ter vrne 1 v primeru, da je
test zavrgel ničelno hipotezo, oziroma 0, če ni uspel zavreči ničelne hipoteze. Nato
je spisana dvojna for-zanka, prva poskrbi za 104 ponovitev, druga poskrbi za vse
razmike. Dvojna for-zanka se ponovi za vsak test posebej. V jedru for-zanke, za
vsak razmak posebej, preverimo ali je statistični test uspel zavreči ničelno hipotezo.
Rezultati se shranjuje v vektor. Ko se vse zanke zaklučijo dobimo vektor, ki ima
8 komponent (enako številu razmakov). Na vsaki komponenti je število uspešnih
zavrnitev ničelne hipoteze. Če po komponentah delimo s številom ponovitev, kar je
v našem primeru 104, dobimo aproksimacijo za moč testa, za vsak razmak posebej.
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7.2. Rezultati prvega dela. V tem podpoglavju bomo predstavili rezultate prvega
dela.
7.2.1. Normalna porazdelitev. Oglejmo si specifikacije izbranih normalnih porazde-
litev v spodnji tabeli.
r ∆ p2 p1 − p2 q q̃
0.25 -2.4 0.903 -0.169 0.614 0.814
0.5 -2.8 0.709 0.0252 0.623 0.739
0.75 -3.3 0.612 0.122 0.629 0.66
0.1 -3.9 0.555 0.179 0.635 0.59
1.25 -4.6 0.516 0.218 0.64 0.532
1.5 -5.4 0.487 0.247 0.646 0.483
1.75 -6.1 0.469 0.265 0.647 0.44
2 -6.9 0.453 0.281 0.65 0.404
Tabela 4. Normalna porazdelitev ( p1 = 0.734 )
Spodnji graf prikazuje rezultate moči izbranih testov v primeru normalne poraz-
delitve.
Slika 2. Simulacija moči za normalno porazdelitev
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7.2.2. t4 porazelitev. Oglejmo si specifikacije izbranih t4 porazdelitev v spodnji ta-
beli.
r ∆ p2 p1 − p2 q q̃
0.25 -3.4 0.766 -0.0487 0.645 0.846
0.5 -3.9 0.602 0.116 0.648 0.75
0.75 -4.6 0.525 0.192 0.653 0.665
0.1 -5.5 0.477 0.24 0.66 0.595
1.25 -6.4 0.448 0.269 0.665 0.536
1.5 -7.5 0.423 0.294 0.672 0.488
1.75 -8.5 0.407 0.31 0.675 0.447
2 -9.5 0.396 0.321 0.678 0.412
Tabela 5. t4 porazdelitev ( p1 = 0.717 )
Spodnji graf prikazuje rezultate moči izbranih testov v primeru normalne poraz-
delitve.
Slika 3. Simulacija moči za t4 porazdelitev
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7.2.3. Gamma porazdelitev. Oglejmo si specifikacije izbranih Gamma porazdelitev
v spodnji tabeli.
r ∆ p2 p1 − p2 q q̃
0.25 -2.3 1 -0.242 0.557 0.735
0.5 -2.7 0.789 -0.0315 0.587 0.692
0.75 -3.3 0.625 0.133 0.623 0.619
1 -4 0.537 0.221 0.651 0.554
1.25 -4.7 0.486 0.272 0.668 0.498
1.5 -5.5 0.45 0.308 0.68 0.453
1.75 -6.2 0.428 0.33 0.686 0.413
2 -7.1 0.407 0.35 0.693 0.381
Tabela 6. Gamma porazdelitev ( p1 = 0.758 )
Spodnji graf prikazuje rezultate moči izbranih testov v primeru Gamma porazde-
litve.
Slika 4. Simulacija moči za Gamma porazdelitev
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7.2.4. Beta porazdelitev. Oglejmo si specifikacije izbranih Beta porazdelitev v spo-
dnji tabeli.
r ∆ p2 p1 − p2 q q̃
0.25 -2.4 0.883 -0.147 0.635 0.84
0.5 -2.8 0.715 0.0207 0.639 0.771
0.75 -3.3 0.634 0.101 0.638 0.697
1 -3.9 0.586 0.149 0.634 0.624
1.25 -4.6 0.553 0.182 0.63 0.557
1.5 -5.2 0.533 0.202 0.622 0.494
1.75 -6 0.514 0.22 0.62 0.446
2 -6.7 0.501 0.234 0.616 0.403
Tabela 7. Beta porazdelitev ( p1 = 0.735 )
Spodnji graf prikazuje rezultate moči izbranih testov v primeru Beta porazdelitve.
Slika 5. Simulacija moči za beta porazdelitev
7.3. Rezultati drugega dela.
Opomba 7.1. Specifikacije izbranih porazdelitev so enake kot v prejšnem podpo-
glavju.
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Spodnji graf prikazuje rezultate moči izbranih testov v primeru Normalne poraz-
delitve.
Slika 6. Simulacija moči za Normalno porazdelitev
Spodnji graf prikazuje rezultate moči izbranih testov v primeru t4 porazdelitve.
Slika 7. Simulacija moči za t4 porazdelitev
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Spodnji graf prikazuje rezultate moči izbranih testov v primeru Gamma porazde-
litve.
Slika 8. Simulacija moči za Gamma porazdelitev
Spodnji graf prikazuje rezultate moči izbranih testov v primeru Beta porazdelitve.
Slika 9. Simulacija moči za Beta porazdelitev
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7.4. Popis rezultatov.
Opomba 7.2. Pripomnimo naše ničelne hipoteze:
• P test : p2 − p1 = 0
• tW -test in Wilcoxonov test: q = 0.5
• Pt in PW test: p2 − p1 = 0.5 in q̃ = 0.5
• Naivni Pt in PW test: p2 − p1 = 0.5 in q = 0.5
7.4.1. P-test. P-test bo imel največjo moč, ko bo absolutna razlika p2 − p1 velika.
Pri normalni, gama in beta porazdelitvi, ob povečevanju q̃, moč testa P pada do za-
dnjega povečanja q̃, nato naraste. To sledi iz obnašanja razlike p2 − p1 pri izbranih
treh porazdelitvah. Razlika namreč pada skozi celotno povečevanje q̃, vendar pri
zadnjem povečanju skoči iz števila blizu nič močno v negativo. Pri t4 porazdelitvi
moč testa P pada skozi celotno povečevanje q̃, saj razlike p-jev nikoli ne skočijo tako
močno v negativo. Najmanjša vrednost je namreč -0.0487, torej blizu 0, zato P test
nima velike moči.
Oglejmo si primere, ko ima P test najnižjo moč. Pri normalni porazdelitvi je to
takrat, ko: r = 0.5, ∆ = −2.8, p2 = 0.734, p1 = 0.709 in q̃ = 0.739. Moč testa P je
najnižja, moči testov PW in Pt pa sta zelo visoki. Nizka moč testa P je posledica
majhne razlike p2 − p1 = 0.0252. Po drugi strani pa je q̃ enak 0.739, kar močno od-
stopa od 0.5. Pri ostalih porazdelitvah so ugotovitve enake. Torej, ko je q̃ = 0.846
(t4) , q̃ = 0.692 (Gamma) in q̃ = 0.771 (Beta) ima test P najnižjo moč, testa PW
in Pt pa zelo visoko. Dokazali smo torej, da aplikacija samo P testa ni optimalna.
7.4.2. tW -test in modificirani Wilcoxonov test. Največjo moč bosta imela, ko bo q
najbolj oddaljen od 0.5. Podatki so skonstruirani tako, da ima tW -test v vseh po-
razdelitvah približno konstantno moč okoli 0.8. Pri normalni porazdelitvi tW -test
dominira Wilcoxonovega, pri t4 Wilcoxonov test dominira tW -test, pri Gamma in
Beta porazdelitvi pa je odvisno od r. V primerjavi s Pt in PW testom se tW -test in
modificirani Wilcoxonov test izkažeta boljše, kadar se standardna odklona manjšine
in večine ne razlikujeta veliko, torej kadar je r med 0.5 in 1.5. Takrat je q bolj
oddaljen od 0.5, kot q̃. Na grafih je to okoli q̃ = 0.6.
7.4.3. PW in Pt testa. Pt in PW testa bosta imela največjo moč ko bo ali absolutna
razlika p2 − p1 največja ali q̃ najbolj oddaljen od 0.5. Sledijo rezultati, ko se stan-
dardna odklona skupin razlikujeta. V naši simulaciji ima manjšina vedno manjšo
pričakovano vrednost od večine. V primeru, ko je r < 1 (standardni odklon manj-
šine < standardni oklon večine) pa so rezultati manjšine bolj zgoščeni okoli svoje
pričakovane vrednosti, kot rezultati večine. Ker je pričakovana vrednost manjšine
manjša so posledično rangi uspešnih kandidatov manjšine znatno slabši od rangov
uspešnih kandidatov večine. Oglejmo si na primeru normalne porazdelitve, ko je:
r = 0.5 in ∆ = −2.8. Porazdelitev manjšine je torej N(57.2, 42) porazdelitev večine
pa N(60, 82). Število potrebnih točk za opravljen izpit je 55. Rezultati manjšine
so skoncentrirani ravno malo čez 55, medtem ko so rezultati večine skoncentrirani
okoli 60 z večjim standardnim odklonom. Med p1 = 0.709 in p2 = 0.734 ni velike
razlike. Simulacijska raziskava je v tem primeru pokazala, da ima P test moč samo
0.0434. Oglejmo si q = 0.623 in q̃ = 0.739. Opazimo, da je q̃ skoraj dvakrat bolj
odaljen od pričakovane vrednosti 0.5 kot q. Posledično imata Pt (0.999) in PW
(0.988) test znatno večjo moč kot tW -test (0.81) in modificirani Wilcoxonov(0.77).
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Kadar gledamo samo uspešne kandidate, so spremembe v porazdelitvi majšine in
večine znatno večje. To je posledica večjega standardnega odklona večine. Ker so
rezultati manjšine skoncentrirani okoli pričakovane vrednosti, so neuspešni kandi-
dati manjšine zasedli boljše range kot neuspešni kandidati večine. V primeru, ko
v analiziranju rangov ne gledamo neuspešnih kandidatov posledično dobimo toliko
večjo moč.
Kadar je r > 1, so rezultati manjšine bolj razpršeni kot rezultati večine. V tem
primeru se lahko zgodi, da bodo razlike p2 − p1 velike, vendar bodo vseeno kan-
didati manjšine zaposleni. Oglejmo si primer normalne porazdelitve pri r = 2 in
∆ = −6.9. Razlika p2 − p1 = 0.281 je precejšna. Ne samo, da ima večina boljši
procent prehodnosti tudi rangi celotne večine so boljši kot rangi celotne manjšine,
saj je q = 0.65. Po drugi strani pa imajo uspešni kandidati manjšine boljše range
kot uspešni kandidati večine saj je q̃ = 0.404. Tudi v tem primeru imata Pt (0.88)
in PW (0.87) večjo moč kot tW - test (0.81) in modificirani Wilcoxonov test (0.76),
saj ima P-test (0.90) zelo visoko moč.
7.4.4. Naivni Pt in Pw test. Naivna Pt in PW testa bosta imela največjo moč, ko
bo ali absolutna razlika p2 − p1 največja ali q najbolj oddaljen od 0.5. Pri normalni
porazdelitvni se njuna moč giblje primerljivo in boljše kot pri Pt in PW testu, ko
je r med 2 in 1, torej ko je stadardni odklon večine večji oz. enak standardnemu
odklonu manjšine. Pt in PW test imata superiorno moč, ko je standardni odklon
večine večji kot standardni odklon manjšine. To se hitro pojasni, če pogledamo
vrednosti q in q̃. Ko je r med 1 in 1.5 je q dosti bolj odaljen od 0.5 kot q̃, zato imata
naivna testa tukaj superiorno moč. Pri t4 porazdelitvi opazimo podobne rezultate.
Ko se standardna odklona ne razlikujeta imata naivna testa malo boljše rezultate,
dosti boljše pa se izkažeta PW in Pt testa, ko je r ≤ 1 . Pri r = 0.25 imata Pt
in PW testa moč 0.99 in 1, naivna testa Pt in PW pa 0.74 in 0.84. Pri Gamma
porazdelitvi opazimo podoben vzorec. Najbolj kritičen rezultat je naiven PW test,
ki pri r = 0.5 doseže moč le 0.37. Pri istem r-ju doseže PW test moč 0.92. Razlika
v moči med Pt in naivnim Pt testom pri r= 0.5 je enaka 0.28 v prid Pt testa. Pri
Beta porazdelitvi se naivna testa, še predvsem naivni Pt test izkažeta zelo dobro.
Pri r=1.25 ima naivni Pt test moč 0.73, naivni PW 0.67, Pt 0.5 in PW 0.49. Močno
superiornost PW in Pt test pokažeta le pri r-ju med 0.25-0.75.
Opomba 7.3. Weiwen Miao& Joseph L. Gastwirth [6] sta preverila moči testov
tudi za Cauchyevo porazdelitev. PW in WBM sta imela veliko večjo moč kot tW -
test in Pt test. Pojasnitev se skriva v tem, da tW -test ni združljiv s podatki, ki so
porazdeljeni Cauchyevo.
Simulacijska raziskava je pokazala, da sta Pt in PW test primerna izbora, kadar
se standardna odklona skupin razlikujeta.
8. Zakjuček
Tako Pt in PW test imata jasno definirane pojme diskriminacije, ohranjata veli-
kost na nominalni stopnji in imata superiorno moč pred ostalimi testi, ko se stan-
dardna odklona vzorcev dovolj razlikujeta. Možna dodatna aplikacija testov je,
predčasno preverjanje odstopanj standardnih odklonov, vendar Weiwen Miao& Jo-
seph L. Gastwirth [6] opozarjata, da v tem primeru velikost testa nebi ostala na
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nominalni stopnji. V tem primeru sta predlagala, da se preveri odstopanja stan-
dardnih odklonov vzorcev predhodnjih kandidatov. Če se standardna odklona ne
razlikujeta veliko je prva izbira modificirani Wilcoxonov test, sicer pa PW test.
Slovar strokovnih izrazov
Brunner-Munzel modified Wilcoxon test Brunner-Munzel modificirani Wil-
coxonov test– modifikacija Wilcoxonovega testa. Test ne predpostavlja več ena-
kosti varianc
Linear rank statistic Linearni ranžirni test
Mann-Whitney-Wilcoxon test Mann-Whitney-Wilcoxonov test – Spada pod
linearne ranžirne teste
Multiple comparison problem Problem multikoreliranosti – Težava pri ohra-
njanju skupne velikosti pod α stopnjo ob uporabi večih testov hkrati
Multivariate Slutsky Theorem Izrek multivariantnega Slutskega – Konver-
genčni izrek
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