We investigate a stochastic evolution equation for the motion of a second grade fluid filling a bounded domain of R 2 . Global existence and uniqueness of strong probabilistic solution is established. In contrast to previous results on this model we show that the sequence of Galerkin approximation converges in mean square to the exact strong probabilistic solution of the problem. We also give two results on the long time behaviour of the solution. Mainly we prove that the strong solution of our stochastic model converges exponentially in mean square to the stationary solution of the time-independent second grade fluids equations if the deterministic part of the external force does not depend on time. If the deterministic forcing term explicitly depends on time, then the strong probabilistic solution decays exponentially in mean square.
Introduction
One of the most challenging problems in applied sciences is the turbulence in hydrodynamic. On basis of Reynolds' work, it was postulated that hydrodynamic turbulence is composed of slow (deterministic) and fast (stochastic) oscillating components. For this reason the idea of introducing a noise term for modeling a turbulent evolutive fluid has now become widely recognized. Such approach in the mathematical investigation toward the understanding of the Newtonian turbulence phenomenon was pioneered by Bensoussan and Temam in [4] where they studied the Stochastic Navier-Stokes Equation (SNSE). Since then stochastic partial differential equations and stochastic models of Newtonian fluid dynamics have been the object of intense investigations which have generated several important results. We refer for instance to [3] , [2] , [10] , [11] , [20] , [21] , [22] , [39] , [33] , [46] , [44] , [45] . Similar investigations for stochastic models of Non-Newtonian fluids have almost not been undertaken except in very few works. We refer, for instance, to [7] , [29] , [30] , [31] , [41] , [42] , [43] for some relevant results in that direction. It should be noted that the models investigated in the first four papers occur very naturally from the kinetic theory of polymer dynamics. Indeed they arise from the reformulation of Fokker-Planck or diffusion equations as stochastic differential equations (see [37] ).
In the present work we are interested in the mathematical analysis of the stochastic model for the incompressible second grade fluid which is a particular class of NonNewtonian fluid. More precisely, we assume that a connected and bounded open set O of 
where u = (u 1 , u 2 ) and P represent the random velocity and modified pressure, respectively. The system is to be understood in the Itô sense. It is the equation of motion of an incompressible second grade fluid driven by external forces F (u, t) and G(u, t)dW , where W is a m-dimensional standard Wiener process defined on a prescribed complete probability space (Ω, F, P ). Here m ≥ 1 is a fixed natural number. We refer to [34] , [23] , [24] and [25] for a comprehensive theory of the second grade fluids.
The interest in the investigation of the second grade fluids arises from the fact that it is an admissible model of a large class Non-Newtonian fluids such as industrial fluids, slurries, polymer melts,.... Furthermore, "second grade fluid compatible with thermodynamics has general and pleasant properties such as boundedness, stability, and exponential decay" (see [23] ). It can also be taken as a generalization of the Navier-Stokes Equation (NSE). Indeed they reduce to NSE when α = 0. Moreover, recent work [28] shows that it is a good approximation of the NSE. We also refer to [12] , [27] , [26] , [48] , [47] for interesting discussions about their relationship with other fluid models. Due to these nice properties, the mathematical analysis of the second grade fluid has attracted many prominent researchers in the deterministic case. The pioneering mathematical work on nonlinear fluids such as acqueous solutions polymers was undertaken by the Soviet mathematician Oskolkov in [35] and [36] . This work influenced the emergence of the first relevant analysis of the equations for the second grade fluids in the joint work of Cioranescu and Ouazar published in [17] and [18] . Their method was based on a priori estimates for the Galerkin solution using a special basis consisting of eigenfunctions corresponding to the scalar product associated to the operator curl(u − α∆u). They proved global existence and uniqueness without restriction on the initial data for the two dimensional case. Bernard in [5] , Cioranescu and Girault in [16] extended their results to the three dimensional case; global existence was obtained with some reasonable restrictions on the initial data.
To the best of our knowledge the system (1) was only analyzed in [41] and [43] where the authors focused on proving the existence of weak probabilistic solutions and the behaviour of the solution as α → 0, respectively. The existence in [41] was achieved by using Galerkin method combined with some deep compactness results due to Prokhorov and Skorokhod. The main goals of the present work are the following:
• Prove the existence and uniqueness results for the strong probabilistic solution of the stochastic second grade fluids (see Theorem 3.4 and 4.1). In contrast to [41] , here we do not use Prokhorov's and Skorokhod's results.
• Show that, in contrast to [41] again, the whole sequence of Galerkin approximation converges to the strong probabilistic solution in mean square (see Theorem 4.2).
• Analyze the long time behaviour of the strong probabilistic solution. Mainly, we show that under some additional hypotheses on the data it decays exponentially in mean square (see Theorem 5.2). We also prove that if the deterministic part of the external forces is time independent then the strong solution of our stochastic model converges exponentially in mean square to the stationary solution (see Theorem 5.6).
To prove the results in the first two points we use a method which was developed by Breckner for the first time in [8] and used later on in [14] . For the third point we mainly follow the idea used in [13] and [15] . However, the problem we treat here do not fall into the general framework considered in [8, 14, 13, 15] . It should be noted that solving (1) is rather challenging even in the deterministic case, the nature of the nonlinearities being one of the main difficulties in addition to the complex structure of the equations. Indeed (1) is a highly nonlinear partial differential equations (PDEs) which do not contain any smoothing term like many nonlinear evolution equations such as the Navier-Stokes equations. The linear term −∆u is not smoothing, it is rather acting like a damping term. Beside this, the introduction of the noise term G(u, t)dW in the stochastic version induces the appearance of some expressions that are very hard to control when proving crucial estimates. Overcoming these problems will require a tour de force in the work. The present work, [41] , and [43] could by no means exhaust the mathematical analysis of the problem. We hope that they will stimulate further research in this field, where many questions still stand opened.
To close this introduction we outline the organization of the article. In addition to the introduction the paper consists of four other sections. In section 2 we give some notations, necessary backgrounds of probabilistic or analytical nature. We formulate and prove our existence result by means of Galerkin method in Section 3. The uniqueness result and the convergence of the whole sequence of Galerkin solution are stated and proved in the fourth section of the paper. In the last section we analyze the asymptotic long time behaviour of the solution of our model.
Notations-Preliminaries
Let us start with some informations about functional spaces needed in this work. Let O be an open subset of R n , let 1 ≤ p ≤ ∞ and let k be a nonnegative integer. We consider the well-known Lebesgue and Sobolev spaces L p (O) and
We assume that the Hilbert space H 1 0 (O) is endowed with the scalar product
where ∇ is the gradient operator. The norm ||.|| generated by this scalar product is equivalent to the usual norm of
If the domain D is smooth enough (of class C m for instance), then for any m and p such that mp > n the embedding
is compact for any 1 ≤ q ≤ ∞. More general embedding theorems can be found in [1] and references therein. Next we define some probabilistic evolution spaces necessary throughout the paper. Let (Ω, F, (F t ) 0≤t≤T , P ) be a given stochastic basis; that is, (Ω, F, P ) is complete probability space and (F t ) 0≤t≤T is an increasing sub-σ-algebras of F such that F 0 contains every P -null subset of Ω. For any real Banach space X endowed with the norm ||.|| X , for any
) be the space of processes u = u(ω, t) with values in X defined on Ω × [0, T ] such that 1. u is measurable with respect to (ω, t) and for each t, u(., t) is F t -measurable.
u(t, ω)
∈ X for almost all (ω, t) and
where E denotes the mathematical expectation with respect to the probability measure P .
When r = ∞, we write
We proceed with the definitions of some additional spaces frequently used in this work. In what follows we denote by X the space of R 2 -valued functions such that each component belongs to X. A simply-connected and bounded domain O ⊂ R 2 with boundary ∂O of class C 3 is given. We introduce the spaces
We denote by (·, ·) and | · | the inner product in L 2 (O) (in H) and the induced norm, respectively. The inner product and the norm of H 1 0 (O) are denoted respectively by (., .) and || · ||. We endow the space V with the norm generated by the following scalar product v) ), for any u and v ∈ V; this norm turns out to be equivalent to ||·||. More precisely, the following inequalities hold
where P is the constant from Poincaré's inequality. We also introduce the following space
It is convenient to recall a very important result from [17] concerning the space W. 
Moreover, there exists a positive constant C such that
Thanks to this lemma we can endow the space W with the scalar product
From now on, we identify the space V with its dual space V via the Riesz representation, and we have the Gelfand triple
where each space is dense in the next one and the inclusions are continuous. We denote by f, v the action of any element f of W * on an element v ∈ W. It follows from the above identification that we can write
Let us state an important theorem on solvability of "generalized Stokes equations". Its proof can be derived from an adaptation of the results obtained by Solonnikov in [50, 51] . 
for any g ∈ V.
Now we turn our attention to the definition of some operators needed in this work. We denote by P : L 2 (O) → H the usual Helmholtz-Leray projector. We also introduce the well known Stokes operator A = −P∆ with domain D(A) = H 2 (O) ∩ V. It follows from the Theorem 2.2 that the operator (I + αA) −1 defines an isomorphism from
Moreover, the following properties hold
for any u ∈ W and v ∈ V. Clearly,
for any u ∈ W.
Following the notation of the Navier-Stokes Equations we set
for any u, v, w ∈ V. We state the following identity (see for instance [5] and [17] ):
for any smooth (solenoidal) functions Φ, v and w. Now we recall the following inequalities whose proof can be found in [5] , [17] (see also [40] )
We also have
for any u ∈ W and w ∈ W.
We have a very important consequence of this lemma.
Lemma 2.4. There exists a bilinear operator
For any u ∈ W and v ∈ V there holds
If u = v ∈ W in the above estimate, then
In addition
which in turn implies
for any u ∈ W, v ∈ V and w ∈ W.
Proof. First, note that the right hand side of (12) defines a trilinear form on W × V × W. (12) . The inequalities (13) and (14) follows from (10) and (11) respectively. The identity (16) follows from (15) , which in turn can be checked by using (9) with Φ = curl(u − α∆u) and w = v.
Existence of the strong probabilistic solution
In this part we investigate the existence of the strong probabilistic solution of problem (1). This section contains two subsections. The first one is devoted to the formulation of the hypotheses and the statement of the existence theorem while the second consists of its proof.
Hypotheses and statement of the existence theorem
We start by stating some hypotheses relevant for most part of the paper. First, we shall assume that throughout we endow the prescribed complete probability space (Ω, F, P ) with the filtration F t , 0 ≤ t ≤ T , which is the σ-field generated by the random variables {W (s), 0 ≤ s ≤ t} and the null sets of F. The functions F and G introduced in (1) induce the following mappings denoted by the same symbols.
is measurable in the second variable and we assume that
and
for any t ∈ [0, T ] and for any (
For any Banach space X we set 
for any t ∈ [0, T ] and for any u 1 , u 2 ∈ V.
We can define on V × [0, T ] two operators F and G taking values in W and W ⊗m , respectively, by setting
Thanks to the features of (I + αA) −1 all the properties such as measurability in t of F and G are verified by F and G. In particular, we have
Remark 3.1. The condition (17) is required without loss of generality in order to simplify the computations. We can assume that F (0, t) = 0, but then
should hold for any 2 ≤ p < ∞. The same remark applies to the operator G.
Alongside (1), we consider the abstract evolution stochastic problem
which holds in W * . With the properties of the operators involved we can prove stochastic process u satisfies (23) if and only if it verifies (1) in the weak sense of partial differential equations. Now we introduce the concept of solution of the problem (1) relevant here.
Definition 3.2. By a strong probabilistic solution of the system (1), we mean a stochastic process u such that
For all t, u(t) is F t -measurable,
3. P -a.s the following integral identity holds
for any t ∈ (0, T ] and v ∈ W. Or equivalently, the following equation
holds in W P -a.s. for any t ∈ (0, T ).
Remark 3.3. In the above definition the quantity
where G k and W k denote the k-th component of G and W , respectively. Now we are ready to formulate the main result of this section.
Theorem 3.4. Assume that u 0 ∈ W is non-random and that all the assumptions, namely (17) - (20) , on the operators F and G are satisfied, then the problem (1) has a solution in the sense of the above definition. Moreover, almost surely the stochastic process u has W(resp., V)-valued weak(resp., strong) continuous paths.
Remark 3.5. The theorem still holds if we assume that u 0 is F 0 -measurable and satisfies
Proof of Theorem 3.4
This subsection is devoted to the proof of the existence result stated in the preceding subsection. We split the proof into two parts.
Part 1: The Approximate solution and some a priori estimates In this part we introduce the Galerkin approximations of our problem and give crucial estimates which will serve as a toolkit for the proof of the Theorem 3.4. We first note that the injection of W into V is compact. Let I be the isomorphism of W onto W, then the restriction of I to V is a continuous compact operator into itself. Thus, There exists a sequence {e i : i = 1, 2, 3, . . . } of elements of W which forms an orthonormal basis in W, and an orthogonal basis in V. The elements of this sequence are the solutions of the eigenvalue problem
Here {λ i :i = 1, 2, 3, ...} is an increasing sequence of positive eigenvalues. We have the important result due to [16] We now introduce the Galerkin approximation scheme for the problem (1). We consider the subset W N = Span(e 1 , . . . , e N ) ⊂ W and look for a finite-dimensional approximation of a solution of our problem as a vector u N ∈ W N that can be written as a Fourier series:
We require u N to satisfy the following system
or equivalently (25) are solutions of a system of stochastic ordinary differential equations with locally Lipschitz coefficients. By well known existence and uniqueness theorem on system of stochastic differential equations (see for example [49] , [32] ...), a sequence of continuous functions u N exists at least on a short interval (0, T N ). Global existence will follow from a priori estimates for u N (see Lemma 3.7) .
From now on, we denote by C any constant depending only on the data, and which may change from one line to the next one. The following result can be proved exactly as in [41] (see proof of Lemma 4.2 and Lemma 4.3 in [41] ).
Part 2: Passage to the limits and proof of the continuity To complete the proof of the existence of solution we need to pass to the limit in the Galerkin approximation.
Owing to (28) we can extract by a diagonal argument a subsequence u N µ such that
for any 2 ≤ p < ∞ as N µ → ∞. It also follows from (28) 
for any 2 ≤ p, q < ∞ as N µ → ∞. Thanks to (13), (17)- (20) all together with (28) there exist three operators B * (s), F * (s) and G * (s) such that
It follows from the properties of the linear operator (I + αA) −1 that
where F * (resp. G * ) denotes (I + αA) −1 F * (resp. (I + αA) −1 G * ). With these convergences at hand we see from (27) that the following holds
for any t ∈ [0, T ], i ∈ {1, .., N }, and for almost all ω ∈ Ω. Arguing as in [38] (see Chapter 2, Page 42) we deduce from the latter equation that almost all paths of u are V-valued continuous functions. From (29) we see that
Therefore we can use the argument in [52] (Chap. 3, Section 1) to assert that almost all paths of u are weakly continuous as functions taking values in W. To complete the proof of Theorem 3.4 we need the following result.
Lemma 3.8. We have the following identities
For M ≥ 1 let us define the sequence of stopping times {τ M ; M ≥ 1} by
where
The proof of Lemma 3.8 require the following results.
Lemma 3.9. For any M ≥ 1 we have that
as N → ∞.
Proof. We follow some arguments used in [8] and [14] (see also [22] )). From now on we set N := N µ , F (x, t) := F (x), and G(x, t) := G(x) for any x ∈ V and t ∈ [0, T ]. Let P N : W → W N be the orthogonal projection defined by
for almost all (ω, t) in Ω×(0, T ). Since the family {e i : i = 1, 2, 3, ...} forms an orthonormal basis of W (see the construction of the the special basis in the Part 1 of the proof), then
W . Therefore, by the Dominated Convergence Theorem we see that
Thanks to the continuous embedding
For any v ∈ W, there holds
where we have used the fact that {e i : i = 1, 2, 3, ...} forms an orthogonal basis of V. From the property (24) 
Using again (24), we find that
for any v ∈ W. Out of this and (33), we deduce that
., N }. This estimate and (27) imply that
We apply Itô's formula to the function (P N u(t)−u N (t), e i ) 2 V , then we multiply the resulting equation by λ i and sum over i from 1 to N to obtain
Here we have set
where η 1 and η 2 are two positive constants to be defined later. By applying Itô's formula to the process σ(t)
Let us analyze each term of this equation. First, we have that
By the definition of P N we have
Then we deduce from (8), (3) together with these properties of P N that
Second, by (21) the following holds:
Third, let us set
We have that
V , from which we derive that
It follows from (22) that
Fourth, we can check that the following holds
Indeed, the property (15) implies that
Taking (49) into (48) and the application of (16) yield (47) . We deduce from (47) along with the property (11) that
Using (43) and (44) in (42) one gets
where RHS(t) denotes the right hand side of (42) . Now, by choosing
we can infer from (51), (50), (46) and (45) that
Replacing t by τ M in the estimate (52), and taking the mathematical expectation yield
as N → ∞. Furthermore
where C * is the constant in the continuous embedding
. By the convergences (29), (39) we have
We derive from this, (53) and (54) that
Owing to (31) the sequence
We also show that
The convergence (40) implies that
Since
then we derive from (32) that
The convergences (55)-(58) imply that
as N → ∞. The proof of the lemma follows from (40) and from (59).
Proof of Lemma 3.8 . Now we complete the proof of the identities (34)-(36). First note that for any w
The following equations also hold true
Thanks to (11) the operator
is linear continuous for any fixed a ∈ W. Due to this fact and (30), it is true that
By a similar argument, we also prove the following convergence
Now let w be an element of L ∞ (Ω, F, P ; L ∞ (0, T ; W)). We deduce from the property (13) that
We derive from (38) that
Next, thanks to the property of F we see that
Owing to (38) and the fact that τ M T almost surely as M → ∞, we obtain that
From (59) we see that
as an element of L 2 (Ω, F, P ; L 2 (0, T ; V ⊗m )). This complete the proof of the Lemma 3.8.
It follows from (64), (65), (66), and (33) that u is a solution of the stochastic model for the second grade fluid. The proof of the Theorem 3.4 is finished.
4 Uniqueness of the solution and strong convergence of the whole sequence of Galerkin approximation
As already mentioned in the introduction we also discuss the pathwise uniqueness of solutions. More precisely we prove the following result. Proof. Let u 1 and u 2 be two solutions with the same initial condition u 0 and let v = u 1 − u 2 . It can be shown that the process v satisfies the equation
and v(0) = 0. Multiplying this equation by (I + αA) −1 and applying Itô's formula to |v| 2 V , we obtain that
We recall that the operator (I + αA) −1 is linear and bijective from H into H 2 O ∩ V. Moreover for any f ∈ H we have
For t ∈ [0, T ] let us consider the real-valued process σ(t) = exp(− t 0 |u 2 (s)| 2 W ds). We apply Itô's formula to σ(t)|v(t)| 2 V and find that
Using the assumptions (17)- (20) together with (11) and (67), we derive from the previous estimate that
For any ε > 0, we have
We infer from this and (68) that
We get rid of the stochastic term by taking the mathematical expectation. This enables us to write
and the proof of Theorem 4.1 follows from the application of Gronwall's inequality. Next, we will show that the whole sequence of the Galerkin approximation converges in mean square to the strong probabilistic solution.
Theorem 4.2. The whole sequence of Galerkin approximations
where u is the strong probabilistic solution of (1).
The main ingredient of the proof of this result is the following lemma, its proof can be found in [9] .
sequence of continuous realvalued process, and let {σ
Proof of Theorem 4.2. It follows from (59) and (40) 
and lim
for any M ≥ 1. So by applying the preceding lemma to
and taking into account (71)-(72), the estimates in Lemma 3.7 and the uniqueness of u, we see that the whole sequence u N defined by (26) satisfies (69) and (70). This ends the proof of Theorem 4.2.
Analysis of the asymptotic behaviour of the solutions
In this last section we briefly discuss the long time behaviour of the strong solutions of the stochastic model for the second grade fluids, we will mainly follow the idea in [13] and [15] . We consider two subsections. In the first one, we study the exponential decay in mean square of the strong solution. In the second, we strengthen the assumption on the external force F and investigate the exponential stability in mean square of the non-trivial stationary solution.
The exponential decay of the strong solution
We require that u 0 (resp. F and G) satisfies the assumptions in Remark 3.5 (resp. Remark 3.1). We suppose furthermore that there exist θ > 0, M β > 0 such that
The function β(t) is an integrable function such that β(t) = O(e −θt ). Hereafter given two real-valued functions f and g, we say that
We also assume that
Here δ(t) is an integrable function such that δ(t) = O(e −θt ). Before we formulate and prove the main result of this subsection we introduce the following Definition 5.1. The strong probabilistic solution u of (23) is said to decay exponentially in mean square if there exist positive constants a and b such that
for t large enough.
We have Theorem 5.2. Assume that
then there exists a ∈ (0, θ) such that
Proof. Since 2ν
It follows from the application of Itô's formula that
Taking the mathematical expectation and using the property of the stochastic integral and Cauchy-Schwarz's inequality we get
Invoking the estimate (77) and making use of the assumptions on F and G yield
The application of Gronwall's inequality to this estimate implies
With the choice of a and the assumption on β(s) and δ(s) we obtain that
This completes the proof of the theorem.
The stability of the stationary solution
In this subsection we strengthen the assumptions on F by requiring that F (u, t) = F (u) for any t ∈ [0, T ] and
We associate to (23) the deterministic equation
Definition 5.3. The function u ∞ is said to be a stationary solution of (73) if it satisfies the time-independent problem
Or equivalently, it verifies the following
The analysis of (74) was done in [6] for the 3-dimensional case. The method in [6] , which is a combination of the Galerkin method and the Brouwer fixed point method yields the following result.
Then, there exists a solution u ∞ of (74). This function u ∞ verifies
||u ∞ || ≤ P 2 ν − P 2 C F ||F (0)||, and |u ∞ | W ≤ K(α, ν, F ), where K(α, ν, F ) is equal to √ 2||F (0)|| P 2 ν − P 2 C F ( αC F ν + 1) + 1 .
Furthermore, this solution is unique provided that
Definition 5.5. The stationary solution u ∞ of (73) is said to be exponentially stable in mean square if there are positive constants a and b such that
In this definition u(t) is the strong solution of (23) and the term strong solution should be understood in the sense of Definition 3.2.
We prove the following Theorem 5.6. For any θ > 0, assume that G satisfies
and Since u ∞ is a solution of (74) 
It is not hard to show that
for any v ∈ V. We use this estimate in (76) and obtain With this choice and the assumption on δ we have
And this completes the proof of the theorem.
