Abstract. Braided tensor categories give rise to (partially defined) extended 4-dimensional topological field theories, introduced in the modular case by Crane-Yetter-Kauffman. Starting from modules for the Drinfeld-Jimbo quantum group U q (g) one obtains in this way a form of 4-dimensional N = 4 super Yang-Mills theory, the setting introduced by KapustinWitten for (a Betti version of) the geometric Langlands program.
Introduction
This paper is concerned with interactions between braided tensor categories and topological field theory. One well-studied source of such interactions is provided by the identification of modular tensor categories (braided categories with strong finiteness properties and structures) with the values of extended (3,2,1)-dimensional topological field theories on the circle, via the Witten-Reshetikhin-Turaev (WRT) construction originating in Chern-Simons theory. If one only asks for invariants of 1 and 2-manifolds, the finiteness conditions can be greatly relaxed and are satisfied by arbitrary ribbon categories.
Our interest is in a different interaction, tying braided tensor categories to four-dimensional topological field theories such as the topologically twisted N = 4 super-Yang Mills theory used by Kapustin and Witten to study the geometric Langlands correspondence. In this story braided tensor categories appear as the value of an extended field theory on a point. More precisely, we consider the Morita theory of braided tensor categories, with appropriate bimodules as morphisms, rather than the usual tensor functors. The Cobordism Hypothesis [Lurb] then allows us to build up towards a four-dimensional field theory, to an extent determined by finiteness properties enjoyed by the input.
One example of such a four-dimensional theory is the four-dimensional anomaly theory for Chern-Simons theory. The 4d anomaly theory for WRT theory was first introduced by Crane-Yetter and Kauffman [CKY97] (and hence will be here-after abbreviated CYK), pre-dating many of the modern tools for constructing, classifying and computing TFT's. A modern treatment of CYK theory appears in recent work of Freed and Telemann, who show that an arbitrary modular tensor category M defines a fully extended 4-dimensional topological field theory valued in the Morita 4-category of braided tensor categories. In fact the theory is invertible, in particular producing nonzero numbers for 4-manifolds and one-dimensional vector spaces for 3-manifolds.
We will be interested instead in more complicated braided tensor categories, in particular the ribbon category A = Rep U q g of representations of the quantum group (which has the famed modular tensor category as a semi simple sub quotient when q is a root of unity). It is widely expected that under mild conditions ribbon categories define (3+1)-dimensional TFTs, i.e., they attach well defined vector spaces to 3-manifolds. However, it is easy to see that such A cannot define fully four-dimensional theories in general, for example the vector spaces it can be shown to attach to certain 3-manifolds are infinite dimensional. See Section 6 for further discussion.
In this paper we will explicitly construct and study the two dimensional part of the topological field theories Z A attached to braided tensor categories using factorization homology. In the case of Rep U q g, we obtain categories which we call quantum character varieties quantizing moduli spaces of local systems on surfaces (with arbitrary decorations) and providing a unifying perspective on various constructions in quantum group theory. This field theory is a natural setting for a Betti form of the geometric Langlands correspondenceà la Kapustin-Witten, and carries many rich structures which we plan to explore in future papers.
1.1. Factorization homology of surfaces. Following [AFT14, CG, Fra12, Lurb] , E 2 -algebras A (algebras over the little 2-disks operad) define invariants of framed surfaces: the factorization homology of the surface with coefficients in A, denoted by
We will apply this formalism to a braided tensor category A, considered as an E 2 -algebra in an appropriate 2-category, so that the output S A is itself a category. If A is balanced 1 , then we can descend factorization homology with coefficients in A to an invariant of oriented surfaces. We work in the setting of the (2,1)-category Rex k of small finitely co-complete k-linear categories and its "large" (presentable) version LFP k , though it is also important to consider the differential graded (or stable ∞) version of the same constructions; we refer the reader to Sections 2 and 3 for details. One can switch freely between small Rex categories and their ind-categories, which are compactly generated presentable categories, for example between finite dimensional representations of a reductive group Rep G and its cocompletion, consisting of all integrable representations ind Rep G. In order to give concrete descriptions as module categories we will need to use the large cocomplete categories, so henceforth adopt the convention that all categories are in LFP k . We will prove that all the large categories that appear out of our construction for A abelian are in fact abelian (though the small ones needn't be).
The invariant attached to R 2 is, by definition, the underlying category of A; for a general surface S, the invariant is obtained by "integrating" over all possible embeddings of a finite disjoint union (R 2 ) k into S. Formally, this is defined via a colimit over such embeddings, assigning the category A k to each embedding of (R 2 ) k into S, and employing the braided monoidal (i.e. E 2 -) structure of A as the morphisms defining the colimit.
Factorization homology satisfies a strong locality property, and behaves well with respect to gluing: the gluing of two manifolds along a common boundary induces the relative tensor product of their factorization homologies (see Section 2). Moreover by construction factorization homology is diffeomorphism invariant -more precisely, the category S A carries a canonical action of the "mapping class 2-group", the fundamental groupoid of Dif f (S). In particular for S closed of genus greater than one, this reduces to an action of the mapping class group; for the torus we also obtain two commuting automorphisms from rotating the two loops and for S 2 we also obtain a homotopy action of SO(3). The factorization homology of surfaces forms the 2-dimensional part of a partial 4-dimensional field theory -equivalently, a category-valued 2-dimensional field theory -determined by A. (See Section 6 for a discussion in dimension 3.) Informally speaking, considering the Morita theory of braided tensor categories means we study A through the 3-category A−mod−mod of module 2-categories over the monoidal 2-category A − mod of A-modules. Thus in a traditional approach to extended topological field theory, we would consider the field theory Z A as attaching this 3-category to a point. Factorization homology of stratified spaces gives an alternative realization of the same structure: concretely, we need to specify allowed boundary conditions (corresponding to Z A evaluated on a point) and codimension 2 defects (corresponding to Z A evaluated on the circle). These are the data required to evaluate the factorization homology of A on surfaces with boundary or on surfaces with marked points. We discuss boundary conditions in Section 6.3 and marked points in Section 1.3.
There are three main sources of examples of balanced braided tensor categories we will consider: 1) the category A = Rep G of finite dimensional representations for a reductive algebraic group G (or its large version ind Rep G of integrable representations), 2) its quantization A = Rep U q g for q ∈ C, 3) the modular reduction A = M q of Rep U q g, when q is a root of unity. For concreteness, we will focus on these examples, but we note that all major results in this paper apply for completely general braided tensor categories; for instance, it should be very interesting to consider the output from Deligne's categories Rep U q gl λ , for λ ∈ C.
In the case of the symmetric monoidal category A = Rep G (or rather its large version), the factorization homology S Rep G makes sense on any topological space S. In the derived setting, it was proved in [BZFN10] that the result is the dg category of quasi-coherent sheaves on the [derived version of the] character stack Ch G (S), the moduli stack of G-local systems on S, or equivalently, of homomorphisms ρ : π 1 (S) → G, modulo conjugation in G:
The analogous result for punctured surfaces follows from the main results of this paper (see Section 6.1 for the relation between the derived and abelian theories). Thus we will consider the category S A to be the quantum analog of sheaves on the character stack, and refer to it informally as the (A-)quantum character variety. Our construction provides a canonical deformation of the coordinate rings and of the categories of quasi coherent sheaves on character varieties of arbitrary surfaces, including their variants with parabolic structures or fixed monodromies around marked points. We show in Section 4 that for punctured surfaces S Rep U q g is indeed a quantization of the standard Poisson structure on the corresponding character variety.
1.2. A complete description for punctured surfaces. Our first main result is a concrete computation of the quantum character variety of an arbitrary punctured surface S. We begin by highlighting the general pointed nature of factorization homology, giving rise to the construction of a distinguished object (the "quantum structure sheaf") Dist S ∈ S A, in the quantum character variety of any surface. (For A = Rep G this recovers the structure sheaf O Ch G (S) .) The choice of an interval on the boundary of S endows S A with the structure of an A-module, and we describe the entire category S A as the category of modules in A for the internal endomorphism algebra A S := End A (Dist S ) of the distinguished object, relative to this A-module structure: Theorem 1.1 (Theorem 4.11). There is an equivalence of categories S A A S -mod A respecting natural mapping class group actions.
For Rep G this captures the statement that Ch G (S) is affine over pt/G (or equivalently, becomes affine after picking a trivialization at a boundary point). Thus sheaves on Ch G (S) are given by modules over the corresponding algebra of global functions as an object in QC(pt/G) = Rep G (while sheaves on the affine character varieties for the marked surface are recovered by de-equivariantization).
Despite its somewhat abstract construction, the algebra A S can be described in completely explicit terms from a presentation of the surface. Given some additional combinatorial data, which we call a "gluing pattern" P for S, we define an algebra a P in A via a "generators and relations" presentation. The basic building block for this presentation is the "braided dual" algebra O A , whose presentation and basic operations are determined completely from the braided tensor structure of A; in particular, if A = Rep G or Rep U q g, respectively, then O A is isomorphic to the coordinate algebra O(G), or its ad-equivariant quantization O q (G). Theorem 1.2. Given a gluing pattern P for S there is a canonical isomorphism A S ∼ = a P , where
where each tensor factor is a sub-algebra, and where cross relations are expressed using the braiding on A, according to the data of the gluing pattern P .
We note that, in general, a P is not simply the braided tensor product of the algebras. Geometrically, this explicit presentation is related to the fact that the fundamental group of a punctured surface is a free group. The gluing pattern in particular highlights a set of free generators, around which the presentation for a P is organized.
The proof is based on the Barr-Beck monadicity theorem, see Section 3, allowing the description of various module categories over a tensor category A with modules over an algebra internal to A. To some extent those results generalize the work of Etingof-NikshychOstrik [ENO10] and Ostrik [Ost03] for finite tensor categories.
The disc, annulus and once-punctured torus each admit a unique gluing pattern; hence we will denote these simply by D 2 , Ann, T 2 \D 2 , respectively. For higher genus and number of punctures, a given surface may admit several distinct gluing patterns; each such gives a different presentation for the algebra A S .
When A = Rep U q g, the algebras a P recover several interesting and well-known constructions in the geometric representation theory of quantum groups:
(1) For the disc, we have a D 2 ∼ = 1 A , which is just the tautological equivalence A 1 A -mod A . (2) For the annulus or cylinder, we have a Ann ∼ = O q (G), the so-called reflection equation algebra, or braided dual. This is an explicit ad-equivariant quantization of the coordinate algebra of G, with its Semenov-Tian-Shansky Poisson structure, and is well-studied [DKM03, DM03, LM94]. (3) For the punctured torus, we have a T 2 \D 2 ∼ = D q (G), the algebra of quantum differential operators on G. This algebra has received a lot of attention in recent years [STS94, Ale93, AGS96, BK08, BK06, VV10, Jor09, Jor14]. (4) More generally, the moduli algebras of Alekseev [Ale93] , [AGS96] can be recovered as algebras a P associated to certain gluing patterns for higher genus surfaces. It should be emphasized that the algebras a P have explicit generators-and-relations presentations, PBW bases, and interesting representation theory related to the symplectic geometry of the classical character variety. The reflection equation algebra, quantum differential operator algebra, and moduli algebras all admit interesting actions of mapping class groups of their associated surfaces, and can moreover be used to produce representations of the associated surface braid groups extending Reshetikhin and Turaev's constructions [RT90] .
Typically, these algebras are defined by the generators and relations mentioned above, and the topological structures are exhibited a posteriori, also by comparing generators and relations. In the present work, the topological structures are instead natural by-products of the formalism of factorization homology, while the generators and relations are the result of a computation. This is an important distinction if one wants to produce topological invariants from these constructions -the categories and distinguished objects associated to surfaces are functorial, but the particular presentations are not.
1.3. Closed surfaces and marked points. The quantum character varieties of closed surfaces are considerably more subtle than those of punctured surfaces. Unlike in the commutative case, where we can mark any interior point to define an affine morphism Ch G (S) → pt/G, we no longer have a natural A-action through which to describe the quantum character variety.
2 Even in the commutative case, the appearance of higher cohomology of S (coming from the two-cell closing the surface) leads to a natural derived structure on the character stack, so that one can no longer recover the dg category of quasi coherent sheaves as simply the derived category of the abelian category of quasi coherent sheaves.
Instead, we will describe the quantum character variety of a closed surface S by imposing a moment map equation on the character variety of a punctured surface (in other words, by quantum Hamiltonian reduction). Note that our categories for any surface correspond to the stacks of local systems, i.e., we have already quotiented out by the group G, so all that is left of Hamiltonian reduction is the moment map (though of course one can reintroduce a marking and recover the usual Hamiltonian formalism). The construction is the "vacuum" case of inserting more general markings at a point of the surface, so we first digress to discuss the allowed markings in the theory.
1.3.1. Markings. In topological field theory the allowed insertions at a point on a surface are given by the value of the theory on the circle, which we'd like to describe for the theory Z A .
More precisely, in the framed version of the theory (which makes sense for any braided A) there are many 2-framed versions of the circle, of which the most interesting are the product framing, i.e., the cylinder Cyl = S 1 × R, and the planar framing, i.e., the annulus Ann.
Proposition 1.3. Let A denote a braided tensor category.
(1) The category Ann A is canonically identified with the Drinfeld center Z(A) of A as a braided tensor category, where the braided monoidal structures comes from the integral of A over the pair of pants. (2) The category Cyl A is canonically identified with the cocenter (or trace) of A. The stacking of cylinders endows it with a monoidal structure.
Note that for A balanced, we have an identification of categories It is easily seen that module categories over Cyl A coincide with braided modules categories in the sense of [Bro13] , which is a slight modification of the definition used in [Bro12, Enr08] . The basic example of a braided A-module is the vacuum module, namely A itself as a left Amodule with the natural braiding. A rich source of examples of braided module categories is provided by coideal subalgebras of U q g [KS09] . In particular the quantum Borel subalgebra U q b ⊂ U q g (and more generally parabolic subalgebras) are coideal. Buliding on work of Donin and Mudrov (e.g. [DM02, DM06, DM04]) we expect that quantizations of (co)adjoint orbits of G will lead to interesting examples of E 2 -modules categories. The machinery developed in this paper would then lead to quantization of character varieties on punctured surfaces with prescribed monodromy at the punctures.
1.3.2. Gluing in a marking. Given an oriented surface with marked point (S, x), a balanced category A and a braided A-module M define a factorization algebra on the stratified space (S, x). The value of the field theory on the marked surface is given by factorization homology of this factorization algebra, denoted by (S,x) (A, M),. This factorization homology can be described using relative tensor products. Fix inclusions of the cylinder Cyl → S\D 2 and Cyl → D 2 as boundary annuli. Recalling the isomorphism A Cyl ∼ = O A these inclusions induce homomorphisms of A-algebras,
which explicitly describe the Cyl A-module structure on S\D 2 A and D 2 A, respectively.
The homomorphism is the counit from the braided Hopf algebra structure (the annulus product) on O q (G), while µ is a generalization of the "quantum moment maps" studied in [Jor14, VV10] ; it quantizes the monodromy map,
Remark 1.5. By choosing a gluing pattern P for S\D 2 , and hence fixing an isomorphism A S γ P − → a P , one can obtain explicit formulas for µ P := γ P • µ. These will appear in detail in a future paper, using the universal property of O A and the familiar presentation of π 1 (S), along the lines of [BJ14] .
Finally, we perform a "quantum Hamiltonian reduction" of A S along µ q . Applying excision, we have an equivalence of categories: Theorem 1.6. There is a canonical equivalence
In particular for the vacuum module we have an equivalence
We prove along the way, using results of Schäppi, that relative tensor products of compactly LFP k abelian categories are again abelian, so that we deduce that S A is abelian for any surface.
We have already seen that the category T 2 \D 2 Rep U q g is identified with modules in Rep U q g for the algebra object D q (G) of quantum differential operators. Note that these should be interpreted as weakly equivariant D q (G)-modules, i.e., they are modules which (as O q (G)-modules) are equivariant for the conjugation action of the quantum group, respecting the D q (G)-action. We recover non-equivariant D q (G)-modules by de-equivariantization, i.e., by the quantum version of base-change from pt/G to a point, picking a trivialization at a boundary point. To obtain true strongly equivariant D q (G)-modules one needs to impose a quantum moment map, i.e., perform BRST or quantum Hamiltonian reduction as for ordinary D-modules. Thus the theorem has the following corollary:
G of the torus integral of the quantum group with strongly adjoint equivariant quantum Dmodules on the quantum group.
By choosing suitable markings M, the theorem provides quantum versions of the moduli of local systems with fixed conjugacy class of monodromy around a puncture and of local systems with parabolic structure at a marked point.
Analogous statements hold with arbitrary collections of points of S marked by braided module categories, defining a categorified analog of the modular functor of WRT theory.
1.4. Quantum Hamiltonian Reduction and DAHA. Let us specialize again to the case of the vacuum marking, i.e., to the case of a closed surface. We can apply quantum Hamiltonian reduction to the quantized structure sheaf, giving an explicit description of the endomorphisms of the distinguished object Dist S (i.e., of the "affinization" of the quantum character variety).
The main result of Section 4.6 is the following explicit description of the algebra End(Dist S ):
Theorem 1.9. We have an isomorphism:
where the relative tensor product over O A is taken with respect to the homomorphisms µ and , respectively.
In the case A = Rep U q g, this is nothing other than the quantum Hamiltonian reduction,
In the case A = Rep G, this is nothing other than the multiplicative Hamiltonian reduction,
with respect to the multiplicative moment map, µ : G 2g+r−1 → G, corresponding to monodromy around the puncture. Remark 1.10. While the quantized structure sheaf is not a projective object, the corresponding derived object does give a compact object of the derived version of the quantum character variety. It follows from the Barr-Beck-Lurie theorem that modules for its Ext dg algebra, which is calculated by (derived) quantum Hamiltonian reduction exactly as above, are identified with the full subcategory of the derived quantum character variety generated by Dist S .
Of special interest is the case S = T 2 , and G = GL N , where the quantum Hamiltonian reduction has been computed in many special cases, via a quantum version of Harish-Chandra isomorphism. In this case, the moment map ideal µ P (ker( )) admits a one-parameter deformation I t , corresponding to a family of conjugacy classes deforming the trivial one. Let SH q,t (GL N ) denote the spherical double affine Hecke algebra associated to GL N . Theorem 1.11. We have:
(1) [VV10] When q is a root of unity, and A = Rep U q gl N , we have an isomorphism of algebras,
When q = e , and A = Rep U q gl N is the Drinfeld-Jimbo category of representations for the formal quantum quantum group, we have an isomorphism of algebras,
(3) [BJ] For arbitrary q ∈ C × , and A = Rep U q gl 2 , we have an isomorphism of algebras,
The factorization homology of the unmarked torus T 2 only realizes the ideal I 1 = ker( ), and hence the specialization SH q,t=1 (GL N ) of the DAHA. We obtain the additional parameter t from the factorization homology of T 2 with a point marked by the braided module category M t defined by the coideal subalgebra I t (being the quantized defining ideal of a conjugacy class on G), which produces the algebra (a P /I t ) Uqg :
Corollary 1.12. For A, q as above, we have an isomorphism between endomorphisms of the distinguished object in T 2 ,x (A, M t ) and the spherical DAHA SH q,t .
For other groups we expect to get algebras closely related to SH q,t=1 from integration on a closed torus. However the mechanism for producing the t parameter from a puncture is a well-known special feature of GL N .
1.5. Quantization of character varieties. Let S be a surface. We let R G (S) denote the affine variety R G (S) = {ρ : π 1 (S) −→ G} of homomorphisms from the fundamental group of S to the group G. We denote by Ch G (S) the G-character variety, that is the affine categorical quotient
by the natural adjoint action of G, to distinguish it from the character [derived] stack Ch G (S). The space Ch G (S) carries a canonical Poisson structure originally due to Atiyah-Bott [AB83] and Goldman [Gol84] . A discrete, combinatorial construction of this structure was given by Fock-Rosly [FR99] using classical r-matrices. They construct a Poisson structure on the representation variety R G (S) itself, which depends on the choice of a representation of S as a so-called ciliated graph. If A is the category of modules over the formal quantum group U (g) and P a gluing pattern for S, the algebra a P can be identified with an honest algebra which is a flat deformation of the algebra of functions on the representation variety R G (S). A gluing pattern P for S can be thought of as a ciliated graph with only one vertex, hence determines a Poisson structure on R G (S). We prove the following: Theorem 1.13. The algebra a P is a quantization of the Fock-Rosly Poisson structure on R G (S) associated with P . Its U (g)-invariant part is independent of P , and is a quantization of the canonical Poisson structure on Ch G (S).
Fock-Rosly's construction was partly inspired by the work of Semenov-Tian-Shansky [STS94] who introduced a certain dual Poisson structure on G, characterized by a classical version of the reflection equation, and a Poisson structure on G × G (the classical Heisenberg double) thought as a Poisson-Lie version of the cotangent bundle T * G. He also constructed quantization of those structures. The relation between those Poisson structures and Ch G (S) was already noticed in [AM95] . Quantizations of Ch G (S) were then obtained in [Ale93, AGS96] by, roughly, replacing classical r-matrices by quantum one, writing down an appropriate quantum version of the defining equation of the Poisson bracket and use it to give an FRTlike presentation of the sought quantization. Our quantizations essentially coincide with those. That these algebras are acted on by the mapping class group of the underlying surface is proved in [AS96] . In our approach this is a simple by-product of the general formalism. Another quantization was obtained in [RS02] as generalized skein modules, i.e. spaces of knotted trivalent graphs labelled by G-modules.
The Poisson structure can also be obtained by an appropriate reduction of a certain quasi -Poisson structure on R G (S) introduced in [AKSM02] . This construction was extended and somewhat simplified in [LBS13] and quantized by the same authors in [LBS14] . The quantization of such a quasi-Poisson structure is an algebra internal to the Drinfeld braided tensor category constructed from Rep G using a Drinfeld associator.
While the introduction of associators makes the quantizations of [LBS14] somewhat less explicit than the moduli algebras of [Ale93] , the role of braided tensor categories is made conceptually clearer. We note in particular that the "fusion" procedure of [LBS14] is very similar to the construction of a P in Section 4, from copies of O A . We thus conjecture that their construction agrees with ours when A is the Drinfeld category. This would imply in particular that the algebras they obtain are related to those of Alekseev-Grosse-Schomerus by the Kohno-Drinfeld equivalence.
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TFT and factorization homology
Extended topological field theories may be viewed as families of rich algebraic structures parametrized by low-dimensional manifolds and satisfying a strong locality or gluing property. Namely, one organizes cobordisms of manifolds of dimension at most n, and equipped with an n-dimensional (stable) tangent bundle and a given structure group (framing, orientation, spin, and so on) into a symmetric monoidal higher category, with monoidal structure given by disjoint union. An n-dimensional extended TFT is then defined as a symmetric monoidal functor out of this higher cobordism category into some target symmetric monoidal higher category.
A fundamental theorem of Lurie [Lur09] , the Cobordism Hypothesis, establishes that such invariants are indeed "fully local": extended field theories are functorially determined by the invariant assigned to an n-disk (or n-framed point), from which data the invariant on any manifold may be recovered. This n-disk invariant can be any suitably finite ("fully dualizable") object of the target category, equipped with an additional equivariance structure reflecting the structure group of the manifolds.
2.1. Extended TFT's from E n -algebras. One important source of fully dualizable objects in higher categories is provided by so-called E n -algebras, i.e. algebras over the little n-disks operad. The collection of E n -algebras in a k-category C naturally forms an n + kcategory, the Morita category of E n -algebras in C , generalizing the familiar Morita theory of associative algebras (the E 1 case). The definition of this Morita category is sketched in [Lur09] , and given in more detail in [CS] .
Proposition 2.1 ( [Lur09, CS] ). E n -algebras in C form n-dualizable objects of the corresponding Morita n + 1-category.
Note that this proposition, combined with the cobordism hypothesis, generates only part of the field theory one might hope to produce from an E n algebra valued in a symmetric monoidal k-category C : the top dimension for input manifolds is n, to which we are guaranteed to attach objects of C (independent of k), rather than attaching something like scalars to n + k manifolds. To clarify this distinction, and to match numerology in physics literature, we will refer to TFT's defined by n-dualizable objects in an n + k-category as
For example: an associative algebra, regarded as an E 1 -algebra in Vect k , is automatically one-dualizable, producing vector spaces for closed one-manifolds, but only finite dimensional semi-simple separable algebras are two-dualizable, attaching numbers to closed surfaces. Hence an arbitrary E 1 -algebra in Vect k defines a (1 + 1)-dimensional TFT, while a finitedimensional semi-simple algebra defines a 2-dimensional TFT.
Likewise Rex braided tensor categories, which are E 2 -algebras in Rex k , are guaranteed to attach k-linear categories to closed surfaces. However Rex braided tensor categories naturally form a four-category (because Cat is itself a 2-category), so in fact we might hope to attach vector spaces to 3-manifolds and numbers to 4-manifolds. Hence the cobordism hypothesis guarantees that a braided monoidal category defines a (2 + 2)-dimensional TFT, while under certain further conditions (see Section 6.4), we might hope to define a (3 + 1)-or 4-dimensional TFT.
2.2. Factorization homology. The invariants of low-dimensional manifolds associated to a fully dualizable object (as guaranteed by the cobordism hypothesis) are very hard to get a direct handle on in general. However, in the special case of the partial field theories generated by E n -algebras as above, the invariants are given by an explicit functorial integration procedure, known as factorization (or chiral) homology 3 . Factorization algebras and factorization homology were originally introduced by Beilinson and Drinfeld [BD04] in the setting of conformal field theory, as an abstraction (and geometric clarification) of the notion of a vertex algebra and its functor of conformal blocks, respectively. Factorization algebras and factorization homology in the topological, rather than conformal, category is developed in [Lurb] and further in [Fra12] . See also [CG] , which develops factorization algebras as a general setting for quantum field theory: factorization algebras universally encode the structure carried by local observables, an abstracted form of the operator product expansion.
Given an E n -algebra A in an (∞, 1)-symmetric monoidal category C, and a framed nmanifold M , its factorization homology M A is an object of C obtained by a canonical integration (or global sections) operation.
Proposition 2.2 ([Lur09, CS]).
The factorization homology M A of an n-manifold with coefficients in an E n algebra is identified with the value on M of the topological field theory attached to the n-dualizable object A of the Morita n + 1-category.
The proposition expresses the locality of factorization homology, which can be phrased as a simple excision property. In order to state this property precisely, let us recall some definitions and results on factorization homology, mostly following [AFT14, Fra12] to which we refer for details.
In this paper we focus on factorization homology over compact surfaces with boundaries. However we will also need to compute factorization homology on simple examples of manifolds with corners, i.e. 2-dimensional (paracompact Hausdorff) topological spaces locally modelled on R k ≥0 × R 2−k . Those are particular examples of stratified manifolds, on which factorization homology is well-defined thanks to [AFT14] .
Let M f ld f r 2 (resp. M f ld or 2 ) be the (∞, 1) category whose objects are framed (resp. oriented) 2-dimensional manifolds with corners, and morphisms between manifolds M, N is the ∞-groupoid Emb(M, N ) of embeddings respecting the framing (resp. the orientation). Hence 1-morphisms are smooth embeddings, 2-morphisms are paths between embeddings (i.e. isotopies), 3-morphisms are homotopies between those and so on. The disjoint union turns those categories into symmetric monoidal categories. Let Disk ∂,f r 2 (resp. Disk ∂,or 2 ) denote the full subcategory generated under disjoint union by the disks R k × R 2−k ≥0 , 0 ≤ k ≤ 2 equipped with their standard framing (resp. orientation). We define similarly Disk f r 2 and Disk or 2 as the categories generated by R 2 . Fix an (∞, 1)-symmetric monoidal category (C, ⊗).
-algebra in C, for X ∈ {f r, or}, B ∈ {∅, ∂}, is a symmetric monoidal functor from Disk -algebra is equivalent to the data of a triple of objects (A, M, N ), the image of the triple
, where A is an E 2 -algebra and M, N are A-modules satisfying several conditions (e.g. the pair (A, M) is an algebra over the Swiss-Cheese operad [Vor99] ). In this paper we focus to the particular case M = N = A, i.e. all disks are sent to the same category regardless of their manifold with corner structure.
Proposition 2.5. Factorization homology with coefficients in a braided (resp. balanced) tensor category A is the left Kan extension of the above symmetric monoidal functor with respect to the inclusion Disk
where X ∈ {f r, or}, which will be denoted by
Note that this extension need not to exist in general. However we have the following: Proposition 2.6 (Francis, Lurie). Assume that C is cocomplete and that for every c ∈ C, the functor c ⊗ − commutes with small colimits. Then for any E 2 -algebra A in C, factorization homology with coefficients in A is well-defined.
Let Y be a 1-dimensional manifold with corner. Set
± are (framed, oriented) manifolds with corners. If X ± are manifolds with corners and ι ± : Y ± −→ X ± are framing (resp. orientation) preserving smooth embeddings such that
then the gluing of X ± along Y is a well defined (framed, oriented) manifold with corner. One of the main property of factorization homology is the following:
Theorem 2.7. Let A be an E 2 (resp. framed E 2 ) algebra in C. Then whenever defined the functor (−) A satisfies and is characterized by the following properties:
• If U is contractible, then there is an equivalence of categories
• if U ∼ = P × R for a 1-dimensional manifold with corners P , then U A is monoidal.
• Let U = X − P ×R X + be a collar gluing of X ± along a codimension 1 sub-manifold P with a choice of a trivialization N ∼ = P × R of a tubular neighborhood N of P . Then X ± A are left and right Y ×R A-modules respectively, and there is an equivalence of categories
Remark 2.8. Along the lines of Remark 2.4, in the particular case considered in this paper, M A depends only on the manifold with boundaries underlying M , not of its manifold with corners structure. This will allow us to see surfaces with circle boundaries as being obtained by gluing closed disks whose boundary is divided into several intervals, and then smoothing the remaining corners.
Remark 2.9. Let S be a surface with, say, one circle boundary, andS the manifold with corners obtained by subdividing the boundary of S into n intervals. Then (providing that the framing match, or that A is balanced) S A has a natural structure of a module over
On the other hand, S A is naturally a S 1 ×R A-module. By the previous Remark, we have an equivalence of categories
hence the marking induces an A n -module on S A as well. It is easily seen that this module structure is isomorphic to the one obtained via the composition
2.3. Pointed Structure. An important additional feature of factorization homology is that it is a pointed theory: the invariant assigned to an n-manifold M by an E n -algebra comes equipped with a canonical morphism from the unit of the target category C. namely, let ∅ be the empty manifold. As ∅ is the unit for the disjoint union, we have ∅ A = 1 C . Moreover, ∅ is an initial object in M f ld or/f r 2
; for any manifold M , there is a unique embedding:
Its image through factorization homology provides a distinguished morphism
In the case C = Rex, M A is a category and this pointed structure produces a distinguished object in it, which plays a key role in our main result. Hence, we will detail some of its properties in Section 4.1.
Some categorical machinery
In this section, we recall the dual frameworks of finitely co-complete and locally finitely presentable (in particular co-complete) categories, we develop the basic notions of tensor categories, braided tensor categories, module categories in each setting, and variants of Barr-Beck theorem one uses to work with these.
Terminology. By a 2-category we will always mean a (2, 1)-category, in other words, we will not use any non-invertible 2-morphisms. It will be convenient to consider such 2-categories as (∞, 1) categories with 1-truncated mapping spaces, through the right adjoint of the corresponding truncation functor.
3.1. Co-complete k-linear categories: Rex k and LFP k . In order to define factorization homology, one needs to work in an ambient symmetric monoidal ∞-category with enough co-completeness and co-continuity to implement the excision axioms (see Proposition 3.10 below), which the ordinary 2-category Ab k of abelian categories and exact functors does not possess.
There are two closely related notions we will work with: the 2-category Rex k of essentially small finitely co-complete categories and right-exact functors, which generalize essentially small abelian categories, and the 2-category LFP k of co-complete categories and co-continuous functors, which generalize general abelian categories. More precisely, we require our big categories to be locally presentable, i.e., cocomplete and accessible("generated in a small fashion"), which implies they are also complete. In fact it will suffice to work with finitely presentable categories. (Note that all colimits are taken to be small without further comment.) Remark 3.1. An important alternative categorical framework is to work with k-linear differential graded (dg) categories, i.e., stable ∞-categories, which are either small idempotentcomplete or presentable, following Lurie, see e.g. [BZFN10] for a review. All of our arguments can be adapted with care to this setting. For the sake of simplicity and with a mind to specific applications, however, we focus in this paper on the setting of ordinary k-linear categories. The two settings give closely related answers for punctured surfaces (related by passing to dg derived category or taking heart) but diverge for closed surfaces, where the dg version is to be preferred. See also Section 6.1. Definition 3.3. A category is (finitely) co-complete if it admits colimits for all (finite) diagrams. A functor is right exact (resp. co-continuous) if it preserves finite co-limits (resp. arbitrary colimits).
Definition 3.4. We let:
• Ab k denote the (2, 1)-category of essentially small abelian k-linear categories, right exact functors and their natural isomorphisms.
•
denote the sub-(2, 1)-category of LFP k consisting of compactly generated categories and functors preserving compact objects ("quasi-proper").
Remark 3.5. We note that an abelian category is in particular finitely complete and cocomplete, so that we have that Ab k ⊂ Rex k is a full sub-category (since we are only considering right exact functors).
Remark 3.6. Given a Rex k category C, we may consider its ind-completion ind(C), which will be in LFP prop k ⊂ LFP k . Conversely, given a LFP k category C, we may consider its subcategory comp(C) of compact objects 6 , which will be in Rex k . Given a Rex k functor F : C → D, we may consider the ind-extension ind F : ind(C) → ind(D), which will be co-continuous, and will preserve the subcategory of compact objects.
The operations ind and comp define an equivalence ind :
Some notions are easier to define in Rex k and some in LFP prop k , so we will use both interchangeably.
Remark 3.7. We will adopt the usual convention of referring to objects in ind C for a Rex category C as ind-objects in C. For instance, an ind-algebra in a monoidal category C really means an algebra object in ind C with the respect to the co-continuous extension of the monoidal structure.. 
Remark 3.9. It is shown in [Kel89] that the Kelly tensor product in Rex k always exists. It is shown in [LF12] that the Deligne tensor product of abelian categories -when it existscoincides with the Kelly tensor product, but that the former may not exist in general. This, essentially is the reason to work with Rex k , rather than Ab k .
In [Kel89] , it is shown that Kelly tensor product equips Rex k (or equivalently LFP prop k ) with the structure of a symmetric closed monoidal (2,1)-category, which we denote Rex k . The Kelly tensor product extends to LFP k , where it is characterized by the analogous universal property (with respect to functors preserving colimits in both factors), and the functor ind extends to a symmetric monoidal functor; see [BZFN10] for a discussion of the analogous result of Lurie for presentable ∞-categories. • Rex k contains small colimits.
• For every object C ∈ Rex k , the functor C − commutes with colimits of simplicial and filtered diagrams.
Proof. In [BKP89] it is shown that Rex k (equivalently, Lex k ) is the category of 2-modules in Cat of a finitary 2-monad T , and as such is closed under arbitrary bicolimits. Because Rex k is closed monoidal, the functor C − has a right adjoint, and therefore commutes with arbitrary colimits. As a consequence, Rex k satisfies the conditions (*).
3.2.1. Abelian tensor products. The following extremely useful result guarantees that large abelian categories stay abelian under tensor:
abelian, their tensor product C D is also abelian.
The following proposition was also explained to us by Daniel Schäppi:
Proposition 3.12. : If C is an abelian category and T is a right exact monad on C, then D = T − mod is abelian.
Proof. The forgetful functor D → C creates all limits that exist in C (for any monad), in particular finite ones, and all finite colimits (since T preserves finite colimits). Since the forgetful functor is also conservative and C is abelian, it follows that the comparison morphism
is an isomorphism in D, hence D is abelian.
In Proposition 3.22 below we use this to show relative tensor products stay abelian.
3.3. Rex tensor and braided tensor categories. It is well known that E 1 -, E 2 -and framed E 2 -algebras, respectively in Cat × are equivalent to monoidal, braided monoidal and balanced braided monoidal categories. In this section we define the k-linear analogs of these structures, which we will moreover assume to be rigid: that is, we will assume that all (compact) objects admit left and right duals (see [ENO10] ). Definition 3.13. A Rex k tensor category is an E 1 -algebra C in Rex k , for which all objects are left and right dualizable. Equivalently, ind C ∈ LFP prop k is a monoidal category compactly generated by left and right dualizable objects. Similarly a Rex braided tensor category is a rigid E 2 -algebra in Rex k . Let M, N be right and left module categories for a Rex k tensor category C, and let E ∈ Rex k . Recall that F : M N → E is called A-balanced when equipped with natural isomorphisms, B m,X,n : F (m ⊗ X n) ∼ = F (m X ⊗ n), for m ∈ M, X ∈ C, n ∈ N , satisfying certain coherences (see [ENO10] , Definition 3.1). We denote by Bal C (M N, E) the category of balanced functors.
Definition 3.20. The relative Kelly tensor product M C N of left and right module categories M and N for a Rex k tensor category C is defined, up to unique equivalence, by the natural equivalence,
Remark 3.21. Existence of relative tensor products in Rex k is an easy consequence of existence of Kelly tensor products, and closure of Rex k under colimits. One might instead define the relative tensor product as the colimit of the infinite 2-sided bar complex for M and N . It is a straight-forward argument along the lines of MacLane's coherence theorem that the resulting colimit is equivalent to the balanced tensor product defined above: essentially, because Rex k is only a 2-category, the infinite bar complex strictifies after the second step.
For later use, we note here that the braiding on a Rex k braided tensor category A endows the iterated tensor functors,
with the structure of a Rex k tensor functor, via
We now show that relative tensor products also stay abelian: , all functors have cocontinuous right adjoints, and we can calculate this colimit as the limit over the corresponding cosimplicial diagram given by right adjoints. The limit in turn is identified with the corresponding limit in the 2-category of categories, i.e., with the category of compatible collections of objects in the cosimplices. However forgetting from compatible collections to objects of the 0-th term is a conservative functor: a map of compatible collections (whose objects are determined by the 0-th term) is an isomorphism if and only if it is so on the 0-th term.
Since we are working with quasi-proper functors, the monad is itself colimit preserving. Thus Proposition 3.12 applies, and when A, C and D are abelian so is C A D.
3.4. Barr-Beck reconstruction of module categories. A key tool in our computation is the well-known yoga of monads (= unital algebra objects in categories of endofunctors), in particular monads arising from adjunctions of tensor functors and module functors. Many of these results are straightforward extensions to LFP k of the work of Ostrik [Ost03] , in the setting of fusion categories, and [DSPS13] for general finite abelian categories; we are grateful to Ostrik and Snyder for many explanations. We will be interested primarily in Rex categories, however our adjunctions are typically only defined (thanks to the adjoint functor theorem) in the corresponding LFP ind-categories, so it will be convenient to work in the "large" setting. We begin by recalling Beck's monadicity theorem.
Let (L, R) :
a monad on C via the adjunction unit and counit,
Definition 3.23. We denote by T -mod C the category of T -modules 8 in C: objects are pairs (X, f ) of an object X ∈ C, and a morphism f : T (X) → X; morphisms from (X, f ) to (Y, g) are those h : X → Y making the obvious diagram commute.
We obtain a functor, R : D → T − mod C , sending A ∈ D to R(A) ∈ C, with its canonical
Theorem 3.24 (Beck's monadicity theorem). The functor R is an equivalence of categories if, and only if:
• D has coequalizers of R-split parallel pairs (those parallel pairs of morphisms in D, which R sends to pairs having a split coequalizer in C), and R preserves those coequalizers.
As an illustration, suppose we have an adjunction (L, R) :
Since C and D are closed under finite colimits, they admit all co-equalizers, which R, being right exact, must preserve. Note however that a co-continuous functor L may have a right adjoint R which is not itself co-continuous (equivalently, L may fail to preserve compact objects).
If we also assume D to be abelian, then conservativity of R is equivalent to the condition R(X) ∼ = 0 =⇒ X ∼ = 0: suppose we have f : X → Y , and that R(f ) an isomorphism. Since R is right exact (in fact cocontinuous) it preserves finite colimits, and since R is a right adjoint, it preserves arbitrary limits; hence R(ker f ) = ker R(f ) = 0 and R(coker f ) = coker R(f ) = 0, hence ker f and coker f are zero,. However, without the abelian assumption, this only gives us that f is monic and epic. Thus to check conservativity it will be extremely useful to know the categories involved are abelian, in particular balanced, so that monic and epic maps are isomorphisms. Thanks to Proposition 3.22, we will be able to maintain the abelian assumption in what follows. Versions of the following theorem appears in [Ost03] , [EO04] and [DSPS13] in the setting of fusion and finite tensor categories, and in [Lurb] in the setting of derived categories; we include a proof in the Rex setting for the reader's convenience. Proof. In order to apply Theorem 3.24, it only remains to check conservativity, which is easy since we are in the abelian setting (and follows from the assumption that act R m is faithful). Remark 3.27. Note that a right A-module category with an A-progenerator is identified with the category of left-modules for the internal endomorphisms. This is why we work with right A-modules.
There are two senses in which the construction of internal endomorphisms is functorial: with respect to A-module functors, and with respect to base change along a dominant tensor functor F : A → B. 
Hence, we define:
. It is straightforward to see thatF is compatible with monadic composition, so defines an algebra homomorphism. Proof. To begin, we construct a Rex functor, G : M B → B,
We note that G carries an evident balancing, G ((n ⊗ a) 
This balancing therefore defines a Rex B-module functor,
Moreover G A carries an action of F (End(m)):
It can easily be checked that
Hence, to apply Theorem 3.24, it only remains to show that ind(G A ) is conservative, where again we use the abelian property. For this, we note that ind(G A ) factors as a composition,
where the first map is an equivalence using the fact that ind M is dualizable as an A-module, with dual having underlying category ind of the opposite small category. The second map is conservative by the assumption that m is an A-generator: an A-functor vanishing on m must vanish identically. Hence ind(G A ) is conservative as well.
3.5. Barr-Beck for braided tensor categories. We now assume that A is a Rex braided tensor category, and highlight two important special cases where monadicity applies:
Proposition 3.30 ( [DSPS13, EO04] ). For any n, the tensor unit 1 A is a progenerator for the n-fold right regular A n -action.
Proof. For n = 1, clearly 1 A is an A-generator, while on the other hand every object of A is A-projective, since act R m (n) ∼ = m * ⊗ n and the tensor product is bi-exact. For n > 1, the action functor for act
is a composite of a dominant tensor functor T n : A n → A, and the right regular action functor act
R is the composition of the colimit preserving functors (T n ) R and (act
Remark 3.31. It is possible to describe End A 2 (1 A ) explicitly, via the so-called "Co-End" construction; we have:
If A is semi-simple, we may make this more explicit by choosing a representative X of every simple isomorphism class of object and write simply,
When expressed through the canonical maps ι U : U * U → End( A 1 A ), the algebra structure is the tautological one, composed with the braiding:
Definition 3.32. Let O A := T (End A 2 (1 A )) denote the algebra in A obtained by applying the tensor product T : A A → A.
As a special case of monadicity for base change, we have:
Theorem 3.33 (Monadicity for traces). We have an equivalence of categories,
Clearly, the description of End A 2 (1 A ) implies a similar presentation,
and in the case A is semi-simple, we may write:
The multiplication map µ : O A ⊗ O A → O A may be expressed entirely internally to A. Using the canonical maps ι V : V * ⊗ V → O A , we may write the multiplication as follows:
Remark 3.34. When A = U q g -mod, the algebra O A goes by many names: it has appeared in the literature as the "equivariantized quantum coordinate algebra" of Majid, "the reflection equation algebra" (usually, in the case of GL N ), and the "quantum loop algebra" of Alekseev-Schomerus, and finally is isomorphic via the Rosso form to the locally finite subalgebra of U q g.
Computing factorization homology of surfaces
This section contains the main technical result of this paper, that is an explicit computation of QGL on punctured surfaces. Definition 4.1. The image of the tensor unit k ∈ Vect k under the above functor will be called the distinguished object, and denoted by Dist M ∈ M A.
We note that by construction, the distinguished object is mapped to the distinguished object by the functor on factorization homology induced by an embedding of manifolds. In this section we explicitly compute the functor associated to certain particular embedding: Proposition 4.2. Let X = (R 2 ) k be a disjoint union of k 2-discs. We have:
(1) We have an isomorphism Dist X ∼ = 1 A k .
(2) The functor on factorization homology induced by any embedding X → R 2 is isomorphic to the tensor functor A k → A. (3) Any two embeddings of X into a path connected manifold M give rise to isomorphic functors, and any such factors through the tensor functor A k → A.
Proof. Parts (1) and (2) are contained in the equivalence between locally constant factorization algebras on R 2 and E 2 -algebras. Part (3) follows from the fact that Emb(X, M ) is path connected, and the fact that any such embedding can be factored through an embedding of X into a bigger disk. (1) The map X Y → M given by the composition X Y ∼ = M \N → M induces the canonical functor from absolute to relative tensor product:
(2) Moreover, we have a canonical isomorphism:
Proof. Part (1) can be extracted form the proof of the excision property. Since ∅ is initial, the maps ∅ → M and ∅ ∼ = ∅ ∅ → X Y → M coincide, which together with (1) implies (2). 4.2. Moduli algebras. Let S be a punctured surface. We define the following algebra:
Definition 4.4. The moduli algebra of S is
The main goal of this section is to describe a combinatorial and explicit presentation of A S , and to use it to identify S A with the category of A S -modules in A.
Punctured surfaces may be indexed by combinatorial data called gluing patterns P . In this section, we will give explicit presentations of algebras a p in A, whose categories a p -mod A of modules in A describe the QGL theory of the associated marked, punctured surface Σ(P ). A gluing pattern P determines a surface Σ(P ), with a single marked boundary interval 0, as follows: we begin with a disc D 2 with 2n + 1 boundary intervals labelled 0, 1, . . . 2n, and then glue each of n handles H i , with marked intervals, i and i to P (i) and P (i ), respectively. Definition 4.7. We say that handles H i and H j , with i < j are:
• positively linked if P (i) < P (j) < P (i ) < P (j ), negatively linked if P (j) < P (i) < P (j ) < P (i ), • positively nested if P (i) < P (j) < P (j ) < P (i ), negatively nested if P (j) < P (i) < P (i ) < P (j ), • positively unlinked if P (i) < P (i ) < P (j) < P (j ), negatively unlinked if P (j) < P (j ) < P (i) < P (i ), where the sign is (+) if i < j, and (−) if i > j.
Definition 4.8. We define the crossing morphisms,
Remark 4.9. The unlinked crossing operator U ij is nothing but the braiding of A applied to
A . Definition 4.10. For a gluing pattern of rank n, we define the algebra a P to be the object O ⊗n A in A, with multiplication on each pair of factors
where The following is the main result of this section:
Theorem 4.11. We have an isomorphism of algebras A Σ(P ) ∼ = a P , and an equivalence of categories,
Proof. We may deform the attaching disc of Σ(P ) in such a way that the 0-marked interval is on the right, and all other marked intervals are on the left.
We have D A A as a category; however the markings on D induce a A 2n -A-bimodule structure,
which bimodule we denote by 2n A A . For each handle H i , we have H i A A AA , the category A with its right regular A Amodule structure. Likewise, given n handles H 1 , . . . H n we have H 1 ∪···∪Hn A A n as a category. We make this a right A 2n -module using P :
We denote this right A 2n -module by A P . We note that the module structures on A P and 2n A A are precisely those induced by the markings on the left hand side of Figure 4 . Thus, by the excision property for factorization homology, we have:
Let τ P ∈ S 2n be the permutation obtained by precomposing P with the map {1, . . . , 2n} → {1, 1 , . . . , n, n } defined by
Applying Proposition 3.30, we may identify A P with the category of modules in A 2n for an algebra End(1 AA ) P obtained by applying τ P to End(1 AA ) n .
The bimodule 2n A A is simply that induced by the iterated tensor product functor T 2n : A 2n → A, which itself carries the structure of a tensor functor using formula (3.1). Hence we may apply Theorem 3.29 to conclude,
as a right A-module category.
Note that equations (4.1) and (4.2), combined with Theorem 3.29, yield an isomorphism,
Let us now explain how to identifyã P := T 2n (End(1 AA ) P ) with the algebra a P . First, we consider the subalgebras O 
A →ã p , on the level of objects. It remains only to compute the pairwise cross relations between factors. Note that O (i,i ) and O (j,j ) commute in A 4 , because they occupy different tensor factors. Hence we have the following commutative diagram:
The ordering on the tensor factors in A P , and hence the value of J ij , depends on the gluing pattern. For example, in the positively linked case, as indicated in Figure 2 , we have J 12 = id ⊗σ ⊗ id, and J 21 = (σ ⊗ σ) • (id ⊗σ ⊗ id), hence:
, as claimed. The other five cases follow a similar computation. Figure 2 . In the linked case, we have P (1, 1 , 2, 2 ) = (1, 3, 2, 4) . Definition 4.12. The disjoint union of gluing patterns P : {1, 1 , . . . , n, n } → {1, . . . 2n} and Q : {1, 1 , . . . , m, m } → {1, . . . , 2m} is
We record the following useful corollary.
Corollary 4.13. Let P = P 1 P 2 be the disjoint union of two gluing pattern. The algebra a P is the braided tensor product of a P 1 and a P 2 .
Proof. By construction, any pair of a handle in P 1 and a handle in P 2 is unlinked, hence the cross relations between the corresponding O A factors are those of the braided tensor product. The result thus follows from the hexagon axioms.
Examples.
4.3.1. Reflection equation algebra from the annulus. The braided dual, or reflection equation algebra, of H is a certain modification of the Hopf dual of H, which is equivariant with respect to the H-adjoint action and is canonically identified with O H -mod . Donin-Kulish-Mudrov proved in [DKM03] that the reflection equation algebra provides representations of the braid group of the annulus, extending the representations of the planar braid group attached to H.
The annulus is homeomorphic to Σ(Ann), where we recall that Ann(1) = 1, Ann(1 ) = 2. Thus, we have a Ann ∼ = O A , and hence: Theorem 4.14. There is an equivalence of categories between factorization homology of the annulus with coefficients in H -mod, and the category of H-equivariant modules over the reflection equation algebra of H.
Choosing bases for objects V, W , the commutation relations between generators (a V )
Remark 4.15. Equation (4.3) is known as the reflection equation, and hence the name reflection equation algebra.
4.3.2. Iterated braided tensor products from pairs of pants. In [DKM03], Donin-KulishMudrov observed that the nth braided tensor power of the reflection equation algebra provides representations of the braid group of a disc with n discs removed. This corresponds to the gluing pattern made of one disc with n unlinked handles. For n = 2 this is a pair of pants which is depicted on Figure 4 .3.1.
Theorem 4.16. There is an equivalence of categories between factorization homology of the disc with n discs removed with coefficients in H -mod, and the category of H-equivariant modules over the nth braided tensor power of the reflection equation algebra of H.
4.3.3.
The elliptic double from the punctured torus. The punctured torus T 2 \D is homeomorphic to Σ(P ), where P (1) = 1, P (1 ) = 3, P (2) = 2, P (2 ) = 4. [BJ14] , which provides representations of the braid group of the punctured torus. It is proven there that in the case H is factorizable, D A is isomorphic to the so-called Heisenberg double of H. In particular, if H = U q g, this is isomorphic in turn to the algebra D q (G) of quantum differential operators on G. This algebra has been studied in various context: it is a simultaneous flat deformation of D(g) and D(G) and a quantization of a certain Poisson structure on G×G closely related to the canonical Poisson structure on the character variety of the punctured torus.
Theorem 4.17. There is an equivalence of categories between factorization homology of the punctured torus with coefficients in U q g -mod, and the category of equivariant quantum D-modules on G.
We may choose bases for V and W . Let
, with the entries regarded as elements of O 13 . Let D V and D W denote the same matrices, but with elements regarded instead in O 24 . We can write the commutation relations in matrix form:
or even more explicitly,
ln , where we have omitted the labels on R-matrices for ease of notation.
4.3.4. The r-punctured surface Σ g,r of genus g. The g-fold disjoint union of the once-punctured torus gluing pattern yields a gluing pattern for the once-punctured surface of genus g. The disjoint union of this with the r − 1-fold disjoint union of the annular gluing pattern yields a gluing pattern for Σ g,r , the r-punctured genus g surface. Accordingly, we have 4.4. Mapping class group actions. Let f, g : M → N be diffeomorphisms of manifolds M and N , and suppose that η : f → g is an isotopy. Then η yields an isomorphism of functors, η * : f * − → g * , intertwining the canonical isomorphisms
Suppose further that M and N have marked boundary intervals I M and I N , respectively, that f and g are maps of pairs, so that f (I M ) = I N and g(I M ) = I N , and finally that η is an isotopy of maps of pairs, i.e. η t (I M ) = I N for all t.
Under these assumptions, M A and N A are endowed with A-module structures, we have A-module equivalences,
Along the lines of Proposition 3.28, we have canonical isomorphisms of algebras,
induced by evident isomorphisms of functors, θ f , θ g : tr m − → tr n , induced by ι f , ι g respectively. Finally, since η * is canonically an isomorphism of A-module functors, intertwining ι f and ι g , we have that θ f , θ g , and hence, f * , g * :
Hence, taking M = N , we obtain an action of the mapping class group of M on the algebra A M .
Remark 4.18. The mapping class group is the truncation π 0 Dif f (M, M ) of the ∞-groupoid of diffeomorphisms of M , isotopies, isotopies of isotopies, and so on. A much simpler version of the above implies that the 2-group π ≤1 Dif f (M, M ) acts on the category M A itself. However the simple nature of diffeomorphism groups of surfaces allows one to reduce this action to that of the mapping class group, endowed in the case of genus 0 and 1 with some commuting operators (action of homotopy type of SO(3) and of S 1 ×S 1 , i.e., two commuting operators, respectively).
4.5. Braid groups representations. Fix an embedding ι : (R 2 ) k → M . It follows from the formalism of factorization homology that we have an action of the fundamental group π 1 (Emb((R 2 ) k , M ), ι) on the functor
which is clearly S k -equivariant. Together with the fact that F ι factor through the multiplication of A, for each γ in the braid group B k (M ) of M we obtain natural isomorphisms,
whereγ is the image of γ through B k (M ) → S k . In a forthcoming paper we make these representation explicit, and use those to give an explicit formula for the moment map discussed in Section 4. 
A.
Our goal for the present section is to compute the endomorphism algebra of the distinguished object Dist S ∈ QGL A (S). To this end, we recall first of all that we have an isomorphism,
Theorem 4.19. We have an isomorphism of algebras,
, between the endomorphism algebra of the distinguished object and the Hamiltonian reduction algebra.
Proof. The proof is based on a concrete description of Hom spaces between pure tensor products of objects in relative tensor product categories, which was proved in [DSPS13] . We recall:
Proposition 4.20 ( [DSPS13] ). Given a right module category M, and a left module category N over a rigid tensor category C, and m, m ∈ M, n, n ∈ N , we have an isomorphism,
Combining the above proposition with the tensor product decomposition of equation (4.4), we have an isomorphism,
as claimed.
Character varieties and quantization
5.1. Classical character varieties from Rep G. Recall that Ch G (S) and Ch G (S) are respectively the character stack and the character variety defined in the introduction. If S is a connected surface of genus g with n > 0 points removed, π 1 (S) is the free group on 2g + n − 1 generators, hence
where the quotient is taken with respect to the diagonal adjoint action. In that case, the category of quasi-coherent sheaves on Ch G (S) is easily identified with the category of O(G 2g+n−1 )-modules in Rep G. Comparing with Theorem 4.11, we have:
Theorem 5.1. If S is a punctured surface, the factorization homology of S with coefficients in Rep G is naturally identified with the category of quasi-coherent sheaves on Ch G (S).
There is a natural identification Ch G (S) ∼ = M ap(S, BG) where BG is the classifying stack of G. Hence, if X is a topological space of dimension 0, 1, 2, factorization homology with coefficients in Rep U (g) should be thought of as a quantization of the functor
QCoh(M ap(−, BG)).
In [PTVV11] (see also [Toë14] ) the authors prove that the classifying stack BG has a canonical 2-shifted symplectic structure induced by the Killing form on g. It gives rise by integration/pull-back to a 0-shifted symplectic structure on Ch G (S) which is a stacky version of the Poisson structure on the affine algebraic variety Ch G (S). The category S A is a quantization of this structure.
The main goal of this section is to show that our construction also provide a genuine quantization of the Poisson algebra of function on the categorical quotient Ch G (S).
5.2. Gluing patterns, fat graphs and Poisson structures. Let S be a punctured surface and choose a gluing pattern P for S with n handles. The category Rep U (g) has a tautological strict tensor functor to the category of vector spaces, hence the algebra a P can be identified with an honest associative algebra. The gluing pattern can be described as a ciliated fat graph in the sense of [FR99] , with only one vertex. Recall that G has a standard Poisson Lie group structure. To a ciliated graph, the authors of loc. cit. attach a Poisson structure on G 2g+n−1 and shows that the adjoint action of G in this space is Poisson-Lie. Their main result is the following:
Theorem 5.2. The inherited Poisson structure on G 2g+n−1 /G does not depend on the choice of the underlying ciliated fat graph, and coincides with the Atiyah-Bott Poisson structure.
The main result of this section is then:
Theorem 5.3. The algebra a P is a quantization of the Fock-Rosly Poisson structure on G 2g+n−1 . Its invariant part Hom U (g) (C, a p ) does not depends on the choice of P and is a quantization of the Atiyah-Bott Poisson structure on S.
Remark 5.4. Strictly speaking this holds for the simply connected group G with Lie algebra g. For other groups with Lie algebra g, the category Rep G can be lifted to a sub braided monoidal category of Rep U (g) on which our construction still apply.
Before the proof, let us reformulate Fock-Rosly's construction in a way convenient for our purpose (we refer the reader to the original paper [FR99] or the survey [Aud97] for details). Fix a ciliated graph Γ with one vertex, let Σ be the corresponding surface and label the edges from 1 to n in the order determine by Γ. Since Γ has only one vertex, the Fock-Rosly Poisson bracket is defined on
Moreover, it is enough to compute the Poisson bracket {f, g} for f ∈ O(G) (i) and g ∈ O(G) (j) for i ≤ j, which in turn is determined from the Poisson brackets coming from graphs with one vertex and one or two edges. For x ∈ g, we will denote by x l , x r the action of x on G by left-invariant and right invariant vector field respectively, and we set x ad = x r − x l . Let r ∈ g ⊗2 be the classical limit of the quantum R-matrix and set ρ = 1 2 (r 1,2 − r 2,1 ) and t = 1 2 (r 1,2 + r 2,1 ). Let π ST S be the bivector field
It induces on G a Poisson structure which has been introduced by Semenov-Tian-Shansky [STS94] . We will denote by G ST S the manifold G equipped with this Poisson structure. Then G ST S is a Poisson Lie manifold under the adjoint action of the Poisson-Lie group G. We can then extract the following from [FR99]:
Theorem 5.5. Let Γ be a ciliated graph with one vertex and n edges. The corresponding Poisson structure on O(G) ⊗n is induced by the bivector field
where it is understood that π ij is a 2-tensor acting on the ith component of the first factor and the jth component of the second factor of G 2n = G n × G n , defined by:
Proof of Theorem 5.3. The following is well known (see e.g. [DM03, Mud06] ):
Moreover, the left U (g) ⊗2 action on the braided dual becomes, at the classical limit, the left U (g) ⊗2 action on O(G), where the action of the first copy of U (g) is induced by g x → x r and the second action is induced by
(since left invariant vector fields act on the right, the minus sign turns this into a left action). Hence to prove the claim it is enough to check that say for i < j the bivector field π ij coincides with the quasi-classical limit of the action of L ij , N ij or U ij if the handles i, j are linked, nested or unlinked respectively. We prove this in the nested case, the other cases are similar: dropping indices for the sake of clarity, we have
where we used that r i,j + r j,i = 2t i,j and
The right hand side of (5.1) acts on G × G via the bivector field r ad,ad − 2t r,r + 2t r,l as required.
Remark 5.7. As usual the situation for closed surfaces is more complicated. An explicit computation of the quantum moment map of Section 4.6 shows that it reduces, in the classical limit, to a group valued moment map considered in [AMM98] . There it is shown that the Poisson structure on the character variety of a closed surface S is obtained via Hamiltonian reduction from that on S\D 2 . Hence the algebra considered appearing in Theorem 4.19 is a quantization of the character variety of the corresponding closed surface. Details will appear elsewhere.
Further directions
In this section we briefly describe some related problems and structures, that are the topic of ongoing discussions with Sam Gunningham, David Nadler and Noah Snyder. 6.1. Factorization homology in abelian and derived settings. Before proceeding to discuss relations with geometric representation theory, it is important to spell out the relation between factorization homology for the abelian (or Rex) categories we use in this paper and the dg categories more familiar in the geometric Langlands program. In short, dg categories equipped with nice t-structures form a nice symmetric monoidal ∞-category DG t which is closed under colimits, and therefore a suitable setting to perform factorization homology. More precisely, by dg categories we mean C-linear presentable stable ∞-categories, t-structures are required to be accessible and compatible with filtered colimits, and functors are colimit preserving and right t-exact. In other words, we are considering modules over the derived category of C-vector spaces in the symmetric monoidal ∞-category Pr L t of [Lura, Section 4.6], see also the appendix to [BZNP13] . The basic example for us is the dg derived category A dg of an abelian braided tensor category A ∈ LFP C such as Rep U q g, which we will also denote Rep dg U q g. Conversely, C ∈ DG t , we can form its heart, which will be an abelian category C ♥ ∈ LFP C . It is known [Sch12] that locally finitely presentable abelian categories over C are closed under Deligne tensor product, though it is not clear if they are closed under colimits. Nevertheless we make the following optimistic conjecture:
Conjecture 6.1. Taking hearts defines a colimit preserving, symmetric monoidal functor
It would follow that (−) ♥ commutes with factorization homology. In other words, given an abelian braided tensor category A ∈ LFP, we can take its dg derived category A dg , which is an E 2 algebra object in DG t . Given a (framed) surface S we can calculate factorization homology of A and of A dg , and they would then be related by
Note that one certainly does not expect S A dg to agree with the derived category of its heart for closed surfaces, though it will for punctured surfaces.
This hope provides a guiding principle for our work with abelian categories. Regardless, once one deals with closed surfaces and beyond one should work with the dg version instead, as we will in future work and in the following sections.
6.2. Betti vs de Rham geometric Langlands. The topological field theory Z q,g attached to the ribbon tensor dg category Rep dg U q g is an algebraic model of the GL-twisted N = 4 supersymmetric Yang-Mills theory in four dimension, which was used by Kapustin and Witten to study the geometric Langlands program. To understand the relation, note that for a surface S the theory Z q=1,g assigns the dg category of quasi coherent sheaves on the (derived) character stack Ch G (S), the Betti cohomology of S with coefficients in G, and for q = 1 we obtain its quantization, the quantum character variety. On the other hand the de Rham geometric Langlands program of Beilinson-Drinfeld assigns to a Riemann surface structure X on S the dg category of quasi coherent (or certain ind-coherent [AG14] ) sheaves on the derived stack of flat G-connections on X, the de Rham cohomology of X with coefficients in G. The Riemann-Hilbert correspondence identifies the underlying complex analytic stacks, but the categories of algebraic quasi coherent sheaves are very different (though one can match 0-dimensional sheaves). In particular the de Rham category depends subtly on the complex structure on X and so does not fit into an extended topological field theory, but rather a half-topological half-holomorphic theory. Thus the Betti theory seems to be a better match to the honestly topological theory of Kapustin-Witten.
Likewise the quantum character varieties or higher genus quantum D-modules (constructed in this paper from quantum groups) form Betti analogs of the quantizations of the de Rham space provided by categories of twisted D-modules (constructed from affine Kac-Moody algebras). Thus the categories studied in this paper (or rather their derived versions) are a natural setting for a Betti quantum geometric Langlands correspondence, with the relevant "Riemann-Hilbert correspondence" provided by the Kazhdan-Lusztig equivalence.
The electric-magnetic S-duality of N = 4 super Yang-Mills, when interpreted in this setting, suggests a duality between quantum character varieties for Langlands dual groups at dual levels (roughly q = e πik and q ∨ = e −πi/k ). This appears to be a manifestation of the celebrated but mysterious modular invariance in representation theory of quantum groups: certain aspects of the representation theory of U q g depend naturally not on q but on the corresponding elliptic curve. This modularity is expressed by Faddeev's modular double [Fad00] and many subsequent works (see for example [TV14, FI14] and references therein) and the Langlands duality for quantized cluster varieties of [FG09] . We expect the Betti geometric Langlands TFT to provide a powerful setup to explore this mysterious symmetry.
6.3. Boundary conditions and domain walls. As discussed in the introduction, the extended TFT Z q,g attaches to a point the braided tensor category A, meaning that boundary conditions are provided by objects of the 3-category A − mod − mod of module 2-categories over the monoidal 2-category A − mod. A more concrete realization of such objects is given by considering A-algebras. By an A-algebra we mean an algebra object in A-modules, in other words a pair (B, z) of a monoidal category B and a central action of A, a braided tensor functor z : A −→ Z(B) to the Drinfeld center of B.
Proposition 6.2. Given an oriented surface with boundary (S, ∂ S ), a ribbon category A and an A-algebra B define a factorization algebra on the stratified space (S, ∂ S ) and so one can consider the factorization homology (S,∂ S ) (A, B), satisfying locality for the pair (S, ∂ S ) and carrying an action of the mapping class 2-group of S rel ∂ S .
There is a tautological example of a (2-dualizable) boundary condition for Z A defined by A itself as an A-algebra, which is responsible for the existence of the distinguished object in Z A (S) = S A.
More generally, given two braided tensor categories A, C one can consider domain walls between the A-and C-theories, in other words objects that can be put on codimension one interfaces between regions marked by A and C. An extension of the above result identifies such domain walls with algebra objects in (A, C)-bimodules. A domain wall satisfying a strong dualizability condition can be integrated over closed surfaces, defining functors
The most interesting domain wall should come from Betti geometric Langlands duality (or electric-magnetic S-duality), and relate Langlands dual quantum groups at dual levels. It would be fascinating to understand the relation of this predicted domain wall with the representations of the "Langlands modular double" quantum cluster algebras of [FG09] .
On the other hand there are several domain walls which can be written down concretely, which will be the subject of subsequent papers: 6.3.1. Parabolic induction / geometric Eisenstein series. For any q ∈ C, the quantum Borel subalgebra U q b is a Hopf sub-algebra of U q g and has the quantum torus U q t as a quotient Hopf algebra. Hence, Rep U q b is an algebra object in (Rep U q g, Rep U q t)-bimodules. More generally, we have such a domain wall for any parabolic subgroup and its Levi quotient. These domain walls are the natural versions of parabolic induction or geometric Eisenstein series in the Betti geometric Langlands theory. In genus one this is expected to give an elliptic analog of the generalized Springer theory developed in [Gun14] for the rational and trigonometric Cherednik algebras. In particular considering the image of the quantum structure sheaf for the t in the g theory defines an object, the quantum Springer sheaf, in T 2 Rep U q g D q (G/G) whose endomorphisms should relate to the (non spherical) DAHA and which provides a quantum version of the Harish-Chandra systemà la Hotta-Kashiwara. 6.3.2. Chern-Simons/WRT theory and knot invariants. When the quantum parameter q is a root of unity, there are two braided tensor categories associated to U q g: the category A q of representations of the (large) quantum group, and its modular reduction M q . The construction of M q points the way to a natural domain wall between these two theories: namely, M q is defined as a quotient of the category T q of tilting modules for U q (g); we have a diagram of braided tensor categories
We can use this to define an algebra object W q = M q ⊗ Tq A q in the monoidal category of (M q , A q )-bimodules.
Conjecture 6.3. The domain wall W q is 2-dualizable, defining a functor Z Mq (S) → Z Aq (S) between the value of the CYK anomaly theory for Chern-Simons on any surface and quantum character variety.
By a result of Freed and Teleman, the field theory Z Mq is a fully extended 4-dimensional invertible field theory, so that in particular we have a non canonical equivalence Z Mq (S) V ect. The theory Z Mq is the anomaly theory for WRT theory [Wit89, RT91, Tur10] : WRT theory on a manifold M is valued in Z Mq (M ), i.e., defines a field theory relative to Z Mq in the sense of [FT12] . In particular on a surface S the value of WRT theory on S, i.e., the space of WZW conformal blocks, defines an object of Z Mq (S), hence of Z Aq (S), i.e., a quantum sheaf on the character variety of S. In particular in the case of T 2 the Verlinde algebra acquires the structure of an equivariant quantum D-module, and thus defines (by Hom from the distinguished object) a representation of spherical DAHA, which should be closely related to Cherednik's DAHA action on the Verlinde algebra W RT Mq (T 2 ) [Che05] .
6.4. Extension to 3-manifolds. It is very interesting to consider the extension of the topological field theory Z A defined by a braided tensor category to 3-manifolds. We have the following expectation:
Quasi-Theorem 6.4 (Lurie, Walker). The quantum group category Rep U q g defines a (3+1)-D TFT, i.e. a 3D TFT valued in vector spaces.
More precisely, this result was communicated to us informally by Lurie, while Walker has constructed such a TFT in his framework of disc-like 3-categories, which is not easily identified with the language of the extended field theories which we adopt.
One precise formulation of the expectation is the following modified conjecture, with Noah Snyder:
Conjecture 6.5. The full sub 4-category of the Morita 4-category of E 2 -algebras in Rex k , consisting of (rigid) braided tensor categories is 3-dualizable.
Moreover, a ribbon structure endows A with the structure of an SO(3)-fixed point, meaning that the theory defined A descends to an oriented, fully extended 3D topological field theory.
6.5. Consequences of the three-dimensional theory. The expected existence of a threedimensional field theory extending the factorization homology of quantum groups has several immediate consequences for the categories studied in this paper. We spell out several such, highlighting the roles of T 2 A (and hence representations of DAHA) associated with different embeddings of circles in 3-manifolds.
(1) Any knot K ⊂ M 3 in a 3-manifold defines an invariant
A in equivariant quantum D-modules (and thus for GL n in modules for spherical DAHA). For q = 1 this should be the structure sheaf of the Lagrangian in Ch G (T 2 ) defined by the character variety of the knot complement, which for SL 2 is the zero-locus of the A-polynomial of the knot [CCG + 94] . Thus Z A (M 3 \ K) defines a quantum version of the A-polynomial. This invariant should be closely related to the conjectural DAHA-valued Jones polynomial [Che13, Che14] and, via the relation with Witten-Reshetikhin-Turaev theory, also to the so-called AJ-conjecture relating the quantum A-and colored Jones polynomials.
(2) Taking for K the loop x × S 1 ⊂ S × S 1 for a point x ∈ S on a surface, there is a distinguished object [
S\x

A] ∈
T 2 A (depending locally constantly on x). This object is the categorical character of the braided A-module S\x A, and should play a role in the Betti Langlands analog of the trace formula. (3) The category S 2 A carries a symmetric monoidal (or more naturally, E 3 ) structure coming from considering little 3-discs. Any point x ∈ S on a surface defines an action of S 2 A on S A by Hecke functors (recovering the spherical Hecke category when q = 1). However this category is essentially trivial for generic q. (4) For every identification T 2 ∼ = S 1 × S 1 , the category T 2 A carries a braided tensor structure coming from the product of a circle and the pair of pants. Any loop γ ⊂ S defines an action of this braided category T 2 A on S A by categorified Verlinde line operators, i.e., by Hecke modifications along γ, and disjoint loops define commuting actions. These categorified Goldman hamiltonians appear to be the natural replacements for Hecke functors (categorified Hitchin hamiltonians) in the Betti geometric Langlands conjecture.
