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All optical implementation of a time-domain ptychographic pulse reconstruction
set-up
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An all optical implementation of pulse reconstruction using time-domain ptychography is demon-
strated showing excellent results. Setup and reconstruction are easy to implement and a number of
drawbacks found in other second order techniques are removed, such as the beam splitter modifying
the pulse under consideration, the time ambiguity, or the strict correspondence between time delay
increment and temporal resolution. Ptychography generally performs superior to algorithms based
on general projections, requires considerable less computational effort and is much less susceptible
to noise.
PACS numbers: 42.30.Wb, 42.30.Rx, 42.65.Re
INTRODUCTION
Since the discovery of ultrashort laser pulses, charac-
terization of these has been an imminent task as no detec-
tor exists which can characterize the temporal intensity of
such pulses directly. In 1967, Weber demonstrated that
a nonlinear auto-correlation scheme can be employed to
estimate the pulse duration [1]. Such an arrangement
is now classified as a second-order background-free in-
tensity auto-correlation measurement. About 20 years
later, Diels and co-workers introduced the second-order
interferometric auto-correlation with the aim to not only
estimate the pulse duration but to fully characterize the
electric field of ultrashort laser pulses, e.g., their spec-
tral amplitude and phase [2]. In the following years, sev-
eral further ingenious schemes were proposed and demon-
strated, such as FROG [3], STRUT [4], SPIDER [5], PI-
CASO [6], MIIPS [7], and many variations thereof.
Recently, we migrated a spatial lens-less imaging tech-
nique, ptychography, from the spatial domain to the tem-
poral domain. Ptychography is related to the solution of
the phase problem in crystallography and was first pro-
posed by Hoppe [8]. In ptychography, the real space im-
age of an object, in particular its amplitude and phase, is
reconstructed iteratively from a series of far-field diffrac-
tion measurements. Each of those is recorded after either
moving the object or the coherent illumination beam in
a plane perpendicular to the propagation direction of the
illumination beam. The transverse shift of the illumi-
nation beam is smaller than its spatial support, so that
subsequent far-field diffraction patterns result from dif-
ferent, but overlapping, regions of the real space object.
The spatial resolution of the reconstructed image is deter-
mined by the angular range of scattered wave vectors that
can be recorded with a sufficiently high signal-to-noise ra-
tio, by the positioning accuracy, and by the stability of
the entire set-up. While the original procedure relies on
the illumination beam being fully characterized [9], the
substantial redundancy in the measurement also allows
for reconstruction of the illumination beam [10, 11].
We demonstrated that both ptychography modalities
can be adapted to time domain imaging [12, 13]. We re-
constructed ’objects’ uniform in space but varying with
time by illuminating the objects with a sequence of
known partially overlapping, time delayed coherent probe
pulses. For each time delay a far-field diffraction pattern,
i.e. wavelength resolved spectrum, was recorded . Time
domain ptychography then reconstructs the amplitude
and the phase of the object from the resulting spectro-
grams. We also showed that the extended ptychography
algorithm can characterize the object as well as the illu-
mination pulse. The object was an attosecond XUV pulse
and the illumination pulse an IR streak pulse, both un-
known. Finally we demonstrated that a slightly modified
reconstruction algorithm can be used for pulse character-
ization purposes [14]. The experimental demonstration,
however, was done with a setup containing two spatial
light modulators (SLM) in order to have the most flexi-
bility on the pulse modulation. Here we present a simple
experimental setup, without a SLM, which is exclusively
dedicated to ultrafast pulse characterization, which we
label PIRANA. Compared to other methods the setup
and reconstruction are easy to implement and a number
of shortcomings are removed, such as the beam splitter
modifying the pulse under consideration, the time am-
biguity, or the strict correspondence between time delay
increment and temporal resolution.
THEORY
The ptychographic scheme differs from other pulse re-
construction modalities, such as the principle component
generalized projections algorithm (PCGPA) [15], specif-
ically related to the following: 1) The time delay incre-
ment is not related to the desired temporal resolution or
the wavelength sampling of the spectrometer, but only to
the duration of the illumination pulse. 2) Typically, only
a few spectra have to be recorded. 3) The small number
2of spectra to process and the robust algorithm result in
an extremely fast convergence of the retrieval algorithm.
The PCGPA algorithm relies on a spectrogram sam-
pled on anM ×M grid that satisfies the sampling condi-
tion δνδt = 1/M where δν is the angular frequency step
size and δt is the time steps size. Typically the spec-
tral axis has a higher sampling rate than the temporal
axis, and as a consequence the temporal axis needs to
be interpolated. Naturally, interpolation will neglect any
temporal structure finer than the original sampling, thus
PCGPA cannot accurately reconstruct temporal features
which vary more rapidly than the time delay increment.
In contrast, the ptychographic scheme has no link be-
tween temporal sampling and time delay. Time domain
ptychography operates on two sampling grids which are
largely independent from another. The object and the il-
lumination pulse are sampled on an equidistant temporal
grid, with M samples equally spaced by δt, which is de-
termined by the resolution and total spectral range of the
spectrometer used. The second grid is that of the time
delays and consists of N samples equally spaced by δτ .
If both grids span the same time window, their frequency
increments δν are identical and we find δνδt = 1/M and
δνδτ = 1/N , respectively. The only constraint on the
two integers is N ≤M but typically N is orders of mag-
nitudes smaller than M .
The sampling requirements for ptychography is sim-
pler. Ptychography requires N spectra In(ν) which are
recorded at different time delays tn (n = 1 . . .N) be-
tween the object and the illumination pulse. All spectra
combined result in a spectrogram S(ω, τ) sampled on an
M ×N grid. In ptychography the time delay increment
δτ is related only to the duration of the slowly varying
envelope of the illumination pulse. The relevant quan-
tity is the fundamental sampling ratio R. It is defined
as the ratio of the full widths at half maximum duration
(FWHM) of the illumination pulse over the time delay
increment and if both are identical the fundamental sam-
pling ratio is equal to one. For a fundamental sampling
ratio R > 1 the illumination pulse overlaps with parts
of the object several times and this overlap increases the
redundancy in the data recorded. It is well known that
this redundancy can be used to not only reconstruct the
object but also the illumination pulse [10, 11].
For the purpose of ultrafast pulse reconstruction we
identify the ’object’ with the pulse E(t) to be charac-
terized and the illumination pulse, henceforth labeled
gate P (t), with a filtered copy of the same pulse, i.e.
P (t) = E(t) ⊗H(t). The spectral filter is characterized
by its linear transfer function H(ω), H(t) is its Fourier
transform and ⊗ denotes a convolution. Since the gate is
derived from the pulse to be characterized we expect pty-
chographic pulse reconstruction to work for R > 1, that
is we exploit the redundancy to reconstruct the pulse as
well as the gate. The spectral filter we use is a band-
pass centered at the carrier frequency of the laser with a
variable width. The idea is that narrowing the spectrum
results in an illumination pulse which is longer than the
object.
As a starting point for the reconstruction algorithm
we assume the initial estimate of the pulse to be identi-
cal to the spectral filter, i.e. Ej=1,n=0(t) = H(t). This
forces the position of solution and gate to be located
around time zero. This prevents the solution from jump-
ing around until most of the energy is arbitrarily located
at some temporal position after which the algorithm re-
constructs both gate and pulse as if they are located
there. The reason for this temporal position ambigu-
ity is due to the gate being derived from the pulse itself.
In every iteration j all measured spectra (n = 1 . . .N)
are processed. For ascending n the algorithm first up-
dates the current estimate of the gate and hereafter the
estimate of the pulse. The gate then is derived from the
pulse according to
Pj,n(t− τn) = F
−1
[
Ej,n(ω)H(ω)e
i(ω−ω0)τn
]
. (1)
Updating Pj,n(t) is not part of the original ptycho-
graphic reconstruction algorithm, however is crucial to
achieve convergence. Next, we calculate the exit field
ξj,n(t, τn) for a particular time delay τn between the
previous estimate of the pulse Ej,n−1(t) and the gate
Pj,n(t− τn).
ξj,n(t) = Ej,n−1(t)Pj,n(t− τn) (2)
From ξj,n(t) we calculate the Fourier transform ξj,n(ω)
and replace its modulus by the square root of the corre-
sponding spectrum Sn(ω) while preserving its phase. Af-
ter an inverse Fourier transformation, the new function
ξ′j,n(t) differs from the initial estimate, and the difference
is used to update the current estimate of the pulse
Ej,n(t) = Ej,n−1(t)+β Uj,n(t−τn)
[
ξ′j,n(t)− ξj,n(t)
]
(3)
with the weight or window function
Uj,n(t) =
Pj,n(t)
max(|Pj,n(t)|)
P ∗j,n(t)
|Pj,n(t)|2 + α
(4)
and the two constants α < 1 and β ∈ [01]. Be-
fore proceeding with the next iteration j + 1, we set
Ej+1,n=0(t) = Ej,n=N (t). We quantify the reconstruc-
tion outcome through the root mean square (rms) of the
deviation between measured and reconstructed spectro-
gram. The rms value serves as a quality factor for the
success of reconstruction.
rms =
√∑
[Sexp(ω, τ)− Srec(ω, τ)]
2
NM
(5)
3SIMULATIONS
It may appear somewhat challenging to identify suit-
able values for the width of the spectral bandpass fil-
ter, the time delay steps, or the weighting constants α
and β since no theoretical framework exists which can
hint to their optimal values. In this section, we there-
fore reconstruct a chirped pulse (pulse duration 80 fs,
linear chirp −10000 fs2) while varying all relevant pa-
rameters, namely α, β, R, the FWHM of the spectral
bandpass filter, and the number of recorded spectra N .
The results are summarized in Fig. 1. The reconstruc-
tion parameters, except for the one varied, were fixed to
α = 10−3, β = 0.25, bandpass FWHM = 3 nm, sampling
ratio R = 8 and number of spectra N = 49. For each set
of parameters we performed 500 iterations.
FIG. 1. Reconstruction error for a chirped pulse; pulse dura-
tion 80 fs, linear chirp −10000 fs2. (a) rms versus signal-to-
noise ratio, (b) α, (c) β, (d) FWHM of spectral bandpass, (e)
sampling ratio R, and number of spectra N . The parameters,
except for the one varied, are fixed to α = 10−3, β = 0.25,
FWHM = 3 nm, sampling ratio R = 8 and number of spectra
N = 49. For each parameter set we performed 500 iterations.
Figure 1a) shows the rms error as a function of the
signal-to-noise ratio (SNR). For this we added white
noise with an amplitude given by the signal-to-noise ra-
tio to the simulated spectrogram prior to reconstruction.
The linear decrease in the double logarithmic plot in-
dicates that the rms error is solely dominated by the
noise present in the simulated spectrogram and not by
the quality of the reconstruction. Only for SNR values
below 5 do we see an influence of the decreasing quality of
the reconstructed spectrogram. A similar behavior was
already observed in the ptychographic reconstruction of
attosecond pulses [13] where a SNR value as low as 3
was sufficient for successful reconstruction. Henceforth
we abstain from adding noise to the spectrogram and
vary only the reconstruction parameters in order not to
obscure their influence. In several cases the reconstruc-
tion error seems to level off around 10−18 which we found
is the numerical noise floor. Figure 1b) shows the rms er-
ror as a function of α and we find that α has no influence
on the reconstruction results. This is to be expected be-
cause α is relevant only if the spectrogram is noisy. Next,
we vary β in the range between 0 and 2 and find perfect
reconstruction for β larger than 0.15 and up to 2. As
expected the bandwidth of the spectral bandpass filter is
somewhat more critical. Nevertheless, for all pulses in-
vestigated we find that a width of less than one half of
the laser’s bandwidth always produces excellent recon-
struction results. One of the most relevant parameters
in standard ptychography is the fundamental sampling
ratio R which essentially determines the amount of re-
dundancy in the data recorded. The higher R the more
redundancy the data contains and the smaller the rms
error becomes until it reaches the numerical noise floor
around R ≈ 5. Lastly, we vary the number of recorded
spectra keeping the sampling ration R fixed at a value of
8. We find that as little as 35 spectra result in a excellent
quality pulse reconstruction which is in stark contrast to
almost all other iterative reconstruction algorithms. The
simulations were also performed for a variety of other
pulses, i.e. more or less spectral bandwidth, higher or-
der chirps, double pulses, and pulse trains, always with
a very similar outcome. In essence all parameters can
be varied within a relatively large range without alter-
ing the outcome of the reconstruction; mostly only the
convergence rate changes.
EXPERIMENT AND DISCUSSION
From the theory section above we see that the set-up
must in essence implement the spectral intensity mea-
surement
∣∣F [E(t− τ) F−1 [E(ω)H(ω)]]∣∣2 (6)
Therefore, conceptually the optical requirement is to
split the pulse in two replicas, spectrally filter one of
them by H(ω), multiply the result with the unaltered
time delayed second replica and record the generated
sum-frequency spectrum. In order to split the pulse into
two replicas a grating is used where the zero order gives
the unaltered pulse time delayed by a position adjustable
4mirror and the first order dispersed light is used to gen-
erate the spectrally filtered pulse by sending it through a
4f-geometry with a spectral slice filter. After passing the
grating a second time, the time delayed and the filtered
replica are propagating collinear with a vertical offset.
The two pulses are then focused in a beta-bariumborate
(BBO) crystal, sufficiently thin as to guarantee perfect
phase matching for the entire bandwidth. The result-
ing sum-frequency light is analyzed by a spectrometer.
Using a grating as a beam splitter has a number of ad-
vantages. First, the pulse to be characterized does not
experience any additional phase modulation as it is the
case for a standard beam splitter, and second, the spec-
tral filter can be adjusted and modified easily by selecting
a suitable spatial mask.
FIG. 2. Schematic of the ptychographic pulse characterization
set-up. The incoming pulse (A) is split by the grating in two
diffraction orders (B) and (E). The angular dispersed first
order light (B) is focused to a plane mirror from which only
a slice of the spectrum (C) is reflected. Its spectral width
and center wavelength can be easily varied. The zero order
diffraction light (E) is also reflected back to the grating (F),
however this mirror is mounted on a motorized translation
stage in order to introduce a variable delay time between (C)
and (F). After the grating, both orders, i.e. (D) and (G),
propagate collinear to the pick-off mirror M4 and are focused
in a BBO crystal.
The experimental realization, illustrated in Fig. 2 (op-
tical elements denoted by cursive text and pulse paths in
brackets), shows the pulsed laser source on the left, a Fu-
sion from Femto Lasers, with the beam passing under the
mirror M4 before it is incident on the grating Gr. At the
grating Gr the zero and the first order reflections gen-
erate both the long probe pulse, (beam path ABCD) by
sending the first order light through a 4f-geometry con-
sisting of a cylindrical mirror CM1 with a focal length
of 100 mm and a mirror with an opaque cover with a slit
cut out M1 to create a spectral slice filter in the spectral
plane, and the unaltered pulse, (beam path AEFG) with
a movable mirror M3 allowing for a variable time delay.
The two mirrors M1 and M3 are slightly tilted upwards
at different angles so that the back-reflected pulses arrive
at different heights at the grating. In fact the zero order
pulse arrives above the grating where it is reflected from
a mirror such that the two pulses (G) and (D) propagate
parallel but on top of each other. They are then picked
off by mirror M4 and directed and focused to the BBO
crystal. The sum-frequency spectrum is recorded with an
Avantes spectrometer. The spectrometer has 256 pixel
covering the range between 350 nm and 450 nm with a
resolution of 0.75 nm. Although we recorded all spec-
trograms with a time delay increment of 6.67 fs, for the
reconstruction we used only every 10th spectrum giving a
δτ of 66.7 fs. The spectral bandpass had the same center
frequency as the laser and was measured to be approxi-
mately Gauss-shaped with a FWHM of 3 nm. As a result
the gate had a minimum duration of about 300 fs, result-
ing in a fundamental sampling ratio R between 4 and
5. The other reconstruction parameters were α = 0.1,
β = 0.4 and 350 iterations.
In the experiment we verify the functionality of the set-
up with two sets of measurements. The first compares
the theoretically calculated spectral phase resulting from
propagation through glass with values obtained from re-
construction and the second set compares measurement
and reconstruction of two double pulse waveforms with
different temporal spacing between the two sub-pulses.
FIG. 3. Measured spectrogram and reconstruction results of
an input pulse with (a) no glass, (b) a medium glass block
(30 mm BK7) and (c) a long glass block (100 mm fused silica)
inserted in the beam path.
In the first set we took three measurements, i.e. a
reference measurement with no glass in the beam path,
with a medium thickness piece of glass (30 mm of BK7)
and finally with a long piece of glass (100 mm of fused
silica). The oscillator was tuned to a center wavelength
of 788 nm with a spectral bandwidth of 35 nm. In each
of the three cases a spectrogram was measured and the
spectral amplitudes and phases were reconstructed. In
Fig. 3, column one and two, we show the measured and
reconstructed spectrogram for each case. The agreement
between the two is excellent and we find an rms error of
9.3 · 10−4, 1.5 · 10−3 and 1.3 · 10−3, respectively. In the
5third column we show the reconstructed spectral ampli-
tude and phase in red. The reconstructed phase is com-
pared to the theoretically calculated phase in blue (on-
line version) assuming the known dispersion parameters
of BK7 and fused silica. We find excellent agreement be-
tween the reconstructed and the expected phase values
for 30 mm BK7 as well as for 100 mm fused silica. Lastly,
column four displays the reconstructed temporal inten-
sity. In order to further quantify the reconstruction re-
sults we extract the quadratic spectral phase coefficients
from a polynomial fit to the reconstructed and the cal-
culated phase. The quadratic spectral phases were found
to agree excellently if we subtract the quadratic spectral
phase present when there is no glass inserted in the sys-
tem (reference measurement). The reconstructed values
are compared to their theoretical counterparts in Table I.
TABLE I. Column one, glass inserted into the system; column
two, the theoretical quadratic spectral phase coefficient in fs2
introduced by such a piece of glass for a central wavelength
of 788 nm; column three, the value extracted from the re-
constructed phase in fs2; column four, the ratio of theoretical
over reconstructed quadratic phase coefficient.
Material Theory Retrieved ratio
No glass 0 182.4 ± 0.4 —
30 mm BK7 -687.1 -654.8 ± 3.9 1.05
100 mm fused silica -1857.5 -1834.2 ± 0.4 1.01
Next we measured and reconstructed double pulses,
thus, testing the algorithm for a notoriously difficult
problem. The oscillator was tuned to a center wave-
length of 788 nm with a spectral bandwidth of 55 nm
and was operated in double pulse mode. We show that
double pulses can be readily reconstructed for the case
when there is no glass inserted in the beam path but
also when we introduce additional dispersion to the beam
path. The resultant reconstructions are shown in Fig. 4.
FIG. 4. Measured spectrogram and reconstruction of two dou-
ble pulses with (a) no glass and (b) a medium thickness piece
of glass (30 mm BK7) inserted in the beam path.
The top row in Fig. 4 shows the measured and the
reconstructed spectrogram for a double pulse with vir-
tually no chirp. The reconstructed spectral amplitude
and phase are shown in the third column and the tem-
poral intensity in the fourth column. The rms error is
1.8 · 10−2. The reconstructed inter-pulse separation is
103 fs and we observe a pi phase jump from one spectral
peak to the next as expected from theory. The bottom
row in Fig. 4 shows the results for a double pulse with an
about two times larger inter-pulse separation which has
passed through additional dispersive material. The rms
error of the reconstructed spectrogram is 1.0 · 10−2. The
reconstructed inter-pulse separation is 180 fs and the re-
sulting, mainly quadratic phase is easily recognized and
superimposed on the pi phase jumps.
CONCLUSION
We demonstrated an all optical implementation of
pulse reconstruction using time-domain ptychography
with second harmonic generation showing excellent re-
sults. Setup and reconstruction are easy to implement
and a number of drawbacks found in other techniques
are removed. Through simulations we showed that all
relevant reconstruction parameters can be varied within
a relatively large range influencing only the rate of con-
vergence but not the quality of the final result. We per-
formed a quantitative test by reconstruction of pulses
after propagation through known amounts of dispersive
material. We also applied the reconstruction to a double
pulse which is a notoriously difficult problem for many
other algorithms. In all cases we found excellent perfor-
mance of the ptychographic pulse reconstruction. More-
over the small number of spectra and the redundancy in
the data result in a fast and robust reconstruction. In
general, ptychography was found to perform superior to
algorithms based on general projections, requires consid-
erable less computational effort and is much less suscep-
tible to noise.
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