Mixed effects modeling with missing data using quantile regression and joint modeling by Fostvedt, Luke Karsten
Graduate Theses and Dissertations Graduate College
2014
Mixed effects modeling with missing data using
quantile regression and joint modeling
Luke Karsten Fostvedt
Iowa State University
Follow this and additional works at: http://lib.dr.iastate.edu/etd
Part of the Education Commons, and the Mathematics Commons
This Dissertation is brought to you for free and open access by the Graduate College at Digital Repository @ Iowa State University. It has been accepted
for inclusion in Graduate Theses and Dissertations by an authorized administrator of Digital Repository @ Iowa State University. For more
information, please contact digirep@iastate.edu.
Recommended Citation
Fostvedt, Luke Karsten, "Mixed effects modeling with missing data using quantile regression and joint modeling" (2014). Graduate
Theses and Dissertations. Paper 14153.
Mixed effects modeling with missing data using quantile regression and joint
modeling
by
Luke Karsten Fostvedt
A dissertation submitted to the graduate faculty
in partial fulfillment of the requirements for the degree of
DOCTOR OF PHILOSOPHY
Major: Statistics
Program of Study Committee:
Mack C. Shelley II, Major Professor
Dianne Cook
Daniel Nordman
W. Robert Stephenson
Wolfgang Kliemann
Iowa State University
Ames, Iowa
2014
Copyright c© Luke Karsten Fostvedt, 2014. All rights reserved.
ii
DEDICATION
To everyone who believed in me and provided encouragement along the way
iii
TABLE OF CONTENTS
LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vi
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi
CHAPTER 1. OVERVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Linear Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.1 Linear Mixed Effects Models . . . . . . . . . . . . . . . . . . . . . . . . 3
1.1.2 Multivariate Linear Mixed Effects Models . . . . . . . . . . . . . . . . . 4
1.1.3 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 Quantile Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.2.1 Modeling Longitudinal Data . . . . . . . . . . . . . . . . . . . . . . . . 7
1.2.2 Recursive Structural Equation Modeling . . . . . . . . . . . . . . . . . . 10
1.2.3 Missing Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.3 The Future of Quantile Regression . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.3.1 Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
CHAPTER 2. EFFECT OF CORRELATION ON THE ESTIMATION OF
MULTIVARIATE MIXED EFFECTS MODELS . . . . . . . . . . . . . . . . 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.2 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2.1 Estimation via the Expectation-Maximization Algorithm . . . . . . . . 17
2.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.1 Hierarchical Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.3.2 Longitudinal Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
iv
2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
2.5 Education Example . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.1 Model and Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
2.6.1 Contribution and Further Work . . . . . . . . . . . . . . . . . . . . . . . 28
2.7 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
CHAPTER 3. MULTI-LEVEL QUANTILE REGRESSION . . . . . . . . . . 56
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.2 Bayesian Quantile Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.2.1 Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.3 Education Intervention . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.5 Discussion/Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.7 Derivations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
CHAPTER 4. DATA IMPUTATION IN MULTI-LEVEL QUANTILE RE-
GRESSION WITH AN APPLICATION TO PISA 2012 RESULTS . . . . 74
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.1.1 Missing Data Mechanisms . . . . . . . . . . . . . . . . . . . . . . . . . . 76
4.2 Quantile Regression and Missing Data . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.1 Population Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.2.2 Missing Data Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.3 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3.1 Generating Missing Values . . . . . . . . . . . . . . . . . . . . . . . . . . 80
4.3.2 Hierarchical Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.3.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
4.4 Example: PISA 2012 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.5 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
v4.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
CHAPTER 5. SUMMARY AND DISCUSSION . . . . . . . . . . . . . . . . . 108
5.1 Simultaneous Inferences . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.2 Missing Data in Quantile Regression . . . . . . . . . . . . . . . . . . . . . . . . 109
5.3 Multi-level Quantile Regression . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
BIBLIOGRAPHY . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
vi
LIST OF TABLES
Table 2.1 Science Scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Table 2.2 Reading Scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
Table 2.3 Math Scores . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
Table 2.4 Comparison of variances between univariate and joint modeling . . . . 27
Table A2.1 Average estimates of the fixed effects and the standard errors from 100
simulations of a two-level hierarchical model. . . . . . . . . . . . . . . . 29
Table A2.2 Average estimates of the fixed effects and the standard errors from 100
simulations of a two-level hierarchical model. . . . . . . . . . . . . . . . 30
Table A2.3 Average estimates of the variance components from 100 simulation of a
two-level hierarchical model. The average correlation from each of the
simulations is given in parentheses. . . . . . . . . . . . . . . . . . . . . 31
Table A2.4 Average estimates of the fixed effects and the standard errors from 100
simulations of a two-level hierarchical model with additional units /
measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32
Table A2.5 Average estimates of the variance components (and correlations) for
the error from 100 simulations of a two-level hierarchical model with
correlation fixed at 0.6 and varying units. . . . . . . . . . . . . . . . . 33
Table A2.6 Average estimates of the fixed effects and the standard errors from 100
simulations of a two-level longitudinal model. . . . . . . . . . . . . . . 34
Table A2.7 Average estimates of the fixed effects and the standard errors from 100
simulations of a two-level longitudinal model. . . . . . . . . . . . . . . 35
vii
Table A2.8 Average estimates of the variance components in the D design matrix
for correlations 0.2-0.5 in a two-level longitudinal model. These effects
are the variance components from the second level. Average correlations
are given in the parentheses. . . . . . . . . . . . . . . . . . . . . . . . . 36
Table A2.9 Average estimates of the variance components in the D design matrix
for correlations 0.6-0.9 in a two-level longitudinal model. These effects
are the variance components from the second level. Average correlations
are given in the parentheses. . . . . . . . . . . . . . . . . . . . . . . . . 37
Table A2.10 Average estimates of the variance components in the Σ design matrix
for errors in the two-level longitudinal model. Average correlations are
given in the parentheses. . . . . . . . . . . . . . . . . . . . . . . . . . . 38
Table A2.11 Average estimates of the fixed effects and the standard errors from 100
simulations of a two-level longitudinal simulations with additional units
/ measurements. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
Table A2.12 Average estimates of the components in the D design matrix for the
variance components at the top-level of a two-level longitudinal model
with correlation ρ = 0.6 varying numbers of units / measurements.
Average correlations are given in the parentheses. . . . . . . . . . . . . 40
Table A2.13 Average estimates of the variance components in the Σ design matrix
for errors in the two-level longitudinal model. Average correlations are
given in the parentheses. . . . . . . . . . . . . . . . . . . . . . . . . . . 41
Table A4.1 This is the complete case situation for n = 1000 observations. . . . . . 91
Table A4.2 This simulation corresponds to missing values in the response,y, the
structural response, Yi2, and discrete covariate. There was an average
of 9.8% missing rows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Table A4.3 This simulation corresponds to missing values in the response,y, the
structural response, Yi2, and discrete covariate.There was an average of
42.5 % missing rows. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
viii
Table A4.4 This simulation corresponds to missing values in the response,y, the
structural response, Yi2, and continuous covariate. There was an average
missingness of 15.4% of the rows. . . . . . . . . . . . . . . . . . . . . . 94
Table A4.5 This simulation corresponds to missing values in the response,y, the
structural response, Yi2, and continuous covariate. There was an average
of 43.5% missing rows. . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
Table A4.6 Results for the hierarchical structure with missing values in the response,y,
the structural response, Yi2, and discrete covariate. There was an aver-
age of 10.6% missing rows. . . . . . . . . . . . . . . . . . . . . . . . . . 96
Table A4.7 Results for the hierarchical structure with missing values in the response,y,
the structural response, Yi2, and discrete covariate. There was an aver-
age of 43.6% missing rows. . . . . . . . . . . . . . . . . . . . . . . . . . 97
Table A4.8 The estimated effect of Economic, Social, and Cultural Status (ESCS)
on mathematics performance. . . . . . . . . . . . . . . . . . . . . . . . 99
Table A4.9 The estimated effect of Economic, Social, and Cultural Status (ESCS)
on reading performance. . . . . . . . . . . . . . . . . . . . . . . . . . . 100
Table A4.10 The estimated effect of Economic, Social, and Cultural Status (ESCS)
on science performance. . . . . . . . . . . . . . . . . . . . . . . . . . . 101
ix
LIST OF FIGURES
Figure A2.1 The scatterplot matrix of the science, mathematics, and reading test
scores show that all three are highly correlated corroborating the use of
a joint model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42
Figure A3.1 Plots of the estimated values for the treatment effect and the Free and
Reduced Price Lunch/Treatment interaction effect for the 9 quantiles
considered. The shaded area represents pointwise confidence intervals
for each of the quantile estimates. . . . . . . . . . . . . . . . . . . . . . 64
Figure A3.1 Locations of the 48 elementary schools in the study. . . . . . . . . . . 65
Figure A3.2 ACF plots of the autocorrelation from the MCMC for all of the fixed
effects along with the two variances. . . . . . . . . . . . . . . . . . . . 66
Figure A3.3 Plot of the mixing from the MCMC for all of the fixed effects along with
the two variances. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
Figure A3.4 Plots of the estimates effects along with 95% credible intervals for each
of the parameters included in the model. . . . . . . . . . . . . . . . . . 68
Figure A3.5 Plot of the cross quantile effects for special education students. . . . . 69
Figure A3.6 Mixing diagnostics for the τ1 = τ2 = 0.9 model for special education
students. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Figure A3.7 Density plots for the τ1 = τ2 = 0.9 model for special education students
based on the MCMC samples. . . . . . . . . . . . . . . . . . . . . . . . 70
Figure A4.1 Scatterplots of the value for ESCS recorded for each student against
students’ average plausible value in math, science, and reading for each
student in the USA. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
xFigure A4.2 Estimated effect of ESCS on Mathematics for combinations of quantiles.
The shaded area represents a 95% confidence region for the structural
effect at each of the quantile combinations. . . . . . . . . . . . . . . . . 99
Figure A4.3 Estimated effect of ESCS on Reading for combinations of quantiles. The
shaded area represents a 95% confidence region for the structural effect
at each of the quantile combinations. . . . . . . . . . . . . . . . . . . . 100
Figure A4.4 Estimated effect of ESCS on Science for combinations of quantiles. The
shaded area represents a 95% confidence region for the structural effect
at each of the quantile combinations. . . . . . . . . . . . . . . . . . . . 101
xi
ABSTRACT
This thesis focuses on many different modeling approaches that can be used to evaluate
large education data sets. In education research, it is common to have multiple sources of
variation designed into the study. If these are ignored, substantial bias can be introduced into
the statistical model. We address this issue for three different classes of models: classical linear
mixed effects models, quantile regression, and quantile regression of structural equation models.
With the classical mixed effects model, we consider a joint modeling approach to estimation and
evaluate the affect of correlation on the estimation of both fixed and random effects. For the
structural equations models, we have evaluated the performance of a quantile regression impu-
tation model. The other quantile regression model uses the Asymmetric Laplace Distribution
to incorporate random effects with estimation performed using a bayesian approach.
Multivariate mixed effects models can be used to simultaneously model several outcomes.
We look at the effect of different correlations on the model estimation. In our simulations, all
of the off-diagonal correlations were the same. However, the estimation allowed the correlation
matrix to be unstructured. We looked at both a longitudinal and hierarchical situation where
predicted and parameters are selected to mimic situations seen in education research. The
simulation results show that the joint modeling approach does not outperform a univariate
modeling approach. The estimation of the covariances and correlations are unbiased when
only random intercepts are included in the model. When random slopes are also included, the
random effect variances tend to be underestimated using the joint modeling approach. Estimate
of the correlations between similar random effects are good, but estimates of non-similar random
effects exhibit severe bias.
Missing response and covariate values are common issues in large scale studies. We evaluate
an imputation approach for quantile regression with recursive structural equations. In these
models, the estimation of a structural effect is the primary concern. We apply an imputation
xii
approach that uses quantile regression to impute missing values. We provide simulations eval-
uating the estimation and 95% coverage from this approach both single-level and hierarchical
data. Using this imputation approach for a recursive structural equation model, we provide
an application studying the effect of selected quantiles of economic, social, and cultural status
(ESCS) on selected quantiles for student test scores in mathematics, reading, and science from
the PISA 2012 survey. Our findings show that when the rate of missingness is low (∼10%), the
approach produces unbiased results with good coverage. When the rate of missingness is high
(∼40%), the estimates show large bias and poor coverage. For the PISA 2012 application, the
rate of missingness in the selected variables is low leading us to believe that the estimates are
valid.
There is a dearth of quantile regression extensions to a mixed effects setting. In this paper
we consider a bayesian approach using the asymmetric Laplace distribution (ALD). The loss
function minimized in simple quantile regression is part of the kernel of the ALD. Further,
the ALD can be represented as a mixture of normal and exponential distributions. Using this
representation, conjugate prior distributions can be selected enabling straightforward gibbs
sampling. Using the ALD, we model data from a large education study evaluating the impact
of an intervention on critical thinking skills. We present two different models: a two-level model
for all students and a two-level model for special education students. For the special education
student model, we incorporate a quantile regression model for each level. This allows us to
evaluate the impacts of the intervention in the tails of the student level and school level. For
all the students, our results show that there is a significant impact from the intervention on the
lower achieving students. For the special education students, the intervention is not significant,
but the point estimates are mostly negative.
Keywords: Quantile Regression, Mixed effects modeling, multiple imputation, education
data, structural equation model
1CHAPTER 1. OVERVIEW
Linear Models have been almost synonymous with statistics for nearly 100 years. They
have also been an integral part of much of the research conducted university-wide at Iowa State
University since the creation of the Statistical Laboratory in the 1930s by George Snedecor.
Despite the earliest account of linear regression dating back over 200 years to Legendre and
Gauss in 1805 and 1809, linear models are ubiquitous in many disciplines and continue to be the
subject of continuing research today. This is because, even in its simplest form, linear models
provide a very flexible tool for researchers to evaluate the relationship between two or more
variables. The knowledge gained from an increased understanding of the relationship among
many different variables has had an immeasurable impact on scientific research.
As data collection methods became more refined, so did the models used to analyze the data.
Linear Mixed Effects (LME) models are used to model individual-specific effects, cluster effects,
and correlations among repeated measurements. A LME model identifies multiple sources of
variation in the data as well as separating fixed individual effects from random group effects.
A special case of the LME model is the multilevel model, where each level of data collection
introduces a unique source of variation into the analysis. Further, the data values collected
from the “clusters” at a higher level will be correlated. Typically there is a mixture of fixed
effects predictors at each of the levels as well as random effect terms, which are incorporated
to account for the variance from each of the levels of data collection.
For many years educational research has lacked a rigorous statistical approach. Conse-
quently, there is very little consensus among educational researchers regarding educational
effectiveness. In the last couple of decades there has been a concerted effort to improve the
validity of the research through an emphasis on high-power randomized controlled studies. It is
starting to be expected that researchers use appropriate statistical models that recognize model
2assumptions, sources of variability, and possible biases from sources such as missing data and
sample selection.
The vast majority of educational research that ventures past summary statistics involves
regression-type models that focus on the mean. The idea of modeling the conditional mean
is at the heart of many different regression approaches and has been an extremely useful tool
for social science researchers. Under ideal conditions, these conditional-mean models have
many attractive properties to social scientists, including ease of interpretability and ease of
computation. They also have many attractive statistical properties and allow for modeling of
the variance in cases of heteroscedasticity. In recent years, generalized linear models such as
poisson regression for count data and logistic or probit regression for binary data have become
increasingly popular.
While social scientists have been steadily using more sophisticated statistical models that
more completely address the constraints and assumptions of their data, the limitations of
conditional mean models still prevent them from directly addressing their primary research
questions. It is common for researchers to be interested in the effect at non-central locations
of the distribution. For instance, educational researchers typically are interested how an inter-
vention affects the low achieving students (lower tail) and the high achieving students (upper
tail). Using conditional mean models to address effects in the tails or specific portions of the
distribution is simply a poor approach that is likely to be misleading.
This paper will address and examine a few of the multi-level scenarios that are common in
educational research. A multivariate approach to modeling multiple outcomes simultaneously
will also be examined as an improvement over univariate models. The efficacy of current ap-
proaches used to evaluate level-2 effects will be evaluated and an alternative approach proposed
to better understand effects at this level. Specifically, an evaluation is conducted of common
models used to evaluate mediating variables for efficiency and error rates. A multi-level quan-
tile regression approach to modeling level-2 effects is offered as an attractive alternative since
it has the potential to describe a level-2 effect beyond the conditional mean.
31.1 Linear Models
The Linear Model is one of the simplest and most well known models in all of statistics.
Its versatility leads to applications i in a broad range of disciplines. It attempts to model the
mean of a measured n× 1 response vector Y conditioned on observed predictor variables. This
leads to the following representation
Y = Xβ +  (1.1)
where X is an n×p matrix of predictor variables and  is a n×1 vector of random errors. In this
simplest case, β represents a parameter vector of fixed effects. The usual assumptions in this
model are independence and constance variance. Either least squares or maximum likelihood
can be used to solve the normal equations to solve for the β parameter values. Either method
leads to the solution
β = (XTX)−XTY
where (XTX)− is the generalized inverse in the case that (XTX) is not full rank.
1.1.1 Linear Mixed Effects Models
The Linear Mixed Effects (LME) model is a generalization of the linear model presented in
Equation 1.1. Linear mixed effects models are used when there are correlated responses and the
structure of the correlation can be specified in the variance matrix. The correlation arises when
there are multiple sources of variability in the n× 1 response vector Y . These different sources
of variability must be accounted for in the model. This leads to the following representation,
Y = Xβ + Zu+  (1.2)
u ∼ MVN(0,Ψ)  ∼ MVN(0,Σ) (1.3)
where X is an n× p matrix of predictor variables as in the simple linear model. Z is an n× q
matrix of known constants, and β and u are p × 1 and q × 1 vectors of unknown parameters
and random variables, respectively. It is very common to assume a constant variance for all the
i errors. In this case the covariance matrix for  can be expressed as Σ = σ
2I where I is the
4identity matrix. When the joint distribution of (u, ) is multivariate normal, the mixed effects
model has the following properties:
E[Y |X,Z] = Xβ
Var[Y |X,Z] = Σ + ZΨZT .
In the case of a multilevel model, the Z matrix can be decomposed into pieces representing
each of the additional variance components at each of the k levels in the design.
Y = Xβ + Z1u1 + · · ·+ Zkuk +  (1.4)
1.1.2 Multivariate Linear Mixed Effects Models
There are many scenarios when multiple responses from the same subject are recorded si-
multaneously. In many cases it is likely that these these variables will be highly correlated.
Searle et al. (1992) suggested an approach to simultaneously model multiple responses within
the linear model framework. Linearizing the response vector and the design matrices allows for
traditional computational approaches to be applied. Such modeling can lead to more efficient
inference than separate univariate analyses. Shah et al. (1997) used this approach to simulta-
neously model bivariate responses from two randomized trials evaluating a daily prophylactic
treatment. This joint modeling approach determined the efficacy of the treatment and also es-
timated the correlation between the CD4 and CD8 cell counts over time. Wu (2010) described
the model and its estimation in the general form. Extensions of this approach incorporating
measurement error and missing responses were considered by Liu and Wu (2007). This work
was expanded upon later with a greater emphasis on modeling the missing data mechanism
(Wu et al. (2009)).
We define the three subtest scores to be the p response variables. Subject i in the study
will have ni repeated measurements of the p response variables. Let yijk be the k
th response
value for student i at time tij , and let eijk be the corresponding random error, i = 1, . . . , n; j =
1, . . . , ni; k = 1, . . . , p. Let yik = (yi1k, . . . , yini,k)
T be the repeated measurements for student
i on response k and let yi = (y
T
i1, . . . ,y
T
ip)
T be all the response measurements for student i.
5Define eik and ei similarly. Let zil = (zi1l, . . . , zinil)
T be the covariate repeated measurements
of the l−th covariate of student i, l = 1, . . . , p.
To incorporate the correlation between the different responses, we consider a multivariate
version of the linear mixed effect model. Let Σ be the p×p covariance matrix for the p response
variables,
Cov(yTi1, . . . ,y
T
ip) = Σ = (σij)p×p (1.5)
Let Xi and Zi be known design matrices that account for the structure of the repeated mea-
surements and the hierarchical nature of the data collection. Let Xi = diag(Xi1, . . . ,Xip) be a
block diagonal matrix with the k−th block being matrix Xik and let Zi = diag(Zi1, . . . ,Zip) be
a block diagonal matrix with the k−th block being matrix Zik. Then we obtain the following
multivariate linear mixed effects model
yi = Xiβ +Ziγi + ei i = 1, . . . , n (1.6)
where β = (βT1 , . . . ,β
T
K)
T are fixed effects, γi = (γ
T
i1, . . . ,γ
T
ik)
T are random effects, bi ∼N(0,D),
γi ∼N(0,R), and ei ∼N(0,Σ ⊗ Ii). D and R are unstructured covariance matrices that will
be estimated. The multivariate linear mixed effects model jointly models the different response
variables incorporating the correlation among the responses through the covariance matrix
Σ. It incorporates within subject and other sources of correlation through the random effects
variance matrix D.
The most common approach to estimation is using the EM-algorithm. An assumption
of joint normality of random effects, the residuals, and the response is generally made as is
simplifies the expectations. Alternative estimation approaches were also addressed, such as
Laplace approximations of the joint log-likelihood.
1.1.3 Contribution
Current and past research involving this joint modeling approach is limited. There is no
research evaluating the influence of intraclass correlation on the estimation. This paper will
evaluate, through simulation, how intraclass correlation in two and three level models affects the
estimation of fixed effects. The estimates and corresponding standard errors will be compared
6to estimates from a univariate model. These results will illustrate when it is beneficial to use a
joint modeling approach rather than the simpler univariate approach. The asymptotic Fisher
information is used to calculate standard errors.
1.2 Quantile Regression
Classical linear regression models the conditional mean providing a useful but incomplete
summary of a collection of distributions. One of the earliest alternatives to conditional mean-
based regression was median regression, which dates back to the 18th century. By modeling
the response as a function of a specified conditional quantile rather than the conditional mean,
quantile regression facilitates a complete analysis of the conditional distributional properties
of the response variable. Similar to the linear regression framework, the quantile function is a
linear function of the covariates taking the following form
Qyi(τ |xi) = xiβτ (1.7)
where Qyi(τ |xi) is the inverse cumulative distribution function of y give xi for a given τ ∈ (0, 1).
By specifying the τ th conditional quantile function as a function of predictor variables we have
the alternative minimization problem
min
β∈Rp
n∑
i=1
ρτ (yi − xtiβ). (1.8)
where ρτ (u) = u(τ − I(u < 0)). Solving for β(τ), which is a function of the selected quantile,
can be done very efficiently using linear programming methods.
Since the seminal work of Koenker and Bassett (1978), quantile regression methods have
been extended well beyond the simple linear regression case. Everything from non-parametric
smoothing techniques to penalized regression (such as Lasso) to ARMA models to multivariate
quantiles to generalized quantile regression approaches to model binary and count data have
been studied. However, there have been relatively few approaches developed for situations
where there are multiple sources of variation. An overview of inferential and computation
issues is covered extensively in Koenker (2005).
71.2.1 Modeling Longitudinal Data
Quantile regression has not easily extended to the linear mixed effects model because of the
greater complexity in solving the minimization problem. Koenker (2005) considered using the
penalized interpretation of the random effects estimation with a subject specific fixed effect to
model longitudinal data. He considered estimators of the form
(αˆ(τ), βˆ(τ)) = arg min
(α,β)
∑
i
∑
j
ρτ (yij − xTijβ − αi) + λ
n∑
i=1
|αi| (1.9)
By treating the subject-specific effect as fixed, this approach mitigates the distributional com-
plications from additive random effects. This approach essentially reduces to a quantile function
for each individual of the form
Qyij (τ |xij) = xTijβ(τ) + αi(τ). (1.10)
This breaks the quantile function down into two component parts. There is a common popula-
tion quantile function plus an individual component for each subject. When the population are
of interest, a penalty method that controls for the subject variability can be a useful approach
due to the computational simplicity.
Reich et al. (2010) also considered adding a “subject”-specific effect for modeling clustered
data, but from proposed a semi parametric Bayes approach. They considered modeling the
residual distribution as an infinite mixture of simple densities that each satisfied a specific con-
straint regarding the desired quantile. This approach incorporates correlation within subjects
and outperformed traditional frequentist approaches when the true residual distribution was
non-Laplacian.
More recently, many authors have been considering Bayesian hierarchical models with the
Asymmetric Laplace Distribution (ALD). The mean parameter of the ALD is modeled as a
combination of fixed and random effects. Usually, known conjugate prior distributions are
chosen for the fixed and random effects parameters. Given n independent observations, this
produces the following likelihood for the data
p(y|β) = τn(1− τ)n exp
{
−
n∑
i=1
ρτ (yi − µ)
}
(1.11)
8where µ is a location function. This method can be thought of as being similar to a generalized
linear model where the link function is ρτ (u). The ALD has gained popularity because it has
the property that it can be expressed as a scale mixture of a normal distributions (Tsionas
(2003)). An asymmetric Laplace random variable can be represented as
Y = µ+ ζW + σZ
√
W/δ (1.12)
where ζ = 1−2ττ(1−τ) and σ =
2
τ(1−τ) . W and Z are mutually independent random variables where
W is an exponential random variable with mean δ−1 and Z is a standard normal random
variable. This leads to the following hierarchical structure
y|w ∼ N(µ+ ζW, σ2δ−1W ) and W ∼ Exp(δ). (1.13)
In the quantile regression context, µ = xβ(τ). Yu and Moyeed (2001) showed that all posterior
moments of β(τ) exist under a normal prior distribution. Kozumi and Kobayashi (2009) de-
rived the conditional distributions assuming a standard exponential random variable, W , and
showed that the resulting conditional distributions are proper. The conditional distribution for
the β(τ), conditioned on W and y was multivariate normal. The conditional distribution for W
conditional on y and β(τ) was a generalized inverse Gaussian distribution. This greatly sim-
plifies sampling from the posterior distribution because a Gibbs Sampler can be used. Kozumi
and Kobayashi (2009) extend this result to the case containing the scale parameter and show
that it again results in proper conditional distributions allowing a Gibbs Sampler to be used
to sample from the posterior distribution.
Using this approach with ALD, Geraci and Bottai (2007) expanded the repertoire of subject-
specific effect approaches using a hierarchical model. The linear mixed quantile function was
modeled as
Qyij|ui(τ |xij , ui) = xijTβ + ui i = 1, . . . , ni, j = 1, . . . , N (1.14)
where Qyij|ui(τ |xij , ui) is the cdf of the response conditional on a location-shift random effect
ui. Assume that yij observations, conditional on ui, are independently distributed and follow
an ALD. The mean parameter of the ALD is modeled as a linear function of predictors along
with a subject-specific random effect, µ = xTijβ + ui. It is assumed that the ui are indepen-
dent and identically distributed according to some density fu characterized by a τ dependent
9parameters and that they are mutually independent of the residual errors ij . In this approach
it was proposed to model the ui using the ALD for a given τ . The degree of skewness (τu)
of the random effects distribution could also be estimated if the assumption of symmetry was
unreasonable. Estimation was then accomplished using Gibbs Sampling.
This approach generalized very nicely to more complicated linear mixed effects model
analogs. Rather than simply add a subject-specific effect, a vector of random effects and a
structured design matrix can easily be incorporated into the mean of the ALD. Yuan and Yin
(2010) considered this approach to model intermittent missingness and dropout in longitudinal
data. They proposed using the following l2−penalized check function to shrink the individual
effects and thereby borrow strength across subjects,
n∑
i=1
∑
j∈Ji,obs
ρτ (yij − xTijβ − zTijb) +
1
2
n∑
i=1
bTi Λbi (1.15)
where Ji,obs denotes the set of all times when an observation was collected. bi is a vector
of unknown subject specific random effects and λ is a nonsingular matrix. Λ acts as a tuning
parameter to control the amount of shrinkage. The responses were modeled hierarchically using
a normal prior for the random effects. The emphasis in this approach was to move beyond a
single subject random effect and then incorporate these random effects into the missing data
mechanisms.
Luo et al. (2012) used the ALD to incorporate a vector of random effects in a hierarchical
bayesian approach. This is a fully parametric approach. Using the decomposition of the ALD
into the scale mixture of normals, conjugate prior distributions are available allowing for Gibbs
sampling without any complex sampling steps. This hierarchical approach assigned a normal
prior distribution to the random effects. Yue and Rue (2011) considered an autoregressive case
where random effects are necessary to account for overdispersion by either heterogeneity or
correlation in longitudinal data. Gaussian Markov random fields priors with different forms
and different degrees of smoothness were assigned to the covariates in conjunction with a
continuous response.
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1.2.2 Recursive Structural Equation Modeling
Ma and Koenker (2004) proposed a recursive structural equation modeling approach to
address multiple sources of variability. This approach also had the benefit that the quantiles
could vary across the equations. This approach is similar to the simultaneous equation model
in econometrics
Y1 = Y2α+X1β + u1 ≡ Zγ + u (1.16)
Y2 = Xδ + ν (1.17)
where X = [X1|X2]. It is assumed that u and ν are uncorrelated and that covariate X2 does
not show up in the equation for Y1. This simultaneous equation approach can be extended
beyond two equations. This simultaneous equations approach was used to estimate structural
quantile treatment effects and two different classes of estimators were provided to estimate these
effects. This approach was then used to evaluate the effect of class-size on student achievement
allowing for inferences across all quantiles of both the distribution of class sizes and student
achievement. Currently, extending quantile regression methods to data with multiple sources
of variability is an active area of research.
1.2.3 Missing Data
Just as missing data can lead to misleading estimates in traditional regression analyses, it
also has a big impact in quantile regression. Many of the traditional approaches to missing
data have been directed at attempts to estimate a conditional mean. Mean-substitution, last-
value forward, clustering imputation approaches, and even multiple imputation have imputed
missing values that attempt to get unbiased estimates of a mean. Since quantile regression
is modeling a conditional quantile, these imputation approaches will lead to biased estimates.
There have been a couple attempts to extend multiple imputation to quantile regression by
using a model of the conditional quantile for the imputation. Other approaches have used an
ALD hierarchical model and incorporated models of the missingness.
Wei et al. (2012) proposed a multiple imputation estimator for quantile regression models.
In the proposed approach at least one covariate must be completely observed and other co-
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variates are assumed to be missing at random. Yuan and Yin (2010) considered this approach
to model intermittent missingness and dropout in longitudinal data. They proposed using a
l2−penalized check function to shrink the individual effects and thereby borrow strength across
subjects. Geraci (2013) evaluated another approach to applying multiple imputation methods
to quantile regression for complex surveys when data was missing at random. Imputation of
continuous variables was accomplished using the empirical distribution to preserve distribu-
tional relationships in the data including skewness, kurtosis, and bounded outcomes. Chained
equations were used to accomplish the sampling and the quantile regression model was speci-
fied within the sampling process. Sherwood et al. (2012) studied a weighted quantile regression
estimator in the presence of missing data. They showed that this estimator was consistent
and asymptotically normal and illustrated the consistency through simulations. Further work
addressing missing data within the quantile regression framework is needed.
1.3 The Future of Quantile Regression
With the increasing popularity of quantile regression, it seems realistic that the methodology
will be extended to a wide variety of statistical applications. Koenker (2005) described this
potential as the “Twilight Zone” and provided a few applications in areas where there are
sure to be extensions and a significant presence. These areas included: multi-level models,
binary and count data, survival analysis, and other important areas. In a presentation, Geraci
(2011) supplemented the “Twilight Zone” with many models and applications needing further
development that are of great importance to medical researchers. He listed missing data, spatial
data (semi-parametric spline models), double-robust median regression (e.g. application to
meta-analysis), and multilevel (>2) models as important areas for future development. His final
remark specifically regarded the the need for model developments in longitudinal/hierarchical
developments of quantile regression.
1.3.1 Contribution
A specific issue that has not been adequately addressed is the case when data are collected
at multiple levels and inferences regarding each of those levels are of interest. The structural
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equation approach of Ma and Koenker (2004) is limited in that it requires all the endogenous
variables be continuous. It also requires the same sample size for each variable. In hierarchical
situations, it could be misleading to manipulate the measurements from different levels into
vectors of the same length. The approach that will be addressed here is an extension of the
work from Luo et al. (2012) focusing on addressing inferences regarding data collected at a
second level. The response will be modeling using an ALD with a mean µ = xTijβ + ui, where
ui is a level-2 specific effect. This level-2 specific effect will be modeled as ALD with a mean
as a function of measurements taken at that level plus the random effects. Combinations of
quantiles at the two levels will be particularly informative for determining the effect of any
covariate measured at level-2 contrasted with the response.
In addition to the common interest in making inferences at multiple levels of a data collec-
tion design, the presence of missing data is a nearly ubiquitous issue in social science research.
Wei et al. (2012) proposed amultiple imputation estimator for quantile regression models. In
the proposed approach at least one covariate must be completely observed and other covariates
are assumed to be missing at random. The approach was developed for models without random
effects. Missing data approaches can be incorporated through the Bayesian approaches previ-
ously mentioned using the prediction distributions as a step during the Markov Chain Monte
Carlo sampling. Explicit missing data mechanism can also be formulated for when the data
are not missing at random. We will explore different approaches to modeling missingness at
multiple levels using the ALD framework.
13
CHAPTER 2. EFFECT OF CORRELATION ON THE ESTIMATION
OF MULTIVARIATE MIXED EFFECTS MODELS
Abstract
Two issues that arise in many studies are multiple sources of variation and multiple response
variables. Multivariate multiple regression allows for the responses to be simultaneously mod-
eled. The effect of the correlation of the random effects on the estimation of both fixed effects
and random effects is explored in this paper. Comparisons to a univariate approach are made
to evaluate an improvements in estimation. A multivariate random effects model (Shah et al.,
1997; Wu et al., 2009; Thum, 1997; Raudenbush et al., 1991) is selected to evaluate this effect
on both longitudinal and hierarchical data. This paper evaluates the impact of correlation of
random effects terms on the model estimation. An example using a cluster randomized trial is
provided comparing both univariate and multiple modeling approaches along with a discussion
of the benefit from each approach.
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2.1 Introduction
There are many scenarios when multiple responses from the same subject are recorded
simultaneously. In these cases, the relationship among the responses may be an important
question. One approach to better understanding these associations is to use random-effects
models and specifying the relationship in the distribution of the random effects. Searle et al.
(1992) suggested an approach to simultaneously model multiple responses within the random-
effects model framework (Laird and Ware, 1982). Linearizing the response vector and the
design matrices allows for traditional computational approaches to be applied. This method,
with extensions to handle missing data, has been considered in many different contexts. Due
to the flexibility of random-effects models, the outcomes need not be similar. Comparisons
of continuous, binary, integer, etc. data can be simultaneously modeled. It is not required
that the same covariates be used to model each outcome nor the general model both be the
same (e.g. linear and nonlinear models). Wu (2010) described the model and its estimation in
the general form. Extensions of this approach incorporating measurement error and missing
responses were considered by Liu and Wu (2007). This work was expanded upon later with a
greater emphasis on modeling the missing data mechanism (Wu et al., 2009).
Using a data set measuring hearing threshold at two different frequencies, Fieuws and
Verbeke (2004) evaluated the effect of a conditional independence assumption. Relaxing this
assumption by allowing correlated errors resulted in the associations among the response vari-
ables eliminated a source of bias in the estimation. Littell et al. (2000) used an example from
the pharmaceutical industry to illustrate the effect on the fixed effects and variance compo-
nents from different covariance structures. A method for selecting the best covariance structure,
based on measures of model fit, was provided. Mikulich et al. (1999) explored the link between
the multivariate and univariate mixed-effects approaches.
Modeling the effect of an intervention on more than one outcome is common in many
different field including medicine and education. Shah et al. (1997) used this multivariate
approach to simultaneously model bivariate responses from two randomized trials evaluating
a daily prophylactic treatment. This joint modeling approach determined the efficacy of the
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treatment and also estimated the correlation between the CD4 and CD8 – proteins found on
the surface of immune cells – counts over time. Raudenbush et al. (1991) evaluated a survey
measuring school climate based on five different dimensions. The stated motivation for using
a multivariate, hierarchical mixed effects model was to simultaneously model the correlation
among the five measures. Thum (1997) applied the multivariate approach to evaluate teacher
engagement in school reform. The time spent on teaching activities along with the time spent
on school governance activities were of interest. Both a univariate and multivariate model were
considered in the analysis with the estimates nearly identical among common parameters.
This paper will evaluate the role of correlation in the estimation for the bivariate case.
Two-level hierarchical and longitudinal cases are considered. Section 2.2 will describe the
model and its estimation via an E-M algorithm (Dempster et al., 1977). Section 2.3 evaluate
the different scenarios generated with various correlations. Section 2.4 summarizes the results
of the simulations. Section 2.5 provides an example for a three response model evaluating the
impact of a new approach teaching science in a cluster randomized trial. Section 2.6 provides
a discussion of the simulations and the example providing conclusions.
2.2 Model
We follow the modeling approach and estimation for multivariate linear mixed effects model
described by Shah et al. (1997). Suppose there are n individuals with each individual having
ni observations on m different response variables. Let yijk be the k
th response for individual
i at time tij , and let eij be the corresponding random error, i = 1, . . . , n, j = 1, . . . , ni,
k = 1, . . . ,m. The m response variables may be correlated. We define yij = (yij1, . . . , yijm)
′
and Yi = (y
′
i1, . . . ,y
′
ini
)′, and define eij and Ei similarly. We consider the following multivariate
linear mixed effects model
Yi1
...
Yip
 =

X˜i1
...
X˜ip


β1
...
βp
+

Z˜i1
...
Z˜ip


b1
...
bp
+

Ei1
...
Eip
 (2.1)
Yi = X
∗
i β +Z
∗
i bi +Eij (2.2)
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where Xij and Zij are design matrices containing covariates. We assume that the eij are
distributed i.i.d. N(0,Σ), the bi are distributed i.i.d. N(0,D), and the eij and the bi are
independent. The correlation among the responses is incorporated through the unrestricted
covariance matrix Σ. We allow for arbitrary and non-ignorable missing data in the responses
and covariates. Under the assumption of normality, the joint distribution of yi, bi, and ei is
multivariate normal as follows

yi
bi
ei
 ∼MVN


X∗i β
0
0
 ,

Σ⊗ Ii +Z∗iDZ∗Ti DZ∗Ti Σ⊗ Ii
Z∗iD D 0
Σ⊗ Ii 0 Σ⊗ Ii

 (2.3)
Generally we have
X∗i =

X˜i1
...
X˜ip
 =

Xi1 · · · 0
...
. . .
...
0 · · · Xip
 and Z∗i =

Z˜i1
...
Z˜ip
 =

Zi1 · · · 0
...
. . .
...
0 · · · Zip

are block diagonal matrices where Xik has dimensions nik×qk and Zik has dimensions nik×rk.
In the block diagonal structure Σ3k=1qk = q
∗ and Σ3k=1rk = r
∗.
Under these assumptions, the variances and covariances will generally take the form
var(b) = D =

σ2β1Ia · · · τβ1,βpIa
...
. . .
...
τβ1,βpIa · · · σ2βpIa
 =

σ2β1 · · · τβ1,βp
...
. . .
...
τβ1,βp · · · σ2βp
⊗ Ia (2.4)
and
var(e) = R =

σ2e1IN · · · τe1,epIN
...
. . .
...
τe1,epIN · · · σ2e3IN
 =

σ2e1 · · · τe1,ep
...
. . .
...
τe1,ep · · · σ2ep
⊗ IN (2.5)
Combining data vectors in such a way enables the use of standard estimation techniques
such as Maximum Likelihood (ML) or Restricted Maximum Likelihood (REML) to be applied
directly to the data.
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2.2.1 Estimation via the Expectation-Maximization Algorithm
Estimation of the variance components and fixed effects is accomplished using the EM-
algorithm (Dempster et al., 1977). Let τ index the iterations of the EM-algorithm τ =
1, 2, . . . ,∞ where τ = 0 denotes the starting values. The sufficient statistics for Σ and D
are
∑
(E′iEi) and
∑
(b′ibi) respectively. Since bi and ei are unobservable the algorithm com-
putes the expectations of the sufficient statistics and then solves for the maximum likelihood.
The joint density of yi, bi, ei is used to obtain the conditional expectations of the sufficient
statistics. Assuming normality the likelihood for the ith individual is
li = −1
2
N log(2pi)− 1
2
log |V −1i | −
1
2
(yi −X∗i β)TV −1i (yi −X∗i β) (2.6)
where Vi = Σ⊗ Ii +Z∗iDZ∗Ti
E-step: Let θ be the vector of the unknown parameters in Σ and D and θ(τ) denote their
values after iteration τ . The estimate of β (Harville, 1977) given the current values of θ(τ) is
β(τ) =
(
N∑
i=1
X∗i
′P (τ)X∗i
)
N∑
i=1
(
X∗i
′P (τ)yi
)
(2.7)
where P
(τ)
i = V
(τ)
i
−1
and Vi = var(yi) = [Z
∗
iDZ
∗
i
′ + Σ⊗ Ii]. Letting r(τ)i = yi −X∗i β(τ) and
B⊗2 = BB′, the expectations for the ith term of the sufficient statistics are given by
E[(bi)(bi)
′|yi,θ(τ),β(τ)] ={E[bi|yi,θ(τ),β(τ)]}⊗2 + V [bi|yi,θ(τ),β(τ)] (2.8)
E[(Eij)
′(Eik)|yi,θ(τ),β(τ)] =E[Eij |yi,θ(τ),β(τ)]′E[Eik|yi,θ(τ),β(τ)] (2.9)
+ tr[Cov(Eij ,Eik|yi,θ(τ),β(τ)] j, k = 1, . . . , p
These expectations are easily obtained from the conditional mean and covariance matrix of the
multivariate normal distribution.
M-step: In the M-step , Σ(τ+1) and D(τ+1) are found by equating them to the expected
value of their sufficient statistics. For ML the iterative equations are
D(τ+1) =
[
N∑
i=1
[
E[(bi)(bi)
′|yi,θ(τ),β(τ)]
]]
/N (2.10)
σjk =
[
N∑
i=1
ni
]−1 [ N∑
i=1
[
E[(Eij)
′(Eik)|yi,θ(τ),β(τ)]
]]
j, k = 1, . . . , p (2.11)
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where σjk are the estimated individual components of var(e) at iteration τ as defined in equation
(2.5).
2.3 Simulations
Within education data many different multilevel data situations – longitudinal and hierar-
chical – are common. This article applies joint estimation methods to the education context.
In this section we will compare a simultaneous approach to an independent approach for both
types of situations considering several two-level scenarios. The goal will be to evaluate the gains
in efficiency from using a simultaneous modeling approach over a univariate approach. We will
emulate a standardized testing scenario where the student is measured on at least two different
tests. We consider different correlations between the random effects as well as different sample
sizes.
2.3.1 Hierarchical Models
In the context of cluster randomized trials, the treatment is applied at the highest level.
Within the two-level paradigm, we will consider both longitudinal and hierarchical situations
that occur in educational research where the treatment is applied at the highest level. While
it is not required that the covariates be the same for each model, in this simulation the models
were generated using the same covariates with different values for the fixed effects. The values
for the variances were selected to be similar to the observed values in the example data set
examined in this article.
2.3.1.1 Two-Level
A two-level hierarchical model is considered for both outcomes. The covariates and pa-
rameters were selected to closely mimic reasonable effects that may be seen when analyzing
standardized test scores. The selection of variables includes: a linear grade level (G), a binary
treatment variable (T ), and two other binary covariates meant to mimic demographic indica-
tor variables, (x3, x4). The binary variables are generated using a Bernouli random number
generator with probabilities 0.5 and 0.3 respectively. The treatment is randomly applied at the
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class level and all students in that class are exposed to the treatment. Equal numbers units
are randomized to both treatment and control. Since each classroom is assumed to teach one
grade, a random grade effect was not included. The model for both outcomes is as follows,
y1ij = β0 + b0i + β1G1i + β2T1i + β3x3ij + β4x4ij + e1ij
y2ij = β5 + b1i + β6G2i + β7T2i + β8x3ij + β9x4ij + e2ij (2.12)
where i = 1, . . . , n are the classrooms and j = 1, . . . , s are the students in each classroom for a
total of ns unique students providing 2ns test scores. The Gi and Ti are classroom level fixed
effect. Gi takes values 0, 1, 2, 3 where each one unit increase emulates an increase of one grade
level. Each Ti represents the presence or absence of a treatment. x3 and x4 are simulated
binary variables at the student level emulating the present of various learning indicators. The
random effects (b0i, b1i)
′ ∼ MVN(0,D). The errors (e1ij , e2ij)′ ∼ MVN(0,Σ). The random
effects are independent of the errors. The covariance matrices take the form,
D =
 20 20ρ
20ρ 20
 Σ =
 256 256ρ
256ρ 256

where correlations of ρ = (0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9) are considered. The covariances
were selected to be similar to empirical covariances observed from univariate models. The
parameter values for the fixed effects were set at β = (150, 15, 4, 7, 2, 150, 15, 4, 4, 6). Simulations
were conducted for n = 50 and s = 15. The values for the fixed effect were selected based on
estimates from the example data set in section 2.5. The sample size was selected to reduce
computation time. A sample of 50 teachers with 15 students in each class seemed reasonably
close to values that might be observed in a real study. To evaluate the gain from increasing
the number of teachers or increasing the classroom size, additional simulations were conducted
with the number of teachers doubled (n = 100) or the number of students doubled (s = 30).
The correlation was fixed at 0.6 in the additional simulations.
2.3.2 Longitudinal Models
Since most interventions in education and other social sciences are not one-time events, but
instead are a process that is administered over time, it is common for multiple measures to be
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recorded throughout the duration of the study. Simulations in this article are conducted to
evaluate the performance of the simultaneous estimation approach with two outcome variables.
The covariates are the same for each model including covariates at the lowest and highest levels.
Only a balanced design with the treatment assigned at the highest level is considered. The
values for the variances were selected to be similar to the observed values in the example data
set examined in this article.
2.3.2.1 Two-Level
A two-level longitudinal model includes only the repeated measures and the group experi-
mental units as the two sources of variation. The treatment variable is a student-level variable
that is time dependent. At time 0, all students are considered to be unexposed to the treatment.
At all future times, half the students are assigned to the treatment group and half are assigned
to the control group. Two time-independent covariates were created to emulate student demo-
graphic covariates. There were again created using a Bernoulli distribution with probabilities
0.3 and 0.5 respectively. A random grade level effect is included to describe improvements due
to time. These led to the following model for the two outcomes:
y1ij = β0 + b0j + (β1 + b1j)G1ij + β2T1ij + β3x3ij + β4x4ij + eij
y2ij = β5 + b2j + (β6 + b3j)G2ij + β7T2ij + β8x3ij + β9x4ij + eij (2.13)
where i = 1, . . . , n represents the n students each having j = 1, . . . , r repeated scores on each
outcome. In the completely balanced case there are 2nr unique test scores. The random effects
(b0i, b1i, b2i, b3i)
′ ∼ MVN(0,D). The errors (e1ijk, e2ijk)′ ∼ MVN(0,Σ). The random effects
are independent of the errors. The covariance matrices take the form
D =

240 53.67ρ 244.95ρ 48.99ρ
53.67ρ 12 54.77ρ 10.95ρ
244.95ρ 54.77ρ 250 50ρ
48.99ρ 10.95ρ 50ρ 10

Σ =
 256 256ρ
256ρ 256

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where correlations of ρ = (0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9) are considered. The parameter
values for the fixed effects were set at β = (150, 15, 4, 7, 2, 150, 15, 4, 4, 6). Simulations were
conducted with n = 50 and r = 4. Additional simulations we performed with the correlation
fixed at 0.6 but with either the number of repeated measures doubled (r = 8) or the number of
subjects doubled (n = 100). The values for the fixed effects were selected based to be similar
to the values in the example in this article.
2.4 Results
In the simulations, the impact of both positively correlated random effects on model esti-
mates for both hierarchical and longitudinal cases was evaluated. Changes to the sample sizes
(at each level) were also considered to evaluate if there is any improvement in the estimates or
additional benefit when using the joint modeling approach. In the hierarchal model, only a ran-
dom intercept was considered while both random intercepts and random slopes were considered
in the longitudinal case.
Tables A2.1 and A2.2 show the estimates of the fixed effects in the hierarchical case with
n = 50 and s = 15. The estimates from both estimation approaches are nearly identical
and very close to the true values. The standard errors are larger for effects at the top level
(intercept: (β0, β5), grade:(β1, β6), and treatment: (β2 and β7)) and smaller for effects at the
lower level (x3: (β3,β8) and x4: (β4, β9)). This relationship holds for all correlations in both a
joint modeling approach and a univariate approach. If the estimates and the significance of the
fixed effects is the primary concern then a univariate approach, available in standard software,
would appear to be sufficient. The variance estimates in Table A2.3 show that the correlations
among the intercepts are estimated very accurately. The estimates in the D matrix appear to
be biased low. The estimates from the joint modeling approach are closer to the true value on
average. None of the estimated D matrices degenerated to estimates of 0 which would have
lowered the average from the 100 simulations. The estimates for the error matrix Σ are all very
close to the true values. The correlation among the errors is unbiased and well estimated.
Increasing either the number of observational units (students) or the number of experimen-
tal units (teachers) did not result in any advantage for the joint modeling approach. The results
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are given in Table A2.4 and Table A2.5. With increases in the number of experimental units
or observational units, the standard errors are identical until the 3rd decimal point for both
the joint modeling approach and the univariate approach. As expected, increasing either the
number of experimental units or observational units decreased the standard error of the esti-
mates. Increasing the number of top level units had a greater impact on reducing the standard
errors than increasing the number of lower level units. Increasing the sample sizes assuaged
the bias in the estimates of the random effects. There was still a negative bias across all the
random effects. Meanwhile, the estimates in the Σ error matrix were again very close to the
true value. The estimates of the correlation in both the D and Σ matrices were very close to
the true value of 0.6.
In the longitudinal case, both a random intercept and a random slope were considered. This
allowed for each of the experimental units (students) to have their own slope. The results for
varying correlations for the fixed effects can be seen in Tables A2.6 and A2.7. The standard
errors using the joint modeling approach are smaller, at all correlations, for every fixed effect
except the grade effects (β1 and β6). In this case all of the covariates are assigned at the student
level, but the treatment effect (β3 and β7) is time dependent. All the fixed effects estimates are
close to the true values. There does not appear to be any systematic over- or under-estimating
of any of the fixed effects. The estimates of the random effects can be seen in Tables A2.8 and
A2.9. In every case the joint modeling approach is providing larger estimates of these random
effects. The joint modeling approach produces larger estimates than the univariate approach for
all the random effects. Both approaches ten to underestimate the intercepts and overestimate
the slope. Both approaches do a poor job estimating the correlation between an intercept and a
slope. The estimation of the correlation between two intercepts or two slopes is underestimated
but much closer to the true values than the correlations between slopes and intercepts. With
the joint approach consistently providing larger estimates of the random effect, the result is
that the estimates of the error variance, seen in Table A2.10, are consistently smaller for the
joint approach. Similarly, as the random effects showed a positive bias, the error variances
show a negative bias. The estimation of the correlation between the two outcome performs
well in the joint approach.
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As expected, increasing either the sample size or the number of repeated measures resulted
in smaller standard errors for each of the fixed effects. These can be seen in Table A2.11.
Increasing the sample size resulted in a much bigger decrease on the standard errors of the
fixed effects than increasing the number of repeated measures. The estimates for the both the
Σ and D matrices with increased units/measurements can be seen in tables A2.12 and A2.13.
Increasing the number of students did not seem to improve the estimation of the random effects
or the error estimates. Both approaches still overestimate the random effects and underestimate
the error variances. Increasing the number of repeated measures resulted in better estimation
of the random slopes as well as improved estimation of the error variances. The estimates for
the correlations were similar for the intercept-intercept and slope-slope correlation. However,
the estimates of the correlation between the random slopes and intercepts was greatly improved
with more measurements rather than more students. The correlation of the error variances for
the two outcomes was estimated very well in every scenario.
2.5 Education Example
The SWH study involved a randomized cluster design of 48 elementary schools recruited
for the study. The schools were randomly assigned into one of two equal-sized groups of 24
schools each. The treatment group was assigned to teach science using the SWH approach
and the control group was assigned to continue teaching using the approach traditionally used
by the individual school district. Five clusters were formed to control for differences in free
and reduced lunch populations as well as concentrations of minority populations. The perfor-
mances of schools and students were followed over the three-year duration of the study. In
schools assigned to teach science using SWH, the approach was implemented in the 3rd, 4th,
and 5th grades. Two schools that were recruited later into the project were randomized by
placing one randomly in one group (i.e., control) and one in the second group (i.e., treatment).
Due to the design of the study, there are many levels to the data structure. The interven-
tion was applied at the school building level. Students are clustered within schools and over
time. Consequently, there are three levels of variation that must be accounted for in any model.
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Students were administered the Iowa Test of Basic Skills (ITBS) once a year. The test
is subdivided into many smaller subject tests, including mathematics, science, and reading
comprehension. The ITBS results for all students who had been enrolled at the schools recruited
into the study between 2006 and the present were collected for analysis. The SWH intervention
began during the 2010-11 academic year. Each year there were approximately 2,500 students in
each grade among the 48 schools participating in the study. Starting in the 2011-12 academic
year, the state of Iowa stopped using the ITBS and began using a new assessment instrument,
the Iowa Assessments (IA); both sets of scores are provided by the Iowa Testing Program, at
the University of Iowa. To account for this change we analyze the National Standardized scores
for each subject test along with adding a fixed effect term for the test to account for changes
in test difficulty.
Since the district had the option to determine when to administer the test, the timing of
the ITBS/IA exams varied considerably within the year. As a result, exams are given as early
as October and as late as April. A numeric variable identifying the trimester the exam was
administered was constructed. To account for the development that occurs during this six-
month period a term was added to the model to account for the different times the exam was
taken.
All students are compared using the National Standardized Scores reported from the Iowa
Testing Program, which equates the raw scores from the test into National Standardized Scores
each year as one of the metrics to report back to schools and parents regarding student devel-
opment. Table 1 shows that the mean and standard deviations are similar from year to year,
with the exception of the 2011-12 year when the test changed from ITBS to IA and the mean
decreased.
Of interest in the study was the overall effect of the SWH approach on science, mathematics,
and Reading scores. Also of interest was the effect on different socioeconomic, demographic,
and educational subgroups within the student population. To evaluate these effects we used a
linear mixed effects model with random intercepts introduced for two separate levels (within
student, among students). We estimate the same model for all three processes to facilitate
comparison of the main effects and interactions. National standardized test scores from the
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annual state performance exams in science, mathematics, and reading from 2006-2011 were
used in model estimation.
2.5.1 Model and Results
The three tests – mathematics, science, and reading – are are jointly modeled over time.
For a variety of reasons – all the tests were taken at the same time – it makes sense to model
them simultaneously. Figure A2.1 corroborates this modeling choice as the three test processes
appear highly correlated. The following models are selected for each test score
YScience = β0 + b0 + β1Grade + (β2 + b1)TRT + β3FRL + β4GAT + β5IEP + β6ELL
+ β7Semester + β8Test Form (2.14)
YReading = β9 + b2 + β10Grade + (β11 + b3)TRT + β12FRL + β13GAT + β14IEP + β15ELL
+ β16Semester + β17Test Form (2.15)
YMath = β18 + b4 + β19Grade + (β20 + b5)TRT + β21FRL + β22GAT + β23IEP + β24ELL
+ β25Semester + β26Test Form (2.16)
where random effects for the intercept and treatment are also included into the model. The
random effects for both the random effects bi and the errors ei are modeled as multivariate
normal with mean zero and unstructured covariance matrices. Estimates of all the model es-
timates can be seen in Tables 2.1-2.3. These estimates are compared with estimates from a
univariate linear mixed effects model. The covariance matrices for both the errors Σ and the
random effects D, can be seen below. In both cases the covariances are on the top diagonal
and the correlations are on the bottom diagonal.
Σ =

216.51 32.79 30.89
0.17 165.95 29.68
0.18 0.20 130.16
 D =

326.67 52.21 328.94 42.38 244.40 31.15
0.84 11.68 54.48 8.60 49.62 9.48
0.95 0.83 366.66 59.32 241.70 40.29
0.58 0.62 0.77 16.12 36.92 11.56
0.86 0.92 0.80 0.58 246.32 44.77
0.45 0.72 0.55 0.75 0.75 14.46

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The variances on the diagonals are very similar to the variances from univariate models of these
processes. Comparisons of the joint approach to a univariate approach for all the variances can
be seen in table 2.4. Comparisons of the fixed effects show that the estimates are very similar
in both magnitude and direction, with few exceptions. The joint modeling approach leads to
uniformly smaller standard errors.
Table 2.1 Science Scores
Parameter Joint Est Joint SE Ind. Est. Ind. SE
Intercept β0 135.04 (2.03) 138.66 (2.14)
Grade β1 18.96 (0.54) 18.39 (0.57)
TRT β2 -1.44 (0.58) -0.79 (0.66)
FRL β3 -6.61 (0.63) -8.56 (0.69)
GAT β4 9.24 (0.85) 16.17 (0.96)
IEP β5 -5.22 (0.91) -11.12 (0.99)
ELL β6 -7.44 (1.94) -9.96 (2.08)
Semester β7 3.18 (0.36) 3.00 (0.39)
Test Form β8 -16.37 (0.82) -16.26 (0.86)
Table 2.2 Reading Scores
Parameter Joint Est Joint SE Ind. Est. Ind. SE
Intercept β9 121.02 (1.87) 123.15 (1.95)
Grade β10 22.61 (0.49) 22.38 (0.51)
TRT β11 -1.44 (0.57) -1.35 (0.61)
FRL β12 -5.61 (0.63) -7.61 (0.67)
GAT β13 7.26 (0.82) 11.18 (0.89)
IEP β14 -13.89 (0.91) -16.64 (0.97)
ELL β15 -8.51 (1.94) -9.03 (2.04)
Semester β16 2.94 (0.36) 2.82 (0.38)
Test Form β17 -20.31 (0.73) -20.36 (0.76)
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Table 2.3 Math Scores
Parameter Joint Est Joint SE Ind. Est. Ind. SE
Intercept β18 119.68 (1.64) 120.54 (1.70)
Grade β19 21.43 (0.43) 21.28 (0.45)
TRT β20 -0.81 (0.51) -0.86 (0.54)
FRL β21 -5.21 (0.54) -6.49 (0.57)
GAT β22 7.93 (0.73) 12.03 (0.77)
IEP β23 -8.82 (0.78) -11.93 (0.82)
ELL β24 -4.75 (1.66) -6.59 (1.74)
Semester β25 3.21 (0.31) 3.42 (0.32)
Test Form β26 -16.77 (0.65) -16.88 (0.67)
Table 2.4 Comparison of variances between univariate and joint modeling
Term Univariate Model Joint Model
Science Residual 224.65 216.51
Reading Residual 171.73 165.95
Math Residual 134.94 130.16
Science Intercept 292.13 326.67
Science Treatment 19.49 11.68
Reading Intercept 343.43 366.66
Reading Treatment 15.85 16.12
Math Intercept 227.91 246.32
Math Treatment 13.28 14.46
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2.6 Discussion
In all the previous comparisons between the joint modeling approach and the univariate
approach indicate that the benefits from a joint modeling approach is in the estimation of
the correlations among different outcomes. The estimates of the fixed effect and their re-
spective standard errors show that both approaches result in very similar estimates. In the
case when there are only random intercepts, both of the approaches also perform similarly.
When more random effects are included, there are other issues that arise. Both approaches
tends to overestimate the random effects and underestimate the error variances. The over- and
under-estimation of these effects is greater in the joint approach. In the hierarchical approach,
increasing the number of top level units (teachers or schools) resulted in a greater benefit in
both the estimation of the random effects and the error variances. In the longitudinal model,
increasing the number of repeated measurements, resulted in better estimation of the random
effects and error variances.
2.6.1 Contribution and Further Work
This article has evaluated the effect of correlation within a multivariate regression approach
for modeling multiple outcomes simultaneously. While multiple outcomes are commonly corre-
lated, there was no benefit to the estimation of the fixed effects due to the degree of correlation.
The correlation also did not benefit the estimation of the variance components. The main ben-
efit of this approach is to estimate correlations between random effects and errors for the
multiple outcomes. Further work would be to evaluate more than two levels. The impact of
model misspecification could also be evaluated.
2.7 Appendix
The appendix provides all the tables from both the longitudinal and hierarchical models as
well as the figure from the example.
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Table A2.1 Average estimates of the fixed effects and the standard errors from 100 simulations
of a two-level hierarchical model.
β0 β1 β2 β3 β4 β5 β6 β7 β8 β9
Model Corr. 150 15 4 4 6 150 15 4 4 6
Joint ρ = 0.2 149.57 15.09 4.20 3.76 6.15 150.49 14.94 3.66 3.90 5.95
(3.642) (0.755) (1.666) (1.297) (1.185) (3.639) (0.755) (1.663) (1.294) (1.183)
Ind 149.56 15.09 4.20 3.76 6.16 150.49 14.94 3.66 3.90 5.95
(3.628) (0.752) (1.659) (1.297) (1.186) (3.637) (0.754) (1.661) (1.301) (1.189)
Joint ρ = 0.3 150.22 14.94 3.95 4.00 6.06 150.19 14.93 4.04 4.07 6.07
(3.763) (0.775) (1.703) (1.296) (1.187) (3.755) (0.773) (1.699) (1.292) (1.183)
Ind 150.22 14.94 3.95 4.00 6.06 150.19 14.93 4.04 4.07 6.07
(3.751) (0.772) (1.697) (1.297) (1.187) (3.746) (0.771) (1.694) (1.299) (1.189)
Joint ρ = 0.4 150.25 14.95 3.90 4.04 6.06 150.22 14.93 4.07 4.08 6.11
(3.707) (0.761) (1.673) (1.304) (1.191) (3.710) (0.763) (1.675) (1.296) (1.184)
Ind 150.26 14.95 3.90 4.04 6.05 150.22 14.93 4.07 4.08 6.11
(3.693) (0.758) (1.666) (1.305) (1.192) (3.709) (0.762) (1.673) (1.303) (1.190)
Joint ρ = 0.5 149.97 14.97 4.00 4.08 6.10 149.63 15.05 3.99 4.04 6.12
(3.710) (0.771) (1.687) (1.295) (1.186) (3.659) (0.760) (1.663) (1.290) (1.181)
Ind 149.97 14.97 4.00 4.09 6.09 149.63 15.05 3.99 4.04 6.12
(3.700) (0.769) (1.682) (1.295) (1.186) (3.649) (0.757) (1.658) (1.297) (1.188)
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Table A2.2 Average estimates of the fixed effects and the standard errors from 100 simulations
of a two-level hierarchical model.
β0 β1 β2 β3 β4 β5 β6 β7 β8 β9
Model Corr. 150 15 4 4 6 150 15 4 4 6
Joint ρ = 0.6 150.65 14.88 3.86 3.99 5.81 150.75 14.86 3.96 3.82 5.86
(3.685) (0.756) (1.677) (1.302) (1.192) (3.618) (0.743) (1.646) (1.291) (1.182)
Ind 150.65 14.88 3.86 3.99 5.81 150.75 14.86 3.96 3.82 5.86
(3.672) (0.754) (1.671) (1.303) (1.193) (3.606) (0.740) (1.640) (1.298) (1.188)
Joint ρ = 0.7 149.56 15.08 4.18 4.18 5.90 149.45 15.09 4.25 4.00 5.93
(3.717) (0.763) (1.684) (1.304) (1.194) (3.678) (0.754) (1.667) (1.297) (1.187)
Ind 149.56 15.08 4.18 4.18 5.90 149.45 15.09 4.25 4.00 5.93
(3.708) (0.761) (1.679) (1.305) (1.194) (3.670) (0.752) (1.662) (1.304) (1.194)
Joint ρ = 0.8 150.03 15.00 3.88 3.81 6.21 149.95 15.02 3.88 3.87 6.16
(3.697) (0.766) (1.692) (1.295) (1.188) (3.682) (0.763) (1.685) (1.285) (1.179)
Ind 150.03 15.00 3.88 3.81 6.21 149.95 15.02 3.88 3.87 6.16
(3.693) (0.765) (1.690) (1.296) (1.189) (3.673) (0.760) (1.680) (1.292) (1.185)
Joint ρ = 0.9 149.68 15.05 4.04 4.07 6.02 149.86 15.02 3.98 4.11 5.94
(3.774) (0.775) (1.692) (1.306) (1.196) (3.794) (0.780) (1.702) (1.296) (1.188)
Ind 149.68 15.05 4.04 4.06 6.02 149.86 15.02 3.98 4.10 5.94
(3.767) (0.773) (1.688) (1.306) (1.197) (3.791) (0.779) (1.700) (1.303) (1.194)
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Table A2.3 Average estimates of the variance components from 100 simulation of a two-level
hierarchical model. The average correlation from each of the simulations is given
in parentheses.
Model Corr. D Σ
ρ σ21D σ
2
2D ρσ1Dσ2D σ
2
1S σ
2
2S ρσ1Sσ2S
Truth 20 20 20ρ 256 256 256ρ
Joint 0.2 17.41 17.24 3.75 254.61 253.43 51.55
(0.216) (0.203)
Ind 17.19 17.00 254.83 256.18
Joint 0.3 19.06 18.83 5.73 254.48 252.91 76.55
(0.302) (0.302)
Ind 18.88 18.51 254.66 255.58
Joint 0.4 17.55 17.84 7.28 257.19 253.69 103.84
(0.412) (0.407)
Ind 17.33 17.62 257.41 256.42
Joint 0.5 17.92 17.05 8.88 254.31 252.73 127.80
(0.508) (0.504)
Ind 17.75 16.68 254.48 255.68
Joint 0.6 17.87 16.87 10.37 257.04 252.75 153.64
(0.597) (0.603)
Ind 17.69 16.49 257.22 255.67
Joint 0.7 17.77 17.34 12.21 257.87 255.11 181.32
(0.695) (0.707)
Ind 17.62 17.01 258.02 258.10
Joint 0.8 18.39 18.32 14.74 255.41 251.40 203.66
(0.803) (0.804)
Ind 18.32 17.98 255.49 254.10
Joint 0.9 17.85 18.55 16.45 258.98 255.00 232.67
(0.904) (0.905)
Ind 17.74 18.32 259.09 257.74
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Table A2.4 Average estimates of the fixed effects and the standard errors from 100 simulations
of a two-level hierarchical model with additional units / measurements.
β0 β1 β2 β3 β4 β5 β6 β7 β8 β9
Model 150 15 4 4 6 150 15 4 4 6
n = 50 and s = 15
Joint 150.65 14.88 3.86 3.99 5.81 150.75 14.86 3.96 3.82 5.86
(3.685) (0.756) (1.677) (1.302) (1.192) (3.618) (0.743) (1.646) (1.291) (1.182)
Ind 150.65 14.88 3.86 3.99 5.81 150.75 14.86 3.96 3.82 5.86
(3.672) (0.754) (1.671) (1.303) (1.193) (3.606) (0.740) (1.640) (1.298) (1.188)
n = 100 and s = 15
Joint 150.68 14.88 4.08 3.91 5.91 150.33 14.94 4.19 3.79 5.95
(2.621) (0.541) (1.202) (0.915) (0.838) (2.615) (0.540) (1.200) (0.914) (0.836)
Ind 150.68 14.88 4.08 3.91 5.91 150.33 14.94 4.19 3.79 5.95
(2.621) (0.541) (1.202) (0.916) (0.838) (2.616) (0.540) (1.200) (0.916) (0.839)
n = 50 and s = 30
Joint 149.63 15.09 3.92 4.02 6.04 150.03 15.01 3.97 3.92 6.04
(3.226) (0.672) (1.472) (0.912) (0.836) (3.252) (0.677) (1.484) (0.908) (0.833)
Ind 149.63 15.09 3.92 4.02 6.04 150.03 15.01 3.97 3.92 6.04
(3.226) (0.672) (1.472) (0.912) (0.836) (3.252) (0.677) (1.484) (0.912) (0.837)
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Table A2.5 Average estimates of the variance components (and correlations) for the error
from 100 simulations of a two-level hierarchical model with correlation fixed at
0.6 and varying units.
D Σ
Model σ21D σ
2
2D ρσ1Dσ2D σ
2
1S σ
2
2S ρσ1Sσ2S
Truth 20 20 12 256 256 153.6
n = 50 and s = 15
Joint 17.87 16.87 10.37 257.04 252.75 153.64
(0.597) (0.603)
Ind 17.69 16.49 257.22 255.67
n = 100 and s = 15
Joint 18.86 18.86 10.99 253.91 252.95 151.97
(0.582) (0.6)
Ind 18.86 18.76 253.91 254.35
n = 50 and s = 30
Joint 18.19 18.73 11.24 256.37 254.07 153.79
(0.609) (0.603)
Ind 18.19 18.65 256.37 256.57
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Table A2.6 Average estimates of the fixed effects and the standard errors from 100 simulations
of a two-level longitudinal model.
β0 β1 β2 β3 β4 β5 β6 β7 β8 β9
Model Corr. 135 15 4 7 2 135 15 4 4 6
Joint ρ = 0.2 134.26 15.03 3.94 7.49 2.27 135.65 15.13 3.04 3.05 5.46
(4.665) (1.270) (3.927) (5.696) (5.166) (4.661) (1.248) (3.837) (5.667) (5.138)
Ind 134.22 15.03 3.91 7.61 2.29 135.64 15.13 3.02 3.15 5.40
(4.670) (1.263) (3.964) (5.756) (5.220) (4.668) (1.244) (3.889) (5.730) (5.194)
Joint ρ = 0.3 135.07 14.97 3.28 6.96 1.89 135.08 14.72 3.98 3.85 5.99
(4.661) (1.272) (3.947) (5.800) (5.233) (4.667) (1.265) (3.914) (5.815) (5.252)
Ind 135.08 14.98 3.20 7.00 1.86 134.97 14.73 3.92 3.85 6.20
(4.661) (1.262) (3.997) (5.877) (5.303) (4.671) (1.260) (3.986) (5.881) (5.311)
Joint ρ = 0.4 134.70 15.24 3.85 7.09 1.52 135.93 14.84 4.07 4.34 5.76
(4.604) (1.290) (4.020) (5.831) (5.253) (4.657) (1.266) (3.953) (5.890) (5.309)
Ind 134.64 15.25 3.82 7.25 1.56 135.98 14.84 4.09 4.37 5.68
(4.609) (1.286) (4.070) (5.888) (5.305) (4.672) (1.266) (4.016) (5.966) (5.377)
Joint ρ = 0.5 136.20 14.76 3.84 6.90 1.00 134.92 15.14 3.47 5.19 5.57
(4.675) (1.316) (4.109) (5.991) (5.396) (4.675) (1.277) (3.986) (5.953) (5.369)
Ind 136.23 14.76 3.84 6.78 1.00 134.91 15.12 3.59 5.22 5.57
(4.674) (1.310) (4.158) (6.049) (5.447) (4.684) (1.272) (4.054) (6.033) (5.442)
35
Table A2.7 Average estimates of the fixed effects and the standard errors from 100 simulations
of a two-level longitudinal model.
β0 β1 β2 β3 β4 β5 β6 β7 β8 β9
Model Corr. 135 15 4 7 2 135 15 4 4 6
Joint ρ = 0.6 135.05 14.96 3.65 6.63 2.56 135.14 15.07 3.59 3.99 5.83
(4.778) (1.306) (4.098) (5.963) (5.482) (4.733) (1.259) (4.015) (5.966) (5.480)
Ind 135.07 14.96 3.63 6.56 2.57 135.07 15.07 3.61 4.00 5.95
(4.785) (1.301) (4.161) (6.033) (5.546) (4.754) (1.255) (4.081) (6.068) (5.575)
Joint ρ = 0.7 134.53 15.23 3.28 7.08 2.18 135.21 15.17 3.39 4.10 5.70
(4.633) (1.287) (4.066) (5.824) (5.335) (4.698) (1.281) (4.052) (5.910) (5.415)
Ind 134.48 15.24 3.20 7.01 2.28 135.20 15.18 3.29 3.96 5.77
(4.630) (1.281) (4.120) (5.876) (5.383) (4.714) (1.276) (4.116) (6.007) (5.503)
Joint ρ = 0.8 134.38 15.00 4.13 6.81 2.49 134.40 14.99 4.26 3.42 6.48
(4.734) (1.306) (4.192) (6.176) (5.573) (4.788) (1.285) (4.149) (6.232) (5.626)
Ind 134.45 14.99 4.21 6.71 2.43 134.42 14.98 4.32 3.34 6.51
(4.724) (1.296) (4.245) (6.213) (5.607) (4.806) (1.282) (4.209) (6.326) (5.710)
Joint ρ = 0.9 134.55 15.01 4.76 7.70 1.68 134.36 15.05 4.61 4.62 6.09
(4.660) (1.291) (4.130) (6.010) (5.543) (4.667) (1.273) (4.086) (5.999) (5.530)
Ind 134.58 14.99 4.90 7.81 1.57 134.36 15.03 4.73 4.57 6.13
(4.653) (1.282) (4.176) (6.056) (5.586) (4.683) (1.270) (4.150) (6.078) (5.604)
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Table A2.8 Average estimates of the variance components in the D design matrix for corre-
lations 0.2-0.5 in a two-level longitudinal model. These effects are the variance
components from the second level. Average correlations are given in the paren-
theses.
Model Corr. D
ρ σ21D σ
2
2D σ
2
3D σ
2
4D ρσ1Dσ2D ρσ1Dσ3D ρσ1Dσ4D ρσ2Dσ3D ρσ2Dσ4D ρσ2Dσ4D
Truth 240 12 250 10 48.99ρ 244.95ρ 48.99ρ 54.77ρ 10.95ρ 50ρ
Joint 0.2 238.40 14.60 260.14 14.21 -9.00 24.65 8.69 6.69 2.70 -13.63
(-0.153) ( 0.099) ( 0.149) ( 0.109) ( 0.188) (-0.224)
Ind 224.98 12.74 243.04 11.92 -4.23 -7.75
(-0.079) (-0.144)
Joint 0.3 243.96 14.34 254.41 15.20 -7.10 64.96 6.59 4.55 6.14 -9.53
(-0.120) ( 0.261) ( 0.108) ( 0.075) ( 0.416) (-0.153)
Ind 224.91 11.74 233.17 12.26 -0.32 -2.14
(-0.006) (-0.040)
Joint 0.4 209.18 16.49 239.45 16.01 -0.17 74.74 3.29 11.33 8.23 -3.72
(-0.003) ( 0.334) ( 0.057) ( 0.180) ( 0.507) (-0.060)
Ind 197.43 14.87 225.75 13.89 4.01 1.37
(0.074) (0.024)
Joint 0.5 217.03 18.16 242.35 16.73 0.22 97.12 5.82 9.91 10.10 -4.25
( 0.004) ( 0.423) ( 0.097) ( 0.149) ( 0.579) (-0.067)
Ind 203.54 16.26 221.01 13.82 5.09 3.07
(0.088) (0.055)
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Table A2.9 Average estimates of the variance components in the D design matrix for corre-
lations 0.6-0.9 in a two-level longitudinal model. These effects are the variance
components from the second level. Average correlations are given in the paren-
theses.
Model Corr. D
ρ σ21D σ
2
2D σ
2
3D σ
2
4D ρσ1Dσ2D ρσ1Dσ3D ρσ1Dσ4D ρσ2Dσ3D ρσ2Dσ4D ρσ2Dσ4D
Truth 240 12 250 10 48.99ρ 244.95ρ 48.99ρ 54.77ρ 10.95ρ 50ρ
Joint 0.6 228.09 17.95 227.71 14.99 2.38 112.20 12.56 20.49 9.67 7.39
(0.037) (0.492) (0.215) (0.320) (0.590) (0.126)
Ind 213.33 16.01 208.54 12.46 7.51 13.90
(0.128) (0.273)
Joint 0.7 195.51 16.44 218.99 16.90 7.57 122.01 10.86 17.81 11.53 4.76
(0.133) (0.590) (0.189) (0.297) (0.692) (0.078)
Ind 180.39 14.49 197.40 14.02 12.85 12.14
(0.251) (0.231)
Joint 0.8 191.34 15.57 216.68 14.72 16.91 147.39 16.46 25.96 11.92 15.05
(0.310) (0.724) (0.310) (0.447) (0.788) (0.267)
Ind 172.67 12.95 197.32 11.89 23.53 22.26
(0.498) (0.460)
Joint 0.9 193.16 17.38 202.89 15.79 15.72 169.62 16.03 20.37 14.86 15.02
(0.271) (0.857) (0.290) (0.343) (0.897) (0.265)
Ind 175.06 14.91 184.97 13.41 22.18 21.05
(0.434) (0.423)
38
Table A2.10 Average estimates of the variance components in the Σ design matrix for er-
rors in the two-level longitudinal model. Average correlations are given in the
parentheses.
Model Corr. Σ
ρ σ21S σ
2
2S ρσ1Sσ2S
Truth 256 256 256ρ
Joint 0.2 245.41 237.03 48.71
(0.202)
Ind 248.54 243.96
Joint 0.3 247.24 239.86 71.56
(0.294)
Ind 251.56 248.19
Joint 0.4 244.42 234.53 92.63
(0.387)
Ind 247.14 241.33
Joint 0.5 248.57 236.06 120.61
(0.498)
Ind 251.73 244.37
Joint 0.6 244.01 231.92 141.87
(0.596)
Ind 247.27 239.16
Joint 0.7 240.68 235.41 166.00
(0.697)
Ind 243.97 243.59
Joint 0.8 251.63 244.26 201.04
(0.811)
Ind 256.00 252.55
Joint 0.9 235.40 233.60 211.57
(0.902)
Ind 239.53 240.72
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Table A2.11 Average estimates of the fixed effects and the standard errors from 100 simu-
lations of a two-level longitudinal simulations with additional units / measure-
ments.
β0 β1 β2 β3 β4 β5 β6 β7 β8 β9
Truth 135 15 4 7 2 135 15 4 4 6
n = 50 and r = 4
Joint 135.05 14.96 3.65 6.63 2.56 135.14 15.07 3.59 3.99 5.83
(4.778) (1.306) (4.098) (5.963) (5.482) (4.733) (1.259) (4.015) (5.966) (5.480)
Ind 135.07 14.96 3.63 6.56 2.57 135.07 15.07 3.61 4.00 5.95
(4.785) (1.301) (4.161) (6.033) (5.546) (4.754) (1.255) (4.081) (6.068) (5.575)
n = 100 and r = 4
Joint 135.10 14.96 4.52 7.08 1.95 135.30 14.95 4.28 4.46 5.79
(4.090) (0.607) (3.650) (5.498) (5.057) (4.073) (0.580) (3.584) (5.486) (5.040)
Ind 135.04 14.96 4.49 7.05 2.04 135.35 14.95 4.32 4.57 5.61
(4.124) (0.604) (3.682) (5.604) (5.154) (4.124) (0.578) (3.641) (5.629) (5.171)
n = 50 and r = 8
Joint 135.26 14.87 4.44 6.95 2.05 135.42 15.00 4.21 3.16 6.26
(4.699) (1.300) (4.068) (5.825) (5.335) (4.804) (1.287) (4.036) (5.991) (5.479)
Ind 135.28 14.88 4.41 6.91 1.97 135.49 15.00 4.22 3.12 6.14
(4.713) (1.295) (4.127) (5.911) (5.412) (4.813) (1.283) (4.113) (6.064) (5.547)
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Table A2.12 Average estimates of the components in the D design matrix for the variance
components at the top-level of a two-level longitudinal model with correlation
ρ = 0.6 varying numbers of units / measurements. Average correlations are given
in the parentheses.
D
Truth σ21D σ
2
2D σ
2
3D σ
2
4D ρσ1Dσ2D ρσ1Dσ3D ρσ1Dσ4D ρσ2Dσ3D ρσ2Dσ4D ρσ2Dσ4D
240 12 250 10 29.39 146.97 29.39 32.86 6.57 30
n = 50 and r = 4
Joint 228.09 17.95 227.71 14.99 2.38 112.20 12.56 20.49 9.67 7.39
(0.037) (0.492) (0.215) (0.320) (0.590) (0.126)
Ind 213.33 16.01 208.54 12.46 7.51 13.90
(0.128) (0.273)
n = 100 and r = 4
Joint 210.75 17.20 241.10 17.17 2.75 121.07 10.05 11.42 10.87 -0.12
( 0.046) ( 0.537) ( 0.167) ( 0.177) ( 0.633) (-0.002)
Ind 197.44 15.42 218.85 14.16 7.37 7.55
(0.134) (0.136)
n = 50 and r = 8
Joint 182.65 11.36 188.74 9.98 19.54 88.03 22.36 24.72 6.33 18.95
(0.429) (0.474) (0.524) (0.534) (0.595) (0.437)
Ind 176.54 11.16 181.84 9.74 20.52 20.18
(0.462) (0.480)
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Table A2.13 Average estimates of the variance components in the Σ design matrix for er-
rors in the two-level longitudinal model. Average correlations are given in the
parentheses.
Model Σ
σ21S σ
2
2S ρσ1Sσ2S
Truth 256 256 153.6
n = 50 and r = 4
Joint 244.01 231.92 141.87
(0.596)
Ind 247.27 239.16
n = 100 and r = 4
Joint 245.58 238.67 143.91
(0.594)
Ind 248.54 247.04
n = 50 and r = 8
Joint 254.20 245.33 150.07
(0.601)
Ind 255.48 249.81
R Code
############################################
# two-level hierarchical model with random intercepts.
############################################
sim.2p.2l.hier <- function(teacher, student, error1, error2, BY1,BY2,
TRT, varB, cor1,cory){
#Fixed Effects
B0 <- BY1[1]; B1<- BY1[2]; B2<- BY1[3]; B3<- BY1[4]
B4 <- BY2[1]; B5<- BY2[2]; B6<- BY2[3]; B7<- BY2[4]
T0<- TRT[1];
T1<- TRT[2];
#Variance Terms
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Figure A2.1 The scatterplot matrix of the science, mathematics, and reading test scores show
that all three are highly correlated corroborating the use of a joint model.
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varb0 <- varB[1];varb1 <- varB[2]
#correlation between random effects
cov1 <- cor1*sqrt(varb0*varb1)
#var-cov matrix of random effects for y1
d1 <- matrix(c(varb0,cov1,cov1,varb1),2,2)
#generate bivariate random effects for y1
ind1 <- mvrnorm(teacher,c(0,0),d1)
b0 <- ind1[,1] # individual intercepts’ deviation from fixed intercept
b1 <- ind1[,2] # individual slopes’ deviation from fixed slope
ind.int2 <- B1+b1
ind.int1 <- B0+b0
rand.eff1 <- cbind(ind.int1,ind.int2)
# generating multivariate normal error terms with zero mean for both variables
covy <- cory*error1*error2
sigma <- matrix(c(error1^2,covy,covy,error2^2),2,2)
d <- sigma %x% diag(student) # var-cov matrix of error terms at time points
err1 <- mvrnorm(teacher,rep(0,2*student),d) # generate multivariate normal
error terms with
##############################################
# Y1 = int + trt + demographics + continuous covariate + error + level1 error
# Y2 = int + trt + demographics + continuous covariate + error + level1 error
##############################################
t <- matrix(rep(sample(rep(c(0,1),each=teacher/2)),each=student),teacher,
student,byrow=T)
G <- matrix( rep( sample( c(3,4,5,6), teacher, replace=T), each=student),
teacher, student, byrow=T)
x3 <- matrix(rbinom(teacher*student,1,0.3),teacher, student)
x4 <- matrix(rbinom(teacher*student,1,0.5),teacher, student)
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x5 <- matrix(rbinom(teacher*student,1,0.2),teacher, student)
data <- matrix(nrow=2*teacher,ncol=student)
for(i in 1:teacher) {
for(k in 1:student) {
data[i,k] = B0 + B1*G[i,k]+ T0*t[i,k] + B2*x3[i,k] + B3*x4[i,k] + b0[i]
data[teacher+i,k] = B4 +B5*G[i,k]+ T1*t[i,k] + B6*x3[i,k]+B7*x4[i,k]+b1[i]
}}
err <- rbind(err1[,1:student],err1[,(student+1):(2*student)])
data2 <- data + err
##############################################
data2 <- as.data.frame(data2)
names <- c()
for(i in 1:student) names[i]=paste("Student",i,sep="")
colnames(data2) <- names ### Add column names to data
mynames <- colnames(data2)
data2$L2ID <- rep(1:teacher,2)
data2$Yvar <- rep(1:2,each=teacher)
d <- reshape(data2,varying=mynames,idvar=c("L2ID","Yvar"), v.names="Score",
timevar="L1ID",times=1:student,direction="long")
d$Grade = rep(G[,1],2*student)
d$x3 <- as.vector(rbind(x3,x3))
d$x4 <- as.vector(rbind(x4,x4))
d$TRT <- as.vector(rbind(t,t))
#d
d <- d[order(d$Yvar,d$L2ID),]
d$L1ID <- rep(1:(teacher*student),2)
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rand.eff <- cbind(rand.eff1)
list(data=d,rand.eff=rand.eff)
}
###############
# Simulating 2 level longitudinal data with random slope
###############
sim.2p.2l.slope.long <- function(n,r,error1,error2, BY1, BY2,varB,TRT,
corD,cory,C){
#Fixed Effects
B0 <- BY1[1]; B1<- BY1[2]; B3<- BY1[3]; B4<- BY1[4]
B5 <- BY2[1]; B6<- BY2[2]; B8<- BY2[3]; B9<- BY2[4]
B2<- TRT[1];
B7<- TRT[2];
#Variance Terms
varb0 <- varB[1];varb1 <- varB[2];varb2 <- varB[3];varb3 <- varB[4]
cor12<-corD[1];cor13<-corD[2];cor14<-corD[3]
cor23<-corD[4];cor24<-corD[5];cor34<-corD[6]
#correlation between random effects
cov12 <- cor12*sqrt(varb0*varb1)
cov13 <- cor13*sqrt(varb0*varb2)
cov14 <- cor14*sqrt(varb0*varb3)
cov23 <- cor23*sqrt(varb1*varb2)
cov24 <- cor24*sqrt(varb1*varb3)
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cov34 <- cor34*sqrt(varb2*varb3)
#var-cov matrix of random effects for y1
d1 <- matrix(c(varb0, cov12, cov13, cov14,
cov12, varb1, cov23, cov24,
cov13, cov23, varb2, cov34,
cov14, cov24, cov34, varb3),4,4)
ind1 <- mvrnorm(n,c(0,0,0,0),d1) #generate bivariate random effects for y1
b0 <- ind1[,1] # individual intercepts’ deviation from fixed intercept
b1 <- ind1[,2] # individual slopes’ deviation from fixed slope
b5 <- ind1[,3] # individual intercepts’ deviation from fixed intercept
b6 <- ind1[,4] # individual slopes’ deviation from fixed slope
#zero mean
ind.slo1 <- B1+b1
ind.int1 <- B0+b0
ind.int2 <- B5+b5
ind.slo2 <- B6+b6
rand.eff1 <- cbind(ind.int1,ind.slo1,ind.int2,ind.slo2)
# generating multivariate normal error terms with zero mean for both
variables
covy <- cory*error1*error2
sigma <- matrix(c(error1^2,covy,covy, error2^2),2,2)
d <- sigma %x% diag(r) # var-cov matrix of error terms at time points
# generate multivariate normal error terms with
err1 <- mvrnorm(n,rep(0,2*r),d)
dim(err1)
##############################################
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if(C==1){
Trt <- matrix(0,n,r)
Ts <- sample(1:n,floor(n/2),replace=FALSE)
Trt[Ts,] <- rep(0,r)
Trt[-Ts,] <- matrix(rep(c(rep(0,1),rep(1,r-1)),n-length(Ts)),
nrow=n-length(Ts),ncol=r,byrow=TRUE)
}
else {
samp <- sample(c(1:r),n,replace=TRUE)
Trt <- matrix(0,n,r)
for(tt in 1:n) Trt[tt,] <- c(rep(0,samp[tt]),rep(1,r-samp[tt]))
}
x3 <- rbinom(n,1,0.3)
x4 <- rbinom(n,1,0.5)
##############################################
data <- matrix(nrow=2*n,ncol=r)
for(ii in 1:n){
for(kk in 1:r){
data[ii,kk] = B0 + b0[ii] + (B1+b1[ii])*(kk-1) + B2*Trt[ii,kk] +
B3*x3[ii] + B4*x4[ii]
data[n+ii,kk] = B5 + b5[ii] + (B6+b6[ii])*(kk-1) + B7*Trt[ii,kk] +
B8*x3[ii] + B9*x4[ii]
}}
err <- rbind(err1[,1:r],err1[,(r+1):(2*r)])
data2 <- data + err
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##############################################
data2 <- as.data.frame(data2)
names <- c()
for(i in 1:r) names[i]=paste("Score",i,sep="")
colnames(data2) <- names ### Add column names to data
mynames <- colnames(data2)
data2$L2ID <- rep(1:n,2)
data2$Yvar <- rep(1:2,each=n)
d <- reshape(data2,varying=mynames,idvar=c("Yvar","L2ID"), v.names="Score",
timevar="Grade",times=1:r,direction="long")
d <- d[order(d$Yvar,d$L2ID),]
TRT <- NULL
for(tt in 1:n) TRT <- c(TRT,Trt[tt,])
d$TRT <- rep(TRT,2)
d$x3 <- rep(rep(x3,2), each=r)
d$x4 <- rep(rep(x4,2), each=r)
list(data=d, student.ran.eff = rand.eff1)
}
###############
# Simulating 2 level longitudinal data
# with only random intercepts
###############
sim.2p.2l.noint.long <- function(n,r,error1,error2, BY1, BY2,varB, TRT,
corD,cory,C){
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#Fixed Effects
B0 <- BY1[1]; B1<- BY1[2]; B3<- BY1[3]; B4<- BY1[4]
B5 <- BY2[1]; B6<- BY2[2]; B8<- BY2[3]; B9<- BY2[4]
B2<- TRT[1];
B7<- TRT[2];
#Variance Terms
varb0 <- varB[1];varb1 <- varB[2]
cor12<-corD
#correlation between random effects
cov12 <- cor12*sqrt(varb0*varb1)
#var-cov matrix of random effects for y1
d1 <- matrix(c(varb0, cov12, cov12, varb1),2,2)
ind1 <- mvrnorm(n,c(0,0),d1) #generate bivariate random effects for y1
b0 <- ind1[,1] # individual intercepts’ deviation from fixed intercept
b5 <- ind1[,2] # individual intercepts’ deviation from fixed intercept
#zero mean
ind.int1 <- B0+b0
ind.int2 <- B5+b5
rand.eff1 <- cbind(ind.int1,ind.int2)
# generating multivariate normal error terms with zero mean for both
variables
covy <- cory*error1*error2
sigma <- matrix(c(error1^2,covy,covy, error2^2),2,2)
d <- sigma %x% diag(r) # var-cov matrix of error terms at time points
# generate multivariate normal error terms with
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err1 <- mvrnorm(n,rep(0,2*r),d)
dim(err1)
##############################################
if(C==1){
Trt <- matrix(0,n,r)
Ts <- sample(1:n,floor(n/2),replace=FALSE)
Trt[Ts,] <- rep(0,r)
Trt[-Ts,] <- matrix(rep(c(rep(0,1),rep(1,r-1)),n-length(Ts)),
nrow=n-length(Ts),ncol=r,byrow=TRUE)
}
else {
samp <- sample(c(1:r),n,replace=TRUE)
Trt <- matrix(0,n,r)
for(tt in 1:n) Trt[tt,] <- c(rep(0,samp[tt]),rep(1,r-samp[tt]))
}
x3 <- rbinom(n,1,0.3)
x4 <- rbinom(n,1,0.5)
##############################################
data <- matrix(nrow=2*n,ncol=r)
for(ii in 1:n){
for(kk in 1:r){
data[ii,kk] = B0 + b0[ii]+ B1*(kk-1)+ B2*Trt[ii,kk] +B3*x3[ii]+B4*x4[ii]
data[n+ii,kk] = B5 +b5[ii] + B6*(kk-1)+ B7*Trt[ii,kk] +B8*x3[ii]+B9*x4[ii]
}}
err <- rbind(err1[,1:r],err1[,(r+1):(2*r)])
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data2 <- data + err
##############################################
data2 <- as.data.frame(data2)
names <- c()
for(i in 1:r) names[i]=paste("Score",i,sep="")
colnames(data2) <- names ### Add column names to data
mynames <- colnames(data2)
data2$L2ID <- rep(1:n,2)
data2$Yvar <- rep(1:2,each=n)
d <- reshape(data2,varying=mynames,idvar=c("Yvar","L2ID"), v.names="Score",
timevar="Grade",times=1:r,direction="long")
d <- d[order(d$Yvar,d$L2ID),]
TRT <- NULL
for(tt in 1:n) TRT <- c(TRT,Trt[tt,])
d$TRT <- rep(TRT,2)
d$x3 <- rep(rep(x3,2),each=r)
d$x4 <- rep(rep(x4,2),each=r)
list(data=d, student.ran.eff = rand.eff1)
}
rep <- 100
tol <- 0.00001
Beta.stor.h2245 <- matrix(0,nrow=rep,ncol=10)
D.stor.h2245 <- array(0,dim=c(2,2,rep))
Sigma.stor.h2245 <- array(0,dim=c(2,2,rep))
SE.stor.h2245 <- array(0,dim=c(10,10,rep))
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iterations.stor.h2245 <- NULL
Logliklihood.stor.h2245 <- NULL
se.ind.h2245 <- matrix(0,nrow=rep,ncol=10)
fix.ind.h2245 <- matrix(0,nrow=rep,ncol=10)
D.ind.h2245 <- array(0,dim=c(2,2,rep))
Sigma.ind.h2245 <- array(0,dim=c(2,2,rep))
for(k in 1:rep){
dat <- sim.2p.2l.hier(teacher=50, student=15, error1=16, error2=16,
BY1=c(150,15,4,6),BY2=c(150,15,4,6),TRT=c(4,4), varB=c(20,20),
cor1=0.2, cory=0.2)
d1 <- dat$data[which(dat$data$Yvar==1),]
d2 <- dat$data[which(dat$data$Yvar==2),]
m1 <- lmer(Score ~ Grade+TRT+x3+x4+(1|L2ID),data=d1,REML=F)
m2 <- lmer(Score ~ Grade+TRT+x3+x4+(1|L2ID),data=d2,REML=F)
a <- makedata.2level(d1,d2,m1,m2,slope=F)
b <- startvals.2level(X=a$X[,-1],Z=a$Z[,-1],Y=a$Y,ID=a$L2ID,nYvar=2)
c <- estimatepars.2lev(D=b$D, Sigma=b$Sigma, Beta=b$Beta, X=a$X[,-1],
Z=a$Z[,-1], Y=a$Y, ID=a$L2ID, nYvar=2, tol=tol)
Dm1 <- attr(VarCorr(m1)$L2ID,"stddev")^2
Dm2 <- attr(VarCorr(m2)$L2ID,"stddev")^2
se.ind.h2245[k,] <- c(sqrt(diag(vcov(m1))),sqrt(diag(vcov(m2))))
fix.ind.h2245[k,] <- c(fixef(m1),fixef(m2))
D.ind.h2245[,,k] <- adiag(Dm1,Dm2)
Sigma.ind.h2245[,,k] <- adiag(attr(VarCorr(m1),"sc")^2 ,
attr(VarCorr(m2),"sc")^2 )
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Beta.stor.h2245[k,] <- t(c$Beta)
SE.stor.h2245[,,k] <- c$SE
D.stor.h2245[,,k] <- c$D
Sigma.stor.h2245[,,k] <- c$Sigma
iterations.stor.h2245[k] <- c$iterations
Logliklihood.stor.h2245[k] <- c$Logliklihood
print(k)
save(se.ind.h2245,fix.ind.h2245,D.ind.h2245,Sigma.ind.h2245,Beta.stor.h2245,
SE.stor.h2245, Sigma.stor.h2245, D.stor.h2245, iterations.stor.h2245,
Logliklihood.stor.h2245, file="h2245.results")
}
save(se.ind.h2245,fix.ind.h2245,D.ind.h2245,Sigma.ind.h2245,Beta.stor.h2245,
SE.stor.h2245, Sigma.stor.h2245, D.stor.h2245, iterations.stor.h2245,
Logliklihood.stor.h2245, file="h2245.results")
cat("two level longitudinal model with n=50, correlation = 0.1, r=4")
Sys.time()
rep <- 100
tol <- 0.00001
Beta.stor.long214 <- matrix(0,nrow=rep,ncol=10)
D.stor.long214 <- array(0,dim=c(4,4,rep))
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Sigma.stor.long214 <- array(0,dim=c(2,2,rep))
SE.stor.long214 <- array(0,dim=c(10,10,rep))
iterations.stor.long214 <- NULL
Logliklihood.stor.long214 <- NULL
se.ind.long214 <- matrix(0,nrow=rep,ncol=10)
fix.ind.long214 <- matrix(0,nrow=rep,ncol=10)
D.ind.long214 <- array(0,dim=c(4,4,rep))
Sigma.ind.long214 <- array(0,dim=c(2,2,rep))
for(k in 1:rep){
dat <- sim.2p.2l.slope.long(n=50,r=4,error1=16,error2=16, BY1=c(150,15,7,2),
BY2=c(150,15,4,6),varB=c(240,12,250,10),TRT=c(4,4),
corD=c(0.1,0.1,0.1,0.1,0.1,0.1),cory=0.1,C=1)
d1 <- dat$data[which(dat$data$Yvar==1),]
d2 <- dat$data[which(dat$data$Yvar==2),]
m1 <- lmer(Score ~ Grade+TRT+x3+x4+(Grade|L2ID),data=d1,REML=F)
m2 <- lmer(Score ~ Grade+TRT+x3+x4+(Grade|L2ID),data=d2,REML=F)
a <- makedata.2level(d1,d2,m1,m2)
b <- startvals.2level(X=a$X[,-1],Z=a$Z[,-1],Y=a$Y,ID=a$L2ID,nYvar=2)
c <- estimatepars.2lev(D=b$D, Sigma=b$Sigma, Beta=b$Beta, X=a$X[,-1],
Z=a$Z[,-1], Y=a$Y, ID=a$L2ID, nYvar=2, tol=tol)
Dm1 <- diag(attr(VarCorr(m1)$L2ID,"stddev"))%*%
attr(VarCorr(m1)$L2ID,"correlation")%*%diag(attr(VarCorr(m1)$L2ID,"stddev"))
Dm2 <- diag(attr(VarCorr(m2)$L2ID,"stddev"))%*%
attr(VarCorr(m2)$L2ID,"correlation")%*%diag(attr(VarCorr(m2)$L2ID,"stddev"))
se.ind.long214[k,] <- c(sqrt(diag(vcov(m1))),sqrt(diag(vcov(m2))))
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fix.ind.long214[k,] <- c(fixef(m1),fixef(m2))
D.ind.long214[,,k] <- adiag(Dm1,Dm2)
Sigma.ind.long214[,,k] <- adiag(attr(VarCorr(m1),"sc")^2 ,
attr(VarCorr(m2),"sc")^2 )
Beta.stor.long214[k,] <- t(c$Beta)
SE.stor.long214[,,k] <- c$SE
D.stor.long214[,,k] <- c$D
Sigma.stor.long214[,,k] <- c$Sigma
iterations.stor.long214[k] <- c$iterations
Logliklihood.stor.long214[k] <- c$Logliklihood
print(c(k,c$iterations))
save(se.ind.long214,fix.ind.long214,D.ind.long214,Sigma.ind.long214,
Beta.stor.long214,SE.stor.long214, Sigma.stor.long214, D.stor.long214,
iterations.stor.long214, Logliklihood.stor.long214, file="long214.results")
}
save(se.ind.long214,fix.ind.long214,D.ind.long214,Sigma.ind.long214,
Beta.stor.long214,SE.stor.long214, Sigma.stor.long214, D.stor.long214,
iterations.stor.long214, Logliklihood.stor.long214, file="long214.results")
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CHAPTER 3. MULTI-LEVEL QUANTILE REGRESSION
Abstract
Data collection schemes with multiple source of variation are extremely common. However,
extensions of quantile regression methods to these situations have not been thoroughly devel-
oped. A number of approaches have been suggested for the two-level situation, but situations
with more than three-levels have been left undeveloped. Consequently, there is also a dearth
of approaches that allow inferences to be made at multiple levels. This paper will address a
Bayesian approach at incorporating multiple levels into a quantile regression linear model using
the Asymmetric Laplace Distribution.
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3.1 Introduction
Traditional regression approaches provide inferences regarding the conditional mean. Mean-
while, quantile regression provides a framework through which the entire collection of condi-
tional distributions can be characterized. This enables further inferences about the relationship
between covariates and a response. In many applications inferences about the tails of the re-
sponse distribution are of interest. Much work has been done in this area since the seminal work
by Koenker in 1978. However, methodology able to incorporate multiple sources of variation –
longitudinal models, hierarchical models, etc – is an ongoing area of research. The breadth of
work addressing dependence within the quantile regression framework is still very small.
Several different approaches have been proposed to deal with multiple sources of variation.
These include incorporating the random effects as penalized fixed effects. This approach has the
benefit of eliminating the complicated distributional properties of additive random variables.
The penalization approach also substantially simplifies the estimation as the random effects are
modified to be shrunken towards zero and estimated as part of the fixed effects. The shrinkage
does behave differently depending on whether an l1 or l2 penalty is applied. The l1 penalty
will shrink some of the effects substantially and some not at all. Meanwhile, the l2 penalty
will uniformly shrink the parameters towards zero. Another approach is to model the response
using an Asymmetric Laplace Distribution (ALD). Since this distribution includes the common
loss function used for quantile regression in its kernel, it can be used for Bayesian estimation
approaches. Through the Bayesian lens, both fixed and random effects can be included into
the model.
In many experimental designs there are many different known sources of variability. These
can be either by design – longitudinal studies – or the result of sampling constraints – hier-
archical structure. One of the most attractive features of quantile regression is the lack of
distributional assumptions required. For a fixed quantile τ ∈ (0, 1), the linear conditional
quantile is
QYi(τ |xi) = xTi βτ (3.1)
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where QYi(τ |xi) = inf{y : FYi(y|xi) ≥ τ}. The estimation occurs by solving the following
minimization problem
min
β∈Rp
n∑
i=1
ρτ (yi − xTi βτ ) (3.2)
where ρτ (u) = u(τ − I(u ≤ 0)) is the loss function. This allows the problem to be set up as a
set of linear constraints and solved by linear programming techniques.
3.2 Bayesian Quantile Regression
A transition to a Bayesian approach to quantile regression was addressed by modeling the
error distribution using an Asymmetric Laplace distribution. A random variable Y has an
Asymmetric Laplace distribution, denoted ALD(µ, σ, τ) with probability density function
f(y|µ, σ, τ) = τ(1− τ)
σ
exp
{
−ρτ
(
y − µ
σ
)}
(3.3)
where 0 < τ < 1 is the skewness parameter, µ is the location parameter, and σ is the scale
parameter. The check function, ρτ , assigns weights τ and 1− τ to observations less and greater
than µ such that P (y ≤ µ) = τ regardless of the value of σ. Setting µi = xTi β + zTi α and
assuming that yi ∼ALD(µi, σ, τ), then likelihood for n independent observations is
L(β, σ|y, τ) = τ(1− τ)
σn
exp
{
−
n∑
i=1
ρτ
(
yi − xTi β
σ
)}
(3.4)
If σ is considered a nuisance parameter then the maximization of the likelihood in equation 3.4
is equivalent to the minimization problem in equation 3.2.
Another important feature of the asymmetric laplace distribution is that is can be repre-
sented as a scale mixture of normal distributions.
Y
d
= µ+ ζW + ηZ
√
σW (3.5)
where ζ = 1−2ττ(1−τ) and η
2 = 2τ(1−τ) are two scalars depending on the specified τ . The random
variables W > 0 and Z are independent and have an exponential distribution with mean σ
and a standard normal distribution, respectively. The derivation follows in the appendix. This
mixture representation provides an efficient way to simulate observations from an ALD distribu-
tion which will be useful for Bayesian modeling approaches that utilize MCMC computational
techniques.
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The ALD is a very flexible distribution for quantile regression models. The mean of the
ALD can be specified as a linear function of fixed and random effects allowing for a flexible
approach to modeling multiple sources of variation. Luo et al. (2012) used this approach to
model longitudinal data. However there are many non-longitudinal scenarios involving many
sources of variation in the data.
3.2.1 Modeling
The mixture representation of the ALD enables many different modeling options. Two
model formulations will be presented in this section. The first model will address the situation
where we are just interested in the distribution of the response. The second model will be a
variation of the first that additionally allows us to look at the distribution of a level-2 variable.
Letting yij be the response where i denotes the experimental unit and j denotes an observational
unit within unit i, we can model the response as a linear function of the predictors along with
appropriate random components as follows,
yij = x
T
ijβ + z
T
i γi + k1eij (3.6)
where γi ∼ Np(0, φ2I), eij ∼ exp(1/σ), and zi ∼ N(0, 1) are mutually independent and k1 =
1−2τ
τ(1−τ) and k2 =
2
τ(1−τ) . This specification results in the density of a response following a
normal distribution as follows,
f(yij |β,γi, eij , σ) = (2pik2σeij)−1/2 exp
{
− 1
2k2σeij
(yij − xTijβ − zTi γi − k1eij)2
}
where γi are the random effects and β are the fixed effects. For a Bayesian analysis, we select
the following uninformative priors for their conjugate properties.
yij ∼ ALD(µij , σ, τ)
µij = x
T
ijβ + z
T
ijαi
β ∼ MVNk(0, 1000 · Ik×k)
αi|φ2 ∼ MVNp(0, φ2Ip×p)
φ2 ∼ IG(0.1, 0.1)
σ ∼ IG(0.1, 0.1)
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Using this representation of the ALD, conjugate priors can be selected resulting in known
conditional distributions for all the parameters. The full conditional distributions of β and γi
are multivariate normal, σ and φ2 are inverse gamma, and eij is generalized inverse Gaussian.
Since the full conditionals are proper distributions, this makes Gibbs Sampling a logical choice
for simulating from the posterior distribution. Letting k denote the iteration number, the Gibbs
Sampling algorithm for the estimation is described below.
1. Sample β(k+1) ∼ f(β|y,γ(k)i , e(k)ij , σ(k), φ(k))
2. Sample γ
(k+1)
i ∼ f(γi|y,β(k+1), e(k)ij , σ(k), φ(k))
3. Sample e
(k+1)
ij ∼ f(eij |y,γ(k+1)i ,β(k+1), σ(k), φ(k))
4. Sample σ(k+1) ∼ f(σ|y,γ(k+1)i ,β(k+1), e(k+1)ij , φ(k))
5. Sample φ(k+1) ∼ f(σ|y,γ(k+1)i ,β(k+1), e(k+1)ij , σ(k+1))
6. Return to step 1 and repeat until convergence
When the MCMC algorithm has converged and all the parameters are mixing well, the mean
of the conditional distribution can be obtained along with 95% credible intervals.
3.3 Education Intervention
As part of a large Institute of Education Sciences grant, the effect of a new approach to
teaching science was evaluated using a randomized controlled trial on 48 elementary schools
in Iowa that were recruited into the study. Due to the structure of schools, it would be
impossible to randomly assign the intervention to students. Assigning the intervention at
the teacher level was also determined to be untenable. Consequently, the schools were the
experimental units. There were several standardized test that were to be used as the response
in models evaluating the effectiveness of the intervention. These included a measurement for
critical thinking abilities and several state mandated tests evaluating mathematics, science,
and reading. For this analysis we will focus on the critical thinking data.
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The Cornell Critical Thinking test measurement was administered to fifth grade students
at the beginning of the year and the end of the year. The test consists of 67 questions to be
answered over 50 minutes. The questions are multiple choice with three answers to choose
from on each question. From these scores, the improvement over the course of the year was
calculated. The improvement was selected as the response rather than the score at the end of
the year as it eliminates time as a source of variation. Any score of 5 or lower was discarded as
the probability of observing such a score if a student simply guessed on all the questions was
extremely small.
In order to gauge the quality of the implementation of the intervention within a classroom,
the teachers in both treatment and control schools were required to supply a 1 hour video of
their teaching. These video submissions were evaluated by two trained raters and tested for
reliability. The teachers were rated on a scale of 0 to 3 with increments of 0.5. Unfortunately
there was a low response rate for the video submission – 53 of the 93 fifth grade teachers
submitted a video. Rather than use a complete case analysis, imputation of the missing teacher
ratings was conducted using a Poisson-gamma model. A separate model for teachers in the
control and treatment was estimated in order to impute the values.
For several students in the dataset, none of the binary demographic, gender, or learning
information was available. However, the test score, school, and teacher were known. To impute
these missing values, resampling was conducted after each iteration using the overall proportions
of 1’s in the observed values. This approach, that assumes that the covariate are missing
completely at random, was selected in order to reduce the number of parameters that must be
estimated.
To model the critical thinking data, we wanted to control for as many variables as possible
to better isolate the treatment effect. We added binary variables to identify the gender as
well as any learning classifications. An interaction term between the treatment and the Free
or Reduced price lunch classification was included as a proxy measure of the impact of the
intervention on students coming from low social and economic status household. A two-level
model – a school level and a student level – was selected with errors following an Asymmetric
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Laplace Distribution as a mean defines as a follows:
µij = β0 + β1xij1 + β2xij2 + β3xij3 + β4xij4 + β5xij5
+β6xij6 + β7xij7 + β8xij8 + β9xij1 ∗ xij7 + (α0zj0 + α1zj1)
where i = 1, . . . , 2218 is an index representing the student and j = 1, . . . , 48 is an index for the
school. A random intercept (zj0) was included to account for the among school variation and
a random treatment (zj1) was included to allow for different treatment effects at the different
schools. This model used to fit the 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, and 0.9 quantiles. The fixed
effects covariates are defined below.
• x1: The SWH Intervention (1: Treatment, 0: Control)
• x2: The score on the baseline CCT exam (range 0-72)
• x3: The rating of the quality of the implementation of the intervention (score: 0-3)
• x4: Individual Education (Mostly Special Education) Path students (1: IEP student, 0:
non-IEP student)
• x5: Gifted and Talented Students (1: GAT student, 0: non-GAT)
• x6: English Language Learners (1: ELL student, 0: non-ELL)
• x7: The Gender of the student (1: Male, 0: Female)
The MCMC algorithm ran for 15,000 iterations using a burn-in of 1000. To reduce auto-
correlation in the values, thinning was used where only every 5th value was kept. The ACF
plots for the 0.1 quantile can be seen in Figure A3.3 showing that the thinning reduced the
autocorrelation to reasonable levels. The mixing plots for the 0.1 quantile, given in figure A3.2,
show that the conditional distributions are stationary. The results for the other 8 quantiles
modeled show very similar mixing and autocorrelation.
3.4 Results
We modeling the improvement in the critical thinking test for each of the students as a
linear function of several binary and “continuous” variables. The linear model means that the
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parameters can be interpreted similarly to traditional linear regression except the inferences
are in relation to a conditional quantile of the response rather than the conditional mean. The
posterior distributions for all the parameters were well estimated, as determined by the mixing
plots. The only plot that did not look ideal was the plot of the teacher ratings. This covariate
is really a teacher level covariate, but is being treated as a student level covariate.
The effects of interest in this model are the treatment related effects – the treatment in-
dicator and the treatment/FRL interaction. Figure A3.1 shows the estimated effects for these
two covariates at all the quantiles considered. The estimated effect of the treatment main effect
shows that the intervention has the greatest benefit for the lowest achieving students. For quan-
tiles larger than the median, there is no statistically significant evidence that the intervention is
improving critical thinking. Nonetheless, the estimated effects are all positive. The plot of the
FRL/Treatment interaction effect estimates show a negative, though non-significant, effect of
all but the 0.2 quantile. This indicates that the FRL students are not receiving any additional
benefit from the intervention. The point estimates of the treatment and the treatment/FRL
interaction effect generally cancel out resulting in no difference between the improvement for
FRL students in control schools vs. treatment schools. The estimates from all the fixed effects
can be seen in Figure A3.4. All of the estimated effects are close to the value expected based
on the estimates from a linear mixed effects model using this same data.
3.5 Discussion/Conclusion
The intervention considered in this analysis was a new way to teacher science in elementary
school. The idea behind the intervention is to have students learn science in an inquiry-focussed
manner. Students are guided through their science class and forced to learn science as if they
were scientists. They must propose hypotheses, gather evidence, debate their claims, and write
down their results and logic. Improving critical thinking is one of the main outcomes that is
believed to occur because of this approach. The results from the model considered, in general,
corroborate this hypothesis. However, the effect on critical thinking has been shown to vary
depending on the performance of the student. Students who performed poorly on the critical
thinking test were seen to have a greater benefit from the intervention while those students
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Figure A3.1 Plots of the estimated values for the treatment effect and the Free and Reduced
Price Lunch/Treatment interaction effect for the 9 quantiles considered. The
shaded area represents pointwise confidence intervals for each of the quantile
estimates.
that had greater improvements in critical thinking were not observed to benefit. There was
also no evidence of a detrimental effect on the better performing students. It is possible that
all students may benefit if a different outcome, such as writing ability, were to be measured.
Extensions to a three level model were explored. However, issues arose in the MCMC sam-
pling. Several of the conditional distributions for the variance parameters were not stationary.
Approaches to sampling using the ALD in its usual form along with a decomposition of the
ALD into the normal and exponential component parts were attempted. In both cases the
sampled values of the variance parameters exploded. It is possible that a re-parameterization
of one of the density functions could mitigate this issue. Another possibility is to use software
life OpenBUGS or JAGS. It is possible that the Gibbs Sampler using an adaptive rejection
algorithm used by these programs may be able to sample from stationary distributions for each
of the parameters.
Along with further attempts to address additional random effects into the model, using this
model for different subsets of students in the data may provide interesting results. Learning
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about the impact of the intervention on other subgroups would be of interest to both education
researchers and policy makers. However, many of the correlations estimated in this paper were
already well known to education researchers.
3.6 Appendix
Location of 24 SWH Schools
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Figure A3.1 Locations of the 48 elementary schools in the study.
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Figure A3.2 ACF plots of the autocorrelation from the MCMC for all of the fixed effects along
with the two variances.
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Figure A3.3 Plot of the mixing from the MCMC for all of the fixed effects along with the two
variances.
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Figure A3.4 Plots of the estimates effects along with 95% credible intervals for each of the
parameters included in the model.
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Figure A3.6 Mixing diagnostics for the τ1 = τ2 = 0.9 model for special education students.
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3.7 Derivations
Proof of the mixture distribution representation
Let X be a random variable with the following pdf:
fτ (x) = τ(1− τ) exp{−ρτ (x)}
where ρτ (x) = x(τ − I(x < 0)). Then the characteristic function of X is derived as
E(eitX) =
∫ ∞
−∞
eitxfτ (x)dx
=
∫ 0
−∞
τ(1− τ)eitX+(1−τ)xfτ (x)dx+
∫ ∞
0
τ(1− τ)eitx+τxfτ (x)dx
= τ(1− τ)
(
1
it+ (1− τ) +
1
τ − it
)
=
(
1
τ(1− τ) t
2 − 1− 2τ
τ(1− τ) t+ 1
)−1
where i2 = −1.
Letting Z be a standard normal random variable independently and Y be a standard ex-
ponential random variable, the characteristic function of W = θY + γ
√
Y Z is
E(eit(θY+γ
√
Y Z)) =
∫ ∞
0
eitθyE(eitγ
√
yz)e−ydy
Since Z follows a standard normal distribution we have that E(eitγ
√
yZ) = e−
1
2
t2γ2y. Hence the
characteristic function is
E(eit(θY+γ
√
Y Z)) =
∫ ∞
0
e−y(1+
1
2
t2γ2−iθt)dy
=
(
1
2
γ2t2 − iθt+ 1
)−1
These two characteristic functions are equivalent when θ = 1−2ττ(1−τ and γ
2 = 2τ(1−τ) .
Derivation of Conditional Distributions
The derivations of these conditional distributions can also be seen in Luo et al. (2012).
Using the decomposition of the ALD into a scale mixture of normal distributions, we have that
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the conditional distribution of y is normal.
f(y|β,γi, , e, σ) =
n∏
i=1
ni∏
j=1
f(yij |β,γi, , eij , σ)
= (2pik2σ)
−N/2
 n∏
i=1
ni∏
j=1
eij
−1/2 exp
− 12k2σ
n∑
i=1
ni∑
j=1
(
yij − xTijβ − zTijγi − k1eij
eij
)2
Since yij is normal, the derivations of the other parameters are considerably simplified through
with the choice of conjugate priors. The full conditional density of β is
pi(β|y,γi, , e, σ) ∝ f(y|β,γi, , e, σ)pi(β)
where pi(β) ∼ N(b0,B0). This product of normal distributions was shown to also have a normal
distribution as follows
f(y|β,γi, , e, σ) ∼ N(Bb,B)
where
B−1 =
1
k2σ
n∑
i=1
ni∑
j=1
xijx
T
ij
eij
+B−10
b =
1
k2σ
n∑
i=1
ni∑
j=1
xij(yij − zTijγi − k1eij)
eij
+B−10 b0
The full conditional distributions of γi is derived similarly since it was assigned a multivariate
normal prior distribution. The conditional distribution of γi is
pi(γi|y,β, ei,σ, ) ∼ Np(A1a1,A1)
where
A−11 =
1
k2σ
n∑
i=1
ni∑
j=1
zijz
T
ij
eij
+ φ−2I
a1 =
1
k2σ
n∑
i=1
ni∑
j=1
zij(yij − xTijβ − k1eij)
eij
The full conditional distribution of eij is slightly more complicated as it is the product of an
exponential and a normal distribution.
pi(eij |yij ,β,γi, ,σ) ∝ f(yij |β,γi, eij , σ)f(eij |σ)
∝ e−1/2ij exp
{
−(yij − x
T
ijβ − zTijγi − k1eij)2
2k2σeij
}
exp
{
−eij
σ
}
∝ e−1/2ij exp
{
−1
2
(
φ2ije
−1
ij + ψ
2
ijeij
)}
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where
φ2ij =
(yij − xTijβ − zTijγ1 − k1eij)2
k2σ
, ψ2ij =
k21
k2σ
+
2
σ
This is the kernel of a generalized inverse Gaussian (GIG) distribution. So we have,
pi(eij |yij ,β,γi, ,σ) ∼ GIG(1/2, φ, ψ)
with the probability density function of a GIG(λ, φ, ψ) parameterized as
f(z|λ, φ, ψ) = (ψ/φ)
λ
2Kλ(φψ)
zλ−1 exp
{
−1
2
(φ2z−1 + ψ2z)
}
whereKλ(·) is a modified Bessel function of the third kind. For the remaining hyper parameters,
σ, and φ2, we have
pi(σ|y,β,γi, ,φ2) ∝ f(y|β,γi, , e, σ)pi(σ)
∼ IG(ν0, ω0)
where
ν0 =
N
2
+ c0 ω0 = d0 +
1
2k2
n∑
i=1
ni∑
j=1
(yij − xTijβ − zTijγi − k1eij)2
eij
and
pi(φ2|y,β,γi, ,σ) ∝
 n∏
j=1
f(γi|φ2)
pi(φ2)
∼ IG(ν1, ω1)
where
ν1 =
Jq1
2
+ p1 ω1 = r1 +
1
2
n∑
j=1
γT1ijγ1ij
2
q1 is from the dimensions of the random effects matrices. p1 and r1 are the parameters values
specified in the prior distribution for φ2.
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CHAPTER 4. DATA IMPUTATION IN MULTI-LEVEL QUANTILE
REGRESSION WITH AN APPLICATION TO PISA 2012 RESULTS
Abstract
Missing response and covariate values is a common issue in large scale studies. Since
missingness usually is not completely random, running a complete case analysis can result in
biased results. In this paper we evaluate an imputation approach for quantile regression with
recursive structural equations. In these models, the estimation of a structural effect is the
primary concern. We apply an imputation approach that uses quantile regression to impute
missing values. We provide simulations evaluating the estimation and 95% coverage from this
approach both single-level and hierarchical data. Using this imputation approach for a recursive
structural equation model, we provide an application studying the effect of selected quantiles
of economic, social, and cultural status (ESCS) on selected quantiles for student test scores in
mathematics, reading, and science from the PISA 2012 survey. Our findings show that when the
rate of missingness is low (∼10%), the approach produces unbiased results with good coverage.
When the rate of missingness is high (∼40%), the estimates show large bias and poor coverage.
For the PISA 2012 application, the rate of missingness in the selected variables is low leading
us to believe that the estimates are valid.
Keywords: Structural Equation Models, Multiple Imputation, Education Policy, Unequal
Educational Outcomes, Missing Data
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4.1 Introduction
In large scale studies, the presence of missing data is a near certainty. In most cases,
there is a non-random pattern to the missingness that needs to be taken into account. Simply
ignoring the missing cases can lead to misleading and biased results. In studies with hierarchical
structure within the data collection design, a missing data value at a higher level can result
in an exponential rise in cases with missing data values. Approaches to addressing missing
data continues to be a very active area of research. Some of the many imputations techniques
that are commonly employed include: multiple imputation, EM-estimation, mean imputation,
Hot-Deck imputation, carry-forward imputation, and many other approaches. Missing data
approaches are extensively covered in Little and Rubin (2002).
There have been a few approaches to addressing missing data within the quantile regres-
sion setting. Wei et al. (2012) proposed a multiple imputation estimator for quantile regression
models. In the proposed approach at least one covariate must be completely observed and other
covariates are assumed to be missing at random. Yuan and Yin (2010) considered an approach
to model intermittent missingness and dropout in longitudinal data by proposing the use of a
l2−penalized check function to shrink the individual effects and thereby borrow strength across
subjects. Geraci (2013) evaluated another approach similar to Wei et al. (2012) applying mul-
tiple imputation methods to quantile regression for complex surveys when data were missing at
random. Imputation of continuous variables was accomplished using the empirical distribution
to preserve distributional relationships in the data including skewness, kurtosis, and bounded
outcomes. Chained equations were used to accomplish the sampling and the quantile regression
model was specified within the sampling process. Sherwood et al. (2012) studied a weighted
quantile regression estimator in the presence of missing data. They showed that this estimator
was consistent and asymptotically normal and illustrated the consistency through simulations.
Here we will consider an approach to imputing data to use in quantile regression. In section
4.2, we lay out the model and approach to imputation to be evaluated. In section 4.3, we
present the results from simulations evaluating the estimation under different conditions. In
section 4.4, we apply the methods to an example using the PISA 2012 survey. In the example we
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evaluate the role of economic, social, and cultural status on student outcomes in mathematics,
science, and reading.
4.1.1 Missing Data Mechanisms
Modeling missing data requires assumptions about the mechanism and pattern by which
the data are missing. Little and Rubin (2002) defined some important classifications for ad-
dressing missing data. Data can be missing completely at random (MCAR), missing at random
(MAR), or not missing at random (NMAR). Correctly identifying the missing data mechanism
is essential for any inferences to be valid. The most common assumption to make is that the
missing values are missing at random. Since the missing data are not observed it is usually
not possible to verify the missing data mechanism except in the case of censoring. We define
Y = yij to be the complete data matrix, M = mij to be a matrix indicating missingness, and θ
to be a vector of unknown parameters. One strong assumption is to consider the data missing
completely at random (MCAR). In other words the missingness does not depend on the data,
both observed and missing. That is,
f(M |Y , θ) = f(M |θ) ∀ Y ,θ
When MCAR is a reasonable assumption, an analysis of the data using only the complete cases
using traditional methodology will be valid with the penalty being a reduction in sample size.
A weaker assumption to make about the missing data mechanism is that the data are MAR.
That is,
f(M |Y , θ) = f(M |Yobs, θ) ∀ Ymis,θ
where Y = (Yobs,Ymis. This condition says that the missing data mechanism depends only
on the observed data and not on all the data. This condition is also unverifiable in practice
because the missing data are unavailable. If the missing data mechanism does depend on the
data Y , then the missing data are not missing at random (NMAR). This is the most difficult
situation to deal with because it requires modeling the missing data pattern. Simply ignoring
the missing data mechanism when the data is not missing at random will result in biased
estimates for the parameters.
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4.2 Quantile Regression and Missing Data
4.2.1 Population Model
We initially focus on the population model and assume that all units have been fully ob-
served. We will follow the recursive structural equation modeling approach of Ma and Koenker
(2004) in defining the population model which allows for multiple sources of variation in the
model. Let (Yi1, Yi2, X, Z) be the data from our sample where y denotes an n × 1 vector or
continuous responses, X represents an n× p matrix of predictor variables with xT representing
a p× 1 column from X corresponding to unit i, and Z represents and n× q design matrix with
zT a q×1 column of Z corresponding to unit i. Our inferential targets are the population con-
ditional quantiles. We will consider the simple, exactly identified, triangular model with only a
single x covariate and single z covariate. Extensions to multiple covariates are straightforward.
The model is as follows,
Yi1 = Yi2(α1 + νi1 + λνi2) + x
T
i α2 (4.1)
Yi2 = ziβ1 + x
T
i β2 + νi2 (4.2)
where the unobserved errors νi1 and νi2 are independent and distributed νi1 ∼ F1 and νi2 ∼ F2.
Also assume that the νij ’s are independent of (zi, x
T
i )
T , and, for convenience, Yi2 and zi are
scalars. Then we have have the following conditional quantile functions
Q1(τ1|Y2, z, x) = Y2(α1 + λ)− zβ1λ+ xTi (α2 − λβ2) + F−12 (τ1) (4.3)
Q2(τ2|z, x) = zβ1 + xTi β2 + F−12 (τ2) (4.4)
The control variate approach to estimating these effects will be used. To apply this approach
we must first estimate the conditional quantile τ2 quantile function of Y2 to get an estimate of
ν2(τ2) = Yi2 − Q2(τ2|xi, Zi) which we use as the control variate. We get an estimate, νˆ2(τ2),
using the estimated quantile function, Qˆ2(τ2|xi, Zi). Inserting this variable in the model we
have
Yi1 = w
Tα(τ1, τ2) + Yi2(νi1 + F
−1
νi1 (τ1))
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where
wTi = (Yi2, x
T
i , Yi2νˆ2(τ2)) (4.5)
α(τ1, τ2) = (α1(τ1, τ2), α2, λ)
T (4.6)
α1(τ1, τ2) = α1 + F
−1
νi1 (τ1) + λF
−1
νi2 (τ2) (4.7)
and
αˆ(τ1, τ2) = arg min
a
n∑
i=1
ρτ1(Yi1 − wTi a) (4.8)
Estimation of these effects is conducted by sequentially estimating equations (4.1) and (4.2).
The control variate is obtained from the estimation of equation (4.2). The covariates, xT and
zT , can be discrete or continuous; the structural effect, Yi2, must be continuous. Ma and
Koenker (2004) showed this estimator is asymptotically normally distributed as follows,
√
n (αˆ(τ1, τ2)− α(τ1, τ2))→ N
(
0, ω11D¯
−1
1 D1D¯
−1
1 + ω22D¯
−1
1 D¯12D¯
−1
2 D2D¯
−1
2 D¯
T
12D¯
−1
1
)
(4.9)
where
Dj = n
−1∑σ2ijwijwTij
D¯j = n
−1∑σijfij(ξij)wijwTij
D¯12 = n
−1∑σi1fi1ηi(ξi1)wi1wTi2
ηi = (∂g1i/∂νi2(τ2))(∇νi2ϕi2)−1
ωij = τi(1− τj)
ξi1 = Q1(τ1|Q2(τ2|Yi2, zi, xi, ), xi, ν(τ2))
ξi2 = Q2(τ2|zi, xi)
where wij is as defined in equation (4.5), σij are weights for unit i = 1, . . . , n in equation
j = 1, 2. gi1 and ϕi2 correspond to equations (4.1) and (4.4) respectively. fi1 and fi2 are the
corresponding densities for the conditional distribution functions FYi1|Yi2,xi,νi2 and FYi2|xi2,zi2 .
It is assumed that fi1 and fi2 are continuous and uniformly bounded away from 0 and ∞.
In order to estimate the variance, the conditional expectations E[(fi1|Yi2, , xi1, νi2)xi1xTi1] and
E[(fi2|xi2, zi2)xi1xTi1] must be estimated. Kernel density estimation is a commonly employed
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strategy to estimate the these expectations. In our experience, the estimators of this variance
are very sensitive to the choice of bandwidth; we prefer to estimate the variance through
bootstrapping (Efron and Tibshirani, 1993).
Bootstrapping by resampling from the design matrix is used to estimated the covariance
matrix. Since there is variability in the estimation of both equations, the same subsample is
used to estimate the effects for both regressions. Letting B be the number of bootstrap samples
with αˆ(b)(τ1, τ2) be the p× 1 vector of parameter estimates from the bth bootstrap sample and
α(c)(τ1, τ2) the p × 1 vector of parameter estimates from the full data, then the variance is
estimated by
Var
(
α(c)(τ1, τ2)
)
=
1
B
B∑
b=1
(
αˆ(b)(τ1, τ2)− α(c)(τ1, τ2)
)(
αˆ(b)(τ1, τ2)− α(c)(τ1, τ2)
)T
(4.10)
As is seen in the results, this approach provides good coverage of the the estimated parameters.
4.2.2 Missing Data Modeling
Assuming the data for responses and/or covariates are missing at random, a fully conditional
specification can be used to impute the missing values. Let W be the design matrix for
all responses where the ith row is as defined in equation (4.5). W−j is W without the jth
column. For missingness in continuous variables, multiple imputation is used with the standard
M = 5 following the approach of Geraci (2013). For discrete random variables, predictive mean
matching is used to generate imputed values. This approach involves the steps:
1. Letting wj be the j
th column of W , sample nj values from a Unif(0, 1) where nj is the
number of missing values in column j.
2. Using the uniform, ui values sampled, estimate the quantile regression model for each
sampled quantile value ui,
Qwj |W−j (ui) = W−jβ(ui)
3. Using the estimates, using the predicted value for unit i, w∗i,j = W−j βˆ(ui) as the imputed
value.
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If the population model is correctly specified, the inferences are valid without specifying, or
making assumptions regarding, an error term. Rubin’s steps (Rubin, 1976) are used to combine
the estimates of both the fixed effects and variances to account for variation due to the imputa-
tion process. Defining θˆ as the p× 1 estimate of the coefficients using the multiple imputation
data sets, and θˆ(m) as the p × 1 estimate from each imputed data set, the following are the
multiple imputation adjusted estimates,
θˆ =
1
M
M∑
m=1
θˆ(m) (4.11)
V ar(θˆ) = Um +
(
1 +
1
M
)
Bm (4.12)
where
Um =
1
M
M∑
m=1
V ar(θˆ(m)) (4.13)
Bm =
1
(M − 1)
M∑
m=1
(θˆ − θˆ(m))(θˆ − θˆ(m))T . (4.14)
Um is an estimate of the within imputations variance and Bm is an estimate of the between-
imputations variance. The final variance estimate, Var(θˆ), takes into account both sources of
variability.
4.3 Simulations
4.3.1 Generating Missing Values
Building off the work of Ma and Koenker (2004), the effect of missing data in both covariates
and response variables will be evaluated under a missing at random (MAR) assumption. Both
discrete and continuous covariates will be examined, but both the structural effect, Yi2, and
the response, Yi1, must be continuous. Estimation in the event of a nested data structure
will also be examined. The statistical programming language R (Team, 2014) was used for all
estimation and simulations. The R package mice (Buuren and Groothuis-Oudshoorn, 2011)
was used for the multiple imputation as it can accommodate user specified imputation methods.
The quantile imputation approach from Bottai and Zhen (2013), as described in 4.2.2, will be
used.
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The model described in (4.1)-(4.2) will be used with the emphasis being to estimate the
structural effect. In addition, additional continuous and discrete covariates will be added in
order for the MAR assumption to be satisfied. The location-scale model considered is
Yi1 = α0 + Yi2α1 + x
T
i1α2 + x
T
i2α3 + x
T
i3α4 + νi1 + λνi2 (4.15)
Yi2 = ziβ1 + x
T
i1β2 + x
T
i2β3 + x
T
i3β4 + νi2 (4.16)
where i = 1 . . . , n, β = (1, 2, 4, 3, 2), α = (3, 4, 4, 1, 3), λ = 3. The covariates are randomly
generated from the following distributions, zi ∼ N(15, 22), xi1 ∼ t3, xi2 ∼ Gam(3, 4), xi3 ∼
Ber(0.3) with the errors distributed νi2 ∼ N(0, .52) and νi1 ∼ N(0, 1).
In the missing response case, the missing data pattern is generated proportional to the
cumulative probability function of xi1. This creates a scenario where larger values of xi1 will
have a higher probability of being missing. Since all the covariates are independently generated,
the MAR assumption will be satisfied with respect to zi, xi2 and xi3. In the missing covariate
case, the missingness will again be proportional to the cumulative probability distribution of
another covariate, xi2. In the case of both covariate and responses missing, the same approach
to missing data will be utilized. The probability of a missing value has been scaled to simulate
two scenarios: 1.) ∼ 10% of the rows with at least one missing value and 2.) ∼ 40% of the rows
with at least one missing value. We will consider 5 quantiles, τk = {0.1, 0.25, 0.5, 0.75, 0.9}, and
for simplicity, only consider the five cases where τ1 = τ2. The covariance matrix was estimated
using 250 bootstrap samples from each of the imputed data sets and then combined using
Rubin’s rules.
4.3.2 Hierarchical Data
In many cases, there is a hierarchical structure to the data where the structural effect of
interest is at the higher level. For example, students are nested within schools, patients are
nested within hospitals, etc. A hierarchical structure was introduced in equation (4.16) through
the z variable. Both the error, νi2, and the covariate, zi, were generated for groups of size 25.
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For a sample of n = 1000, there were 40 groups. The following model was used,
Yij1 = α0 + Yij2α1 + x
T
i1α2 + x
T
i2α3 + x
T
i3α4 + νi1 + λνi2 (4.17)
Yij2 = zjβ1 + x
T
i1β2 + x
T
i2β3 + x
T
i3β4 + νj (4.18)
where i = 1, . . . , n and j = 1, . . . , J where J = n/25 chosen such that there are J groups of 25
units. The variables are simulated as zj ∼ N(15, 22), xi1 ∼ t3, xi2 ∼ Gam(3, 4), xi3 ∼ Ber(0.3)
with the errors distributed νj2 ∼ N(0, .52) and νi1 ∼ N(0, 1). The same values for the α and β
parameter vectors defined for equations (4.15)-(4.16) are used. Missingness accounted for the
hierarchal structure by applying any missing values for a group covariate to all units in that
group. Missing values were generated at random, with respect to xi1, in both the response
variables Yij1 and Yij2 and the covariate xi3. The average rate of missingness was again studied
for target rates of ∼ 10% and ∼ 40%. The covariance matrix was also estimated using 250
bootstrap samples from each of the imputed data sets.
4.3.3 Results
Three cases were considered, each with two different rates of missingness. All of the missing
values in the response and the covariates were generated to be missing at random with respect
to the x covariate. Cases with larger values of x were more likely to have missing values. For
comparison, simulation results for a complete case analysis with no hierarchical structure are
included in Table A4.1. The simulation shows nice coverage of the coefficient of the structural
effect Y as well as the scale parameter λ. While the coverage in some cases is a bit low, the
estimates do not exhibit a large bias.
The results for the first case considered missingness in the response, the structural effect, and
a discrete (binary) covariate can be seen in Tables A4.2 and A4.3. When the rate of missingness
was low (average of 9.8%) the estimation of the structural effect Y exhibited reasonable accuracy
along with good coverage of the true value. All of the other covariates were, on average,
underestimated. This underestimation is likely due to a negative correlation with the intercept,
which was overestimated on average. This pattern is exacerbated when the rate of missingness
increases (42.5%). While many of the covariates have good coverage, the point estimate is very
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biased. The structural effect seems to be better estimated, with better coverage, for the larger
quantiles.
The results for the scenario with missingness in the response, the structural effect, and a
continuous covariate can be seen in Tables A4.4-A4.5. The estimation again overestimates the
intercept, but underestimates the covariates. The structural effect is slightly overestimated for
the small quantiles, but underestimated for the larger quantiles. Overall the coverage of all the
covariates is good with the scale parameter λ being underestimated with poor coverage at all
quantile levels. Again, when the rate of missingness is increased, the estimation problems are
exacerbated. The intercepts is shows a larger positive bias and the covariates show a larger
negative bias. The structural effect shows further shrinking towards the estimate for the median
and the estimation of λ is very poor.
The results for the hierarchical cases with missingness in the response, the structural effect,
and a discrete covariate can be seen in Tables A4.6-A4.7. When there is a low rate of miss-
ingness (10.6%), the intercept is generally underestimated and the covariate effects tend to be
overestimated. The coverage rate is overall very low for all parameters; the standard errors are
undoubtably too small as the hierarchical nature of the data was ignored in the model. The
point estimates for the structural effect and the scale parameter do not exhibit the large bias
seen in cases with a large percentage of missing values. For the high rate of missing values
(43.6%), the same pattern as other cases with high missing for the point estimates is observed
– the intercept is overestimated and covariate parameters are underestimated. The coverage
rate is again very low in every case. The variability due to the hierarchical structure accounts
for 20% of the total variability in the dataset. A scenario in which the variability due to the
hierarchy is much small may result in better point estimates.
4.4 Example: PISA 2012
The Program for International Student Assessment (PISA) styles itself as “the world’s
global metric for quality, equity and efficiency in school education” (OECD, 2014, p.3). PISA
assesses the extent to which 15-year-old students have acquired the key knowledge and skills
essential for them to participate fully in modern societies. The test measures how well students
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can extrapolate from what they have learned and apply that knowledge to settings both in
and outside of school. The exam is conducted on a three year cycle with each iteration having
a heavy focus on one of science, reading, or mathematics. The PISA 2012 survey focuses on
Mathematics, with Reading and Science as comparatively minor areas of assessment. All 34
member countries of the Organization for Economic Cooperation and Development (OECD)
and 31 partner countries and economies participated in PISA 2012. Together these represent
over 80% of the global economy.
In the United States, 10,294 students between the ages of 15 years 3 months and 16 years
2 months completed the 2012 assessment. Paper-based tests were used; the assessments lasted
two hours, with an additional 40 minutes devoted to the computer-based assessment of Math-
ematics, Reading, and Science. Test items included questions requiring students to construct
their own responses mixed with multiple-choice items; items were organized in groups based on
asking students to parse readings related to real-life situations. Students did not all respond
to the same items; different students took different combinations of test items, with a total of
about 390 minutes of test items covered in the responses of different subsets of students. How-
ever, no student sits for all the questions. Rather the exam is designed with a block structure
where questions are intentionally omitted based on the booklet received. The built-in missing-
ness pattern is used to create plausible values for each student’s score should they had been
administered every question. The OECD generates employs their own imputation approach to
provide five plausible values for each student on Reading, Mathematics, and Science outcomes.
In addition to test outcomes, data were collected from a number of other sources. Students
answered a background questionnaire providing information about themselves, their homes, and
their school and learning experiences. School principals responded to a questionnaire covering
their school system and the learning environment. In some countries, parents responded to
an optional questionnaire requesting information about their perceptions of and involvement
in their child’s school, their support for student learning in the home, and their child’s career
expectations particularly in mathematics.
The impact of socio-economic status (SES) on student achievement (or gaps in achievement)
has been, and continues to be, extensively researched (Lee, 2002; Campbell et al., 2000). In most
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subjects, there is a positive relationship between student scores and SES. Figure A4.1 shows
the relationship between SES and performance on the PISA 2012 exam for math, reading,
and science. Despite the knowledge that better performance in school is the surest way to
increase social mobility, many students in low-SES families continue to score poorly. If one
assumes that the school is a neutral arena, then inequalities in the home environment and
resources are simply manifesting themselves through the students performance (Raudenbush
et al., 1998). While the relationship between SES and student achievement is well known,
finding interventions and policies that assuage these inequities continues to be a challenge for
policy makers.
The social and economic status of a child’s family is very likely influenced by an array of
factors such as wealth, parent’s educational attainment, home possessions, etc. The parent’s
educational attainment is also a big indicator of student success. In American universities, first
generation students – neither parent has a four-year degree – receive lower grades and drop out
at higher rate than students who have at least one parent with a four-year degree (Stephens
et al., 2014). Dissecting SES into its causes may provide better insights into manageable
approaches to aid low achieving students.
The OECD gives students a proficiency rating based on their performance on the PISA
exam. A level-2 proficiency means that a student can only handle the “simplest and most
obvious tasks”. In the average OECD country, nearly one in five students ranked below level-2
proficiency. “Tackling such low performance is a major challenge.....reducing the proportion of
students who perform below Level 2 also has an important economic dimension. According to
one estimate, if all students attained Level 2 proficiency in mathematics the combined economic
output of OECD countries would be boosted by around USD 200 trillion. While such estimates
are never wholly certain, they do suggest that the cost of improving education outcomes is just
a fraction of the high cost of low student performance.” (OECD, 2014, p.9) A full discussion
of inequality in academics is beyond the scope of this paper.
In order to dismantle “the barriers posed by social background” (OECD, 2014, p.9), the
OECD constructs several indicators from the PISA survey to “look at the relationship between
performance and students” attitudes towards learning, and focusing on schools “organisation,
86
resources and learning environment” (OECD, 2014, p.9). Among these are indicators of wealth,
home educational resources, cultural possessions, parent’s education, and economic, social,
and cultural status (ESCS). To evaluate the influence of ESCS on student performance in
mathematics, science, and reading, a recursive structural equation model was constructed with
ESCS as a structural effect of interest. Home educational (x1) resources, cultural possessions
(x2), wealth (x3), and parent’s education (x4) were used to model ESCS (Y ). This effect was
then introduced into the a model of student scores (y). The explicit model follows,
Yi1 = β0 + β1Yi2 + β2xi1 + β3xi2 + β4xi3 + νi1 + λνi2 (4.19)
Yi2 = α0 + α1xi1 + α2xi2 + α3xi3 + α4xi4 + νi2 (4.20)
where i = 1, . . . , 10, 294 and β1 represents the structural effect of ESCS evaluated at several
different quantile combinations.
All of the covariates selected, including ESCS, individually had less than 10% missingness.
Since the test scores are already imputed values, there was no missingness in the yi response.
All of these covariates are indexes created by the OECD, based on student responses to selected
questionnaire items, that are normally distributed. These responses were imputed using the
quantile approach described in section 4.2.2. Each of the five sets of plausible values were
combined with a single multiply imputed set of the covariates to create 5 imputed data sets
with both the plausible values and covariates. The variance estimation was conducted through
bootstrapping with a bootstrap sample of size 500. These were evaluated separately in R and
combined using Rubin’s rules Rubin (1976) to get point estimates and variance estimates. The
estimation of the fixed effects used the survey weights provided by the OECD.
The mathematics, reading, and science scores were all modeled using equation 4.20 where
yi represented the plausible value for student i. The relationship between ESCS and the
performance in the selected subjects can be seen in figure A4.1. The estimate value of the
structural effect of ESCS on student performance using this model can be seen in table A4.8-
4.6 for mathematics, reading, and science respectively. Each estimate represents the point
estimate of β1 for a single model. Thus, βˆ1 was estimated for 45 different models. As in
traditional linear regression, this effect represents a slope describing how changes in ESCS are
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related to student’s scores. Rather than describing how the conditional mean changes, each
of the βˆ’s describe how the pth quantile changes conditioned on a specific quantile of ESCS of
each subject.
In each of the subjects we see that the effect of ESCS on student scores increases with the
achievement quantile and the ESCS quantile. Looking at figure A4.2, we also see that the slope
for the larger student achievement quantiles in mathematics is greater as the ESCS quantile
increases. This indicates that an increase in ESCS results in a bigger estimated benefit for
high-ESCS students than low-ESCS students. However, in the middle range of quantiles, the
effect of ESCS on math achievement is relatively uniform. The specific estimates are given in
table A4.8. The same pattern and trend can be seen in both reading (Figure A4.3 and Table
4.6) and science (Table A4.4 and Table 4.6).
The range of the estimates within each conditioned quantile of ESCS is also interesting.
There is a much bigger gap between the effect at the 0.1 quantile and 0.9 quantile of student
achievement within the 0.9 quantile of ESCS than within the 0.1 quantile of ESCS. This indi-
cates the benefit of high ESCS is much greater for the best achieving students. However, the
impact of ESCS on the 0.1 quantile of achievement within the 0.9 quantile of ESCS is nearly
as large as the estimated effect at the highest estimated achievement quantiles within the 0.1
quantile of ESCS. Again, the estimates for the middle quantiles of ESCS are very similar.
After taking into account factors like access to educational resources, parent’s education,
cultural possessions, and wealth, these results corroborate the notion that social and economic
status has an important effect on student achievement. Students with higher ESCS tend to do
better and the benefit they receive from their status is larger.
4.5 Conclusions
This paper evaluated a multiple imputation approach for a quantile regression approach
using recursive structure models. In our simulations and example applications we considered a
location-scale linear model. We evaluated three common scenarios in which missing data occurs.
The model and imputation approach were applied to the PISA 2012 survey to evaluate the effect
of social, cultural, and economics status (ESCS) on educational outcomes in mathematics,
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reading, and science.
Modeling datasets with missing data usually requires imputation of missing values. The
missingness is usually not confined to one particular type of variable and requires imputation of
both continuous and discrete variables. We evaluated the cases when the a continuous response
is missing along with missingness in either a discrete covariate or a continuous covariate. We
also looked at the case when there is a hierarchical structure in the data. Missingness was
generated in both the structural effect (Yi2) and the overall response (Yi1) for all the cases.
Missing values were simulated as a function of the continuous x covariate with larger values
of x more likely to be missing. The imputation approaches considered require the missing at
random (MAR) assumption incorporated into our simulations.
The estimation of the standard errors employed a bootstrapping approach. This approach,
while computationally intensive, was preferable to an application of the Huber Sandwich which
requires estimation of several conditional density. We attempted to use a kernel density esti-
mation approach to estimate the standard errors, but the estimates were very sensitive to the
bandwidth selection. Having explored several “rules” for the bandwidth selection and finding
the large variability in the estimates, we decided to use a bootstrap approach to estimate the
standard errors.
In the complete case simulation, the scale parameter, λ, is unbiased with excellent coverage.
The estimation of the covariates, including the structural effect, was very good for the 0.25,
0.50, and 0.75 quantiles. For the quantiles further in the tails, the estimation showed some bias
with the estimates shrunk towards the 0.5 quantile estimates. The estimation of the intercept
had poor coverage and had a much larger bias than the rest of the covariates.
The performance of the imputation approach was dependent on the degree of missingness.
When the rate of missing values was relatively low (10-15%), the imputation approach produced
estimates with low bias and good coverage. When the rate of missing values was high (30-50%),
the performance was poor with estimates showing substantial bias. The intercept was negatively
correlated with the estimates for the covariate. It is possible that excluding an intercept would
improve the estimates; however, in practice, the intercept usually has a non-zero coefficient.
When the hierarchical structure for the data was ignored, the coverage was extremely poor.
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The bias for the point estimates was dependent on the degree of missingness. As with the
previous cases, low missingness produced reasonable estimates while a high rate of missingness
provided very biased results.
These results suggest that this imputation approach provides reliable estimates for this
class of models when the rate of missingness is low. When hierarchical structure in the data
is present, but ignored, the approach also leads to misleading results. However, the point
estimation is decent for low rates of missingness. The low rate of coverage of the estimates in
the hierarchical case is likely due to the standard errors being too small since the true sample
size of the hierarchical covariates is much smaller than the total number of cases.
In the example using the 2012 PISA survey, the variables selected did not have high rates
of missingness (all were under 10%). Consequently, we are believe the point estimates and the
confidence intervals constructed are valid. The impact of economic, social, and cultural status
(ESCS) on student achievement was evaluated and we found a significant impact in ESCS on
student achievement. The effect of higher ESCS was larger for students in the 0.9 quantile
of ESCS than student for students in the 0.1 quantile of ESCS. This implies that there is a
greater benefit for both the highest and lowest achieving students when their family has high
ESCS. Meanwhile, the effect in the middle quantile (0.25− 0.75) of ESCS showed a consistent
pattern for the effect of ESCS. This suggests that large disparities are concentrated in the tails
of ESCS with students in very low ESCS households having a significant disadvantage than
their peers in high ESCS households.
The positive relationship between ESCS and educational outcomes has been studied exten-
sively for several decades. The causal factors that influence inequality in educational outcome
are likely to be byproducts or sources of the variation in ESCS. Even after accounting for
several potential influences like a parent’s educational achievement, wealth, home possessions,
and educational resources, the effect of ESCS on student outcomes is still very significant. Our
approach to evaluating inequality in these outcomes breaks down this effect by quantiles and
allows policy makers to assess the degree of inequality within and among the highest and lowest
achieving students. Given the potential economic benefits, it is imperative that policy makers
find a way to improve the performance of our lowest achieving students. In order for policy
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makers to provide an effective course of action, it is necessary that they are able to assess the
role of ESCS on inequality in educational outcome along with having options that can be more
easily manipulated than ESCS.
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4.6 Appendix
Table A4.1 This is the complete case situation for n = 1000 observations.
Intercept Yi2 x w d λ
p = 0.10 -0.659 -1.961 4.286 0.606 3.060 2.969
Truth 0 -2.204 4 1 3 3
Bias -0.659 0.243 0.286 -0.394 0.060 -0.031
Coverage 97.6% 88.4% 88.8% 94.4% 97.2% 96.4%
p = 0.25 -0.579 -0.629 4.195 0.966 2.919 2.991
Truth 0 -0.686 4 1 3 3
Bias -0.579 0.057 0.195 -0.034 -0.081 -0.009
Coverage 54.8% 98.8% 99.6% 97.6% 98.8% 97.6%
p = 0.50 -0.476 0.971 4.085 1.119 3.065 3.002
Truth 0 1 4 1 3 3
Bias -0.476 -0.029 0.085 0.119 0.065 0.002
Coverage 60.8% 97.2% 98.4% 99.2% 68.8% 99.6%
p = 0.75 0.758 2.637 3.824 1.001 3.029 3.006
Truth 0 2.686 4 1 3 3
Bias 0.758 -0.049 -0.176 0.001 0.029 0.006
Coverage 67.2% 97.6% 99.2% 70.0% 79.2% 98.8%
p = 0.90 1.547 4.017 3.617 1.182 3.353 3.001
Truth 0 4.204 4 1 3 3
Bias 1.547 -0.187 -0.383 0.182 0.353 0.001
Coverage 66.0% 96.4% 81.2% 72.8% 82.8% 98.8%
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Table A4.2 This simulation corresponds to missing values in the response,y, the structural
response, Yi2, and discrete covariate. There was an average of 9.8% missing rows.
Intercept Yi2 x w d λ
p = 0.10 1.041 -1.685 3.826 0.016 2.217 2.647
Bias 1.041 0.519 -0.174 -0.984 -0.783 -0.353
Coverage 96.8% 90.8% 98.0% 94.8% 98.4% 63.2%
p = 0.25 1.277 -0.486 3.808 0.459 2.639 2.804
Bias 1.277 0.200 -0.192 -0.541 -0.361 -0.196
Coverage 96.4% 95.6% 98.4% 96.4% 99.2% 72.4%
p = 0.50 1.276 1.075 3.845 0.682 2.852 2.850
Bias 1.276 0.075 -0.155 -0.318 -0.148 -0.150
Coverage 98.0% 97.2% 98.4% 97.6% 98.8% 73.2%
p = 0.75 2.146 2.684 3.773 0.704 2.735 2.819
Bias 2.146 -0.003 -0.227 -0.296 -0.265 -0.181
Coverage 97.6% 96.4% 97.6% 97.6% 99.2% 78.8%
p = 0.90 4.429 4.041 3.589 0.613 2.992 2.690
Bias 4.429 -0.163 -0.411 -0.387 -0.008 -0.310
Coverage 96.4% 97.6% 96.8% 97.6% 98.0% 74.0%
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Table A4.3 This simulation corresponds to missing values in the response,y, the structural
response, Yi2, and discrete covariate.There was an average of 42.5 % missing rows.
Intercept Yi2 x w d λ
p = 0.10 9.825 -0.637 2.360 -2.711 1.238 1.410
Bias 9.825 1.567 -1.640 -3.711 -1.762 -1.590
Coverage 91.2% 53.2% 85.2% 83.2% 95.2% 0.0%
p = 0.25 6.917 0.073 2.780 -1.187 1.786 1.831
Bias 6.917 0.759 -1.220 -2.187 -1.214 -1.169
Coverage 90.4% 75.6% 87.6% 87.2% 96.4% 0.0%
p = 0.50 6.219 1.383 3.247 -0.572 2.175 2.031
Bias 6.219 0.383 -0.753 -1.572 -0.825 -0.969
Coverage 91.2% 87.6% 91.2% 89.2% 95.2% 0.0%
p = 0.75 8.410 2.876 3.379 -0.682 2.070 1.848
Bias 8.410 0.190 -0.621 -1.682 -0.930 -1.152
Coverage 89.2% 97.6% 94.8% 91.6% 94.4% 0.0%
p = 0.90 14.474 4.102 2.815 -1.342 1.610 1.446
Bias 14.474 -0.102 -1.185 -2.342 -1.390 -1.554
Coverage 87.2% 97.6% 94.4% 94.0% 96.0% 0.0%
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Table A4.4 This simulation corresponds to missing values in the response,y, the structural
response, Yi2, and continuous covariate. There was an average missingness of
15.4% of the rows.
Intercept Yi2 x w d λ
p = 0.10 0.850 -1.557 3.053 -0.124 2.364 2.375
Bias 0.850 0.647 -0.947 -1.124 -0.636 -0.625
Coverage 98.4% 90.8% 95.2% 96.8% 98.0% 28.4%
p = 0.25 0.182 -0.491 3.559 0.647 2.831 2.651
Bias 0.182 0.195 -0.441 -0.353 -0.169 -0.349
Coverage 96.8% 95.6% 96.4% 96.4% 99.2% 33.2%
p = 0.50 1.039 1.064 3.828 0.740 2.874 2.720
Bias 1.039 0.064 -0.172 -0.260 -0.126 -0.280
Coverage 96.4% 98.4% 97.6% 98.0% 97.6% 41.2%
p = 0.75 2.306 2.647 4.088 0.732 2.748 2.670
Bias 2.306 -0.039 0.088 -0.268 -0.252 -0.330
Coverage 97.2% 99.2% 98.8% 97.2% 98.0% 42.4%
p = 0.90 5.090 3.941 4.175 0.638 2.738 2.418
Bias 5.090 -0.263 0.175 -0.362 -0.262 -0.582
Coverage 96.4% 96.4% 99.2% 97.6% 97.6% 33.2%
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Table A4.5 This simulation corresponds to missing values in the response,y, the structural
response, Yi2, and continuous covariate. There was an average of 43.5% missing
rows.
Intercept Yi2 x w d λ
p = 0.10 6.498 -0.346 3.023 -1.607 1.475 0.937
Bias 6.498 1.217 -0.977 -2.607 -1.525 -2.063
Coverage 92.8% 54.4% 91.6% 84.8% 95.6% 0.0%
p = 0.25 5.551 0.312 3.126 -0.764 1.929 1.123
Bias 5.551 0.661 -0.874 -1.764 -1.071 -1.877
Coverage 88.0% 68.4% 88.4% 84.4% 96.0% 0.0%
p = 0.50 5.427 1.349 3.277 -0.400 2.084 1.218
Bias 5.427 0.349 -0.723 -1.400 -0.916 -1.782
Coverage 85.6% 84.8% 88.8% 85.2% 94.8% 0.0%
p = 0.75 7.023 2.496 3.201 -0.481 2.194 1.136
Bias 7.023 0.147 -0.799 -1.481 -0.806 -1.864
Coverage 86.0% 93.6% 92.8% 86.4% 94.8% 0.0%
p = 0.90 9.678 3.381 2.789 -0.546 2.122 0.970
Bias 9.678 -0.182 -1.211 -1.546 -0.878 -2.030
Coverage 90.0% 97.2% 91.2% 94.4% 96.4% 0.0%
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Table A4.6 Results for the hierarchical structure with missing values in the response,y, the
structural response, Yi2, and discrete covariate. There was an average of 10.6%
missing rows.
Intercept Yi2 x w d λ
p = 0.10 -4.406 -1.933 4.588 1.295 2.873 2.610
Bias -4.406 0.271 0.588 0.295 -0.127 -0.390
Coverage 60.0% 60.8% 61.6% 59.2% 85.2% 57.6%
p = 0.25 -6.511 -0.911 4.822 2.365 3.555 2.792
Bias -6.511 -0.225 0.822 1.365 0.555 -0.208
Coverage 50.4% 44.4% 50.4% 48.4% 76.0% 65.6%
p = 0.50 -2.852 0.806 4.360 1.743 3.279 2.832
Bias -2.852 -0.194 0.360 0.743 0.279 -0.168
Coverage 54.0% 45.6% 53.6% 53.2% 73.6% 68.0%
p = 0.75 -1.854 2.390 4.249 1.799 3.293 2.807
Bias -1.854 -0.296 0.249 0.799 0.293 -0.193
Coverage 53.6% 49.2% 56.0% 51.6% 80.8% 71.6%
p = 0.90 -1.037 3.565 4.185 2.281 3.422 2.639
Bias -1.037 -0.639 0.185 1.281 0.422 -0.361
Coverage 55.2% 50.8% 56.8% 54.0% 81.2% 60.0%
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Table A4.7 Results for the hierarchical structure with missing values in the response,y, the
structural response, Yi2, and discrete covariate. There was an average of 43.6%
missing rows.
Intercept Yi2 x w d λ
p = 0.10 11.230 -0.395 2.467 -3.190 0.922 1.350
Bias 11.230 1.809 -1.533 -4.190 -2.078 -1.650
Coverage 62.8% 46.0% 64.0% 55.2% 86.4% 0.0%
p = 0.25 9.604 0.324 2.633 -1.932 1.456 1.805
Bias 9.604 1.010 -1.367 -2.932 -1.544 -1.195
Coverage 54.0% 44.0% 53.6% 49.2% 81.6% 0.0%
p = 0.50 8.103 1.546 2.964 -1.072 2.039 2.032
Bias 8.103 0.546 -1.036 -2.072 -0.961 -0.968
Coverage 52.0% 49.6% 55.6% 51.2% 76.4% 0.0%
p = 0.75 11.454 3.079 2.643 -1.446 1.954 1.830
Bias 11.454 0.392 -1.357 -2.446 -1.046 -1.170
Coverage 52.0% 49.2% 55.2% 52.0% 82.0% 0.4%
p = 0.90 16.127 4.204 1.920 -1.803 1.865 1.402
Bias 16.127 0.000 -2.080 -2.803 -1.135 -1.598
Coverage 54.8% 59.2% 58.8% 56.4% 84.4% 0.0%
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Figure A4.1 Scatterplots of the value for ESCS recorded for each student against students’
average plausible value in math, science, and reading for each student in the
USA.
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Figure A4.2 Estimated effect of ESCS on Mathematics for combinations of quantiles. The
shaded area represents a 95% confidence region for the structural effect at each
of the quantile combinations.
Table A4.8 The estimated effect of Economic, Social, and Cultural Status (ESCS) on math-
ematics performance.
Achievement Economic, Social, and Cultural Status
Percentile p = 0.1 p = 0.25 p = 0.5 p = 0.75 p = 0.9
p = 0.10 21.21 25.67 25.52 26.50 29.15
p = 0.20 25.38 30.38 29.70 29.96 33.26
p = 0.30 25.83 31.14 30.79 31.57 34.27
p = 0.40 26.19 31.61 31.39 32.01 36.44
p = 0.50 26.28 32.96 33.03 34.26 39.22
p = 0.60 27.54 34.81 34.61 35.32 40.31
p = 0.70 28.64 36.18 36.35 37.35 42.40
p = 0.80 30.03 37.76 37.88 38.88 43.17
p = 0.90 31.46 38.82 38.44 38.52 43.13
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Figure A4.3 Estimated effect of ESCS on Reading for combinations of quantiles. The shaded
area represents a 95% confidence region for the structural effect at each of the
quantile combinations.
Table A4.9 The estimated effect of Economic, Social, and Cultural Status (ESCS) on reading
performance.
Achievement Economic, Social, and Cultural Status
Percentile p = 0.1 p = 0.25 p = 0.5 p = 0.75 p = 0.9
p = 0.10 20.19 26.75 25.51 25.91 27.91
p = 0.20 18.68 25.41 26.11 27.65 32.09
p = 0.30 21.38 26.99 28.09 29.95 34.71
p = 0.40 22.06 27.93 28.80 30.48 34.52
p = 0.50 21.91 28.34 29.39 31.02 35.34
p = 0.60 22.62 28.69 29.90 31.25 35.03
p = 0.70 21.82 29.72 30.48 31.77 36.20
p = 0.80 23.57 30.74 31.87 33.40 37.57
p = 0.90 25.31 32.80 33.43 34.40 38.11
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Figure A4.4 Estimated effect of ESCS on Science for combinations of quantiles. The shaded
area represents a 95% confidence region for the structural effect at each of the
quantile combinations.
Table A4.10 The estimated effect of Economic, Social, and Cultural Status (ESCS) on science
performance.
Achievement Economic, Social, and Cultural Status
Percentile p = 0.1 p = 0.25 p = 0.5 p = 0.75 p = 0.9
p = 0.10 26.83 29.78 28.24 28.00 30.00
p = 0.20 24.83 29.41 29.64 30.57 33.37
p = 0.30 28.31 32.26 32.41 33.01 36.39
p = 0.40 29.92 34.71 34.84 35.71 38.89
p = 0.50 32.18 37.07 37.09 37.63 40.80
p = 0.60 35.52 39.61 39.06 38.98 41.61
p = 0.70 33.45 39.05 39.37 40.12 44.09
p = 0.80 31.17 37.94 39.28 40.78 45.48
p = 0.90 32.61 38.81 40.05 41.40 45.47
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Code
###############################################
#B.2. Multiple imputation by chained equations (Geraci 2013)
###############################################
# The mice routines are extremely flexible in that any method
# specified in the method argument of the main function
# mice(data, m=5, method=??newmethod??,. . .) will be
# looked for as the function mice.impute.newmethod(y, ry, x, . . .).
# The value returned by the latter has to be a vector of the
# same length as the number of missing values being imputed.
# An example of unoptimized code for QR imputation with logit
# transform argument logit is given as follows:
mice.impute.rq<- function (y, ry, x, logit = FALSE, omega = 0.001,
method.rq = "br",...){
x<- cbind(1, as.matrix(x))
n<- sum(!ry)
p<- ncol(x)
u<- round(runif(n, omega, 1-omega)*1e3)
u<- ifelse(u %in% c(1:4, 996:999), u/1e3, (u - u %% 5)/1e3)
taus<- unique(u) # group quantiles
nt<- length(taus)
xobs<- x[ry,]
yobs<- if(!logit) y[ry] else logit(y[ry],...)
xmis<- x[!ry,]
fit<- matrix(NA, p, nt)
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for(j in 1:nt){
# from package quantreg
fit[,j]<- as.numeric(rq.fit(xobs, yobs, tau = taus[j],
method = method.rq)$coefficients)}
ypred<- xmis%*%fit # n times nt matrix
ypred<- diag(ypred[,match(u, taus)]) # diagonal of n times n matrix
val<- if(!logit) ypred else invlogit(x=ypred, x.r = attr(yobs,"range"))
return(val)
}
logit<- function(x, x.r=NULL, epsilon=0.5){
if(is.null(x.r)) x.r<- range(x, na.rm=TRUE)+c(-epsilon, epsilon)
val<- log((x - x.r[1])/(x.r[2] - x))
attr(val, "range")<- x.r
return(val)
}
invlogit<- function(x, x.r=NULL){
if(is.null(x.r)) x.r<- attr(x, "range")
x<- exp(x)
val<- (x.r[1]+x.r[2]*x)/(1+x)
attr(val, "range")<- x.r
return(val)
}
require(data.table)
require(quantreg)
require(reshape)
require(doBy)
require(mice)
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require(lme4)
require(ggplot2)
setwd("/Users/fostvedt/QR/PISA/")
source("Quantile MI functions.R")
load("USPVscores.Rdata")
load(file="m5imputation.Rdata")
model1 <- formula(ESCS~HEDRES+ CULTPOS+PARED+WEALTH)
model2S <- formula(y~Y + HEDRES + CULTPOS+WEALTH + Ynuhat)
model2M <- formula(y~Y + HEDRES + CULTPOS+WEALTH + Ynuhat)
model2R <- formula(y~Y + HEDRES + CULTPOS+WEALTH + Ynuhat)
taus <- c(.10,.25,.50,.75,.90)
m = 5
npar = 6
err <- array(0,dim=c(m,9,npar,npar))
derr <- array(0,dim=c(m,9,npar))
vcf <- array(0,dim=c(length(taus),9,npar,npar))
betaf <- array(0,dim=c(length(taus),9,npar))
for(p in 1:length(taus)){
tau <- taus[p]
betam <- array(0,dim=c(9,npar,m))
test <- "MATH"
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for(mm in 1:m){
data1 <- cbind(complete(imp,mm), W_FSTUWT= hdat[,"W_FSTUWT"])
data1$y <- hdat[,paste("PV",mm,test,sep="")]
data1$Y <- data1$ESCS
m1 <- rq(model1, tau=tau, data=data1,weights=W_FSTUWT)
dat <- data1
dat$Ystar <- predict(m1)
dat$nuhat=dat$Y-dat$Ystar
dat$Ynuhat=dat$Y*dat$nuhat
for(jj in 1:9){
mS <- rq(model2S, tau=jj/10, data=dat,weights=W_FSTUWT)
betam[jj,,mm] <- mS$coefficients
if(jj == 1) {
cat("starting bootstrap for quantile (1) and MI(2) ",c(p,m))
print(Sys.time())
}
B <- 500
fitboot <- matrix(0,B,npar)
n <- dim(data1)[1]
for ( bb in 1:B){
samp <- sample(1:n,n,replace=T)
datb <- data1[samp,]
fitb <-rq(model1,tau=tau,data=datb,method="fn",weights=W_FSTUWT)
yst <- predict(fitb)
datb$Ystarcom <- yst
datb$Ynuhat=datb$Y*(datb$Y-datb$Ystarcom) # control variate variable
mlcomboot <- rq(model2S, tau=jj/10, data=datb, method="fn",weights=W_FSTUWT)
fitboot[bb,] <- mlcomboot$coef
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}
f1 <- fitboot - matrix(rep(mS$coef,each=B),B,npar,byrow=F)
covmat <- t(f1)%*%f1/B
#covmat <- summary.rq(mS,cov=T,se="nid")$cov
err[mm,jj,,] <- covmat
derr[mm,jj,] <- diag(covmat)
}
}
for(jj in 1:9){
b1v <- betam[jj,,] - apply(betam[jj,,],1,mean)
Bm <- b1v%*%t(b1v)
Um <- matrix(0,npar,npar)
for (u in 1:m) Um <- Um + err[u,jj,,]/m
Vm <- (1+1/m)*Bm + Um
# vcf[1,2,3] is 0.1 upper, 2nd variable, 3rd lower quantile
vcf[p,jj,,] <- Vm # p is upper quantile and jj is lower quantile
betaf[p,jj,] <- apply(betam[jj,,],1,mean)
}
cat("finished quantile ",p);print(Sys.time())
}
save(betaf,betam,derr,err,vcf,test,file="MathPISA.Rdata")
est <- array(0,dim=c(length(taus),9,3))
for(pp in 1:length(taus)){
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est[pp,,1] <- betaf[pp,,2] + qnorm(.025)*sqrt(vcf[pp,2,])
est[pp,,2] <- betaf[pp,,2]
est[pp,,3] <- betaf[pp,,2] + qnorm(.975)*sqrt(vcf[pp,2,])
}
par(mfrow=c(1,5))
pnames <- paste(taus,"ESCS Quantile")
for(g in 1:5) {
plot(NULL,xlim=c(0,1), ylim=c(0,60),xlab="Achievement Quantile",
main=pnames[g],ylab="Economic/Social Status effect")
abline(h=0:6*10,lty=3,lwd=.3)
#abline(v=0:5/5,lty=2,lwd=.3)
matpoints(y=est[g,,1:3],x=1:9/20, pch=c(1,16,1), col=c(1,1,1),
type=c("l","b","l"), lwd=c(2,2,2),lty=c(3,1,3))
}
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CHAPTER 5. SUMMARY AND DISCUSSION
The research in this document was all motivated by questions from, and issues observed in,
a Department of Education grant. In large studies, such as the grant, both missing data and
multiple known sources of variation are common issues that arise. The main areas studied in
this document were models for both missing data and multiple sources of variation. A large
portion of the research was evaluating and modeling multiple sources of variation and missing
data in quantile regression.
5.1 Simultaneous Inferences
Many studies measure several different outcomes that are of interest. Given that these are
measurements from the same unit/individual, there is a possibility that the responses could
be correlated. We looked at a joint modeling approach for multivariate mixed effects models.
The effect of, and ability to estimate, correlations between different random effects was studied
through simulation. We observed at the correlation between the same random effects for dif-
ferent responses was well estimated while the correlations from other combinations of random
effects were poorly estimated. In regards to the fixed effects, high correlation among the ran-
dom effects did not affect the estimation of the fixed effects. In many cases the variances were
substantially underestimated. however, in these cases, the correlation still tended to be well
estimated. We provided an application to a longitudinal data set. We modeled three different
outcomes – mathematics, science, and reading – and observed a high correlation among both
random treatments and random intercept parameters. That is, students were performed well
in mathematics tended to perform well in science and reading.
109
The main contribution of the joint modeling of mixed effects models was the simulation
study of the effect of the correlation on the estimation of both the fixed and random terms.
While extensions to more levels may be of interest situationally, a more interesting issue would
be to determine how to improve the variance estimation of the random effects.
5.2 Missing Data in Quantile Regression
Missing data is a very common issue in large datasets. To assuage the impact of the missing
data, much research has been conducted regarding data imputation. For two-equation recursive
structural equations models, we evaluated an imputation approach for quantile regression esti-
mators. The approach specifies using a quantile regression model as the imputation model. This
approach is desirable as quantile regression does not make any assumptions about the variance.
Our simulations looked at the estimation for situations with both high and low percentages
of missingness. Missing values in both discrete and continuous variables were generated. The
results showed that the quantile regression imputation model leads to decent estimates when
the percentage of missingness is low. However, then the percentage of missingness is large
the imputation approach provides unsatisfactory results. A hierarchical structure was also
considered, but the imputation approach had several estimation issues in this scenario.
The approach was then applied to the US students who participated in the PISA 2012
survey. The effect of Economic, Social, and Cultural Status (ESCS) on student performance
in mathematics, reading, and science was examined. The results showed that ESCS had a
larger impact on student performance among the 0.9 quantile of ESCS. There was also a large
gap between the lowest and highest quantiles of student performance. The middle quantiles
(0.25, 0.50, 0.75) of ESCS showed a very similar pattern in the relationship between ESCS
and student performance. The 0.1 quantile of ESCS showed the smallest impact on student
performance. In addition, there was not a large gap in the estimated impact of ESCS for the
highest and lowest quantiles of performance. This application further contributes to the vast
knowledge of the relationship between student achievement and social and economic status.
For the quantile regression imputation method, the main contribution was the extension of
the approach to recursive structural equation models along with the estimation performance for
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several different missingness scenarios. Further work in this area would compare this imputation
model to several others to determine if there is a more appropriate method. Other work could
include variance estimation approaches to better estimate the asymptotic variance.
5.3 Multi-level Quantile Regression
A multi-level structure is very common in many experiments. While incorporating random
effects into quantile regression, there are a few approaches. A Bayesian approach was used
in this paper exploiting the properties of the Asymmetric Laplace Distribution (ALD). Using
the ALD’s decomposition in to a mixture of a normal and an exponential random variable,
we are able to incorporate random effects into the model. We used this model formulation to
address the impact of an education intervention from a randomized controlled trial. The study
had several known sources of variation. We considered a two-level model (student and school)
in order to evaluate the effect of the intervention on student’s critical thinking abilities. The
results showed that there was a significant positive benefit from exposure to the intervention
for low scoring students (small quantiles) while there was no benefit from the intervention for
high scoring students. This result suggests that the intervention may have the ability to help
bring the bottom up without widening inequality in student performance in our schools.
The main contribution was the result from the application that showed the effect of the
intervention on critical thinking scores was substantial for low scoring students which non-
significant for high scoring students. Further work would attempt to improve estimation of
more than two-levels. Other work could evaluate the impact of the intervention on other
subgroups of students.
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