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In this paper, a general induction theorem for rearrangements of n-tuples in 
R” is proved, showing that a certain proposition regarding a pair of n-tuples 
related by the strong spectral order < is true for any integer n > 2 if and only 
if it is true for the case n = 2. With this theorem, a whole series of well-known 
theorems is derived as particular cases, and some new results are also obtained. 
1. INTRODUCTION 
In this paper, we prove a general induction theorem for spectral and 
rearrangement inequalities involving two n-tuples of real numbers. This 
theorem contains a whole series of well-known results as important particular 
cases, and it also gives rise to additional new results. These include three 
well-known theorems of Hardy-Littlewood-P6lya [5, Lemma 2, p. 47; 
Theorem 46, p. 49; Theorem 108, p. 891, a theorem of Muirhead [5, Theorem 
45, p. 451, a theorem of Rado [8, pp. 1,2], a theorem of Mirsky [7, Theorem 1, 
p. 2321, a result given in [l, Corollary 2.61, and also [3, Theorem 2.71. With 
this induction theorem, we also establish a spectral inequality that generalizes 
both Mirsky’s inequality [7, Theorem 1, p. 2321 and an inequality of Marshall 
and Proschan [6, p. 871. Moreover, we also give conditions for equality to 
hold in Mirsky’s inequality [7, Theorem 1, p. 2321. 
2. PRELIMINARIES 
Let (Q, 9, P) be a probability space. By M(SZ, F, P) we denote the col- 
lection of all real valued random variables on (Q, .F, P). Let (Q’, F, P’) 
be another probability space. Two random variables X E M(Q, S, P) and 
I’ E ilI(Q’, F”, P’) are said to be identically distributed or a rearrangement of 
each other (written X N 1) whenever they have the same distribution 
functions, i.e., 
P((w: X(w) < x}) = P’({,: I-(w) < xi) 
for all real values x, viz, x E R. 
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As in [6], we say that n given random variables X, , X-, ,..., Xn are inter- 
changeable if their joint distribution function is invariant under permutations 
of its arguments. 
If Xi ) X, ,..., X, are interchangeable random variables and if n is any 
permutation of the integers 1, 2,..., n, then it is not hard to see that the random 
variables @(X1 , X, ,..., X,) and @(X,,,, , X,,cz) ,... , Xrw) are identically 
distributed, i.e., 
whenever CD: R” -+ R is Bore1 measurable. Moreover, it is clear that the 
elements in any subset of a set of interchangeable random variables are again 
interchangeable. 
If X E M(Q, $, P), it is well known (see [4, Theorem 4.2, p. 281, for 
example) that there exists a unique right continuous nonincreasing random 
variable X* on the unit interval probability space [0, I], called the decreasing 
rearrangement of X, such that X* and X are identically distributed. In fact, 
X*(s) = inf{t E R: P({w: X(W) > t>) < s) (2.3) 
for all s E [0, 11. 
If X, Y E M(O, @, P) u M(Q’, 9’, P’) are any two random variables 
with integrable positive parts, i.e., x+, Yi- E Ll(Q, .F, P) u Up?‘, .F, P’), 
then we write X <( Y whenever 
I 
t 
-* X*(s) ds < 
0 1 
‘* o 1 (4 ds, t E [O, 11 (2.4) 
and X < Y whenever X <( Y and E[X] = E[Y]. 
The notations < and < are referred to, respectively, as the strong and 
weak spectral order (we refer to [ 1, Section l] for an explanation of the termi- 
nology spectral order relations for < and <<). As in [l], we call expressions 
of the form X < Y (respectively, X << Y) strong (respectively, weak) spectral 
inequalities. 
If X < 2 and Y < 2, then it is well known (see [4, Theorem 21.6, p. 1301, 
for example) that 
rx + (1 - Y) I- < 2 (2.5) 
whenever 0 < Y < 1. 
By regarding an n-tuple in R” as a random variable defined on a discrete 
probability space with n atoms of equal probability, the concepts rearrange- 
ments of n- tuples, decreasing rearrangements, strong and weak spectral orders < 
and <<, and spectral inequalities are also welldefined for n-tuples of real 
numbers. 
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For any n-tuple x = (x, , xp ,..., x,) E Rn, we denote by 
x* = (Jcl*, x2*,..., x,*1 
the decreasing rearrangement of x, i.e., x * is the n-tuple whose components 
are those of x arranged in nonincreasing order of magnitude. Sometimes an 
n-tuple is taken to mean a column vector; we shall let the reader decide for 
himself or herself if confusion does not arise. 
If x = (Xi ( x a ,..., x,J E R” is any n-tuple, and if x E R is any number, we 
often let (x, x) = (x, x1 , x2 ,..., W ta v ) denote the (n + I)-tuple obtained by 
adjoining x to x. If a, b E R”, then it is not hard to see that a < b if and only if 
Cc, a) i Cc, b) (2.6) 
for any number c E R. More generally, if xi E Rn, i = 1, 2 ,..., m, are n-tuples, 
let (x1 , x2 ,..., x,) be the mn-tuple whose components are those of 
x1 , x2 ,..., x, * Then, if ai < bi , i = 1, 2 ,..., m, it is easy to see that 
(a, , a2 ,-.., ad i (bl , b2 ,.-, b,). (2.7) 
A square matrix is said to be doubly stochastic if its elements are nonnegative 
and the sum of the elements in each row and each column is equal to I. 
A set CC Rn is said to be convex if hx + py E C whenever, x, y E C and 
A>0 , p 3 0 with X + p = 1. If S C Rn is any subset, then the convex hull 
of S is the smallest convex set containing S. 
If C C R” is any convex set, a function Sp: C - R is said to be convex if, for 
all x, y E c, 
@(Ax + PY> G X@(x) + P@(Y) (2.8) 
whenever h > 0, p 3 0, and h + ,u = 1. @ is said to be strictZy convex 
whenever the inequality (2.8) is strict for all x, y E C with x # y and for all h, 
p with X>O, ,u>O, and h+p=l. 
A function @: Rn -+ R is said to be symmetric if @(a) = @(b) whenever 
a-b, a,bER”. 
3. A GENERAL INDUCTION THEOREM 
Before presenting the main result of this paper, we need to establish the 
following lemma. 
LEMMA 3.1. If x = (a, , a2 ,..., a,J < (b, , 6, ,..., b,) = b E Rn and if 
a,* < bI*, then there exists a least integer i, 1 < i < n, and an n-tuple 
c = (a,*, b,*, b,* ,..., bL2, b:, + bi* - a,*, bi*,, ,..., b,*) 
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such t at 
and 
bi* < a,* < b,*_, 
a<c<b. 
(3.1) 
(3.2) 
Proof. The set { j: bj* < a, , * 1 < j < n} is nonempty, by virtue of the 
fact that CT-, ai = & bj , and so it contains a minimum integer i that 
clearly satisfies 1 < i < n and (3.1). 
It remains to prove (3.2). Without loss of generality, we may assume 
a, b a2 3 .‘* 3 a, and b, > b, 2 ... 3 b,, i.e., ai = ai* and bi = bi*, 
i = 1, 2 ,..., n. 
In view of (2.6), to prove c < b, we need only show that 
(al , L + b; - a,) < (L , h), (3.3) 
which clearly holds, by virtue of (3.1). 
Using (2.6) again, we see that a < c if and only if 
(4 , a3 ,..., 4 < (b, , b, ,-.., b,-2 9 bi-1 + bi - al , bi+l ,**e, b,), (3.4) 
which is easily seen to hold, in view of (3.1) and the fact that a < b. 
THEOREM 3.2. For any integer n >, 2, let P[a, b, n] be a proposition 
concerning a pair of n-tuples a, b E Rn satisfying a < b such that 
(i) P[a, b, n] is rearrangement invariant, i.e., P[a’, b’, n] is true for all 
rearrangements a’ of a and b’ of b whenever P[a, b, n] is true; 
(ii) P[a, b, n] is compatible with vector extensions, i.e., P[(c, a), (c, b), 
n + l] is true for any c E R whenever P[a, b, n] is true; 
(iii) P[a, b, n] is transitive, i.e., P[a, b, n] is true whenever both P[a, c, n] 
and P[c, b, n] are true, where c is an n-tuple satisfying a < c < b. 
Then P[a, b, n] is true for any n > 2 if and only if P[a, b, 21 is true. 
Proof. The condition is clearly necessary. 
To prove the sufficiency of the condition, suppose that P[a, b, 21 is true, 
that n > 2, and that P[a, b, fn] is true for any m ,( n - 1. Let 
a = (al , a2 ,..., 4 and b = (b, , b, ,..., b,). 
If q* = b,*, then a < b implies that (a**, a3* ,..., a,*) < (b,*, b,* ,..., b,*), 
by (2.6). But P[(a,*, a3* ,..., a,*), (b,*, b,* ,..., b,*), n - I] is true, by the 
induction hypotheses, and so P[(a,*, u2* ,..., a,*), (b,*, b,* ,..., b,*), n] is true, 
by hypothesis (ii), i.e., P[a, b, n] is true, by hypothesis (i). 
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If a,* < br*, then Lemma 3.1 implies theexistence of an integer i and an 
n-tuple c such that a < c < b and that a < c and c < b are, respectively, 
equivalent to (3.3) and (3.4), provided that aj = aj* and 6, = bj*, 
j = 1, 2,..., n. It is clear that E’[a, c, n] is true by virtue of the hypotheses (i) 
and (ii). Moreover, P[c, b, n] is also true in view of the induction hypotheses 
and hypotheses (i) and (ii). Hence P[a, b, n] is true, by hypothesis (iii). 
In deriving the results to be given below, we shall make repeated use of the 
following lemma, which is needed for establishing the validity of a certain 
proposition P[a, b, n], where a < b, for the case that n = 2. 
LEMMA 3.3. If a = (aI, a*) and b = (b, , b,) in R2 are such that a < b, 
then there exists a number Y such tkat 0 < r < 1 and 
(3.5) 
Moreover, if a < b and if 6, f b, , then a is not a rearrangement of b af and 
on(yif 0 <r < I. 
Proof. Clearly, we may assume that 6, > b, . Then it is easy to see that 
b, > ai > 6, , i = 1,2, and so there exists a number 0 < r < I such that 
a, = rb, + (1 - Y) b, , in which case we also have a2 = rb, + (1 - r) b, 
since a, + a2 = b, + b, . Hence (3.5) follows. 
The last assertion is easy. 
THEOREM 3.4 (Hardy-Littlewood-Polya [5, Lemma 2, p. 471). If a arzd b 
are (column) vectors in R” such that a < b, then a can be derivedfrom b by the 
successive application of a fkite number of transformations T of the form 
YI + (1 - r) P, where 0 < 7 < 1, I is the n x n identity matrix and P is 
an n x n “transposition” matrix, i.e., a permutation matrix obtained by per- 
muting two rows of I. 
If a ( b and if a is not a rearrangement of b, then at least one of transforma- 
tionsTisofformrI+(l-~)P,whereO<r<IandP#I. 
Proof. Let P[a, b, n] be the proposition as enunciated in the first part of 
the theorem. 
We first show that P[a, b, n] is rearrangement invariant in the sense of (i) 
in Theorem 3.2. Suppose P[a, b, n] is true; then 
a = fi [yiI + (1 - ri) Pi] b, 
i=l 
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where wz 3 1 is some integer, 0 < ri < 1, i = 1,2 ,..., m and Pr , Pz ,..., P,,, 
are transposition matrices. If a’ - a and b’ -b, then there exist n x n per- 
mutation matrices P and Q such that a’ = Pa and b = Qb’. Thus 
i” a’ = pa = P I E [yiI + (1 - YJ Pi] Qb’, 
/ 
i.e., P[a’, b’, n] is true since it is well known that a permutation matrix is a 
product of transposition matrices. 
Next, we show that P[a, b, n] is compatible with vector extensions in the 
sense of (ii) in Theorem 3.2. Suppose P[a, b, n] is true; then, as in the 
preceding paragraph, a = n:, [r,I + (1 - yi) Pi] b. Now it is easy to see 
that 
for any c E R. Hence P[(c, a), (c, b), n + l] is true. 
Moreover, it is clear that P[a, b, n] is transitive in the sense of (iii) in 
Theorem 3.2. Since P[a, b, 21 is precisely Lemma 3.3, we conclude that 
P[a, b, n] is true, by virtue of Theorem 3.2. 
The last assertion is trivial, for if Y = 0 or Y = 1 in each transformation T, 
it is then clear that a -b. 
The converse of the last assertion of Theorem 3.4 is also true as can be 
seen in the following. 
PROPOSITION 3.5. If a <b and if b has at least two unequal components, 
then a is not a rearrangement of b if (and only if) at least one of the tyansfoyma- 
tionsTisofthefoymyI+(l-~)P,whereO<r<landPfI. 
Proof. Let P[a, b, n] be the proposition to be established. Then, as in the 
proof of Theorem 3.4, it can be easily seen that the hypotheses of Theorem 
3.2 are satisfied. Hence the result follows from Lemma 3.3 and Theorem 3.2. 
In [5, pp. 46-481, the following theorem of Muirhead is obtained as a 
consequence of Theorem 3.4 and [5, Lemma 1, p. 471. Here we show that it 
can also be derived directly from Theorem 3.2. 
THEOREM 3.6 (Muirhead [5, Theorem 45, p. 451). If a = (aI , a2 ,..., a,), 
b = (b, , b, ,..., b,), and x = (x1 , x2 ,..., x,) aye such that a < b and xi > 0, 
i = 1, 2 ,..., n, then 
(34 
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where C! denotes ummation over all the (distinct) permutations of 
x = (Xl , x2 ,...I XJ. 
Moreover, equality holds in (3.6) ;f and only if either a - b or 
Proof. Let P[a, b, n] be the proposition as asserted in the first half of 
the theorem. 
Clearly P[a, b, n] is transitive and rearrangement invariant. Moreover, it is 
immediate from (3.6) that P[(c, a), (c, b), n + l] is true for any c E R when- 
ever P[a, b, n] is true. Thus the hypotheses of Theorem 3.2 are satisfied. It 
remains to prove that P[a, b, 21 is true. Assume that (al, a,) < (b, , b,), 
where aI >, a, and 6, 3 b, . Then 
with equality iff either x1 = X, or (a, , a,) - (b, , b2). Hence P[a, b, n] is true 
for all n > 2, by Theorem 3.2. 
To establish the case concerning equality, let P[a, b, n] be the proposition 
that equality in (3.6) implies either a -b or xi = x2 = ... = X, , and proceed 
as above. 
The next theorem of Hardy-Littlewood-Polya is also obtained in [5, 
p. 491 as an immediate consequence of Theorem 3.4. Here again, we show 
that it fits nicely into the language of Theorem 3.2. 
THEOREM 3.7 (Hardy-Littlewood-Polya [5, Theorem 46, p. 491). If 
a, b E R* are (column) vectors, then a < b if and only if there exists a doubly 
stochastic matrix A such that a = Ab. 
Proof. The sufficiency condition can be proved as in [7, p. 491. 
To prove the necessity of the condition, let P[a, b, n] denote the proposition 
that a < b implies the existence of a doubly stochastic matrix A satisfying 
a=Ab. 
Clearly, P[a, b, n] is transitive. 
P[a, b, n] is also rearrangement invariant since a rearrangement of a in the 
expression a = Ab corresponds to a rearrangement of the rows of A if b 
is kept fixed, while a rearrangement of b corresponds to a rearrangement of the 
columns of A if a is kept fixed, and since it is clear that a doubly stochastic 
matrix remains doubly stochastic under any permutation of its rows or 
columns. 
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To show that P[a, b, n] is compatible with vector extensions, suppose that 
P[a, b, n] is true, i.e., there exists a doubly stochastic matrix A such that 
a = Ab. Then it is clear that 
/l 0*.-o\ 
i.e., P[(c, a), (c, b), n + l] is true, for any c E R. 
Finally, since (3.5) can be written as 
al- 7. 0 i 1-Y b, - a2 I( 1 l-r Y b,’ 
we see that P[a, b, 21 is true. 
Hence P[a, b, n] is true for any n > 2, by Theorem 3.2. 
THEOREM 3.8 (Hardy-Littlewood-Polya [5, Theorem 108, p. 891). If 
a = (a,, a2 ,..., a,)~Rnandb =(&,b2,..., b,,)ERn, thenaxbifandonly 
(3.7) 
for all convex functions @p: [b,*, b,*] -+ R. 
Ifa<bandif@:[b, , 1 * b *] + R is strictly convex, then equality holds in 
(3.7) if and only ;f a -b. 
Proof. By letting P[a, b, n] be the proposition that a < b implies (3.7) 
for all convex @: [b,*, b,*] + R, the necessity of the condition for the first 
half of the theorem then follows directly from Theorem 3.2, via Lemma 3.3. 
The second half of the theorem is also an immediate consequence of 
Theorem 3.2 and Lemma 3.3 by letting P[a, b, n] be the proposition that the 
spectral inequality a < b, the strict convexity of @ and equality in (3.7) imply 
the “spectral equality” a -b. 
Remark. As has been pointed out in [ 11, the condition we give for equality 
in (3.7) is an improvement of the one obtained (by I. Schur) in [5, Theorem 
108, p. 891, where it is assumed that the second derivative @” of @ exists and 
is strictly positive, a condition that implies the strict convexity of @ (see [5, 
Theorem 95, p. 771). Our method of approach here is completely different 
from our earlier approach given in [l, Theorem 2.51. 
The following theorem generalizes Theorem 3.8. 
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THEOREM 3.9 (Chong [1, Corollary 2.61). Jf a = (ur , a2 ,..., a,) and 
b = (b, , b, ,.. ., b,) are n-tuples in Rn, then a < b if and on& if 
(@(aA @(4..., @(4) < (@(b,), W&..., @(b,)) (3.8) 
for all convex functions CD: [b,*, bl*] + R. 
If a < b and if CD: [b,*, b,*] --j R is strictly convex, then the spectral 
inequality (3.8) is strong (i.e., < can be replaced by < in (3.8)) if and on& if 
a N b, in which case 
(@(a,), @(~z),..., @(4) - (@(b,), @(b,),..., @(b,)). 
Proof. U’e need only establish the theorem for the case that n = 2; 
the general result then follows from this and Theorem 3.2 as in Theorem 3.8. 
If (a, I ua) < (b, , b,), then, by Lemma 3.3, there exists a number Y such 
that 0 < r < 1, a, = rb, + (1 - r) b, and a2 =: (1 - r) b, + rb, . Thus, 
@(QJ < y@(h) + (1 - y) @(kc) and @(aa) ,< (1 - I) @(b,) + r@(b2), which 
clearly imply that (@(al), @(ad) Q (Q(h), Q(Q). 
Moreover, if (al , ua) < (b, , b?) and if @ is strictly convex, then it follows 
from Lemma 3.3 that (@(a,), @(aa)) < (@(b,), O(6.J) only if (a, , ua) - (b, , b,). 
Remark. We refer to [ 1, Corollary 2.61 for an alternative proof of Theorem 
3.9. 
In [8, pp. 1, 21, the following theorem of Rado was established by him 
using the separation theorem for convex sets. In [2], we show that it is a 
consequence of [5, Lemma 2, p. 471, i.e., Theorem 3.4. Here we show that it 
can also be embodied into Theorem 3.2. 
THEOREM 3.10 (Rado [8, pp. 1, 21). For any n-tuple b E R”, let X(b) 
denote the convex hull of the set of all rearrangements of b. Then an n-tuple 
a E Rn belongs to X(b) if and only if a < b. 
Proof. The necessity of the condition is proved as in [8, p. 21. (We refer to 
[2] for an alternative proof.) 
To establish the sufficiency of the condition, suppose a ( b. Let P[a, b, n] 
be the proposition that a ( b implies a E Z(b). Then it is clear that P[a, b, H] 
is rearrangement invariant and compatible with vector extensions. Moreover, 
P[a, b, n] is transitive since a convex combination of some convex combina- 
tions of rearrangements of b is again a convex combination of rearrangements 
of b. 
Finally, since P[a, b, 21 is p recisely Lemma 3.3, we conclude that P[a, b, n] 
is true for all n 2 2, by virtue of Theorem 3.2. 
In [7, Theorem 1, p. 2321, using Rado’s theorem [8, pp. 1, 21, Mirsky 
proved the following characterization of the strong spectral order (. Here 
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we show that it can be obtained directly from Theorem 3.2 via Lemma 3.3. 
Moreover, this method of approach also gives condition for equality, which 
was not discussed in [7]. 
THEOREM 3.11 (Mirsky [7, Theorem 1, p. 2321). If a, b E R”, then 
a < b if and only if 
@(a) < Q(b) (3.9) 
for all convex and symmetric functions @: R” --+ R. 
If a < b and if CD: R” + R is strictly convex and symmetric, then equality 
holds in (3.9) if and only if a -b. 
Proof. The sufficiency of the condition for the first part of the theorem 
follows as in [7, p. 2321. 
To prove the necessity of the condition, let P[a, b, n] be the proposition 
that a <b implies (3.9) for all convex and symmetric CD: R” ---f R. Then 
P[a, b, n] is clearly transitive. It is also rearrangement invariant by the 
symmetry property of @. Moreover, P[a, b, n] is compatible with vector 
extensions since a convex function (of n + 1 variables) remains convex if 
one variable is kept fixed. Furthermore, it follows immediately from Lemma 
3.3 that P[a, b, 21 is true. Hence we conclude that P[a, b, n] is true for all 
n 3 2, by Theorem 3.2. 
The rest is treated analogously (cf. the proof of Theorem 3.6 or 3.7). 
We shall now show how to obtain an extension of [6, Theorem, p. 871 from 
Theorem 3.2. 
THEOREM 3.12. If a = (al, a2 ,..., a,) and b = (b, , b, ,..., b,) are in Rn 
and if X, , X2 ,..., X, are interchangeable random variables, then a < b ;f and 
only if 
@(a,X, , a,& ,..., a,X,J < @(G’G , GG ,-., GG) (3.10) 
for all convex and symmetric functions @: Rn + R. 
If a < b and if CD: R” + R is strictly convex and symmetric, then the spectral 
inequality (3.10) is strong (i.e., < can be replaced by < in (3.10)) ;f and only ;f 
either a - b OY Xi = 0 almost surely, i = I,2 ,..., n. 
Proof. For the first part of the theorem, the sufficiency of the condition 
follows as in [7, Theorem 1, p. 2321 by putting Xi = 1, i = 1,2 ,..., n. 
For the necessity of the condition, we need only establish the result for the 
case n = 2, since the general result then follows immediately from Theorem 
3.2 as in Theorem 3.11. To this end, suppose (al , a*) < (b, , b,). Then 
Lemma 3.3 implies the existence of a number r such that 0 < r < 1 and 
(aI ,a4 = r(b, , bd + (1 - ~1 (b, , b,). 
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Thus, 
@(al& , GG) < r@(hX; 1 M-J + (1 - I) @(wG , M,) < @(h-G , W,) 
by virtue of (2.5) and the fact that @(&XI , b,X,) v @(b,X, , b2X2), by (2.2) 
and the symmetry property of 0. 
For the second part of the theorem, if @ is strictly convex, it is clear from 
the above proof that @(arX, , asX,) < @(b,X, , b2X2) if and only if 
(qX, , azX2) = (b,X; , b&J a.s., which is the case if and only if either 
@I 7 4 N (6, , b,) or Xi = 0 a.s., i = 1, 2. The general case that n > 2 is a 
direct consequence of this and Theorem 3.2. 
COROLLARY 3.13 (Marshall and Proschan [6, p. 871). If 
a = (al, u2 ,..., a,) E R” and b = (b, , b, ,..., 6,) E Rn 
andsfX,,X2,..., X, are interchangeable random variables, then a <b if and only if 
E[@(qX, , a,& ,..., a,&)] < wwo-~ , b,& ,*.., b2-G)1 (3.11) 
for all convex and symmetric functions @: Rn ---f R. 
If a < b and if CD: Rn -+ R is strictly convex and symmetric, then equality 
holds in (3.11) ifund on+ if either a N b or Xi = 0 almost surety, i = 1,2,.. ., n. 
Remark. By putting X, = X2 = ... = X, = 1 in (3.10), we obtain (3.9). 
Thus Theorem 3.12 also extends Mirsky’s theorem [7, Theorem 1, p. 2321. 
The following theorem shows another application of Theorem 3.2 to a 
result established earlier in [3]. 
THEOREM 3.14 [3, Theorem 2.71. Let A be a matrix whose rows are the 
distinct permutations of an n-tuple x = (x1, x2 ,..., x,). If a, b E Rn are 
(column) vectors such that a < b, then Aa < Ab. 
Proof. Let P[a, b, n] be the proposition as stated in the theorem. Then it 
is easy to see that P[a, b, n] is both transitive and rearrangement invariant. 
To prove that P[a, b, n] is compatible with vector extensions, assume that 
P[a, b, n] is true. Let c and x,+r be two given numbers. Let B be the matrix 
whose rows are the distinct permutations of (x1 , xs ,..., x,+~), and let Ai be 
the matrix whose rows are the distinct permutations of the n-tuple obtained 
by deleting xi from (JC, , .rs ,..., x,+r), i = 1, 2 ,..., n + 1. Then the components 
of B(z) and B(g) are, respectively, those of cxl + A,a and cx( + A,b, 
i = 1,2 ,..., n + 1. But CX~ + Aia < cxI + Aib, i = 1,2 ,..., n + 1, and so 
B(i) < B(i), by virtue of (2.7), i.e., P[(c, a), (c, b), n + l] is true whenever 
P[a, b, n] is true. 
It is easy to see that P[a, b, 21 is t rue. Hence P[a, b, n] is true for all n 3 2, 
by Theorem 3.2. 
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Remark. In [3, Theorem 2.71, it is shown that a matrix A satisfies 
Aa < Ab whenever a < b, a, b E Rn, if and only if the rows of A are the 
distinct permutations of each n-tuple belonging to a finite collection of 
n-tuples. 
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