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En  este  documento  se  presentará  el  proceso  de  desarrollo  de  una  aplicación  de
escritorio  con  la  que  podremos  saber  qué  zonas  de  un  recinto  son  más  adecuadas  para
impactar a los usuarios.
1.1.- Situación actual
Hoy en día para vender un producto primero se ha de saber venderlo y enfocar dicho
producto para que los clientes les sea atrayente. Por esto que las campañas de marketing sean
tan importantes a la hora de vender un producto. Estas campañas consisten en determinar qué
es lo que el cliente busca y qué es a lo que reacciona con mayor expectativa.
Un impacto de atención a una persona puede hacerla ser un potencial cliente en el
futuro a largo plazo o inmediato, así que la mayoría de campañas consisten en, a parte de
estudiar qué es lo que atrae o pueda atraer a alguien,  promocionar el  producto haciéndole
conocedor de éste al futuro cliente. Cuanto mayor el impacto más posibilidades hay de que el
futuro cliente se decida a comprar el producto, por ello se estudian algunas áreas relacionadas
con la psicología para saber qué puede generar un mayor impacto. Pero por otro lado también
se tiene que saber hacer que el cliente pueda llegar a ver el impacto, ya que por muy trabajado
y bueno que sea dicho impacto si no lo ve no ha valido de nada el estudio. He aquí otro tema a
tratar, la captura de atención del cliente.
Hay que saber qué hace una persona y para donde suele mirar y por qué se suele
interesar para así hacer que pueda llegar a ver el impacto informativo del producto, es decir por
ejemplo, que se encuentre con nuestro anuncio cuando pase caminando hacia el trabajo, que
lo  vea  cuando  va  a  comprar  yogures  al  supermercado,  o  cuando  vayas  a  pagar  en  la
gasolinera. Son muchas las posibilidades de poner un anuncio en un sitio determinado, y las
mismas posibilidades para poder estudiar  si  el  sitio donde se ha puesto es favorable o no
viendo si ese sitio tiene más afluencia de personas y si es un sitio por donde pasa la mayoría
de gente.
A continuación pondré un ejemplo.
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En la imagen de arriba podemos ver escenario vacío, pero que en ciertos momentos
puede estar concurrido por mucha gente. En la parte central hay unos stands de atención al
cliente y a la derecha también. En la parte izquierda hay unos terminales automáticos. Si en
este caso estamos vendiendo vuelos de avión tanto con stands con personal como con stands
informatizados se podría estudiar la preferencia de la gente por una atención personal o por
algo más rápido como un TPV. También se podría ver qué parte del recinto es más propenso
para poner un anuncio.
Continuando con el ejemplo, si vemos que la afluencia de gente está en la zona de
atención personalizada y en cambio en los terminales informatizados no hay practicamente
tráfico de gente podemos llegar a la conclusión de que los terminales no son de mucha utilidad
y  sería  bueno  invertir  recursos  en  añadir  más  stands  personalizados  en  vez  de  los
informatizados.
Por otro lado, estudiando el camino que hace la gente se podría observar en qué zona
pasa  más  la  gente  para  poner  un  panel  informativo  con  propaganda  varia  y  que  esta
propaganda sea vista por el máximo de personas.
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Fig 1. Lugar con probabilidad a ser concurrido que podría ser estudiado
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1.2.- Solución al problema
Por estas razones se ha creado TrackFlow 3D, para cubrir las necesidades de medición
del impacto que puede generar, por ejemplo, un anuncio en un determinado sitio. 
Trackflow  3D es  una  aplicación  para  escritorio  que  procesará una  filmación  de  un
escenario para encontrar qué zonas de dicho escenario son más concurridas y qué rutas hacen
las  personas  dentro  del  escenario.  Su  finalidad  será  saber  qué  zonas  del  escenario  son
mejores para colocar anuncios o productos para que éstos pueden llegar a ser vistos por la
mayor gente posible.
1.3.- Aplicaciones del proyecto
Este proyecto puede aplicarse a muchos escenarios distintos. A continuación expongo 
algunos ejemplos:
• En el pasillo de un multicine.  En el pasillo de un cine de salas múltiples se suele
colocar anuncios de diferentes películas en diferentes lugares del recorrido. Trackflow
3D serviría para saber qué anuncio es más concurrido por la gente para saber qué
película puede tener más tirón y adaptar el horario y el número de proyecciones.
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Fig 2. Escenario propenso a estudio: sala de espera de un 
cine
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• Centro  comercial.  En  un  centro  comercial  (o  en  una  grande  superfície)  se  puede
observar las zonas donde hay más gente para saber que ese sitio es el idóneo para
poder poner un anuncio para que lo vea el máximo de personas posibles.
• En la calle.  En la calle se puede investigar qué ruta hace la gente y qué lugares son
más  concurridos  para  poder  poner  un  panel  informativo,  anuncios  o  postes  de
propaganda. 
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Fig 3. Escenario propenso a estudio: centro comercial
Fig 4. Escenario propenso a estudio: calle transitada
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Observando  el  comportamiento  de  la  gente  podemos ver  si  nuestro  anuncio  es
observado o no. O mejor incluso si antes de decidirnos a elegir un sitio para poner el anuncio
observamos la gente previamente. Así podemos ser más eficaces a la hora de poner nuestro
anuncio optimizando tiempo y recursos.
Tenemos claro que antes de poner  un anuncio  debemos  observar  nuestros  futuros
posibles clientes para así saber qué sitio es el idóneo para obtener mayores impactos, pero
¿de qué manera deberíamos observarlos? ¿Qué deberíamos tener en cuenta a la hora de
elegir el sitio?
La respuesta sería: “donde haya más gente”, o “por donde pase más gente”.
Sabiendo ésto nuestro objetivo será analizar a la gente dentro de un espacio concreto,
exactamente  qué  partes  del  espacio  están  más  concurridas  y  qué  trayectorias  hacen  las
personas dentro de él.
Indagando  por  La  Red  pude  ver  que  no  había  ningún  producto  similar  de  las
características expuestas así que decidí crear uno. En cuanto a proyectos similares pude ver
que hay varios estudios respecto a varios algoritmos y metodologías que compondrían este
proyecto, los cuales consulté para hacerme una idea de la implementación del proyecto final.
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Tal  como  hemos  comentado  en  el  apartado  anterior,  la  cuestión  es  observar  el
comportamiento del conjunto de gente que tenemos en un espacio determinado. Así pues, la
mejor opción sería capturar la escena para después hacer un análisis de ésta y extraer de aquí
la  información  necesaria  para  representar  la  escena  y  hacer  el  procesamiento  de  esta
información para poderla  representar  de una forma sencilla  y  visible  al  usuario de nuestro
software.
La propuesta se concretaría en tres apartados básicos:
1. Captura de la escena y almacenamiento de los datos.
2. Procesamiento de los datos obtenidos en la captura.
3. Representación al usuario de la información procesada.
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Fig 5. Esquema de la propuesta planteada
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En el primer apartado se capturaría el escenario elegido para así poder almacenar toda
la  información  posible  acerca de dicho escenario.  Como por  ejemplo:  el  movimiento  de la
gente, lugares importantes (puntos calientes), la distribución del escenario y sus dimensiones,
etc. Toda esta información se capturaría mediante una filmación con una videocámara, de éste
modo  tendremos  una  representación  del  escenario,  veremos  todos  los  movimientos  de  la
gente, podremos identificar los puntos calientes directamente sobre la imagen, y a través de
cada imagen podremos obtener la información necesaria. Esta filmación pasaría al segundo
apartado.
Para el  siguiente  apartado,  el  procesamiento  de los  datos obtenidos en la  captura,
necesitaremos un algoritmo que trate imagen tras imagen toda la captura en su totalidad para
así extraer la máxima información y poder obtener un resultado idóneo y realista adecuado al
escenario.  De  la  secuencia de  imágenes  extraeremos  las  rutas  o  caminos  que  hacen  las
personas dentro del escenario y qué puntos son los más visitados. Esta información por sí sola
es difícil de entender, así que en el siguiente apartado la representaremos para que el usuario
tenga una mejor idea de lo que se ha obtenido.
En el último apartado, la representación de los datos al usuario, mostraremos al usuario
dichos datos de la mejor forma posible para que tenga una rápida idea de lo sucedido en la
escena.  Principalmente  recrearemos  la  escena  en  un  entorno  tridimensional  para  poder
abordarlo desde los puntos de vista más propicios, y sobre escenario virtual añadiremos la
representación  de  datos  para  que  se  vea  in-situ  qué  caminos  toma  la  gente,  y  qué
localizaciones son las más concurridas. Hecho esto, se podrá contemplar la escena con los





Para  realizar  este  análisis  de  datos  necesitaremos  capturar  durante  un  período  de
tiempo el movimiento de personas que hay en el escenario elegido, por ello necesitaremos una
cámara de vídeo en la que guardarnos toda la secuencia de imágenes.
Viviendo en un mundo en tres dimensiones las personas no sólo se mueven en relación
a dos ejes, si no que en tres, por ello uno de los problemas que nos presentaría una cámara
convencional es que no sabríamos distinguir certeramente a qué distancia del objetivo está
cada persona, ni qué objetos del escenario están más lejos de la vista.
Están proliferando unas cámaras llamadas estereoscópicas que aportan dos imágenes
desde dos puntos de vista separados por una distancia determinada (la distancia entre los ojos
humanos por ejemplo), para así a partir de estas dos imágenes poder generar un mapa de
disparidad, o profundidad, para poder recrear un entorno en tres dimensiones. Ésto es lo que
hace el cerebro humano para interpretar la distancia que hay entre objetos. También existen las
cámaras estereoscópicas que ya hacen el procesamiento de disparidad y aportan dicho mapa
adjunto a la imagen que captura.
Después de probar diferentes algoritmos de procesamiento para obtener un mapa de
disparidad decidí elegir el segundo tipo de cámara, ya que con las primeras no se conseguía un
mapa de disparidad suficientemente detallado para poder trabajar con él.
Adicionalmente necesitaremos un ordenador para recolectar los datos de la cámara,
procesarlos  y  luego  mostrar  los  resultados.  Con  un  PC  de  gama  baja  que  soporte  la
representación de gráficos en tres dimensiones será suficiente.
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En este apartado comentaré todas las investigaciones que he ido realizando para llevar 
a cabo el proyecto. Tanto como implementaciones ya existentes, las cámaras adecuadas para 
la filmación, y estudios que se han hecho.
5.1.- Métodos existentes
En la actualidad hay varios métodos de capturar movimientos. Tanto de partes del 
cuerpo como de personas en un espacio. 
5.1.1.- Trazamiento por GPS
     A gran escala podemos trazar rutas
de  personas,  vehículos,  y  demás
objetos usando un dispositivo  GPS en
cada uno de los objetos que vayan a ser
estudiada  su  conducta.  Esto  requiere
que cada unidad movible se le añada un
dispositivo  y  más  tarde  uno  a  uno
recolectar  el  trazado  grabado  por  el
GPS  para  unirlo  con  los  demás
trazados.  Este  método  ofrece  un
inconveniente, y es que en el caso de
un recinto pequeño el rango de error de
la señal de GPS es demasiado grande
para nuestro propósito.
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Fig 6. Ejemplo de visualización de una ruta grabada por 
un GPS
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5.1.2.- Captura con marcadores
    Otro método de captura del movimiento es
el que se usan marcadores. Éste consiste en
añadir  al  objeto a capturar unos marcadores
(que suelen ser como pelotas de ping pong)
para que a la hora de capturar el movimiento
éstos  resalten  y  se  pueda  tratar
posteriormente dicho movimiento y plasmarlo
en un objeto sintético. En películas en 3D o en
videojuegos se usa mucho para capturar los
movimientos  de  los  miembros  de  un
personaje. Aunque también se podría usar un
marcador  por  persona  en  la  escena  para
posteriormente  poder  trazar  la  ruta  que  ha
hecho,  el inconveniente en este caso es que
el  usuario  ha  de  estar  preparado  con  un
marcador para poder obtener su ruta.
5.1.3.- Captura en base a movimiento
    Este método en lo que consiste es en filmar
con una cámara convencional una escena, y
de ahí  extraer el  movimiento  que hay frame
tras frame para obtener únicament los objetos
que  se  han  movido.  El  problema  de  este
método es que un objeto próximo puede pasar
como  si  estuviese  lejos  y  viceversa,  no  se
sabe realmente a qué distancia puede estar ni
se puede situar en el espacio correctamente si
no es tomando como referencia una imágen
del escenario e interpretando la escena.
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Fig 7. Ejemplo de actores capturados usando 
marcadores
Fig 8. Ejemplo de escena filmada con detección al 
movimiento
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5.2.- Cámaras estereoscópicas
Hay varios tipos de cámaras de las que se podrían hacer uso, algunas ya fabricadas y
preparadas para tal uso, otras más baratas y no tan preparadas, y también se pueden elaborar
cámaras estereoscópicas.
5.2.1.- Cámaras prefabricadas de alta calidad
En esta categoría de cámaras nos podemos
encontrar con la cámara Ensenso [2], la cámara de
DigiPop  [3],  y  algunas  otras  marcas  que  también
elaboran este tipo de cámaras. Dichas cámaras ya
están  preparadas  para  filmar  en  3D  y  muchas
ofrecen  un  abanico  de  mejoras  muy  elevado,  alta
calidad de imagen, sensibilidad a los cambios de luz,
etc.  Hay  otras  que  a  demás  de  ofrecerte  las  dos
imágenes por cada ojo de la cámara, te generan el
mapa  de  disparidad,  es  decir,  la  imágen  que
representa la profundidad de la escena.
5.2.2.- Cámaras prefabricadas de bajo coste
En  este  rango  de  cámaras  de  bajo  coste  podemos
encontrar  como  ejemplo  la  cámara  Minoru  3D  [4]  que  se
empezó a distribuir en el 2008, al mismo tiempo de realización
de este proyecto. Es una cámara que obtiene las dos imágenes
de cada ojo,  y  luego por  software  con una aplicación propia
puedes ver en 3D usando las gafas adjuntas. El contratiempo
de estas cámaras es la baja resolución que ofrece, a parte de
que  se  tendría  que  calcular  la  imagen  de  disparidad  por
separado.
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Fig 10. Cámara Minoru 3D
Fig 9. Cámara Ensenso
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5.2.3.- Cámaras de elaboración própia
Otra  alternativa  es  coger  dos  cámaras  por
separado y manualmente unirlas para que la distancia
de  los  objetivos  sea  una  distancia  determinada.
Parece  una  locura,  pero  realmente  funciona  y  hay
tutoriales de como hacerlo, por ejemplo este link [6].
Una vez fabricada la cámara habrá que tener
en  cuenta  que  se  ha  de  sincronizar  la  captura  de
ambas  cámaras  para  que  no  haya  desfases  en  la
imagen, y adicionalmente, como en el anterior caso,
se  tendría  que  calcular  el  mapa  de  disparidad
externamente. 
5.3.-  E  studios  previos  relacionados  
En este apartado listaré los estudios publicados que he estado leyendo para formar la
idea  final  del  proyecto.  Comentaré  también  qué  partes  de  cada  estudio he  considerado
interesantes y he adaptado para Trackflow3D.
En primer lugar tenemos el estudio [B1]. En este estudio se plantea la creación de una
vista de planta a través de usar una cámara estereoscópica. Se comenta en el estudio que el
método de que la  cámara lleve la  imagen en color  con la  de  profundidad ayuda mucho a
proponer nuevos métodos para detectar personas. Argumentan que los tradicionales cámaras
con  solo  la  imagen en  color  genera  ruido,  contornos  imperfectos  y  poca  fiabilidad  de
profundidad. La creación de una vista de planta ayuda mucho a la detección de las personas
porque desde esa vista la persona no tiende tanto a confundirse con el  entorno y permite
separarla de éste y detectarla mejor.
También se comenta el uso de unos parámetros definidos para saber el rango de altura
o envergadura de una persona representada en la escena.
En cuanto al algoritmo de tracking propuesto, se basa en un cálculo predictivo del actual
personaje detectado en el  siguiente frame, así el  cálculo hecho hace que el  elemento más
próximo sea asociado al objeto del frame anterior.
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Fig 11. Ejemplo de cámara estereoscópica
casera
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El  siguiente  estudio,  [B2],  nos  habla  de  la  detección  de  personas  en  filmaciones
estereoscópicas,  pero  lo  que  me  ha  interesado  de  este  paper  es  el  acercamiento  a  la
sustracción  del  fondo  para  poder  aislar  más  a  las  personas  y  hacer  que  sean  mejor
detectables.
El tercer  estudio es  [B3], donde se propone también el uso de la vista en planta y la
sustracción del fondo de la imagen. La parte interesante de este estudio es el análisis que hace
para la  detección de las  personas.  Por  un lado busca componentes  conectados buscando
alrededor de los píxels, y por otro lado un filtro de ruido para desechar componentes pequeños
producidos por movimientos o cambios de luz. También usa la vista en planta para reducir aún
más el  ruido al  ver que las partículas que están muy alejadas del  componente se pueden
desechar.  En cuanto al  algoritmo de tracking que se propone es como anteriormente,  una
predicción a futuro de donde se encontrará el componente y buscar el componente más idóneo
a esta predicción. También tiene en cuenta el color de dicho componente, y el hecho de perder
de vista el componente detectado.
Otro  estudio interesante  es  [B4]  en  el  que  se  plantea  la  vista  de  planta  para  el
procesado de las detecciones. También para el tracking propone un sistema de predicción en el
frame futuro similar a los estudios anteriores.
El  siguiente  estudio,  [B5]  también  propone  el  tipo  de  tracking  ya  mencionado  de
predicciones, pero es interesante los comentarios acerca de calcular la distancia de la persona
según el tamaño de un  plantilla establecido, o sea, según el tamaño del  plantilla la persona
estaría más cerca o más lejos. Esto es curioso porque luego contrasta con que la obtención de
la disparidad de la escena ayuda mucho a situar bien las personas.
Continuando con otro  estudio,  [B6], podemos ver todo el tratado de la vista de planta
que hace. Tiene cabida la construcción de éste, la detección de personas a través del mapa de
disparidad,  y  el  uso  de  varios  módulos  para  la  detección  como  puede  ser  el  color  y  el
movimiento.
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En este capítulo  comentaré las técnicas,  métodos y algoritmos que he elegido para
implementar  el  proyecto  en cada uno de sus apartados.  Estructuraré este capítulo  en tres
apartados, como en el capítulo 3:
1. Captura de la escena y almacenamiento de los datos.
2. Procesamiento de los datos obtenidos en la captura.
3. Representación al usuario de la información procesada.
6.1.- Captura de la escena y almacenamiento de los datos
Primeramente la  cámara debe ser  colocada en un sitio  estratégico  para que pueda
capturar la mayor parte del escenario elegido. Y uno de los requisitos de esta versión será que
el foco de visión sea paralelo a la línea del suelo. Esto es así dado que, como veremos más
adelante, nos facilita la generación de la vista de planta porque no se tienen que hacer cálculos
según el ángulo al que esté apuntando la cámara con respecto al suelo.
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Fig 12. Esquema de posicionamiento de la cámara
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La captura de las imágenes que nos proporciona la cámara puede variar de una a otra,
así que será cuestión de, una vez elegida una cámara, crear una extensión para el proyecto
para poder convertir los datos que nos proporciona a la estructura que ahora propondré.
El  formato  de  las  imágenes  puede  ser  cualquier  formato  reconocido  por  la  librería
elegida (PNG, JPG, BMP, etc.) y las dimesiones de la imágen pueden ser arbitrarias, la escena
se  adaptará  a  la  resolución  que  se  obtenga  de  la  imágen.  Por  otro  lado,  la  imágen  de
disparidad (o profundidad) ahora mismo está pensada para que sea del mismo tamaño que la
imagen a color para una más rápida y mejor correspondencia píxel a píxel.
La tasa de imágenes por segundo ideal sería la mayor posible, ya que así podemos
capturar todos los detalles que puedan pasar en un mínimo tiempo posible. Pero dado que la
mayoría de cámaras capturan a una frecuencia de entre 24 y 30 imágenes por segundo nos
adaptaremos a este hecho. 
Para generar el listado de imágenes necesarias para el proyecto deberemos ubicarlas
de una determinada manera para que la aplicación las lea correctamente. En el directorio base
residirán dos imágenes, una imágen base del color, es decir, del escenario sin ninguna persona
moviéndose o dentro de él, y una imágen base de la disparidad del escenario. Sus nombres de
archivo serán respectivamente backgroundRGB.jpg y backgroundDM.jpg. El por qué de estos
dos archivos lo explicaré más adelante. Después dentro del directorio principal deben de haber
dos subdirectorios, uno llamado 2D y otro Z. El subdirectorio 2D contendrá toda la lista de
imágenes en color de la escena frame a frame, y el subdirectorio Z las imágenes de disparidad.
El nombre del archivo y el formato puede ser cualquiera siempre que a la hora de ordenar los
archivos por nombre quede la secuencia correcta de la escena, y también, que cada posición
que ocupe la imagen del subdirectorio 2D corresponda con la misma posición de la imagen del
subdirectorio Z. 
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 6.- Solución propuesta


















Básicamente  lo  que  se  haría  para  obtener  las  imágenes  sería  obtener  un  listado
ordenado de los dos subdirectorios y por cada posición crear un contenedor de información del
frame con la primera imagen listada de 2D y la primera imagen listada de Z, luego la segunda
de cada subdirectorio, y así hasta haber leído todos los ficheros.
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6.2.- Procesamiento de los datos obtenidos en la captura
Una vez hecha la lectura de las imágenes y cargadas en memoria se han de ir 
procesando una a una. El algoritmo que propongo consta de los siguientes pasos:
• Especificar los datos de la cámara usada para obtener el ángulo de visión de ésta.
• Obtener la vista de planta y prepararla para tratarla.
• Buscar blobs dentro del frame.
• Colorizar los blobs del frame.
• Buscar correspondencias entre blobs del anterior frame.
• Almacenar los datos en memoria.
Todos estos puntos se hacen iterativamente por cada frame capturado de la cámara,
exceptuando el primer paso y el último que tan sólo se realizarán una vez.
Especificar los datos de la cámara usada para obtener el ángulo de visión de ésta
Deberemos especificar  los  datos  de filmación de la  cámara para  poder  convertir  el
mundo filmado  a  una  representación  fidedigna  del  mundo real.  Esto  es  necesario  ya  que
cuando se filma el mundo se captura un cono o pirámide, y al plasmar la representación en un
fotograma estos datos no se aprecian ya que se representa en un área rectangular. Los objetos
más cercanos a la cámara se verán más grandes que los mismos objetos estando más lejos de
la cámara. Por eso deberemos hacer una conversión del mundo filmado que obtenemos hacia
una representación de lo que realmente sería el mundo real.
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Fig 13: Ejemplo de campo de 
visión de una cámara
 6.- Solución propuesta
Para entenderlo mejor pondré un ejemplo con estas dos imágenes:
Cuando se mira un paso de zebra desde la posición de un peatón normal, como en la
imagen de la  izquierda  podemos  ver  que las  líneas  blancas  cuanto  más cerca están más
grandes se ven, y cuanto más lejos más pequeñas. Entonces si usamos una vista cenital, o
desde arriba como un helicóptero,  podemos ver que todas las líneas blancas son igual  de
grandes. Este efecto es el que queremos reducir,  porque convertiremos la imagen que nos
llega de la filmación a una representación cenital donde las cosas más cerca de la cámara se
tendrán que  empequeñecer  para  mantener  los  tamaños  de  los  objetos  como serían  en el
mundo real.
Para saber qué ángulo de visión estamos obteniendo en nuestra cámara necesitaremos
aplicar una sencilla fórmula[1]:
donde alpha es el ángulo en grados, d es el alto de la imagen obtenida en el foco de la cámara,
y f es la distancia focal.
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Fig 14. Ejemplo de cambio de perspectiva 
(A)
Fig 15. Ejemplo de 
cambio de perspectiva (B)
 6.- Solución propuesta
Obtener la vista de planta y prepararla para tratarla.
El escenario de la vista de planta se puede entender con este esquema:
Tenemos una  cámara física  que es  la  que filma la  escena,  y  nuestro  propósito  es
obtener la representación de la escena como si la filmásemos desde un punto superior. La vista
de planta nos permite detectar con más facilidad a las personas en el espacio tridimensional
porque en eje vertical respecto al suelo las personas no se suelen sobreponer, por otro lado,
procesar  los datos  directamente desde el  mapa de disparidad  puede tener  complicaciones
como que ruidos  en la  imagen,  contornos imprecisos,  y  artefactos de iluminación  que nos
complican el correcto funcionamiento de la detección.
Para obtener la vista de planta nos basaremos en el mapa de disparidad, desde el cual
trataremos hasta conseguir la vista cenital que nos servirá para tratar mejor los datos. Lo que
se hará es proyectar los píxels virtualmente en una nube y de ahí interpretarlos desde la vista
cenital.
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Fig 16. Ejemplo de escenario de la vista de planta
 6.- Solución propuesta
Un esquema del procedimiento es el siguiente: 
Primeramente lo que haremos es crear un clon del mapa de disparidad pero obviando
los datos que ya estaban en el fondo de referencia, es decir, únicamente nos quedaremos con
los objetos adicionales que no estaban en la escena. Estos objetos serán los que se hayan
movido o entrado a la escena. 
Una vez hecho esto,  nos pueden quedar impurezas en la  imagen debido a bordes,
cambios de luz, etc., así que usaremos un algoritmo de suavizado para que la imagen a tratar
sea más sólida y nos facilite el procesamiento de ésta.
Página 27
Fig 17. Esquema del proceso de obtención de la vista de planta
Fig 18. Imágen original 
con movimiento
Fig 19. Imágen resultante 
de sustraer el fondo
Fig 20. Imágen resultante 
de quitar impurezas
 6.- Solución propuesta
Una  vez  suavizada  la  imagen  pasaremos  a  convertir  la  vista  actual,  desde  una
perspectiva a la altura de la cámara, a una perspectiva cenital, o desde encima. En este caso,
usando  la  premisa  de  que  el  foco  de  visión  de  la  cámara  es  longitudinal  al  suelo,  la
transformación de la  vista consistiría  en aplicar  90º  de rotación sobre  el  eje  horizontal.  El
método consistiría en  proyectar los píxels de la imagen en un espacio virtual de puntos que
según el color de la imagen de disparidad se posicionarían estos. Es decir, si desde la imagen
de disparidad vemos un color blanco querrá decir que ese píxel está enfrente de la cámara, y si
el píxel es de color negro entonces estaría al fondo del rango de visión. Entonces, la intensidad
del  color  de la  imagen  se convertiría  en la  proximidad  a  la  cámara (el  eje  Y de la  futura
imagen), el eje horizontal se dejaría inalterado, pero la altura de la imagen la convertiríamos en
intensidad de la  imagen resultante,  es decir  para pixels  con más altura el  color  sería más
blanco, y para píxels con menos altura sería un color más oscuro.
La imagen resultante que obtenemos es completamente cuadrada, o rectangular. Como
comentábamos antes, el mundo real que se ha filmado ha sido capturado con un cono de visión
por lo que los objetos más cercanos se verán más grandes y los más lejanos más pequeños. El
siguiente  paso será adaptar  nuestra imagen rectangular  al  cono de visión  para  obtener  el
tamaño real de los objetos de la escena en todos los puntos y distancias desde la cámara.
La manera de hacerlo sería simple, según el ángulo de visión calculado anteriormente y
la distancia focal podemos calcular  la forma en que sería el  cono de visión desde la vista
cenital.  Es decir,  un triángulo,  pero como tomamos la distancia focal también de referencia
veremos que queda un trapezoide. Esto es debido que el objetivo digamos que capta la imagen
a partir  de una distancia y la proyecta al sensor, donde este último representaría el vértice
inferior  del triángulo.  Por cada línea de píxels  horizontal  se iría  estrechando ésta según el
esquema del triángulo o trapezoide.
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Fig 21. Ejemplo de un mapa de 
disparidad
Fig 22. Mapa de disparidad 
proyectado en una nube de 
puntos
Fig 23. Ejemplo de plan view 
procesado
 6.- Solución propuesta
Una vez hecho todo esto ya habremos obtenido la vista de planta que necesitamos para
trabajar con ella.
Buscar blobs dentro del frame.
Una vez obtenida una representación del mundo real con una vista cenital, podemos
buscar objetos dentro de la imagen. En este punto la imagen que nos llega es un fondo negro
con objetos a tonos entre blanco y negro, que representa la altura del objeto,  cuando más
blanco más alto sería.
Hablamos de blob como una región dentro de una imagen digital  en la que cumple
ciertas  propiedades,  en  este  caso  un  blob  será  una  porción  de  la  imagen  con  píxels
blanquecinos rodeado de píxeles negros.
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Fig 24. Esquema de transformación de la vista en planta a la vista de la cámara
 6.- Solución propuesta
El  algoritmo  lo  que  haría es  buscar  por  toda  la  imagen conjuntos  de  píxeles
blanquecinos,  blobs.  Una vez encontrado  cada uno de los blobs, se  comprueba si cumple el
tamaño mínimo de una persona. De ser así se comprueba que no supere un tamaño fijado
como máximo de una persona y lo inserta al conjunto de blobs detectados. En caso que supere
el  tamaño se dividiría  dicho blob ya  que  querría decir  que hay dos personas que se han
superpuesto.
Colorizar los blobs del frame.
En este apartado asignaremos un color al blob para poderlo identificar durante toda la
escena. Esto nos es útil  a la hora de tratar con cruces de trayectorias,  superposiciones de
personas, y etc.
Obtendremos dos colores, el color del cuerpo, y el color de la cabeza. Estadísticamente
la altura media del cuerpo de una persona es de 2.5 veces la altura de su cabeza, por lo que el
algoritmo  calculará dos zonas, una sobre la altura de la persona hasta los hombros, y la otra
de los hombros hasta 2.5 veces la altura de la cabeza.
En cada una de estas dos zonas se hará un promedio del color de todos los píxels para
obtener un color representativo y se guardará dentro del blob para más adelante.
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Fig 25. Blobs detectados, encuadrados en un rectángulo verde
 6.- Solución propuesta
Buscar correspondencias entre blobs del anterior frame.
En este apartado buscaremos la correspondencia de los blobs obtenidos en el actual
frame, con respecto del anterior para así poder saber qué blob es en cada frame y generar su
trayectoria sin perderlo de vista.
Primeramente emparejaremos uno a uno los blobs del  frame actual  con el  anterior.
Como suponemos que la gente se moverá por la escena podemos decir que la posición en el
siguiente frame será un punto cercano a la trayectoria que venía haciendo con anterioridad
dicha persona. Para emparejar los blobs haremos una predicción de la posible futura posición
de cada blob y miraremos el más próximo a esta posición futura para saber que es el mismo
blob en frames diferentes. Entonces al blob detectado se le asigna el ID correspondiente y su
velocidad.
La predicción de la posición se obtiene con una simple fórmula:
Posición_futura = Posicion_frame_anterior + Velocidad_del_blob
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Fig 26: Esquema de la búsqueda de correspondencias entre frames
Frame N
Frame N+1
 6.- Solución propuesta
Puede ocurrir el caso de que un Blob desaparezca porque pasa por detrás de un objeto
inanimado, que se haya ido de la escena, o se haya cruzado con otro objeto. Este es el caso en
que no se ha encontrado una correspondencia del frame anterior con el actual. Entonces se
genera un blob en la posición calculada anteriormente, se marca con un contador y se inserta
en el frame actual. Si el contador ha expirado  (el blob lleva muchos frames sin detectarse)
entonces se rechaza el blob ya que quiere decir que ha desaparecido de la escena.
También se puede dar el caso en que dos blobs estén tan cerca que parezcan uno, 
entonces según el tamaño que tenga se dividiría el blob grande entre dos, comprobando que 
los dos blobs nuevos cumplen el tamaño mínimo.
Y  en  el  caso  de  que  aparezcan  nuevos  blobs  se  insertaran  a  la  escena  con  un
identificador nuevo.
Almacenar los datos en memoria.
Una vez realizados los pasos anteriores obtendremos toda la información de cada uno
de los frames y la prepararemos para la representación al usuario, que veremos en el siguiente
apartado.
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6.3.- Representación al usuario de la información procesada
En este apartado comentaré las técnicas que he considerado usar para mostrar al 
usuario toda la información recolectada anteriormente. Podemos subdividir esta tarea en varios 
apartados:
• Capturar los datos procesados.
• Generar la visualización de las rutas
• Generar la visualización de la afluencia
• Generar y renderizar la escena
• Generar la vista zenital
Capturar los datos procesados.
Antes de ver todos los tracks y afluencias deberemos organizarlos un poco para que se
puedan mostrar facilmente. La idea es recorrer toda la información guardada e ir agrupando los
blobs de cada frame por su ID. Así obtendremos todas las posiciones de un blob a lo largo de
todo el tiempo que ha durado la filmación. Con esto podremos trazar la ruta perteneciente a
cada uno de los blobs, y también crear un mapa de la afluencia con las posiciones ocupadas
durante toda la filmación.
Generar la visualización de las rutas
Con los datos que tenemos, podremos
ir a cada lista de posiciones separada por ID y
por cada una de estas listas crear una línea
en  el  espacio  virtual  que  recorra  todas  las
posiciones  en  que  la  persona  ha  sido
detectada,  así  uniendo  las  posiciones  se
obtiene la ruta que ha seguido dicha persona.
Un  boceto  de  lo  que  sería  el  dibujo  del
tracking es la imagen siguiente:
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Fig 27. Boceto de la representación del tracking
 6.- Solución propuesta
Generar la visualización de la afluencia
Para generar la afluencia de la escena nos crearemos un mapa de ocupación por cada
persona detectada, entonces al fusionar dichos mapas podremos crear un mapa de calor sobre
las zonas más transitadas. La fusión de los diferentes mapas se haría sumando cada posible
punto de la nube verticalmente y obteniendo el número de personas que han pasado por ese
determinado punto.
Mostraré un pequeño ejemplo a continuación, en la figura de la izquierda podemos ver
la ocupación de la persona durante toda la filmación. Hemos rellenado en un mapa todas las
posiciones visitadas de la persona teniendo en cuenta su embergadura. En la figura del medio
podemos ver la ocupación de otra de las personas de la escena. Y finalmente en la figura de la
derecha sería la fusión de ambas, donde cada punto de la ocupación se suma para obtener un
valor  para relacionarlo  hacia  un mapa de calor.  Como se puede ver  las zonas que no ha
pasado nadie están vacías (en negro) las zonas poco transitadas está en un color frío (azul) y
en la zona donde se han cruzado trayectorias se puede ver que la ocupación ha sido mayor,
por lo tanto denotándolo con un color un nivel más cálido.
Generar y renderizar la escena
Para representar la escena tenemos que crear un entorno virtual en el que el usuario
pueda navegar por él. El método que propongo consiste en coger la imagen en color y según
su correspondiente mapa de disparidad extruir los píxeles adecuados para que aparezcan más
cerca de la cámara. O sea, los píxeles más oscuros quedarán en el fondo, y a medida que
éstos sean más blancos el punto en el espacio virtual se irá acercando a la cámara. Podemos
ver un ejemplo a continuación.
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Fig 28. Ejemplo de ocupación de 
una persona en la escena
Fig 29. Ejemplo de ocupación de 
otra persona en la escena
Fig 30. Ejemplo de ocupación 
total de la escena
 6.- Solución propuesta
Entonces una vez  recreada la escena podremos pintar por encima las rutas de cada
persona en el caso de ver el tracking, y para el caso de la afluencia mover la cámara hacia
arriba  de la  escena y sobreimprimir  en esta  el  mapa de calor  que hemos generado en el
apartado anterior. 
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Fig 31. Ejemplo de imagen a color Fig 32. Ejemplo de imagen de disparidad
Fig 33. Ejemplo de escena recreada según la imagen a color junto con la disparidad
 6.- Solución propuesta
Generar la vista cenital
La vista cenital que mostraremos será una representación de la escena con sus blobs y
marcando las detecciones encontradas en el frame en el que nos encontremos.
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Fig 34. Ejemplo de vista cenital de referencia
 7.- Entorno de desarrollo
 7.- Entorno de desarrollo
Para el entorno de desarrollo que usaremos tenemos varias opciones a elegir, y varios
apartados como por ejemplo el sistema operativo, librerías, lenguajes de programación, etc...
La  finalidad  de  nuestro  programa  es  que  pueda  ser  ejecutado  en  la  mayoría  de
ordenadores sin importar qué sistema operativo se use, así nos abriríamos un mercado más
amplio.  También  para  abaratar  costes  de  desarrollo  y  por  filosofía  he  decidido  optar por
software libre ya que no se tiene que pagar ninguna licencia por su uso  y cualquiera puede
ayudar a mejorar la herramienta.
Como sistema operativo he elegido GNU/Linux, en concreto las distribuciones Gentoo y
Arch  Linux  que  son  con  las  que  trabajo  normalmente.  Estas  distribuciones  facilitan  la
instalación de programas con unas simples instrucciones en la línea de comandos, por lo que la
instalación de las herramientas no supone ningún problema.
Para el lenguaje de programación, dado que necesitamos que la ejecución sea lo más
rápida posible, he elegido C++. Es un lenguaje con gran velocidad de procesamiento a la par
que con este lenguaje me siento cómodo desarrollando.
Para la representación en 3D de la escena no ha habido muchas alternativas, la única
librería que soporta varias plataformas es OpenGL.
Y  finalmente,  necesitamos  una  librería  gráfica  de  widgets  (elementos  visuales  de
interacción con el  usuario)  que nos permita crear un contexto en OpenGL para mostrar  la
escena. Se pueden considerar varias herramientas como FOX toolkit [6], WXWidgets [7], pero
finalmente he decidido usar Qt [8]. Esta decisión la he tomado porque con Qt se puede usar
una herramienta visual para crear interfaces que facilita mucho el trabajo de crear la ventana
con sus respectivos controles, y es una librería muy extendida en la comunidad del software




Un posible escenario para usar nuestro proyecto podría ser el siguiente:
Fig 35. Escenario de ejemplo para el proyecto
Un lugar donde pueda pasar gente y se quiera saber qué sucede, una cámara filmando 
la escena, y más tarde procesando la filmación capturada.
Una vez elegido el recinto que queremos estudiar, éste será filmado con una cámara
colocada en una posición idónea para abarcar todo el campo visible requerido para el estudio.
Esta  cámara estará  conectada  a  un  ordenador  donde  irá  guardando  todos los  fotogramas




El caso de uso del escenario es el siguiente:
Fig 36. Caso de Uso de la aplicación
Por lo tanto propongo el siguiente diseño de la interfaz:
• El diseño ha de contar con varios campos.
• El primero es una ventana donde se recrea el recinto filmado, y se muestran en
ella los datos procesados.
• Por otro lado deberemos tener unos botones que interactúen con el usuario.
• Primero un botón para que pueda seleccionar el directorio donde se ha hecho la
captura requerida.
• Luego un deslizador para poder ir navegando por todos los frames capturados y
viendo el estado en que se encuentra la escena.
• Y finalmente otro botón para ver por un lado los tracks que se han generado, y
por otro la afluencia de la escena.
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Dado el caso de uso propuesto, de cara a la implementación tendremos que diseñar el
flujo de datos para luego crear la implementación.
Lo  que  deberá  hacer  la  aplicación  es  mostrar  al  usuario  un  diálogo  donde  pueda
seleccionar un directorio donde se guardan todos los frames a procesar. Entonces, una vez
seleccionado, se dispondrá a leer cada fotograma y a procesarlos todos. Una vez procesados
los datos se dibujará en pantalla  la representación de la escena con los datos procesados
sobre impresionados en ésta.
Entonces flujo de datos quedaría reflejado en la siguiente imagen:
Fig 37. Flujo de datos de la aplicación
Dadas estos flujos de datos necesitaremos crear paquetes que se encarguen de cada 
paso.
Podríamos  optar  por  un  patrón  Modelo  Vista  Controlador  que  viene  perfecto  para
nuestra aplicación.
Por un lado, en el modelo (o los datos) podemos encapsular la lectura de datos desde el
dispositivo de almacenamiento, y la escritura de datos adicionales o temporales.
Por otro lado, en la vista, podemos encapsular toda la interacción que hace nuestra aplicación
con el usuario: la captura de eventos y la muestra de datos.
Y por último, en el controlador podemos encapsular todo el procesamiento que se hace una vez
se leen los datos.
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El diagrama de clases propuesto es el siguiente:
Fig 38. Diagrama de clases de Trackflow3D
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 8.- Diseño
En azul denotamos las clases pertenecientes a la Vista, en amarillo a las pertenecientes
a la gestión de Datos, y en verde al Controlador. Adicionalmente el conjunto de clase en rojo
son contenedores para guardar los datos de objetos e información de los frames procesados.
A continuación explicaremos cada apartado.
8  .1.-  Clases de la Vista  
Main
Esta clase será el punto de inicio del programa, donde se cargará toda la aplicación.
MainWindow
Esta clase contendrá la ventana principal  de la interfaz del  programa, la gestión de
eventos, el bucle de ejecución de la aplicación, interactuar con el usuario, etc.
GLWindow
Será la encargada de intermediar entre la ventana principal  y las acciones del usuario
hacia el sistema interno de procesamiento. Por ejemplo, si el usuario aprieta una tecla hará que
la clase pertinente (en este caso TrackingScene, que enseguida veremos) mueva la cámara, o
si selecciona el directorio donde residen los datos que se procese la información y se muestre.
GenericScene
Esta  clase  crea  el  contexto  OpenGL  para  recrear  la  representación  visual  para  el
usuario. Se encarga de gestionar los movimientos de la cámara, zoom, y demás.
TrackingScene
Esta clase es el centro neurálgico de la aplicación. Gestiona todo el flujo de datos y lo
reparte  de  una  clase  a  otra,  a  parte  de  ocuparse  del  pintado  de  la  escena  para  la
representación.  Deriva  de la  clase GenericScene  obteniendo  así  el  contexto  OpenGL para
hacer la representación con los métodos particulares de nuestro caso.
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8  .2.-  Clases de Datos  
TrackingDiskUtils
En este caso únicamente disponemos de un gestor de disco que nos ayudará a acceder
a la información guardada en disco y convertirla a un formato compensible por la aplicación, y
también nos guardará datos intermedios de procesamiento en el disco.
8  .3.-  Clases del Controlador  
TrackingDetection
Esta clase hará de intermediador para dirigir los pasos a la hora de usar el algoritmo
general de detección de tracks y afluencia. En él recaen los 3 procedimientos que usaremos
para el  proceso de los datos,  y gestionará e intercambiará la información entre éstos para
obtener el resultado final.
DepthModule
En esta clase encapsularemos todo los procedimientos para extraer la profundidad de la
escena según las imágenes que se han capturado desde la cámara. Que sería el único dato
pendiente para poder hacer correctamente la representación en 3D del entorno filmado.
ColorModule
Esta  clase  se  encargará  de  obtener  un  color  representativo  de  las  unidades  de
detección que nos vayamos encontrando para así más adelante poder distinguirlas entre sí.
TrackingModule
En esta clase nos encargaremos de detectar todos los posibles objetos que serían las
personas, relacionarlos según el anterior frame y comprobar si una unidad de detección pueden
ser dos personas juntas.
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8  .4.-  Clases del Contenedor de Datos  
FrameInfo
En esta clase guardaremos la información asociada a cada fotograma. El tamaño de la
imagen y la información de las unidades de detección de cada fotograma.
Point
Aquí  guardaremos la  información relacionada  con un punto determinado  en nuestro
espacio tridimensional.
Color
Aquí  se  almacena  la  información  de  un  color  determinado  desglosado  en  sus
propiedades en Rojo, Verde, Azul y grado de transparencia.
Boundary
En esta clase se guardará el tamaño ocupado por una unidad de detección en sus tres
dimensiones. También contiene una función para saber si otro boundary está contenido.
Blob
Esta clase es la unidad de detección de la que hemos hablado hasta ahora. En ella se
recogen varios datos acerca de ésta como puede ser la posición tridimensional,  la posición
vista  desde  el  cielo,  su  velocidad  en  el  espacio,  la  envergadura (Boundary),  los  colores





En este apartado vamos a ver la implementación del proyecto, los algoritmos usados,
los motivos de por qué he decidido usar un método u otro, etc. Lo enfocaré un poco a la línea
de ejecución del programa, es decir, tal como hemos visto anteriormente el flujo de uso del
programa será  que  el  usuario  abre  un  directorio  con  la  información,  dicha  información  se
procesa,  y  finalmente  se  muestra  en  pantalla  para  que  el  usuario  interactúe  sobre  la
representación.
Dividiremos en tres partes el proceso o flujo de datos, por lo que quedaría como a continuación:
De color amarillo es la etapa de obtención de los datos y carga de éstos en memoria.
De color verde es la etapa de procesamiento de dichos datos y almacenamiento en memoria
para la posterior visualización. Y de color azul es la etapa en que los datos procesados se
muestran al usuario y dejamos que interactúe con la interfaz para verlos.
Desde la interfaz gráfica cuando el usuario selecciona un directorio, éste se establece
como el actual a usar para recoger toda la información de cada frame. 
En  la  función  int TrackingScene::setDir(string dir); podremos ver el bucle inicial en el
que se hace la carga y procesamiento de dichos datos, y luego el procesamiento para dicha
visualización.
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Básicamente lo que se hace en esta función es lo siguiente:
• Obtener el listado de ficheros a tratar con la función int numFrames = 
disk.setBaseDirectory(dir);
• Obtener la disparidad de la escena sin movimiento para tener una referencia e insertarla
en el módulo TrackingDetection.
• Navegar todos los frames para en cada uno:
◦ Obtener el frame en cuestión.
◦ Insertar el frame en el módulo TrackingDetection para que se procesen sus datos
◦ Salvar el planView, es decir, la vista zenital generada.
• Generar los tracks para visualizarlos
• Generar la afluencia para visualizarla
Y luego con los datos procesados en la interfaz gráfica se mostrará la representación de
los elementos procesados.
Ahora  nos  adentraremos un  poco  más en  cada  uno  de  los  aspectos  del  algoritmo
utilizado para todos los puntos comentados anteriormente.
9  .1.-  Carga de datos  
La  clase TrackingDiskUtils  será  utilizada  para  encapsular  todas  nuestras  funciones
necesarias para la lectura y escritura de datos en el disco.
Según vemos en la función int TrackingScene::setDir(string dir); la primera instrucción es:
int numFrames = disk.setBaseDirectory(dir);
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Esta función lo que hace es recorrer la estructura de directorios para comprobar donde
están las imágenes de Color, las imágenes de la  profundidad, y si existen, las imágenes que
representan la vista de planta. También se recoge el número de frames total que hay en la
estructura.
La estructura inicial propuesta era la siguiente:
Dentro de un directorio inicial nos encontraremos con 2 directorios y dos ficheros. Los
directorios serán 2D y Z, y los ficheros serán backgroundRGB y backgroundDM.
En el  directorio 2D residirán todos los frames con su representación en color  de la
escena, es decir, lo que cualquier cámara normal vería. En el directorio Z se encuentran todos
los frames con la  representación de la  disparidad (o profundidad)  de la  escena filmada.  Y
después  los  dos  ficheros  son  una  representación  de  la  escena  en  vacío,  sin  personas,
backgroundRGB para el color y backgroundDM para la disparidad.
Más tarde veremos que se crearán más directorios para ficheros intermedios y de ayuda a la
representación.
Acto seguido obtenemos la imagen de disparidad de referencia y la insertamos en el
módulo TrackingDetection, que comentaremos más tarde el proceso y su cometido.
Para  la  navegación  entre  frames necesitaremos  implementar  funciones,  de  ésto  se
encargarán  las  funciones  setFrame  para  situarnos  en  un  frame  exacto,  nextFrame  para
acceder al siguiente, previousFrame para acceder al anterior, y getActualFrame para saber en
qué frame nos situamos.
Por  cada  frame que  tratemos hemos  de  obtener  toda  la  información  que  nos  será
necesaria sobre éste. Para ello he implementado la función getFrameData, que dado el frame
en  el  que  estemos  posicionados  en  ese  momento  nos  retornará  la  información  sobre  los
colores del frame, la profundidad, la vista de planta, y el tamaño de cada frame.
Una vez obtenidos estos datos, los insertaremos en el módulo TrackingDetection para
procesarlos.
Una vez procesados guardaremos la representación de la  vista en planta para más
tarde poder entender mejor la visualización de los datos a la hora de representarlos al usuario.
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9  .2.-  Procesamiento de los Datos  
Como  hemos  comentado  en  el  anterior  apartado,  la  entrada  hacia  todo  el
procesamiento de datos es la instrucción
td.insertFrame(image, disparityMap, planView, imgWidth, imgHeight);
Desde  aquí  trabajaremos  con  los  tres  sub-módulos  (el  módulo  de  color,  el  de
profundidad y el de tracking) para obtener toda la información necesaria.
Como vimos anteriormente, el algoritmo se define en los siguientes pasos:
• Especificar los datos de la cámara usada para obtener el ángulo de visión de ésta.
• Obtener la vista de planta y prepararla para tratarla.
• Buscar blobs dentro del frame.
• Colorizar los blobs del frame.
• Buscar correspondencias entre blobs del anterior frame.
• Almacenar los datos en memoria.
Especificar los datos de la cámara
Como hemos visto anteriormente, deberemos especificar los datos de filmación de la
cámara para poder convertir el mundo filmado a una representación fidedigna del mundo real. 
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Recuperando la fórmula comentada anteriormente[1]:
donde alpha es el ángulo en grados, d es el alto de la imagen obtenida en el foco de la cámara,
y f es la distancia focal. Usaremos la función 
void DepthModule::setAOVData(int hImgDimension, int focalLength);
para especificar la altura del foco y la distancia focal, esta función calculará el ángulo de visión
para configurar la cámara que usaremos en la representación en OpenGL.
Obtener la vista de planta
Para obtener la vista de planta nos basaremos en el mapa de disparidad, desde el cual
trataremos hasta conseguir la vista cenital que nos servirá para tratar mejor los datos.
Crearemos una copia del mapa de disparidad y le restaremos el fondo de referencia que
hemos obtenido anteriormente para obtener los objetos que se han incorporado a la escena.
La manera de implementarlo es mirando todos los pixels uno por uno y comprobando
que si el color que se obtiene restado del fondo de referencia es diferente de 0 entonces en ese
píxel ha habido actividad, por lo que se copia el valor, si nó, se pone en negro ese color para
obviarlo más adelante.
Una vez hecho esto, usaremos un algoritmo de suavizado de bordes, ya que puede
haber suciedad en la imagen, pequeños píxels que por el cambio de luz puedan quedarse en
los bordes y no aportar información a la escena.
Este algoritmo lo podemos encontrar en esta función:
void DepthModule::smoothDM(unsigned char* pDM, int pImgWidth, int pImgHeight,
int pixels, int iterations);
Básicamente lo  que hace es mirar  cada píxel  qué color  tiene,  y  comprobar si  a  su
alrededor en los 8 píxels colindantes existe el mismo color que él. Cuenta cuántos píxels de su
mismo color  lo  rodean  y  si  supera  un cierto  número  deja  el  píxel  en  la  imagen,  en caso
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contrario, lo descarta. Esto se hace varias iteraciones para que quede más pulido. Según las
pruebas los parámetros que mejor resultado dieron fueron usar 3 iteraciones y que alrededor
de un píxel existan 3 píxels del mismo color.
Una vez suavizada la imagen pasaremos a convertir la vista desde una perspectiva a la
altura de la cámara a una perspectiva cenital, o desde encima. El algoritmo es muy sencillo, se
crea una nueva imagen en la que convertimos el color de dicha imagen a altura de la nueva
imagen.
Nuestra imagen de disparidad contiene los objetos más próximos en un tono blanco
más claro, y los objetos lejanos con un tono más oscuro hasta llegar al negro. Como la rotación
de la cámara es de 90º la conversión es fácil, si la cámara estuviese en otro ángulo se debería
calcular más exactamente la conversión. Entonces, los píxels más claros quedarán por debajo
de la imagen y los más oscuros por encima.
Ahora tan sólo nos queda representar el cono de visión filmado por la cámara. 
Usaremos esta función para ello:
void DepthModule::warpDM(unsigned char* pDM, int& pImgWidth, int& pImgHeight,
unsigned char*& warpedDM);
La función lo que hace es que según la proximidad al foco que hayan de los píxels los
irá concentrando más o menos.  Usaremos el  ángulo de visión obtenido anteriormente para
calcular cómo debería ser la representación del cono.
El algoritmo lo que hará es generar la misma imagen pero según la proximidad al foco 
de visión se irán eliminando un porcentaje de píxels de la línea horizontal, por lo que irá 
quedando cada vez más estrecha a más proximidad.




Buscar blobs dentro del frame.
Con la vista cenital generada podemos buscar objetos dentro de la ésta. En este punto
la imagen que nos llega es un fondo negro con objetos a tonos entre blanco y negro, que
representa la altura del objeto, cuando más blanco más alto sería.
El  algoritmo  lo  que  hace  es  buscar  por  toda  la  imagen conjuntos  de  píxeles
blanquecinos. Una vez encontrado comprueba si cumple el tamaño mínimo de una persona. De
ser así se comprueba que no supere un tamaño fijado como máximo de una persona y lo
inserta al conjunto de blobs detectados. En caso que supere el tamaño se dividiría dicho blob
ya que querría decir que hay dos personas que se han superpuesto.
El algoritmo para buscar blobs se basa en mirar cada píxel y comprobar si contiene un
color válido y si no se ha visitado con anterioridad. Entonces busca los extremos del conjunto
de píxels y crea el Blob con sus características.
Una  vez  obtenidos  todos  los  blobs  obtendremos  sus  nuevas  coordenadas  como si
estuviesen en el mundo real. En este caso almacenamos tanto los datos del mundo filmado
como el real.
Colorizar los blobs del frame.
Para obtener los colores correspondientes, el color del cuerpo, y el color de la cabeza,
dividiremos en dos zonas la persona. Como hemos visto con anterioridad la altura media del
cuerpo  de  una  persona  es  de  2.5  veces  la  altura  de  su  cabeza,  por  lo  que  el  algoritmo
calculará dos zonas,  una sobre la altura  de la persona hasta los hombros, y la otra de los
hombros hasta 2.5 veces la altura de la cabeza.
En cada una de estas dos zonas buscaremos el color de cada píxel válido y se hará un
promedio  del  color  con  todos  ellos,  entonces  obtendremos  un  color representativo  y  se
guardará dentro del blob para más adelante.
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Buscar correspondencias entre blobs del anterior frame.
En este apartado buscaremos la correspondencia de los blobs obtenidos en el actual
frame, con respecto del anterior para así poder saber qué blob es en cada frame y generar su
trayectoria sin perderlo de vista.
Primeramente emparejaremos uno a uno los blobs del frame actual con el anterior. Para
esto haremos una predicción de la posible futura posición del blob y miraremos el más próximo
a esta  posición  para  saber  que  es  el  mismo blob  en  frames  diferentes.  Entonces  al  blob
detectado se le asigna el ID correspondiente y su velocidad.
La predicción consiste en que por cada blob de la imagen anterior se suma la velocidad
a su posición, así obteniendo una posible posición donde estaría si siguiese la ruta que llevaba.
Puede ocurrir el caso de que un Blob desaparezca porque pasa por detrás de un objeto
inanimado, que se haya ido de la escena, o se haya cruzado con otro objeto. Este es el caso en
que no se ha encontrado una correspondencia del frame anterior con el actual. Entonces se
marca dicho blob con un contador y se inserta en el frame actual. Si el contador ha expirado
entonces se rechaza el blob ya que quiere decir que ha desaparecido de la escena.
También se puede dar el caso en que dos blobs estén tan cerca que parezcan uno, 
entonces según el tamaño que tenga se dividiría el blob grande entre dos, comprobando que 
los dos blobs nuevos cumplen el tamaño mínimo.
Y  en  el  caso  de  que  aparezcan  nuevos  blobs  se  insertaran  a  la  escena  con  un
identificador nuevo.
Almacenar los datos en memoria.
Una vez realizados los pasos anteriores obtendremos toda la  información del frame
actual preparada para la representación al usuario. Insertamos dicha información en un vector
para que luego el paquete de visualización lo pueda representar correctamente.
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9  .3.-  Visualicación de los Datos  
En este apartado generaremos la visualización de los datos que anteriormente hemos
procesado para representarla al usuario.
Seguimos en la función  int TrackingScene::setDir(string dir); pero ya hacia el final. En
este caso podemos ver que las 4 últimas instrucciones son las encargadas de recolectar los
datos y así generarlos para el apartado visual.
Este apartado se puede subdividir en cinco procedimientos:
• Capturar los datos procesados.
• Generar la visualización de los tracks
• Generar la visualización de la afluencia
• Generar y renderizar la escena
• Generar la vista zenital
Capturar los datos procesados.
La función vector< vector<Blob> > TrackingDetection::getTracks(); será la encargada de
recolectar los datos.
Para recolectar los datos procesados simplemente tendremos que recorrer todos los
frames  e  ir  agrupando  los  blobs  de  cada  frame  por  su  ID.  Así  obtendremos  un  vector
identificado por ID's en el que cada objeto es otro vector conteniendo la lista de blobs por cada
frame.
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Generar la visualización de los tracks
La función encargada de de generar los tracks virtuales será 
void TrackingScene::createTracks(vector< vector<Blob> >& tracks);
En este momento ya damos por  sentado que hay creado el  contexto de la  escena
virtualizada, el cual explicaré más adelante. 
Con los datos que tenemos recorreremos el primer vector de la lista de vectores, el cual
contiene la lista de blobs por cada frame. Entonces por cada frame dibujaremos una línea recta
desde la posición en que esté el  blob en dicho frame.  Haciéndolo así  por cada frame nos
resultará en una línea que representará el trayecto por donde ha pasado ese blob.
Y así haremos sucesivamente con los demás vectores.
Para  acelerar  la  renderización  de  la  escena  encapsularemos  las  instrucciones  de
pintado dentro de una lista, dado que OpenGL lo procesa mucho más rápido.
Generar la visualización de la afluencia
La función encargada de de generar los tracks virtuales será void 
TrackingScene::createFlow(vector< vector<Blob> >& tracks);
En esta ocasión para generar la afluencia nos crearemos un mapa de posiciones, de las
dimensiones  de  la  representación  zenital  de  la  escena,  para  entonces  por  cada  posición
ocupada saber cuantas veces ha sido ocupada esta.
Recorreremos la lista de blobs por ID tal como hemos hecho anteriormente. En este
caso por cada lista de blobs y por cada frame de dicha lista, lo que haremos es  buscar su
tamaño en la escena y marcar las posiciones que ocupa como visitadas, así obtendremos un
mapa donde quedarán plasmadas todas las posiciones en las que ha estado dicho objeto o
persona.
Entonces, una vez teniendo por cada ID su mapa de posiciones las fusionaremos en 
una sola. Es decir, por cada posición del mapa contaremos cuantos ID's han visitado dicha 
posición y nos guardaremos el número en la posición. Con esto, y haciéndolo por cada una de 
las posiciones obtendremos un rastro de los sitios por donde ha ido pasando cada persona y la 
cantidad de distintas personas que han pasado. Con estos datos podemos generar un mapa de
calor de la zona. Que es lo que haremos a continuación.
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Para generar el mapa de calor el procedimiento es que en el mundo virtual generado
nos creemos una capa superior por encima de la escena en la que iremos coloreando según
corresponda un color u otro. Por lo tanto generaremos una malla de cuadrados en el que cada
uno representará una posición del mapa de calor. Por cada cuadrado le asignaremos un color
que corresponderá con la afluencia que tiene esa posición del mapa.
Al igual que anteriormente, para acelerar la renderización de la escena encapsularemos
las instrucciones de pintado dentro de una lista, y además utilizaremos triángulos para crear los
cuadrados  dado  que  las  tarjetas  gráficas  son  más  rápidas  generando  triángulos  que  no
cuadrados.
Generar y renderizar la escena
En este apartado comentaremos la generación del contexto de OpenGL y la generación
de la visualización. La inicialización de los datos y la generación de la escena se hace al inicio
de la aplicación, por lo que ya no nos encontramos dentro de la función setDir.
Para la visualización de la escena he pensado en crear una representación de cada
frame  en  el  que  nos  encontremos,  y  por  encima  de  ello  dibujar  los  tracks  y  la  afluencia
calculada. También para guiarnos mejor dentro de la escena he creído conveniente dibujar un
eje de coordenadas.
Para empezar, cuando acabamos de cargar todos los datos, se representa el primer
frame.  Y  si  movemos  la  barra  deslizadora  cambiaremos  de  frame.  Entonces,  una  vez
seleccionado un frame buscaremos los datos (imagen a color, imagen de disparidad y la vista
de planta) en el disco, acto seguido haremos el procesamiento del frame a través de la función
bool TrackingScene::processFrame();
En esta función lo que hacemos es generar una lista de instrucciones OpenGL para
visualizar  la  escena.  Primeramente  se  recrea  la  escena  con  la  función  void
TrackingScene::createFrame()
 y luego obtenemos la información del frame actual para poder dibujar unos marcadores encima
de los objetos detectados.
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Para recrear la escena he probado dos métodos,  extrusión por píxel, y generación de
una  malla  triangular.  Primeramente  usé  la  extrusión  por  píxel  y  más  tarde  al  ver  que  el
rendimiento no era suficiente usé la malla triangular con la que mejoró bastante los frames por
segundo. Detallaré los dos métodos a continuación:
• Extrusión por píxel
La  idea  es  representar  con  un  cuadrado  cada  píxel  de  la  imagen  en  color,
entonces según la imagen de disparidad acercar dicho cuadro hacia la cámara para
denotar  la  profundidad.  Y  luego  rellenar  los  huecos  entre  cuadrados  con  más
cuadrados. Cada cuadrado se pintaría del color del píxel correspondiente, así recreando
fidedignamente la escena. Debajo podemos ver un ejemplo de la representación.
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Fig 43. Ejemplo del detalle de renderizar la escena usando el método de extrusión por píxel
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• Malla triangular
Para generar la malla triangular lo que hacemos es algo similar a la extrusión
comentada  anteriormente  pero  con  otro  acercamiento.  Aquí  no  enviaremos  hacia
adelante los cuadrados, si no que iremos generando triángulos con cada dos vértices en
la  posición  que  estaría  dicho  cuadrado,  y  los  triángulos estarán  concatenados  uno
detrás  del  otro.  Con  esto  conseguimos  reducir  mucho  el  número  de vértices  en  la
escena. Debajo también podremos ver la misma escena con este método.
Viendo  de  cerca  los  dos  acercamientos  se  puede  diferenciar  un  cambio  bastante
aparente, pero si vemos la escena desde una distancia la diferencia es casi inapreciable, por lo
que resulta mucho mejor usar la malla de  triángulos porque el  procesamiento del frame es
mucho más rápido y obtenemos más frames por segundo a la hora de navegar la escena.
Podemos ver un ejemplo a continuación:
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Fig 45. Ejemplo de renderización de la escena usando el método de extrusión por píxel
Fig 46. Ejemplo de renderización de la escena usando el método de malla de triángulos
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Como podemos comprobar, la diferencia es prácticamente inapreciable.
En los dos tipos de vista que utilizamos,  para ver los tracks y para ver la afluencia
utilizaremos la misma escena renderizada, pero cambiando la cámara usada.
En el  caso de  la  vista  de trackings  utilizaremos  una  perspectiva  de proyección,  como las
cámaras normales. Esto lo que representa es un cono de visión como estamos acostumbrados
normalmente, tanto como vemos las personas, como en el cine, y etc.
En el caso de la afluencia la vista será desde arriba, pero en este caso usaremos una
proyección ortogonal, es decir, lo que veremos en pantalla es un prisma rectangular en la que
no hay deformaciones de según la profundidad. De esta manera podremos ver correctamente
el mapa de calor que hemos dibujado anteriormente sobre la escena.
Generar la vista cenital
La vista cenital que mostramos es una representación de la escena con sus detecciones
marcadas.  Como ya hemos guardado a la  hora de procesar la  imagen pertinente tan solo
tendremos  que  recuperarla  para  mostrarla.  Adicionalmente  dibujaremos  por  encima  un
cuadrado cuando detectemos una persona y un punto en el centro de éste para indicar el color
y si se ha perdido la detección de la persona o no.
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 10.- Pruebas y resultados
Inicialmente se había planteado filmar varias escenas con las cámaras estereoscópicas
para  hacer  las  pruebas  y  ver  como  se  iban  generando  los  resultados,  pero  por  varios
problemas  no nos pudieron  llegar  las  cámaras correctas.  El  motivo  fue que  dado  que  las
cámaras más baratas únicamente proporcionaban dos imágenes RGB, con las que después se
tenía  que  calcular  la  disparidad  externamente  con  otro  algoritmo  (por  software)  y  dichos
algoritmos no producían resultados suficientemente correctos para nuestro proyecto. Por otro
lado, las cámaras que generaban directamente el mapa de disparidad, por aquella época, se le
iba  mucho  de  presupuesto  a  la  empresa.  Había  constancia  de  que  no  mucho  más  tarde
saldrían cámaras estereoscópicas con precios más asequibles que proporcionaban el mapa de
disparidad a parte de la imagen. Algún ejemplo que podemos ver ahora es la cámara Kinect de
Microsoft.
Debido a este pequeño contratiempo la solución que se tomó en la empresa fue generar
un escenario sintético. Es decir, con una herramienta de creación gráfica en 3D, tal como 3D
Studio Max, se creaba una escena virtual donde pasaban personas por delante de la cámara.
Se generaron tanto los frames de color como los de disparidad. Y esto fue lo que se usó para
hacer las pruebas del proyecto.
Para evaluar la corrección de las pruebas no nos podemos guiar por unas estadísticas
sobre valores, su distancia con el valor óptimo, y demás. Para poder comprobar si el algoritmo
actúa correctamente lo que haremos es visualizar la escena representada y comprobar si el
comportamiento  es  el  correcto.  Para  ello  podemos  dividir  las  pruebas  en  varios  casos
comprometidos o principales en los que el funcionamiento es esencial:
• Seguimiento correcto del personaje
• Seguimiento correcto a la hora de perder momentáneamente al personaje
• Seguimiento correcto cuando se cruzan trayectorias entre personajes
• Afluencia
Las pruebas las haremos con el directorio test-dm2 proporcionado.
Con estos tres apartados podemos asegurarnos que el algoritmo de detección funciona 
correctamente y es factible su utilización. Pasemos a comprobar cada uno de los apartados.
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10  .1.-  Seguimiento correcto del personaje  
Para este caso debemos comprobar que para los personajes que hay en la escena los
marcadores están encima de ellos, y que el personaje al moverse va sobre el track dibujado por
encima de la escena.
Si miramos el resultado obtenido por el programa podemos ver en la escena que el
personaje en todo momento tiene el marcador encima de la cabeza, y en la vista zenital el
recuadro es correcto y su marca también. 
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Fig 47. Comprobación de marcadores correctamente situados
 10.- Pruebas y resultados
10  .2.-  Seguimiento correcto a la hora de perder momentáneamente al  
personaje
Este  caso  nos  lo  encontramos  cuando  por  encima  de  la  trayectoria  que  sigue  el
personaje hay algún objeto que tapa su visión a la cámara, y por lo tanto desaparece de la
escena.  Para  este  caso  nos  podemos  ir  otra  vez  al  programa  para  comprobar  su
comportamiento.
Podemos ver en la vista de planta que el personaje oculto se muestra con una X en su
marcador, esto es que lo ha perdido de vista, pero si seguimos con la animación veremos que
cuando vuelve a estar visible el sistema reconoce que es el mismo personaje y continua con su
trayecto.
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Fig 48. Comprobación del correcto funcionamiento a la hora de perder el objeto
 10.- Pruebas y resultados
10  .3.-  Seguimiento correcto cuando se cruzan trayectorias entre  
personajes
En este  caso  el  problema  surge  cuando  dos  personajes  se  cruzan.  Pueden  haber
problemas como que los identificadores se asignen erróneamente, o intercambien entre los dos
personajes detectados, también existe el problema anterior, que al perderse de vista no vuelva
a recuperar el trayecto que se estaba haciendo.
Como podemos comprobar observando la visualización, en este caso los dos 
personajes al cruzarse y salir del cruce mantienen su identificador intacto, así que la detección 
se efectúa correctamente y cada personaje mantiene su trayecto asignado.
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Fig 49. Comprobación de correcto funcionamiento al cruzar trayectorias
 10.- Pruebas y resultados
10  .4.- Afluencia  
En este caso debemos comprobar que las zonas transitadas vayan cogiendo un color 
más caliente que las zonas no transitadas. Podemos verlo en el programa.
Como podemos comprobar, las zonas transitadas por los 3 personajes adopta un tono 
más rojo, en cambio en las zonas donde ha habido solo un personaje es de color azul.
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Fig 50. Comprobación de afluencia correcta
 10.- Pruebas y resultados
10  .5.- Conclusión de las pruebas  
Como hemos visto, las pruebas que hemos realizado han sido satisfactorias, por lo que 
podemos decir que el algoritmo tiene un buen funcionamiento.
El escenario ideal sería una filmación con una cámara 3D, pero en este caso no ha sido 
posible y con la prueba sintética podemos obtener una idea de si su aplicación sería correcta o 
no, que en este caso es afirmativo.
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 11.- Planificación temporal
La planificación del proyecto se ha dividido en varias fases, investigación, planteamiento
de la  solución,  diseño,  implementación,  pruebas  y  tests,  y  finalmente  la  elaboración  de la
documentación.
Una parte importante del tiempo usado ha sido la investigación de los estudios que he
ido recolectando, comparando unos con los otros para ver qué forma sería la más idónea para
el proyecto. Por otro lado otra gran carga de trabajo ha sido implementar el algoritmo para
procesar las imágenes y llegar hasta la visualización. La parte de visualización he requerido
una comprobación de dos algoritmos para así acelerar más el movimiento. El tiempo dedicado
a  la  memoria  es  largo,  pero  no  intenso,  he  dedicado  pequeños  intervalos  de  tiempo a  ir
haciendola.
A continuación podemos ver un diagrama que nos muestra el tiempo usado en cada
tara.
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Fig 51. Diagrama de Gantt de la planificación temporal
 12.- Planificación económica
 12.- Planificación económica
En este capítulo veremos el coste económico que supone la creación de este proyecto.
Lo desglosaremos por un lado en coste de horas de trabajo, y por otro en el coste del material,
es decir, el ordenador para desarrollo y la supuesta cámara que se usaría para capturar las
escenas.
Podemos desglosar el coste de horas de trabajo de la misma forma que la planificación
temporal, así quedando la siguiente tabla:
Nota: En el caso de la documentación como he considerado que de las 8 horas diarias de
jornada laboral se hacía la documentación una, he dividido entre 8 los días que salían por tal
de contar las horas reales, a lo que 50 días entre 8 nos da 6.25.
Para el coste de equipamiento podemos ver la siguiente tabla. Como he comentado
antes, al hacer servir software libre no hemos tenido que pagar ninguna licencia de uso.
Nota2: En este caso he considerado el coste de una cámara actual de filmación 3D de altas 
prestaciones, pero como ya he comentado con anterioridad, este proyecto se hizo con un 
conjunto de imágenes sintéticas, por lo que el coste sería distinto.
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Fig 52. Tabla de costes de horas de trabajo
Tarea Horas Coste
Investigación 14 112 35.00 € 3,920.00 €
Planteamiento de la solución 17 136 35.00 € 4,760.00 €
Diseño 8 64 30.00 € 1,920.00 €
Implementación 53 424 25.00 € 10,600.00 €
Testing 5 40 15.00 € 600.00 €
Documentación 6.25 50 20.00 € 1,000.00 €





Fig 53. Tabla de costes de equipamiento
Equipamiento Coste
Ordenador 800.00 €
Cámara Estereoscópica 1,500.00 €
Total 2,300.00 €
 12.- Planificación económica
Finalmente si sumamos el coste de las horas de trabajo con el coste del equipamiento 
nos resulta lo siguiente:
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Fig 54. Tabla de coste final del proyecto
Area Coste
Horas de trabajo 22,800.00 €
Equipamiento 2,300.00 €
Total 25,100.00 €
 13.- Conclusiones y planes futuros
 13.- Conclusiones y planes futuros
Por lo que hemos visto, el algoritmo funciona bastante bien en el escenario usado de
referencia.  El  paso  siguiente  sería  probarlo  en  un  escenario  real  con  una  cámara
estereoscópica. Dado que Kinect tiene tanta influencia mediática y además es la cámara más
barata disponible, el siguiente paso sería adaptar el proyecto para procesar los datos que van a
llegar desde Kinect, o hacer un capturador para guardar los datos con nuestro formato.
Otra opción muy valorable sería adaptar el algoritmo para que la cámara pudiese estar
a cualquier ángulo y altura para así poder captar la escena desde una mejor posición para verla
entera. De esta manera podríamos evitar muchas oclusiones por objetos delante de otros.
Un algoritmo de detección de caras podría ser bastante útil para descubrir si la persona
detectada es realmente una persona o un objeto, y por otro lado, saber hacia donde estaría
mirando en cada momento.
Una propuesta más avanzada podría ser el hecho de usar varias cámaras para grabar
la escena, sincronizar las imágenes y así poder recrear mucho más fidedignamente la escena.
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 14.- Manual de usuario
Al iniciar la aplicación la primera pantalla con la que nos encontraremos será la 
siguiente:
En ella nos encontramos la zona de visión en negro, la zona del Plan View (vista de
planta o cenital), y debajo los menús para interactuar. Tenemos el botón 'Open Directory' que al
apretarlo nos abrirá un diálogo para seleccionar un directorio que contenga la información a
procesar. Un botón llamado 'Quit' con el que podremos salir de aplicación. Y también vemos
que dispondremos de más objetos para interactuar, los cuales explicaré a continuación. 
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Fig 55. Primer pantalla al abrir la aplicación
 14.- Manual de usuario
Primeramente abriremos un directorio para procesar los datos, y una vez finalizada la
carga veremos algo así:
En el cuadro de texto de abajo veremos la ruta hacia el directorio elegido. En la zona del
medio,  a  la  izquierda,  veremos  la  representación  de  la  escena  virtual,  y  a  la  derecha  la
representación  de  la  vista  cenital.  Debajo  de  las  dos  escenas  tenemos  dos  apartados:
'Tracking' y 'Flow'. Con el primero podremos navegar a través de los frames de toda la captura
para ver los momentos que precisemos,  moveremos el  track bar llamado 'Timeline'  para ir
cambiando el  frame que se muestra.  Por  ejemplo,  si  seleccionemos  un frame al  azar  nos
quedará la siguiente pantalla.
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Fig 56. Pantalla que se nos muestra al procesar el directorio elegido
 14.- Manual de usuario
En la pantalla de ejemplo podemos ver que en la vista izquierda de la escena se pueden
ver las trayectorias que han hecho las personas, y su marcador correspondiente encima de
éstas. Al representar un frame de por medio de la filmación podemos ver también como las
personas detectadas están en su trayectoria detectada. En la vista cenital podemos ver como
se vería la escena desde arriba, identificando así las dos personas con su respectivo color.
Desde esta pantalla podemos usar el ratón y el teclado para navegar por la escena.
Apretando  con  el  botón izquierdo del  ratón y  arrastrando  el  cursor  por  la  escena  virtual
podemos rotar la cámara horizontalmente y verticalmente. Con el  botón derecho podemos
hacer zoom con la cámara.
Y en cuanto a las teclas, podemos mover la cámara horizontalmente con las teclas A y
D, podemos avanzar y retrasar la cámara con W y S, subir y bajar la cámara con las tecals E y
Q. Y luego manualmente con la tecla C podemos avanzar un frame, y con la tecla X retroceder
el frame. Con las teclas R y F podemos aumentar y disminuir el zoom, y finalmente con la tecla
T podemos cambiar entre el algoritmo de malla triangular y el de extrusión por píxel.
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Fig 57. Vista de un frame al azar de toda la filmación
 14.- Manual de usuario
Si seleccionamos el apartado 'Flow' la escena cambiará un poco. Se nos presenta la
escena  desde  una  vista  superior  y  con  el  mapa  de  calor  sobrepuesto.  En  este  apartado
tenemos un checkbox para elegir si mostrar el mapa de calor 'Mostrar flow' y dos radio buttons
para elegir entre mostrar la vista superior, o usar la cámara normal para navegar por la escena.
Pongo un ejemplo a continuación:
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Fig 58. Ejemplo de interfaz con el apartado de la afluencia
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