Introduction
Nonlinear backward stochastic differential equations (BSDE) were firstly introduced by the seminar paper of Pardoux and Peng (1990) under Lipschitz condition. Since then, many works have been done to weaken the hypothesis on generator. A very important case is quadratic BSDE, i.e., the generator of BSDE has a quadratic growth in z. Kobylanski (2000) derived the existence and uniqueness of solution of quadratic BSDE with bounded terminal variable. Briand and Hu (2006) proved an existence result for quadratic BSDE with exponential integral terminal variable. Recently, Bahlali et al. (2017) obtained the existence and uniqueness of solution of quadratic BSDE with L 2 integral terminal variable, but the quadratic term takes the form f (y)|z| 2 , where f is global integral on R. Yang (2017) further considered the L p (p ≥ 1) solution of quadratic BSDE, whose quadratic term still takes the form f (y)|z| 2 , where f is global integral on R and bounded on any compact subset of R. A one to one transformation u f based f and Itô-Krylov's formula play a crucial role in the works of Bahlali et al. (2017) and Yang (2017) . Then the follow problems arise naturally,
• does BSDE with generator f (y)|z| 2 has a solution? when f is defined on an open interval D and locally integral. In the affirmative case, which space does the solution belong to?
The note is devoted to studying the BSDE with generator f (y)|z| 2 , when f is defined on an open interval D and locally integral. A important case that f (y) = 1 y has been considered in the recent work of Bahlali and Tangpi (2018) . Following Bahlali et al. (2017) and Yang (2017) , we also use a one to one transformation u f based f and Itô-Krylov's formula. To deal with our problem, our transformation u f is an antiderivative of f on D, while the transformations u f in Bahlali et al. (2017) and Yang (2017) are antiderivatives defined on R with u f (0) = 0. In this note, we firstly obtain an existence and uniqueness result of bounded solution of such BSDE, then explore the L 2 solution of such BSDE with unbounded terminal variable under some additional conditions. We also study some properties of such BSDEs with unbounded terminal variables. A strict comparison theorem for such BSDEs is established. With this strict comparison theorem, a converse comparison theorem for such BSDEs is obtained under some regular conditions on f .
Preliminaries
Let (Ω, F, P ) be a complete probability space, (B t ) t≥0 be a d-dimensional standard Brownian motion on (Ω, F, P ). Let (F t ) t≥0 denote the natural filtration generated by (B t ) t≥0 , augmented by the P -null sets of F. Let |z| denote its Euclidean norm, for z ∈ R d . Let T > 0 be a given real number and T 0,T be the set of all stopping times τ satisfying 0 ≤ τ ≤ T . Let D ⊂ R be an open interval taking the following forms (a, b), (a, +∞), (−∞, b), or (−∞, +∞), where a and b are two real numbers and a < b. We define the following usual spaces L 1,loc (D) = {f : f : D → R, is measurable and locally integral}; L D (F T ) = {ξ : F T -measurable random variable whose range is included in D}; L p (F T ) = {ξ : F T -measurable R-valued random variable and E [|ξ| p ] < ∞}, p ≥ 1; S = {ψ : R-valued continuous predictable process}; S 2 = {ψ : process in S and ψ 2 S 2 = E sup 0≤t≤T |ψ t | 2 < ∞}; S ∞ = {ψ : process in S and
such that f and its generalized derivation f ′ and f ′′ are all locally integral measurable functions}.
For f ∈ L 1,loc (D), we will define a transformation u f (x), which plays an important role in this paper. Given α ∈ D, we define
Given ξ ∈ L D (F T ), we can easily check that for different α ∈ D, the integrability of u f (ξ) are the same. Let V := {y : y = u f (x), x ∈ D}. From some basic computations, we can get the following properties for u f (x).
, this note considers the following one-dimensional BSDE
where ξ is the terminal variable and T is the terminal time. This equation is denoted by BSDE(f (y)|z| 2 , ξ), which has been studied by Bahlali et al (2017) and Yang (2017) in the case that f is global integral on R. In this note, f is assumed to be defined and locally integral on the open interval D. (1) and
The following Example 1 shows some common cases contained in our setting, not covered by Bahlali et al (2017) and Yang (2017) .
, where c = 0 is a constant; 
Then, there exists a positive constant γ depending on K and
where
Proof. In fact, if we replace the stopping time τ R in Bahlali et al. (2017, Proposition 2.1) by , we can obtain the following Itô-Krylov's formula, which is an extension of Itô formula, can be used to treat BSDE(f (y)|z| 2 , ξ) where f is measurable. 
Proof. Since the range of ξ is included in a closed subset of D, by Lemma 2.1(ii), we know the range of u f (ξ) is included in a closed subset of V . Then by martingale representation theorem and Briand and Elie (2013, Proposition 2.1), we can get BSDE(0, u f (ξ)) has a unique solution (
. From this, we can get that the range of y t is included in a closed subset of V. Thus by Lemma 2.1(v), we can apply Lemma 2.3 to u −1 f (y t ), and then by Lemma 2.1(iii)(v) and setting
we can get BSDE(f (y)|z| 2 , ξ) has a solution (Y t , Z t ) ∈ S ∞ × H 2 BM O such that the range of Y is included in a closed subset of D. Conversely, for a solution (Y t , Z t ) ∈ S ∞ × H 2 BM O of BSDE(f (y)|z| 2 , ξ) such that the range of Y is included in a closed subset of D, by Lemma 2.1(i), we can apply Lemma 2.3 to u f (Y t ), and then by Lemma 2.1(i)(iii), we can get ). This induces a contradiction.
Proof. Similar as the proof of Proposition 3.1, by Lemma 2.1 and Lemma 2.3, we can get
For n ≥ 1, we define the following stopping time
Then by Lemma 2.1(i), we can get that
. By Lemma 2.1(i) and Fatou's lemma, we have
Moreover, if there exists a constant β > 0 such that f ≥ β, a.e.D, or f ≤ −β, a.e.D, then by Lemma 2.1(iv), we have
and there exists a constant β > 0 such that f ≥ β, a.e.D, then BSDE(f (y)|z| 2 , ξ) has at least one solution (Y t , Z t ) ∈ S 2 × H 2 .
(
and there exists a constant β > 0 such that f ≤ −β, a.e.D, then BSDE(f (y)|z| 2 , ξ) has at least one solution (Y t , Z t ) ∈ S 2 × H 2 .
Proof. (i) Similar as the proof of Proposition 3.1, by a general martingale representation theorem (see Protter (2005 
, we can deduce that BSDE(0, u f (ξ)) exists a solution (y t , z t ) ∈ S × H 2 , such that y t = E[u f (ξ)|F t ]. By Lemma 2.1(i)(ii), we can deduce that the range of y t is included in V. Then applying Lemma 2.3 to u −1 f (y t ), we can get BSDE(f (y)|z| 2 , ξ) has at least one solution (Y t , Z t ) ∈ S × H 2 under the setting (2). Thus, we only need show (Y t , Z t ) ∈ S 2 × H 2 .
Since f > 0, a.e.D, and D is convex set, by Lemma 2.1, we can get u f is convex and u −1 f is concave. Then by (2) and Jensen's inequality, we have
Since ξ − ∈ L 2 (F T ), then M t := −E[ξ − |F t ] is a continuous martingale. For constant n ≥ 1, we define the following stopping time
Then by (1), (3) and the assumption f ≥ β, a.e., D, we can get
Then by Jensen's inequality and the fact |M t | 2 is a continuous submartingale, we can deduce
Then by solving this quadratic inequality, we can deduce there exists a constant K > 0 dependent only on E|ξ − | 2 , Y 0 and β, such that E τn 0 |Z s | 2 ds ≤ K. When n tends to infinity, τ n will tend to T . Thus we have
By (1), (3) and the assumption f ≥ β, a.e., D, we have
Then we have
Then by (4), (5) and BDG inequality, we have
(ii) The proof is similar as (ii). We only need show (Y t , Z t ) ∈ S 2 × H 2 . Since f < 0, a.e.D, and D is convex set, by Lemma 2.1, we have u f is concave and u −1 f is convex. Then by (2) and Jensen's inequality, we have
Since ξ + ∈ L 2 (F T ), then N t := E[ξ + |F t ] is a continuous martingale. For constant n ≥ 1, we define the following stopping time
Then by (1), (6) and the assumption f ≤ −β, a.e., D, we can get
By Jensen's inequality and the fact |N t | 2 is a continuous submartingale, we have
Then by solving this quadratic inequality, we can deduce there exist a constant K > 0 dependent only on E|ξ + | 2 , Y 0 and β, such that E τn 0 |Z s | 2 ds ≤ K. When n tends to infinity, τ n will tend to T . Thus we have
By (1), (6) and the assumption f ≤ −β, a.e., D, we have
Then by BDG inequality, (7) and (8), we have
The proof is complete. ✷
Thus, under the assumptions of Theorem 3.2(i), we will have
Thus, under the assumptions of Theorem 3.2(ii), we will have E[exp(−2βξ)] < ∞, which implies for each p ≥ 1,
In the following, we will further develop the results on BSDE(f (y)|z| 2 , ξ) with bounded terminal variable.
. If the range of ξ is included in a closed subset of D, then BSDE(f (y)|z| 2 + kz, ξ) and BSDE(f (y)|z| 2 + K|z|, ξ) both have unique solutions (Y t , Z t ) ∈ S ∞ × H 2 BM O such that the range of Y is included in a closed subset of D.
Proof. We only consider BSDE(f (y)|z| 2 +K|z|, ξ). By Lemma 2.1(ii) and Briand and Elie (2013, Proposition 2.1), we can get BSDE(K|z|, u f (ξ)) has a unique solution (y t , z t ) ∈ S ∞ × H 2 BM O .
By the classic linearization argument, we can further show
, where Q is the probability measure satisfying
Thus we can further get that the range of y t is included in a closed subset of V. Applying Lemma 2.3 to u (ii) 
For n ≥ 1, we define the stopping time
Clearly, τ n → T, as n → ∞. Set sgn(x) = 1, x ≥ 0, and sgn(x) = −1, x < 0. For τ ∈ T 0,T , applying Lemma 2. The following Proposition 3.7 is a converse comparison theorem for BSDE(f (y)|z| 2 , ξ) with bounded terminal variables.
