Abstract
Introduction
The increasing availability of affordable communication channels such as ADSL, together with readily available videoconferencing software (MS NetMeeting) compatible with established video coding standards (such as H.261 and H263), offer the deaf population the possibility of remote sign language communication. The new channels provide the ability to transmit at rates sufficient for video transmission, at prices low enough to be within reach of many consumers. Since sign language videoconferencing relies on the exchange of bandwidth demanding qualitative video information -minimum video bit rate of 384 kbps and frames per second are at least 15 reported in [3] - [4] although 30 is ideal, extensive deployment of this service calls for careful modeling of the associated traffic, so that the appropriate amount of resources may be anticipated by the network. Moreover, successful traffic modeling can provide valuable insights about the resulting network load and enables a theoretical assessment of the network performance. To date, most videoconferencing traffic modeling research has been tested on head & shoulders or movie sequences. Sign language, which features moving arms and hands, contains more motion than a typical head and shoulders sequence and less than a movie like Star Wars (frequently used in many studies like [5] ).
Sign language videoconference traffic modeling has not been studied in literature (to the best knowledge of these authors). In [6] , the author is presenting a simple method of measurement of sign language video that contributes some generic results on the requirements of sign language video transmission. The official application profile document that gives the background to the requirements of sign language (and lip-reading) successful transmission is the ITU document [7] . According to this document, the usability of sign language is reported to be good at 20 frames per second, and with some constraints 12 fps and higher.
Today, a large number of videoconference platforms exist, the majority of them over IP-based networking infrastructures and using practical implementations of the H.261 and H.263 standards for video coding. H.263 is extensively used because of its suitability for transmission over low bandwidth pipes.
Moreover, videoconference traffic modeling has been extensively studied and successful models like the DAR [2] and its continuous counterpart [2] have been proposed. However, it is of great importance to know whether the models established in literature are appropriate when sign language is used. It is a point of question whether sign language videoconference traces (H.261 or H.263 encoded) generate similar traffic so that a common model could be applied. Furthermore, videoconference service is now held through Multipoint Control Units (software or hardware) that employ a centralized management for a better quality of the sessions. In such a case, the traffic from the clients to the MCU is highly influenced by the parameters of the possible scenarios-modes of the MCU (codec used, number of participants, video bit rate, and frame rate).
Besides studies whose subject of research was videoconference traffic, all other studies (concerning vbr and MPEG video traffic modeling) use movies as the video source of their experiments (like Star Wars) that exhibit abrupt scene changes. However, the traffic pattern generated by differential coding algorithms (like those used by H.261 and H.263) depends strongly on the variation of the visual information. Especially, for sign language, as remarked in [9] , traffic sequences have different characteristics from those of typical head & shoulders sequences. As noted in the same study, the picture quality (frame size) and frame rate are both important factors in sign language perception. The resolution of the hands must be high enough to support finger spelling, while the resolution of the face is also important since facial affect may convey syntactic information. However, block-based coding standards like H.261 and H.263 demand expensive computation power to increase the compression of sign video sequences. This leads to a reduction of the frame rate and of the expected quality, in case of no centralized management by an MCU (that tends to keep the balance between algorithmic complexity and compression performance). On the above basis, the research reported in this paper undertook measurements of the IP traffic generated during videoconference sessions (at continuous and switched presence mode) between four videoconference clients (MS NetMeeting) used by Greek signers (three interpreters and one deaf user). At switched presence mode, the MCU sends to all terminals the output from one participant (QCIF video), designated as ''currently active'' while at continuous presence, the MCU combines the signal from all terminals and sends back the output to all the participants (CIF video, see Figure 1 ).
The rest of the paper is structured as follows: section 2 discusses the videoconferencing platform employed for experimentation. Section 3 proposes methods for the modeling of the generated traffic for all cases and presents the analytical theoretical against the simulation results. Finally, section 4 culminates with conclusions and pointers to further research.
Description of the videoconference experiments
Concerning the experimental work, two experiments were held at two different high qualities (with an acceptable for sign language peak rate equal to 320 Kbits/sec) modes of CISCO MCU 3510 (hardware MCU): continuous presence mode -H.261 coding and switched presence mode -H.263 coding (see Table 1 for more details). In both cases, to ensure the quality of the sign sequences, MS NetMeeting clients were configured with the same video parameters (High Quality -QCIF). Furthermore, the same sign language Video Contents VC1-4 (signers conversing) were used in both cases for reasons of statistical comparison between H.261 and H.263 traffic.
In each case, the IP packets exchanged between the terminals and the MCU were captured by the traffic monitoring software ''Ethereal''. The collected data were further post-processed at the ''frame'' level by tracing a common packet timestamp. The produced sequences were used for further analysis. Some first conclusions, as supported by the experiments' results (Table 1) , arise concerning the statistical trends of sign language videoconference traffic: It is indicated that the first-order statistical characteristics of H.261 sign language traffic are similar to those of [1] where head & shoulders content was used. This is due to the centralized management of the MCU that keeps a balance between frame rate and frame size to acquire a constant video bit rate (MS NetMeeting appears to try to remain at the 75% of the target video bit rate). However, H.323 traffic reaches 15 fps in most cases, reducing the average frame size. 
Analysis of the video traffic
The sequence of the frame sizes from a terminal can be represented as a stationary stochastic process, with an AutoCorrelation Function (ACF) quickly decaying to zero and a marginal frame-size distribution of approximately Gamma form. These general characteristics remain invariant for both experiments. Analysis of the traffic from the MCU to the clients, in experiment 1, confirms the results of a previous study [1] , where the Probability Density Function (PDF) of the MCU in the continuous presence mode had the form of a weighted sum of four Gamma components (equal to the number of the conferring terminals, see Figure 2 ). In experiment 2, the MCU PDF has the form of a simple Gamma Distribution, same with terminal VC3 (that of the currently active user). This being the case, analysis of the MCU trace in experiment 2 is included in the analysis of the VC3 trace.
The analysis of the MCU trace in experiment 1 will not be included in the present study as it demands a separate methodology than that of the terminals' analysis. Thus, the rest of our work will concentrate on the analysis of the frame sequences generated by the terminals.
Our work is based on the analytical theoretical model C-DAR (1) proposed in [2] for videoconference performance analysis. The C-DAR (1) model combines an approach utilizing a discrete-time Markov chain with a continuous-time Markov chain. More explicitly, this model produces a sequence of frame sizes according to the transitions of a continuous time Markov Chain, of the form:
from DAR (1) of D.P. Heyman [10] where T is the frame rate of the videoconference traffic (easily obtained from Table 1 ), I is the identity matrix, ρ is the autocorrelation coefficient at lag-1 and Q is a rank-one stochastic matrix with all rows equal to the probabilities resulting from the negative binomial density corresponding to the Gamma fit for the frame size distribution.
Figure 2. MCU PDF in Continuous Presence Mode
The rest of our work will concentrate on the calculation of the correlation coefficient ρ and the stochastic probability matrix Q of the eight videoconference traces of Table 1 . This will be performed with theoretical fits on the ACF and PDF of the frame sizes sequences correspondingly.
Calculation of the autocorrelation coefficient ρ
To find the most accurate fitting model for the ACF of sign language traffic, the Compound Exponential Fit method proposed in our previous study [1] was used. 
This method was tested with a least squares fit to the autocorrelation samples for the first 500 lags. In fact, what matters is the correlation coefficient λ1 that has been calculated around 0.98 for videoconference traffic in [10] and has been applied in C-DAR(1) analytical model in [2] . However, our approximation of calculating the correlation coefficient is more conservative than that of the AR(1) method of the C-DAR(1) model as we pay attention to the long-term trend of the ACF 5 . This is further confirmed by our results where λ1 has values larger than 0.99 (see Table  2 ). Figure 3 reflects the fact that the ACF of sign language videoconference traffic has very strong correlations (especially H.263 traffic). This is due to the motion compensated techniques used by the two differential coding algorithms. It seems that the bursty nature of sign language force the algorithms to send regularly Intra frames in order to improve the image quality. In the case of Figure 3 , the periodicity of the ACF is attributed to the similarities (temporal redundancy) that exist between sequential H.263 video frames. However, the reflection of these characteristics to queuing is minimal as only the value of the correlation coefficient matters. 
Calculation of the stochastic matrix Q
Now, we may proceed to the analysis of the PDF of the traffic patterns' frame sizes which is one of the main points of the current study. In actuality, all density distributions seem to fit a gamma-like shape. In the analysis to follow, the Gamma density function will be used to fit the empirical PDFs. Indicatively, for the VC1 trace, we show the fitted PDF with the MOM method (see Figure 4) in both experiments. In all cases, the fit of the MOM method was satisfactory and no other models needed to be tested. The values of p and µ parameters for all sign traces are given in Table 2 (to be used in the formation of the Q Matrix).
Analysis results for the C-DAR model
Since the C-DAR model is a continuous-time Markov chain model, it may be looked at as a Markov modulated rate process [11] , and therefore suitable for theoretical analysis using the fluid flow method. In the paragraph to follow, we present experimental results comparing the analytical C-DAR model (via the fluid flow method as described in [2] ), versus a simulation using actual video traces. In order to perform the simulation, we used a discrete-time-event simulator (ns-2) [12] . Running ns-2, we simulated a queuing system with trace-driven arrivals of the actual data gathered during our experiments. By recording the queue length, we estimated the complementary buffer overflow estimation for a given server capacity C (always a little larger than the mean rate of the sample). The results ( Figure 5 ) prove the conservativeness of the C-DAR model mainly due to the calculation method of the correlation coefficient ρ. A less conservative choice of the value of ρ (i.e. fitting the ACF at the first 100 lags) leads to more tight results. It is clearly shown that our model is a simple -only three parameters (mean, variance and the correlation coefficient) are demanded -and robust method for performance analysis of sign language videoconference traffic. Again, plots are given for VC1 contents in both experiments.
Figure5. The complementary distributions plots of buffer overflow estimation for a given server capacity C
Conclusion
This manuscript was a modeling assessment of H.261 and H.263 encoded sign language traffic in multipoint videoconference sessions over IP Networks. The modeling results showed that the sign language terminal traffic was stationary and seemed to possess a rapidly decaying strongly correlated autocorrelation function and a Gamma-formed marginal distribution well fitted with the MOM method. Although the correlations of generated traffic are more complex than a simple geometric term, careful choice of the decay rate allows the construction of a conservative, accurate though, approximation. Our generalization of the C-DAR(1) model is proven to be a robust solution for theoretical studies on videoconferencing for deaf people. A simple calculation of the mean and variance of the frame sizes sequence and a choice of a correlation coefficient near 0.99 are the demanded input parameters of our proposed model.
Further work will include analysis of the MCU generated traffic in continuous presence mode and studies of statistical multiplexing of sign language sources into IP links.
