INTRODUCTION
Mixed linear models for the study of quantitative traits include, in addition to fixed and random effects, the necessary dispersion parameters. Suppose one is interested in making inferences about variance and covariance components. Except in trivial cases, it is impossible to derive the exact sampling distribution of estimators of these parameters (Searle, 1979) so, at best, one has to resort to asymptotic results. Theory (Cramer, 1986) indicates that the joint distribution of maximum likelihood estimators of several parameters is asymptotically normal, and therefore so are their marginal distributions. However, this may not provide an adequate description of the distribution of estimators with finite sample sizes. On the other hand, the Bayesian approach is capable of producing exact joint and marginal posterior distributions for any sample size (Zellner, 1971 ; Box and Tiao, 1973) , which give a full description of the state of uncertainty posterior to data.
In recent years, Bayesian methods have been developed for variance component estimation in animal breeding (Gianola and Fernando, 1986; ; Macedo and Gianola, 1987; Carriquiry, 1989; Gianola et al 1990a, b) . All these studies found analytically intractable joint posterior distributions of (co)variance components, as Broemeling (1985) has also observed. Further marginalization with respect to dispersion parameters seems difficult or impossible by analytical means. However, there are at least 3 other options for the study of marginal posterior distributions: 1), approximations; 2), integration by numerical means; and 3), numerical integration for computing moments followed by a fit of the density using these numerically obtained expectations. Recent advances in computing have encouraged the use of numerical methods in Bayesian inference. For example, after the pioneering work of Kloek and Van Dijk (1978) , Monte Carlo integration (Hammersley and Handscomb, 1964;  Rubinstein, 1981) has been employed in econometric models (Bauwens, 1984; , seemingly unrelated regressions (Richard and Steel, 1988) and binary responses (Zellner and Rossi, 1984) .
Maternal effects are an important source of genetic and environmental variation in mammalian species (Falconer, 1981) . Biometrical aspects of the associated theory were first developed by Dickerson (1947) , and quantitative genetic models were proposed by Kempthorne (1955) , Willham (1963 Willham ( , 1972 and Falconer (1965) . Evolutionary biologists have also become interested in maternal effects (Cheverud, 1984; Riska et al, 1985; Kirkpatrick and Lande, 1989; Lande and Price, 1989) .
There is extensive animal breeding literature dealing with biological aspects and with estimation of maternal effects (eg, Foulley and Lefort, 1978; Willham, 1980; Henderson, 1984 Henderson, , 1988 (Hammersley and Handscomb, 1964; Rubinstein, 1981) is discussed. Also, fitting a &dquo;maximum entropy&dquo; posterior distribution (Jaynes, 1957 (Jaynes, , 1979 (Henderson, 1988) considered is:
where y is an n x 1 vector of records and X, Z o , Z m and E m are known, fixed, n x p, n x a, n x a and n x d matrices, respectively; without loss of generality, the matrix X is assumed to have full-column rank. (Falconer, 1981; Bulmer, 1985) (Willham, 1963 (Harville, 1974 (Harville, , 1977 can cause problems in others (Lindley and Smith, 1972;  Thompson, 1980; Gianola et al, 1990b) . In this study, informative priors of the type of proper conjugate distributions (Raiffa and Schlaiffer, 1961) (Zellner, 1971; Box and Tiao, 1973) . However, as shown later for the variance-covariance structure under consideration, the posterior distribution of the dispersion parameters is not of the same type as their joint prior distribution. This was also found by Macedo and Gianola (1987) and by Gianola et al (1990b) who studied a mixed linear model with several variance components employing normal-gamma conjugate prior distributions.
An inverted-Wishart distribution (Zellner, 1971; Anderson, 1984; will be used for G, with density:
where G * = !c9Gh. The 2 x 2 matrix G h of &dquo;hyperparameters&dquo;, interpretable as prior values of the dispersion parameters, has diagonal elements s2 0 and s 2 M , and off-diagonal elements 5!!,.. The integer !a9 is analogous to degrees of freedom and reflects the &dquo;degree of belief&dquo; on G h (Chen, 1979 The prior variances s2 m and s 20 are the scalar counterparts of G n , and no and nm are the corresponding degrees of belief. The marginal distribution of any diagonal element of a Wishart random matrix is X 2 (Anderson, 1984) . Likewise, the marginal distribution of the diagonal of an inverted-Wishart random matrix is inverted X Z (Zellner, 1971) . Note that the 2 variances in [6] and [7] cannot be arranged in matrix form similar to the additive (co)variance components in G to obtain an inverted Wishart density, unless no = n, n . Setting ng I n o and n m to zero makes the prior distributions for all (co)variance components &dquo;uniformative&dquo;, in the sense of Zellner (1971) .
POSTERIOR DENSITIES

Joint posterior density of all parameters
The posterior density of all parameters (Zellner, 1971; Box and Tiao, 1973 Smith, 1982, 1988; Wright, 1986) . Increased power of computers has made Monte Carlo numerical integration (MCI), the second approach, feasible in posterior inferences in econometric models (Kloek and Van Dijk, 1978; Bauwens, 1984; Bauwens and Richard, 1985; and in other models (Zellner and Rossi, 1984; Geweke, 1988; Richard and Steel, 1988) . In MCI the error is inversely proportional to N l/2 , where N is the number of points where the integrand is evaluated (Hammersley and Handscomb, 1964; Rubinstein, 1981) . Even though this &dquo;convergence&dquo; of the error to zero is not rapid, neither the dimensionality of the integration region nor the degree of smoothness of the function evaluated enter into the determination of the error (Haber, 1970 (Kloek and Van Dijk, 1978; Bauwens, 1984, Zellner and Rossi, 1984; Richard and Steel, 1988 ) is called &dquo;importance sampling&dquo; (Hammersley and Handscomb, 1964; Rubinstein, 1981) . Let I(r) be a known probability density function defined on the space of T; I(r) is called the importance sampling function. Following Kloek and Van Dijk (1978) where the expectation is taken with respect to the importance density I(r).
Using a standard Monte Carlo procedure (Hammersley and Handscomb, 1964; Rubinstein, 1981) , values of r are drawn at random from the distribution with density I(r). Then the function M(r) is evaluated for each drawn value of r, r j (i = 1, ... , m) say. For sufficiently large m:
The critical point is the choice of the density function 7(F). The closer I(r) is to p(r ! y, H), the smaller is the variance of M(r), and the number of drawings needed to obtain a certain accuracy (Hammerley and Handscomb, 1964; Rubinstein, 1981) .
Another important requirement is that random drawings of r should be relatively simple to obtain from 7(F) (Kloek and Van Dijk, 1978; Bauwens, 1984) . For location parameters, the multivariate normal, multivariate and matric-variate t and poly-t distributions have been used as importance functions (Kloek and Van Dijk, 1978; Bauwens, 1984; Bauwens and Richard, 1985; Richard and Steel, 1988; . Bauwens (1984) developed an algorithm for obtaining random samples from the inverted Wishart distribution. There are several problems yet to be solved and the procedure is still experimental (Richard and Steel, 1988) . However, results obtained so far make MCI by importance sampling promising (Bauwens, 1984; Zellner and Rossi, 1984; Richard and Steel, 1988; where: 7 i (r) = prior density of G ((5! times k l , the integration constant), I 2 (r) = prior density of U2 E ((6! times k 2 , the integration constant), 1 3 (r) = prior density of u5! [7] times k 3 , the integration constant).
Then:
where k o is the constant of integration of (11!. Evaluating E(r ! y, H) then entails the following steps: a) draw at random the elements of r from distributions with densities h (r) (inverted Wishart), 1 2 (r) (inverted x 2 ) and I 3 (r) (inverted X Z ). This can be done using, for example, the algorithm of Bauwens (1984 (Shannon, 1948; Jaynes, 1957 Jaynes, , 1979 to be:
The ME distribution is obtained from the density that maximizes [20] (Hildebrand, 1972) plus the 5 constraints given in (21!. From (26!, the density of the ME distribution of x has the form:
To specify the ME distribution completely 1 must be found. Zellner and Highfield (1988) It should be noted that now 6 = f (G, &' E &dquo;&dquo; a2 E !) and t = h(G, a2 E &dquo;&dquo; 1?2 E ).
Then, the MCI method can be used to compute moments of (33J. The additional degree of marginalization with respect to [11] achieved in this approximation may be small, but savings in computing accrue because drawing values of uk m and o-E o from I 2 (r) and I 3 (r), respectively, is no longer necessary.
In the second approximation, we write the expression in the exponent of [33] (Zellner, 1971) , one would approximately have :
where it is assumed that the matrix -C = f(l#, %5! , %5!) has full rank. To simplify the derivation, we will decompose (A.1! into components, take derivatives with respect to an element of G(g ij say), (Tkm or !Eo, and collect results to obtain the desired expressions. where E ij is a 2 x 2 matrix with all elements equal to zero, with the exception of a one in position i,j. Note that if e i (e j ) is a 2 x 1 vector with a 1 in the i-th (j-th) position E2!
