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Abstract
We introduce a notion of “firm” (or uniform) asymptotic cone to an unbounded subset of a normed
space. We relate this notion to a concept of “firm” asymptotic function. We use these notions to study
boundedness properties which can be applied to continuity questions for some operations on sets
and functions. Such questions arise in stability analysis of Hamilton–Jacobi equations. We present
some other applications such as an extension of a theorem of Dieudonné and existence results in
optimization and fixed point theory.
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1. Introduction
The concept of asymptotic cone (also called horizon cone or recession cone but we
prefer to keep this last term for the particular notion adapted to convex sets) is a crucial tool
to study unbounded sets. Here we focus our attention to the case of nonconvex sets which
has been investigated in [7–11,13–15,24–26,28,30,32,33,37–40] and elsewhere. In these
works, the authors develop calculus rules for asymptotic cones and asymptotic functions in
general settings and apply them to various topics of mathematics, especially to nonconvex
optimization. In [4] an analogy between asymptotic cones and usual tangent cones is
displayed, thereby showing that the roles asymptotic cones and asymptotic functions play
in the study of sets and functions at remote points is similar to the roles tangent cones
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816 J.-P. Penot / Bull. Sci. math. 127 (2003) 815–833and conventional derivatives play at finite points. In fact, the notion of differentiability at
infinity used by Krasnoselski [23] enables one to give calculus rules for the asymptotic
cone we introduce here.
In the present paper we push the analogy a bit further in introducing a concept
of asymptotic cone which bears some uniformity with respect to directions in a way
reminiscent of the uniformity with respect to directions which is involved in the notion
of Fréchet derivative (or semi-derivative [27,29], also called B-derivative) or in the notion
of Fréchet cone in the sense of Durdill and Fabian [18,19].
The paper is organized as follows. The next section is devoted to preliminary material
about convergences, conical enlargements and an expansion property. We also introduce a
notion of disjointness at infinity for non convex sets. Section 3 is focused on the new notion
of firm asymptotic cone to a subset of a normed vector space (n.v.s.). In Section 4 this tool
is applied to boundedness properties. These properties may play a role in obtaining a priori
estimates for solving equations. They are crucial for ensuring that continuity properties
of set-valued maps are preserved under usual operations. Applications to the convergence
of functions are presented in [35]. Such properties are used in [36] to obtain stability and
persistence properties of explicit solutions to first order Hamilton–Jacobi equations. In the
last section we evoke some other applications.
2. Preliminaries
Throughout this paper, unless otherwise stated, X and Y are real normed vector spaces
(n.v.s.), UX (respectively BX) is the open (respectively closed) unit ball of X and SX is the
unit sphere in X. The closed ball with center x and radius r is denoted by B(x, r). For a
set A ⊆ X, intA stands for the interior of A while cA is its closure. The product space
X× Y is equipped with the max norm. In particular, one has UX×Y =UX ×UY , BX×Y =
BX × BY . The distance of x ∈ X to a subset E of X is d(x,E) := inf{d(x,w): w ∈ E}.
The remoteness of E is d(0,E). We denote by P (respectively R+) the set of positive
(respectively nonnegative) numbers.
We recall from [6,18,19,22,23,26] that, given a nonempty subset E of X (usually a
cone) and ε ∈ P, the conical ε-enlargement of E (or conical ε-neighborhood of E) is the
set
Cε(E) :=
{
x ∈X: d(x,E) < ε‖x‖} ∪ {0}.
Since for ε > 1 the set Cε(E) is the whole space when E is a cone, we shall assume
ε ∈ (0,1] when speaking of conical enlargements; in particular for E = {0} we have
Cε(E)= {0}. When E is starshaped (i.e. [0,1]E⊂E), for each ε ∈ (0,1] the set Cε(E) is
starshaped since d(tx,E) td(x,E) for each (t, x) ∈ [0,1]×X.When E is co-starshaped
in the terminology of [34], i.e. [1,+∞)E ⊂ E, for each ε ∈ (0,1] the set Cε(E) is co-
starshaped since d(tx,E) td(x,E) for each (t, x) ∈ [1,+∞)×X. For α,β ∈ (0,1) and
a cone E = {0}, let us note the following inclusions
R+(E ∩ SX + αUX)⊂ Cα(1−α)−1(E), (1)
Cβ(E)⊂R+
(
E ∩ SX + β(1− β)−1UX
)
. (2)
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d(y,E) < rα < α(1 − α)−1‖y‖; on the other hand, given z ∈ Cβ(E), z = 0, we can find
w ∈ E such that ‖z − w‖ < β‖z‖ so that ‖w‖ > (1 − β)‖z‖ and z = ‖w‖[‖w‖−1w +
‖w‖−1(z−w)] ∈ ‖w‖(E ∩ SX + β(1− β)−1UX).
From the preceding two relations one can deduce the following lemma connecting
conical enlargements with the notion of plastering [23]. Recall that a cone P is said to
be a plastering of a cone E if there exists some β ∈ P such that for each x ∈E, x = 0 one
has x + β‖x‖UX ⊂ P.
Lemma 1. A cone P is a plastering of a cone E if and only if there exists some ε ∈ P such
that Cε(E)⊂ P.
The case of E = R × R+ in X = R2 shows that it may happen that any conical
enlargement of a convex cone is nonconvex. Moreover, it is shown in [23, p. 34] that there
is no convex plastering of the positive cone of a Lp space on a nonatomic measured space,
although this cone is pointed. Moreover, a closed convex cone E is such that there exists
ε ∈ P such that Cε(E) is convex iff there exists some α ∈ P and some f ∈ X∗ such that
f (x) α‖x‖ for any x ∈E [23, p. 32].
In the following definition we coin a terminology for a notion introduced in [26] (in the
case of cones) which will be much used in the sequel.
Definition 1. Two subsets E, F of X are said to be (asymptotically) apart if there exist
α,β,ρ ∈ P such that Cα(E)∩Cβ(F )∩ (X\B(0, ρ))= ∅.
Equivalently, E, F are apart if there exists ε ∈ P such that Cε(E) ∩ Cε(F ) is
bounded iff there is no sequence (xn) such that (‖xn‖)→∞, (‖xn‖−1d(xn,E))→ 0,
(‖xn‖−1d(xn,F ))→ 0. Let us note the following simple fact.
Proposition 2. Given two nonempty subsets E,F in X which are apart, there exists ε > 0
such that Cε(E) and Cε(F ) are apart.
Proof. This assertion is an easy consequence of the following relation, where E is an
arbitrary nonempty subset of X, α,β ∈ (0,1) and γ := α + β + αβ :
Cβ
(
Cα(E)
)⊂ Cγ (E). (3)
In fact, given z ∈Cβ(Cα(E)), z = 0, we can find y ∈Cα(E) such that ‖y− z‖< β‖z‖ and
x ∈E such that ‖x − y‖< α‖y‖, hence ‖x − z‖< α(1+ β)‖z‖ + β‖z‖ = γ ‖z‖. Noting
that Cγ (E) ∩Cγ (F ) is bounded for some γ > 0 and taking ε > 0 such that 2ε + ε2 < γ,
we get the result. ✷
In the case E and F are cones, several other characterizations can be given. Here we add
some criteria to the ones in [26] and we provide a simple proof for the reader’s convenience.
Lemma 3 [26]. Given two cones P,Q in X, the following assertions are equivalent and
hold if and only if P and Q are apart:
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(b) there exists γ ∈ (0,1) such that P ∩Cγ (Q)= {0};
(c) there exists δ ∈ (0,1) such that P ∩ (Q∩ SX + δUX)= ∅;
(d) there exists ε ∈ (0,1) such that (P ∩ SX + εUX)∩ (Q∩ SX + εUX)= ∅;
(e) there exists κ ∈ (0,1) such that max(d(x,P ), d(x,Q)) κ‖x‖ for each x ∈X.
These assertions are satisfied when P,Q are closed, P ∩Q= {0} and one of the following
conditions is satisfied:
(i) P (or Q) is locally compact;
(ii) P (or Q) is weakly locally compact and P and Q are convex.
Proof. Since Cα(P ) and Cβ(Q) are cones containing 0, the relation Cα(P ) ∩ Cβ(Q) ∩
(X\B(0, ρ)) = ∅ is equivalent to the relation Cα(P ) ∩ Cβ(Q) = {0}. The equivalence
(a) ⇔ (d) is an immediate consequence of relations (1), (2). Assertion (a) is clearly stronger
than assertion (b). Let us prove that (b) implies (c). In fact, by (1), for δ = γ (1+ γ )−1 the
relation P ∩Cγ (Q)= {0} implies that P ∩ (Q∩SX+ δUX)= ∅. If (c) is satisfied, then (d)
holds with ε = δ/2 because otherwise we could find x ∈ P ∩ SX, y ∈Q ∩ SX, u, v ∈ UX
such that x = y + εv − εu ∈Q ∩ SX + δUX, a contradiction. Finally (e) implies (a) with
α = β = κ and (a) implies (e) with κ =min(α,β).
Now let us suppose P,Q are closed, P ∩Q= {0} and P is locally compact. If assertion
(b) does not hold, we can find sequences (γn)→ 0 in P, (xn) in P with norm one such that
d(xn,Q) < γn for each n. Since P is locally compact and closed, taking a subsequence if
necessary, we may assume that (xn) has a limit x in P with ‖x‖ = 1. Since Q is closed, we
get x ∈Q, a contradiction. The definition being symmetric, we obtain the same conclusion
when the roles of P and Q are interchanged.
When both P and Q are closed, convex and P is weakly locally compact, we can find
h ∈ X∗ with norm 1 and c ∈ R+, α ∈ P such that h(x) < c for x ∈Q and h(x) > c + α
for x ∈ S, where S is a weakly compact convex base of P . Then, setting H := h−1(c),
for each x ∈ S we have d(x,Q)  d(x,H) = h(x) − c > α by Ascoli’s formula. Since
δ := supx∈S ‖x‖ ∈ P, we get d(x,Q) αδ−1‖x‖ for x ∈ S, hence for x ∈ P. ✷
Example. Generalizing a definition in [21] Lemma 2.2, let us say that the angle between
two cones P,Q of a n.v.s. X is at least θ > 0 if for any x ∈ P, y ∈ Q, x∗ ∈ J (x) one
has 〈x∗, y〉  ‖x‖.‖y‖ cosθ; here J is the duality (multi)map of X into X∗ given by
J (x) := {x∗ ∈ X∗: 〈x∗, x〉 = ‖x‖2,‖x‖ = ‖x∗‖}. Then P and Q are apart. Otherwise,
using assertion (d) above, we see that for any sequence (εn)→ 0 of positive real numbers
there exist sequences (xn), (yn) in P ∩ SX and Q ∩ SX respectively such that xn − yn ∈
εnBX . It follows that for any x∗n ∈ J (xn) one has
〈x∗n, yn〉 〈x∗n, xn〉 − ‖x∗n‖εn  1− εn,
a contradiction with the relation 〈x∗n, yn〉 ‖xn‖.‖yn‖ cosθ with θ > 0.
Conversely, when X is a Hilbert space and P and Q are apart, there exists θ > 0 such
that the angle between P and Q is at least θ : given x ∈ P ∩ SX, y ∈Q∩ SX, there exists
α > 0 such that ‖x − ry‖ α for each r ∈R+, hence 〈x∗, y〉2  1− α2 for x∗ = J (x).
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P+ :=−P 0 := {x∗ ∈X: ∀x ∈ P 〈x∗, x〉 0}.
Proposition 4. Given two proper convex cones P,Q in X, the following assertions are
equivalent and hold if and only if P and Q are apart:
(a) there exist α > 0 and x∗ ∈ X∗ such that ‖x∗‖ = 1, 〈x∗, x〉  α‖x‖ for each x ∈ P ,
〈−x∗, x〉 α‖x‖ for each x ∈Q;
(b) intP+ ∩ int(−Q)+ = ∅.
Proof. We will prove the following quantitative version of the preceding statement in
which ε ∈ P, α = ε(1+ ε)−1, β = α(1+ α)−1:
(
Cε(P ) ∩Cε(Q)= {0}
)
⇒ (∃x∗ ∈X∗: ‖x∗‖ = 1, inf
x∈P∪(−Q)
(〈x∗, x〉 − α‖x‖) 0)
⇔ (∃x∗ ∈X∗: ‖x∗‖ = 1, B(x∗, α)⊂ P+ ∩ (−Q)+)
⇒ (Cβ(P ) ∩Cβ(Q)= {0}).
Assuming the first relation holds, or in other terms, C′ε(P ) ∩C′ε(Q)= ∅, where C′ε(E)=
{x ∈ X: d(x,E) < ε‖x‖}, from the Hahn–Banach theorem we get some x∗ ∈ X∗ such
that ‖x∗‖ = 1, 〈x∗, x〉 > 0 for each x ∈ C′ε(P ), 〈x∗, y〉 < 0 for each y ∈ C′ε(Q). Since
x + ε(1 + ε)−1‖x‖UX ⊂ C′ε(P ) for each x ∈ P\{0} and infx∈αUX〈x∗, x〉 = −α for α =
ε(1 + ε)−1, we get 〈x∗, x〉  α‖x‖ for each x ∈ P. Similarly 〈−x∗, y〉  α‖y‖ for each
y ∈Q. Assuming x∗ satisfies these relations, for any y∗ ∈ B(x∗, α) we have 〈y∗, x〉  0
for each x ∈ P ∪ (−Q), hence y∗ ∈ P+ ∩ (−Q)+ and B(x∗, α)⊂ P+ ∩ (−Q)+.
Finally, when α ∈ P and x∗ is a unit vector of X∗ such that B(x∗, α)⊂ P+ ∩ (−Q)+,
for u∗ ∈ UX, x ∈ P, we have 〈x∗ + αu∗, x〉 0, hence 〈x∗, x〉 α‖x‖; similarly, we get
〈x∗,−y〉 α‖y‖ for y ∈Q. Given z ∈ C′β(P ) with β = α(1 + α)−1, we can find x ∈ P
such that ‖x − z‖< β‖z‖, ‖x‖> (1− β)‖z‖. Then,
〈x∗, z〉> 〈x∗, x〉 − ‖z− x‖ 〈x∗, x〉 − β‖z‖ α‖x‖ − β‖z‖

(
α(1− β)− β)‖z‖ 0
and, similarly, for w ∈ C′β(Q) we have 〈−x∗,w〉 > 0 by taking some y ∈ Q satisfying
‖y −w‖< β‖z‖. Thus, we cannot find any element in C′β(P ) ∩C′β(Q).
What precedes also shows that Cβ(P ) ∩Q= {0} when there exists x∗ ∈ (−Q)+ such
that ‖x∗‖ = 1, B(x∗, α)⊂ P+. ✷
The preceding notion is linked with boundedness notions, as we will see. Let us recall
that a multimapping M :W ⇒X between two n.v.s. is said to be bounding if it transforms
any bounded set into a bounded set (sometimes M is said to be bounded, but we prefer to
avoid any confusion with the case the image of M is bounded). Let us say it is quasi-
bounding if for any bounded subset B of W there exists some β ∈ R+ such that the
remoteness of M(w) is bounded by β for each w ∈ B , i.e. d(0,M(w))  β for each
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than the former one; in particular, the notion of bounding multimapping cannot be used
when the values of M are unbounded, in particular when they are epigraphs.
Definition 2. A map L from X to a normed vector space Y is said to be expanding (at 0)
on a subset E of X if for each r ∈ P there exists q ∈ P such that for any x ∈ E\qUX one
has L(x) ∈ Y\rUY :
∀r ∈ P, ∃q ∈ P: E ∩L−1(rUY )⊂ qUX. (4)
It is said to be quasi-expanding (at 0) on E if for each r ∈ P there exists q ∈ P such that
for any y ∈ L(E) ∩ rUY one can find x ∈ E ∩ qUX such that L(x)= y, or, equivalently,
L(E)∩ rUY ⊂ L(E ∩ qUX) whenever q is not less than some q(r), or
∀r ∈ P, ∃q ∈ P: ∀y ∈L(E) ∩ rUY L−1(y)∩E ∩ qUX = ∅. (5)
It is said to be linearly expanding (at 0) on E if there are α ∈ P, ρ ∈R+ such that∥∥L(x)∥∥ α‖x‖ for all x ∈E\ρUX. (6)
It is said to be linearly quasi-expanding (at 0) on E if there are α ∈ P, ρ ∈R+ such that
L(E)∩ αrUY ⊂ L(E ∩ rUX) for all r > ρ. (7)
This last condition is equivalent to the requirement: there are α ∈ P, ρ ∈R+ such that
‖y‖ ∨ αρ  αd(0,L−1(y)∩E) for all y ∈L(E). (8)
In fact, assuming (7), given y ∈ L(E), for any r > α−1‖y‖ ∨ ρ := max(α−1‖y‖, ρ)
we can find x ∈ E ∩ rUX such that L(x) = y; thus d(0,L−1(y) ∩ E)  α−1‖y‖ ∨ ρ
as r is arbitrary in (α−1‖y‖ ∨ ρ,∞). Conversely, let us assume (8) holds and let y ∈
L(E) ∩ αrUY for some r > ρ. When ‖y‖  αρ we have d(0,L−1(y) ∩ E)  ρ, so that
there exists x ∈L−1(y)∩E with ‖x‖< r and y ∈L(E ∩ rUX). When ‖y‖> αρ we have
d(0,L−1(y) ∩ E)  α−1‖y‖ < r, so that there exists x ∈ L−1(y) ∩ E with ‖x‖ < r and
again y ∈L(E ∩ rUX). In both cases, (7) holds.
Clearly, L is expanding (respectively quasi-expanding) if and only if the multimapping
M :y ⇒ L−1(y) ∩ E is bounding (respectively quasi-bounding) from Y to X. Moreover
L is quasi-expanding when it is expanding. We also have the following easy implica-
tions.
Lemma 5. (a) If L is linearly expanding on E then it is expanding on E and linearly
quasi-expanding on E.
(b) If L is linearly quasi-expanding on E then it is quasi-expanding on E.
(c) If P is a cone and if L is positively homogeneous, then L is linearly expanding on
P iff it is expanding iff there exists some p ∈ P such that P ∩L−1(UY )⊂ pUX .
(d) If P is a cone and if L is positively homogeneous, then L is linearly quasi-
expanding on P iff it is quasi-expanding iff there exists some p ∈ P such that L(P)∩UY ⊂
L(P ∩ pUX).
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this last relation holds, given r > ρ, for any x ∈E with y := L(x) ∈ αrUY we have either
x ∈ ρUX or ‖x‖ α−1‖L(x)‖< α−1αr = r, so that y ∈ L(E ∩ rUX) and (7) holds.
(b) Let us assume (7) holds. Given r ∈ P, let r ′  α−1r, r ′  r be such that r ′ > ρ and
let q := α−1r ′. Replacing r by r ′ in (7), for each y ∈ L(E)∩ rUY ⊂ L(E)∩αr ′UY we can
find some x ∈E ∩ r ′UX such that L(x)= y. Thus, in (5) we can take q = r ′.
(c) Suppose L is positively homogeneous and P is a cone. If L is quasi-expanding on
P ⊆ X, then, by taking r = 1 in (4) we find some p ∈ P such that P ∩ L−1(UY )⊂ pUX .
In turn, by positive homogeneity, this property implies P ∩ L−1(rUY ) ⊂ prUX for each
r ∈ P, hence ‖x‖ p‖L(x)‖ for each x ∈ P.
(d) Suppose again that L is positively homogeneous and P is a cone. If L is expanding
on P ⊆X, then, by taking r = 1 in (5) we find some p ∈ P such that L(P)∩UY ⊂ L(P ∩
pUX). In turn, by positive homogeneity, this property impliesL(P)∩rUY ⊂ L(P ∩prUX)
for each r ∈ P, hence (7) with α = 1/p, ρ > 0 arbitrary. ✷
Note that under the assumptions of (c) we have ‖x‖ p‖L(x)‖ for each x ∈ P hence
KerL∩P = {0}. When the assumptions of (d) are satisfied and 0 ∈ P, L is linearly quasi-
expanding iff L is open at 0 at a linear rate from P onto L(P).
Because L is quasi-expanding on E if, and only if, for any bounded subset B of L(E)
there exists a bounded subset A of E such that B ⊂ L(A), in [32], by analogy with the
case of proper maps, L was called boundedly proper on E instead of quasi-expanding on
E. Note that any expansive map L on E (in the sense that ‖L(x) − L(x ′)‖  ‖x − x ′‖
for any x, x ′ ∈ E is expanding on E, but the converse is not true. In the next section we
will give criteria for L to be expanding. Let us note the following useful characterizations
which are nothing but rephrasings.
Lemma 6. A mapping L :X→ Y is expanding on a subset E of X if, and only if, any
sequence (xn) in E is bounded when (L(xn)) is bounded. It is quasi-expanding on E if,
and only if, for any bounded sequence (yn) in L(E) there exists a bounded sequence (xn)
in E such that yn = L(xn) for each n ∈N.
Example. LetX= Y×Z where Y andZ are two normed vector spaces. Then the canonical
projection L :X → Y is expanding on any subset E of X contained in the graph of a
continuous linear map from Y to Z. It is linearly quasi-expanding on X, but not linearly
expanding on X if Z = {0}. This example will be generalized in Lemma 8 below.
Example. Let L :X→X be given by L(0)= 0 and L(x) := x/√‖x‖ for x ∈X\{0}. Then
L is expanding, but not linearly expanding.
The next lemma shows a propagation property given under assumptions weaker than
those in [26].
Lemma 7. If L : X→ Y is Lipschitzian and linearly expanding on a subset E of X, then
there is a positive number δ such that L is linearly expanding on Cδ(E).
Moreover, for any ε > 0 there exists δ, σ > 0 such that L(Cδ(E)\σUX)⊆ Cε(L(E)).
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δ > 0 be such that (1 − δ)α − δκ  β , where κ is the Lipschitz rate of L. Then, for
σ := ρ(1− δ)−1 and any w ∈Cδ(E)\σUX, there exists x ∈E such that ‖w− x‖< δ‖w‖
hence ρ  (1− δ)‖w‖< ‖x‖ and
∥∥L(w)∥∥ ∥∥L(x)∥∥− κ‖w− x‖
 α‖x‖ − δκ‖w‖ β‖w‖.
Moreover, for any w ∈Cδ(E)\σUX, taking x ∈E as above, we get∥∥L(w)−L(x)∥∥ κ‖w− x‖< κδ‖w‖ κδβ−1∥∥L(w)∥∥,
so that L(w) ∈Cε(L(E)) if δ < κ−1βε (and δ < (α + κ)−1(α− β)). ✷
As observed in [26], the expanding condition on L in the preceding lemma cannot
be dropped. That has been shown there by the following example. Let X = R3, Y =
R
2,L(x1, x2, x3) = (x1, x2),E = {0} × R2. Then for any positive number δ one has
L(Cδ(E)) = Y ; nevertheless Cε(L(E)) = Cε({0} ×R) = Y. In this example KerL⊆E.
The following criteria contains slight improvements of [26] Lemma 2.3.
Lemma 8. Let P be a cone in X and let L be a continuous linear map from X to Y, with
N := KerL. Each of the following conditions is sufficient for L to be linearly expanding
on P :
(a) L is an isomorphism of X onto its image L(X), or, more generally, L is open onto
its image and N and P are apart;
(b) L is quasi-expanding on P and N and P are apart;
(c) L is quasi-expanding on P, P is closed and the kernel N of L is finite dimensional
with N ∩ P = {0};
(d) P is closed, locally compact and N ∩P = {0};
(e) P is closed, P has a weakly compact base and N ∩ P = {0}.
Proof. It is obvious that the first assertion of (a) is a consequence of the second one. Under
the assumption of the latter, L induces an isomorphism ofX/N ontoL(X). Since X/N can
be endowed with a norm satisfying ‖p(x)‖ = d(x,N) for x ∈X, where p :X→X/N is
the canonical projection, and since there exists some γ ∈ P such that d(x,N) γ ‖x‖ for
each x ∈ P , we get some α ∈ P such that ‖L(x)‖ α‖x‖ for each x ∈ P . Let us show that
condition (b) also entails such a relation. Let c > 0 be such that cUY ∩L(P)⊂ L(UX ∩P).
Then, for any y ∈ L(P), there exists w ∈ L−1(y) such that ‖w‖  c−1‖y‖. In particular,
for x ∈ P, there exists w ∈ X such that w − x ∈ N and ‖w‖  c−1‖L(x)‖. Then, as
Cγ (N) ∩P = {0} for some γ > 0, one has
γ ‖x‖ d(x,N) ∥∥x − (x −w)∥∥= ‖w‖
and cγ ‖x‖ ‖L(x)‖.
Assertion (c) is a consequence of (b) and of Lemma 3. Let us prove that condition (d)
ensures that L is expanding (at 0) on P . If it is not the case, we can find a sequence (xn) of
P such that (L(xn))→ 0 and xn /∈ UX, for each n ∈N. Then, for vn := ‖xn‖−1xn, we may
J.-P. Penot / Bull. Sci. math. 127 (2003) 815–833 823assume that (vn) has a limit v ∈ P with norm one; since L is continuous and (L(vn))→ 0,
we get v ∈N ∩P, a contradiction.
Under the assumptions of assertion (e), if B is a weakly compact base of P, there exists
β ∈ P such that ‖b‖  β for each b ∈ B. If L is not expanding (at 0) on P we can find
a sequence (xn) of P such that (L(xn))→ 0 and xn /∈ UX, for each n ∈ N. Then, setting
xn := tnbn, with tn ∈R+, bn ∈B, we have tnβ  1, hence L(bn)= t−1n L(xn)→ 0. Taking
a weak limit point b in B of (bn) we get b ∈N ∩B, a contradiction. ✷
Another connection between the two concepts introduced above is the following one
(see [26] Lemma 2.2 c) for a quantitative proof in the case E and F are cones).
Lemma 9. The subsets E and F of X are apart if and only if the map L : (x, y)  → x − y
is linearly expanding on E × F.
Proof. Let us first show that if L is linearly expanding on E × F and Cεn(E)∩Cεn(F )∩
(X\ε−1n UX) = {0} for a sequence (εn)→ 0+ we get a contradiction. Let α,ρ > 0 be such
that α‖(x, y)‖ ‖x − y‖ for any (x, y) ∈ (E×F)\ρUX×X and let zn ∈Cεn(E)∩Cεn(F )
with ‖zn‖> ε−1n . Then we can find (xn, yn) ∈E×F such that ‖xn− zn‖< εn‖zn‖,‖yn−
zn‖< εn‖zn‖, hence ‖xn − yn‖< 2εn‖zn‖ and∥∥(xn, yn)∥∥ ‖zn‖− εn‖zn‖> (1− εn)(1/2εn)‖xn − yn‖
 (1− εn)(1/2εn)α
∥∥(xn, yn)∥∥,
a contradiction when n is large enough.
SupposeL is not linearly expanding on E×F : there exist a sequence (γn) in [0,1) with
limit 0 and a sequence ((xn, yn)) in E × F such that ‖xn − yn‖  γn max(‖xn‖,‖yn‖),
(‖(xn, yn)‖)→∞. Then, we have (1− γn)‖yn‖ ‖xn‖, hence
d(xn,F ) ‖xn − yn‖ γn(1− γn)−1‖xn‖,
and (‖xn‖)→∞, so that E and F are not apart. ✷
3. Firm asymptotic cones
LetE be a nonempty subset of the normed vector space X. We recall that the asymptotic
cone (sometimes called the recession cone) of E is the cone E∞ := lim supt→+∞ t−1E,
consisting of all limits of sequences (t−1n xn), where xn ∈E and tn ∈ P with (tn)→∞.
Given a topology T on X, we say (see also [5,14,15,25,30,32,35]) that a subset E ⊆X
is T -asymptotically compact if every sequence (xn/‖xn‖) with xn ∈ E and (‖xn‖)→∞
admits a T -convergent subsequence with a nonnull limit. This last requirement is automatic
when T is the topology τX associated with the norm; in such a case, we simply say that
E is asymptotically compact. When T is the weak topology σX, we say that E is weakly
asymptotically compact.
Example. Suppose there exist α,ρ ∈ P and f ∈ X∗ such that f (x)  α‖x‖ for x ∈
E\ρUX. Then, if X is reflexive, E is weakly asymptotically compact: if (xn) is a sequence
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v; obviously v satisfies f (v)  α, hence is nonzero. See [1–3] for the use of such sets in
connection with variational inequalities and closedness properties.
Example. Suppose there exist ρ ∈ P and a closed convex pointed cone C such that
E\ρUX ⊂ C. Then, if X is reflexive and if C has a bounded base (which is the case
when E is separable), E is weakly asymptotically compact. In fact, by [12] Theorem 5 this
example can be reduced to the preceding one.
Example. Suppose that for some a ∈X the set E−a is contained in some locally compact,
closed, convex cone C. Then there exist α ∈ P and f ∈ X∗ such that f (x)  α‖x‖ for
x ∈ C and the set S := C ∩ f−1(1) is compact (see [23]). One can easily show that E is
asymptotically compact.
Let us introduce the central concept of the present paper.
Definition 3. A subset C of X is a firm (outer) asymptotic approximation of a subset E of
X if for any ε > 0 there exists some r > 0 such that E\rUX ⊂ Cε(C). A cone C is a firm
(outer) asymptotic cone of a subset E of X if it is a firm (outer) asymptotic approximation
of a E.
Of course, this definition does not determine C uniquely: any cone D containing C
is also a firm asymptotic cone. Uniqueness occurs when to the preceding condition one
adds the requirement that C is closed and also a firm inner asymptotic cone of E in the
sense that for any ε > 0 there exists some r > 0 such that C\rUX ⊂ Cε(E). However,
we will not use the latter property (which is automatically satisfied when E is a closed
convex set and C := E∞: given ε > 0 and e ∈ E one has E∞ + e ⊂ E, so that, for any
x ∈ E∞, one has d(x,E)  d(x,E∞ + e)  ‖e‖ < ε‖x‖ whenever ‖x‖ > ε−1‖e‖). We
say that E is firmly asymptotable if there exists a closed cone C which is both a firm inner
asymptotic cone of E and a firm (outer) asymptotic cone of E. In such a case one has
C = E∞ in view of the following lemma and of the obvious observation that any firm
inner asymptotic cone of E is contained in E∞ and even in the incident asymptotic cone
lim inft→∞ t−1E of E. Thus a firmly asymptotable set E is asymptotable in the sense that
lim inft→∞ t−1E = lim supt→+∞ t−1E. We say that E is firmly semi-asymptotable if E∞
is a firm (outer) asymptotic cone of E.
Using the stereographic projection or the inversion x  → ‖x‖−2x as in [4], one could
relate these properties with the notion of Fréchet cone [18,19]; however, that is not our
purpose here. The following characterizations are worth noting.
Proposition 10. For a subset E of X and a closed cone C in X, the following assertions
are equivalent:
(a) C is a firm asymptotic cone of E;
(b) d(x,C)/‖x‖→ 0 as ‖x‖→∞ with x ∈E;
(c) there exists a map h :E → C such that d(x,h(x))/‖x‖ → 0 as ‖x‖ → ∞ with
x ∈E.
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To prove that (b) ⇒ (c), for x ∈ E we pick h(x) ∈ C such that ‖h(x) − x‖  2d(x,C)
(considering separately the case d(x,C)= 0 and the case d(x,C) > 0). ✷
In view of the hereditary property observed above, one is led to take as a firm asymptotic
cone a cone which is as small as possible. The following result answers such a need.
Proposition 11. If C is a closed firm asymptotic cone of E, then C contains the asymptotic
cone of E. If E is asymptotically compact, then E is firmly semi-asymptotable: the
asymptotic cone E∞ of E is a firm asymptotic cone of E.
Proof. Let v ∈ E∞\{0}: there exists a sequence (en) in E and a sequence (tn)→∞ in P
such that (t−1n en)→ v. Then (‖en‖)→∞ and
d(v,C)= lim
n
d
(
t−1n en,C
)= lim
n
t−1n d(en,C)= ‖v‖ limn ‖en‖
−1d(en,C)= 0,
so that v ∈C.
Suppose E is asymptotically compact and the asymptotic cone E∞ of E is not a
firm asymptotic cone of E. Then there exist ε > 0 and a sequence (en) of E such
that (‖en‖)→∞ and d(en,E∞)  ε‖en‖. Since E is asymptotically compact, taking a
subsequence if necessary, we may suppose that (en/‖en‖) has a limit v. Then v ∈E∞ and
we get a contradiction: d(‖en‖−1en, v) d(‖en‖−1en,E∞) ε. ✷
Thus, in any finite dimensional space, the asymptotic cone is a firm asymptotic cone.
On the other hand, in any infinite dimensional normed vector space X there exists a
set E whose asymptotic cone is not a firm asymptotic cone. In order to see that, let us
use a result of Riesz asserting the existence of a sequence of unit vectors (en)n0 such
that d(en+1,Vn)  δ for each n  0, where δ ∈ (1/2,1) is given and Vn is the vector
subspace spanned by e0, . . . , en (see [17, Lemma 11.3.1] for example). Let bn := e0 + en
and E =⋃n1En with En := {nbn} ∪ R+en. Then, since (en) and (bn/‖bn‖) have no
cluster point, the asymptotic cone of E is C := ⋃nR+en. Let us check that for any
ε ∈ (0, δ2/4) and any n  1 one has nbn /∈ Cε(C). Let us suppose on the contrary that
nbn ∈ Cε(C): there exists k  1, r ∈ R+ and u ∈ UX such that nbn = rek + nε‖bn‖u.
Then en = −e0 + n−1rek + ε‖bn‖u. If k < n, as ‖bn‖  2, we get d(en,Vk) < 2ε < δ,
an impossibility. If k = n, we have (1 − n−1r)en = −e0 + ε‖bn‖u, hence 1 − n−1r 
1− 2ε  1/2 and d(en,V0) 2ε(1− n−1r)−1  4ε < δ, a contradiction. If k > n, we get
rek = nbn − nε‖bn‖u hence r  n‖bn‖ − 2nε  nδ/2, and d(ek,Vn) ‖ek − r−1nbn‖
2r−1nε  4εδ−1 < δ, another impossibility.
Example. Let E be the epigraph of a function f :W → !R := R ∪ {−∞,+∞} with
nonempty domain in a n.v.s. W and let X =W ×R. If f is hypercoercive in the sense that
f (w)/‖w‖→∞ as ‖w‖→∞, then E is firmly asymptotable and E∞ = C := {0}×R+.
In fact, given ε ∈ (0,1), let sε > 0 be such that f (w)/‖w‖> ε−1 for w ∈W\sεUW and let
rε := ε−1sε. If (w, t) ∈E\rεUX, either we have ‖w‖ < sε and then ‖(w, t)‖ = |t| rε 
ε−1‖w‖  ε−1d((w, t),C), or ‖w‖  sε and then ‖(w, t)‖  |t|  f (w)  ε−1‖w‖ 
ε−1d((w, t),C). Thus, E∞ is a firm asymptotic cone of E. Now let us check that C is an
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Then for t > r we have d((0, t),E) d((0, t), (a, t))= ‖a‖ ε‖(0, t)‖.
Example. Let E be the epigraph of a function f :W →!R := R ∪ {−∞,+∞} such that
lim inf‖w‖→∞(f (w) − p(w))/‖w‖  0, where p :W → R is a positively homogeneous
function, and let C be the epigraph of p in X =W ×R. Then C is a firm asymptotic cone
of E. In fact, given ε > 0, if rε > 0 is such that f (w)−p(w)−ε‖w‖ for w ∈W\rεUW ,
then, for any x := (w, t) ∈E\rεUX one has
d(x,C)
∥∥(w,p(w)+ (t − p(w))+)− (w, t)
∥∥

(
p(w)− t)+  (p(w)− f (w))+  ε‖w‖ ε‖x‖.
In particular, if f is super-coercive in the sense that c∞ := lim inf‖x‖→∞ f (x)/‖x‖> 0,
the set C := epic∞‖ · ‖ is a firm asymptotic cone of E.
Example. Suppose there exist a bounded subset B of X and a closed cone C such that
E ⊂ B + C. Then C is a firm asymptotic cone to E, as shown by the following lemma.
Moreover, if C ⊂E +B ′, where B ′ is bounded, then E is firmly asymptotable.
Lemma 12. Let E, E′ be subsets of X such that the excess of E over E′, e(E,E′) :=
sup{d(e,E′): e ∈E} is finite. Then any firm asymptotic cone C′ of E′ is a firm asymptotic
cone of E and any firm inner asymptotic coneC of E is a firm inner asymptotic cone of E′.
Proof. Let β > e(E,E′) and let h :E′ → C′ be such that d(x ′, h(x ′))/‖x ′‖ → 0 as
‖x ′‖ → ∞ with x ′ ∈ E′. We can find a map g :E → E′ such that d(x, g(x)) < β for
any x ∈E. Then the map h ◦ g :E→ C′ is such that d(x,h(g(x)))/‖x‖→ 0 as ‖x‖→∞
with x ∈E so that C′ is a firm asymptotic cone of E. The proof of the second assertion is
similar. ✷
Let us note some elementary calculus rules.
Proposition 13. Let E, E′ be subsets of X, X′ and let C, C′ be subsets of X and X′ which
are firm asymptotic approximations of E and E′ respectively. Then
(a) C ×C′ is a firm asymptotic approximation of E ×E′.
(b) If X =X′, C ∪C′ is a firm asymptotic approximation of E ∪E′.
(c) If X = X′, if there exists γ > 0 such that d(·,C ∩ C′)  γ d(·,C) + γ d(·,C′) on
E ∩E′, then C ∩C′ is a firm asymptotic approximation of E ∩E′.
(d) Let L :X→ Y be a Lipschitzian map from X to some n.v.s. Y. Suppose L is linearly
quasi-expanding on E. Then L(C) is a firm asymptotic approximation of L(E).
Proof. (a) Given ε ∈]0,1[, let p > 0 be such that E\pUX ⊂ Cε := Cε(C), E′\pUX ⊂
C′ε := Cε(C′). Let r := ε−1p. Let (x, x ′) ∈ E ×E′\rUX×X. If ‖x‖ r and ‖x ′‖ p we
have (x, x ′) ∈Cε ×C′ε . If ‖x‖ r and ‖x ′‖<p we have
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(x, x ′),C ×C′)max(d(x,C),‖x ′‖)
max
(
ε‖x‖,p)= ε‖x‖ = ε∥∥(x, x ′)∥∥.
Since the roles of x and x ′ are symmetric, we conclude that (x, x ′) ∈Cε ×C′ε in all cases.
Assertions (b) and (c) are obvious. Let us prove (d). Let λ be the Lispschitz rate ofL. Let
(yn) be a sequence of L(E) such that (‖yn‖)→∞. Since L is linearly quasi-expanding
on E there exists c > 0 and a sequence (xn) of E such that L(xn)= yn and ‖xn‖ c‖yn‖
for each n. We have (‖xn‖)→∞ since otherwise, for some m > 0 and some infinite
subset K of N we would have ‖xk‖m and ‖yk − y0‖ λ‖xk − x0‖ λ(m+ ‖x0‖) for
each k ∈ K, a contradiction with (‖yn‖)→∞. Then, for some sequence (εn)→ 0, we
have d(xn,C) εn‖xn‖. Let us pick wn ∈ C such that ‖wn − xn‖< 2εn‖xn‖. Since L is
λ-Lipschitzian and since for some α > 0 we have
∥∥yn −L(wn)∥∥ λ‖xn −wn‖ 2λεn‖xn‖ 2λεnc‖yn‖,
and we get (d(yn,L(C))/‖yn‖)→ 0. ✷
Corollary 14. Let E, E′ be subsets of X, X′ respectively which are firmly semi-
asymptotable. Then
(a) E ×E′ is firmly semi-asymptotable.
(b) If X =X′, E ∪E′ is firmly semi-asymptotable.
(c) If X = X′, if E and E′ are closed convex with E ∩ E′ = ∅ and if there exists γ > 0
such that d(· ,E∞ ∩ E′∞)  γ d(· ,E∞) + γ d(·,E′∞) then E ∩ E′ is firmly semi-
asymptotable.
(d) Let L :X → Y be a Lipschitzian map from X to some n.v.s. Y. Suppose L is
linearly quasi-expanding on E and positively homogeneous. Then L(E) is firmly semi-
asymptotable, with (L(E))∞ = L(E∞).
(e) Let L :X→ Y be a Lipschitzian map from X to some n.v.s. Y. Suppose L is linearly
quasi-expanding on E∞. Then L(E) is firmly semi-asymptotable, with (L(E))∞ =
L(E∞).
This is a consequence of the preceding proposition and of the following lemmas in
which we say that a subset E of X is asymptotable if for each v ∈E∞ and each sequence
of positive numbers (tn) converging to ∞ there exists a sequence (vn) converging to v such
that tnvn ∈E for all n.
Lemma 15 ([24, Theorem 2.5, 2.12 Chapter 1], [26,38]). Let E, E′ be subsets of X, X′
respectively. Then
(a) (E ×E′)∞ ⊂ E∞ ×E′∞ and equality holds when at least one of the sets E and E′ is
asymptotable.
(b) If X =X′, (E ∪E′)∞ =E∞ ∪E′∞.
(c) IfX =X′, ifE andE′ are closed convex with E∩E′ = ∅ then (E∩E′)∞ =E∞∩E′∞.
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from X to Y . Then one has L(E∞)⊆ (L(E))∞. Equality holds under each of the following
conditions:
(a) L is open and L−1(L(E))=E.
(b) L is open with a finite dimensional kernel and KerL∩E∞ = {0}.
(c) E is asymptotically compact and KerL∩E∞ = {0}.
We leave to the reader the task of writing a similar statement for firm asymptotable sets,
taking into account the fact that when a set E is such that E∞ is a firm inner asymptotic
cone to E, then E is asymptotable.
Let us end this section with the following fact of interest.
Proposition 17. Let P and Q be firm asymptotic cones of E and F respectively. If P and
Q are apart, then E and F are apart.
Proof. Let α,β, γ,ρ > 0 be such that α + β + αβ < γ , E\ρUX ⊂ Cα(P ), F\ρUX ⊂
Cα(Q), Cγ (P ) ∩ Cγ (Q) = {0}. Then, by relation (3) and the fact that Cβ(ρUX) ⊂
(1− β)−1ρUX, we have
Cβ(E)⊂ Cβ
(
Cα(P ) ∪ ρUX
)⊂ Cγ (P ) ∪ (1− β)−1ρUX.
Simlarly, we have Cβ(F ) ⊂ Cγ (Q) ∪ (1 − β)−1ρUX. It follows that Cβ(E) ∩ Cβ(F ) ⊂
(1− β)−1ρUX. ✷
4. Applications to boundedness properties
Let us now show that the concept of firm asymptotic cone can be used for the study of
boundedness and convergence properties.
We need a notion which has been widely used in nonsmooth analysis since its intro-
duction in [20] and its use in [29,31] in which the terminology has been coined: a map-
ping L :X → Y between two normed vector spaces is said to be metrically regular on
a subset E of X if there exists γ > 0 such that d(x,N)  γ ‖L(x)‖ for x ∈ E, where
N := L−1(0). If this inequality only holds when ‖x‖ is large enough, we say that L is
asymptotically metrically regular. When the closure of N contains 0 (in particular when
N is nonempty and L is positively homogeneous), this last condition is satisfied when-
ever L is linearly expanding on E. For this reason, the assumption that L is asymp-
totically metrically regular on K is implicitely contained in the assumptions of the next
lemma.
Lemma 18. Let L :X→ Y be a Lipschitzian, positively homogeneous map between two
normed vector spaces and let E be a subset of X. Suppose K is a firm asymptotic cone of
E and that L is expanding on K. Then L is linearly expanding on E.
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for each x ∈ Cδ(K) (here we use Lemmas 5, 7). Given r ∈ P, let q  β−1r be such that
E\qUX ⊂ Cδ(K). Then for x ∈E\qUX we have ‖L(x)‖ β‖x‖. ✷
The assumptions of the following proposition are more concrete.
Proposition 19. Let L :X→ Y be a continuous linear map between two normed vector
spaces and let E be a subset of X. Suppose K is a firm asymptotic cone of E, that K and
N := kerL are apart and that L is metrically regular on E. Then L is expanding on E.
We note that this statement would be a consequence of the preceding lemma if L were
supposed to be metrically regular on K. In fact, for some α,γ ∈ P, we would have
α‖x‖ d(x,N) γ ∥∥L(x)∥∥
for each x ∈K; thus L would be expanding on K. It can be observed that in both proofs it
is enough to assume that L is metrically regular on E\pUX for p > 0 large enough.
Proof. Suppose on the contrary that relation (4) does not hold. Then there exist r ∈ P and
a sequence (xn) of E such that (‖xn‖)→∞ and ‖L(xn)‖ r for each n ∈N. Let γ, δ > 0
be such that d(x,N)  γ ‖L(x)‖ for x ∈ E and (Cδ(N)\{0}) ∩ Cδ(K)= ∅. Since K is a
firm asymptotic cone to E, for n large enough we have xn ∈ Cδ(K), hence xn /∈ Cδ(N).
However, we have
d(xn,N) γ
∥∥L(xn)∥∥ γ r,
so that when ‖xn‖> γ rδ−1 we get xn ∈Cδ(N), a contradiction. ✷
The preceding result can be applied to the case of the sum S : (x, y)  → x + y. We note
that S is metrically regular: for any (x, y) ∈X2 we have
d
(
(x, y),N
)
 d
(
(x, y),
1
2
(x − y, y − x)
)
= 1
2
‖x + y‖ = 1
2
∥∥S(x, y)∥∥.
Since when P (respectivelyQ) is a firm asymptotic cone ofA (respectivelyB), then P ×Q
is a firm asymptotic cone of A×B, and since P ×Q is apart from N := kerS when P and
−Q are apart, as easily seen, we get the following result. We will also provide a simple
direct proof. Another proof can be derived from Proposition 2 and Lemmas 7, 9.
Proposition 20. Let A and B be two nonempty subsets of X and let P (respectively Q)
be a firm asymptotic cone of A (respectively B). If P and −Q are apart then the mapping
S : (x, y)  → x + y is linearly expanding on A×B.
Proof. Suppose on the contrary that there exist r > 0, (αn)→ 0 and a sequence ((xn, yn))
in A × B such that ‖xn + yn‖ < αn‖(xn, yn)‖ and ‖(xn, yn)‖ → ∞. Then we have
(‖xn‖) →∞, (‖yn‖) →∞. Let γ > 0 be such that Cγ (P ) ∩ Cγ (−Q) = {0} and let
ε ∈ (0, γ ). For n large enough we have xn ∈ Cε(P ), −yn ∈ Cε(−Q) and ‖xn‖  (1 −
αn)
−1‖yn‖, hence
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 ε‖xn‖ + αn
∥∥(xn, yn)∥∥
 (ε+ αn)(1− αn)−1‖− yn‖< γ ‖− yn‖,
hence −yn ∈ Cγ (P ), a contradiction. ✷
Let us show that our results allow one to recover [35] Lemma 3.3 a). However, it seems
that part b) of that lemma (which uses the notion of asymptotically proper map) is out of
reach of the present approach.
Corollary 21. Let L :X → Y be a continuous linear operator and let E ⊂ X. If E is
asymptotically compact and if E∞ ∩ kerL= {0}, then L is expanding on E.
Proof. By Proposition 11,K :=E∞ is a firm asymptotic cone to E. Moreover, K is locally
compact, so that the assumption E∞ ∩ kerL = {0} implies that K and N := kerL are
apart. It remains to show that L is metrically regular on E outside of sufficiently large
balls. Suppose on the contrary that for each n ∈ N there exists some xn ∈ E\nUX such
that d(xn,N) > n‖L(xn)‖. Let J be an infinite subset of N such that (‖xj‖−1xj )j∈J has
a non-null limit u. Then we have u ∈K , L(u)= 0 as ‖L(xn)‖ n−1d(xn,N) n−1‖xn‖
and we get a contradiction. ✷
Boundedness properties of correspondences can be dealt with the notions presented
above; such a framework is versatile enough to justify a short account. We say that a
multimapping F :X ⇒ Y between two normed vector spaces (identified with its graph
when convenient) is linearly expanding if there exist α,ρ ∈ P such that for any (x, y) ∈ F
with ‖x‖ > ρ one has α‖x‖  ‖y‖. A criterion ensuring this property by the means of
some appropriate approximation is given in the following statement.
Proposition 22. Let F :X⇒ Y, C :X⇒ Y be two multimappings between two normed
vector spaces such that (the graph of ) C is a firm asymptotic cone to (the graph of ) F. If
C is linearly expanding, then F is linearly expanding.
Proof. Let α,ρ ∈ P such that for any (u, v) ∈ C with ‖u‖ > ρ one has α‖u‖  ‖v‖
and let β ∈ (0, α) with β < 1. Let us show there exists some σ ∈ P such that for any
(x, y) ∈ F with ‖x‖ > σ one has β‖x‖  ‖y‖. If this is not the case, there exists a
sequence ((xn, yn)) in F such that ‖xn‖ → ∞ and β‖xn‖ > ‖yn‖. Then there exists a
sequence (εn)→ 0+ such that d((xn, yn),C) < εn‖(xn, yn)‖. Let (un, vn) ∈ C be such
that ‖(un, vn)− (xn, yn)‖< εn‖(xn, yn)‖. Then, for n large enough, we have ‖(xn, yn)‖ =
‖xn‖, ‖un‖  ‖xn‖ − εn‖(xn, yn)‖ hence ‖un‖  (1 − εn)‖xn‖ > ρ and ‖vn‖  ‖yn‖ +
εn‖xn‖< (β + εn)‖xn‖ (1− εn)−1(β + εn)‖un‖< α‖un‖, a contradiction. ✷
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In this section we gather various applications. We start with variants of the Dieudonné
closure theorem in which the local compactness assumption is dropped.
Proposition 23. Let L :X→ Y be a continuous linear map between two normed vector
spaces and let E be a (sequentially) weakly closed subset of X. Suppose X is reflexive, C
is a firm asymptotic cone of E, that C and N := kerL are apart and that L is metrically
regular on E. Then L(E) is (sequentially) weakly closed in Y .
Proof. Let y ∈ Y be the weak limit of a sequence (L(xn)) of L(E). We know that L is
expanding on E. Since (L(xn)) is bounded, the sequence (xn) is bounded. Since X is
reflexive and E is sequentially weakly closed, (xn) has a weakly converging subsequence
whose limit x is in E. Then y = L(x) ∈ L(E). ✷
The following version of the Dieudonné theorem [16] does not impose convexity
assumption. It can be combined with previous results displayed above, in particular with
Propositions 10, 11.
Proposition 24. Let A and B be two nonempty weakly (sequentially) closed subsets of X
and let P (respectively Q) be a firm asymptotic cone of A (respectively B). If X is reflexive
and if P and −Q are apart then A+B is weakly (sequentially) closed.
Proof. Let ((an, bn)) be a sequence of A × B such that (an + bn) weakly converges to
some c ∈ X. Since S : (x, y)  → x + y is expanding on A × B by Proposition 20, the
sequences (an) and (bn) are bounded. Taking subsequences, if necessary, we may assume
they weakly converge to some a ∈A and b ∈ B respectively,A and B being weakly closed.
Then c= a + b ∈A+B . ✷
Now we display an existence result which is simple but powerful.
Proposition 25. Let f :X→R∪ {+∞} be a bounded below, weakly lower semicontinuous
map on a reflexive Banach space X. Let h :X→ R be a positively homogeneous function
such that epih is a firm asymptotic cone to epif and h is definite positive in the sense that
there exists α > 0 such that h(x) α‖x‖ for each x ∈X. Then f attains its infimum.
Proof. It suffices to show that f is coercive. Suppose on the contrary that there exists a
sequence (xn) such that (rn) := (‖xn‖)→∞ and f (xn)m with m> | inff (X)|. Then
we can find a sequence (εn) in P with limit 0 such that
d
(
(xn,m), epih
)
< εn
∥∥(xn,m)∥∥
for each n. Then there exists (wn, sn) ∈ epih such that ‖(wn, sn)− (xn,m)‖< εnrn for n
so large that rn > m and we get ‖wn − xn‖< εnrn,
m > h(wn)− εnrn  α‖wn‖− εnrn
 α‖xn‖ − αεnrn − εnrn 
(
α(1− εn)− εn
)
rn,
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Other results in optimization theory using the notions displayed here are given in [5].
Finally, we quote the following theorem which is outside the scope of the present paper
but uses the concepts introduced here. It generalizes a famous result by Browder recently
extended by D.T. Luc in [25] by using the notion of asymptotically compact set. Here no
compactness assumption is involved. Given a firm asymptotic cone K to a subset C of X,
a positively homogeneous mapping f∞ :K → X is said to be a firm asymptotic semi-
derivative of f :C→X if for any ε > 0 there exists ρ > 0 such that for any x ∈ C\ρUX
there exists v ∈K satisfying ‖x − v‖< ε‖x‖,∥∥f (x)− f∞(v)∥∥< ε‖x‖.
Theorem 26. Let X be a uniformly convex Banach space and let C be a closed convex
subset of X. Let K be a firm asymptotic cone of C. Let f :C→C be a nonexpansive map
which has a firm asymptotic semi-derivative f∞ :K→X such that for some c ∈ (0,1) one
has ‖f∞(v)‖ c‖v‖ for each v ∈K. Then f has a fixed point.
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