Abstract. We study monotone convex functions ψ :
Introduction
One of the main concerns in economic theory is the question of economic agents' choice in a set of future random payoffs. This choice behavior is determined by the preferences of each economic agent which may largely differ if one agent is compared to another. However, since e.g. equilibrium and pricing theory are based on such a comparison of agents' preferences, the mathematical analysis of these structures requires not only a description of the agents' preferences in terms of functions but also that these functions be defined on a space of random variables large enough to cover all possible desires the different agents may have. Here the random variables over a probability space (Ω, F, P) resemble all possible future random payoffs, and hence a natural underlying space for studying agents' choice behavior is L 0 := L 0 (Ω, F, P), the space of all random variables over (Ω, F, P) modulo P-almost sure equality. Unfortunately, this space provides some mathematical difficulties as it is not locally convex. Thus, for tractability reasons, the model space is usually restricted to subspaces of L 0 such as L p (Ω, F, P), p ∈ [1, ∞), or even further to the space of bounded random variables L ∞ (Ω, F, P). But the L p -spaces, p ∈ [1, ∞), highly depend on the reference probability measure P. However, when different agents in the market base their respective evaluations on applying different references probability measures respectively or when optimizing the preferences of some agent under constraints given by some pricing rules, it is in general not clear which reference probability one should choose and on which (locally convex) model space the analysis should be carried out. A very common choice of model space is L ∞ , since it, like L 0 , is invariant under equivalent measure transformations, so the reference probability measure problem does not appear (as long as all candidates for such references probabilities are equivalent). But obviously L ∞ is a very limited space, keeping in mind that standard models for prices involve e.g. log-normal distributed random variables (under some pricing probability measure), which thus cannot be incorporated in a setting building on L ∞ . Fortunately, it is observed that many common preference functions possess convexity and monotonicity properties which indeed allow for a mathematical inspection of these preferences on the space L 0 . Since this feature is very desirable for the reasons already mentioned, we, during this paper, determine a class of monotone convex functions on L 0 which exhibit properties adequate for allowing for a dual representation on L 0 and, under some further conditions, even for a σ-additive subgradient. This extends, amongst others, results by Brannath and Schachermayer [2] which were formulated on the basis of the same motives as ours. For further ongoing research on topological and structural properties of L 0 we refer to [9, 11, 12, 14, 15] . The structure of this paper is as follows. Our main results are collected in section 2. In section 2.1 we present a dual representation result for monotone convex functions on L 0 satisfying in addition a closedness and monotone continuity condition. Based on this result, we derive a bipolar representation for a class of monotone convex subsets of L 0 which is a generalization of the bipolar theorem presented in [2] . Moreover, in section 2.2 we show that under some additional conditions on the function we obtain a σ-additive subgradient for a large class of points. These results are then illustrated by examples in section 2.3. The proof of the subgradient result, which is given in section 4, is based on the construction of an auxiliary Banach space which is induced by the monotone convex function studied. This space is defined and studied in section 3.
Dual representation and σ-additive subgradients
Throughout this paper, let (Ω, F, P) be a fixed probability space.
, where Q is a probability measure absolutely continuous with respect to P (Q P). As usual, for two probability measures Q and Q on (Ω, F) we write Q ∼ Q if and only if Q Q and Q Q. The expectation with respect to P is denoted by E [·] , whereas the expectation with respect to Q P is denoted by E Q [·]. We use the convention
. All equalities and inequalities between random variables are understood in the Palmost sure (a.s.) sense. We write
0 }, and similarly for the positive (and negative) cones of other spaces. The topology on L 0 is the convergence in probability which corresponds to the metric
Recall that this topology is not locally convex and there do not exist non-trivial continuous linear functions from L 0 to R. So in particular, the classical separation results cannot be applied. 
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Then, ψ has the dual representation
for the convex conjugate
The level sets 
Hence, by monotone continuity we infer for every X ∈ dom ψ that
We will frequently make use of this continuity property. Moreover, we note that a property similar to (2.3) is used in [5] and [3] in order to extend functions from L ∞ to L 0 . More precisely, [5] and [3] give conditions for a class of monotone
Notice that the limits in (2.3) and (2.4) cannot be interchanged in general. However, in case that ψ is l.s.c. on L 0 it follows that (2.4) implies (2.3) . ♦ Remark 2.3. We like to emphasize that given any function ψ as in Theorem 2.1, in order to obtain the dual representation (2.1) of ψ on L 0 , it suffices to compute the ordinary dual representation of ψ restricted to the Banach space (
If we drop the monotone continuity, we may still obtain a representation of type (2.1) for an appropriate ψ * . However, the crucial l.s.c. property of ψ * , which is essential when translating a primal optimization problem into a dual one, might be lost. For illustration, consider for instance the function
Then, ψ satisfies all conditions required in Theorem 2.1 except for the monotone continuity. It is easily verified that ψ
In particular the level sets of ψ * are not closed in any topology on L ∞ weaker than the norm topology induced by · ∞ , because for every neighborhood of ZX in the norm topology there is some n ∈ N such that Z n := ZX ∨ 1 n lies in that neighborhood. But, as shown above, ψ
which satisfies the conditions of Theorem 2.1 and for which dom ψ = ∅ has to be proper (i.e. ψ > −∞ and dom ψ = ∅). Hence, it has a robust representation of the form (2.1). Indeed, if 
This assertion is trivial if ψ(X)
, and in this case, by definition of ψ * , we have
In either case, the Fenchel-Moreau theorem (see Proposition 3.1 in [8] ) and the monotonicity of ψ yield
Next we show that (2.7)
Hence, noting that dQ dP ∈ L ∞ + , the assertion will follow if we show that (2.8) 
, and (2.8) is verified in this case too. Consequently, (2.2) and (2.7) are proved. In conjunction with (2.5) and (2.6) we obtain From Theorem 2.1 we derive the following bipolar theorem.
where the polar
Proof. The indicator function δ(· | C) satisfies the conditions of Theorem 2.1. Hence, we obtain (2.10)
which coincides with the support function of C. Since C • equals the level set
-closed and convex, whereas 0 ∈ C • is obvious. The fact that X ∈ C implies that the right hand side in (2.9) follows directly from the definition of the polar C
• . In the case that X ∈ C it follows from (2.10) that there isZ ∈ L
where the latter inequality is due to 0 ∈ C. We distinguish two different cases. On the one hand, if δ
• . On the other hand, if δ * (Z | C) = 0, it follows that δ * (nZ | C) = 0 and therefore nZ ∈ C
• for all n ∈ N. In particular, for n large enough we deduce that E[(nZ)X] > 1, and the proof is completed.
Restricting the results of Theorem 2.6 to L 0 + yields the bipolar theorem of Brannath and Schachermayer [2] .
Proof. DefineC := C − L 0 + which is convex. Note that for any X ∈C we have X + ∈ C ⊂C by solidity. Moreover,C is closed since for any sequence (X n ) n∈N ⊂C which converges in probability to X ∈ L 0 , it follows that (X + n ) n∈N ⊂ C converges in probability to X + and thus X + ∈ C by closedness of C. Hence, X ∈C. Sincẽ 
, as given in Corollary 2.7. Note that our result is stronger since C
• ⊂ C • , and thus the non-trivial implication
immediately follows once we know (2.11). ♦
σ-additive subgradients.
In order to obtain a maximizer in the dual representation (2.1) we will have to enlarge the space of test measures from L
and impose further conditions on ψ. Theorem 2.9 states conditions under which there is such a maximizer, which can be seen as a kind of generalized subgradient. The proof of Theorem 2.9 is given in section 4. 
Then for every X ∈ L 0 such that there is an > 0 with
we have
where
Note that the convex conjugate ψ * appearing in Theorem 2.9 is the extension to L 1 of the convex conjugate given in Theorem 2.1, hence the same denotation.
Remark 2.10. The fact that we need the property of bounded continuity in Theorem 2.9 is illustrated by considering ψ(X) := ess sup X, X ∈ L 0 . This function satisfies all conditions required in Theorem 2.1, and the dual representation is
Moreover, ψ is normalized and sensitive, but fails to be bounded continuous. Indeed, for an X ∈ L 0 such that ess sup X < ∞, but P(X = ess sup X) = 0, there cannot exist an Z ∈ Q such that E[ZX] = ess sup X. ♦
Examples.
In this subsection we illustrate the main theorems, Theorems 2.1 and 2.9.
Example 2.11. (Entropic risk measure) Define ψ(X) := log E[exp(X)]
, X ∈ L 0 , so that ψ(−X) is the entropic risk measure and −ψ(−X) corresponds to the certainty equivalent of an exponential expected utility function. ψ is a convex and monotone function which maps L 0 to (−∞, +∞]. Moreover, ψ is l.s.c. and monotone continuous due to Fatou's lemma and the dominated convergence theorem, respectively. According to theorem 2.1, the function ψ has the dual representation (2.1) for a convex conjugate ψ * , the domain of which is concentrated on the probability densities and which is given by ψ
For an explicit computation of ψ * we refer to [10] , keeping Remark 2.3 in mind. The entropic risk measure belongs to the class of optimized certainty equivalents, dual representations of which have been studied on L 0 in [4] . As for the subgradients, we notice that the function ψ is normalized, sensitive and bounded continuous. Also, for X ∈ L 0 with (1 + )X ∈ dom ψ or equivalently (1 + )X + ∈ dom ψ for some > 0, it follows that ψ(X + X1 {X≥n} ) converges to ψ(X) for n → ∞ due to the dominated convergence Theorem. Thus, we derive from Theorem 2.9 the existence of a subgradient for ψ at X, i.e. the maximizer of (2.12), which directly computes as exp(X)/E[exp(X)] ∈ L 1 . ♦ Example 2.12. (Economic index of riskiness) Let l : R → [c, +∞) be an l.s.c. strictly increasing convex loss function such that l(0) > 0, and one which is bounded from below. We choose an acceptability threshold c 0 > l(0) and define
Following [6] , the economic index of riskiness is defined as ρ(X) := ψ(−X). Note that ψ(X) = 0 if X ≤ 0, since by monotonicity of l we have E[l(X/t)] ≤ l(0) < c 0 for all t > 0. As ψ is a gauge function, it is sublinear, so in particular convex. Moreover, the dominated convergence theorem and Fatou's lemma show that ψ satisfies the conditions of Theorem 2.1. We claim that the dual representation of ψ is given by
is the convex conjugate of l. Indeed, according to Remark 2.3, in order to obtain the dual representation of ψ we only need to derive the dual representation of ψ| L ∞ , and for any X ∈ L ∞ it follows that
As for the subgradients, we notice that the function ψ is normalized, sensitive and bounded continuous. Let X ∈ L 0 with (1 + )X + ∈ dom ψ for some > 0 and suppose that E[l((1 + )X + /ψ(X))] < ∞. Then the dominated convergence theorem yields lim n→∞ ψ(X + X1 {X≥n} ) = ψ(X), and Theorem 2.9 implies the existence of a subgradient at X. In case l is differentiable, the subgradient of ψ at X is given by
In this section we prepare the proof of Theorem 2.9 by introducing and studying a Banach space L ψ which is induced by the function ψ as given in Theorem 2.9. Its dual space L ψ * will provide the desired subgradients. This further develops ideas presented in [17] .
be a convex function such that ψ(0) = 0. Then, we define
with the usual convention that inf ∅ = ∞ and
Apparently, the idea behind the construction of the (L ψ , · ψ ) space is a generalization of the construction of Orlicz-spaces via Luxemburg-norms. 
is a Banach space, and there exists a probability measure
Note that l.s.c. on L 0 implies (3.1) but not vice versa (see Example 3.3).
Proof. We define Λ(X) :
both, the assertion is trivial. To this end let α ∈ Λ(X) and β ∈ Λ(Y ) for some X, Y ∈ L ψ . Then, by monotonicity and convexity
, which proves the triangle inequality.
(ii) and (iii): Clearly, 0 ψ = 0. For all X ∈ L 0 \ {0} and 0 < λ < 1
because ψ(|X|) > 0 due to sensitivity of ψ. Hence, there exists a λ > 0 such that ψ(|X|/λ) > 1 for all λ ≤ λ, so X ψ ≥ λ > 0. Consequently, X ψ = 0 if and only if X = 0. Apparently, the properties of · ψ ensure that (L ψ , · ψ ) is a normed space.
For every 0 = X ∈ L ∞ and K ≥ 1 we obtain
due to monotonicity and convexity. By normalization there is a K ≥ 1 such that ψ
This is obvious by monotonicity of ψ. (v): Obviously, ψ = ψ| L ψ is a proper convex function. We only have to establish the l.s.c. of ψ on (L ψ , · ψ ). To this end, let (X n ) n∈N ⊂ L ψ and X ∈ L ψ be such that X n − X ψ → 0. In other words, for every λ > 0 there is n(λ) ∈ N such that for all n ≥ n(λ) we have ψ(|X n − X|/λ) ≤ 1. Then for every α ∈ (0, 1) and all n ≥ n( 1−α α ) monotonicity and convexity yield
Hence, we conclude that for all α ∈ (0, 1) we have
By assumption R α → ψ(αX) is an l.s.c. function on R. Hence,
converging in probability to X ∈ L 0 and for every λ > 0, the sequence |X n |/λ converges to |X|/λ in probability, so ψ(|X|/λ) ≤ lim inf n→∞ ψ(|X n |/λ), and therefore the level sets E
for every r > 0, and thus 
Since 1 A ψ > 0 for every A ∈ F such that P(A) > 0, we infer that there must
Therefore, if Q m denotes the set of probabilities Q Z given by the densities
then we have that Q m ∼ P in the sense that
Hence, the Halmos-Savage theorem (see Lemma 7 in [13] ) implies that there is a countable subset
Then, Z ∈ L 1 and Z > 0. Moreover, for every X ∈ L ∞ we have 
E[Z((−m) ∨ X ∧ n)] − ψ * (Z) ≤ ψ(X).
Therefore, and by Theorem 2.1,
Step 2. Note that the norms · C,ψ = inf{λ > 0 | ψ(|X|/λ) ≤ C}, C > 0, on L ψ are all equivalent and · 1,ψ = · ψ . Moreover, note that X ∈ B C,ψ (1) := {Y ∈ L ψ | Y C,ψ < 1} for some C > 0 is equivalent to the existence of some > 0 such that ψ((1 + )|X|) ≤ C, which by convexity implies (1 + )ψ(|X|) ≤ ψ((1 + )|X|) ≤ C. Consequently, B C,ψ (1) ⊂ int dom ψ| L ψ for all C > 0. Taking the union over all C shows that every X ∈ L ψ for which there is an > 0 such that ψ((1 + )|X|) < ∞ lies in the interior of dom ψ| L ψ .
Step 3. Let X ∈ dom ψ such that
ψ . Note that ψ −X − is a monotone l.s.c. convex function on L ψ such that X + ∈ dom ψ −X − . Thus, according to the Fenchel-Moreau theorem (Proposition 3.1 in [8] ) and monotonicity we have that
For μ ∈ L ψ * + , let Z μ be as in Proposition 3.4. Since by monotone continuity
