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Content balancing is an important issue in the design and implementation of computerized adaptive testing (CAT). Content-balancing techniques that have been applied in fixed content balancing, where the number of items from each content area is fixed, include constrained CAT (CCAT), the modified multinomial model (MMM), modified constrained CAT (MCCAT), and others. In this article, four methods are proposed to address the flexible content-balancing issue with the a-stratification design, named STR C. The four methods are MMM+, an extension of MMM;
MCCAT+, an extension of MCCAT; the TPM method, a two-phase content-balancing method using MMM in both phases; and the TPF method, a two-phase content-balancing method using MMM in the first phase and MCCAT in the second. Simulation results show that all of the methods work well in content balancing, and TPF performs the best in item exposure control and item pool utilization while maintaining measurement precision. Index terms: flexible content balancing; fixed content balancing; two-phase content balancing; exposure control; a-stratification methods; item selection
Computerized adaptive testing (CAT) has gained much attention in recent years. One major advantage of CAT is that it provides efficient latent trait estimates (θÞ by selecting items that fit examinees' trait levels for administration (Weiss, 1982) .
In the current CAT applications, many item selection procedures are based on the maximum information method (Samejima, 1977; Wainer, 2000) , which means to select the item that has the maximum information at the current estimate point. However, under the maximum information design, items with high a-parameters (discrimination) tend to be preferentially selected. This can cause overexposure of the high-a items and underexposure of some other items. As a result, the item pool may not be well used. Besides, using highly discriminating items at the beginning of the test may compromise measurement precision because of the inaccurate estimation of the latent trait in the initial stages when the number of administered items is small (Chang, 2004) .
To produce a more balanced item pool usage while maintaining measurement precision, Chang and Ying (1999) proposed the a-stratification method, which gives priority to low-a items at the early stage of a test. The original a-stratification method is a prototype version. Some issues still need to be addressed, such as the correlation between item difficulty and discrimination parameters and content balancing (Stocking, 1998) . Thus, refinements of the original a-stratification method were proposed. Chang, Qian, and Ying (2001) developed the a-stratification design with b-blocking (BAS) to overcome the parameter correlation issue by balancing the distributions of the b-values across all strata. It first rank-orders all the items according to the b-parameter values. Items with similar b-parameter values form blocks. Within each block, items are sorted again measurement precision. The latter serves as the best situation precision-wise but the worst scenario in exposure control.
Method
As mentioned above, prior research on content balancing has yielded numerous methods, including constrained CAT (CCAT), MMM, and MCCAT, to name a few. A detailed description of these three methods follows.
In Kingsbury and Zara's (1991) CCAT method, the target number of items to be selected from a certain content area is viewed as the quota assigned to it. Once an item is selected, the quota for the corresponding content area shall be reduced by 1. The selection of the next optimal item is then restricted to the content area that has the largest quota left. Chen and Ankenmann (2004) indicated that the CCAT method may yield undesirable order effects because the sequence of content areas is highly predictable. Instead, they proposed using MMM to meet the balanced content requirement. In MMM, a cumulative distribution is first formed based on the target percentage of the number of items from each content area. Then, a random number from the uniform distribution Uð0; 1Þ is used to determine the corresponding content area from which the next item should be selected. Each time an item is selected, a new multinomial distribution is formed by adjusting the unfulfilled percentages of the content areas. Finally, a content specification sequence can be obtained. Leung et al. (2003) proposed the MCCAT method to eliminate the predictability of content sequencing by CCAT. The procedure is mostly the same as CCAT, but items are selected based on maximum information from those unfulfilled content areas.
All the three methods can be applied with a-stratification designs. Previous research has been conducted comparing the three content-balancing methods using three different a-stratification designs: the original a-stratification design, BAS, and STR C (e.g., Leung et al., 2003) . However, these studies only focused on fixed content balancing. The purpose of this study is to develop new methods to handle flexible content balancing on the basis of the existent techniques.
Methods for Flexible Content Balancing
All the four methods to be introduced are applied with the STR C design (Yi & Chang, 2003) . Essentially, the item pool is stratified into S strata based on three factors: content specifications and b-and a-parameter values. Thus, the stratification makes the distributions of content and b-parameter values within each stratum as similar as possible to that of the entire pool. The test is divided correspondingly into S stages. At each stage, items are selected from the corresponding stratum, minimizing the difference between the b-parameter value and the current ability estimate (θÞ.
Let n k denote the number of items from each content area. For flexible content balancing, n k must satisfy the following two inequalities:
where l k and u k are the prespecified lower and upper bounds (k = 1; 2; . . . ; K, and K is the total number of the content areas), and L is the test length. Note that fixed content balancing is a special case of flexible content balancing when l k = u k = n k .
The first method to be introduced is MMM+, which is a direct extension of the MMM method (Chen & Ankenmann, 2004) .
Method 1: MMM+
In MMM+, content specification determines the content area from which the next item should be selected, and the item selection is dictated by content specification.
Content specification. Content specification specifies sequentially from which content area items should be selected. Let c jl indicate the content area for the lth item given to the jth examinee. Then, a content specification vector ðc j1 ; c j2 ; . . . ; c jL Þ indicates that the first item will be selected from content c j1 , the second from content c j2 , and so forth for the jth examinee, where c j = 1; 2; . . . ; K, l = 1; 2; . . . ; L, and j = 1; 2; . . . ; N.
To obtain the content specification vector, MMM+ first needs to decide how many items to be selected from each content area. These numbers will form a content-balancing vector ðn 1 ; n 2 ; . . . ; n K Þ. For the jth examinee, (n j1 ; n j2 ; . . . ; n jK Þ will be randomly generated, but the vector must satisfy equations (1) and (2). In doing so, the first K − 1 integers of (n 1 ; n 2 ; . . . ; n K − 1 Þ are randomly generated from
, the content-balancing vector is obtained. Otherwise, the integer generation process will start over again until a satisfactory content-balancing vector is produced. Note that in this way, the content-balancing vector assigned to each examinee is randomized, and thus it is likely that n ik 6 ¼ n jk . Here, i 6 ¼ j, where i and j represent two different examinees.
Based on the generated content-balancing vector, a content specification vector for the jth examinee ðc j1 ; c j2 ; . . . ; c jL Þ can be obtained by using MMM. For N examinees, an N × L content specification matrix is then produced. By randomly generating a content-balancing vector while using MMM, MMM+ manages to handle flexible content balancing.
Item selection. Based on the STR C design and content specification, for the jth examinee, the ith item that belongs to the sth (s = 1; 2; . . . ; S; S is the total number of strata) stage of the test shall be chosen from the set of items that meet the following two criteria simultaneously: (a) from the sth stratum of the item pool and (b) from the corresponding content area. Among all the items in the set, the one whose b-parameter is the closest to the current θ estimate shall be selected.
Method 2: MCCAT+
Following the same line as MMM+, to deal with flexible content balancing, a step can be added to MCCAT of the random generation of the content-balancing vector, thus making it MCCAT+.
First, the random generation process described above is used to obtain the content-balancing vector ðn 1 ; n 2 ; . . . ; n K Þ. There will be no content specification prior to item selection, but the number of items selected from each content area is monitored. Under stratification design, the next item to be selected should satisfy two criteria: (a) The largest amount of information is yielded among all the items in the corresponding stratum, and (b) the content-balancing requirement is still unfulfilled. Because the number of items from every content area is constrained by a lower bound and an upper bound, a natural thought is to divide the test into two phases and let the lower bound be met first. For the K content areas, there is a lower-bound vector (l 1 ; l 2 ; . . . ; l K Þ, an upper-bound vector (u 1 ; u 2 ; . . . ; u K Þ, and
In the first phase, l 1 items out of the L 1 items should be selected from Content Area 1, l 2 items should be from Content Area 2, and so on. Using MMM, a content specification (c 1 ; c 2 ; . . . ; c L 1 Þ is obtained for the first phase.
For Phase 2, the target proportions change into ð
Using MMM, the content specification (c L 1 + 1 ; c L 1 + 2 ; . . . ; c L Þfor the second phase can be produced. Then a content specification vector is formed by concatenating (c 1 ;
After this, item selection will be conducted in the same manner as described in MMM+.
Method 4: TPF (Two-Phase Item Selection Using Flexible Content-Balancing Methods)
The first phase of TPF is the same as that of TPM. Content specification for the first L 1 items is produced. In Phase 2, MCCAT is used; that is, the number of items selected from each content area is monitored, and only items from the unfulfilled content areas can be selected. Thus, the number of items selected from each content area can be kept under or equal to the upper bound.
Comparison Among the Four Methods
MMM+ and MCCAT+ can be viewed as a direct extension of applying MMM and MCCAT to flexible content-balancing situations. TPM and TPF, on the other hand, implement a two-phase content-balancing process to deal with the lower-and upper-bound requirement separately. Table  1 summarizes the four methods.
In the above description of MMM+ and TPM, content specification for the test is obtained first, and items are then selected from the designated content areas accordingly. Actually, this can be done in another way. For instance, the content specification can be obtained for the ith item, and then a suitable item can be selected. After that, the content specification is obtained for the next 
Note. MMM = modified multinomial model; MCCAT = modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase contentbalancing method using MMM in the first phase and MCCAT in the second; MMM + = an extension of MMM; MCCAT + = an extension of MCCAT; NA = not available.
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item, and item selection is conducted. Therefore, content specification and item selection can be two separate processes, and they can be interwoven as well. However, in MCCAT+ and the second phase of TPF, the content specification process and item selection cannot be separated, and there is no content specification vector for the entire test that can be obtained before item selection. Another thing worthy of noting is that both MMM+ and TPM actually limit the space for item selection by specifying content first. For example, if the next item should be from Content Area 1 according to content specification, the item selection is restricted to that content area. This is equivalent to partitioning each stratum further into smaller cells according to content and restricting item selection to a certain cell. In contrast, MCCAT+ and TPF in its second phase do not need the finer partition, and thus the item selection zone is widened to the entire stratum. Intuitively, this should help improve measurement precision because closer b-matching can be obtained. On one hand, because the selection zone is enlarged, measurement precision may be improved. On the other hand, based on the general belief of the trade-off between item exposure control and measurement precision, it can be expected that if MCCAT+ and TPF would improve measurement precision, they then might lose some efficiency in item exposure control and item pool utilization. For TPF, the difference probably would be reflected on the items of the later strata because these are the items from which the Phase 2 items would be selected.
Data and Simulation Studies
Simulations are conducted using the data from a large-scale achievement test. The item parameters were calibrated based on the three-parameter logistic item response theory model using the BILOG computer program (Mislevy & Bock, 1990) . The item pool consists of 540 items, from three content areas. Of the items, 216 are from Content Area 1, and 162 are from Content Areas 2 and 3. Table 2 summarizes the descriptive statistics of the a-, b-, and c-parameters for each of the three content areas. Based on the rule of thumb proposed by Stocking (1998) , item pool size should be at least 12 times the test length. Here the test length is 40, and the item pool contains 540 items. Therefore, the pool size is big enough according to the rule of thumb.
A test with a fixed length of 40 items is simulated. Of the 40 items, 14 to 18 should be selected from Content Area 1, and 10 to 14 items should be selected from Content Areas 2 and 3. Following previous research on the a-stratification designs, the item pool is partitioned into four strata based on STR C (e.g., Yi & Chang, 2003) . Each stratum has 135 items. The distribution of the b-parameters and the content in each stratum resemble their distributions in the whole item pool in the stratified pool. The 40-item test is divided into four stages, with 10 items to be selected from the corresponding stratum in each stage. Table 3 gives the descriptive statistics of the item parameters across strata. Three thousand examinees are simulated from a standard normal distribution Nð0; 1Þ. The first item is randomly selected from the first stratum. The expected a posteriori (EAP) method is used to estimate ability initially, assuming Nð0; 1Þ to be the prior distribution. The maximum likelihood estimation (MLE) method is implemented when two conditions are satisfied: (a) At least five items have been administered, and (b) the response pattern contains both 0 and 1.
Simulations are also conducted using the randomization and maximum item information method to select items, and the latent trait is estimated in the same way as described above. However, content-balancing control and the item exposure control procedure are not implemented.
Analyses are conducted according to the following three criteria:
1. Content balancing. A record is kept of the number of items that are actually selected from each content area, so that it is easy to see whether there is a violation of the bounds (i.e., exceeding the prespecified boundary levels). The descriptive information of the content coverage is summarized.
2. Measurement precision. Overall bias, mean square error (MSE), and the correlation between θ and its estimate, ρθ ;θ , are computed.
and
where N is the number of examinees, andθ j , θ j are the estimated and true abilities of the jth examinee, respectively. In addition to the overall statistics, conditional measurement precision is also computed at nine equally spaced points from -2 to +2 in an increment of 0.5, with 3,000 replications at each of the ability points.
3. Item exposure control and pool usage. The number of items within different item exposure ranges is reported. The skewness of the item exposure rate distribution is measured by 
and ER i = number of times the ith item is used=N;
where ER i is the item exposure rate of the ith item, M is the item pool size, L is the test length, and N is the number of examinees. According to Chang and Ying (1999) , chi-square captures the discrepancy between the observed and the ideal item exposure rates, and it quantifies the efficiency of item pool usage. If a method results in low chi-square, then most (if not all) of the items have been used. Finally, the test overlap rate, which is defined as the expected number of common items for two randomly selected examinees divided by L, is also computed. Ideally, the number of overlapping items between any two randomly sampled examinees should be minimized. Therefore, a low test overlap rate indicates good item usage in a pool.
Results Table 4 provides the descriptive statistics for the number of items chosen from each content area. Max (min) represents the maximum (minimum) number of items selected from each content Note. MMM + = an extension of the modified multinomial model; MCCAT + = an extension of modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase content-balancing method using MMM in the first phase and MCCAT in the second.
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Volume 31 Number 6 November 2007 APPLIED PSYCHOLOGICAL MEASUREMENT area. Mean is calculated over 3,000 test takers, and so is standard deviation (SD). Violation rate represents the percentage of tests that do not meet the content-balancing requirements. For instance, if among the 3,000 test takers, 1,500 receive tests that are not content balanced, then the violation rate would be 50%. If all the tests are content balanced, the rate would be 0%. Clearly, all of the four methods (MMM+, MCCAT+, TPM, and TPF) perform well in content-balancing control because there is no content violation. In contrast, randomization and the maximum item information method result in many disqualified tests. For instance, 68.83% of the tests constructed with the randomization item selection are not content balanced. For the maximum item information method, the violation rate is as high as 99.90%. Table 5 summarizes the overall measurement precision, exposure control, and item pool usage indices for the four new methods and the two baseline procedures. Not surprisingly, in terms of measurement precision, the maximum information method gives the best answer, followed by the four new methods, and the randomization procedure is the least optimal. However, the table also shows that all the four new methods maintain very high measurement precision. They all reach a correlation around .970 between θ and its estimate, which is very close to .981 given by the maximum information method. Bias and MSE from the four new methods are also comparable to those from the maximum information method. Because the four new methods only differ in content balancing, it is not surprising that they reach a similar level of measurement precision.
The randomization procedure leads to a correlation of .927, which seems to be fairly high. One reason is that the test length is fairly long and the items are of good quality. On the other hand, the test needs to be more prolonged to raise the measurement precision from .927 to .970. Furthermore, one cannot lose sight of the fact that it is pure randomization without any content balancing or exposure control elements. Therefore, the seemingly small difference between .970 and .927 would be much bigger if a fair comparison is made.
In terms of exposure control, randomization certainly represents the best situation, and the maximum information method leads to the most unbalanced item pool usage. The statistics do show this trend. Here, an item with an exposure rate over 0.20 is defined as overexposed, and less than or equal to 0.02 is defined as underexposed. Randomization leads to a very low chi-square of 0.183 and an optimal test overlap rate of 7.41%, and no items are underexposed or overexposed. Note. MMM + = an extension of the modified multinomial model; MCCAT + = an extension of modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase content-balancing method using MMM in the first phase and MCCAT in the second; MSE = mean square error.
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On the other hand, the maximum information method results in a very high chi-square of 123.432, a very high test overlap rate of 30.240% (i.e., on average, about one third of the items are the same for two randomly chosen test takers), and 62.22% of the item pool underexposed and 14.26% overexposed.
Compared with the maximum information method, the four new methods greatly improve exposure control and item pool usage. Among them, TPF is the best. It results in a smaller number of underexposed and overexposed items, as well as a lower chi-square and test overlap rate. Chang and Ying (1999) pointed out that to compare the efficiency of exposure control of two methods, a ratio statistic F can be used:
If F Method1; Method2 < 1, then Method 1 is regarded as superior to Method 2 in terms of the overall balance of item exposure rates. In this case, F TPF;Max:Info: = χ 2 TPF . χ 2 Max:Info: = 12.719/123.432 = 0.103. In other words, TPF reduces about 90% of the skewness of item pool usage that resulted from the maximum information method. Besides, the overall overlap rate of TPF is 9.728%, which is the closest to the theoretical lower bound of 40/539 ≈ 7.4% (see Chang & Zhang, 2002) . Table 6 presents the conditional bias and MSE calculated at nine points, ranging from -2.0 to 2.0. Figure 1 shows conditional bias from the six methods: the four new methods, the randomization method, and the maximum information method. It is clear that except for the randomization procedure, the four new methods and the maximum information method lead to similar conditional biases. Figure 2 demonstrates the conditional MSE from the six methods. The maximum information method leads to uniformly lower MSEs, randomization leads to uniformly higher MSEs, and the other four methods lie in the middle. The differences between methods are magnified when θ approaches the two ends but diminish when θ is around 0. Note. MMM + = an extension of the modified multinomial model; MCCAT + = an extension of modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase content-balancing method using MMM in the first phase and MCCAT in the second; MSE = mean square error. Table 7 gives the conditional test overlap rate between two randomly chosen examinees. Not surprisingly, for the randomization procedure, the conditional test overlap rate is essentially the same over different intervals. For the maximum information method, the overlap rate is the biggest when θ is in the medium range and becomes smaller when θ gets closer to the two extremes. However, the trend is reversed with the four new methods. For them, the overlap rates are bigger at the two ends of θ and decrease when it approaches the origin. Because the test-taking population often follows a distribution approximately normal, which means most examinees fall in the middle range, it is clear that having a smaller conditional overlap rate in the middle range would lead to a smaller overall overlap rate. Therefore, it is another piece of evidence that the four new methods are doing a good job in exposure control. Tables 8 and 9 contain additional descriptive information about the overall item exposure rate. The mean exposure rate (40-item test with pool size of 540) is 0.074, and hence item pool utilization would be better if more items have an exposure rate close to 0.074. Again, results indicate that randomization is best (99.815% of the items have exposure rates between 0.05 and 0.10). Among the four new methods, TPF outperforms the other three. It results in the largest percentage of items with an exposure rate within the range of (0.05, 0.10). On the other hand, MCCAT+ is the least efficient among the four new methods in terms of exposure control and item pool utilization. Note. MMM+ = an extension of the modified multinomial model; MCCAT+ = an extension of modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase content-balancing method using MMM in the first phase and MCCAT in the second. Figure 3 illustrates the item exposure rate for all six methods. Except for the maximum information method, all the plots are on a vertical scale of 0 to 0.5. The maximum information method adopts a vertical scale of 0 to 0.8. Although the randomization and maximum information method provide important baseline information, our focus is on the four new methods. Among them, TPF generates the most balanced item pool usage. As expected, the improvement is most evident in the last stratum. The possible reason is that under the two-phase item selection design, the second phase often corresponds to the later stages of the test. In this case, 34 items (14 + 10 + 10: the summation of the lower bounds) are involved in Phase 1, and 6 items are involved in Phase 2. Because each stage deals with 10 items, all the Phase 2 items belong to the last stage and correspondingly should be selected from the last stratum.
Conclusion and Discussion
In all, the four new methods perform well in handling content balancing and maintaining measurement precision. However, they differ considerably in exposure control and item pool Note. MMM+ = an extension of the modified multinomial model; MCCAT+ = an extension of modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase content-balancing method using MMM in the first phase and MCCAT in the second.
utilization. Among them, TPF is the best, whereas MCCAT+ performs the worst. MMM+ and TPM yield similar results and are both slightly inferior to TPF.
In MMM+, because content-balancing vectors are randomly generated and only those summing up to the test length are adopted, there might be concerns over the computational load involved. In Note. MMM+ = an extension of the modified multinomial model; MCCAT+ = an extension of modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase content-balancing method using MMM in the first phase and MCCAT in the second. Note. MMM+ = an extension of the modified multinomial model; MCCAT+ = an extension of modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase content-balancing method using MMM in the first phase and MCCAT in the second. Note. MMM+ = an extension of the modified multinomial model; MCCAT+ = an extension of modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase content-balancing method using MMM in the first phase and MCCAT in the second. this simulation study, 14 to 18 items can be selected from Content Area 1, and 10 to 14 can be selected from Content Areas 2 and 3. So in total, there are 5 × 5 × 5 = 125 possible content-balancing vectors. Among them, 19 are acceptable. Therefore, the probability of obtaining a satisfactory content-balancing vector would be 19/125 = 0.152 = 15.2%. Thanks to the computational capacity of current PCs, the simulation can still be carried out in an efficient manner. Note. MMM+ = an extension of the modified multinomial model; MCCAT+ = an extension of modified constrained computerized adaptive testing; TPM = a two-phase content-balancing method using MMM in both phases; TPF = a two-phase content-balancing method using MMM in the first phase and MCCAT in the second.
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Volume 31 Number 6 November 2007 APPLIED PSYCHOLOGICAL MEASUREMENT In general, MMM+, TPM, and TPF work satisfactorily when used with STR C. The two twophase content-balancing methods, TPM and TPF, work particularly well. An innovative application of these methods is to incorporate them with the a-stratification designs for better item pool usage while satisfying practical constraints. Compared with other content-balancing methods, such as the weighted deviation model (Stocking & Swanson, 1993) and linear programming approaches (e.g., van der Linden & Chang, 2003) , the proposed methods are much easier to be integrated into item selection algorithms, such as the a-stratification methods and the maximum information design. In addition, the implementation of the proposed methods does not require any external commercial software, such as CPlex. However, the source codes of the commercial software are not available to the public. Due to the simplicity in mathematical modeling, the proposed methods can be readily applied by practitioners in a fairly straightforward manner and tried out for a variety of CAT designs.
Some aspects of the four new methods need further investigation though. First, as discussed earlier, because MCCAT+ does not restrict the item selection space as MMM+ and TPM do, it should yield better measurement accuracy. However, MCCAT+ does not give better measurement precision than MMM+ and TPM. Second, TPM performs the best in terms of item exposure control and item pool usage. Contrary to the general belief of a trade-off between measurement precision and exposure control, TPF achieves comparable, if not better, measurement precision than the other methods. Although this might be counterintuitive, similar results in fixed content balancing were reported by Leung et al. (2003) . The possible reasons are as follows:
1. The results are affected not only by the content-balancing technique but also by the stratification design. Under the content-blocking design of STR C, the advantage of MCCAT+ may not be fully achieved. It can be expected that under different stratification designs without content blocking, such as the original a-stratification method or BAS, MCCAT+ may perform better. Further study is needed in this regard.
2. Item pool structure may also influence the results. Table 3 shows that the items from Content Area 1 are much easier than the items of the other two content areas because its average b-value is much lower. Also, the a-and b-parameters are positively correlated (ρ a;b = .479). Future research is needed to investigate how the performance would vary with different item pool structures.
Finally, to show a clear trend, the current simulation studies are based on three content areas, whereas in practice, there may be more constraints. However, it can be anticipated that for more complicated CAT designs, following the same line of reasoning, the four new methods can be extended to incorporate more complicated constraints. On the other hand, considering the fact that item pool plays a very important role in CAT studies, caution is called for when making generalizations about the findings of the present study.
