A neutron radiography three-dimensional computed tomography (NR3DCT) system was developed to visualize the void fraction distribution of boiling flow in tight lattice heated-rod bundles. This paper chiefly reports on the data processing and the error estimation method of NR3DCT. Practical γ-ray noise reduction and image correction techniques were studied to improve the reliability of the experimental data. Using the system and a directly heated 14-rod bundle test section, the behavior of boiling flow in a tight lattice rod bundle was clearly visualized. The effect of each data processing step on the result was also discussed. By this development, the three-dimensional vapor distribution of boiling flow in a heated bundle is made clear, and void fraction databases can be provided for verification of a thermal-hydraulic simulation code.
Introduction
The Japan Atomic Energy Agency (JAEA) has designed an innovative boiling water reactor named Innovative Water Reactor for Flexible Fuel Cycle (FLWR) (1) in cooperation with reactor makers. For the reduction of the water fraction in the FLWR core, a tight-lattice fuel rod arrangement was adopted, and the reactor is operated with a high exit void fraction. Three-dimensional (3D) void fraction data were needed to verify a thermal-hydraulic simulation code (2) (3) . For this purpose, a Neutron Radiography Three-Dimensional Computed Tomography (NR3DCT) system was developed, and the 3D void fraction distribution in a tight lattice rod bundle was measured using the system. Neutron radiography (NR) is a nondestructive testing technique, and has attracted the attention of several researchers and engineers (4) . Neutron tomography was developed based on NR, with a Computed Tomography (CT) technique. Neutron tomography has several advantages compared with the other void fraction measurement techniques, e.g. high sensitivity to water flowing in the metallic channel. Reviews of the research and development of neutron tomography include the following. Vontobel et al. (5) studied geological material at the Paul Scherrer Institute in Switzerland. An energy-selective tomography was developed by Kardjilov et al. (6) using the reactor FRM-I in Germany. A neutron phase-contrast tomography is under development by Dubus et al. (7) at the Institute Laue-Langevin in France. Dierick summarized the NR and the neutron tomography well in his doctoral thesis (8) , in which many visualization results achieved at several neutron radiography facilities were reported. Takenaka et al. studied the behavior of the adiabatic air-water two-phase flow in a 4 x 4 rod-bundle and discussed the spacer effect in the research reactors JRR-3 (9) and YAYOI (10) . Yamada et al. (11) applied neutron tomography to the science of agriculture, specifically distribution of water in Japan cedar wood. The Japanese government has promoted quantum beam technology since 2006. As the peaceful use of the neutron beam including neutron tomography is one quantum beam technology, JAEA is vigorously promoting the development of the neutron beam technology for many applications.
Since the void fraction measurement technique by neutron tomography had not been established, an original NR3DCT system was developed and void fraction tests were carried out.
The scopes of a series of our papers are as follows: (1) NR3DCT system, data processing and error estimation method (present paper): The fundamental equations, equipment for NR3DCT, and the data processing involved are described systematically. (2) Study on boiling flow in tight lattice rod bundles (2nd paper): Experimental study on boiling flow in the tight lattice 7-and 14-rod bundles will be described based on the 3D void fraction data with the NR3DCT system. (3) Study on the behavior of air-water adiabatic two-phase flow and boiling flow in tight lattice rod bundles (3rd paper): Experimental study on the time-change of the instantaneous 2D void fraction distribution will be summarized based on high-frame-rate neutron radiography (HFR-NR) data.
Fundamental Equations of the Void Fraction Measurement by NR3DCT
Brightness, B ([x] [y]), of a NR image is in proportion to the penetrating neutron flux, φ p , as follows : 
where C, B 0 , φ th , Σ, δ, B s , B d , φ sm , φ ss denotes a constant which indicates the sensitivity of the imaging system, the offset term, the flux of the incident neutron beam, the total macroscopic cross-section of neutrons, the object thickness, the quantity of brightness increase caused by the scattered neutron, the flux of neutrons scattered in the object and the flux of neutrons scattered in the surrounding space such as the bio-shields, respectively. [
where CT m and CT f denote the CT values calculated from the boiling flow data and the fluid-filled test area data, respectively. The simple fundamental equations are as described in this chapter. However, many kinds of data collection are needed to obtain reliable data.
Neutron Imaging System
The NR imaging system was installed at a thermal NR facility with a thermal neutron beam flux, φ th , of 1.5x10 8 n/(cm 2 s) (12) in the JRR-3. The NR3DCT imaging system was constructed with a neutron-to-fluorescence converter made from 6 LiF/ZnS:Ag, a high sensitivity CCD digital camera (Hamamatsu Photonics, Model C4880), a stepping motor, and a control computer. In this section, the hardware and the software of the NR3DCT is described. Figure 1 shows the schematic diagram of the NR3DCT system. A NR image was automatically recorded on the control computer. An image was 1008(W) x 1023(H) pixels of 14 bit (16384 steps gray scale) non-compressed binary data. The maximum brightness of the image was set to be the highest non-saturated value to keep higher dynamic range, by adjusting the recording time in advance. In order to get the 3D data, in present NR3DCT experiments, an object (test section, samples etc.) was revolved up to 180 degrees, and the images were recorded at each projection angle. The stepping motor was installed at the upper part of the test section for boiling experiments. Control accuracy of the motor was 0.01 degree. The vertical position of the test section was adjusted to the target position using a mechanical fine control system. The projection angle and the recording of the images were automatically controlled by the control computer. The irradiation time for one frame was ranged from 0.9 to 3.5 s. The object stood still when the image was recorded. Figure 2 shows the experimental apparatus setup in the neutron radiography room. The neutron beam penetrated the test section, and the projection image on an NR converter was recorded by the camera after reflection by the double mirrors. Figure 3 shows the schematic view of a 14-rod bundle test section. This test section simulated the FLWR core. The heater power was made sufficient to visualize the void fraction from the vapor generation to the high void fraction region at the same time. The recording time for one condition depended on the number of projections done etc. In case of 180 steps/180 degrees, the 180 projection images were recorded in about forty minutes. The recorded images were transferred to a parallel processing computer for the quantitative processing as shown in Fig. 1 . 
Neutron Tomography System

Fundamental Setup for the Neutron Tomography
Setup position of the test section
In order to record higher quality NR images, the following settings were made: (1) The test section and the converter were aligned at right angles to each other, facing the neutron beam. That is, the test section was fixed vertically at the beam center with high accuracy using the vertical position controller. (2) The distance between the test section and the converter, L ts , was an important parameter for obtaining a sharp image. Sharpness of the image is largely dependent on controlling the divergence of the incident neutron beam (13) and the scattering of the neutron beam in the test section, and on the focus adjustment of the imaging system. The focus adjustment of the imaging system was best regulated using visible light. If the total macroscopic scattering cross-section of the test section is negligibly small, the clearest image would be obtained at L ts =0, that is, when the test section is in contact with the converter. However, when the test section included high scattering cross-section material such as water, a better image was obtained at L ts = (from 0.5 to 3) x (diameter of the test section) in case of the JRR-3 NR facility. Hibiki et al. (14) studied the influence of scattered neutrons on the NR image. The present pre-test data and Hibiki's results were similar. Therefore, the distance for the best sharpness was found by the pre-test.
Marker for the corrections
Two types of markers, indicating inclination and image center, were used to correct the brightness, inclination and rotating axis. Figure 4 shows a sample (digital still camera) NR image with the markers 'A' and 'B'. In the image, a rectangular plate with four holes (plate-type marker; 'A') and circular markers (ribbon-type marker; 'B') are indicated. The markers 'A' and 'B' were made of cadmium and BN/polyethylene, respectively. The maker 'A' was used for the brightness correction and to calculate the spatial resolution, SR [mm/pixel]. Specifically, the center point of the hole was defined as the standard point for the brightness correction, and the SR was calculated from the distance between the centers of two holes. On the other hand, the markers 'B' surrounded the test section as shown in Fig. 4 . Since the line through the centers of the two ribbon circles was kept to be the rotating axis, the correction angle for the inclination correction and the clipping region for the centering correction were calculated semi-automatically by using these marker techniques.
Data Processing System
All NR3DCT images were processed using a data processing program (NIPPON), and were visualized by a visualization program (JIPANG). The NIPPON was designed for the high-performance parallel processing computer system of JAEA. JIPANG was developed for the 2D and 3D visualization of the data. These programs were developed not only for the NR3DCT but also for the HFR-NR. Figure 5 is a flow diagram of the data processing programmed in NIPPON. The data processing methods from an original NR image to the 3D void fraction distribution by the NR3DCT are discussed below in sequence.
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Data Processing Methods
Pre-Reconstruction Processing 4.1.1. Noise reduction
On an original NR image recorded by a very high sensitivity cooled CCD imaging system, white/gray noise was uniformly added on the image as shown in Figs. 4 and 6(a) . Since the noise was caused by γ-rays, it should be reduced in the first stage of the data processing.
(A) Characteristics of γ-ray noise: Figure 7 shows the typical noise pattern. In a detailed analysis of the noise, the following characteristics were found: (1) the noise was independent of the neutron penetration rate, and (2) the noise was not so-called 'white noise' but rather clusters were formed. It appears that a γ-ray beam charged not only one CCD element but also the surroundings at the same time.
(B) Noise reduction method:
At first, an 8-neighborhood smoothing filter that replaced the target value with mean value, a median filter and a digital frequency filter (Butterworth filter) were examined for their noise reduction. It was found that the noise was not reduced perfectly because of the clustering and the high brightness points. Also, the sharpness of the image was decreased. In order to reduce the noise more effectively, various noise reduction methods were tested using real images recorded under different conditions. In consequence, it was found that the following data processing achieved effective noise reduction:
(1) Create a 5x5 matrix around a target point Comparison of the brightness distribution of an original image and the noise reduced image is shown in Fig. 6 . In the red rectangular boxes, macrographs of the images are given. Figure 6(b) gives the noise reduced image of the right-half-area of Fig. 6(a). Figures 6(a') and (b') show the surf plots of the original and the noise reduced data, respectively. It is evident from Fig. 6 that the γ-ray noise was reduced well and the sharpness was maintained effectively. 
Brightness correction
The steady neutron beam generated in the research reactor was used. However, the neutron flux on the converter was slightly changed because of change in the reactor core conditions. Also, the output intensity of an imaging system normally drifts. Therefore, brightness correction was needed for the quantitative evaluation. Since the change of the spatial distribution was negligibly small, following brightness correction was conducted in the NIPPON: (1) Decide the standard brightness, B STD , at a point removed from the object, (x STD ,y STD ). In this test, we set the center point of the hole of the Marker 'A' as (x STD ,y STD ).
(2) Calculate a brightness correction factor, k b , for all images as follows; Figure 8 shows a typical angular distribution of 1/k b in Eq. (7) while the test section was rotating (about 40 minutes). This change was probably caused by the reactor core condition, the imaging system, the sampling time of the B STD and the converter condition. 
Neutron penetration rate
The neutron penetration rate, R, was calculated by Eq. (2). This processing included the so-called 'shading correction' and the 'dark current correction'.
Attenuation thickness correction and the (Σδ) value
Since the R is equal to 'exp(-Σδ)', the distribution of the (Σδ) value can be calculated by Eq. (8) (15) pointed out that an attenuation thickness correction of the Σ was needed when the Σ depended heavily on the attenuation thickness, δ, and the beam spectrum. Therefore, R also is a function of the δ. Since the target object was water in present project, the attenuation thickness correction by using the reverse function method proposed by Oda (15) was applied. In this study, nonlinear fitting function of the R was decided as follows;
where Σ 0 and K m denote the extrapolated macroscopic cross-section at δ = 0 and the fitting parameter, respectively. Equation (9) can be rewritten for reconstruction processing the same way as Eq. (8); . Here, the so-called 'CT value' calculated by the reconstruction processing corresponds to the Σ.
Inclination and centering corrections, and cut out of the CT region
In order to calculate the accurate CT image by the reconstruction processing, the rotating axis line had to be on the midpoint of the X-direction-width of the pre-reconstruction image. The projected image of the test section was inclined a little because of the limitation of the manual mirror adjustment. Figure 9 shows the flow of the data correction processing process. The inclination was corrected by the following affine transformation; 
where (X, Y), (x 0 , y 0 ) and θ denote the transformed point, the rotating center and the rotating angle (counterclockwise), respectively. Here, the enlargement/reduction factor was set to 1. After the determination of the test section area on the inclination corrected image, a centering correction and a cut out processing of the CT region were conducted as illustrated in Fig. 9 , before the reconstruction processing.
[ Processing Process ] • Find points P 1 , P 2 , P 3 and P 4
• Center point P C
• Inclination correction; rotate θ
• Centering correction; from P C to C • Clipping the CT region 0 X max Figure 10 demonstrates the effect of the centering correction on the CT image. When the center line of the rotating does not lie on the midpoint of the X-direction-width of the pre-reconstruction image as displayed in Fig. 10(A) and (B) , the upper and lower radius on the calculated CT image were different from each other. After the appropriate centering correction and cut out of the CT region, a suitable CT image could be calculated as shown in Fig. 10(C) . 
CT Processing
Reconstruction methods can be classified roughly into two categories: (1) an analytical method, and (2) a probabilistic method. In this paper, a 'Convolution Filtered Back-Projection 'FBP' method is discussed.
The FBP method is a representative analytical method. Because of the short calculation time and good sharpness of the reconstructed image, the FBP method is widely used in the X-ray CT system etc. (17) were examined to select the filter with the best function for the FBP method. The Shepp & Logan filter was selected because this filter maintained good spatial resolution and reduced the reconstruction noise most effectively. Since the quality of the reconstruction image was related to the projection number, the relation between the quality of the projected image and the projection number (18, 90, 180, 360 steps/180 o ) was studied as shown in Fig. 11 .
The quality of the reconstructed image became higher when the projection number increased. From this study, we selected 1 o as the projection step angle in our standard setting. When the projection step was smaller than 1 o , since artifact noise distributed uniformly over the reconstructed image, the quality increase was small. The CT value must be a positive number because the value corresponds to the Σ. But at some calculated points, a negative number was calculated. This problem was caused by the characteristics of the filter function. In order to calculate the void fraction with more high accuracy, this negative number was replaced with 0. Otherwise, a strange void fraction would be calculated at this abnormal point. . Because the calculated value at areas other than the flow areas did not make sense, we replaced these meaningless values with a special value, -1. Further, these points were set to be invisible in the data viewer JIPANG. The author named the replacement processing 'MASK processing', and the 3D data for the MASK processing was called 'MASK data'. Figure 12 shows the MASK data for a 14-rod bundle test section. The MASK data was calculated using the gas-filled test section data. The regions of the structures and the flow areas were distinguished by the CT value. Then we set these region identification numbers in the MASK data as indicated in Fig. 12 . Figure 13 shows the typical 3D void fraction distribution in the flow area taken in the boiling flow experiment. In Fig. 13(a) , the half-cut view is shown as a slice contour plot, and the vapor regions (α>0.9) were visualized as an isosurface plot. The cross-sectional distributions at elevations from the heater inlet Z of 13, 123.5 and 229 mm were shown by surf plots in Fig. 13 b1-b3. The spatial resolution was 0.221 mm/voxel. The detailed vapor distribution of boiling flow in a heated bundle was elucidated, and new void fraction databases were provided for verification of advanced numerical analysis codes. Discussion of the HFR-NR data from the points of view of thermal-hydraulic science and engineering will be reported in following papers. 
Estimation Method of Measurement Error
An estimation of the measurement error of the void fraction calculated by the NR3DCT is needed, but had never been reported.
It was found from basic pre-tests that the measurement error increased remarkably when Σδ was larger than about 3 because of the low neutron penetration rate, R < 5% . In case of water, the error estimation was very difficult when the maximum penetration thickness was larger than approximately 1 cm, because the scattering of the CT value significantly increased. This degradation of the data was mainly caused by strong artifact noise generated according to the structure of the test section. In this study, a new error estimation method named 'high-speed revolving method' was developed for the low (Σδ) region (Σδ < 3). Figure 14 is a schematic view of the method and evaluation results of this method. A key idea of this method was that the time-averaged void fraction could be set by the cut-out ratio of the high speed rotating test section. The test section was made of copper (Σ Cu = 0.924 cm -1 ) with a diameter of 30 mm (Σδ = 2.8) in order to simulate water with the thickness of 8 mm. The reason why the test material was made of copper was that its size and weight were then suitable for revolving the pieces without vibrating the test section. In this test, the pieces were revolved at rates ranging from 250 rpm to 2,000 rpm. The designed void fractions were 0, 0.25, 0.5, 0.75, and 1. The revolving speed had no influence on the result in this range. The calculated value showed good agreement with the design value as shown in Fig. 14(b) . The reliable range was about mean void fraction α ± 0.05, and was become smaller with increase in the void fraction. It was confirmed from the error estimation that the void fraction in the homogeneous material could be measured within about α ± 0.05 under the condition Σδ < 3. The error increased significantly around a strong neutron absorbing/scattering material such as water or under the condition of Σδ > 3. 
Conclusions
In order to measure and visualize the three-dimensional (3D) void fraction distribution of boiling flow in a tight lattice heated-rod bundle, a neutron radiography 3D computed tomography (NR3DCT) technique was developed as a new flow measurement technique. The system and the practical data processing methods were studied comprehensively. The reliability of the developed NR3DCT was discussed and was estimated by the new error estimation method named "high-speed revolving method" for the condition of (Σδ) < 3. The 3D void fraction distribution of boiling flow in a tight-lattice 14-rod heated bundle could be measured and visualized with the spatial resolution of 0.221 mm/voxel using the research reactor JRR-3 with the developed system. The vapor distribution in a heated bundle was elucidated by this study. Further, the 3D void fraction databases for verification of an advanced numerical analysis code can be provided.
