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The following summary outlines the broad requirements around the data generation, transmission,
correlation, distribution, and analysis for data in support of the ngVLA telescope.
Introduction
The National Radio Astronomy Observatory (NRAO) is a National Science Foundation funded
organization which manages and operates three complementary radio telescopes arrays: VLA, VLBA and
the North American contribution to ALMA.
The VLA is situated in central New Mexico on the Plains of San Agustin at ~7000 feet. Construction was
started in 1975 with full operations in October 1980. It underwent a major upgrade to fiber optics and a
new signal processing correlator being completed in 2010.
As we move into the 2020 decade, NRAO is proposing a replacement instrument which will increase the
telescope’s capability by an order of magnitude, greatly increasing colleting area and frequency range:

To achieve the improvement in collecting area, the number of dishes will be increased from 37 (VLA +
VLBA) to over 260. Increasing the frequency coverage up to 116GHz (wavelength of 2.6mm) will
require higher fidelity on the surface of the new dishes, and an increased data rate of 320Gbps per dish!
At the heart of any radio telescope array is found a high-throughput supercomputer called a correlator
which combines the signal from each pair of dishes to produce the interference fringes which are then
calibrated and combined to produce the on-sky image for post-processing and scientific insight by the PI.

1|Page

Communication Challenges
The ability to digitize and transmit this volume of data from a geographically distributed array (>5,000km
separation) while ensuring fidelity of time synchronization to around 70 Picoseconds is challenging. All
of the data, with an aggregate flow of ~80Tera bits/second must arrive at the correlator within ½ a second.

Opportunity
While NRAO plans to provision dark fiber in the core of the array out to a few hundred kilometers, there
are ~50 dishes that will need partnership with long haul Internet Service and high speed fiber providers
for both data transport and accurate time synchronization.
Conclusion
The relevance of understanding how to connect highly distributed data generators with an aggregate data
rate of ~10 TeraBytes/second is seismic. While the output of the correlator is more manageable
(~8 GigaBytes/second), the science impact of data re-processing is substantial. When combined with a
requirement for a highly synchronized clock, the ngVLA represents an ideal testbed for learning how to
build and manage a unique instrument capable of driving revolutionary scientific insight.
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