Abstract: Our motivation was a paper of 1991 indicating three special unitary matrices that map Hermitian Toeplitz matrices by similarity into real Toeplitz-plus-Hankel matrices. Generalizing this result, we give a complete description of unitary similarity automorphisms of the space of Toeplitz-plus-Hankel matrices.
Introduction
Let Mn be the space of complex n × n matrices, and let Tn, Hn, and THn be its subspaces formed of Toeplitz, Hankel, and Toeplitz-plus-Hankel matrices, respectively. Recall that a Toeplitz-plus-Hankel matrix (for brevity, called a (T+H)-matrix in what follows) is the one that can be represented as a sum of a Toeplitz and a Hankel matrix.
This study was motivated by paper [1] . Consider the unitary matrices
and
where β = 1 + i. Here, Pn is the backward identity matrix of order n:
The main result of [1] can be stated as follows:
Theorem 1. Each of the similarity transformations
A ↦ → Q * i AQ i , i = 1, 2, 3,(3)
maps the set of Hermitian Toeplitz matrices into the space of real (T+H)-matrices.
This result can be used to advantage in the eigenvalue computation for normal Toeplitz matrices (see [2] ). However, it also is of considerable interest from a theoretical viewpoint. Hermitian Toeplitz matrices are a particular type of (complex) (T+H)-matrices. Thus, similarities (3) map one subset of (T+H)-matrices into another subset. Then what happens under these similarities with (T+H)-matrices different from Hermitian Toeplitz ones? Are they also (T+H)-matrices; in other words, do matrices (1) and (2) define (unitary) automorphisms of the space of (T+H)-matrices? If they do, then how to describe all unitary matrices specifying such automorphisms by similarity? Our paper answers these questions. Let a unitary n × n matrix U be such that
In this case, we write U ∈ UAut(THn) (the automorphism group of THn). The automorphism groups UAut(Tn) and UAut(Hn) are defined in a similar way. In Sections 3-5, we prove the following proposition.
Theorem 2.
Let n ≥ 5. Then the group UAut(THn) is the set of all unitary matrices having either the form
or the form
where Dn is the diagonal matrix Dn = diag(1, −1, 1, −1, . . . , (−1) n−1 ).
The auxiliary facts are presented in Section 2.
Preliminaries
Descriptions of groups UAut(Tn) and UAut(Hn) were given in [3] and [4] , respectively.
Theorem 3.
Every matrix U ∈ UAut(Tn) has one of the following two forms:
where |σ| = |ε| = 1.
Theorem 4.
Let n ≥ 3. Then the group UAut(Hn) is isomorphic to the direct product of the unitary group U 1 and the discrete group generated by the diagonal matrix Dn and the backward identity matrix Pn.
The problem of describing the group UAut(THn) is only meaningful beginning from n = 3. Indeed, every 2 × 2 matrix A can be considered as a (T+H)-matrix, which is, for instance, revealed by its representation
Thus, for n = 2, the group UAut(THn) is identical to the unitary group U 2 . There are other important distinctions of UAut(THn) from UAut(Tn) and UAut(Hn). Define the boundary of a matrix as the collection of its entries standing in the first and last rows and the first and last columns. From Theorems 3 and 4, we see that, at least for n ≥ 3, the boundary of any matrix U from UAut(Tn) or UAut(Hn) contains very few nonzeros. This is not true of small order matrices in UAut(THn). 
Thus, most of matrices in UAut(TH 3 ) have completely nonzero boundaries. A description of matrices U ∈ UAut(TH 4 ) whose boundary contains at least one nonzero different from the four corner entries was given in [6] . These are centrosymmetric matrices of the form
and skew-centrosymmetric matrices of the form
Here, the parameters ϕ and γ run independently over the interval [0, 2π]. The situation dramatically changes for n > 4. Indeed, according to Theorem 2, every matrix U ∈ UAut(THn) has at most four nonzero entries at its boundary.
In the proof of this theorem, we use three important facts related to (T+H)-matrices and matrices U ∈ UAut(THn). The first fact is a characterization of (T+H)-matrices in terms of their entries. This is the so-called cross-sum condition (see [7] ).
Theorem 6. An n × n matrix A is a (T+H)-matrix if and only if
The other two facts concern matrices U ∈ UAut(THn). They are proved in [8] and [9] , respectively.
Theorem 7. If n > 2, then every matrix U ∈ UAut(THn) is either centrosymmetric or skew-centrosymmetric. Moreover, U can be skew-centrosymmetric only if n is even.
In what follows, E ij is the matrix unit with the only nonzero entry (equal to 1) in position (i, j), while S is the tridiagonal Toeplitz matrix with zero on the principal diagonal and unity on the two neighboring diagonals. 
Zeros on the boundary of U
Let n ≥ 5. Suppose that the boundary of U ∈ UAut(THn) contains at least one nonzero different from the four corner entries. Without loss of generality, we can assume that there are nonzeros inside the first row of U. Indeed, otherwise we could replace U by PnU, U * , or PnU * . These three matrices belong to UAut(THn)
because UAut(THn) is a group. By Theorem 8, U can be represented in the form
where the matrices R, S, andẼ were described in the preceding section. At the moment, the entries r 1 , . . . , rn, specifying the lower triangular Toeplitz matrix R, and the scalars α, p, q, specifying the matrixẼ, are not known. Equality (9) says, in particular, that the matrices R and S +Ẽ are similar and, hence, have the same characteristic polynomial. Consequently, we can compile a system of equations by equating the corresponding coefficients of the characteristic polynomials of R and S +Ẽ. The characteristic polynomial of R is obvious:
n . Its coefficients are functions of the sole real parameter r 1 . The matrix S +Ẽ and its characteristic polynomial depend on α, p, q, that is, on four real parameters (since, in general, α = x + iy is a complex number). Thus, the above system consists of n equations for five real parameters. If n > 5, then there are well-grounded reasons to think that this system is inconsistent. It turns out, however, that the system is inconsistent already for n = 5. We equate the coefficients of λ n−1 , λ n−2 , λ n−3 , and λ n−4 in both polynomials, which yields the system
n(n − 1)(n − 2)(n − 3) 24 r
For details of calculating the right-hand sides of these equations, see Appendix. Inspecting (10) and (12), we conclude that
Then Eqs. (11) and (13) reduce to y 2 − pq = n − 1 and
respectively. These two expressions are obviously inconsistent because n > 0. We emphasize that a similar system for n = 4 is consistent and has a one-parameter family of solutions. Thus, beginning from n = 5, every matrix U ∈ UAut(THn) must have the form
Here, U n−2 is the central principal submatrix of order n − 2. Let A be an arbitrary (T+H)-matrix of order n. Partition A similarly to U: 
Since A is arbitrary, this equality implies that U n−2 belongs to the group UAut(TH n−2 ).
Core of U
If n ≥ 7, then n − 2 ≥ 5 and the reasoning used in the preceding section for U can be applied to U n−2 . It follows that only four corner entries can be nonzero on the boundary of U n−2 .
If n is large enough, the same argument applies to the central principal submatrices U n−4 , U n−6 , etc. However, this argument does not work when n − 2k < 5. Thereby, we introduce the following definition. The core of an n × n matrix is its central principal submatrix of order four if n is even and the one of order three if n is odd. Now, we ask: Is it possible that the core of a matrix U ∈ UAut(THn) is a matrix of type (7) or (8) if n is even or a matrix of type (6) if n is odd? In this section, we show that this is impossible.
Assume by contradiction that a matrix U ′ of type (7) is the core of a matrix U ∈ UAut(TH 6 ). Then U is of the form
In writing this matrix, we used Theorem 7 and, for definiteness, chose the centrosymmetric case. This choice does not influence the final result. We calculate the (T+H)-matrix B = U * (E 12 + E 21 )U: cos ξ cos γ = 0, cos ξ sin γ = 0, sin ξ cos γ = 0, sin ξ sin γ = 0.
These relations are contradictory. If, for instance, we assume that cos γ ≠ 0, then the first and third relations say that cos ξ = sin ξ = 0, which is clearly false.
We conclude that every matrix U ∈ UAut(TH 6 ) (and, in fact, every matrix U ∈ UAut(THn) for n even) must have the form: D 1 + D 2 Pn, where D 1 and D 2 are diagonal matrices. Now, assume that a matrix U ′ of type (6) is the core of a matrix U ∈ UAut(TH 5 ). We again write U as in (16), where U ′ is now of the form
As before, we calculate the matrix B = U * (E 12 + E 21 )U: γ cos ξ = 0, γ sin ξ = 0.
It follows that γ = 0, and we arrive at the same conclusion as that for an even n. Namely, every matrix U ∈ UAut(TH 5 ) (and, in fact, every matrix U ∈ UAut(THn) for n odd) must have the form D 1 + D 2 Pn, where D 1 and D 2 are diagonal matrices.
The form of D 1 and D 2
In order to prove Theorem 2, it remains to show that the diagonal matrices D 1 and D 2 have one of the forms indicated in this theorem. We do this by using induction. As a base of induction, we take the cases n = 3 and n = 4. Let n = 3. Recall that every matrix U ∈ UAut(TH 3 ) is centrosymmetric (see Theorem 7). A centrosymmetric unitary matrix U of type D 1 + D 2 P 3 must have the form
Let us compile the matrix B = U
We require that B be a (T+H)-matrix. To this end, it suffices that the only cross-sum condition be fulfilled; namely,
or e i(φ1−φ2) e iψ1 = ±1.
Thus, e iφ2 = ±e i(φ1+ψ1) .
Taking the plus sign, we obtain U = e iφ1 (cos ψ 1 · I + i sin ψ 1 · P 3 ), while, for the minus sign, we have U =
Now, consider the case n = 4. By theorem 7, every matrix U ∈ UAut(TH 4 ) is either centrosymmetric or skew-centrosymmetric. For definiteness, we assume that U is centrosymmetric. The case of a skewcentrosymmetric U is treated similarly.
A and
Adding these relations and cancelling the common factor e i(ψ1+ψ2) , we obtain
Consequently, The matrices of the first type do indeed belong to UAut(TH 4 ), whereas the matrices of the second type do not. Indeed, the matrixD itself, used as the transformation matrix of similarity, may not preserve the (T+H)-structure. This is evidenced by the following example:
The ∉ sign in the last relation is explained by the fact that the cross-sum condition is violated, for instance, for position (2, 3) . Thus, a centrosymmetric matrix U ∈ UAut(TH 4 ) has necessarily the form U = e iφ (cos ψ · I + i sin ψ · P 4 ).
A similar analysis of a skew-centrosymmetric matrix U ∈ UAut(TH 4 ) leads to the form U = e iφ (cos ψ · I + i sin ψ · P 4 )D 4 . This establishes the base of induction. Now, assume that n ≥ 5 and the assertion of Theorem 2 is valid for k = n − 2. For definiteness, consider a centrosymmetric matrix U ∈ UAut(THn). Such a matrix can be written as where U ′ ∈ UAut(TH n−2 ). By the inductive assumption, U ′ has either the form U ′ = e iφ2 (cos ψ 2 · I + i sin ψ 2 · P n−2 ) or the form U ′ = e iφ2 (cos ψ 2 ·I+i sin ψ 2 ·P n−2 )D n−2 . For definiteness, we assume the former case. Similarly to the above analysis, we can restrict the parameters to the intervals φ 1 , φ 2 ∈ [0, 2π), ψ 1 , ψ 2 ∈ [0, π). As before, we compile the matrix B = U * (E 12 + E 21 )U and write out the cross-sum condition for positions (2, 2), (2, n − 1), (n − 1, 2), and (n − 1, n − 1) in this matrix. As a result, we obtain the same system (17)-(20) as in the case n = 4. Repeating the argument used there, we arrive at the same conclusions. Namely, ψ 1 = ψ 2 and φ 1 = φ 2 mod 2π. Setting φ = φ 1 and ψ = ψ 1 = ψ 2 , we see that the entire matrix U must have the form U = e iφ (cos ψ · I + i sin ψ · Pn). Had we assumed that U ′ = e iφ2 (cos ψ 2 · I + i sin ψ 2 · P n−2 )D n−2 , then a matrix U of the form U = e iφ (cos ψ · I + i sin ψ · Pn)Dn would be obtained. The case of a skew-centrosymmetric matrix U is treated similarly. This completes the analysis of the inductive step and the proof of Theorem 2.
