Various known expressions in terms of hyperbolic functions for the Laplace transforms of random times related to one-dimensional Brownian motion are derived in a uni ed way by excursion theory and extended to one-dimensional di usions.
Introduction
It is well known that the Laplace transforms of many random times derived from a one-dimensional Brownian motion admit simple expressions in terms of hyperbolic functions. This paper o ers a uni ed approach to these results, and presents their generalizations for a one-dimensional di usion, using Itô's excursion theory. See also Jeanblanc-Pitman-Yor 4] for a survey of related results involving the Feynman-Kac formula for the distribution of an additive functional of Brownian motion, and Borodin-Salminen 1] for a vast array of formulae for the distribution of functionals of a one-dimensional di usion.
Section 2 presents the basic univariate formulae in a table, along with commentary and proofs. Section 3 shows how the univariate formulae can be combined with independence results from excursion theory to obtain various multivariate Laplace transforms.
Univariate Transforms
Let I be a sub-interval of the real line. Let (P x ; x 2 I) govern X = (X t ; t 0) as a non-singular di usion on I. See 3, 11, 1] for background and precise de nitions. Assume for simplicity that X is recurrent. Let 0; x 2 I with 0 x. Let 0. In each row of the table on page 3, the lefthand entry is the P x expectation of some functional of the di usion path, mostly for x = 0. The middle entry gives a general expression for this expectation in terms of three basic functions:
g (x; 0), the -potential density, s(x), the scale function, and (x), the P 0 -Laplace transform of T x = infft : X t = xg. These basic functions are interpreted probabilistically by Rows (1), (3) and (5) of the table. Analytic expressions for these functions, in terms of the semi-group or generator of X, are standard. Explicit formulae for the basic functions are known for many di usions. In particular, the third column of the table gives formulae derived from the second column in case X is a re ecting Brownian motion (RBM) on I = 0; 1), in terms of hyperbolic functions of x, where = p 2 . All the formulae in the third column were obtained by Knight 5] , who also inverted most of these transforms. 
The following commentary introduces the notation of the table, line by line, and indicates proofs of the formulae by application of Itô's excursion theory.
Row (1) . Let L = (L t ; t 0) be a local time process of X at 0. And let W be exponentially distributed with rate , independent of X. This row identi es the potential density probabilistically as Row(3). This row de nes s(x) for x > 0. Note that 1=s(x) is the rate per unit local time of excursions from 0 that reach x. So by the Poisson character of the excursion process, and the strong Markov property of X, for 0 < x < y, given that an excursion reaches x, the chance that it reaches y is P x (T y < T 0 ) = 1=s(x) 1=s(y) = s(y) s(x) (12) That is to say, the function s(x) serves as a scale function for X on the 
Row (5). This row de nes (x). The evaluation of (x) for RBM is made
by the following well known argument: for = p 2 , apply the optional sampling theorem to the martingale cosh( jB t j) exp(? t) which is the average of the two martingales exp( B t ? t).
Row (6). This row de nes a new function
by application of the strong Markov property of X at time T x , and the de nitions of Rows (1) and (3) . Substituting the formulae of Rows (1) and (3) for RBM gives the expression s (x) = ?1 tanh( x) for RBM. Row (7). This is implied by Row (6), just as Row (1) implies Row (2), and Row (3) implies Row (4) . In terms of the Poisson point process of marked excursions, Row (6) shows that 1=s (x) is the rate of excursions that either reach x or are marked. The left and middle entries of Row (7) show two di erent ways of computing the probability of no such excursions up to local time`.
Row (8) . Here G x is the last zero of X before time T x . Consider the rst excursion that either reaches x or is marked. Compute the probability that this excursion reaches x, rst by conditioning on G x , then from the ratio of Poisson rates 1=s(x)]= 1=s (x)], to see that this probability is given by both the left and central entries of Row (8) .
Row (9) . The Poisson character of the excursion process implies that G x and T x ? G x are independent (last exit decomposition). So Row (9) follows from Rows (5) and (8) . For X a BM or RBM, the result is implicit in D.
Williams' description of the process (X Gx+t ; 0 t T x ? G x ) as a BES (3) process started at 0 and run till it rst hits x. (See e.g. Williams 13 ], formula (67.2) of Ch. II). More generally, if the upper endpoint of the basic interval I on which X is de ned is b say, Williams' results show that the P 0 distribution of (X Gx +t ; 0 t T x ? G x ) is identical to theP 0 distribution of (X t ; 0 t T x ) where the family of di usion laws (P x ; x 2 0; 1)) conditions X to hit b before 0 (the Doob h-transform of X for h(x) = s(x)). So Row(9) implies an expression for theP 0 Laplace transform of T x :
The generatorÂ for this conditioned di usion isÂ = s ?1 As. Using the standard fact that 1= (x) is a solution of Af = f, it is easy enough to check that the inverse of the right side of (14) 
Multivariate Transforms
As noted by Knight 5, 6] , the Poisson character of the excursion process implies that (X t ; 0 t G x ) given L Tx =`has the same distribution as (X t ; 0 t `) given (M `< x). The formula for BM was obtained by Pitman-Yor 10] (proof of Theorem 4.2), using martingale calculus.
