In 11] we determine precisely the degrees r for which the Schur algebra S(2; r) is its own Ringel dual. Here we study some applications: We classify uniserial Weyl modules and tilting modules. Based on 8], we describe the submodule lattice of Specht modules labelled by two-part partitions and we classify uniserial Specht modules and Young modules labelled by two-part partitions. Moreover we determine extensions for simple modules for the Ringel duals of arbitrary S(2; r). As a consequence we obtain corresponding results on symmetric groups.
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INTRODUCTION
Schur algebras are an important class of quasi-hereditary algebras; the module category of the Schur algebra S(n; r) over an in nite eld is equivalent to the category of r-homomgeneous polynomial representations of GL n (K); and its Ringel dual is closely related to the group algebra of the symmetric group S r . In 11] we determined the degrees r for which the Schur algebra S(2; r) is its own Ringel dual. Here we study some consequences, in particular we apply these results to the representation theory of symmetric groups.
Let E be a two-dimensional vector space over K, then the r?fold tensor product E r is a permutation module for the symmetric group S r , and the Schur algebra S(2; r) can be de ned as the endomorphism ring, S(2; r) = End Sr (E r ):
Let I r KS r be the kernel of the action of KS r on the tensor space E r , then End S(2;r) (E r ) = KS r =I r =: KS r , and moreover, this is also a Ringel dual S(2; r) 0 for S(2; r), except for a small modi cation if p = 2 and r is even, see Section 1.2.
We proved in 11] that S(2; r) 0 is Morita equivalent to S(2; r) if and only if r p 2 , or r is of the form (ap k ? 2) or (ap k ? 2) 1 where 2 a p and k 1 . We call such a degree r a self-dual degree. So if r is a self-dual degree then the factor algebra KS r is Morita equivalent to the Schur algebra S(2; r) (with the modi cation if p = 2 and r is even). If d is arbitrary then there is some self-dual degree r d with r d mod 2. Then S(2; d) 0 , and hence KS d , is Morita equivalent to an algebra eS(2; r)e where e is a good idempotent (see Section 1.1).
One consequence is the following. The Weyl modules of GL d (K) corresponding to partitions with at most two columns can be identi ed with the standard modules for the Ringel dual of S(d; d), by 5] . These are the same as the standard modules for S(2; d) 0 ; so they are identi able with modules e ( ) where e is as above and is a partition of r with at most two parts. By 8] one can describe the submodule lattice of such modules. The Weyl modules corresponding to partitions with at most two columns were determined by Adamovich (in Russian 1]), in 18] the results are summarized.
We are interested in the submodule structure of Specht modules and Young modules of symmetric groups. For Schur algebras S(2; r), we classify precisely which (standard) Weyl modules and which tilting modules are uniserial, for arbitrary degree r. This gives the classi cation of uniserial Specht modules and Young modules labelled by two-part partitions. Moreover using 8] we obtain a description of the submodule lattice of Specht modules labelled by two-part partitions.
We determine the quiver of a good subalgebra eSe of a general Schur algebra S := S(2; r).
That is, we determine Ext 1 eSe (eL( ); eL( )) for arbitrary ; 2 + (2; r) where e is a good idempotent of S (see Section 1.1). As a consequence we obtain Ext 1 KS d (D ; D ) for arbitrary two-part partitions ; of d. If p 5 this is the same as Ext 1 KSr (D ; D ), which was determined in 18] (see however the correction). For p = 2, parts of the quiver for two-part partitions were determined in 20]. Our result gives a re nement, namely it classi es the extensions on which the ideal I r acts trivially.
For notation and background we refer to 11].
1. PRELIMINARIES 1.1. Let A be a nite-dimensional algebra, with simple modules L( ), 2 , which is quasi-hereditary with respect to the partial order ( ; ). We call an idempotent e of A a good idempotent if ? = f 2 : eL( ) 6 = 0g is a coideal in . If so then the factor algebra A := A=AeA is quasi-hereditary, with respect to n ? and the same ordering, and where the standard modules and the tilting modules of A are the same as those for A, labelled by n ?. We call such A a good quotient of A.
Moreover, the algebra eAe is also quasi-hereditary, with respect to ?, with the same ordering, and with standard modules e ( ) and tilting modules eT( ), for 2 ?. We call such an algebra a good subalgebra of A. The 1.3. We will study submodule lattices of modules which are twisted tensor products and we will make use of the following, probably well known result. Let G be any group which satis es the hypotheses in 17], part II and let L(i) be any simple module which remains simple as a module for the Frobenius kernel G 1 and which has trivial endomorphism ring. Let X be a G-module. 1.4. We will frequently use the following facts about Weyl modules, see 17, 22] In this section we will classify all uniserial Weyl modules and tilting modules corresponding to two-part partitions. Since parts of the proof are done by using induction, we rst list the Weyl modules (and their structure) with highest weight r < p 2 . We then list simple and uniserial Weyl modules. In a third step we prove that no other Weyl modules are uniserial. A tilting module is ltered by Weyl modules. Hence it can only be uniserial if all Weyl modules in its ltration are uniserial. In the fourth step we classify the uniserial tilting modules.
The submodule structure of the Weyl modules for type A 1 is described in 2] (without proof) and it can also be obtained from 8], so one might alternatively deduce the classi cation of uniserial Weyl modules from these references.
A uniserial module U has a unique composition series. We therefore introduce the following notation: If U has the composition series U = U 0 > U 1 > : : : > U n?1 > U n = 0 such that U i?1 =U i = L i , where L i is simple and where 1 i n, then we write U = L 1 ; : : : ; L n ]. Recall that Ext 1 S(2;r) (L(t); L(s)) = Ext 1 S(2;r) (L(s); L(t)); and for s < t, this is non-zero if and only if L(s) is a composition factor in the head of rad( (t)). We denote the head or top of a module M by hd(M). We will use frequently the following fact, or its dual: A module U is uniserial if and only if it has a simple socle and the socle quotient is uniserial. where 1 i t ? 1; if a > 1 then the structure of (r) is given by the same composition series, but extended by L(r ? 2p t + 2b), as the socle.
Proof. If t = 0 or t = 1 for the values r given above, then the modules (r) are uniserial (with the structure given in the above examples).
We will give the proof in the second case; the rst one is similar. We consider r = Proof. One implication of the claim has been shown in Proposition 2.1 combined with Corollary 2.1. We now prove the other implication. With the examples given at the beginning of this section we can assume without loss of generality that t 2. Let r be a natural number which is not of the above form and assume (r) is uniserial. Using induction on r we nd a contradiction. As induction hypothesis we assume that for all r < r the claim has been established. Then there exists non-negative integers i; n such that r = np + i where 0 i p ? 1. 3. THE QUIVER OF A GOOD SUBALGEBRA OF S(2; R) 3.1. The quiver of an algebra has vertices labelled by the simple modules, and the number of arrows from a simple module L to a simple module L 0 is equal to the dimension of Ext 1 S(2;r) (L; L 0 ). Extensions for simple SL(2; K)-modules have been determined by various authors (see for example 3]) and they describe the quivers for the Schur algebras S(2; r). For convenience, we will start in this section with providing a proof for the quiver of S(2; r). This will be relevant to understand the quiver for a good subalgebra eS(2; r)e. Proof. We occasionally need to distinguish in the following between p > 2 and p = 2. Therefore we assume throughout the proof that p > 2. Modi cations in case p = 2 are given in paranthesis.
(a) Recall that for s > t the dimension of Ext 1 S(2;r) (L(s); L(t)) is equal to the multiplicity of L(t) as a composition factor in the head of the radical of (s) (and we know this is here 1 
This completes the proof of the proposition.
(In case p = 2, the only di erence in the proof occurs when s 0 = t 0 = 0 and when we consider the exact sequence 1.4. If t 0 s 0 mod 2 then we get the stated reduction, otherwise set m = s 0 and continue as in the proof for p > 2.)
Then by the 5-term sequence from the Lyndon-Hochschild-Serre spectral sequence we get
We will rst show that the rst and the last term of this sequence is zero. In a second step we then evaluate H 1 (G; V ). 
(ii) We have the exact sequence 0
(Note that this also holds for p = 2, in that case the rst two terms of the long exact sequence are isomorphic.) As a G 1 -module, (p + j) has head isomorphic to L(1) F L(j) which shows that we get that the homomorphism space is one-dimensional, as stated, and Equation (1) follows.
Remark. The expression for the extensions in the Schur algebra in Theorem 3.1 gives immediatly that the quiver can be represented as a three-dimensional geometrical gure. Using 11], Theorem 13, it is enough to understand the quiver of the principal block.
Such a quiver is illustrated in We will now prove uniqueness. For this we use that (r) is multiplicity-free. If b = 1 then L(s?2?2i) occurs in the head of rad (s), so there is a special quotient of length two, it is unique, and there are no others. Now suppose that b 2. Let U be a special quotient of (s) with socle L(t 
where the last quotient only occurs ifw 6 = 0. The uniserial quotient (radU) has composition factors the top composition factors of these quotients, except the last in casẽ w = 0 and b = 1.
3.3. We study now the quiver of eSe where S = S(2; r) with arbitrary r and where e is a good idempotent. So let e be of the form e = e ? = P j2? e j where ? = fj j j r mod 2g, for some .
Then eSe has simple modules eL(s) for s 2 ?, and is quasi-hereditary with standard modules e (s). These modules are multiplicity-free. The algebra eSe also has a duality xing the simple modules, and hence, as for S, we can determine the quiver from the Weyl modules: For s > t the dimension of Ext 1 eSe (eL(s); eL(t)) is one if eL(t) occurs in the head of the radical of e (s) and is zero otherwise.
The full subquiver of S whose vertices have labels is contained in the quiver of eSe and is completely described by Section 3. (2) Having established (1), let W = M F n L(v), and let M be a quotient of (pm + i) with socle L(w) where w = pz +j for some z 0 and i+j = p?2. Let L(g) be a composition factors of Z := rad(M)=soc(M). By hypothesis, eY is zero. Hence p n g +v < t and so g < pz + j = w: (2) Since 0 ! (m ? 1) F L(j) ! (pm + i) ! (m) F L(i) ! 0 is exact and M is not a quotient of (m) F L(i), we have an exact sequence 0 ! M 0 ! M ! M 00 ! 0 where M 0 is a non-zero quotient of (m ? 1) F L(j) and M 00 is a quotient of (m) F L(i).
We claim that M 0 = L(w). We have 0 6 = soc(M 0 ) soc(M) = L(w); so L(w) = soc(M 0 ). Since M 0 is a non-zero quotient of (m ? 1) F L(j), it has a simple top. Assume for a contradiction that M 0 is not simple. Then its top composition factor has highest weight so that w < g for some composition factor L(g) occuring in M 0 =soc(M 0 ). This contradicts Equation (2) . Hence M 0 = L(w) and z = m ? 1. By the De nition in 3.2, M is a special quotient of (pm + i). We so far have seen that s ? t = (2s n + 2)p n with s n p ? 2. Since we consider a new arrow in the quiver of eSe, Theorem 3.1 implies that s n+1 = 0. By Lemma 3.2, the composition factor of Z of lowest weight is L(pm + i ? 2p), where by hypothesis ((pm + i) ? 2p)p n + v < . This is equivalent to s ? 2p n+1 < , as required.
(3) To prove the converse implication, we must show that (s) has a quotient W with (simple head L(s) and) simple socle L(t) and whose other composition factors are all annihilated by e. Let U be the special quotient of (pm+i) as in Lemma 3.2, and take W = U F n L(v). Using the hypothesis that s ? 2p n+1 < it follows that W has the required properties.
Example. Consider (as in the remark in 3.1) the principal block of the Schur algebra eS(2; r)e for r = 100 and p = 3 where e is given by as above. 3.4. Assume p = 2 and let r = 2 k+1 ? 2 be even. Then we also need to know the quiver of fS(2; r)f where f is an idempotent which annihilates L(r) but no other simple module. Note that f is not a good idempotent and hence we cannot determine the extensions of the simple modules of fS(2; r)f from modules f (m) as before.
The question is therefore whether there is a uniserial module U say of length three with middle L(r), and where the head is L(m) (say) with m < r and the socle is L(t) with t < r. Such modules correspond precisely to new arrows in the quiver of fS(2; r)f which are not present in the quiver of S(2; r). Take such module U, then rad(U) is a quotient of (r). For this particular degree (r) is uniserial, and the head of rad (r) is isomorphic to L(r?2) (see Proposition 2.1).
So the head of radf (r) is simple and isomorphic to eL(r ? 2). Dually by viewing U=soc(U) as a submodule of r(r) we get that the only possibility for U is with socle and head L(r ? 2) , and hence there is precisely one new arrow in the quiver of fS(2; r)f and this is a loop at vertex r ? 2.
UNISERIAL WEYL MODULES AND TILTING MODULES FOR ES(2; R)E
In analogy to Section 2 we classify now the uniserial Weyl modules and tilting modules for eS(2; r)e where, as in the previous section, e is of the form e = e ? = P j2? e j with ? = fj j j r mod 2g, for some . For a natural number 0 s p ? 2 we de nê s = p ? 2 ? s.
4.1. We begin with the classi cation of the uniserial Weyl modules of eS(2; r)e. Since the weights for S(2; r) are linearly ordered and since Weyl modules are multiplicity-free, the radical of (s) has a highest weight, which we describe in the following lemma. 
Recall also that (s) has a uniserial quotient V say whose composition factors are precisely the top factors of these quotients, except for the lowest one, and they are given as Note that their highest weights are in decreasing order. We assume that e (s) is uniserial and not simple. Let = s ? (2 + 2s k+c )p k+c .
(1) We claim that < . By hypothesis t and so we have eL(t) 6 = 0. Moreover Ext 1 S(2;r) (L(s); L(t)) 6 = 0 and hence e (s) has a uniserial quotient of length two with top eL(s) and socle eL(t). Similarly, as in (1) in the proof of (b), we see that e must annihilate the radical of the top quotient in (5). This has highest weight and hence < .
(2) We claim that if < then e (s) has composition factors as stated. If < then also y ? (2 + 2s k+c )p k+c < for y = t and y = t ? (2p j ? 2)p k+1 for 1 j c ? 2; these are the highest weights of the radicals of the quotients, other than the lowest one.
So e annihilates these radicals. It remains to consider the lowest quotient, call it Z, and we must show that it has length 2. This is clear if (w ? 1) is simple. Otherwise the radical of Z has highest weight t ? (2p c?1 ? 2)p k+1 ? 2s k+c+r p k+c+r where r 0 is minimal such that s k+c+r 6 = 0. If r 1 then this is < .
So assume now r = 0, that is s k+c 6 = 0, in which case the weight need not be < . Consider (w?1), it has a ltration with quotients (w 0 ) F L(i) and (w 0 ?1) F L(î) where w ? 1 = pw 0 + i and i = s k+c ? 1 4.2. We will now classify uniserial tilting modules for eS(2; r)e. Recall that these are the modules eT(s) with s, and that eT(s) has -quotients precisely those e (v) with (v) occurs in T(s) and where v. The following remark is used in the proof of and (t 2 ) occur in T(w ? 1) and t 1 < t 2 then (since t 1 + 1 < t 2 , as t 1 ; t 2 have the same parity) the weights of the -quotients of T(p + i) ( and we know that eL(t) 6 = 0. So eL(t) is the composition factor with highest weight in eT(s)=e (s) and hence e (t) must occur in eT(s).
(1) We claim that g < . We know (by 1. g. By the above eT(s) has also e (g) as a quotient; hence eL(g) must be a composition factor of e (s), which is (by Proposition 4.1) not the case. So g < . Moreover, by the above remark on the order of weights, the only -quotients occuring in eT(s) are e (s) and e (t).
(2) We claim that eT(s) has quotients e (s) and e (t) and is uniserial. We have already seen in (1) that the -quotients e (s) and e (t) occur in eT(s) and no others. We know that e (s) is uniserial. Moreover, by Proposition 4.1(b) or (c), we obtain that e (t) is uniserial. By arguments as in Section 2 it follows that eT(s) is uniserial.
(b) Now assume s k+1 = p ? 1, then e (s) is given in Proposition 4.1(c). The order on the weights of the composition factors is decreasing, so the weights of the composition factors of the uniserial module eT(s)=e (s) are increasing from top to bottom. It follows that all -quotients occuring in eT(s)=e (s) must be simple. Since 0 6 = eL(t) occurs in eT(s)=e (s), we have that e (t) is simple. By Proposition 4.1(a) we have t?(2+2ŝ k )p k < , that is s?2p k+1 < . Then also t?(2p i ?2)p k+1 < t?(2+2ŝ k )p k < for i 1 and it follows that e (s) has only length two, and e (t) = eL(t). So, as stated, we have that eT(s) is uniserial of length three.
5. APPLICATIONS 5.1. We will now deduce results for the Ringel duals of Schur algebras S(2; d). This is possible because there are in nitely many degrees r for which S(2; r) 0 is Morita equivalent to a Schur algebra such that the order of the weights is reversed; this was proved in 11].
To be explicit, x an integer a with 2 a p, and set r k = ap k ? 2 where k 1, and assume r > p 2 . Let r = r k or r k ? 1, and setr = r k or r k ? 1, where this is determined uniquely by requiring r k ? r r mod 2. Then S(2; r) 0 is Morita equivalent to S := S(2;r) ( By Section 3.3. the extension space is non-zero if and only ifs ?t = (2s n + 2)p n , and s n p ? 2, and moreover eithers n+1 6 = 0 ors n+1 = 0 buts ? 2p n+1 < r k ? d. Using the above statements, this can easily be seen to be equivalent to the rst part of the conditions in the corollary: there exists a natural number n with u ?h = (p ? s n )p n and s n 6 = 0, and if s n+1 = p ? 1 then u < p n+1 .
(2) Next suppose p = 2 and d is even; we may assume d > 2. Then we have r =r = r k . Here we must replace S(2; r) 0 by f 0 S(2; r) 0 f 0 where f 0 is an idempotent in S(2; r) 0 which annihilates L S 0(0) (and no other simple module). We must also replace S(2; r) by fS(2; r)f where f is an idempotent which annihilates L S (r) (and no other simple module), and then we must take e in fS(2; r)f, annihilating L S (m)( = fL S (m)) for m r?d. where ; are p-regular partitions with at most n parts, and does not strictly dominate . One can use this to deduce that for p 3 the extensions over the factor algebra are the same as over the whole group algebra.
(2) In 18] the extensions for the case n = 2 are determined, for p > 2, by using the characterization in Equation (6), and by using results of 1], but see the corrigenda.
(3) Now assume that p = 2. Some extensions over the symmetric group algebra KS d for simple modules labelled by two-part partitions were given in 20]. These are usually not the same as those for the factor algebra. For example, for the factor algebra the dimension of the Ext spaces is 1 (with only one exception), whereas for the group algebra, many higher dimensions occur. Our result gives a re nement, it describes the subspace of extensions which factor through the kernel of the action on the tensor space;
and it shows in particular that this has a description which is uniform for arbitrary p. 5 .6. In the following we exclude the partition (r=2; r=2) if p = 2 and r is even. We will now classify uniserial Specht modules and Young modules labelled by two-part partitions. We use the notation as in 5. 
