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Abstract

Enterprise level system development, integrating a broad range of arctures and
legacy systems, has received significant attention over the last few yentegrated
chain management, which allows companies to see their full manufactu inventory
and sales channels, has driven much of this work. Delivering quality IP 1 wireless
access is forcing similar integration in 2.5G and 3G telecom archires. Such
integration has resulted in the emergence of multi-protocol heterogeneietworks,
combining

IP core backbones,

legacy

databases

and

switchinghnology.

Heterogeneous networks, due to their diversity of equipment and suppoDrotocols,
introduce challenges for today's network administrators, particularly ii areas of
device configuration and alarm management. The Web Based Enterprisaagement
(WBEM) initiative established a management architecture, based on a nendardised
information model, to reduce the complexity involved in managing ogeneous
networks. This thesis will examine the development of a multi-tiered ogeneous
management application based on the Java2 Enterprise Edition, with \M as the
interface to the legacy and mixed protocol architectures. The managemiamework
will be capable of managing devices and detecting alarms generated withiimulated
heterogeneous management network, encompassing SNMP and CMIP ag(
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Chapter

Introduction

Chapter 1: Introduction

Cellular networks around the world are evolving toward 2.5G and 3G, bringing
along a range of new data services such as General Packet Radio Service (GPRS) [1],
High Speed Circuit Switched Data (HSCSD) [2], Enhanced Data Rates for GSM
Evolution (EDGE) [3], Universal Mobile Telecommunication Service (UMTS) [4], and
Code Division Multiple Access (CDMA) [4J. The introduction of these new high speed
data capabilities is giving telecom operators the potential for a whole range of mobile
multimedia services. In addition to sophisticated voice telephony services with
attractive pricing, telephone subscribers can now expect other services such as voice
mail, Internet access, email, wireless access and IP telephony.
To meet these needs, mobile core networks are now evolving towards IP based
technology, leading to the emergence of heterogeneous networks, which mix traditional
voice and new internet communication and storage technologies. Heterogeneous
Networks, due to their diversity of equipment and supported protocols, introduce
challenges for today’s network administrators, particular in the area of fault and alarm
management. In order to manage these networks, telecommunications network
management systems must incorporate support for the various network protocols and
proprietary systems operating within the heterogeneous environment. Such systems
must also be extendable as they can quickly become outdated due to the introduction of
updated or newly designed network protocols.
Two popular protocols operating within heterogeneous networks are the Common
Management Information Protocol (CMIP) [5] and the Simple Network Management
Protocol (SNMP) [6]. SNMP is an Internet protocol designed to facilitate the exchange
of management information between network devices. By using SNMP-transported
data, network administrators can more easily manage network performance, find and
solve network problems, and plan for network growth. CMIP is a network management
protocol built on the Open Systems Interconnection (OSI) communication model. The
related Common Management Information Services (CMIS) protocol defines services
1
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for accessing information about network objects or devices, controlling them, and
receiving status reports from them. CMIP is responsible for performing the actual
manager-device communication to perform the higher-level operations requested by the
CMIS protocol. Originally designed to replace SNMP, the CMIP protocol has become
so complex that only the best equipped networks can afford to run it. SNMP has
become ubiquitous in the IP world, while traditionally, CMIP is responsible for
managing telecommunications devices. The convergence of voice and data networks
has however, resulted in IP, and subsequently SNMP, becoming popular throughout
next generation telecom carrier networks.
The Web Based Enterprise Management (WBEM) initiative is a management
architecture proposed under the umbrella of the Distributed Management Task Force
(DMTF). The architecture is predicated on the use of a rich data model, the Common
Information Model (CIM) [7], capable of expressing the structure, and much of the
semantics, of the information required for handling the management environment. The
CIM serves as the data model for the WBEM Specifications, and enables applications to
manage a networked environment end-to-end. The primary goal of the WBEM initiative
is to unify enterprise management into a single standard, compatible with all major
existing management protocols and proprietary systems.
Current telecom network management systems are finding it very difficult to
administer these new emerging heterogeneous networks. Incumbents have huge legacy
systems, which have been built piecemeal over many years. A typical such system
includes reference models, communications protocols, design patterns and reference
architectures. Consequently, management applications are difficult to update in order to
incorporate support for new management protocols. This situation has arisen because
the development of telecom network management systems presents a unique set of
challenges that are difficult to address in a legacy development environment. Many of
these challenges can be addressed by a move to an industrial-strength component-based
development environment, such as that provided by the Java 2 Enterprise Edition
(J2EE) [8] and the Enterprise JavaBean (EJB) component model.
The task of managing SNMP based IP devices and CMIP telecom devices are
completely different in terms of scale and complexity. This study details the design and
investigation of an extendable, scalable, platform independent, telecom management
architecture, capable of management such heterogeneous networks in a common way.
This will be achieved through the integration of the J2EE architecture and the WBEM
2
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initiative. The management framework will be capable of managing devices and
detecting alarms generated within a simulated heterogeneous management network,
encompassing SNMP, CMIP, and proprietary interface devices.
The outline of the thesis is as follows. Chapter 2 starts by addressing the industry
context of network management. The industry context is the current state of
management systems, and standardisation. The principals of network management are
briefly introduced, followed by a discussion on the SNMP and OSI systems
management standards. The final section of the chapter discusses the emergence of a
new t>^e of heterogeneity - multi-protocol network environments, and the problems
associated with managing them. Finally, the chapter concludes by presenting a new
management architecture to manage these networks - WBEM.
Chapter 3 examines the WBEM initiative, discussing its three core management
components in detail. Next, the client server architecture of a WBEM implementation is
introduced. The final section of the chapter proposes how a WBEM implementation
could be used to manage multi-protocol devices within a heterogeneous network.
Chapter 4 discusses the overall architecture and design of a multi-tiered, Webbased Heterogeneous Network Management System based on the Java2 Enterprise
Edition, with a WBEM implementation as the interface to the legacy and mixed
protocol architectures of the underlying network. Firstly, the benefits of a multi-tiered
architectural approach is examined, followed by a brief discussion on competing
application server technologies. Next, a detailed discussion of the J2EE platform is
presented, outlining its various components and advantages over competing standards.
Finally, the chapter concludes by presenting the design of the management application
architecture and the various management services it supports.
Chapter 5 discusses the implementation of a management application based on the
architecture presented in the previous chapter. Firstly, the various heterogeneous
development tools and components required to build the application are presented.
Next,

the core

management services

supported:

device management,

alarm

management, and event tracking, are discussed in detail, with emphasis placed on the
role and importance of WBEM provider classes.
In chapter 6 the simulation of a heterogeneous network, through the development
of Java based SNMP and CMIP agents is discussed. The chapter begins by briefly
introducing the role played by agents in network management. Next, the method by
which the agents are developed is presented, including a mechanism by which network
3
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failure is simulated. The second half of the chapter discusses the simulation of a SMS
network using the CNCL class library. The structure of a SMS network is briefly
introduced, followed by a description of the CNCL simulation blocks. The final section
discusses the mechanism by which the C-H- based simulation shall communicate with
Java based SNMP and CMIP agents.
Chapter 7 presents an analysis of the management application efficiency using
throughput and response time as performance metrics. Firstly, the performance metrics,
throughput and response time, are clearly defined. Next, the application deployment and
test configuration is presented, highlighting the platform independence and distributed
nature of the management application. The remainder of the chapter discusses the
performance of the device and alarm management services. Results for the property
retrieval and modification mechanisms of the device management service are examined.
Results confirm that the batched approaches are a major performance improvement
mechanism. Next, throughput results for the alarm management service are presented,
showing the application’s ability to process 28 alarms per second. The chapter
concludes by examining the application’s ability to support multiple client types. This is
demonstrated through the development of a Visual Basic prototype application.
Finally, chapter 8 presents a summary of the conclusions drawn from this study
and outlines proposed areas for future work.

Chapter 2 : Network Management.. I'he Industry Context

Chapter 2: Network Management - The
Industry Context

2.1 Introduction
Network management is the sum of all activities related to configuring,
controlling, and monitoring networks and systems with the aim of ensuring their
effective operation [5]. The complexity in network management lies in the fact that the
managed components have evolved from an isolated, homogeneous set of systems
within one domain, to a large heterogeneous, distributed communication environment
spanning multiple domains. Consequently, we are dealing with a variety of network
components, integrated service environments, and highly heterogeneous systems.
To tackle the problem of managing these heterogeneous and ubiquitous
communication networks, the manager-agent principle was proposed by the
International Organisation for Standardisation (ISO) in the early 1980s as part of the
development of the Open Systems Interconnection (OSI) standards. The principle
outlines that a system acting in the manager role monitors and controls resources in a
system acting in the agent role. This principle reduces the complexity of managing
heterogeneous environments by “homogenising” some of the aspects through
standardisation. The most intuitive aspects to standardise are the communication
protocols. Managers and agents need to communicate. In order to do this in a
heterogeneous environment, use of the same protocols is required. However, use of the
same protocols is not sufficient for the exchange of meaningful management
information. Beyond the standardisation of the communication protocol, it is important
to standardise also, the information architecture. The manager-agent model have been
successfully used by the ISO and the Internet Engineering Task Force (IETF) [9] to
develop the OSI systems management and Simple Network Management Protocol
(SNMP) standards, respectively.
OSI systems management and SNMP management schemes have dominated
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the Internet and telecommunication fields from the very early needs for standardisation
in both areas. The principles and models of Internet SNMP and OSI system
management are primarily influenced by the capabilities and supported services of the
networks to be managed. SNMP traditionally aimed to manage an unreliable network
with minimal expectations from its customers, whereas the latter operates in a
connection-oriented environment where QoS provisioning is of prime importance.
This chapter discusses the industry context of network management. The industry
context is the current state of management systems, standardisation efforts, and the
actual systems being managed. The reader is firstly introduced to the principals of
network management, with particular attention paid to the FCAPS model. The SNMP
and OSI systems management standards are then presented. The final section of the
chapter discusses the emergence of a new type of heterogeneity - multi protocol
network environments.

2.2 Network Management and FCAPS
Since the 1980s computer networks have continued to grow, resulting in more
mission-critical applications being built on the network infrastructure. It becomes
increasingly important to keep downtime to a minimum as it results in lost
opportunities, revenues, and productivity. In this environment, scalable, highperformance network management has become a critical differentiator for network
service providers.
Network management systems employ a variety of tools, applications, and devices
to assist network managers in creating a scalable, high-performance management
system. The most commonly used framework is centred around the FCAPS model [6],
as standardised by the ISO. For the convenience of standardising management, FCAPS
categorises the plethora of information handled by a management system into five key
functional

areas:

Fault Management,

Configuration Management,

Accounting

Management, Performance Management, and Security Management. FCAPS is the
resultant acronym of these functional areas.

2.2.1 Overview of FCAPS Functionality
The management features supported by each of the components in the FCAPS
model are listed in Table 2-1.
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Table 2-1: FCAPS Features

Configuration

Fault
Fault detection

Resource

Accounting
Track service

initialisation
Fault correction

Network

Cost for service

provisioning
Fault isolation

Auto and Sub rack

Accounting Limit

Performance

Security

Utilisation and

Selective

error rates

resource access

Consistent

Enable NE

performance level

functions

Perfoimance data

Access logs

collection

Discovery
Network

Back up and

Combine costs for

Performance rep

Security Alarm

discovery

restore database

multiple resources

ort generation

Reporting

Alarm handling

Resource

Quota usage

Performance data

Data privacy

shutdown

setting

analysis

Change

Audits

Problem

User Access

Reporting

rights checking

Capacity planning

Handle security

Alarm filtering

management
Alarm generation

Clear correlation

Support for

Toll fraud

provisioning

reporting

Asset management

Support for

Performance stats

Security audit

accounting modes

collection

trail log.

breaches

2.2.1.1 Fault Management
Central to the definition of fault management is the fundamental concept of a
fault. A fault is the abnormal condition whose repair requires management attention, or
action. A typical example of a fault is the persistently high bit-error rate caused by a
crimp in a communication cable. In the event of a fault, a fault management module is
required to:
•

Determine the location of the fault

•

Isolate the fault from the network, so as to allow the rest of the network
to function without interference

•

Reconfigure the network so as to minimise the impact of operation
without the failing component

Users expect such actions to be fast and reliable. While most users will tolerate
occasional outages, they do however, expect the problem to be corrected immediately.
This level of fault resolution requires very rapid and reliable fault-detection and
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diagnostic-management functions. Such functions should also have a minimal effect on
network performance. Fault management can become complex as many alarms may be
received for the same fault. Furthermore, alarms may not arrive at the management
station and the ‘clear’ of an alarm may arrive before the alarm indication itself.

2.2.1.2 Configuration Management
Configuration management is concerned with initialising a network and gracefully
shutting down part or all of the network. Furthermore, a configuration management
module is responsible for maintaining, adding, and updating the relationships among
components and the status of components themselves during network operation.

2.2.1.3 Accounting Management
Accounting management involves tracking service usage and informing relevant
users and authorities about the usage of resources and the costs associated with their
usage. For example, when computing resources are scarce, it may be necessary to set
limits on the usage of resources. Automatic corrective actions should be taken on
exceeding thresholds. Costs on resource usage may sometimes need to be combined and
consolidated.

2.2.1.4 Performance Management
Performance management of a network comprises two broad functional categories
- monitoring and controlling. Monitoring involves the gathering of network statistics
and evaluating system performance under both normal and degraded conditions. The
controlling function enables performance management to make adjustments to improve
network performance. A performance management entity at the device level should
have support for data collection based on direct or indirect polling. In advanced
systems, there may be support for monitoring critical parameters and raising faults on
parameter values exceeding configured threshold levels.

2.2.1.5 Security Management
A Security management module is concerned with minimising unauthorised or
accidental access to network control functions by generating, distributing, and storing
encryption keys. Security management functions ensure legitimate use, maintain
confidentiality and data integrity. Based on access rights, it enables/disables
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functionality of network devices and provides access to management services based on
a user’s permission. Logs are an important security tool and security management is
very much involved with the collection, storage, and examination of audit records and
security logs.

2.3 Evolution of Network Management
Device heterogeneity is a feature of past and current networks, traditionally
caused by the diversity of equipment and software applications featured in networks.
Devices and software that are crucial to the enterprise come from so many vendors with
so many different development agendas that it is an arduous and expensive task to
manage and control these networks. To control costs, standardised tools are needed that
can be used across a broad spectrum of product types-including routers, bridges, and
telecommunications equipment-and that can be used in a mixed-vendor environment. In
response to this need two standardisation efforts started; SNMP and OSI system
management.

2.3.1 The Simple Network Management Protocol (SNMP)
The Simple Network Management Protocol, issued in 1988, was designed to
provide an easily implemented, low-overhead foundation for multi-vendor network
management of routers, servers, workstations, and other IP based network resources.
The SNMP specification, defined by the IETF, is based on three major components:
manager, agent, and management information base (MIB) [10]. The agents export an
abstract view of the managed resources; based on this view, the manager can perform
management actions. The structuring of the objects representing the network resources
constitutes the MIB. The model of network management that is used for SNMP also
includes a network management protocol. The SNMP management model is illustrated
in Figure 2.1. The actual term simple network management protocol refers to a
collection of specifications for network management that includes the SNMP network
protocol itself, the Structure of Managed Information (SMI) [11], and the Management
Information Base for network management of TCP/IP-based Internets: MIB-II, as
defined in REC1213 [12]. During the 8 years since it’s launch, SNMP has seen two
major updates. This has resulted in the emergence of SNMPv2 and SNMPv3. A
discussion of these updates is presented in section 2.3.1.6.
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Managed Resource
(Router)

Figure 2.1: SNMP Manager-Agent Model

2.3.1.1 The Manager
The manager is typically a standalone device and serves as an interface for the
human network manager into the network management system. The manager, also
termed the management station, will typically include a set of management applications
for data analysis, fault recovery, and configuration. It also contains a protocol by which
the management station and managed entities can exchange information and
communicate. The management station also contains a database of information
extracted from the management databases of all managed entities in the network. In
effect, this allows the management station to maintain at least a summary of the
management infonnation maintained at each of the managed elements in the network.

2.3.1.2 The Agent
Key network devices, such as routers, bridges, and switches, may be equipped
with SNMP agent software so that they can be managed via SNMP. The agent responds
to requests for management information from the management station and may also
asynchronously provide the management station with important, unsolicited messages
to notify the management station of the occurrence of some event. Such messages are
referred to as traps. Essentially, the agent provides an interface between the manager
and the physical device being managed. The role of agents is discussed more thoroughly
in chapter 6.

2.3.1.3 The Management Information Base
Managed devices within the SNMP management model are represented as objects.
Each object is, essentially, a data variable that represents one aspect of the
10
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managed system. The collection of these objects is referred to as the management
information base or MIB. Each node within the managed environment maintains a MIB
that reflects the status of the managed resources at that node. The objects are
standardised across systems of a particular class. For example, all bridges support the
same management objects. Additionally, proprietary extension can also be made. The
philosophy for defining management objects to describe managed resources has been to
provide both standard and vendor specific definitions. The standard definitions provide
for the core functionality associated with a technology, whilst each vendor’s definition
are specific to a given product.
The SMI, which is specified in RFC 1109, defines the general framework within
which a MIB can be defined and constructed. The SMI identifies the data types that can
be used in the MIB and how resources within the MIB are represented and named. The
SMI encourages simplicity and extensibility within the MIB. The MIBs can only store
simple data types: scalars and two dimensional aiTays of scalars. The SMI does not
support the creation or retrieval of complex data structures. Essentially, the SMI avoids
complex data types in order to simplify the task of implementation and to enhance
interoperability. In the absence of the SMI, vendors would be free to create more
complex data types, resulting in a loss of interoperability.
Objects within a SNMP MIB, and the entire MIB structure are defined using
Abstract Syntax Notation One (ASN.l) [6]. ASN.l is an ISO defined language for
defining types of data or datatypes. A set of encoding rules is also associated with
ASN.l which describe how the ASN.l datatypes are encode for transport between
elements within a network. ASN.l is used by both CMIP and SNMP to describe
management information as well as request, response and notification messages.
Associated with each object in a SNMP MIB is an identifier of the ASN.l type
OBJECT IDENTIFIER. The identifier serves to name the object. Since the value
associated with the type OBJECT IDENTIFIER is hierarchical, the naming convention
also serves to identify the structure of object types.
The set of defined objects has a tree structure, with the root of the tree being the
object referring to the ASN.l standard. Starting with the root of the object identifier
tree, each object identifier component value identifies an arc in the tree. Beginning from
the root, there are three labelled nodes which are administered by the ISO and CCITT
standards organisations. There are in turn sub-nodes under the three ISO and CCITT
nodes, some of which are administered by other organisations such as the U.S
11
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Department of Defence (dod). RFC 1109 makes the assumption that one subtree under
the dod node will be allocated for administration by the Internet Activities Board (lAB).
A portion of the tree structure is illustrated in Figure 2.2.

ccitt

joint-iso-cciti

ISO

1

0

standard

0

2

member-body

2

org

3

dod

6

internet

1
mgmt

2

mib-ll

1

Figure 2.2: Object Identifier Tree
The internet node, object identifier 1.3.6.1, contains four sub-nodes. These are
directory, mgmt, experimental, and private. The mgmt sub tree contains the definitions
of management infonnation bases that have been approved by the lAB. At present two
versions of the MIB have been developed: MIB-I (RFC 1156) [13] and MIB-II (RFC
1213). MIB-II defines the second version of the management information base and is a
superset of MIB-I, with some additional objects and additional groups. MIB-II,
accessed via the object identifier 1.3.6.1.2.1, is, essentially, a general information store
(or information model) for holding information pertaining to managed objects on an
internetwork that aim to encompass every possible non-proprietary managed aspect of
an internetwork system. Thus, the information contained within MIB-II is very general.
Consequently, agent software would maintain only a set of values that represent details
within the MIB-II pertinent to the managed device.

2.3.1.4 The Network Management Protocol
The management station and agents are linked by a network management
protocol. The network management protocol used in SNMP networks is the simple
network management protocol. The protocol operates over the User Datagram Protocol
(UDP) [6], a connectionless protocol. The manager process achieves network
management by using SNMP, which is implemented on top of UDP, IP, and the
12
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relevant network-dependent protocols, such as Ethernet, FDDI, and X.25. SNMP
enabled agents must also implement SNMP, UDP, and IP. Furthermore, the agent must
also include functionality that allows it to interpret SNMP messages and control the
agent’s MIB.
SNMP uses a small set of operations to exchange information between a
management station and an agent. The only operations that are supported are the
alteration or inspection of variables, as demonstrated in Table 2-2.
Table 2-2: SNMP Operations
Operation

Comment

PDU

Flow

GetRequest

Contains the values of the requested objeet instances

M -> A

GetResponse

Retrieves a variable on an SNMP agent

A -> M

SetRequest

Sets. A variable on an SNMP agent

M -> A

GetResponse

Contains the error status of SetRequest

A -> M

Trap

Trap

Signals the occurrence of an unexpected event

A -> M

GetNext

GetNextRequest

Retrieves object instances

M -> A

GetResponse

Contains the values of object instances

A -> M

Get

Set

I'able Key:
A: SNMP Agent software

M: Network Management Station

2.3.1.4,1 Protocol Specification
Information is exchanged between a management station and an agent in the
form of SNMP messages. Each message includes an SNMP version number, a
community name, and one of five types of protocol data units (PDUs). The GetRequest
PDU is sent by a network management station and received by an SNMP agent. The
SNMP agent software then gets the requested item from the agents MIB and returns the
corresponding data value via a message containing a GetResponse PDU. The
SetRequest PDU is sent by the management station to change the value of a MIB
attribute. On receipt of the message the agent software accesses the MIB and sets the
value of the appropriate attribute, returning the result (success or failure) in a
GetResponse PDU.
Asynchronous notification of events is delegated to “Traps”. Traps are typically
sent by agents to a network management station to signal the occurrence of an
asynchronous event and are used to indicate that an event might require action, but do
not convey the specific action that should take place. The also do not require any form
13
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of acknowledgment. Consequently, an agent has no idea whether a management station
has received a trap and is taking appropriate action. The Trap contains a trap PDU,
issued by the SNMP agent. The PDU typically contains the PDU type, the IP address of
the agent, a code specifying the nature of the trap, the time between the last
initialisation of the agent and the generation of the trap, and the identification of the
network-management subsystem that generated the trap. In order to keep SNMP simple,
a manager cannot specify an interest in specific types of traps. No trap filtering
mechanism is incorporated to allow this to be achieved. For example, a manager cannot
subscribe for traps of type linkdown and linkup only, to be issued by the agent.

2.3.1.5 SNMP Security
SNMP security, in version 1,

is based on the community concept. A SNMP

community is a relationship between an SNMP agent and a set of SNMP managers that
defines authentication, access-control, and proxy characteristics.
The agent establishes one community for each desired combination of
authentication, access-control, and proxy characteristics. Each community is assigned a
unique name (within the agent), and the management stations operating within the
community must employ the community name in all get and set operations. Thus, the
management station must keep track of the various community names associated with
each of the agents accessible.
In terms of authentication, the community name serves as a password, a message
from the manager is assumed to be authentic if the sender knows the password. This
trivial authentication scheme discourages sensitive set operations, limiting the
management station to network monitoring. However, the community name is typically
used to trigger an authentication procedure involving encryption/decryption, with the
name functioning as an initial password-screening device.
The community concept also allows the agent to limit access to its MIB to a
selected set of management stations. Different communities can be assigned different
levels of access depending on their needs. Access levels determine the tasks that can be
carried out on the managed object by a particular community. For example, read-only
access could be assigned to the public community, which would prevent all network
management stations that were members of that community from writing to any
variables.
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2.3.1.6 The Evolution of SNMP
During a period of four years of stability and growth, SNMP, implementing a
centralised paradigm, became the de facto network management protocol for IP based
networks and provided a technology base for a lot of network management products.
However, SNMP was not without it’s flaws. Among the most noteworthy areas needing
improvement were support for efficient transfer of large blocks of data, decentralised
network management strategies, and security
Support for a fully-fledged hierarchical paradigm was added to SNMP in a new
version of the protocol, SNMPv2, first released in 1993 [14] and re-issued in 1996 [15].
Support for acknowledgement of traps/notifications was added, as was a new command,
GetBulk, to support the transfer of larger blocks of data. The command targets the one
area of information exchange capable of generating the most traffic: retrieval of tables.
With the GetBulk command the manager can retrieve the entire table with one
transaction. The acceptance of SNMPv2 was fairly poor, largely because the security
framework proved to be unworkable in deployment [16]. A downgrade of SNMPv2:
SNMPv2c [5], also known as the community-based SNMPv2 was released shortly after
SNMPv2.
In September 1996, the IETF formed an advisory committee to analyse the
competing proposed approaches to SNMP security. The result has been the emergence
of SNMPv3. SNMPv3 offers great improvements in the security area of SNMP by
providing a User-based Security Model (USM). It can support both authentication and
message encryption, offering the option to select a security strength that is suitable for a
specific operation. While SNMPv2 was a substantial improvement over SNMPvl,
SNMPv3 fixes the most obvious failing both previous versions: lack of security.

2.3.2 OSI Systems Management
The OSI management model of the International Organisation for Standardisation
(ISOyintemational Telecommunication Union - Telecommunication Standardisation
Sector (ITU-T), although adopting the same manager-agent paradigm of SNMP, uses a
more powerful information model for encapsulation of the underlying resources. The
actual term OSI systems management refers to a collection of standards for network
management that include a management service and protocol, the definition of a
database, and associated concepts.
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The first standard related to network management issued by the ISO was ISO
7498-4 [17], which specifies the management framework for the OSI model. This
document states that the OSI systems management support user requirements for:
•

Activities that enable managers to plan, organise, supervise, control, and
account for the use of interconnection services.

•

The ability to respond to changing needs

•

Facilities to ensure predictable communications behaviour

•

Facilities that provide

for information protection and for the

authentication of sources of and destinations for transmitted data
Subsequently, the ISO has issued a set of standards and draft standards in conjunction
with the CCITT (International Consultative Committee on Telegraphy and Telephony)
and has set aside the X.700 series of numbers for the various recommendations. The
power, generality and efficiency of OSI systems management are largely due to the use
of a common MIB to define how resources of any kind can be managed.

2.3.2.1 OSI Management Information Base
OSI systems management relies heavily on the concepts of object-oriented design.
Each resource that is monitored and controlled by OSI systems management is
represented by a managed object. As is the case with SNMP, the MIB is a structured
collection of such objects. However, a managed object in OSI systems management is
much more complicated and is defined in terms of attributes it possesses, operations that
may be performed upon it, notifications that it may use, and its relationships with other
managed objects.
In order to structure the definition of a MIB, each managed object is an instance
of a managed object class. A managed object class is a template for managed object
instances that share the same attributes, notifications, and management operations. OSI
system management’s utilisation of object oriented concepts allows for new managed
object classes and functions to be added, as needs are identified, in a modular fashion.
ISO 10165 (X.720) [18] presents a general management information model of OSI
systems management information. Essentially, the management information model
provides the modelling concepts and terminology that are used with OSI systems
management to model managed objects and management information. However, the
model in isolation is insufficient to allow the development of managed object
16
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definitions that are consistent with the OSI management approach. The Guidelines for
the Definition of Managed Objects (GDMO) [19], provides the link between the
abstract modelling concepts contained within the management information base and the
concrete requirements for specifying particular managed object classes that permit the
management of particular resources in the OSI environment. GDMO also includes
definitions of the syntax and semantics of the notation that the managed object defmer
must use when specifying managed object classes and their components.
2.3.2.1.1 Object Oriented Paradigm
OSI Management follows a fully object-oriented paradigm and makes use of
concepts such as inheritance, polymorphism, allomorphism. Managed object classes
may be specialised through subclasses that inherit and extend the characteristics of
superclasses. This allows re-usability and extensibility of both specification
implementation if an object-oriented design and development methodology is used.
Inheritance, whereby derived classes may extend a parent class through the
addition of new attributes, actions and notifications; through the extension or restriction
of the value ranges; and through the addition of arguments to actins and notifications.
Multiple inheritance is also allowed. However, despite the advantages of multiple
inheritance and elegant modelling that is possible through multiple-inheritance, such
models cannot be easily mapped to programming environments that do not offer such
support.
The specification of manageable entities through generic classes that are used
only for inheritance and reusability purposes may also result in generic managing
functions using polymorphism. For example, it is possible to provide a generic
connection-monitor that is developed with the knowledge of a generic connection class.
This may monitor connections in different contexts, for example, X.25 and ATM,
disregarding the specialisation of a particular context. Subsequently, reusability is
extended to managing functions as well as managed object classes and their
implementations.
Allomorphism, as defined for OSI management, is essentially, a special case of
polymorphism. Allomorphism refers to the ability of an instance of a subclass to
resemble the behaviour of its superclass, as observed by systems-management
protocols, such as CMIP.
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2.3.2.1.2 Managed Object Concepts
OSI systems management objects are more complicated than objects in the SNMP
model, with the ability to exhibit behaviour and built-in notifications.
Managed objects are said to emit notifications when some internal or external
occurrence affecting the object is detected. Notifications may be transmitted externally
in a protocol or logged. A management system may request that notifications emitted be
sent to it. A managed object typically sends a notification when an object is created,
deleted, or a change in its state.
Unlike SNMP, a OSI systems management managed object exhibits certain
behavioural characteristics, including how the object reacts to operations performed on
it and the constraints placed on its behaviour. The behaviour of a managed object occurs
in response to either external or internal stimuli. Behaviour is analogous to methods in
object oriented terms. External stimuli consist of systems-management operations
delivered in the form of management requests, while internal stimuli are events internal
to the managed object and its associated resource, such as timers. As is the case with
object oriented design, all managed object instances of the same managed object class
exhibits the same behaviour.
As is the case with SNMP, object identifiers are associated with managed objects.
However, they have nothing to do with the instance naming. Instead, managed object
classes are named through a mechanism based on the OSI Directory. Managed object
classes have many relationships but containment is treated as a primary relationship to
yield unique names. Instances of managed objects classes can be thought as logically
containing other instances. As such, the full set of managed object instances available
across a management interface are organised in a Management Information Tree (MIT),
also referred to as the “containment hierarchy”. Essentially, this requires that an
attribute of each instance serves as the “naming attribute”.
2.3.2.2 Management Protocol
The fundamental function of a management architecture is to exchange
management information between two entities, a manger and agent. OSI and Internet
SNMP follow a protocol-based approach, with message-passing protocols modelling
operations on managed objects across a management interface. The exchange of
management information functionality within OSI systems management is referred to as
the Common Management Information Service Element (CMISE) [20].
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As with most areas of functionality within OSI, CMISE is specified in two parts:
•

The interface with a user, specifying the service provided. This is the
Common Management Information Service (CMIS)

•

Tlie protocol, specifying the protocol data unit format and associated
procedures. This is the Common Management Information Protocol (CMIP)

2.3.2.2.1 Common Management Information Service
The CMIS defines the services provided for OSI systems management. These
services are invokable by management processes in order to communicate remotely.
The CMIS serxdces are specified in terms of primitives that can be viewed as commands
or procedure calls with parameters. The 7 primitives are listed in Table 2.3. The first 6
services are termed management-operation services and are used to convey
management information to systems-management operations. The M-EVENT-REPORT
service conveys management information application to a notification. CMIS also
provides a powerful set of tools that allow a user to select one object or a number of
object to be the subject of a management operation. These facilities are provided as
parameters in the M-GET, M-SET, M-ACTION, and M-DELETE primitives.
Table 2-3: CMISE Services
Service

Definition

Type

M-GET

Confirmed

Requests the retrieval of management
information from a peer CMISE-service user

M-SET

Confirm ed/Non-Confirmed

Requests the modifieation of management
information by a peer CMISE-service user

M-ACTION

Confirm ed/Non-Confirmed

Requests that a peer CMISE-service user
perform an action

M-CREATE

Confirmed

Requests that a peer CMISE-service user
create an instance of a managed object

M-DELETE

Confirmed

Requests that a peer CMISE-service user
delete an instance of a managed object

M-CANCEL-GET

Confirmed

Requests that a peer CMISE-service user
cancel a previously requested and currently
outstanding invocation of the M-GET-service

M-EVENT-REPORT

Confirmed/Non-Conflrmed

Reports an event about a managed object to a
peer CMISE-service user
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2.3.2.2.1.1 Multiple Operations

The CMIS service allows requests for management information to combined in
the following ways:
•

An operation may be defined to operate on a collection of managed
objects, to be selected by the scoping and filtering mechanisms

•

An operation on a single managed object may specify a list of attributes
to which it applies, rather than just a single one and, as a special case of
this, “all attributes” may be asked for.

Scoping refers to the identification of an object or objects to which a filter is to be
applied. Scoping is defined with reference to a specific managed-object instance,
referred to as the base managed instance object. The base managed object is the starting
point for the selection of one or more objects to which a filter is to be applied. A filter is
a Boolean expression, consisting of one or more assertions about the presence or values
of attributes in a scoped managed object. Each assertion may be a test for equality,
ordering, presence, or set comparison.
The Get, Set, Action, and Delete operations may be performed on multiple objects
by sending one CMIS request, which expands within the agent based on scoping and
filtering parameters. Since OSI managed objects are named according to containment
relationships and organised in a management tree, it is possible to send a CMIS request
to a base object and select objects contained in that object through scoping. The
selection may be further eliminated through by specifying a filter parameter that
specifies a predicate based on assertions on attribute values. The scoping and filtering
tools are extremely powerful mechanisms and provide an object-oriented database type
of functionality to OSI based agents. Moreover, this results in a significant reduction in
management traffic.
2.3.2.2.2 Common Management Information Protocol

While CMIS defines the services for management operations, CMIP defines
procedures for the transmission of management information and defines the syntax for
the management service of CMIS. CMIP is defined in terms of CMIP PDUs that are
exchanged between peer CMISEs to carry out the CMIS service. Essentially, CMIP is
employed to exchange PDUs for the CMIS management-operation services. CMIP, in
turn, relies on the services of the Remote-Operations-Service Element (ROSE) [20].
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Table 2-4 shows the mapping between some of the CMIS primitives and the CMIP data
units.
Table 2-4: Correspondence between CMIS Primitives and CMIP Data Units
CMIS Primitive

CMIP Data Unit

M-GET

m-Get

M-SET

m-Set

M-ACTION

m-Action

M-CREATE

m-Create

M-DELETE

m-Delete

M-CANCEL-GET

m-Cancel-Get

M-EVENT-REPORT

m-EventReport

OSI systems management was designed with generality in mind and as such uses a
connection-oriented reliable transport. The relevant management service/protocol
(CMIS/P) operates over the full seven layer OSI stack using the reliable OSI transport
service. The latter can be provided over a variety of transport and network protocols,
including Internet TCP/IP using the RFC 1006 method [21].

2.3.2.3 OSI Systems Management Event Reporting
OSI management employs a very sophisticated event reporting model in allowing
for tight control of emitted notifications. X.733|ISO 10164 [22] models alarm reporting.
It specifies generic alarm notifications (events), together with their parameters and
semantics. These notifications are associated primarily with fault management. The
information provided includes error types, probable causes, and measures of severity.
The standard does not indicate the information that must be included in the alarm.
Rather, the standard does include a common set of notification types, with standardised
parameters and definitions, independent of particular managed objects. Each of these
notification alarms is defined in X.721|ISO 10165-2 [23]. All the notifications include
attributes,

such

as probableCause,

speciJicProblems,

perceivedSeverity,

and

thesholdinfo. Special support objects, known as Event Forwarding Discriminators
(EFDs) [ 19] can be created and manipulated in agent applications in order to control the
level of event reporting. EFDs contain the identity of the manager who wants to receive
notifications prescribed through a filter attribute. The filter may contain assertions on
the type of the event, the class and name of the managed object that emitted it, the time
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it was emitted, and other notifieation-specific attributes. In addition, an emitted
notification may be logged locally by being converted to a specific log record. The
latter is contained in a log object created by a manager, which contains a filter attribute
to control the level of logging. Clearly, OSI management provides powerful
mechanisms for asynchronous notifications and greatly reduces the need for polling.

2.3.3 SNMP and OSI Systems Management - Comparative
Summary
Although OSI systems management and SNMP conform to the same manageragent paradigm, within their constraints there is room for wide divergence and, to an
extent, they are at two ends of the spectrum. Internet SNMP was originally designed to
address the management needs of private data networks (LANs/WANs) and Internet
backbones. It has adopted a connectionless, polling based, simple approach, opting for
agent simplicity and projecting a centralised flat organisational stiTicture. On the other
hand, OSI management was designed to address the management needs of OSI data
networks and telecommunications environments. It has adopted a connection-oriented,
object-oriented, event-driven approach, deciding on generality.
The biggest feature of OSTs CMIP protocol is that its variables not only relay
information to and from managed entities (as in SNMP), but they can also be used to
perform tasks that would be impossible under SNMP. For example, if a terminal on a
network cannot access its file server a predetermined amount of times, then CMIP can
notify the appropriate personnel of the event. With SNMP however, a user would have
to explicitly keep track of the number of unsuccessful attempts to reach a file server that
a terminal has incurred. Consequently, this aspect of CMIP results in a more efficient
network management system, as less work is required by a user to keep up to date.
OSI systems management addresses many of the shortcomings of SNMP,
including security loopholes. It has built in security that supports authorisation, access
control, and security logs [24]. The result is an overall safer system. Furthermore, OSI
systems management also supports filtering and has a more sophisticated event
notification mechanism.
Despite its many advantages, OSI system management has one major drawback high resource requirements. The amount of processing power required to run OSI
‘powered’ management systems is an order of magnitude more than that required to run
an SNMP system. While this may not be too critical due to the emergence of extremely
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high powered CPUs, the problem also applies to OSI agents. OSI management places a
greater burden on the agent than does Internet SNMP. This is due to the extra
processing required to support OSI’s filtering, scoping, and event notification
mechanisms. As a result, OSI systems management implementations has been
extremely slow in comparison to the SNMP protocol, which has become virtually
ubiquitous in the IP world.
Both SNMP and OSI systems management are non-vendor-proprietary open
standards for management. These protocols primarily addressed what was perceived as
the most critical feature lacking in existing network and systems management systems:
interoperability between multiple vendors. Due to its complex architecture, OSI systems
management

failed to capitalise on

SNMP’s

inherent

security

weaknesses.

Consequently, SNMP has become widely adopted by the IP world to manage LANs,
WANs, intranets, and to a lesser extent, to manage distributed systems. In parallel to
this wide scale deployment, CMIP, richer but more complex than SNMP, found a niche
market in the telecommunications world, as the ITU-T decided to adopt the OSI
systems management model as the basis for the Telecommunications Management
Network (TMN) model [25].

2.4 Multi-Protocol Heterogeneous Networks
An ongoing trend in today’s mobile telecommunication networks is the
convergence of IP-based and circuit-switched technology. This trend has resulted in the
emergence of a new type of heterogeneity within networks: protocol heterogeneity.
As discussed in the previous section, the SNMP and CMIP management protocols
are popular in IP and telecom based networks, respectively. However, the evolution of
GSM toward 2.5G and 3G has resulted in IP, and subsequently SNMP, becoming
popular in next generation carrier networks [26]. Consequently, network administrators
are faced with the task of managing multiple protocols with different management
information models. For a management application to understand and represent both
SNMP and CMIP data, would require t^\'0 separate information parsers, one to
understand SNMP and the other to understand CMIP. The incorporation of information
parsers is complicated, as current telecom management applications lack extensibility.
An example of a heterogeneous network are the 2.5G and 3G networks being
rolled out by telecom operators. Devices operating within traditional telecom networks
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or 2G networks, adopted the OSI systems management scheme. However, the
progression from 2G to 2.5G and 3G has resulted in the emergence of IP based
components, resulting in the introduction of SNMP into the telecom domain. A
heterogeneous telecom network is outlined in Figure 2.3 below.
In the example network the Serving GPRS Support Node (SGSN) and Gateway
GPRS Support Node (GGSN) of the GPRS network are typically managed using
SNMP, while the GSM core components are managed using CMIP. The Radio Network
Controller (RNC) 3G elements may be managed using a proprietary protocol [27].
Consequently, we have multiple management protocols required to manage the
heterogeneous devices within the network. For each protocol operating within the
network we require a separate network management application, or at best, the
integration of an information parser within an existing management application.
eSM/GPRS Core Network

Figure 2.3: Heterogeneous Telecom Network
A major problem facing multi-protocol networks in general, is the escalating cost
associated with the administration of such heterogeneous environments. Despite
attempts to instigate some degree of interoperability between the de facto management
standards, the development of different management frameworks for each domain has
created a highly complex and error-prone administrative process. These administrative
problems, among other factors, lead to a dramatic increase in the cost of owning and
maintaining a device within a network. To solve these problems, what is required is a
consistent, integrated end-to-end view of the managed network to applications and
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users, thereby masking the protocol heterogeneity of the network.

2.4.1 Coexistence Between SNMP and OSI Management
Interworking between CMIS/P and SNMP has been a subject that led to a lot of
research trying to bridge the two worlds. Various solutions have been proposed, all of
which can be classified into two broad categories:
•

integration in the manager end

•

integration in the agent end of the manager-agent model

2.4.1.1 Integration in the Manager
The integration in the manager end means that one accepts the diversity in the
supported technology by managed devices and tries to provide management
applications that understand the different underlying information models and access
protocols. This approach is often referred to as dual stack manager, since these
applications will need to understand both the OSI and Internet SNMP management
models. Such an approach has been envisaged by the X/Open Consortium in providing
the X/Open Management Protocol API (XMP) API [28]. XMP defines a set of C
programming language functions that an application can use to invoke or respond to
CMIS and/or SNMP service requests. The same function calls are used for CMIS and
SNMP services that are common to both protocols (for example, Get-Request, SetRequest, and Event-Request).
Such an approach is suspect, however, because it is difficult to conceal which
model the managing application deals with, since both the underlying information
models and access mechanisms have important differences. For example, the two
management models are very different in terms of object naming. The nature of objects
also differs between the two models. This is also the case with respect to the supported
protocols to transfer the management information. While the approach is feasible,
integration cannot be seamless, increasing significantly the development effort and
costs for dual manager applications. The dual stack manager approach is depicted in
Figure 2.4.
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Figure 2.4: Dual Stack Manager
A new Java based management framework was recently proposed in order to cope
with the problem of protocol diversity within networks.

The Java Management

Extensions (JMX) [29], defines a management architecture, APIs, and management
services all under a single umbrella specification. The specification for JMX has been
developed by Sun Microsystems, Inc. along with management industry leaders,
following the Java Community Process (JCP).
JMX provides developers of Java technology-based applications across all
industries with the means to instrument Java platform code, create smart agents and
managers in the Java programming language, implement distributed management
middle-ware, and smoothly integrate these solutions into existing management systems.
First and foremost, JMX is a new management architecture. However, in addition, JMX
provides a number of Java APIs for existing standard management protocols, such as
SNMP and CMIP, thereby allowing JMX based Java management applications to
access data from multiple management technologies. Essentially, JMX incorporates a
dual manager approach, providing an integration point for SNMP, CMIP, and other
popular protocols. While JMX simplifies the integration of SNMP and CMIP, the Java
programming language must be used as the basis for any JMX management application.
Companies may not be willing to invest time and money in order to train staff, who
most likely, program in C++. A further problem with JMX concerns performance. In
order for an application to request an SNMP MIB attribute, it must firstly access an
agent registry server, the MBean server, using the Remote Method Invocation (RMI)
communication protocol. Consequently, this introduces an additional network overhead,
not necessary for more traditional dual stack manager applications, which can directly
access the managed device.
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2.4.1.2 Integration in the Agent
Integration by agents can again be classified into two broad categories:
•

protocol independent approach

•

the application gateway approach.

The protocol independent approach, as discussed by Mazumdar and Brady [30],
outlines an architecture for management agents that can support both SNMP and CMIP
protocols. Essentially, the agent consists of a management protocol processor,
consisting of an SNMP and CMIP part, and a protocol independent MIB. When an
agent receives a query from a management application, it identifies the type of the
query message (SNMP or CMIP) and routes the message to the corresponding protocol
processor. The query is decoded and the operations are mapped to corresponding
operations of the generic interface of the MIB. This approach is illustrated in Figure 2.5.
Although technically feasible, the clear disadvantage of this solution is the cost to
implement it in simple devices. As such, no products support this type of functionality
to date.

Figure 2.5: Protocol Independent Agent
The application gateway approach, as discussed by Pavlou [28], provides the most
promising and powerful solution for integrating the SNMP and OSI frameworks. Using
this approach, an application acts as a gateway for one or more agents of the other
framework, providing both protocol and MIB translation. The conversion between the
information models can be performed either manually or automatically. Manual
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conversion means that human heuristics may be applied to result in an "elegant" model.
Automatic conversion means that a well-defined set of rules exists and can be used to
automate translation of any MIB specification from one model to the other. In the case
of automatic conversion for SNMP and OSI management models, the conversion can
only be uni-directional, as the two information frameworks are not equally powerful.
Since GDMO is much more powerful than SNMP SMI, automatic conversion of an
SNMP information model to the equivalent GDMO one is possible. However, the
reverse is not true, resulting in the need for human intervention. The Internet MIB-II has
been translated from Internet Concise MIB format into ISO GDMO format.
Recent research efforts led by the Network Management Forum (NMF), known
as the ISO/ITU-T and Internet Management Co-existence (IIMC) work, resulted in a set
of NMF documents that provide rules for automating SNMP to GDMO information
model conversion and for building generic application gateways between CMIS/P and
SNMP [31]. The work is based on the fact that the SNMP stmeture of management
information is a pure subset of the OSI one. SNMP objects are equivalent to OSI
attributes, groups are mapped to classes, and table entries become separate objects.
Traps are mapped to notifications associated with a class that represents the proxied
SNMP element. When a new managed element with an unknown MIB need to be
adapted for, an off-line procedure is involved to, in effect, to inform the gateway of the
MIB. This is achieved through suitable translators and compilers. Thus, the gateway
approach allows OSI manageability of any SNMP enabled device.

2.5 Conclusion
This chapter has discussed the current context of network management,
examining in detail the two most popular management protocols - SNMP and OSI
systems management.
These non-proprietary open standards for network management were initially
designed to solve the problem of device heterogeneity present in network environments.
Both frameworks have succeeded, with SNMP becoming virtually universal on
internetworking

devices,

while

OSI

systems

management

is

dominant

in

telecommunication fields. However, it seemed inevitable that both SNMP and OSI
systems management technologies would be deployed together, resulting in multi
protocol distributed management environments.
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A typical case in point has seen the emergence of heterogeneous telecom
networks, brought about through the emergence of 2.5G and 3G. IP based devices,
traditionally managed using SNMP, are now appearing alongside OSI managed devices.
Due to the incompatibility of the two standards, it becomes very hard to achieve
interoperability between programs supporting different standards and, consequently, to
consistently manage modem complex and heterogeneous networks and systems as
single entities. Due to the lack of interoperability, the complexity and the price of
management solutions are significantly increased, while the overall power is decreased.
SNMP and OSI systems management all provide some kind of management
model or description of concepts used for management information specification.
Unfortunately, contrary to certain similarities between their protocols for management
information exchange, there are drastic differences between these information models.
Furthemiore, these information models are either too simple, in the case of SNMP, or
too complex, as is the case with OSI systems management. The immediate challenge
ahead is to provide for coexistence and interworking of these standards-based
technologies so that users can deploy the management products and tools which best
meet their needs, without being locked into a single solution. Several methods of co
existence and interworking between SNMP and OSI management discussed offer viable
solutions, but the initial problem space with telecom networks is not restricted to OSI
and SNMP management. Many proprietary protocols are also deployed in modem
telecom networks, further complicating matters.
The most obvious solution to the heterogeneity problem is to decide on a new
standardised management framework. Taking into consideration the size of investments
made in management solutions based on existing standards, the lack of cooperation
between various standardisation committees and numerous technical problems, it
becomes obvious that a new standard intended to replace all other existing standards
would encounter considerable resistance. Therefore, it would be more reasonable to try
and standardise the information model. However, regarding the fact that none of the
information models of the most prominent management standards is a convenient basis
for such standardisation, a new, technically better and easier to use, standardised model
is needed.
The Common Information Model is a new standard object oriented model in
network and system management, developed by the DMFT committee. The idea is not
to replace existing management solutions, such as SNMP and OSI systems
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management, but to compliment and integrate them by providing abstraction,
consolidation, and unification of all management information from various sources. It is
intended to be independent both of managed environments and underlying
implementations and underlying implementations and to preserve investments in
existing management solutions. The Web Based Enterprise Initiative, WBEM, was
launched in 1996, as a new management framework designed to solve the problem with
managing heterogeneous systems. Essentially, WBEM is the implementation of the
CIM management information model specification.
In deciding on a new standardised management framework, which combines
SNMP management and CMIP management, one must also decide on what paradigm to
base it on, i.e. connectionless, unordered like SNMP or connection-oriented, ordered
like CMIP. For example, with SNMP devices, because of the incorporation of UDP, one
may get a linkup trap before a linkdown trap. This work does not however, discuss the
problems inherent in paradigm choice.
The next chapter of this thesis discusses, in detail, the WBEM initiative and how
WBEM can be used to manage existing heterogeneous environments.
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Chapter 3: Web Based Enterprise
Management

3.1 Introduction
As a response to a lack of a single management model, the Web Based
Enterprise Management (WBEM) was developed. It forms both an initiative and a
technology. As an initiative, WBEM includes standards for managing systems,
networks, users, and applications through Internet technology. As a technology, WBEM
provides a way for management applications to share management data independently
of vendor, protocol, operating system, or management standard. Originally launched by
Microsoft, Intel, Cisco, Compaq and BMC, WBEM began as a plan to use the
standards-based interoperability and security of Web technology and apply it to systems
and network management. It has since matured under the leadership of the Distributed
Management Task Force (DMTF), resulting in the emergence of three key components:
the Common Information Model (CIM), a collection of object oriented schemas for
management information; the Hyper Text Transfer Protocol (HTTP), a universal
transport protocol for Web-based information; and the Extensible Markup Language
(XML), a powerful method of creating information payloads for HTTP to carry from
one application to another, from a browser to an application, or from a browser to a
managed object. The architecture is scalable and distributed. The CIM is capable of
describing any existing managed environment, and the system has been designed in
such a way that it is compatible with all existing management protocols, including
SNMP and CMIP. These features make it an ideal candidate as the basic for managing
heterogeneous network systems.
This chapter will examine in detail the WBEM initiative, discussing its core
components, CIM, XML and HTTP. The client server architecture of a WBEM
implementation will also be introduced and finally a short description will be provided
on the integration of the various components fit together to form a management
framework.
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3.2 The Web Based Enterprise Management Initiative
In 1998, the Distributed Management Task Force (DMTF) [32] inherited
responsibility for WBEM from Microsoft, Cisco Systems, Compaq, BMC Software, and
Intel. Defined as a set of management and Internet standard technologies developed to
unify the management of enterprise and Internet computing environments, it provides
the basic framework for the industry to deliver a well-integrated set of standard-based
management tools, leveraging Web technologies. There are three fundamental
requirements for any management environment, namely :
•

A data description

•

On-the-wire encoding

•

Operations to manipulate the data

These requirements, along with an identification mechanism that enables
managers and agents to know who to talk to, are the requirements for a management
environment. The quality and quantity of the management data determines how
comprehensive or sophisticated management is. The WBEM initiative consists of a data
definition format known as the Common Information Model (CIM), an encoding for
transport (xmlCIM) and a set of HTTP operations that define how a management
application acquires the management data and how an agent of a managed device
responds to the operations. As depicted in Figure 3.1, these 3 technologies form the
basis of WBEM’s management architecture.
{Data Description)

CIM
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3.2.1 Common Information Model
The Common Information Model (CIM) [33] was first released by the DMTF in
April 1997 as an object orientated information model. This provides a conceptual
framework for describing management data [34]. The CIM can be thought of as a data
dictionary for systems and network management, providing labels for entities,
attributes, relationships, and actions and documenting how these properties are
interconnected. CIM consistently describes the contents and semantics of manageable
entities across an enterprise in an Internet-friendly way. This allows operations to be
defined to exchange management information and invoke actions by applications and
management clients.
The CIM consists of a CIM Specification and a CIM Schema. The CIM
Specification includes naming conventions, mapping techniques, and the metaschema.
The metaschema is a formal definition of the model, defining the terms used to express
the model and their usage and semantics. The elements of the metaschema are classes,
properties, and methods. In terms of CIM, a schema is defined as a named collection of
class definitions that describe managed objects in a particular environment. The CIM
schema is used to represent specific management area, such as storage or applications.

3.2.1.1 CIM Schema
The CIM Schema provides the actual model descriptions along with a set of
classes with properties and associations that establish a well-understood conceptual
framework, within which it is possible to organise the available information about the
managed environment. Different management areas are developed by different DMTF
standards bodies specialising in those areas. The CIM is structured into three distinct
hierarchical layers; the Core Schema, the Common Schemas and the Extension
Schemas. Figure 3.2 shows how these CIM schemas are conceptually layered.

Extension
Schema
— Core
Schema
Common
Schema

Figure 3.2: CIM Schema
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3.2.1.1.1 Core Schema
The Core Schema includes the most general elements of every kind of managed
object and captures notions applicable to all management areas. Because it is a
framework for the class structures that make up the overall schema, it is very stable and
alterations are not expected. There can still however be additions to the Core schema
but these are not expected to have any major effects on existing elements.
3.2.1.1.2 Common Schemas
The Common Schema is a conceptual framework of organizing principals for
schema designers, used to interpret and analyse the management requirements of
management applications [33]. These schemas extend the Core schema and incorporate
notions common to specific management domains, independent of particular
technologies or implementations. The Common Schemas contain a set of abstract and
concrete classes that define the basic characteristics of systems, networks, applications,
databases, and devices. These models or classes provide a basis for the development of
management applications and include a set of base classes for extension into
technology-specific areas.
3.2.1.1.3 Extension Schemas
Vendors wishing to develop specific object schemas for their equipment have
the option of extending the Common Schemas with Extension Schemas. Although
allowed for by the CIM Specification, Extension Schemas are not strictly speaking, part
of the CIM Schema. They do inherit the elements of the Common Schemas, though, and
therefore those of the Core Schema also.

The CIM Schemas can be represented in text files structured according to the Managed
Object Format (MOF) [7] language. MOF is a compiled language created by the DMTF
and based on the Interface Definition Language (IDL). Formally defined in the CIM
Specification, it is a human and machine-readable format describing an information
model using an object-orientated design. MOF is used to express the classes,
associations, aggregations, properties, and methods that are part of the management
domain. It allows integrators to express the exact semantics and behaviour of their
managed entities with the context of CIM. Listing 3.1 illustrates how a CIM Core
Schema class is represented using MOF.
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[Abstract, Description (
"ManagedE^lement is an abstract class that provides a common "
"superclass (or top of the inheritance tree) for the "
"non-association classes in the CIM Schema.")]
class CIM_ManagedElement {
[MaxLen (64), Description (
"The Caption property is a short textual description (one-"
"line string) of the object.") ]
string Caption;
[Description (
"The Description property provides a textual description of "
"the object.") ]
string Description;

Listing 3.1: MOF representation of Core Schema class ManagedElement
CIM can also be rendered using the Unified Modelling Language (UML) [7].
UML is the international standard notation, designed by the Object Management Group,
for object-oriented analysis and design. UML uses mostly graphical notations, such as
rectangles, lines, triangles etc, to express the design of software projects. It is used by
CIM as a notation for specifying the various schemas, thus allowing CIM to leverage
existing general-purpose development and software engineering tools. It is therefore
possible to transform managed object classes - derived from the Core and Common
Schemas - into widely used programming and descriptive languages, such as Java, C-Hand XML. Figure 3.3 shows how the relationship and dependencies of CIM Core
classes can be visually represented using UML diagrams.
Vendors can therefore choose to design CIM extensions or represent a managed
device in CIM using the text based MOF method or by importing a UML rendered
CIM schema into a tool such as Visio™.
The CIM Schema provide the CIM with a layered hierarchy consisting of a
stable central layer, a middle layer under the strict control of the DMTF and a third,
vendor specific layer. This hierarchical and inheritable structure of the CIM Schema
permits orderly extensions and maintains backward compatibility with earlier
implementations of the CIM. A major strength of CIM includes the richness of these
information models and their object oriented representation, which allows integrators to
extend from existing classes to include vendor specific content. Consequently, CIM
supports all the basic requirements for managing an enterprise or service provider
environment, enabling vendors to describe management data in a standard format so
that it can be shared among a variety of management applications.
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Managed Element

Description ; string
Caption : string

1

Product

Collection

ManagedSystemElement

Description : string
Caption : string

PhysicalElement

LoglcalElement

Tag ; string
Manufacturer; stnng
Model ; string
PowerOn boolean
ManufactureDate datetime
SeriafNumber; string
PartNumber: siring

Syncnron«»«d
I_______

Logicslld»n(ity

Figure 3.3: UML representation of CIM Schema segment

3.2.1.2 CIM Methods
The standard also specifies operations or methods that can be performed on CIM
classes. Methods fall into two different categories: intrinsic and extrinsic. Intrinsic
operations (23 in all) allow various actions including accessing, creating and deleting
instances of CIM classes; modifying specific properties and so forth. Additional
operations, called extrinsic methods, are defined to give functionality to specific classes.
For example, a class called Service may have Start and Stop methods. The method
would return a boolean value depending on whether the service was started or stopped.

3.2.1.3 CIM Events and Indications
In any management environment much management information will be
delivered as a result of events in the environment. While a certain amount of static data
is significant, the majority of data will likely be in the form of events. The CIM
Indications Specification, published by the DMTF, outlines how events are handled in
CIM and includes a CIM Indication Schema for representing the hierarchical nature of
event classes in CIM. The CIM event model is a framework for handling CIM events
and conforms to the above specification. The model describes CIM Indications and how
they are used to communicate occurrences of events in the CIM.
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An event is typically assumed to be the change in the state of the environment or
the record of the behaviour of some component of the environment. For example, the
state property for a service may go from Stopped to Started, indicating that the service
is now started. An event in CIM is an object created as a result of an occurrence in the
managed environment. As with standard CIM classes, event classes can have properties
and methods, and be arranged in a type hierarchy. However, event classes differ in that
they can only be instantiated on the occurrence of an event in the managed environment
and once the event has occurred the instance no long exists. The CIM event model
distinguishes between an event and the notification of that event which is termed an
indication. A CIM indication is an object that communicates the occurrence of an event
to a subscriber, which may be a management application with a subscription to the
indication.
3.2.1.3.1 CIM Event Types
The CIM Event specification has distinguished between events that occur in
relation to a change in CIM data and user defined events. These two types of events are
classified as intrinsic and extrinsic. Intrinsic events reflect changes that occur to the
system. That is, each time an object is created, updated, or deleted, an intrinsic event is
generated. An extrinsic event is a user-defined event that is not already described by an
intrinsic event and are generally used for representing SNMP traps or CMIP events.
3.2.1.3.2 Representation of CIM Indications
As outlined in the Indication Specification, the concrete indication of the
occurrence of an event is represented by an instance of the event schema class
CIM_Indication. The MOF representation of the CIM Indication class is outlined in
Listing 3.2.
This class is the abstract base class from which all other indications inherit. It
consists of a single property IndicationTime, which represents the time of the
underlying event. This property can therefore be used to infer the ordering of events.
There are several types if indications, representing different types of events, and these
are denoted by CIM Indication subclasses. They include:
•

CIM_InstIndication for modelling CIM intrinsic events.

•

CIM ClassIndication for CIM schema life cycle events such as class
deletion, creation and modification.
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•

CIM ProcessIndication for alert notifications associated with objects
that may or may not be completely modelled in CIM and do not
correspond to a simple life cycle event; like a SNMP trap.

CIM_InstIndications and CIM_ClassIndications provide an intuitive mechanism
for clients to subscribe to indications triggered by real world events that change the state
of CIM Objects or the CIM Schema. CIM_ProcessIndications allows clients to
subscribe to a variety of operational notifications, such as alerts and traps, in the same
manner. The main reason the DMTF has decided to model operational notifications as a
separate hierarchy is to give low level managed objects a simple mechanism to indicate
an exceptional condition. Managed systems such as storage or network devices are
typically instrumented to issue operational notifications. The CIM_ProcessIndication
class makes it very easy to convert these underlying system notifications into
CIM ProcessIndications. The CIM ProcessIndication class includes the subt3^es
CIM_SNMPTrapIndication and CIM_AlertIndication. These are concrete classes for
mapping SNMP Traps and CMIP Events to CIM and are very beneficial in describing
common trap and event semantics.
[Indication, Abstract,
Description (
"CIM___Indication is the abstract root class for all notifications"
"about changes in schema, objects and their data, and about "
"events detected by providers and instrumentation. Subclasses "
"represent specific types of notifications. "
"To receive an Indication, a consumer (or subscriber) must create"
"an instance of CIM__IndicationFiIter describing the criteria of "
"the notification, an instance of CIiyi_IndicationHandler describing
"the delivery of the notification, and an instance of "
"CIM_IndicationSubscription associating the Filter and Handler.")]
class CIM__Indication
{
[Description (
"The time and date of creation of the Indication. The property "
"may be set to NULL if the entity creating the Indication is "
"not capable of determining this information. Note that "
"TndicatioriTime may be the same for two Indications that are "
"generated in rapid succession.") ]
datetime IndicationTirne;

Listing 3.2: MOF representation of CIM_Indication class
3.2.1.3.3 Publication and Subscription
The fundamental idea underlying the CIM approach to indications is the
separation of indication producers and indication consumers. Producers are pieces of
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code that have inside knowledge about events, their responsibility being to report them.
Consumers receive or subscribe to indications and know nothing about event producers.
Essentially, the consumer of the indication is only concerned with the definition of the
event as expressed by the event class.
To subscribe to CIM indications a client must adhere to the Subscription
hierarchy as outlined in Figure 3.4 below.

*

i

Managed Element

'

*

Description; string
Caption. string

IndlcattonFilter

IndicationHandler

SystomCreationOassNamc: swing

SyslemCreabonClassName stftng

SystemName :string(Key)

SystemName: stnng

CreationClassName. string

CreationCfassName: string

Name: string

Name: string

SourceNameSpace: string

Owner, string

. QueryLanguage: string
Query, string

IndlcationSubscription •
IndlcatlonHandlerCIM-XML
Destination: string [Required]

Figure 3.4; Subscription Hierarchy
The hierarchy consists of two classes and an association. CIM IndicationFilter defines a
stream of indications, CIM_IndicationHandler defines how and where to deliver the
Indication stream, and finally the CIM_IndicationSubscription associates a Filter
instance with

a Handler instance

for a particular Indication stream.

The

CIM IndicationFilter association provides an extremely powerful mechanism for
defining the criteria for generating an indication and more importantly what data should
be returned in the indication. For example, a CIM client application wishing to
subscribe to all traps for all 3Com devices signally a link down error would use the
following query when setting up it’s subscription:
SELECT

AgentAddress

FROM

CIM_SNMPTrapIndication

WHERE

Enterprise == "1.3.6.1.4.1.232"
GenericTrap == "LinkDown"
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3.2.1.4 The Benefits of CIM
The major advantage of CIM comes from a single, federated data model that
provides a consistent model for management. The model addresses everything from the
low level hardware, to network, storage and applications, allowing technology vendors
to provide more comprehensive, industry wide solutions. SNMP’s management models
do not and will not do this. CMIP originally went on this path, although the goal of CIM
is to be more closely associated to what the providers and consumers of the data need,
versus OSI abstractions. An ongoing criticism of the management industry is that there
are thousands of MIBs which are generally good for reading but not for writing
management data. What CIM has achieved in doing is bringing common data into a
common model allowing configuration with the same data that is used for monitoring.
Technology customers will benefit from this work by having more flexibility in
choosing technology from CIM compliant vendors, reduced management training costs,
and lower total cost of ownership. CIM is a rich data model, extendible and protocol
agnostic. These features make the CIM very suitable as the mechanism for device
modelling within a heterogeneous environment.

3.2.2 XML and HTTP
The CIM specification is protocol agnostic and says nothing about how data is
actually instantiated in a management application, nor how data can be moved between
management applications and devices or between two management applications. In
theory, two CIM based applications could exchange raw binary data based on a purely
proprietary technique, though such a connection would sacrifice the most powerful
potential of a standard data model - interoperability. To achieve true interoperability
within a heterogeneous environment it must be possible to represent the actual
management data in a standard way and there must be a protocol capable of carrying the
data between the locations, systems, and applications. XML is the answer to the data
representation issue, while HTTP solves the transport protocol problem.

3.2.1.5 Extensible Markup Language
The World Wide Web Consortium (W3C) began work on XML in 1996 as a
means to enable data interoperability over the Internet [35]. A key factor driving the
standard’s development was increased Internet and network usage, requiring companies
on different platforms to communicate with each other. Many companies also wanted to
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make legacy data in databases available to new Web-based technologies. XML is a
universal standard for representing any kind of structured data. An XML document is
made up of elements that consist of textual information between a start tag and an end
tag. Collectively, the tags are known as "markup”, while the information contained
within the tags is referred to as the content. As an example here is some XML data used
in a typical messaging application:
<message>
<to>you@yourAddress.com</to>
<f rom>meii)rnyAddress . com</f rom>
<subject>XJyiL Is Really useful</subject>
<text>
Message Text goes here..
</text>
</xnessage>

The tags in this example identify the message as a whole, the destination and sender
addresses, the subject, and the text of the message. As in HTML, the <to> tag has a
matching end tag: </to>. The data between the tag and its matching end tag defines an
element of the XML data. Note, too, that the content of the <to> tag is entirely
contained within the scope of the <message>. . </message> tag. It is this ability for one
tag to contain others that gives XML its ability to represent hierarchical data structures.
In the same way that you define the field names for a data structure, the user is free to
use any XML tags that make sense for a given application. Naturally, though, for
multiple applications to use the same XML data, two things must be agreed upon:
which tag names will be allowed and how tagged elements may nest within one another.
These vocabulary and structural criteria are typically codified in a Document Type
Definition (DTD). DTDs define the grammar of an XML document, listing all the
allowable elements in the document and specifying the stmeture of those elements. An
XML document is said to be valid if the grammar of the document conforms to that
specified in the DTD. The DTD can be either physically contained within the XML
document or it may be referenced externally, allowing interoperability between all
relevant applications that use the XML document.
3.2.1.5.1 Advantages of XML
In the current Internet climate, the transfer of data from point A to point B in a
standard, understandable way is crucial. XML’s flexibility, accessibility and portability
make it the perfect instrument for achieving true interoperability between applications,
devices and operating systems. Having no ties to particular operating systems or
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underlying technology makes XML particularly suitable as a data representation in
heterogeneous environments. In systems management environments the XML
representation of management information could be used to transfer data between
management applications and managed devices or between co-operating management
applications for example. The management applications need not necessarily be running
the same operating environments, but interoperability is enabled because of a common
understanding of the XML representation of the management information. Freely
available

XML parsers

for multiple programming

languages

and operating

environments allow the XML data to be processed by the respective management
applications. Despite it advantages, XML is often thought to be too cumbersome to
transfer large amounts of data.
3.2.1.5.2 CIM to XML Mapping
The DMTF has standardised on XML as the standard encoding technology for
CIM. The xmlCIM Encoding Specification [36J adopts a Metaschema mapping model
for mapping CIM to XML. The model uses an XML schema to describe the CIM
metaschema, and both CIM classes and instances are valid XML documents for that
schema . Essentially, a DTD is used to describe in a generic fashion the notion of a class
or instance and CIM element names are mapped to XML attribute or element values
rather than to XML element names. This method has many advantages as opposed to
say using a Schema mapping, in which an XML schema would be used to describe the
CIM classes. Metaschema mapping requires only one standardised metaschema DTD
for CIM, thereby reducing the complexity of management and administration of XML
mappings. An example of metaschema mapping is shown in Listing 3.2, illustrating the
encoding of the Core Schema class, ManagedSystemElement, to xmlCIM.
XML has gained much prominence within the technology community in a
relatively short time. It has become an integral part of numerous important technologies,
including enterprise application integration; extranet data interchange across platforms
between companies; and Web services, which let applications, clients, and servers on
different platforms communication over the internet. XML use is continuing to grow
quickly with the XML portion of corporate data expected to increase from 2% in 2000
to 60 % in 2004 [37]. Thus the encoding of CIM schemas to XML should be very
beneficial with regards to the future of the CIM. With current technology available to
exploit XML and with it’s inherent interoperability, vendor support for CIM should
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increase dramatically.
<c?XML Version=" 1 . 0"?>
<!DOCTYPE CIM SYSTEM
"http : / /wv;w. dintf . org/ ciTnv2 . dtd/" >
<CIM yERSION="2.0">
<CLASS
NAME="ManagedEleinent">

<QUALTFIER NAME="abstract">
</QUALIFIER;-.
<PROPERTY NAME="Caption"

TYPE=•' string" >
<QUALIPIER MAME="MaxLen"
TYPE=="sint3 2">
<VALUE > 6 4 </VALUE >
<;/OUALIFIER>
</PROPERTY;.
<PROPERTY NAME="Description"

TYPE="string">
</PROPERTY>
<PROPERTY NAME="InstallDate"

TYPE="da t etime">
< QUALIFIER NAME-"MappingS t rings"
TYPE-"string">
<VALUE;^MTF . DMTF [ ComponentID 1001.5
</VALUE>
</QUALIFIER>
</PROPERTY;.
<PROPERTY NAME="Status"

TYPE="String">
<QUALIFIER NAME-"Va1ue s"
TYPE="strinq" ARRAY="TRUE">
< VALUE >OK< / VALUE
<VALUE > Error</VALUE >
<VALUE>Degra ded< / VALUE
<VALUE>Unknown</VALUE>
•c/QUALIFIER;.
</PROPERTY>
</CLASS>
■C./CIM >

Listing 3.2: XML encoded Core Schema class - ManagedElement
Despite it’s inherent interoperability and flexibility, using XML as a
representation of management information has resulted in some mixed feelings from
industry sources. The main reason for this is due to the fact that XML tends to take
more bytes to encode data than the equivalent binary representation. This problem is
being addressed by the XML community and compression schemes are currently being
designed to alleviate the payload overhead introduced by XML. Another performance
problem that must be taken into account is the time taken to convert the data to XML.
Depending on how complex the data is and how much of it there is, this could be a
serious problem. However, computer processors and memory performance continues to
increase and this should reduce the conversion impact.
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3.2.1.6 Hyper Text Transfer Protocol
While CIM and XML intertwine to provide a data model that can represent well
defined instances of data, they don’t meet all the needs of a management environment.
CIM-influenced XML can produce a data payload, but that payload must be moved
from one application to another. The WBEM solution to the transport issue is HTTP.
HTTP is ubiquitous, implemented on every Web Browser on every platform. HTTP is
an application-level protocol for distributed, collaborative, hypermedia information
systems [38]. It is a generic stateless protocol, which can be used for many tasks
through the extension of its request methods, error codes, and headers. The CIM
Operations over HTTP specification [39] defines a mapping of CIM operations onto
HTTP that allows implementations of CIM to interoperate in an open, standardised
manner. The following criteria have been applied to the representation of CIM
operations over HTTP:
•

Each CIM operation is described completely in XML

•

The set of CIM operations provide sufficient functionality, enabling
implementations of CIM to communication effectively.

•

The CIM operations are classified into functional profiles to allow for a
range of implementations.

The HTTP encapsulation of the CIM operations is designed to support both
HTTP 1.0 and HTTP 1.1 and the 23 intrinsic methods defined in the CIM specification
for performing operations on CIM classes and data, are supported, as are extrinsic
methods. To allow the HTTP messages to traverse firewalls and proxies, the DMTF has
defined a number of HTTP extension headers, such as: CIMProtocolVersion,
CIMMethod, CIMOperation, CIMBatch and CIMObject. The use of these extension
headers will allow firewalls and proxies to specify filters for CIM information. Listing
3.3 outlines the basic structure of a HTTP request message.
A major advantage of using HTTP as the transport protocol is the security
features provided by Secure HTTP (HTTPS) and Secure Socket Layer (SSL) [33]. One
of the longest running deficiencies in network management has been the extreme
vulnerability of the first version of SNMP, still the only widely implemented version, to
any intruder who could capture packets on the managed network. However making use
of the security features offered by HTTP, which allow credit card operations to be

44

Chapter 3 : Web FCised Enterprise Munagcnicnt

carried out on a daily basis over the Internet, can provide a secure management session
between management applications and managed devices.
M-POST /cimom HTTP/1.1
HOST : lit tp : / /ww\v’. mvhost. corn/
Content-Type: applicat.ion/xml; charset = ''utf-8"
Content Length; xxxx
Man: http://www.dmtf.Org/ciin/mapping/http/vl.0 ; ns=73
73-CIMOperation: MethodCall
73-CIMMethod: GetClass
7 3-CIMObject: root/ciinv2
<?.xml version--" 1.0" encoding::=^"utf-8" ?>
<CIM CIMVERSI0N="2.0" DTDVERSION="2.0">
<HESSAGE ID="87872" PROTOCOLVERSION^"1.0">
<SIMPLEREQ>
<IMETHODCALL NAME="GetClass">
< LOCALNAMES PACE PATH >
<NAMESPACE NAME=’’root "/>
<NAMESPACE NAME-"cimv2"/>
</LOCALNAMESPACEPATH>
<IPARAMVALUE NAME- " ClassNarne" >
<CLASSN.AME NAME- " CI M_ManagedE]. ement" / >
</lPAPJVMVALUE>
< IPARAMVALUE NAME-" LocalOilly" >
VAL U E > FAL S E </ VALUE >
</IPARAMVALUE>
</IMETHODCALL>
</SIMPLEREQ>
</MESSAGE>
</CIM>

Listing 3.3; HTTP request message to retrieve ManagedElement CIM class
Although the use of HTTP and XML will assure a more rapid uptake of WBEM
applications it is quiet evident from the HTTP request message in Listing 3.3 that the
use of XML and HTTP does introduce a degree of overhead. As well as having an XML
encoding scheme which favours completeness over conciseness and efficiency, each
message will also have the overhead of IP header, TCP header, HTTP extension headers
and possibly even more overhead to facilitate encryption and/or authentication.
Handling this increased data load may burden existing networks. This may not be
overly important for configuration management, as only a very small part of network
traffic will consist of commands to configure the units. However in relation to alarm
management, this problem could become much more severe as there is really no limit to
the amount of alarms a unit can generate.
HTTP was designed to enable one server to handle hundreds of requests quickly
by not maintaining a long-term stateful connection between the clients and the server.
Instead, HTTP initiates a fresh connection with the server and maintains it as long as it
needs to transfer the data. Once complete, the connection is terminated and the server is
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then freed up to process other requests. This results in a lot of time and resources being
wasted creating and destroying connections for clients that need to perform a large
number of calls between the client and the server.

Consequently, vendor

implementations of WBEM are incorporating support for more efficient transport
protocols such as RMI and Microsoft’s Distributed Component Object Model (DCOM)
as well as HTTP. These technologies offer improved performance as they maintain the
connection throughout the application life cycle. To counter this growing trend among
WBEM vendors, the DMTF are attempting to distinguish between the operations that
are defined in CIM from the protocols that implement the operations. Current work is
aimed at separating the CIM operations specification from the XML representation.
Once complete this effort will give more flexibility for choosing the way CIM-enabled
clients access the management content.

3.2.3 WBEM Implementation Architecture
The WBEM initiative in effect is an implementation of the CIM management
model specification, providing a context for the implementation of architectures and
protocols required to support the CIM. Individual companies provide their own
implementation of WBEM, each of which must conform to the WBEM standard
compliance program. Java based implementations are provided by Sun and the Storage
Networking Industry Association, in the form of Sun WBEMServices [40] and the
SNIA CIMOM [41] respectively. C++ implementations are provided by the Pegasus
Project [42], OpenWBEM [43] and Microsoft’s Windows Management Instrumentation
(WMI) [44]. While the Sun, SNIA, OpenWBEM and the Pegasus implementations are
WBEM compliant and adhere to the WBEM specification, Microsoft differs in that it
uses DCOM as opposed to the standard HTTP mechanism for transporting the XML
payload. Consequently WMI is not strictly speaking an implementation of the WBEM
initiative.
All WBEM implementations are based on a client server architecture as
illustrated in Figure 3.5. A WBEM server consists of any number of WBEM providers,
a CIM Object Manager (CIMOM) and an HTTP interface for communication with a
WBEM client. Optional interfaces such as RMI or DCOM may also be incorporated.
The basic client side architecture assumes the existence of one or more management
applications and generates requests against the CIM Object Manager. Typically a
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management applications will use a CIM Client API to represent and manipulate CIM
objects and transfer data between the Object Manager.

WBEM SERVER

Figure 3.5: WBEM Client - Server Architecture
The key component of the WBEM architecture is the CIM Object Manager or CIMOM.
The CIMOM acts as a central repository where CIM management clients can go gather
information about managed resources. The CIMOM may interpret these requests using
information in its internal store or support SNMP, CMIP and proprietary protocols
through the use of providers. These are implementation specific (Java, 0++, C
programming) translator classes responsible for acting as an interface between the
CIMOM and the real managed object. CIMOMs may also take the role of providers,
allowing a complex architecture built from nested CIMOMs.

3.2.1.7 The CIM Object Manager
The CIM Object Manager is essentially the WBEM information broker. All requests
and data flow through the CIMOM. The CIMOM typically provides the following core
services to the WBEM infrastructure:
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•

Provider registration. WBEM providers register location and capability
information with the CIMOM. This information is stored in the CIM repository.

•

Request routing. The CIMOM uses the provider registration information to
route consumer requests to the appropriate provider.

•

Remote access. Consumers access remote WBEM enabled systems/devices by
connecting to the CIMOM on the remote system or device. Once a connection is
established, consumers can perform the same operations that can be performed
locally.

•

Security. The CIMOM controls access to managed resources by validating each
user’s access token before the user is permitted to connect.

•

Query processing. Allows a consumer to issue queries against a WBEM
managed resource using a subset of SQL called CIMSQL. The CIMOM
performs the evaluation of the query, in cases where providers don't natively
support query operations.

•

Event processing. Allows a consumer to subscribe to events/indications that
represent a change to a WBEM managed resource. For example, you can
subscribe to an event indicating when the amount of space on a logical disk
drive drops below an acceptable threshold. The CIMOM polls the managed
resource at an interval you specify, and generates an event notification when the
subscription is satisfied.

The CIMOM supports a variety of strategies for providing objects. The simplest case is
a static model. In this case, the CIMOM uses the same storage structures used for the
storage of the CIM schema for storing information about the instance of a class. All
other cases involve the use of providers.

3.2.1.8 The Role of Providers
In practice it’s rare that all management data will be static in nature and more
often than not the majority of management data is dynamic. Within the WBEM
architecture providers are responsible for the retrieval of dynamic information from
managed resources in the network. Essentially providers are proxy agents, acting as an
intermediary between the WBEM server and a managed resource. On the CIMOM side
the provider uses the HTTP protocol to interact with the CIMOM and whatever protocol
is appropriate to interact with the managed device. In the case of a Java based WBEM
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implementation the providers perform the following functions in response to a request
from the CIMOM:
•

Map the native information format to CIM Java classes
- Get information from the managed device
- Pass the information to the CIMOM in the form of CIM Java classes

•

Map the information from CIM Java classes to the native device format
- Get the required information from the CIM Java classes
- Pass the information to the device in native device format

3.2.3.1.1 Types of Provider
Providers are categorised according to the types of requests they service. For
example a provider may be requested to deliver Indications to the CIMOM when a
property value reaches a pre-determined value or may be requested by the CIMOM to
alter a MIB entry of a managed device such as a SNMP enabled router. All WBEM
implementations support the following four types of providers:
1) Instance - Supply dynamic instances of a given class, supporting the
following operations: Instance retrieval, enumeration, modification and
deletion.
2) Property - Supply dynamic property values of a specific instance.
3) Association - Supply instances of dynamic association classes.
4) Event - Detect network alarms and handle indications of CIM events.

3.2.4 A WBEM Scenario
To tie together the various design and implementation aspects of WBEM
discussed in this chapter, a brief outline of the processes involved in managing a SNMP
enabled device via WBEM, will be discussed. The various steps involved are listed
below:
1. Model device in CIM and represent in MOF, specifying properties, methods,
and the provider responsible for retrieving any dynamic content
2. Load MOF representation into CIM Object Manager
3. Develop a provider capable to performing SNMP operations, allowing it to
interact with managed device
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4. Develop an Event provider which will listen for and forward any SNMP traps to
the CIM Object Manager
5. Develop WBEM client applications, to connect to the CIM Object Manager,
perform management requests, and create event subscriptions
Modelling the device in CIM may require an addition to the extension schema or
inheriting some common schema classes may suffice. The class is then represented in
MOF and loaded into the CIMOM. Most implementations of WBEM come with special
compilers for parsing and loading MOF files into a Object Manager. It is the
responsibility of the Object Manager to register the provider class names specified in
the MOF definition. Since the provider will be interacting with a SNMP enabled
devices it must incorporate SNMP functionality to allow it to perform SNMP Get and
Set operations for example. Provider classes can be created using Java or C++,
depending on the CIM Object Manager implementation. To allow a user to interact with
the CIM Object Manager and subsequently with the SNMP device, a WBEM enabled
management application is required. These are typically constructed using C++ or Java
or may also be web based and are designed around a vendor CIM Client API.

3.3 Conclusion
WBEM is an implementation of the CIM management model and provides a way
for management applications to share management data independently of vendor,
protocol, operating system, or management standard. To achieve this it has sought to
standardise the two most intuitive aspects of management, the communication protocol
and the management information. The CIM schema provides a conceptual framework
for describing management data and address everything from the low level hardware,
to network, storage and applications. The CIM Specification also outlines support for
method declarations and event filtering, subscription and notification. The designers
have ensured that CIM is implementation independent, with the exception that CIM
data is represented in XML. By using HTTP as the communication protocol for the
XML represented CIM data payload, WBEM has achieved in creating a standardised
management architecture suitable for managing elements within a heterogeneous
environment. An important reason for the swift uptake of WBEM is that it does not
attempt to replace current management protocols such as SNMP and CMIP. Through
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the use of providers many protocols can be integrated into WBEM, thereby allowing
existing devices in a network to co-exist with newly designed WBEM versions.
This chapter has introduced WBEM, outlining it’s overall aims, various
components and how each is suitable for use in a heterogeneous environment. The next
chapter of this thesis will discuss the architecture of a heterogeneous management
application based on J2EE, which uses WBEM as the interface to the legacy and mixed
protocol architectures of a heterogeneous network.
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Chapter 4: The Management Framework

4.1 Introduction
In today’s competitive telecom climate new and innovative services are being
rolled out daily. To handle the increased traffic and complexity these services introduce,
management applications need to be distributed, scalable and extendible. Ideally, their
design and implementation should also be platform independent and now, more than
ever, they should support multiple types of users with multiple types of interfaces. For
example, a management application may require a HTML [45] front for Web users and
a WML [46] front to allow administrators on the move, access via WAP enabled mobile
phones.
Current approaches to management application development are unable to meet
these needs as they are typically based on a 2-tier architecture. Such applications are
sometimes referred to as fat clients because the application logic for accessing the
network devices resides on the client and is interweaved with interface-specific logic.
These applications perform well by leveraging the processing power of the client, but
the dedicated nature of many clients to a single back-end resource, like a database,
produces a bottleneck that limits scalability, availability, and performance, as client
populations grow large. Also, to support multiple client interfaces, different applications
need to be developed, one to support each type of client interface. Non-interfacespecific code is duplicated in each application, resulting in duplicate efforts in
implementation, as well as testing and maintenance. The duplication efforts are
inevitably imperfect and applications that are supposed to provide the same core
functionality evolve into different systems.
The

management

application

developed

in

this

research

extends

the

aforementioned two-tier development approach by incorporating a middle-tier or
application server. The application server, based on the Java 2 Enterprise Edition
platform, will operate between a Web based client and back-end resources, which in our
scenario are the WBEM CIM Object Manager and a database server. The J2EE will
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provide a server-side platform for building and deploying our application business logic
and supply middleware services, such as resource pooling, networking, and security.
The CIM Object Manager provides the mechanism through which devices within a
heterogeneous network can be accessed. The client browser presents the user with an
intuitive interface from which the application’s business logic can be invoked. The
business logic will perform many tasks including the generation of dynamic Web based
interface elements, network management operations, CIM operations, alarm monitoring,
and event tracking.
By applying the Model-View-Controller (MVC) [47] architecture to the J2EE
based application server, the core business functionality of the application is separated
from the presentation and control logic. Such separation allows multiple views to share
the same business logic, which makes supporting multiple clients easier to implement,
test, and maintain.
This chapter will discuss the overall architecture and design of a multi-tiered
Web-based Heterogeneous Network Management System, based on the Java2
Enterprise Edition, with a WBEM implementation as the interface to the legacy and
mixed protocol architectures of the underlying network. The reader will firstly be
introduced to application servers, the various types and the benefits of employing one
into the management architecture. A detailed discussion of the J2EE platform will
follow, outlining its various components and the reasons for choosing it as the basis for
building the application server. The final stages of the chapter discuss the complete
architecture of the management application and the various management services it
supports.

4.2 Overall Architecture
The overall architecture of the management application is based on a distributed
multi-tier model provided by the Java 2 Enterprise Edition, J2EE, platform. The J2EE
architecture defines a client tier, a middle tier consisting of one or more sub-tiers, and
a back-end tier, comprising of a CIM Object Manager and a database server in our
system. Figure 4.1 illustrates the various tiers within the management application
architecture. The client tier consists of a Web browser to provide platform independent
access to the application logic within the middle tier. The client tier also incorporates
support for a thick client application. The middle tier, consisting of 2 sub tiers, supports
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client services through Web containers in the Web tier and supports business logic
components through Enterprise JavaBeans [47] containers in the EJB tier. This multi
tier approach provided by the J2EE architecture simplifies the development and
deployment of large complicated enterprise applications and allows the application to
be distributed across multiple physical systems, enabling easy scalability characteristics.

I
Heterogeneous Network

□

Ni;f

I Client

0
Client Tier

Figure 4.1; Overall Architecture of the Management Application

4.3 A Multi-Tier Architectural Approach
The multi-tier management application employs an intermediary, or middle-tier,
application server which operates between the client and the back end system. There
are two fundamental motivations for partitioning the design of the management
application into tiers:
•

Improved scalability, availability, and performance

•

Improved flexibility and extensibility of business systems

Two-tier applications are typically called fat clients as all the business logic, and rules
reside on the client. As illustrated in Figure 4.2, this model produces bottlenecks that
inhibit scalability, availability, and performance, as client populations grow large.
Multi-tier systems, through the use of application servers in the middle tier, mitigate
this bottleneck by managing back-end resources more effectively. This is accomplished
through resource management techniques such as pooling and clustering of middle-tier
servers. Pooling makes multi-tier systems more effective by allowing many clients to
share scarce resources like database connections, which reduces workload on back-end
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servers. Clustering makes multi-tier systems more available and scalable because
multiple servers and resources can support fall-over and balance the loads of a growing
client population.

Client 1

• • Client n-1 • •

Client n

Figure 4.2: Multiple Clients Accessing the Object Manager in a 2-tier Approach
Multi-tier systems are more flexible and extendible than their two-tier
counterparts because the business logic and services, such as security and transactions,
reside on the middle tier

server and are hidden from the client applications.

Consequently, since clients are thin, and are not required to execute complex programs,
they can exist in a variety of forms including Java/C++/Visual Basic applications and
Web based browsers. By incorporating a multi-tier approach to our management
application we are able to isolate functionality, separating presentation from business
logic, allowing devices within a heterogeneous network to be administered from a
desktop, PDA , a WAP/GPRS enabled mobile phone or any platform capable of running
a Web browser.

4.4 Application Servers and J2EE
In a multi-tier application architecture, client programs communicate with the
back-end resources through a multi-threaded middle tier server or application server.
This application server provides a server-side platform for building and deploying
business logic. It also provides common middleware services, such as resource pooling
and networking. All application servers have at least three discrete layers that
interoperate: business logic layer, presentation layer, and the data access layer. The
business logic layer is the heart of the application server where all the intelligence and
business rules are encapsulated in object-oriented reusable components. The data access
layer allows the integration of specialised and discrete services that are made available
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to the components in the business logic layer. The presentation layer provides the
methods and interfaces for delivering content from the application server. For example,
the generation of a HTML Web page that is sent back to a user’s Web browser. Figure
4.3 outlines the various layers of an application server.
Application Server
Presentation loyer {$erv!et/JSP)

Business Logic layer (EJBs)

Data Access Layer

Database Server

Figure 4.3: Application Server Architecture
A typical application server provides the following services:
Business services to clients
Remote access to clients and back-office systems
Session and transaction management
Security enforcement
Resource pooling
Since the middle-tier provides these services via the application server, the clients can
be thin, simple, and rapidly developed. Programmers are free to concentrate on
developing business logic without the distraction of designing security and resource
pooling services, as the application server will manage all the low level system
functions and services. Middle tier application servers typically provide the above
services through Sun’s J2EE or Microsoft .NET.
The Java 2 Platform, Enterprise Edition was designed to simplify complex
problems with the development, deployment, and management of multi-tier enterprise
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solutions. J2EE is an industry standard, and is the result of a large industry initiative led
by Sun Microsystems. Since J2EE is a standard, and not a product, it is not possible to
download and install J2EE. Rather you download a set of Adobe Acrobat PDF files
which describe agreements between applications and the containers in which they run
[48]. So long as both sides obey the J2EE contracts, applications can be deployed in a
variety of container environments. Much like the WBEM initiative, vendors provide
implementations of the J2EE standard which simplify development of application
servers by providing low level services such as resource pooling, security etc. To use
J2EE, one must commit to coding at least some of the application using the Java
programming language. Other languages can then be bridged into a J2EE solution
through Web Services or CORBA.
Microsoft.NET [49] is a product suite that enables organizations to build smart,
enterprise-class applications. The important difference between .NET and J2EE is that
it is a Microsoft product strategy, whereas J2EE is a standard to which products are
written. .NET eomponents can be designed in multiple programming languages, such as
C++, C#, and Visual Basic. However, .NET does not support the Java programming
language.
The J2EE verses .NET debate may turn out to be the soap opera of the decade
and is outside the scope of this thesis. The choice of whether to employ J2EE or .NET
in our application server was made relatively easy because a core requirement of our
management architecture is portability. A key difference between J2EE and .NET is that
J2EE is platform-agnostic, running on a variety of hardware and operating systems,
such as Win32, UNIX, and Mainframe systems. This portability is an absolute reality
today because the Java Runtime Environment (JRE), on which J2EE is based, is
available on any platform. By way of comparison, .NET only runs on Windows, its
supported hardware, and the .NET environment. There is no portability at all and I
personally believe that .NET portability will never be widely adapted given Microsoft's
historically monopolistic stance.

4.4.1 A Java Enabled Application Server
A J2EE application server is the central element of our management application
framework and is based on the Java programming language. It will primarily be
responsible for providing client services and business logic for an application, such as
management services, event logging and alarm processing. This functionality will be
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provided by software components executing on the application server. These
components are developed using Java. What's exciting about Java is that it enables
organizations to write their code once, and deploy that code onto any platform. As well
as portability issues, the use of Java as the development language for the various
application components, has many other advantages:
•

Better Third-Generation Language (3GL). Java is a simpler 3GL than C++,
but still provides the capability to scale in order to solve large problems.
Programming in Java is much faster than programming in C++. With
improvements in computer processing power and distributing computing, it is
better to take advantage of the reduced development time than the potentially
faster run-time.

•

libiquitous. Java has a massive developer community and industry support.
Java’s portability is an additional advantage when it is necessary to support
multiple operating systems.

•

Robust. Java is also very robust and can considerably reduce time to market.
Unlike C and C++, Java does not provide direct access to memory locations, so
memory reference errors, which are difficult to diagnose and debug, are rare.

•

Strong Network Support. Because Java grew and developed on the Internet it
is not surprising that it has very strong network support. Java’s network facilities
allow high-level business object abstractions to be passed by value, allow you to
change an object’s underlying representations without breaking remote
applications, support the ability to load new functionally with standard bytecode,
and provide distributed garbage collection.

•

Component-Oriented Computing. Java’s component oriented computing
model allows applications to be developed, with the data independent of
business logic and business logic independent of presentation logic. The
flexibility to reuse components makes a development effort with Java better able
to support distributed development teams and long-term code changes.

•

Performance. The performance of Java compared to native-compiled thirdgeneration languages has improved significantly due to the introduction of Just
In Time (JIT) compilers [50].
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4.4.2 The J2EE Platform
The J2EE platform is designed to provide server-side and client-side support for
developing distributed, multi-tier applications. As illustrated in Figure 4.4 below, the
J2EE platform provides a multi-tier distributed application model to achieve this.

Figure 4.4: J2EE Environment
Central to the J2EE component based development model is the notion of containers,
residing in the Web and EJB sub-tiers of the middle tier. Containers are standardised
runtime environments that provide specific services to components. The J2EE middle
tier is compartmentalised into two containers;
•

A Web container

•

An EJB Container

4.4.2.1 The Web Container
A J2EE application’s Web tier makes an application’s business logic available
on the World Wide Web. The Web-tier handles all of a J2EE application’s
communication with Web clients, invoking business logic and transmitting data in
response to incoming requests. The Web container forms the foundation of the Web-tier
and provides runtime support for responding to these client requests, performing
request-time processing and returning results to the client. The container manages each
component’s lifecycle, dispatches service requests to application components, and
provides standard interfaces to context data such as session state and information about
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the current request. The J2EE standard defines two types of Web components
technologies: Java servlets and Java Server Pages (JSP).
4.4.2.1.1 Java Servlets
Servlets are pieces of Java source code that add functionality to a Web server in
a manner similar to the way applets add functionality to a browser [51]. Servlets are
designed to support a request/response computing model, that is commonly used in
Web servers. In a request/response model, a client sends a request message to a server
and the server responds by sending back a reply message.
Servlets are a powerful addition to the Java environment. Because they are
located at the middle tier, they are positioned to add a lot of value and flexibility to a
system. They can perform the application processing assigned to the middle tier, act as a
proxy for a client, and even augment the features of the middle tier by adding support
for new protocols or other features. Compared to other server side technologies such as
CGI and PHP, servlets have a number of advantages;
•

Platform and vendor independence. Servlets are supported by all the
major web servers and application servers. Furthermore, servlets are written
in Java and consequently can be used on any operating system.

•

Integration. Another advantage of being Java based, servlets can take
advantage of all the other Java technologies, such as JDBC for access to
databases and RMI for remote access to resources.

•

Scalability. Servlet based applications can be deployed on anything from a
powerful server running Linux to a cluster of high-end servers with an
application server that supports loadbalancing and failover.

The operation of a HTTP servlet, the most common type of servlet, is outlined in
Figure 4.5.
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Figure 4.5: HTTP Servlet Operation
4.4.2.1.2 Java Server Pages (JSP)
Most Web applications produce dynamic HTML pages which, when served,
change only in data values and not in basic structure. For example, all the catalogue
pages in an online store may have identical structure and differ only in the items they
display. JSP exists for producing such content.
JSP is a J2EE technology for developing Web pages that include dynamic
content [5Tj. A JSP page contains standard markup language elements, such as HTML
tags, just like a regular web page. However, a JSP page also contains special JSP
elements that allow a server to insert dynamic content in the page. JSP elements can be
used for a variety of purposes such as retrieving information from a database or
registering user preferences. When a user asks for a JSP page, the server extracts the
JSP elements and creates a Java servlet class. The servlet is executed and the results
merged with the static (HTML tags) part of the page. The server then sends the
dynamically composed page back to the browser as outlined in Figure 4.6 below. JSP
allows for the separation of the markup language from the programming code used to
process user input, access databases and perform other application tasks. A typical
business can thus divide its efforts among two camps, a JSP Web development team
with programmers who create the actions for the logic needed by the application, and
the page authors who craft the specifics of the interface and use complex actions
without having to do any programming.
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</body>
<html>
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Figure 4.6: Generating dynamic content using JSP elements

4.4.2.2 The EJB Container
In multi-tier applications, the Enterprise JavaBean (EJB) tier, a sub-tier of the
middle tier, hosts the application-specific business logic and provides system levelservices such as transaction management, concurrency control, and security. Enterprise
JavaBeans technology provides a distributed component model that enables developers
to focus on solving business problems while relying on the J2EE platform to handle the
complex system-level issues. It is this separation of concerns that allows for the rapid
development of scalable, accessible, robust, and highly secure applications.
Business logic, in a broad sense, is the set of procedures or methods used to
manage a specific business function. Using an object-oriented approach, a developer
can decompose a business function into a set of components or elements, called
business objects. The Enterprise JavaBeans standard [52] defines an architecture for a
transactional, distributed object system based on components called enterprise beans.
The standard is an agreement between components and application servers that enable
any component to run in the application server. Enterprise beans allow the developer to
write business objects that use the system services provided by the J2EE enabled
application server. There are three kinds of enterprise beans: session beans, entity
beans, and message-driven beans.
4.4.2.2.1 Session Enterprise Beans
A session bean represents work being performed for client code that is calling it.
They are reusable software components that implement business logic, business rules,
algorithms and workflow. There are two sub-types of session beans; stateful session
beans and stateless session beans, each used to model different types of conversation
state.
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Stateless Session Beans
A stateless bean is a bean that holds conversations that span a single client
method call. They are designed strictly to provide server-side behaviour. Since stateless
session beans do not maintain any state information for a specific client, all stateless
bean instances are equivalent when they are not involved in serving a client-invoked
method. This means that any stateless session bean instance can service any client
request because they are exactly the same. As a result, stateless session beans can be
pooled, reused, and swapped from one client to another. The life-cycle of a stateless
session bean is outlined in Figure 4.7.

Bean Instance Does
Not Exist

ejbCreateO

Business Method

ejbRemoveO

Pool of Equivalent
Method-Ready Instances

Figure 4.7: Life Cycle of a Stateless Session Bean
An EJB container can be configured to create any number of stateless beans at
start-up. This number will depend on the container’s pooling policy. The bean’s
eJbCreateQ method initialises a bean, allowing it to connect to a resource for example.
In general when a client creates or destroys a bean, that action might not necessarily
correspond with literally creating or destroying in-memory bean objects because the
EJB container controls their life cycles to allow for pooling between multiple clients.
When the container is about to remove a session bean instance from memory, it calls the
beans ejbRemoveQ callback method. This allows the bean to free resources, say a
database connection, and end its life gracefully.
Stateful Session Beans
A stateful session bean is a bean that is designed to service business processes
that span multiple method requests or transactions. To accomplish this, stateful beans
retain state on behalf of an individual client. If a stateful session beans state is changed
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during a method invocation, that same state will be available to that same client upon
the following invocation. The life-cycle of a stateful session bean is illustrated in Figure
4.8.

Figure 4.8: Life Cycle of a Stateful Session Bean
When a client invokes a method on a bean, the client starts a conversation with
the bean, and the conversational state stored in the bean must be available for that same
client’s next request. Therefore, the container cannot easily pool stateful session beans
and dynamically assign them to handle arbitrary client requests. When a container’s
limit of instantiated stateful beans is reached it will swap out a non-active bean from
memory and will save its conversational state to a hard disk. This is termed passivation.
When the original client invokes a bean method, the passivated conversational state is
swapped back in from memory. This is called activation. Consequently, there are only a
few stateful bean instances in memory when they are actually many clients, thereby
providing a pooling effect.
4.4.2.2.2 Message-Driven Beans
A message-driven bean is a special stateless EJB component that allows a J2EE
application to receive Java Message Service (IMS) messages asynchronously.
Asynchronous messaging allows components or applications to exchange data in a
manner independent of the receiver. The sender sends the message and does not wait
around for the receiver to process the message. The JMS consists of two parts: a IMS
API and a Service Provider Interface (SPI), where you plug in JMS drivers. These
drivers know how to talk to specific messaging infrastructures or Message-oriented
Middleware (MOM) [47]. The JMS API describes a standard way to access these
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message infrastructures, just like JDBC allows a Java programmer to talk to various
database servers using the same API.
Message-driven beans are decoupled from any clients and are primarily
responsible for consuming messages from a JMS destination (queue or topic). They are
very similar to stateless beans, only simpler. They have similar life cycles, as shown in
Figure 4.9, but message-driven beans cannot be accessed from a client. On receipt of a
JMS message the bean will execute it’s onMessageQ method, which contains the
business logic of the bean.

ejbCreateO

eJbRemoveO

onMes^sageO
\

Figure 4.9: Life Cycle of Message-Driven Bean
The container pools message-driven bean instances and will only instantiate a
message-driven bean if there are messages in the queue to process and if all current
instances of the bean are busy executing their business logic, fhe container will only
pool a limited number of message-beans, determined by the administrator of the EJB
container. This method of pooling provides a very scalable method of asynchronous
communication between software components within a J2EE environment.
4.4.2.2.3 Entity Beans
Entity beans model business data. They are like nouns because they are data
objects - this is, Java objects that cache database information. An entity bean does not
perform complex tasks or workflow logic, such as billing a customer. Rather, an entity
bean is the customer itself, representing persistent state objects. Examples include a
product, an order or a stock. Session beans typically harness entity beans to achieve
business goals, such as a stock-trading engine (session bean) that deals with stocks
(entity beans).
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Enterprise beans reside within EJB containers that are stored within the EJB
server of the application server . These containers host and manage enterprise beans in
the same manner that a Web server hosts a servlet or a HTML browser hosts a Web
page. An enterprise beans cannot function outside of an EJB container. The EJB
container manages every aspect of an enterprise bean at run time including remote
access to the bean, security, persistence, transactions, concurrency, and access to and
polling of resources. The container also isolates the enterprise beans from direct access
by client applications, as outlined in Figure 4.10. When a client application invokes a
remote method on an enterprise bean, the container first intercepts the invocation to
ensure persistence and security are applied properly to every operation a client performs
on the bean. Because the container adds these services behind the scenes, this
mechanism simplifies development of both components and clients.

EJIB Container
Client

Transaction Management

client request

Perslstance Management
Security Management

Enterprise Beans
Figure 4.10: EJB Container Managing beans at runtime.
Containers will manage many beans simultaneously in the same fashion that a
Web container manages many servlets. To reduce memory consumption and processing,
containers pool resources and manage the life-cycles of all beans very carefully. When a
bean is not being used, a container will place it in a pool to be reused by another client,
or possibly evict it from memory and only bring it back when it’s needed.

4.4.2.3 The Client Tier
From a developers point of view, a J2EE application can support many types of
clients. J2EE clients can run on laptops, desktops, palmtops, and mobile phones. They
can connect from within an enterprise’s intranet, or across the World Wide Web,
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through a wired network or a wireless network or a combination of both. They can
range from something thin, browser-based and largely server-dependent to something
rich, programmable, and largely self-sufficient.
The J2EE platform encourages thin-client architectures. The most popular and
appealing thin client is the Web Browser. These are the thinnest of client, displaying
data to users and relying on severs for application functionality. From a deployment
perspective, browser clients are attractive for a couple of reasons. First, they require
minimal upgrading. When an application changes, server-side code has to change, but
browsers are almost always unaffected. Second, they are ubiquitous. Almost every
computer has a Web browser and many mobile devices, such as PDAs and cell phones,
are now equipped with scaled down versions of the popular Netscape and Internet
Explorer browsers. The significant cost of using browser clients is potentially low
responsiveness. The client depends on the server for presentation logic, so it must
connect to the serv'er whenever the user interface changes. Consequently, browser
clients make many connections to the server, which is a problem when latency is high.
Furthermore, because the responses to a browser intermingle presentation logic with
data, they can be large, consuming substantial bandwidth. Thick clients, on the other
hand, are more responsive and get the data from the server and nothing more.

4.5 Architecture of Management Framework based on
J2EE platform
Developing the overall application architecture involves subdividing the
application into objects or components and assigning these components to tiers within
the application server. This process is called object decomposition and will identity the
responsibility of each component and ensure the separation of stable portions of the
application from the more volatile parts. The Model-View-Controller design pattern is a
widely-used architectural approach for interactive applications. It is particularly wellsuited for interactive Web applications, with multiple iterations of screen page displays
and multiple round-trips of requesting and displaying data. By applying the MVC
design pattern to a J2EE enabled server, we can separate the core components from the
presentation and control logic. This separation makes supporting multiple clients easier
to implement.
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4.5.1 Developing an MVC Architecture
The MVC design pattern divides application architectures into three layers model, view, and controller - and decouples their respective responsibilities. Each layer
handles specific tasks and has specific responsibilities to the other areas. The basic
concept is to separate the application data and business logic, the presentation of the
data, and the interaction with the data into the three layers above. Applying the MVC
design to the Web based management application architecture reduces its complexity
and makes it more manageable. The architecture also enhances the degree to which the
application can be maintained and extended.
Before determining the MVC layers of the application, it is necessary to perform
a requirement analysis, outlining what the system should and should not do. This
enables us to ascertain the various tasks a user or administrator of the application may
perform. It is achieved by defining the functional specification of the management
application through a Use-Case, as illustrated in Figure 4.11.

User

Figure 4.11: Use Case for Management Application <change>
The Use-Case diagram illustrates the many services offered by the management
application to agents and managers. The functionality can be divided into three core
services;
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1. Device Management. Provide the user with a view of the current
network and the state of the CIM Object Manager, perform management
operations and add new devices to the network view.
2. Alarm Management. This aspect of the application should allow the
user to subscribe to WBEM indications. Detect indications and process
for display to the user. The user may also delete all indications received.
3. Event Tracking. Involves the recording of all operations performed by a
user during a session. Functionality should be provided to allow the user
to view and delete all events within the event log.
These three services form the majority of the application’s business logic and comply
with aspects of the FCAPS network management framework, as discussed in chapter 2.
Consequently, the application architecture roughly divides into the following MVC
layers.

Figure 4.12: MVC Architecture of the Web Based Management Application

4.5.1.1 Model-View-Controller of the Application Architecture
The architecture of the management application consists of a set of components
divided into model, view, and controller layers as outlined in Figure 4.12. As the
management application is Web based, a user typically interacts with the Controller to
ask for things to be done, and the Controller relays these requests to the Model in a
client-type independent way. The result of the request is then presented to the client
Web browser, representing the View.
The objective of the View layer is to decouple the actual user interface design
and implementation from the specialised business logic of the application. The view
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must contain functionality to handle user views and must present a user interface
containing the results of the business logic performed in response to a user action.
The Model portion of the MVC architecture encapsulates the business objects
and API for the application’s functionality. The business objects will be responsible for
accessing the WBEM CIM Object Manager and performing CIM client operations.
Alarm management business objects will be responsible for the detection and
processing of WBEM indications. Application logic will also be required to perform
event logging functionality, to monitor and record all management operations and
activities performed during a user’s session.
The Controller section controls the flow of the application and serves as the link
between the View and the Model. It is responsible for executing the business logic in
the Model, in response to user requests and detennines the next View to display.

4.5.2 Architecture of the Middle Tier Server
The core functionality of the management framework is situated in a server
running in the middle tier, the application server. In order to apply the MVC
architecture discussed previously to the J2EE application server, it is necessary to
divide the application server into sub-tiers, the Web-tier and EJB-tier.

4.5.2.1 The EJB-Tier
The Enterprise JavaBean component architecture is the backbone of the J2EE
based management platform. The EJB-tier of the application server consists of multiple
EJB components running under an EJB container and is responsible for implementing
the majority of the model portion of the MVC architecture. The core application
business objects are implemented as EJB components, executing within the EJB
container of the application server. For example, there are dedicated enterprise beans for
accessing the WBEM CIM Object Manager and performing CIM client operations.
Alarm management enterprise beans are solely responsible for the detection and
processing of WBEM indications. The EJB-tier also consists of enterprise beans
dedicated to accessing database servers for various administrative purposes, such as
network device registration and removal.
Enterprise beans are preferred for implementing the model layer of the MVC
design model because of the services provided by the EJB container, particularly for
applications that are transactional, distributed, and potentially scalable.
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standardised container-provided services translate into better software reliability. They
also make it easier for an application to support multiple client types. Implementing the
application logic through enterprise beans allows us to develop code as components to
promote reuse. The components are independent of other loosely coupled components,
resulting in little or no impact on components when changes are made.
4.5.2.1.1 Stateful versus Stateless Session Beans
The application logic within the EJB tier, required to perform management
operations on the CIM Object Manager, will be encapsulated within stateless session
beans as opposed to stateful. The main reason for this is because of the ability to easily
pool stateless session beans.
A stateless session bean can be very efficient as it requires fewer system
resources by the virtue of not being tied to one particular client. Since stateless beans
minimise the resources needed to support a large number of clients, applications can use
this approach to scale better than those using stateful session beans. While it is possible
to create a pooling effect for stateful beans, there is a performance drawback. Stateful
session beans were designed to maintain a conversational state on behalf of the client.
To achieve a pooling effect, passivation and activation stages are required which entail
an input/output bottleneck, thereby slowing response times. Stateless beans on the other
hand have no state to maintain and are not subject to passivation and activation.
Another problem with stateful beans is that an instance is created for every client. This
increases the load on the server and hampers performance. While the ability to maintain
client session state is a major advantage of stateful beans, an application based on
stateless session beans can use services provided by the Web-tier JSP and servlet
components to store session-oriented state on behalf of the client.
The EJB tier will incorporate the WBEM Client API and use it within stateless
session enterprise beans for accessing the CIM Objeet Manager. Within the
management arehitecture, message-driven beans will be responsible for processing
messages sent from a stateless session bean subscribed for WBEM Indications.
4.5.2.2 The Web-Tier
The Web-tier is essentially a presentation tier and involves a Web
server/container responsible for interacting with the end user. The Web container
displays the requested information in HTML to the user Web browser. It also reads in
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and interprets the user’s selection, makes invocations to the business tier’s EJB
components and is responsible for session tracking. The Web-tier will incorporate JSP
pages and servlet Web components, to implement its various functions relating to the
MVC architecture.
The J2EE Web-tier JSP technology is used for handling user views. The
application uses JSP pages for presentations where the presentation data changes rather
than the structure of the presentation. Therefore, JSP pages will be responsible for
generating HTML pages which include dynamic information retrieved following the
invocation of application logic.
The Controller layer of the management application’s MVC architecture is
implemented in the Web-tier through servlets and JSP pages. A Web-tier controller
servlet handles HTTP requests and invokes the business logic within the enterprise
beans through a JavaBean. JSP pages will also perform some aspect of the control,
forv^arding the user to different pages, depending on his or her request. The idea of a
front controller has been incorporated into the Web-tier to provide a single point of
contact for all application requests. It is responsible for interpreting requests, invoking
business logic, and performing view selection. The controller role of the MVC
architecture therefore spans the Web-tier JSP pages and servlet components.
The Web-tier also implements some aspects of the Model layer. Web-tier
JavaBean components act as an interface to the enterprise beans and also facilitate the
application’s event tracking functionality to monitor and record all management
operations and activities performed by the enterprise beans during a user’s session.
Consequently, the Model layers of the MVC architecture span the Web and EJB tiers,
consisting of the JavaBeans in the Web-tier and the enterprise bean components in the
EJB tier.

4.5.3 The Management Application Architecture
The architecture of the management application consists of a set of components
divided between the Model, View and Controller layers of our MVC design. The
various components to implement each layer reside in the Web-tier and EJB-tier
operating within the middle-tier application server. Figure 4.13 illustrates the position
of each of the above tiers and J2EE components within the J2EE application server of
the management application architecture.
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The client tier consists of a Web Browser from which requests are sent to
servlets and JSP pages, located within the Web-tier. The servlets and JSP pages
determine the commands to carry out and invoke the application logic, contained within
the various enterprise beans, through a JavaBean component, acting as an interface to
the various enterprise beans. A servlet will determine the appropriate JSP or HTML
page to generate a response to the user.
The application is structured primarily to allow access from Web-based thin
clients, such as a Web browser. However, by applying the MVC design pattern to the
management application architecture, we have succeeded in separating all the business
logic from the presentation logic, thereby allowing multiple types of client interfaces to
access the application’s functionality.

Figure 4.13: Architecture of Management Application

4.5.3.1 Communication Between the Tiers
An important consideration when designing the architecture concerns the
communication between the multiple tiers operating within the management application
framework.
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4.5.3.1.1 Client and Web Tiers
The client-tier Web browser connects to the J2EE application server over the
Web, and hence uses HTTP as the transport protocol. Through the browser interface the
user will interact with the application by clicking hyperlinked text or images, and
completing and submitting forms. The browser client is responsible for translating these
user actions into requests for the Web server within the Web-tier.
HTTP is a “stateless” protocol, meaning that it has no way of distinguishing
users from one another or for maintaining data on behalf of the user. This problem is
overcome through using the servlet API. The API allows a developer to create a session
attribute, which is a named object reference this is associated with a user session. The
user can access or update it in subsequent HTTP requests thereby allowing a degree of
session management. Since a JSP page is turned into a servlet it has access to a user’s
session in the same way.
4.5.3.1.2 Web and EJB Tiers
Since Enterprise JavaBeans are distributed objects, the bean class is instantiated
and lives in the EJB container but, it can be accessed by applications that live in other
address spaces. Java RMI-IIOP [47] is J2EE’s de facto mechanism for performing
simple, powerful networking. RMI-IIOP is an extension of RMI that is compliant with
CORBA. RMI-IIOP allows you to write distributed EJB objects in Java, enabling
objects to communicate in memory, across Java Virtual Machines. Essentially, the
JavaBeans within the Web-tier act as EJB clients and use RMI-IIOP to communicate
with the EJB container.
4.5.3.1.3 Communicating with the CIM Object Manager
The enterprise beans in the EJB-tier, responsible for accessing the CIM Object
Manager, use the HTTP protocol as it is the protocol specified by the DMTF for
transferring the CIM-XML information payload. As discussed in section 3.2.1.6
however, many vendors are incorporating support for more efficient transport protocols
such as RMI, SOAP, and DCOM, as well as HTTP. Consequently, the enterprise beans
may also use these protocols (RMI and SOAP) for performing operations on the CIM
Object Manager.

Doing so would however, limit the applications interoperability

amongst other CIM Object Managers not supporting RMI or SOAP.
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4.5.4 Design of the Core Management Services
The management application architecture incorporates support for three core
management services: alarm management, device management, and event tracking.
Other minor services, for example a signing in mechanism, are also provided.

4.5.4.1 Alarm Management Service Design
In a large complicated network, the failure of a single piece of equipment may
cause all network elements that depend on that piece of equipment, to malfunction.
Each malfunction may generate an event notification, leading to an event storni of
several hundred notifications, all of which are the result of the same underlying
problem.
An alarm management system should be capable of receiving alarm messages
from network elements, filter them, and present them to operators who are interested in
receiving them. The system should be inherently scalable, having the capability to
handle various alarm types, ranging from simple start-up alarms to a series of alarm
storms consisting of hundreds of alarms issued over a very short period.
The alarm management system is based on the J2EE multi-tiered application
framework discussed, using a WBEM implementation as the interface to the network
elements, simplifies the management of alarm messages issued from within a
heterogeneous network. From the client browser, a user of the system should be able to
perform many operations, such as registering for subscriptions, deleting alarms and
listening for notifications.
While these aspects of the alarm management service are interactive and follow
the MVC design pattern, the core functionality responsible for detecting and processing
alarms, is based on a process-oriented architecture as outlined in Figure 4.14. A session
bean in the EJB tier is responsible for creating a WBEM indication subscription. An
alarm dispatched from within the managed network is detected by a WBEM event
provider and forwarded to the CIM Object Manager. The Object Manager extracts the
alarm information, creates an indication, and routes it to any subscribing clients, in this
case the session bean. The session enterprise bean creates a JMS message, based on the
contents of the indication received, and publishes it to a point to point messaging bus.
Message-driven beans are responsible for consuming messages from the JMS queue in
parallel. The message contents are processed and the event information is inserted into a
database table.
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Figure 4.14: Process-oriented Architecture of Alarm Management Service
The above method of storing and processing is efficient and scalable. The EJB
container can be initially configured to have a pre-defined number of message driven
bean instances created. However if all message beans are busy processing messages and
messages are building up on the queue, then the EJB container can create another
message-driven bean, resulting in a highly scalable mechanism for processing
messages. The container can continue to instantiate message beans until the queue is
empty or a maximum number of beans, specified by the administrator of the system, are
instantiated.

4.5.4.2 Device Management Service Design
The primary responsibility of the device management service is to configure the
state of the managed resources within the network. This is achieved by invoking CIM
management operations, such as Getinstance and GetProperty, on the CIM Object
Manager in order to determine the managed devices within the network and perform
management operations on these devices. It also performs database operations in order
to carry out administrative functions.
Figure 4.15 illustrates how various J2EE components residing in the application
server of the management application framework are combined and how different
components and tiers are designed to provide the functionality required to perform a
management operation on a managed device.
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Figure 4.15: Architecture and Design of the Device Management Service
A client interacts with different views presented in the Web browser and
eventually submits a HTTP request. The request is handled by a JSP page or servlet
controller and any data in the request is extracted. This data is passed as parameters to a
JavaBean component in the Web-tier. JavaBeans in the Web-tier serve as interfaces to
the enterprise beans in the EJB tier, thereby removing application logic, the complex
EJB calls, from the servlets. The JavaBean invokes the appropriate session bean method
responsible for performing CIM operations on the Object Manger. The CIM Object
Manager maps the requests to the appropriate provider, which in turn, performs the
necessary management operation on the network device. The results of the operation are
propagated back through the framework and the controller servlet in the Web-tier
decides on the appropriate view or JSP page to display.

4.5.4.3 Event Tracking Service Design
An important feature for a management application is its ability to track and log
management operations performed during a user session. Such a service is very
beneficial for tracking device configuration problems, since it would allow the
administrator of the system to view all management operations performed on a specific
device, the user involved, the time, and the result of the operation. The management
application architecture, developed in this work, provides support for event tracking and
logging through the use of JavaBeans in the Web-tier and stateless session beans in the
EJB-tier.
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Figure 4.16: Architecture of Event Tracker Management Services
The Web-tier JavaBeans act as proxy classes for the enterprise session beans
located in the EJB-tier. All management logic contained within the enterprise beans is
invoked by these proxy JavaBeans. The proxy JavaBeans are designed to propagate
events to a listener JavaBean when a management operation occurs, as outlined in
Figure 4.16. Each event contains information concerning the type and time of the
operation performed, who performed it, and its effect, if any. The listener JavaBean
processes the event and invokes a session enterprise bean method in the EJB-tier to
store the event in the database.
The main advantage of using this design approach is the relative ease in which a
user’s session information, contained within the JSP pages and servlet session
attributes, can be accessed. The session information typically contains the user’s
identification and IP address of the client. The JavaBean proxies can easily obtain and
maintain this information using properties. It is not possible to store such information in
the stateless session bean in the EJB-tier, as all stateless bean instances are equivalent
when they are not involved in serving a client-invoked method and are therefore unable
to maintain an individual user’s session information.

4.6 Conclusion
This chapter has discussed the architecture and design of a distributed, scalable,
and platform independent Heterogeneous Network Management Application, based on
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the J2EE platform, with a WBEM implementation as the interface to the legacy and
mixed protocol architectures of the underlying network. The primary aim of the
management application is to provide a view of the managed network and allow the
user to invoke various WBEM management operations.
The architecture incorporates a middle-tier J2EE based application server,
operating between a Web-based thin client and the CIM Object Manager. The
application server is responsible for deploying the management business logic and
provides scalability and extensibility through middleware services, such as resource
pooling, networking, security, clustering, and more. Its architecture is based on the
MVC design pattern, allowing for the separation of the application’s business and
presentation logic. Consequently, the management architecture is capable of supporting
a multitude of client interfaces, from a Web-based browser to a Visual Basic
application.
Platform independence is incorporated into the architectural design through the
use of the Java programming language. The application serv^er is based on the J2EE
platform, which is a Java based technology. Consequently, the application logic
responsible for performing management operations and administrative services is
designed around using the platform neutral Java programming language. It is therefore
possible to run the application server on any platform capable of supporting a Java
Virtual Machine or even distribute the multiple tiers of the application architecture
amongst different platforms, supporting different operating systems.
The next chapter of this thesis will discuss the implementation of the
management architecture, concentrating on the core management services supported by
the aforementioned architecture, namely, alarm management, device management and
event tracking. The role and workings of the various WBEM provider classes involved
in the implementation of these services shall also be covered.
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Chapter 5: Implementing the Management
Application Architecture

5.1 Introduction
Key requirements that must be taken into account when implementing the
management application are platform independence, ease of use, and responsiveness.
Users of the system should be provided with an intuitive client interface from which
application functionality can be invoked. Operations should also be responsive,
returning results quickly and in a clear and concise manner.
In order to incorporate platform independence within the management
application, the various architectural tiers must be considered. The client interface of the
management application will be a Web browser, responsible for rendering HTML
documents generated by Java based Web-ticr JSP pages and servlets. All business logic
components or enterprise beans, operating within the EJB tier of the application server,
are also developed using the Java programming language. The WBEM implementation,
responsible for interfacing with the mixed protocol devices within the heterogeneous
network, is WBEM Services, a Java based open-source version.
The ubiquity of the Web is an ideal user interface display vehicle, while the JBoss
[53] implementation of the J2EE standard will provide a robust, responsive, and
platform independent application server for housing the business logic. Publishing data
on a Web page is an effective, easy, and affordable way to disseminate information.
Web-based client-side technologies, such as HTML and JavaScript allow Web page
designers to create pages that are interactive, intuitive and extremely detailed. Such
pages are generally rendered for viewing on devices with medium to large screen sizes,
such as a laptop, desktop PC or PDA. In contrast, pages designed using the WML are
suitable for low-bandwidth, small-display devices, such as a mobile phone.
This chapter will discuss the implementation of the aforementioned management
architecture, concentrating on the core management services it supports: device
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management, alarm management, and event tracking. The role and importance of
WBEM provider classes within these management services shall also be discussed.

5.2 The Heterogeneous Tools
As discussed previously, a key requirement of the management application is to
incorporate platform independence into as many aspects of the architecture as possible.
Consequently, Java based technologies are very prominent in the implementation of
the architecture.
The WBEM implementation utilised is the open source Java™ WBEM Services. It
is an architecture and a set of programming interfaces based on CIM and WBEM
standards, dealing specifically with the CIM, Client, and Provider programming
interfaces. The accompanying Java WBEM API is based on CIM and WBEM
standards also and allows any Java platform to manage any WBEM enabled element as
well as allowing any Java platform to become WBEM enabled. Originally developed
by Sun, this mature implementation adheres to the WBEM standards, supporting
HTTP and RMI for transporting the XML-CIM information payload. Because it is Java
based, the client API can be deployed within a J2EE application server. The Java
WBEM Services CIM Object Manager is coded entirely in Java, thereby allowing it to
be deployed on any machine supporting a Java Runtime Environment (JRE).
The J2EE application server is based on JBoss, a highly popular, free J2EE
compatible application server that has become the most widely used open source
application server. JBoss provides JBossServer, the basic EJB container, and JMX
infrastructure. It also provides JBossMQ, for JMS Messaging and JBossCMP for
Container Managed Persistence (CMP ) [54]. Support for Web components such as
servlets and JSP pages, is provided by an abstract interaction layer. Implementations of
the integration are provided for third party servlet engines like Tomcat [55] and Jetty
[56].
The Web-tier of the application server uses the Tomcat servlet container.
Tomcat is developed by the Apache Software Foundation and executes Java servlets
and renders Web pages that include Java Server Pages coding. Described as a
"reference implementation" [49] of the Java Servlet and the Java Server Page
specifications. Tomcat is the result of an open collaboration of developers and is
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available from the Apache Web site. Tomcat is Java based, therefore satisfying our
platform independence requirement and also comes bundled with the JBoss application
server.

5.3 Implementing the Core Management Services
The management application architecture incorporates support for three core
management services: alarm management, device management, and event tracking.
Figure 5.1 provides a general overview of the functionality provided by these core
services to the user of a system. The following sections will discuss the implementation
of each management service, through the use of sequence, use-case, and class
composition diagrams.

User

Figure 5.1: Package Representation of the Core Management Services

5.3.1 Implementation of the Alarm Management Service
The alarm management service leverages the sophisticated and extremely useful
alarm handling abilities of the underlying WBEM implementation. It is primarily
responsible for receiving alarm messages from the CIM Object Manager and presenting
them to operators, who are subscribed to receive them, via a Web browser. The UseCase illustrated in Figure 5.2 outlines the functionality of the alarm management
service, based on the architecture discussed in Section 4.5.4.1. The service is
responsible for providing the user with a front-end HTML interface from which
operations can be invoked. The business logic of the service, responsible for creating
CIM subscriptions, processing alarms, and performing database operations, is contained
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within enterprise beans in the EJB tier and JavaBean components in the Web-tier of the
application server.

Figure 5.2: Use Case of Alarm Management Service
The functionality provided by the alarm management service is divided into three
elements: subscription, alarm management, and alarm notification. The actors involved
in the service have varying degrees of access. For example, only the administrator of the
network can create a WBEM indication subscription and perform alarm management
operations. A non-administrative user is only permitted to view alarms processed and
receive notifications when new alarms are received.
An overview of components required to implement the alarm management
service are outlined in the class diagram in Figure 5.3. These components implement
the Model, View and Controller portions of the MVC design pattern that the interactive
aspects of the alarm management service are based on. The Alarm_Nofijy_ProxyBean
and Alarm_Manager_ProxyBean are JavaBean components residing in the Web-tier of
the application server and provide an interface to the EJB components operating with
the EJB tier, namely, Alarm_Notify_EJB and Alarm_Manager_EJB. Both these
enterprise beans inherit a Java helper class to perform database operations,
Datahase_Accessor. The Alarm_Manager_Worker is a singleton Java class, responsible
for implementing the core business logic of the Alarm_Manager_EJB component. It
performs CIM subscription operations and handles indications from the CIM Object
Manager. To simplify subsequent sequence diagrams, the above Java components will
be collectively referred to as the Alarm Manager. The Alarm_Console JSP page is the
main View/Controller component of the service, displaying notifications and providing
links to other View components from which other alarms operations can be invoked.
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Figure 5.3: Overview of Main Components of the Alarm Management Service

5.3.1.1 Handling Alarms - Overview
As discussed briefly in section 3.2.1.8, WBEM event providers are responsible
for detecting network alarms and handling indications of CIM events. Essentially, what
this means is that a WBEM event provider is responsible for receiving alarms generated
by the underlying heterogeneous network elements and creating a CIMEvent or
indication instance to represent the alarm received.
When the provider receives a trap or alarm, it will create an instance of an
indication class (see section 3.2.1.3) to represent the received alarm. This indication
instance is then delivered to the CIM Object Manager. The Object Manager will then
route the indication to a client subscribed to these indication classes, where they are
processed and logged. Consequently, the first task of the alarm management application
service is to provide a mechanism by which WBEM subscriptions can be created.

5.3.1.2 Creating an Indication Subscription
As discussed in section 3.2.1.3, the CIM Event model clearly defines the role of
indication producers and indication consumers. In order for the management application
(consumer) to receive CIM indications from the CIM Object Manager (producer) it
must describe which events it is interested in and what action the CIM Object Manager
should take when events occur. Essentially, a subscription is a declaration of interest in
one or more streams of indications. An overview of the steps involved in creating a
CIM subscription are outlined in Figure 5.4 below.
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The actor involved in creating a CIM event subscription must have
administrative rights to the management application. The access rights of the user are
validated against user account records stored in a MySQL [57] database table. A
subscription request is initiated from the AlarmjConsole JSP page. The request
controller is implemented using the Alarm_Console JSP page also and is responsible for
processing a user request and dispatching the request to the appropriate business logic
component. The request controller creates instances of the JavaBean proxy classes,

Alarm_ManagerJProxyBean, with application scope and Alarm_NofiJy_ProxyBean
with session scope. These proxy classes, in turn, create instances of the enterprise
beans. Alarm_Manager_EJB and Alarm_Notify_EJB. However, it should be noted that
the creation of the EJB instance may not translate to an instance creation within the
application server. Tlie instantiation of a stateless session EJB component by the
application server will depend on the number of instances currently in its pool.
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Figure 5.4: Alarm Subscription Sequence Diagram
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The activity diagram in Figure 5.5 provides a more detailed illustration of the
steps involved in creating and registering an indication subscription with the CIM
Object Manager.
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Figure 5.5: Creating an Indication Subscription
In order to receive indications from the CIM Object manager it is necessary for
the Alarm_Manager_Worker singleton to add a CIMListener interface to register for
indications of CIM events. The CIM Object Manager will then generate indications for
CIM events that are specified by a subscription event filter. A subscription is created by
instantiating the following CIM classes:
1. CIM_IndicatiorLFilter.
2. CIM IndicationHandler
3. CIM_IndicationSubscription.

5.3.1.2.1 CIMJndicationFilter
CIM_IndicationFilter instances describe the types of events/indications to be
delivered to the management application and the conditions under which they are
delivered. The Alarm_Manager_Worker singleton class creates two event filters, for
SNMP traps and CMIP alarms, on behalf of the Alarm_Manager_EJB enterprise bean.
The CIM_IndicationFilter class has properties that the singleton sets to specify the
query language and query string. The query string defines the conditions under which
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indications will be sent by the CIM Object Manager and delivered to a subscriber.
String SNMP__Query = new String("SELECT * FROM SNMP_Trap");
String CMIP_Query = new String("SELECT * FROM CMIP_Event");

The query expressions above specify that indications of type CMIP Event and
SNMPJTrap are to be delivered by the CIM Object Manager to the singleton class,
acting as a WBEM indication client. We designed these indication classes as subclasses
of CIM_AlertIndication and CIM SNMPTrapIndication respectively, thereby allowing
our custom indication classes to inherit the properties of these classes and the
CIMjProcessIndication

class.

Consequently,

instances

of

SNMPTrap

and

CMIP_Event, delivered by the CIM Object Manager, represent real world CMIP alarms
and SNMP traps detected by event providers.
Since our management application is interested in receiving all SNMPJTrap and
CMIP_Event indications delivered to the CIM Object Manager by the providers, the
query string does not outline the conditions under which the indication will be
generated and also specifies that all properties are to be included in the indication.
However, should we wish to limit the number of indications delivered to the
management application, for bandwidth conservation purposes, a WHERE clause can
be inserted into the query string to specify that only “important” indications are
delivered to the management application, i.e. where a property of the indication instance
exceeds a threshold value.
5.3.1.2.2 CIMJndicationHandler
The second stage in creating a CIM subscription requires the singleton class to
create an instance of the CIMJndicationHandler class or one of its subclasses. The
CIMJndicationHandler class describes how an indication is to be processed and what
protocol, HTTP or RMI for example, will be used to deliver the indication. The CIM
Event MOF defines a CIMJndicationHandlerXMLHTTP subclass for describing the
destination for the indications to be delivered to client applications using the HTTP
protocol. However, event delivery over HTTP is not, as yet, supported by the
WBEMServices implementation of the WBEM standard. Consequently, the singleton
must create an instance of the SolarisJA VAXRMIDelivery class to handle delivery of
indications of CIM events using the RMI protocol. The singleton must also set the
properties of the class to uniquely name the handler and identify its owner.
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5.3.1.2.3 CIMJndicationSubscription
The singleton class binds an event filter to an event handler by creating an
instance of the CIM_IndicationSubscription class. The CIM_IndicationSubscription
directs a flow of indications from a particular event filter and handler. Essentially, the
instantiation of a CIM_IndicationSubscription ensures indications for the events,
specified by the event filter, are delivered by the CIM Object Manager to the singleton
class.
5.3.1.3 Alarm Processing
The most important aspect of the alarm management service is its ability to
receive, process, and store CIM Object Manager indications in an extendible and
efficient manner.
The design of the alarm management service, as outlined in section 4.5.4.1,
provisions the use of session enterprise beans, message driven beans, and a JMS
compliant messaging system, for detecting, processing, and logging alarms. The
sequence diagram illustrated in Figure 5.6 outlines the components and stages involved
in detecting and processing an alarm issued by a SNMP or CMIP device.
When

the

Alarm_Manager_Worker

singleton

class

creates

an

event

subscription, the CIM Object manager instantiates SNMP and CMIP event provider
classes. The MOF representations of the SNMP_Trap and CMIPJEvent indication
classes include the name of an event provider class, responsible for detecting alarms
from the managed devices and generating an event indication for every alarm. The
provider class to be instantiated depends on the indication class specified in the query
string of the CIM_IndicationFilter instance. For example, the SNMP_Trap indication
class specifies an event provider, in its MOF definition, called SNMP_EventProvider. If
SNMP_Trap is specified in the query string of the CIM_IndicationFilter instance of the
subscription, then the CIM Object Manager will create an instance of the
SNMP_EventProvider class. A similar process occurs if CMIPJEvent is contained
within the query string. The CMIP Event MOF specifies a provider called
CMIP EventProvider.
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Figure 5.6; Detecting and Processing CIM Object Manager Indications

5.3.1.3.1 The Event Providers
While the CIM Object Manager can maintain subscriptions and route indications
to client applications, it is unable to detect alarms generated within the heterogeneous
network. As discussed previously, it is the responsibility of event providers to detect
alarms issued by managed devices and present them to the CIM Object Manager. The
position of event providers within the WBEM server is illustrated in Figure 5.7.

WBEM Server
WBEMServIces CIMOM
j^CMIP^EventProviden^ SNMP^Ev^nlProvKJe^

AdventNet SNMP API

SNMP Traps

DyrkamicTMN ^tanage^ API

CHIP Events

Figure 5.7: The Role of Event Providers in the WBEM Server
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The WBEM Services implementation of the WBEM standard is based on the
Java programming language. Consequently, the event providers, must also be developed
using Java. The primary role of the event providers is to detect alarms issued by devices
within the heterogeneous network. As a result, the providers must include SNMP and
CMIP functionality to allow them detect these management alarms.
The provider classes are based on a multi-threaded design, allowing alarms to be
detected and indications to be created and delivered concurrently, as outlined in Figure
5.8 below. Both providers contain two threads, an alarm listener and alarm processor.
The alarm listener thread detects alarms generated by a managed object and places them
in a synchronised queue. The alarm processor thread retrieves an alarm from the queue
and extracts its contents. It then creates an instance of the appropriate indication class
and assigns the extracted alarni contents to the indication instance properties. The final
step involves the delivery of the indication to the CIM Object Manager.

Aiarnii Listener

- Detect Alarm
- Place in Queue

AiarmfProcessor

-a

Alarm Queue

"
-

Retrieve Alarm
Process Contents
Create Indication
Deleivery to CIMOM

Figure 5.8: Multi-Threaded Implementation of Event Providers
Incorporating a multi-threaded design into the event providers, results in a
highly extendible method of alarm detection and processing. By delegating the alarm
detection and processing responsibilities to different threads with different priorities ,
the provider classes are capable of detecting large alarm bursts, exceeding 150 alarms
per second. The most important aspect of the provider is its ability to detect alarms.
Consequently, the detection thread is of higher priority than the processing thread. The
incorporation of a temporary storage queue allows the low priority processing thread to
process alarms, when CPU resources are available, without affecting the detection
performance of the provider.
While multithreaded processes can help to handle and process many alarms,
problems occur if the alarms are related. Generally the problem of sequencing of related
alarms is passed up to the manager. Alarm management, in relation to this work, refers
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to the streaming of alarms to the user and does not concentrate on the actual sequencing
of alarms. This topic is the subject of future work.
5.3.1.3.1.1 SNMP_EventProvider

The SNMP_EventProvider Java class is responsible for detecting SNMP traps
generated by devices within the heterogeneous network, processing each trap, and
creating an instance of the SNMP_Trap indication class to represent each trap received.
These indications are then delivered to the CIM Object Manager. Figure 5.9 illustrates
the composition of the SNMP_EventProvider class, showing its constituent attributes
and behaviour. It inherits a listener class, SNMP_Listener, which incorporates the code
required to detect SNMP traps. The SNMP trap listening functionality is implemented
using the AdventNet SNMP API [58], an application programming interface for
building cross platform, Java based SNMP management applications.

Figure 5.9: SNMP_EventProvider Class

Figure 5.10: CMIP_EventProvider Class

5.3.1.3.1.2 CMIP_EventProvider

The

CMIP_EventProvider class

provides

similar

functionality to the

SNMP_EventProvider class, with the exception that it detects CMIP events issued by
the CMIP devices within the heterogeneous network, as opposed to SNMP traps. The
class also inherits a listener class, responsible for detecting the CMIP events. This class
is implemented using the DynamicTMN GDMO Manager API [59]. This high level
Java API provides the user with the components required to easily implement complex
CMIP manager applications without dealing with low-level CMIS messaging. The class
structure of the CMIP_EventProvider is outlined in Figure 5.10 below.
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5.3.1.3.2 Receiving and Processing CIM Object Manager Indications
Indications delivered by the event providers to the CIM Object Manager are
routed to clients with a subscription for SNMPJTrap and CMIP Event indications. A
key requirement of the alarm management service is that each indication delivered by
the CIM Object Manager is received, processed and logged only once. Therefore, it is
very important that a single component manages the subscription for SNMP_Trap and
CMIP_Event indications and that only one subscription exist at any time. The singleton
class. Alarm_Manager_Worker, as outlined in Figure 5.3, is responsible for creating the
actual subscription for SNMPJTrap and CMIP Event indication instances.
5.3.1.3.2.1 Why a Singleton Class ?

The Alarm_Manager_Worker Java class is responsible for creating the
indication subscription with the CIM Object Manager and listening for SNMPJTxde^ and
CMIP_Event indication instances. It processes them and places them on a IMS message
queue, where they will be retrieved by message driven beans, and logged to a database.
The composition of the class is outlined in Figure 5.11 below.
The Alarm_Manager_Worker Java class is a singleton class, meaning only one
instance of it will ever exist during the lifetime of the management application. This
will ensure that the SNMPJTrap and CMIP Event indication subscription will be
handled by a single component. Session enterprise beans are not appropriate for this
task because multiple instances of them may exist, unknown to the user, and threads are
not permitted within enterprise beans because of pooling and passivation by the EJB
container. The singleton class, being a normal Java class, can incorporate a multi
threaded design, thereby improving performance.

The class implements the

CIMListener interface. This interface must be implemented by client code which wants
to receive indications generated by the CIM Object manager. The indicationOccurred
method of the CIMListener interface is invoked for each indication that is delivered by
the CIM Object Manager. The input parameter of the method, of type CIMEvent, is the
incoming indication that has been delivered, and is added to a Java LinkedList. The
singleton class contains a thread which retrieves CIMEvent instances from the
LinkedList, converts them to JMS TextMessage instances, and places them on a JMS
queue.
The JMS queue is a point-to-point style of messaging or domain and is
analogous to someone calling a toll-free number and leaving a voice mail. Some person
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will listen to your voice mail and then delete it. Thus, with point-to-point, you can have
only a single consumer for each message. Multiple consumers can grab messages off
the queue, but any given message is consumed exactly once. Messages are typically
distributed off the queue in a first-in, first-out (FIFO) order. In effect, the singleton class
establishes itself as a producer of messages, creating and placing them on a queue.
The chief reason for temporarily storing the indication information as messages
in a JMS queue is to remove the burden of storing indications from the singleton class.
While it would be possible for the singleton class to concurrently detect, process, and
store indications, it would greatly affect the performance of the alarm processor when
the number of indications delivered by the CIM Object Manager increases. In the case
of alarm bursts, the priority of the alarm processor is to detect all indications delivered
by the CIM Object Manager. If a singleton storage thread is busy performing relatively
slow database operations then indications may be dropped by the CIMListener instance.
Therefore, by removing this burden, the singleton can use the valuable CPU resources
for detecting indications and placing them in a JMS queue.
The stateless session bean. Alarm_Manager_EJB, essentially acts as a proxy for
the singleton class. It is responsible for creating an instance of the singleton class and
invokes the singleton’s behaviour on behalf of the Web based administrator. The
singleton

class

includes

the

functionality

required

to

ensure

that

the

Alarm_Manager_EJB enterprise bean is restricted from creating multiple instances of it.

Figure 5.11: Composition of Alarm_Manager_Worker Class
93

Chapter 5 : Implementing tlic Management Application Arehiteeturc

5.3.1.3.2.2 Implementing a Scalable Storage Mechanism

A relational database provides an excellent facility for storing indication
information. A database basically consist of a set of interconnected tables, where each
table stores one sort of data relevant to the application. Relational database systems
have been around since the 1970s, and nowadays they are the predominant way to store
large amounts of data as they excel when managing and manipulating structured
information.
MySQL is an open source relational database management system (RDBMS)
that uses Structured Query Language (SQL), the most popular language for adding,
accessing, and processing data in a database. Because it is open source, anyone can
download mySQL and tailor it to their needs in accordance with the general public
license. MySQL is noted mainly for its speed, reliability, and flexibility. Java Database
Connectivity (JDBC) is an API specification for connecting programs written in Java to
the data in popular databases, such as mySQL. The API allows encoding of access
request statements in SQL that are then passed to the program that manages the
database, mySQL.
Alarms, now in the form of JMS messages, must be retrieved from the JMS
queue, processed, and placed in a database table. As discussed in section 4.5.4.1,
message-driven enterprise beans are a highly scalable mechanism for consuming
messages from the JMS messaging domain, such as a queue, and storing their content in
a database table. They are consumers of messages from JMS domains that are sent by
JMS clients, in this case the singleton class. The message beans incorporate the JDBC
API in order to log the message contents to the mySQL database tables. The
composition of the message-driven bean is illustrated below.

Figure 5.12: Composition of the Alarm_Logger_MDB Message Driven Bean
The

composition of the Alarm_Logger_MDB message-driven bean is

significantly less complicated than developing ordinary session enterprise beans. Every
message-driven bean must implement the four methods above. When an instance is
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created, the setMessageDrivenContext method is first called. This is passed a context
object describing the JMS domain the bean will be consuming messages from. The
eJbCreate method is then called. This contains code for connecting to the mySQL
database server. The onMessage method is invoked for each message that is consumed
by the bean. The input parameter of the method is the incoming message that is being
consumed. The actual code responsible for extracting the information from the message
and saving its contents to the database, is contained within this method. A JDBC
Statement object is typically used to store the SQL command strings required to save
the message contents to the database. Since the message beans execute the same SQL
command and consequently the same Statement, it is possible to reduce execution time
by using a PreparedStatement object instead.
The main feature of a PreparedStatement object is that, unlike a Statement
object, it is given an SQL statement when it is created. The advantage to this is that in
most cases, this SQL statement will be sent to the mySQL server right away, where it
will be compiled. As a result, the PreparedStatement object contains not just an SQL
statement, but an SQL statement that has been precompiled. This means that when the
PreparedStatement is executed, the mySQL server can just run the PreparedStatement's
SQL statement without having to compile it first.
The JBoss application server creates an initial pool of the message-driven beans.
The administrator of the system is responsible for setting this initial pool size. The value
will vary, depending on the nature and number of devices within the heterogeneous
network. The EJB container of the application server will continue to instantiate
Alarm Logger_MDB message beans as the quantity of messages held in the JSM queue
increases. The container will decide when it needs to reduce the size of the pool to
conserve cache space. Thus, the “supply to meet demand” approach taken by the
application server’s EJB container provides a very scalable mechanism for the retrieval
and storage of messages.

5.3.1.4 Notifying the User
An important feature of the alarm management service is its ability to alert an
interested user of any new alarms detected and processed by the alarm processor
components. The management application’s user interface consists of several Web
pages requested from a Web server and rendered by a Web browser. Consequently it is
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not possible for the alarm processor to alert the UI after it has processed an alarm,
unlike thick client applications.
To overcome this limitation, a polling mechanism is implemented within the
alarm management service, whereby a JSP Web page polls the alarm database at regular
intervals, checking for new alarms added during each poll. The composition of the
components involved in implementing the polling/notification functionality is illustrated
in Figure 5.13. The polling mechanism is implemented using JSP, JavaBean and
enterprise bean components. The enterprise bean incorporates a Java helper class
responsible for executing database operations.
As all user’s will be interested in receiving a notification for each alarm
processed by the alarm processor components, some degree of user state must be
maintained in order to deteimine alarms for which they have received notification for.
Consequently, a stateful session bean is incorporated into the implementation of the
notification mechanism. Each user interested in receiving notifications will be assigned
their own individual stateful session bean and JavaBean, which will be responsible for
displaying notifications to the user when new alarms are stored in the database and
keeping track of alarms for which the person has received notifications.
The Alarm_Listen_JSP Web page is the MVC View component or UI of the
notification service and is responsible for instantiating the Alarm_NofijyJProxyBean
JavaBean with session scope,

formatting the alarm data retrieved from the

AlarmJNofijyJProxyBean for presentation on the screen, and displaying alerts on
screen. The Alarm_Nofijy_ProxyBean creates an instance of the Alarm_Notify_EJB
stateful session enterprise bean and essentially acts as an interface to the stateful session
bean, invoking the enterprise beans methods on behalf of the view. Alarm_Listen_JSP.

Figure 5.13: Composition of Notification Components
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The sequence diagram in Figure 5.14 provides an overview of the steps involved
in polling for notifications. The polling of the database table is initiated by the JSP
page, which refreshes itself every X seconds, where X is a positive number specified by
the current user. The actual polling functionality is contained within the stateful session
bean, Alarm_Notify_EJB. During each poll by the JSP page the session bean
determines the number of alarms in the database table and compares this to the previous
number of alarms from the previous poll. A difference signifies that new alarms have
been processed by the message driven beans. The surplus alarms are retrieved from the
database, formatted, and returned to the calling JavaBean component. The variable
holding the previous number of alarms is then updated with the new value. The JSP
page displays the information contained in the proxy JavaBean component in a HTML
table. A JavaScript alert is displayed on screen, notifying the user of the new alarms that
have been retrieved from the database. This is illustrated in Figure 5.14. The
Alarm_Listen_JSP page is displayed inside an HTML IFrame component of the
Alarm_Console JSP page.
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Figure 5.14: Polling Mechanism Sequence Diagram
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Figure 5.15: Alarm Notification UI
As is quiet evident from the above description, the stateful session bean’s ability
to maintain state is very important because of the need to maintain the number of alarms
for which each individual user has received notifications. A stateless session bean could
have been used in conjunction with the JavaBean in order to maintain state. However,
the incorporation of the stateful session bean removes the need for application business
logic to be placed in the JavaBean component, thereby resulting in a simpler method of
polling.

5.3.2 The Event Tracking Service
As discussed in section 4.5.4.3, the event tracking service is responsible for
tracking and logging management operations performed by a user during his/her
session. For example, when a user performs a management Set operation, the user
name, device name, IP address, operation performed, time, CIM instance and property,
and the change made are collected and stored in a database table, in a manner that does
not effect the performance of the system. All event logs stored in the database are
accessible through the Web-based user interface.
An overview of the key components required to implement the event tracking
service are illustrated in the class diagram in Figure 5.16. These classes implement the
layers of the MVC design pattern upon which the interactive service is based. As
discussed in section 5,12,3, each user logged onto the system is assigned an instance of
the Web-tier Device_Manager_ProxyBean JavaBean component, which as well as
acting as a proxy to an underlying enterprise bean, also maintains some user state, such
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as a user’s name, IP address, and access rights. This JavaBean also creates an instance
of the EventTracker_ListenerBean and registers it as a bound property listener. In
effect,

this

means

that

if a

specific

property,

a

bound

property,

of the

Device_Manager_ProxyBean is altered, then a Property Change event will be fired to
any JavaBeans registered as a listener for a change in value of that bound property. By
assigning the event tracking information to this property we can propagate the
information to the EventTracker_ListenerBean component. The new contents of the
property, representing the event tracking information, and its previous contents, are
passed as parameters to the firePropertyChange method.

Figure 5.16: Class Representation of the Event Tracking Service
The EventTrackerJProxyBean provides an interface to the Event Logger_EJB
stateless session bean and invokes its methods, as requested by the user from the

EventTrackerjGUI JSP page. The Web based GUI allows the user to search the event
log database table by user name, operation, time, and date. The administrator of the
system can also delete all properties received as outlined in the User-Case in Figure
5.17.

Figure 5.17: Use-Case Outlining Functionality of Event Tracking/Logging Service
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5.3.2.1 Tracking and Logging User Operations
The Web-tier Device_Manager_ProxyBean and EventTracker_ListenerBean
JavaBean components are responsible for tracking operations performed during a user’s
session. This is achieved through the use of the property change functionality of the
JavaBeans specification. The tracked operation information is stored in a database table
using the stateless enterprise bean component, Event_Logger_EJB. The composition of
the Java classes responsible for tracking event information are outlined in Figure 5.18.
The CIM management functionality is not included in the representation of the
Device_Manager_ProxyBean class.

Figure 5.18: Partial Composition of Event Tracking Classes
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Figure 5.19: Event Tracking and Logging Sequence Diagram
The sequence diagram in Figure 5.19 illustrates how an operation, a Get in this instance,
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is tracked and logged by the various components discussed above.
The Device_Manager_ProxyBean invokes a property retrieval operation on the
Device_Manager_EJB. This enterprise bean will in turn perform a CIMGetProperty
operation on the CIM Object Manager (not shown), returning the result to the invoking
JavaBean. The Device_Manager_ProxyBean then compiles an event information string.
This string consists of the user’s name and IP address, the date and time of the
operation, the property requested in the Get operation, and the result. This information
is placed in a string, separated by a semi colon. A property change event is triggered by
assigning the event information to the bound string property, BoundProperty. A
PropertyChangeEvent, containing the old and new value of the bound property, is fired
off to the EventTracker_ListenerBean, which had been registered as a property change
listener by the Device_Manager_ProxyBean. The listener bean extracts the string
property

from

the

event,

and

invokes

the

StoreJEvent

method

of the

Event_Tracker_EJB enterprise bean, passing the string as a parameter. The EJB
processes the contents of the string, extracting the user name and operation etc, and
invokes a method of the Database_Worker class to store the information in a database
table.
5.3.2.2 Browsing the Event Log Database
Functionality is incorporated into the event tracking service to allow the user to
perform various operations on the information logged in the database table, depending
on his or her access rights. For example, a non-administrative user may view specific
event logs using the search facility but is prohibited from deleting any logs within the
database table.
5.3.2.2.1 Searching for Specific Event Logs
A user of the system can search for specific logs within the event log database
table by specifying certain criteria, such as the date, time, and type of the operation, the
user name, or CIM instance the operation was performed on. The search is invoked
from the EventTracker_GUl JSP page, and results are dynamically generated and
displayed using this page also.
All user operations initiated from the JSP page are passed to the
EventTracker_ProxyBean JavaBean component. This provides an interface to the
Event_Logger_EJB, responsible for performing the actual database operations required
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to retrieve or delete specific logs, depending on the operation performed by the user.
The EJB inherits the Database_Worker Java class, which contains the functionality
required to perform the SQL database queries. All database results are propagated back
to the calling EventTrackerjGUI JSP page where they are formatted and displayed
using a HTML table dynamically generated using Java code within the JSP page, as
outlined in Figure 5.20 below.
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Figure 5.20: Event Tracker Web-based User Interface

5.3.3 Implementation of the Device Management Service
As discussed in section 4.5.4.2, the primary responsibility of the device
management service is to provide functionality through which the user of the system
can configure the managed resources within the heterogeneous network. SNMP and
CMIP devices within the managed environment can be configured by invoking client
side CIM management operations, such as Getlnstance, GetProperty, and SetProperty,
on CIM classes and instances contained within the CIM Object Manager. As was the
case with the alarm management service, WBEM provider classes play an important
role in accessing the SNMP and CMIP agents within the heterogeneous network.
The Use-Case illustrated in Figure 5.21 outlines the functionality of the device
management service, based on the architecture presented in section 4.5.4.2. The service
is responsible for providing the user with a front-end HTML interface from which
device configuration operations can be invoked and the network viewed. The business
logic of the service, responsible for connecting to the CIM Object Manager, invoking
CIM operations, and performing SQL database queries, is contained within stateless
enterprise beans in the EJB tier and JavaBean components in the Web-tier of the
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application server.

Figure 5.21; Use-Case Outlining Functionality Provided by Device Management Service
The functionality offered by the service can be broken down into two parts:
configuration of the network and management of the CIM Object Manager. The
configuration aspect of the service allows a user to view CIM properties of a managed
device, perform management operations on these properties, and add devices to the
system. The management of the CIM Object Manager is necessary to compliment some
aspects of the configuration functionality mentioned above. For example, in order to
add a new device to the network a function of the configuration service will register the
device with the database and assign an appropriate image to it. However, before this is
implemented both CIM class and CIM instance creation operations must be performed
on the CIM Object Manager, in order to create a record of the device within the CIM
Object Manager Repository. Some of the components required to implement the device
management service are outlined in Figure 5.22. A JSP page, CIMOM Manager, is
shown in this figure for demonstration purposes. There are however, several JSP pages
from which the user can invoke various operations and view results for these operations.

Figure 5.22: Overview of Device Management Service Components
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5.3.3.1 The Device_l\/lanager_EJB Enterprise JavaBean
The model layer of the MVC design pattern for the device management service,
essentially the business logic of the service, is contained within the stateless session
enterprise bean Device_Manager_EJB and to a lesser extent the JavaBean component.
Device_Manager_ProxyBean. The EJB component is responsible for performing the
actual CIM operations on the CIM Object Manager and for performing configuration
functions. Operations invoked by the user, via JSP pages, are forwarded to the proxy
JavaBean, Device_Manager_ProxyBean. This bean in turn invokes the appropriate
remote method of the Device_Manager_EJB enterprise JavaBean. The EJB inherits two
classes, which contain the actual WBEM Client API code and database code necessary
to implement the appropriate CIM or database operations. A more detailed composition
of these classes is outlined in Figure 5.23.

Figure 5.23: Composition of Device Management Classes
The advantages of stateless session beans over stateful beans was previously
discussed in section 4.5.2.1.1. To summarise, a stateless session bean is used in this
scenario because it is more efficient than a stateful bean, as it minimises the resources
needed to support a large number of clients, thereby allowing the application to scale. It
is likely that the device management service may have more users than the alarm
management service and since it is not necessary to hold user state to perform
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management operations, it was decided to employ a stateless bean as opposed to a
stateful session bean. Also, all device management operations are invoked by a user,
which require a fast response. The alarm management service however, does not
involve as much user interaction following the creation of the alarm subscription. The
detection and processing of indications is performed by the singleton class and message
driven beans, while the majority of the alarm service operations invoked by a user are
slow database oriented, such as the viewing/deleting alarms and listening for
notifications. It is envisaged that the delete and view features will be used by a small
number of people and not invoked often, while the notification feature is executed every
X seconds, where X may vary depending on the user involved, and would typically be
less than 60.

5.3.3.2 Connecting to the CIM Object Manager
Before configuration or CIM Object Manager operations can be invoked, the
user must have successfully logged onto the system and connected to the CIM Object
Manager. To achieve this a user’s name and password is validated against a list stored
in a database table. An overview of the steps involved in connecting to the CIM Object
Manager are outlined in Figure 5.24.
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Figure 5.24: Connecting to the CIM Object Manager
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The diagram above is simplified in that the creation of the ''DeviceManger” entity
is intended to represent the instantiation of a collection of JavaBeans and EJBs
responsible for both device configuration and event tracking. A more detailed
illustration of the actual classes instantiated is shown in Figure 5.25 below. As
discussed in section 5.3.2, the EventTrackerJProxyBean,

Event_Tracker_EJB, and

EventTrackerJListenerBean are JavaBean and EJB components responsible for
implementing the model layer or business logic of the event tracking service. The event
service must be in place before a user can connect to the CIM Object Manager as the
connection

is

deemed

a

valid

event

to

track

and

log.

Consequently,

Device_Manager_EJB, the stateless session bean containing the business logic to
connect to and access the CIM Object Manager, is instantiated following user validation
and the successful instantiation of the various event tracking service components.
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Figure 5.25: Classes Created Following a Successful User Validation
To connect to the CIM Object Manger, the Device_Manager_EJB enterprise
bean must invoke the CIM Client API method CreateConnection. The user name.
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password, host name of the CIM Object Manager, and the transport protocol (HTTP or
RMI) must be passed as parameters. On receipt of the request, the CIM Object Manager
will validate the user name and password against its local information store, supplied
by the administrator. This second user validation is optional however.

5.3.3.3 Managing the CIM Object Manager
Although not a physical device operating within the heterogeneous network, the
CIM Object Manager must be configured, maintained, and managed, to enable it to
support the underlying physical devices within the network.
As discussed in section 3.2.1.2, there are over 23 intrinsic methods or operations
specified in the CIM Operations over HTTP 1.1 specification. For each intrinsic method
there is a coiTesponding Java method or methods within the WBEM Services Client API.
The Device_Manager_EJB enterprise bean invokes some of these API methods within
its own methods in order to perform specific operations, specified by the user, on the
CIM Object Manager. The EJB methods (excluding parameters and return types), their
purpose, and the CIM intrinsic method invoked, are summarised in Table 5.1 below.
Table 5-1: Summary of Methods Required to Manage CIM Object Manager
EJB Method

Purpose

Intrinsic CIM Method

getAIlClassesO

Get all CIM class names within CIMOM and
store in Java Veetor to be displayed in JSP.

enumerateClassNames

getClasslnfoO

Retrieve the specified elass name and its
eontents from the CIMOM. The results is
stored in a Java Veetor.

getClass

deleteClasscsO

Remove speeified class(s) from the CIMOM
and return result.

deleteClass

created assTypeO

Creates a CIM elass based on information
submitted from JSP page by user.

createClass

createlnstanee ()

Creates an instance of a CIM elass within the
CIMOM. Information submitted via JSP page.

ereatelnstanee

removelnstanceO

Removes a CIM class instance(s),
representing a managed deviee from the
CIMOM.

deletelnstanee

viewInstanceNamesO

Retrieves instanee(s) of a speeified CIM class.
Vector containing instance names returned.

enumeratelnstanee

viewInstanceDataO

Retrieves an instanee name and its properties.

enumeratelnstanee
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The user of the system can invoke the above methods of the enterprise bean,
Device_Manager_EJB, from a variety of JSP pages. The request is formatted by the
JavaBean proxy, Device_Manager_ProxyBean, which invokes the appropriate business
logic methods above, to perform the requested task. If the methods return a result, as in
the case of getClassInfoQ, the information will be propagated back to the original caller,
the JSP page, where it will be formatted in HTML, to be rendered by the Web browser.
The central UI component or JSP page, from which all CIM Object Manager
management operations are invoked and other JSP pages linked, is outlined in Figure
5.26. The page displays all CIM classes within the CIM Object Manager, as well as
CIM instances that represent devices within the heterogeneous network. The properties
of a particular instance can also be viewed. These properties represent the information
contained within the managed devices. Hyperlinks are provided to display JSP pages
responsible for providing a UI through which a user can create and delete classes and
instances. Links on the page allow the user to view various JSP pages, such as the event
tracking JSP page , the network view page, and the alarm management console
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Figure 5.26; Central UI of Web-based Management Application

5.3.3.4 Configuring Network Devices
Generally, devices are configured by performing management operations on
attributes of the device’s management information base. For example, to configure a
SNMP enabled device it is necessary to perform a SNMP SET command on some
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specific attribute of the MIB. SNMP MIB attributes can be retrieved using a SNMP
GET command.
As discussed in section 3.2.4, every device within the heterogeneous network
must have a corresponding CIM model, which is loaded into the CIM Object Manager’s
Repository. The properties specified in this CIM model represent the MIB attributes of
the device and essentially outline the device’s characteristics. Therefore, the value of
the CIM property is dynamic, meaning its value is stored within a MIB attribute of the
SNMP or CMIP agent. While it is possible to edit and retrieve static CIM property
values from the CIM Object Manager Repository using only the CIM Client API, in
order to obtain a dynamic property’s value a combination of the CIM Client API and a
WBEM provider class is required.
When a WBEM client application accesses information about a CIM object, the
CIM Object Manager contacts either the appropriate WBEM provider for that object, or
the CIM Object Manager Repositoiy'. When a WBEM client application requests data
from a managed resource that is not available for the CIM Object Manager Repository,
the CIM Object Manager forwards the request to the provider for that managed
resource. The provider dynamically retrieves the information by performing SNMP or
CMIP management operations.
The next section will provide a detailed discussion on how a GET operation is
performed in order to retrieve and display a MIB attribute value.
5.3.3.4.1 Retrieving a MIB Attribute Value
As discussed in section 3.2.1.8, instance/property provider classes play an
integral role in retrieving and setting dynamic property values. While event providers
are responsible for detecting and processing alarms issued by the underlying network,
an instance/property provider must access and perform protocol specific management
operations on devices within the network. As the providers are essentially acting as
proxy managers for the SNMP and CMIP agents, they must include SNMP and CMIP
management functionality to allow them to interact with the underlying network
elements. This functionality is incorporated using the AdventNet SNMP API and
Monfox Dynamic TMN API.
Each device within the heterogeneous network has a corresponding CIM model,
describing the characteristics of the device, and an instance/property provider. The
provider name must be supplied in the CIM model. This allows the CIM Object
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Manager to route client operations to the correct provider. The structure of a provider is
outlined Figure 5.27.
Each provider implements all the methods declared in the CIMInstanceProvider
and CIMPropertyProvider interfaces. The getPropertyValue and setPropertyValue
methods of the property provider interface are instrumented to retrieve and set agent
MIB attributes using the protocol manger class used by the provider class. The detailed
composition of a SNMP Provider class is outlined in Figure 5.28.

Figure 5.27: Structure of a Provider

Figure 5.28: Composition of a SNMP Provider Class
The stages involved in retrieving a dynamic property value , essentially a MIB
scalar attribute value from a SNMP or CMIP agent, are outlined in Figure 5.29. The
CIM property to be retrieved is selected by the user from the Editinstance JSP page.
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This page provides the user with an intuitive user interface, responsible for showing all
the properties of a selected instance, allowing the user to select multiple properties to
perform the request operations on, and displaying results. The actual CIM Client API
GetProperty method required to retrieve the property from the CIM Object Manager is
invoked by the Device_Manager_EJB enterprise bean. On receipt of the request, the
CIM Object Manager will locate the appropriate provider class associated with the CIM
class to which the requested property belongs. If this is the first time the provider has
been accessed, it will execute its initialise method to create an instance of the
SNMP_Manager or CMIP_Manager class, depending on whether it is a provider for a
SNMP or CMIP device.

^

O
Web

Enter Request

0

Request
Controller

Q

Q

O

Q

Device Manager Proxv6ean

Device Manager EJB

CIM
Object
Manager

CIM Provider
Class

;

>>oents

Forward Request
E;<tract Parameters

\/ector:= getOperation(class, instance, property)

Dispiayen'or.jsp

ration

[Result]
Process Result(result)

P

[succe5s];display OeviceProperties.jsp

Figure 5.29: Sequence Diagram of Get Operation
In the case a SNMP Provider, the SNMP GET method of the SNMP_Manager
class contains the necessary AdventNet SNMP API methods to perform a SNMP GET
command on the appropriate agent. The provider routes the result of the SNMP GET
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command back to the CIM Object Manager, which in turn routes it to the requesting
client, Device_Manager_EJB. The result is then returned, for display, to the
Editinstance JSP page via the proxy JavaBean.
5.3.3.4.1.1 Improving Performance

As is quiet evident from the sequence diagram above, there are many software
components involved in retrieving a dynamic property value before the request reaches
the provider. While each component introduces a processing delay, there is a second
delay introduced by some components which is much more significant, a network delay.
The delay caused by inter-communication between the JSP, JavaBeans, and EJB
components is negligible since they reside on the same application server, or JVM.
However, it is necessary for the enterprise bean, Device Manager EJB, to send a
HTTP request to the CIM Object Manager before the provider class can perform a
SNMP or CMIP operation. This introduces an extra network operation not necessary for
dedicated SNMP or CMIP management applications, thereby reducing performance
when compared with these applications. There are two mechanisms in place within the
device management service to minimise this additional network delay - instance
retrieval and batching operations.
Instance Retrieval
CIM properties are contained within an instance of a CIM class. Consequently,
it is possible to retrieve all of the properties of an instance by retrieving the entire
instance from the CIM Object Manager. This request is invoked by the
Device_Manager_EJB enterprise bean and results in only a single HTTP request on the
CIM Object Manager. The request is forwarded by the CIM Object Manager to a
provider much like a getProperty request The provider in turn, handles the request using
the getinstance method of the instance interface, performing the necessary SNMP or
CMIP operations in order to assign the dynamic values to the properties. The entire
instance, including all properties is then returned to the calling client via the CIM
Object Manager.
While this mechanism greatly reduces the number of HTTP requests required to
retrieve a number of properties, it is only suitable for CIM instances with a small
number of properties. In real life scenarios a CIM model of a device may contain
hundreds of property declarations. Consequently, if a user is interested in only ten
properties then it is highly unlikely that the user will tolerate the delay caused in
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performing the network protocol operations necessary to obtain values for all properties
of the CIM instance. For that reason a second mechanism has been put in place to allow
the user to select a number of property names from a list and retrieve values for these
properties using a single HTTP request. This mechanism is termed Batching.
Batching
Batching gives clients a way to batch multiple client requests into one remote
call. Its intent is to reduce the delay introduced by multiple remote message exchanges.
Batching can be applied to all CIM operations and is very beneficial when performing
multiple getProperty and setProperty commands. The steps involved in performing a
batch of getProperty operations is outlined in Figure 5.30.
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Figure 5.30: Performing a Batch Operation
The user selects the properties to retrieve values from the Editinstance JSP page.
A property list is constmeted by the JSP and passed to the proxy JavaBean,
Device_Manager_ProxyBean. The proxy bean passes the property list as a parameter of
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the PerfonnGet method of the enterprise JavaBean, Device_Manager_EJB. The
enterprise bean processes the contents of the property list passed, creating a batch client
instance if the list contains more than one property. A screen shot of the Editinstance
JSP page is outlined in Figure 5.31, showing the results of a batch operation involving
three getProperty operations. The results are dynamically displayed in a HTML table. A
column in the table is also provided to allow the user enter a new value for a given
property. Clicking on the “Update Instance” button would result in a change to the CIM
property, essentially the MIB attribute of the corresponding agent. Multiple CIM
setProperty operations can also be batched using a similar process described above.

Figure 5.31: Result of a Batch Operation on Editinstance

5.4 Conclusion
This chapter has discussed the implementation of a platform independent,
responsive management application, based on the multi-tiered architecture discussed in
the previous chapter.
Platform independence is an important feature of the management application. Its
incorporation began at the architecture and design stages and has continued through to
the implementation stage. Java has become synonymous with platform independence,
with versions of the Java Runtime Environment available for various hardware types
and operating system versions. Consequently, the heterogeneous tools, necessary to
perform many of the systems tasks, are all Java based toolkits and implementations.
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The WBEM implementation, the APIs necessary to perform protocol operations within
WBEM providers, and even the application server itself, are all Java based, allowing the
management system to be deployed on Windows, Unix, or even Mac OS systems,
running Intel, AMD, or Power PC hardware.
The importance of WBEM providers within the management system has also
been demonstrated. As WBEM CIM Object Managers gradually begin to appear on new
management devices, it is the responsibility of providers to ease the pain in migrating
older devices to WBEM. They are responsible for interfacing with the SNMP, CMIP,
and other proprietary protocols of the underlying network, allowing these devices to be
managed using WBEM.
Another key requirement of the application is that it is responsive, reacting
quickly to commands and returning results swiftly, yet in a clear and concise manner.
Such responsiveness is incorporated through the use of enterprise JavaBeans in the EJBtier of the application serv^er and through the incorporation of multi-threaded design
patterns in various elements, such as the WBEM event providers and the singleton Java
class of the alarm manager service. Performance degradation, due to the effect of
sending additional HTTP requests, is reduced to some extent through to the inclusion of
instance operations and batching. The effect of these mechanisms is shown in the results
chapter.
Through the incorporation of JSP pages, results contained within the business
logic components can be displayed in the form of HTML tables or other HTML
elements, resulting in a clear, concise, and interactive mechanism for displaying
information.
The next chapter of this thesis will discuss the development of a test
environment through the simulation of SNMP and CMIP based agents.
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Chapter 6: Simulating a Heterogeneous
Network

6.1 Introduction
In order to evaluate the performance of the heterogeneous management
application, Java based agents are developed to imitate the behaviour of SNMP and
CMIP agents found on managed devices. Furthennore, the agents are incorporated into
a Short Message Service (SMS) [60] network, simulated to demonstrate the
management application’s ability to handle a real world heterogeneous neb.vork.
The agents are simulated using Java based SNMP and CMIP toolkits. The agents
are, essentially, Java stand-alone applications performing the role of proxy agents.
These agents shall be used to test the performance of the device and alarm management
services of the heterogeneous management application. The emphasis in the SMS
simulation work is to model only those aspects of the SMS system pertaining to the
problem of transferring a message between mobile users within the same cellular
location.
Firstly, this chapter discusses the simulation of SNMP and CMIP agents using the
aforementioned Java based toolkits. A method of simulating network failure through the
agents is also discussed. The second half of the chapter discusses the simulation of a
SMS network using the CNCL class library [61]. The structure of a SMS network is
briefly introduced, followed by a description of the CNCL simulation blocks. The final
section discusses the mechanism by which the C++ based simulation shall communicate
with Java based SNMP and CMIP agents.

6.2 Simulating SNMP and CMIP Agents
To allow total flexibility in describing a large network, we have simulated the
heterogeneous environment through the development of Java based SNMP and CMIP
agents.
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6.2.1 The Role of Agents in Network Management
The SNMP and CMIP management protocols are based on a manager-agent
model, consisting of a management system, an agent, and a management information
base. The management system serves as the interface for the human network manager
into the network management system, while the agent provides the interface between
the management system and the physical device being managed. In order to manage the
resources in a network, these resources are represented as objects. Each object is,
essentially, a data variable that represents an aspect of the managed system. The
collection of objects is referred to as a management information base. The MIB
functions as a collection of access points at the agent for the management station; the
agent software maintains the MIB.
Key platforms, such a hosts, bridges, telecom switches, and routers, may be
equipped with SNMP or CMIP software so that they can be managed from a
management station. The management agent responds to requests for infonnation from
a management station, and may asynchronously provide the management station with
important but unsolicited information. The agent effectively acts as a go-between for
the manager and the device. For platforms or devices not equipped with SNMP or
CMIP software, a separate agent can be used as a proxy for the device or group of
devices. The proxy agent has the dual role of communicating with both a manager and
the device the proxy represents. To the management system however, it appears to be
communicating directly with the device, as is illustrated in Figure 6.1.

Figure 6.1: Role of Proxy Agent
Our agents are proxy agents. That is, stand alone applications, capable of
responding to manager requests and sending asynchronous alarms to notify the manger
of the occurrence of some event. The agents are primarily used to test and evaluate the
performance of the management system. Consequently, they do not attempt to act as
proxies for real world devices, such as routers, switches or hubs.
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6.2.2 Stages in Developing a Proxy Agent
Agent development toolkits are required to create proxy SNMP or CMIP agents.
Compilers provided by these development toolkits use MIB specifications to generate
the code that implements the information structures, defined within the MIB
description. Essentially, the compiler compiles a MIB specification into source code
that implements the information structures defined within the MIB file. The source code
generated implements the structures defined within the MIB and furnishes empty
accessors (getter and setter methods) for handling the data items described. The
developer is required to implement how the accessors handle the data when requested
by the management system. The role of a MIB compiler is illustrated in Figure 6.2.

Skeleton Implemnetatlon
ol MIB deflnWon

MIB

definition

compile I

♦

generolei

Figure 6.2: Designing an Agent using a MIB Compiler Tool
As the proxy agents are not intended to manage real devices, it was decided to
simplify the agent creation process somewhat, by basing our agents on the system group
of the MIB-II, defined by RFC-1213 for SNMP MIBs. The system group contains
scalar attributes used to describe the system an agent is operating on, such as system
name, IP address, contact name, system uptime, and disk space available. Our CMIP
MIBs consist of a similar set of attributes.

6.2.3 Simulating a SNMP Agent
Java is the language of choice for implementing the SNMP agents, while the
development tool chosen is Sun’s Java Dynamic Management Kit (JDMK) [62], which
provides a general framework for implementing management capabilities which are
accessible through multiple network protocols.
The JDMK is a Java class framework for adding remote management
capabilities to Java programs. The JDMK is not specific to a protocol like SNMP.
Rather, it provides a generalised architecture for abstracting and remotely accessing the
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data objects within a Java program. Since the JDMK is not protocol specific, remote
data access is provided by an external system. The JDMK includes adapters for SNMP
and HTML. This enables access to data objects through a SNMP management system or
from a Web browser. While mainly a mechanism for developing management
applications, the JDMK also includes an agent generator tool, mibgen, for creating Java
based, platform independent, SNMP agents.
The mibgen tool compiles our system information MIB definition and outputs a
set of classes representing the structures defined in the MIB. An outline of the classes
involved in creating the proxy SNMP agent is shown in Figure 6.3.

Figure 6.3: SNMP Agent Classes
The classes represented in orange above are generated by mibgen, while the Agent and
Systemlmpl classes must be developed using Java. The Agent class contains the mairiQ
method and bootstrap class for the program. It creates the protocol adaptors that enable
network access using SNMP, then instantiates and starts a System_MIB object to get the
whole process running. The agent is capable of handling SNMP GET and SET
commands issued by a manager and is also configured to send SNMP traps at various
rates. Java threads are incorporated into the agent in order to allow concurrent request
processing and trap sending.

6.2.4 Simulating a CMIP Agent
•

•

®

•

CMIP proxy agents are developed using the Monfox DynamicTMN Toolkit.
DynamicTMN is a Java based toolkit derived from the TMF's TMN/C-H- API standard
for TMN/CMIS application development (NMF 040-043). DynamicTMN is primarily
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used to create Java based CMIP management applications and is incorporated into our
CMIP providers, as discussed in the previous chapter. However, much like the JDMK,
DynamicTMN also provides an agent SDK for simplified CMIP agent application
development.
The agent development process for CMIP agents is almost identical to that of
SNMP agents, with the exception that the CMIP MIB is described using GDMO and
ASN. 1. Again, the agents are not proxies for actual CMIP devices and much like the
SNMP agents, return only system information. The DynamicTMN agent generator
compiles a GDMO definition, resulting in a series of Java classes. These classes are
instrumented to return the actual system property for a MIB attribute. The CMIP agents
are also multi-threaded, to allow CMIP alarms to be sent, while the agent concurrently
processes MGET and MSET requests.

6.2.5 Network Failure Simulation
Alarm storms are a common occurrence in large networks, where multiple
devices depend on one another to function correctly. The failure of a single device may
cause many more devices to malfunction, resulting in an alarm storm, where each
failing device generates an event notification. Therefore, a requirement of our simulated
heterogeneous network elements is to generate random event storms, in order to fully
test the scalability of the application’s alarm management service. As our agents are
independent of one another, the event storm scenario is created through the use of
Pseudorandom Binary Sequences (PRBS) [63].
Pseudorandom binary sequences are a close approximation to white noise and are
widely used in statistical testing. An n stage linear feedback shift register (LFSR) [63],
governed by the primitive characteristic polynomial 0(s), produces a PRBS according
to the formula [64]

a,

(6.1)

=

k=\

where Pk £ {0,1} are coefficients determining the feedback taps fb(x) and a, is the LFSR
output. A PRBS is a binary waveform, as shown in Figure 6.4, and has two stable states,
±a, which change at discrete intervals of time. At, determined by a bit interval generator
clock [63].
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Figure 6.4: PRBS General Form
The number of stages n in a LFSR determines the sequence length or period L of the
PRBS which repeats every LAt seconds. The PRBS is said to produce a maximal length
sequence or m sequence if the period of the PRBS is L = 2"-l in autonomous mode. In
every sequence period the number of logic ones (+a) should not differ from the number
of logic zeros (-a) by more than one. Also, for every complete sequence half the total
number of runs have length 1, a quarter have length 2, an eight length 3 etc.
We have taken two 30 bit primitive polynomials, as per equations (6.2) and
(6.3), and determined the corresponding feedback tap positions as shown in equations
(6.4) and (6.5). The LFSR corresponding to equation 6.4 is shown in Figure 6.5. As the
difference between the number of logic ones and logic zeros in a sequence is only one,
it is necessary to

AND the outputs of the LFSR together to produce a sequence

containing streams of zeros interspersed with bursts of ones.

The ANDing effect

essentially reduces the number of ones in the binary sequence of run length one [65].
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The Java agents are configured to send alarms according to this sequence, which
is stored in a text file. A thread within the SNMP and CMIP agents reads a bit from the
file and sends an alarm if this bit is a one. The thread will then sleep before reading the
next bit. However, because ones will generally occur in bursts, due to the ANDing
effect, it is likely that the next bit will also be a one. To simulate a rapid burst of alarms,
the thread will sleep for a very short time (1ms) if it reads in a one and quickly read the
next bit. If however, it has read a zero, then it sleeps for a longer period of time,
typically 10 seconds. This results in high periods of inactivity, followed by random
periods of activity, as the agent thread encounters a run of logic ones in the sequence. A
sample of the burst lengths, of type logic zero and logic one, produced by the PRBS
generator are shown in Figure 6.6 and Figure 6.7 respectively.

Figure 6.6: Sample Logic Zero Burst Lengths

Figure 6.7: Sample Logic One Burst Lengths
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6.3 Simulating a Short Message Service (SMS) Network
While the SNMP and CMIP proxy agents are useful for performing tests on the
management application, they do not represent a real world heterogeneous network.
Consequently, it was decided to simulate such a network and incorporate our agents
within this heterogeneous network. The chosen network is the Short Message Service
network.

6.3.1 Overview of the SMS
SMS provides a mechanism for transmitting short messages to and from wireless
devices. The short messages can be up to 160 characters in length, and are delivered
within a few seconds where GSM coverage is available [66]. Developed as part of the
GSM Phase 2 specification, SMS was originally conceived as a paging mechanism for
notifying the users of voicemail messages. SMS offers much more than simple paging
however. For instance, SMS delivery of messages is guaranteed even when the cellular
terminal is unavailable. The network will hold the message and deliver it shortly after
the cellular terminal announces it presence on the network. Other SMS benefits include:
•

Delivery of notifications and alerts

•

Guaranteed message delivery

•

Reliable, low cost communication mechanism

SMS messaging is extremely popular and is a major source of revenue for telecom
companies. A recent report issued by the Irish Commission for Communications
Regulation, stated that a total of 660 million messages were sent during the quarter
December - March 2003 [67], with mobile users sending, on average, 72 messages per
month. At a cost of approximately 11 cent per message, it is easy to see how SMS has
become a very lucrative service for companies such as Vodafone, O2, and Meteor. The
graph in Figure 6.8 outlines the growth of SMS messaging over the period 2000-2002
[67].
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Figure 6.8: SMS Growth Within Ireland

6.3.1.1 Basic Services
There are two types of SMS available: cell broadcast and point-to-point. In cell
broadcast, a message is transmitted to all active handsets or mobile stations (MS)
present in a cell that have the capability of receiving short messages and have
subscribed to this particular information service. The Point-to-Point SMS provides a
means of sending messages of limited size to and from GSM mobiles. The provision of
SMS makes use of a Service Centre, which acts as a store and forward centre for short
messages.

6.3.1.2 SMS Network Architecture
The main network structure serving as a basis for the transfer of a short message
is shown in Figure 6.9.

HLR

VLR
SME

SMSC

SMS-GMSC
SMS-IWMSC

SS7

Figure 6.9: SMS Network Architecture
Short Message Entity
A Short Message Entity (SME) is an entity which may receive or send short
messages. The SME may be located in the fixed network, a mobile station, or another
service centre.
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Short Message Service Center
The Short Message Service Center (SMSC) is responsible for the relaying and
store-and-forwarding of a short message between an SME and mobile station. The
SMSC should be capable of submitting a short message to an SME, retaining the
responsibility of the message until a report has been received or the validity period of
the message expires.
SMS-Gateway/Interworking Mobile Switching Center
ITie SMS-GMSC is an MSC capable of receiving a short message from an
SMSC, interrogating a home location register (HER) for routing information, and
delivering the short message to the visited MSC of the recipient. The SMS-IWMSC is
an MSC capable of receiving a short message from the mobile network and submitting
it to the appropriate SMSC.
Mobile Switching Center
The Mobile Switching Center (MSC) performs the switching functions of a
system and controls calls to and from telephone and data systems. In relation to the
transfer of short messages, the MSC retrieves information from the VLR, pertaining to
the mobile user receiving the short message. The MSC is also responsible for relaying
reports to the sending SME.
Home Location Register
A Home Location Register (HLR) is a database that contains semi-permanent
mobile subscriber information for a wireless carrier’s entire subscriber base. HLR
subscriber information includes the International Mobile Subscriber Identity (IMSI),
service subscription information, location information (the identity of the currently
serving Visitor Location Register (VLR) to enable the routing of mobile-terminated
calls and short messages), service restrictions and supplementary service information. In
relation to SMS, upon interrogation by the SMSC, the HLR provides the routing
information for the indicated subscriber. The HLR also informs the SMSC, which
previously initiated unsuccessful short message delivery attempts to a specific mobile
station, that the mobile station is now recognised by the mobile network to be
accessible.
Visitor Location Register
A Visitor Location Register (VLR) is a database which contains temporary
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information concerning the mobile subscribers that are currently located in a given
MSC serving area, but whose Home Location Register (HLR) is elsewhere. When a
mobile subscriber roams away from his home location and into a remote location, SS7
messages are used to obtain information about the subscriber from the HLR, and to
create a temporary record for the subscriber in the VLR. There is usually one VLR per
MSC and it is usually located within the MSC to speed up access to the information
required.
Signalling System No. 7
SS7 is a global standard for telecommunications, defined by the International
Telecommunication Union (ITU) Telecommunication Standardisation Sector (ITU-T).
The standard defines the procedures and protocol by which network elements in the
public switched telephone network (PSTN) exchange information over a digital
signalling network to effect wireless (cellular) and wireline call setup, routing and
control. SMS uses the SS7 signalling channel to transmit the data packets [6], thus
allowing a text message to be received when the user is making a voice or data call.

6.3.1.3 Sending a Message using Point-to-Point SMS
The successful delivery of a short message between mobile stations requires two
fundamental procedures. Short Message Mobile Oriented (SM MO) and Short Message
Terminated (SM MT). A user creates a short message using an SME, typically a mobile
phone. The SM MO procedure transfers the message to the SMSC, while the SM MT
procedure routes the message from the SMSC to the appropriate SME. This is
illustrated in Figure 6.10.

SM MO

SM MT

Figure 6.10: Transferring a Short Message Via SM MO and SM MT
Short Message Mobile Oriented (SM MO)
The SM MO procedure consists of all the necessary operations to transfer a
short message from a MS to the SMSC and return a report to the MS, containing the
result of the message transfer attempt. The stages involved in a successful SM MO
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message transfer are outlined in Figure 6.11.

Figure 6.11: Successful Short Message Transfer Attempt to SMSC Via SM MO

Short Message Mobile Terminated
I his procedure consists of all necessary operations to transfer a short message or
status report from the SMSC to the MS and to return a report to the SMSC, containing
the result of the message transfer attempt. The stages involved in a successful SM MT
procedure required to transfer a message to a mobile station or SME are outlined below.

Figure 6.12; Successful Short Message Transfer Attempt to Mobile Via SM MT
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6.3.2 Creating the SMS Network Simulator
The requirements of the SMS simulator are too imitate the flow of messages
through the various blocks within a SMS network. The simulation code is event driven
and is written in C++ using the Communications Networks Class Library, CNCL. The
various components of the system such as the mobile station, SMSC, and MSC, are
implemented as objects. The structure of the simulation can be illustrated by the
following blocks or objects:
•

Control: The control block, as the name suggests, controls the overall system
simulation, deciding factors such as the length of the simulation and the
number of mobile users involved.

•

Mobile: This block represents the mobile station. It records the physical
parameters of the mobile, such as the location, IMEI, and mobile number.

•

Generator: This block generates short messages for the mobiles and initiates
their transmission according to a truncated exponential distribution. It also
randomly changes the state of a component to simulate a failure.

•

MSC: The MSC block is responsible for registering a newly powered up
mobile with the VLR, it then queries the VLR for routing information,
forwards short messages to the appropriate SMSC, and delivers short
messages to destination mobiles.

•

SMSC: The store and forwarding mechanism of the simulated SMS network,
responsible for implementing the SMS-GMSC and SMS-IWMSC functions
of the SMS network. It receives short messages from an MSC, interrogates
the HLR for routing information, queues them, and forwards each one to the
appropriate MSC.

•

HLR: Stores user information in the form of a mySQL database table.
Queries the table to fulfil requests made by the SMSC.

•

VLR: Stores user routing information in a mySQL database table also.
Returns the routing information to the calling MSC.

•

SMS Packet: This object represents a SMS Short Message. It contains
various fields to hold a destination and source mobile number, message
contents, and error codes.
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The inter-relation and the information flow between the various blocks of the simulation
are illustrated by Figure 6.13.

Control

Figure 6.13: Inter-relation Between SMS Objects

On start-up the Control object creates instances of each of the above objects.
The number of mobiles to instantiate and the number of messages to send during the
simulation is specified by the user. Each mobile created must register its location and
other information with the VLR and HER. This information is necessary for routing
purposes and is stored in database tables. Following the successful registration of each
mobile, the Generator will begin creating instances of SMS_Packet to represent
messages and pass them to random mobiles. The selected mobile picks another
destination mobile at random and sends the message, essentially forwarding the
message to the MSC object. The inter-arrival rate of messages at the MSC follows a
truncated exponential distribution. The MSC retrieves the cell location of the
destination mobile from the VLR and forwards the short message to the appropriate
SMSC. This concludes the SM MO procedure. As this simulation does not model
roaming, all mobiles use the same MSC and SMSC. The SM MT procedure begins at
the SMSC, where the MSC of the destination mobile is retrieved from the HLR and the
message is queued. Messages are dispatched from the queue at regular intervals. On
receipt of a message from the SMSC, the MSC will query the VLR database table for
location information and forward the message to the appropriate mobile station.
The Generator is also responsible for randomly changing the state of the objects
within the system from ACTIVE to fNACTIVE and vice versa. This has the effect of
simulating a failure or fix within the SMS network. If an object, such as the SMSC, is in
the INACTIVE state, then the short message will fail to send and a report is propagated
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back to the source mobile object via the appropriate objects, depending on the point of
failure. The report is essentially the original SMS_Packet instance with the appropriate
error code placed within the error field.
6.3.2.1 Managing the SMS Simulator Objects
As discussed previously, the primary purpose of the SMS simulation is to test
the functionality of the heterogeneous management application. In order to achieve this
it is necessary to make the simulator manageable. Consequently, it is required to attach
the SNMP and CMIP Java agents to the various blocks or objects.
6.3.2.1.1 Incorporating the Agents
While it is relatively easy to attach C++ based agents to the SMS objects, it is
more difficult to incorporate the Java based agents discussed previously. In the case of
C++ based agents, the code comprising the agent could be reused or inherited by the
various SMS simulated objects. This is not possible with Java based agents, however.
We are therefore left with the problem of communicating betw een the C++ based SMS
objects and the Java based SNMP and CMIP agents. There are several methods
available for implementing the communication mechanism. For example, the
incorporation of Corba would facilitate the transfer of information between the various
entities. However, this was deemed to be too complex for the task at hand. A more
lightweight, simpler mechanism involves the use of sockets.
Sockets are analogous to telephones in the sense that they provide the user with
an interface to the network just as telephones provide the user with an interface to the
telephone systems. A socket is one end-point of a two-way communication link
between two programs running on the network and is bound to a port number so that the
TCP layer can identify the application that data is destined to be sent to [68]. Sockets
are typically used in client-server scenarios, the server listens for a socket connection
initiated by one or more clients. Essentially, the main C++ objects comprising the
simulation shall exchange information with a corresponding Java agent using a socket.
The C++ objects perform the server role, while the agents perform the client role.
Following a connection, both the C++ objects and the Java agents can exchange
information.
It is now possible for the heterogeneous management application to query the
SMS simulation objects for information, such as the number of messages processed by
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the SMSC or the average length of the SMSC queue. The information is returned
through the socket connecting the object to the SNMP or CMIP agent and made
available to the invoking WBEM provider class.

6.4 Conclusion
This chapter has discussed the development of Java based heterogeneous network
agents and the simulation of a SMS network, for the purpose of testing the performance
and functionality of the heterogeneous network management application. The
SNMP/CMIP agents are multi-threaded Java applications, capable of processing GET
and SET operations. The agents are also capable of sending alarms, either at specific
rates per second, using threads, or at random bursts, according to a PRBS sequence. The
simulated SMS network models the flow of short messages through the various SMS
network components. Its purpose is to demonstrate the management application’s
ability to handle a real world heterogenous network carrying high volumes of data. The
various SMS objects communicate with the SNMP and CMIP agents using sockets.
The next chapter in this thesis will present results outlining the performance of
the device and alarm management services of the management application.
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Chapter 7: System Performance and
Analysis

7.1 Introduction
The chapter presents an analysis of the management application efficiency using
throughput and response time as performance metrics. The performance of the device
and alarm management services are examined in detail. In the case of the device
management service we will provide results illustrating the throughput of get and set
property operations under varying conditions and load.

In the case of the alarm

management service, the system’s ability to handle alarms delivered at specific rates
and random rates, as generated via the PRBS enabled agents, is discussed.
As discussed in section 3.2.1.6, WBEM has come under a lot of criticism due its
incorporation of HTTP as the transport protocol. This matter is investigated by
comparing the performance of the HTTP protocol with that of RMI. RMI is chosen
since it is a popular choice of transport protocol with the Java based implementations of
WBEM. Consequently, the response time and throughput for the get operation case, is
measured for both HTTP and RMI access to the CIMOM.
The chapter begins by briefly discussing the first major result of this work, a
platform independent, distributed heterogeneous management application. The
performance of the Device Management and Alarm Management services is then
presented. The final section of the chapter examines the application’s ability to support
multiple client types, through the development of a prototype Visual Basic client.

7.2 System Deployment and Testing Configuration
As discussed previously in chapter 4, the architecture and implementation stages
of the management application were greatly influenced by Java due to the platform
independence requirement of the management system. The platform independence
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inherent within the heterogeneous management application is clearly evident when
deploying the multi-tiered application. The various application components are
deployed across three workstations using different operating systems, Windows 2000,
Windows XP, and Linux Mandrake 8.0, as outlined in Figure 7.1.
The configuration also shows the distributed nature of the application, with the
multiple tiers spanning four different workstations. The separation of the client user
interface from the application’s business logic is clearly visible, while access to the
back end resources is mediated by the application server running on a Windows 2000
based workstation. The Web-tier JSP rendered pages can be view using both Microsoft
based browsers, as well as Mozilla based variants, such as Netscape Navigator.
Distributing the application in such a manner also has consequences in terms of
performance results. Deploying the application across multiple workstations distributes
the load, thereby improving performance. This is assuming the PCs are within close
proximity to one another and do not span thousands of miles across multiple routers and
switches. All workstations are connected to a 100 Mb/s LAN on the same subnet.
Client Tier

Web/EJB Tiers

Backend Resources

Application Server

S

Client Browser

CIMOM &
SNMP/CMIP Agents

JBoss/Tomcat
mySQL server

Figure 7.1: Application Deployment
The specification of the various workstations running the application components
and containers are shown in Table 7.1. Due to limited computer resources, it was
decided to run the CIM Object Manager and SNMP/CMIP agents on the same
workstation. Such a deployment also minimises the unpredictable network delay on the
various performance results. The performance of the CIM Object Manager server is not
greatly effected by the SNMP/CMIP agents as they require few system resources when
processing management operations or delivering alarms.
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The application server containers, JBoss and Tomcat are also deployed on the
same workstation. While it would be possible to separate these containers, it was
decided against, as the two containers are integrated under a special JBoss distribution,
which simplifies the deployment of the application. This improves performance results
also. Since the Web-tier components and the EJB components are running on the same
JVM, there is no network delay in accessing the enterprise beans in the EJB container
via the JavaBeans components running within Tomcat. However, the JavaBeans still
regard the enterprise beans as being remote, and consequently use RMI to access them,
as would be the case if the Web tier was separated from the EJB tier.
Table 7-1: Specification of Deployment PCs
Application Server

CIMOM/Agents

mySQL Server

Operating System

Windows 2000

Linux Mandrake 8.0

Windows XP

CPU Type

Intel Pentium 4

Intel Pentium 4

Intel Pentium 4

CPU Clock (GHz)

2.0

1.8

1.8

Memory (MB)

1024

256

256

7.3 Performance Measurements
Before progressing further, it is necessary to describe the definition of
performance as a measurement. In general, two ways exist for viewing performance:
response time and throughput.

7.3.1 Response Time
The response time of an application refers to the speed at which the application is
able to service a given request, such as a user requesting a web page through a browser.
In regard to the management application a typical response time measurement would be
the time taken to perform a Get property operation on a managed device. Requests may
be serviced by any number of resources in an typical application, such as servlets,
JavaBeans, and databases, each introducing a delay. Consequently, we can infer that the
response time of a request will include any time spent waiting on a resource, such as the
time waiting in a queue for an available database connection. Furthermore, the time
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spent waiting on a resource may increase due to concurrent access by multiple users.
Therefore, to characterise the response time of an application accurately, it is required
to make two measurements: the response time for a single request and the response time
for the same request under a load condition of concurrent requests.

7.3.2 Throughput
While the response time focuses on the speed of a specific request, throughput
measures the number of requests an application can service in a given amount of time.
For EJB based applications the throughput is normally measured as the number of
transactions per second (tps). What constitutes a transaction is application specific. In
our case, a throughput measurement would typically be the number of get operations
performed per second. Throughput is also used to indicted the scalability of an
application, that is, the applications ability to scale under load conditions. For example,
if we say our application can scale to handle five concurrent users, then we’re referring
to the application’s ability to maintain a constant average response time for each user,
while under the stress of a five-user load.

7.4 Performance of the Device Management Service
As discussed in section 4.5.4.2, the primary responsibility of the device
management service is to configure the state of the managed resources within the
heterogeneous network through the invocation of various CIM client operations. The
following section will mainly concentrate on the performance of the property retrieval
and updating operations in terms of the aforementioned measurements: response time
and throughput.

7.4.1 Property Retrieval
A property retrieval operation refers to the invocation of an operation from a JSP
page, in order to recover a CIM property(s) value from the CIM Object Manager. In the
case of static properties, the CIM Object Manager shall retrieve the value from its local
repository. In the event of the property being dynamic, the request is forwarded by the
CIM Object Manager to a provider, which in turn is responsible for performing a
management operation, such as a SNMP Get, to retrieve the value from the appropriate
managed device. The CIM client API provides three mechanisms by which a property
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can be retrieved: GetProperty, Getinstance, and Batching, as discussed in section
5.3.3.4.I.

7.4.1.1 Retrieval Using GetProperty
This section presents the response time and throughput of the device service’s
ability to retrieve properties using the CIM client API GetProperty operation.
Essentially, we are measuring the time it takes to perform various amounts of
GetProperty operations in order to retrieve MIB attribute values from an SNMP agent.
Subsequent results refer to the retrieval of a property value stored in an SNMP agent. It
will be explicitly stated in later results when a CMIP agent stores the values. The results
measure the response time and throughput of property retrieval under the following
scenario. The user selects a list of property names from a HTML list and presses a
submit button on the Editinstance JSP page. The request is forwarded to an enterprise
bean via a JavaBean. The enterprise bean invokes the CIM GetProperty operation, and
returns the result(s) to the invoking JavaBean. The CIM Object Manager is responsible
for retrieving the property value, through a WBEM provider. The provider performs a
SNMP or CMIP management operation in order to retrieve the appropriate MIB
attribute value from the agent. The GetProperty operation is invoked by the enterprise
bean for each property name selected by the user, storing the result of each operation in
a Vector. The JSP page dynamically creates a HTML table to display the results
returned from the enterprise bean. The various resources and components required to
service a get property request are outlined in Figure 7.2

Device
Editinstance.jsp

JavaBean

<

EJB

Response Time

CIMOM

>

Figure 7.2: Components and Stages Required to Perform a Get Property Operation
It should be noted that the following results do not include the time required for
the browser to retrieve the dynamically generated HTML code from the Tomcat and to
render the dynamically generated HTML code. The response time, essentially, includes
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the time it takes for the JSP code within the Editinstance JSP page to execute. This
encompasses the time required to execute the various stages above, and execute the
code required to generate the dynamic HTML tables.

7.4.1.1.1 GetProperty over HTTP
The performance of the get property operation discussed above is measured for
varying amounts of properties selected by the user from the JSP page. The actual

GetProperty client API call is invoked by the enterprise bean over the HTTP protocol.

Table 7-2: GetProperty
Response Time (HTTP)

Respoose Time of GetProperty Operation over HTTP
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3000
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Tlme{rns)
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2181.20
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Figure 7.3: GetProperty Retrieval Response time (HTTP)
Throughput of GetFVoperty Operation over HTTP

Table 7-3: GetProperty
Throughput (HTTP)
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Figure 7.4: GetProperty Retrieval Throughput (HTTP)
The graph illustrated in Figure 7.3 shows the response time for various property
retrieval sizes, ranging from 10 properties to 100 properties. As expected the response
time increases approximately linearly as the number of properties selected by the user
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increases. The throughput of the GetProperty operation, that is, the average number of
properties retrieved per second, is illustrated in Figure 7.4.
As is clearly evident from the graph, the throughput of the GetProperty operation
varies for the different number of properties retrieved by the user. As the number of
properties to retrieve increases, so to does the throughput, in most cases. For example,
the throughput is 16.71 properties per second when the user selects to retrieve ten
properties from the JSP page list. However, the throughput increases to 18.56 properties
per second when the user selects 100 properties, a performance increase of 11%. The
reason for the increase in performance is because the effect caused by the delay in
processing the JSP page, Editinstance, is greatly reduced when larger amounts of
properties are retrieved. For example, before the JSP page can pass on the get property
request to the JavaBean it must declare variables, retrieve the submitted property names,
and query the JavaBean for the class name, key name, and instance name of the CIM
instance the properties are contained in. Furthermore, it must check that the user session
has not expired. All of these operations are taken into account when recording the
response time. Consequently, this delay is present for all operations, but impacts more
on those operations requesting fewer properties. For retrievals sizes above 30 properties
the throughput averages off to 18.42 properties per second.
The above method of property retrieval is relatively slow in comparison to the
performance of dedicated SNMP and CMIP management applications. The reason for
this is because the enterprise bean performs a getProperty CIM client operation for each
property selected by the user. This results in a HTTP operation and a SNMP or CMIP
operation for every property. The effect caused by the extra HTTP communication is
reduced considerably by batching and instance retrieval, as discussed in later sections.
The next section examines the effect on performance due to the use of RMI in place of
HTTP, under the above test scenario.
7.4.1.1.2 GetProperty using RMI
In order to evaluate the performance gain of the RMI protocol, the test scenario
above is repeated. The ejbCreate method of the enterprise bean is altered, to allow it to
eonnect to the CIM Object Manager using RMI as opposed to HTTP.
The graph illustrated in Figure 7.5 shows the response times for various property
retrieval sizes. The relationship between the response time and property size is
approximately linear, as was the case with the HTTP test. However, as is evident from
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the data, the response time is greatly reduced, with a performance gain of 260% in the
case of a retrieval request of 100 properties. This is directly due to the performance of
the RMI protocol over the slower HTTP, a conclusion confirmed by many authors [69].
The throughput of the property retrieval using RMI is also presented. Again, there is a
clear performance increase, with an average throughput of 48.8 properties per second,
an performance increase of 265%.
Table 7-4: GetProperty
Response Time (RMI)
Time (ms)
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Figure 7.5; GetProperty Retrieval Response Time (RMI)
Table 7-5: GetProperty
Throughput (RMI)
Prop./sec
31.25
40.63
42.37
47.29
48.56
46.88
49.29
49.65
50.20
48.78

No. Props
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Figure 7.6: GetProperty Retrieval Throughput (RMI)

7.4.1.1.3 Comparison with SNMP
The previous tests involved the retrieval of a property value stored in an SNMP
agent. At this point we shall compare the raw performance of the SNMP Manager class,
used by the provider to perform SNMP management operations, with the performance
of the management application’s property retrieval approach described above. The
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performance is measured using throughput and response time. Essentially, the time
required by the SNMP Manager class to retrieve properties, ranging from 10 to 100, is
measured and compared with the results listed above. The manager sends an individual
SNMPvl Get request for each property, waiting for a previous Get request to return
before issuing the next one.
The results of the test show that the current property retrieval mechanism of the
management application, that is, invoking a CIM client API getProperty method from
the enterprise bean for each property, performs poorly in comparison to a dedicated
SNMP manager class. In terms of the response time for 100 properties, the SNMP
manager is over 11.1 and 4.3 times faster than property retrieval using HTTP and RMI
respectively. For small property sizes, for example 10, where the delay caused by the
JSP processing is more profound, the SNMP manager performs up to 12.5 and 6 6 times
faster, compared to HTTP and RMI access. The response time comparison is illustrated
in Table 7-6 and Figure 7.7.
Table 7-6: Property Retrieval Response Times
Number Properties

Property Retrieval
(HTTP)

Property Retrieval
(RMI)

SNMP Manager

10
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40
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60
70
80
90
100

598.40
1123.40
1625.80
2181.20
2779.80
3180.50
3827.10
4453.70
4892.50
5388.90

320.00
492.20
708.00
845.90
1029.60
1280.00
1420.20
1611.20
1792.83
2050.00

48.08
91.08
139.46
205.00
253.77
285.31
331.38
375.62
414.77
467.62

Response Time Comparison of SNMP Manager and Property Retrieval Mechanism

- SNMP Manager Class
Property Retrieval (HTTP)
- Property Retrieval (RMI)

Figure 7.7: Comparison of Response Times for Property Retrieval
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In relation to throughput, the SNMP Manager class retrieves properties at an
average rate of 212 properties per second over the range of different property sizes. This
figure presents a throughput rate 11.5 and 4.41 times faster than that of property
retrieval via the management application, using HTTP and RMI respectively. A
comparison of the various throughput rates is illustrated in Figure 7.8

Figure 7.8; Comparison of Throughput for Property Retrieval
7.4.1.1.4 Performance Summary
As discussed previously, the aforementioned method of property retrieval through
the invocation of the getProperty CIM client method by the enterprise bean for each
property, is relatively slow in comparison to a dedicated SNMP Manager class. A
throughput rate over 11 times slower than that of the SNMP manager class is clearly
unacceptable in today’s management networks. This is especially true when retrieving
large amounts of properties. The incorporation of RMI, does however improve
performance, somewhat, though still trailing the dedicated the SNMP Manager class by
up to 4 times. In general, the difference in performance is not as critical if smaller
amounts of properties are retrieved.
In summary, the property retrieval method discussed is unsuitable for large
volumes of data due to the low throughput. The poor performance highlights the need
for a new property retrieval mechanism. These performance results were expected
during the implementation stages of the application, which resulted in the incorporation
of batched requests. The next section shall examine the effect on performance due to the
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incorporation of batching for retrieving properties.

7.4.1.2 Retrieval using Batched GetProperty Operations
This section presents the response time and throughput of the device service’s
ability to retrieve properties using batched CIM client API GetProperty operations. The
test scenario is similar to the one discussed above, with the exception that the enterprise
bean constructs a CIM batch command, consisting of GetProperty methods required to
retrieve various amounts of properties. For example, to retrieve the values for 10
properties selected by the user, the enterprise bean will create a batch command and add
to it 10 different CIM GetProperty methods, one for each property to retrieve. The
batch operation is then executed and the results return in the normal manner.
The results confinn a significant performance improvement in terms of response
time and throughput, in comparison with the original method of retrieving properties via
repeated calls of GetProperty method by the enterprise bean. For example, the time
required to retrieve 100 properties using a batch operation is now 4 times faster. The
reason for this is because the need to invoke a HTTP operation for each property
request has been replaced with a single batch command. Essentially, all property
requests are delivered to the CIM Object Manager in a single HTTP operation, thereby
reducing the overhead due to the multiple HTTP calls. Consequently, the response time
is reduced considerably, when retrieving a collection of properties via batching. The
throughput for various property amounts, or batch sizes, is illustrated in Figure 7.9.

Table 7-7: Batched
GetProperty Throughput
Prop./sec
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65.95
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The throughput of property retrieval using batching is significantly higher in
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comparison to the previous method using individual GetProperty invocations. Also, as
was the case previously, the throughput is directly proportional to the number of
properties requested, up to a certain number of properties. The main reason for this
occurrence is again, caused by the delay involved in processing the JSP page, and also
due to the extra delay resulting from the creation of the batch command and loading of
the multiple GetProperty CIM methods into the batch by the enterprise bean. Increasing
the batch size, that is, requesting more properties, reduces the effect of this delay,
resulting in a higher throughput. Eventually, the throughput stabilises as the number of
properties in the request reaches approximately 80, as expected. Consequently, we may
conclude that the process of property retrieval using batching is more efficient for larger
property requests.
To date, the results discussed are in relation to property values contained within
SNMP agent MIBs. The following section illustrates the device service’s performance
in relation to the retrieval of values stored in a CMIP agent MIB, using batching. The
test scenario is as described above. The response time is, on average, 1.5 times faster for
the retrieval of CMIP properties in comparison to SNMP properties. This equates to an
average throughput of approximately 110 properties per second over the range of
property sizes 10 - 100. This is a substantial improvement over SNMP property retrieval
using batching (68 properties/second). Such an increase in throughout and response
time performance is directly due to the underlying CMIP manager class responsible for
accessing the CMIP agent. Although both managers are structured similarly, the
Monfox CMIP API is capable of retrieving CMIP property values at a faster rate than
the AdventNet SNMP API can retrieve SNMP MIB attributes.

Figure 7.10: Response Times for CMIP Property Retrieval using Batching
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7.4.1.3 Retrieval Using Getinstance
As discussed in section 5.3.3.4.1.1, property retrieval using the CIM getinstance
method returns all properties belonging to a particular CIM instance. Much like
batching, this operation requires a single HTTP operation to forward the request to the
CIM Object Manager. The following section examines the response time and
throughput of the getinstance operation over a range of instance sizes. To complete the
test, ten CIM classes were created, each with a corresponding SNMP provider. The
classes contain X number of string properties, where X ranges from 10 to 100. The
enterprise bean invokes a CIM getinstance operation on an instance of each class. Each
request is forwarded to the appropriate provider, which in turn performs the necessary
SNMP operations to retrieve the property values of the instance. As previously
discussed, the response time measures the time taken to execute the JSP page where the
request originated.
Results obtained confirm that the getinstance mechanism for property retrieval
is the fastest method available to the device management service, comparing
remarkably well in comparison to even the SNMP Manager class. In comparison with
the GetProperty (HTTP) mechanism without batching, the getinstance mechanism is
between 7 and 9 times faster, in terms of response time, for small and large property
request sizes respectively. In comparison with batched GetProperty requests, the
getinstance method approach is approximately twice as fast over all property ranges.
This performance difference is expected, as the getinstance approach does have the
overhead involved in creating a batch command and more importantly, does not require
the invocation of the GetProperty operation, by the CIM Object Manager, to retrieve
each individual instance property. On receipt of a getinstance request, the CIM Object
Manager will forward the request to the appropriate provider, which then performs the
various SNMP GET operations necessary to retrieve the most up-to-date values for the
instance properties. In contrast, when the CIM Object Manager retrieves a batch
operation from a client, it must extract out each GetProperty request and forward them
individually to the provider. This results in an invocation of the provider’s
getProperty Value method for each property. A comparison of the response times for the
getinstance approach and all other approaches discussed previously is illustrated in
Figure 7.11.
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Comparison of Property Retrieval Mechanisms

- SNMP Manager Class
GetProperty (RMI)
GetPropertv<HTTP)
• GetProperty Batching (XML)
gelhstance Operation

Figure 7.11; A Response Time Comparison of the Various Retrieval Mechanisms
The average throughput of the getinstance mechanism is approximately 150 properties
per second, over the range of instance sizes 10 to 100. As is the case with the batching
approach, the throughput increases as the instance size, essentially the number of
properties, increases, peaking to 169 properties per second for an instance containing
100 properties.
While the getinstance approach is clearly the best performer, there is one
drawback as discussed previously. As its name suggests, the getinstance operation
returns the properties contained within a CIM class instance. 7'his is where the
limitation of its use lies. Real world SNMP and CMIP resources modelled in CIM will
contain hundreds if not thousands of CIM properties. It is highly unlikely that a network
manager will need to request each CIM property within an instance. While the excellent
throughput rate may seem appealing, the operation is certainly not suitable if only a
small fraction of properties are actually needed by the manager. Consequently, the
batched GetProperty operation provides the best mechanism for retrieving CIM
properties.

7.4.1.4 Property Retrieval Scalability
The previous results reflect the performance of the device manager service’s
ability to retrieve property values for a single user request. In certain scenarios, multiple
users may simultaneously request properties, resulting in a load increase on the
management application. This section examines the scalability of the GetProperty and
batch property retrieval approaches. The scalability reflects a load’s effect on
performance. The scalability of both mechanisms is tested for a request size of 100
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properties. The performance of the operation is measured for a load of up to 4 users,
each simultaneously performing a retrieval operation of 100 properties. The property
values are contained within SNMP agents.
Scalability of GetProperty Mechanism

E 5000
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Figure 7.12: Response Time of GetProperty Retrieval for Multiple User Loads
Results confirm the GetProperty mechanism’s ability to scale well, but only up
to a limited user load. The average user response times under the various user loads is
illustrated in Figure 7.12. As is evident from the graph, the response times for a two and
three user load compare favourably with that of a single user load. However, as the load
increases to four, the average response time for each user increases by almost 32 %.
Although the system may not be capable of maintaining a response time of
5400 ms for each user as the load increases, it is scaling quite well to meet the demand.
For example, a worst case scenario, in terms of response times, would occur if the CIM
Object Manager sequentially handled each request. Such a scenario would result in
response times of 5400 ms, 10800 ms, 16200 ms, and 21600 ms for each user. In
comparison, the 7000 ms average response time per user for a four user load is almost
three times faster than the worst case scenario.
The application server’s ability to scale, that is, its ability to service user requests,
was evident during the scalability evaluation test described above. For the various user
loads,

the

application

server

automatically

created

an

instance

of

the

Device_Manager_EJB enterprise bean to satisfy each user request. Consequently, the
GetProperty requests for each user are delivered to the CIM Object Manager in parallel.
As a result, the systems inability to maintain a response time of 5400 ms for each user,
over the range of user loads, is due to the request handling and dispatching of the CIM
Object Manager.
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Scalability of Batched GetProperty Mechanism
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Figure 7.13: Response Times of Batch Property Retrieval for Multiple User Loads
In relation to the hatched GetProperty approach, tests confirm its inability to scale
under the stress of multi-user loads. The response times under various user loads are
illustrated in Figure 7.13. An application’s inability to scale is usually caused by a
bottleneck. This is the case here, and is due to the manner in which the CIM Object
Manager handles concurrent batch operations.
In the case of a two user load, the response times for each user are on average
over twice that of a single user request. Similarly, a three user load results in a response
time 3 times higher. The results confirm that the time for a single user to retrieve 100,
200, 300, and 400 properties is similar to the time required for each user to retrieve 100
properties under the 1, 2, 3, and 4 user load conditions. Consequently, in the case of
multiple simultaneous batch requests, there is no increase in throughput unlike the
GetProperty approach discussed previously.

7.4.2 Property Updating
Property updating or modification refers to the invocation of an operation from a
JSP page, in order to set a CIM property(s) value. The property is dynamic meaning its
value is maintained by a provider, resulting in the invocation of a SNMP or CMIP set
operation to modify the it. The device management service’s property updating
mechanisms are similar in structure to the property retrieval discussed in previous
sections. Two mechanisms are provided by which a CIM property can be modified,
invoking multiple CIM client SetProperty methods from the enterprise bean, or
batching multiple SetProperty methods.

The throughput and response time

measurements are used to define the performance of both property updating approaches.
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Again, the response time refers to the time required to execute the JSP page from which
the set operations are originally invoked.
The test scenario is similar to the method described for property retrieval. The
updating is initiated by pressing a submit button on the Editinstance JSP page. The
request is forwarded to a JavaBean, which in turn invokes the enterprise bean method to
perform the updating. The enterprise bean may invoke the CIM client API SetProperty
method repeatedly to update the CIM properties or may construct a batch command
consisting of SetProperty operations for each property modification requested by the
user. The property values are maintained by an SNMP agent.
As is the case with the property retrieval mechanisms, the batched approach easily
outperforms the SetProperty method. The relatively poor performance of the
SetProperty method is again due to the HTTP request invoked by the enterprise bean for
each property to be updated. The batched method removes this need. The response
times for the two updating mechanisms in comparison to the SNMP Manager class are
outlined in Figure 7.14. The corresponding throughput measurements are outlined in
Figure 7.15. The throughput of the batch method is approximately twice that of the
SetProperty method, at 30 properties per second. The throughput does not compare well
with that of the SNMP Manager class however, performing 2.5 times slower. However,
as a typical property updating request by a network manager normally only involves
small property amounts, the 30 properties per second throughput is acceptable.
Table 7-8: Property Update Response Times
Number Properties

SetProperty
(HTTP)

SetProperty
(RMI)

Batched
SetProperty

SNMP
Manager

10
20
30
40
50
60
70
80
90
100

659.51
1310.34
1933.40
2670.12
3271.54
4022.34
4561.37
5341.89
6105.05
6691.17

420.54
745.67
1026.23
1326.12
1647.65
1931.45
2214.78
2658.20
2926.89
3164.32

263.65
487.20
771.36
961.54
1265.24
1500.55
1893.43
2131.12
2399.45
2725.34

123.55
263.43
396.67
512.12
674.60
783.41
935.56
1000.18
1153.21
1237.92
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Comparison of Average Throughput for Property Updating Mechanisms

O 60
O

o
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® 40

C
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SetProperty (HTTP)

Batched SetProperty

SNMP Manager

Figure 7.15: Throughput of Property Update Mechanisms and SNMP Manager

7.5 Performance of the Alarm Management Service
As discussed in section 5.3.1, the aim of the alarm management service is to
detect alarm messages from the underlying network and present them to operators, who
are interested in viewing them, via a Web browser. The service leverages the
SNMP/CMIP alarm handling abilities of the CIM Object Manager’s provider classes to
achieve this. This section discusses the alarm handling performance of the service in
terms of throughput, that is, the number of alarms the service can handle and process
per second over various intervals.

7.5.1 Alarm Handling Throughput
Alarm handling refers to the management application’s ability to detect SNMP
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and CMIP alarms issued by devices within the underlying simulated heterogeneous
network. The application detects alarms generated by the underlying heterogeneous
elements using providers as discussed in section 3.2.1.8. Consequently, the alarm
handling ability of the management application is primarily dictated by the detection
performance of these SNMP and CMIP enabled event providers.
Initial tests establish the maximum number of alarms the application can handle in
one second, that is , the number of alarms the system can handle over an interval of one
second. In order to perform the test a simulated Java agent’s code is modified to deliver
alarms for a duration of one second. The test is repeated for higher numbers of alarms
until the handling performance begins to degrade. The test is performed for both SNMP
and CMIP alarms.
In the case of SNMP alarms or traps, the application can handle approximately
720 traps over an interval of one second. Beyond this point, the system will begin to
drop traps. Further examination reveals that the component responsible for dropping the
traps is the SNMP event provider, or more precisely, the SNMP listener thread
developed using the AdventNet SNMP API. The CIM Object Manager relies on the
SNMP provider to listen for SNMP traps. On detection of an alarm, the provider will
convert it to the SNMP_Trap indication instance and forward it to the CIM Object
Manager. The test reveals that all detected traps forwarded as SNMP_Trap instances to
the CIM Object Manager are successfully handled and forwarded to the singleton class
operating as a subscriber in the EJB container. In terms of CMIP alarm handling, the
maximum number of alarms detected in one second is approximately 45. The value is
dependant on the CMIP event provider’s alarm listener, developed using the Monfox
CMIP API. Clearly, the SNMP event provider is capable of detecting far more alarms
than the corresponding CMIP provider. This is partly due to the simplicity of SNMP as
opposed to the more complicated CMIP protocol.
Table 7-9: SNMP Trap Handling Capability of Application Over 1 Second Interval

# Alarms Delivered

Received By
CIMOM

Received By
Singleton

550
600
650
700
750
800

550
600
650
700
724
740

550
600
650
700
724
740

150

Percentage Dropped
0
0
0
0
3.46
7.50
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Table 7-10: SNMP Trap Handling Capability Over 60 Seconds

# Alarms Delivered

Received By
CIMOM

Received By
Singleton

80
100
120
140
160
180
200
220
240

80
100
135
143
145
136
121
91
65

80
100
135
143
145
136
121
91
65

Percentage Handled
100
100
96
89
81
68
55
38
25

SNMP Alarm Handling Throughput Over 60 Second Interval

Figure 7.16: Exponential Decrease in SNMP Trap Handling
While the SNMP and CMIP event providers may be capable of detecting 720 and 45
alarms respectively, over an interval of 1 second, they cannot maintain the above rates
for a duration greater than one second. Consequently, the above figures do not represent
a worthwhile alarm handling performance measurement for the respective providers. It
was decided to evaluate the throughput performance of the system in response to a more
sustained delivery of alarms over an interval of 60 seconds. To complete the test the
agents are reconfigured to deliver alarms at various rates over the
new interval of 60 seconds.
The results presented in Table 7-10 show that the management application can
handle approximately 115 SNMP traps per second over an interval of 60 seconds.
Above this rate, traps are dropped at an exponential rate, as illustrated in Figure 7.16.
As was the case in the previous test, the component responsible for the drop in
performance is the SNMP event provider.
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In the case of CMIP alarms, the CMIP event provider handles approximately 35
alarms per second over the 60 second interval before performance degrades
exponentially. The handling rates of 115 and 35 alarms per second reflect the
performance of the SNMP and CMIP event providers respectively. Consequently, it is
these providers which dictate the alarm handling performance of the overall
management application. Furthermore, the maximum indication handling performance
of the CIM Object Manager is not represented by these results.
In order to establish the indication handling throughput of the CIM Object
Manager itself, a series of events are delivered by a provider to the CIM Object
Manager over an interval of 60 seconds. The indications are instances of SNMP_Trap,
and contain sample SNMP trap information. The rate at which the provider sends the
indications is increased until the CIM Object Manager starts to drop indications. The
results of the test show that the CIM Object Manager can handle in excess of 3000
indications per second over the 60 second interval. This translates to a rate of 180,000
indication instances per minute. Furthermore, all 180,000 instances were successfully
detected and processed by the singleton class and message driven beans respectively.
Consequently, the management application is capable of handling approximately 3000
alarms per second, provided the underlying SNMP and CMIP provider classes can
detect SNMP and CMIP alarms at that rate.
While the CIM Object Manager is capable of handling a maximum rate of 3000
indications per second over a 60 second interval, the indications cannot be delivered to
the singleton class at that rate. Furthermore, there is a delay involved in processing each
indication received by the singleton class. The following section presents the throughput
of the indication processing components.

7.5.2 Indication Processing Throughput
On receipt of an indication instance from a provider, the CIM Object Manager
must determine who has subscribed for the indication, lookup the corresponding filter
specified by the subscriber, and modify the instance to satisfy the subscription filter.
Prior to delivery, the CIMOM will invoke a client listener’s indicationOccurred
method. In our case, the singleton class implements the indicationOccurred method,
extracting each indication before adding it to a Java linked list, acting as a temporary
queue. A secondary thread is responsible for forwarding the queued indications to the
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JMS Queue, where they are extracted, processed, and stored in a database table using
message driven beans. These operations must be completed for each instance indication
delivered and consequently influence the indication processing throughput of the
management application.
The processing throughput of the management application is determined for the
SNMP_Trap indication instance. The client subscription filter, as discussed in section
5.3.1.2.1 is the simplest kind and specifies that all instance properties are provided with
the instance. The test involves sending varying amounts of indication instances from the
SNMP event provider to the CIM Object Manager and measuring the average rate at
which they are processed by the CIM Object Manager, singleton class, and message
beans. Results confirm that the management application can process indications at an
average rate of approximately 28 indications per second. The throughput results for
indications delivered at various rates over intervals of 5, 10, and 15 seconds are
illustrated in Figure 7.17. A further analysis of the results shows why the management
application can only process 28 indications per second.
On

receipt

of

an

imlication,

the

singleton

executes

the

CIMListener.wdicatiotiOccurred method to extract the indication and store it in a
temporary queue or LinkedList. Timing results, obtained via JProfiler, reveal that the
indicationOccurred method takes approximately 16ms to execute, implying that the
client singleton class is capable of processing the received indications at a maximum
theoretical rate of 62 indication per second. However, this is not case as the singleton
only receives indications from the CIM Object Manager at a rate of approximately 30
per second. Consequently, a further delay is introduced by the CIM Object Manager,
thereby limiting the throughput. The indicationOccurred method is invoked for every
indication delivered, however, further indications must await the completion of the
indicationOccurred method before delivery. As a result, each indication is subject to the
16ms processing delay for the indicationOccurred method, as well as the transport
delay due to the delivery of the indication over RMI and CIM Object Manager
processing (12ms). The addition of these two delays results in the processing
throughput of 28 indications per second. It takes approximately 8 ms to retrieve an
indication from the temporary queue, convert it to a JMS message, and finally forward
it to the JMS Queue. Furthermore, the time required for a message driven bean to
process a JMS message is approximately 0.6 ms. Consequently, in most cases an
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indication received by the singleton is completely processed prior to the arrival of the
next indication. This is confirmed in Figure 7.18, with the graph showing the varying
size of the temporary queue or linked list prior to the extraction of an indication by the
thread. The measurements reflect the queue size over a 1 minute period, that is, the
time required to process 1500 indications. The average value of the queue size is 1.06,
as expected.

Figure 7.17: Indication Throughput Under Various Load Conditions

Figure 7.18: Variation in Temporary Queue During Indication Processing
The processing throughput result confirms that the throughput is independent of
the rate and duration over which the SNMP or CMIP provider forwards indications to
the CIM Object Manager. This is confirmed in Figure 7.17, where the various
throughput rates differ only slightly above and below the average rate of 28.
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Consequently, the fact that the alarm listener thread, present in both the SNMP and
CMIP events providers, has higher priority over the indication delivery thread, has no
effect on the performance of the processing aspects of the alarm management service.

7.5.3 Performance Evaluation Under PRBS Conditions
The alarm handling and processing tests discussed previously, are designed to
evaluate the maximum performance capability of the alarm management service. It is
highly unlikely, however, that a management application, deployed in a real world
network environment, will need to handle and process hundreds and thousands of
alarms per second. More often than not, alarms tend to arrive in random short bursts.
Consequently, it was decided to test the performance of the alarm service using the
PRBS enabled agents, as discussed in chapter 6.
To complete the test, the agents are configured to send alarms according to the
PRBS file, for a duration of up to 5 days. Results confirm the alarm service’s ability to
process randomly occurring alarms delivered at various rates over the durations. The
number of alarms and average rate during the different intervals are outlined in Table 711. Figure 7.19 illustrates the various bursts issued during the 3 day trial.
Table 7-11: Alami Service Performance Under PRBS Delivery
Duration (days)

# Delivered by Agent

Average Rate per minute

% Processed

1
2
3
4
5

17336
33983
45768
52257
80000

12
11.4
10.6
9
11.1

100
100
100
100
100

While the average delivery rates are relatively small in comparison to the
maximum rates discussed in previous sections, the alarm management service is
however, subjected to a lot of random bursts of alarms during the various intervals.
While these bursts are generally short, the alarms are delivered at an extremely fast rate.
For example, in the case of the 3 day trail, there is an alarm burst of size 14. The agent
would have sent these 14 alarms in approximately 15ms.
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Figure 7.19: Burst Length Encountered During the 3 Day Test

7.5.4 Alarm Notification Polling
As discussed in section 5.3.1.4, the user retrieves notifications of alarms through a
polling mechanism, initiated by a JSP page. The following section presents the response
time of the polling operation under various conditions.
The response time of the polling operation is measured for two test scenarios.
Firstly, the time required to complete a poll is measured during a period in which no
new alarms are added to the alarms database. During the second test, varying numbers
of alarms are placed in the database, thereby requiring the polling mechanism to
perfonn a database retrieval operation. As is the case in previous results, the response
time is a measure of the time required to execute to the JSP page from which the
operation is invoked.
Results confirm that both polling operations require very few application
resources and time. During a poll in which there are no new alarms in the database, the
average response time is 3ms. In the event of new alarms (between 1 and 10) present
during a poll, the response time increases to an average of 55 ms. The extra delay is due
to the invocation of a method to retrieve the surplus alarms from the database and to
update the database tracking variables. Since the alarm management service can process
alarms at a rate of 28 per second, the maximum number of alarms that can be added to
the alarms database during the 10 second polling interval is 280. A test to reveal the
worst case polling response time, that is, the time to poll and retrieve 280 alarms,
returns a response time of 93ms. A comparison of the polling response times are
illustrated below in Figure 7.20
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Worst and Best Case Polling Response Tinges

Figure 7.20: Variation in Polling Response Times

7.6 Support for Multiple Client Types
The incorporation of the application server during the design stages greatly
improved the scalability, availability, and extensibility of the management application.
Furthermore, by developing a multi-tiered based application, functionality is isolated,
thereby separating presentation from business logic, allowing devices within a
heterogeneous network to be administered from a wealth of client types. The following
section examines this claim by demonstrating the application’s ability to support a
Visual Basic UI.
Visual Basic and Java are not interoperable. Consequently, we cannot invoke a
remote Java object, such as an EJB, directly from Visual Basic. In order to create a VB
client capable of invoking the application’s business logic, that is, accessing EJBs
running in the JBoss application server, it is necessary to use a bridging tool. J-Integra
is a bridging tool that can be used to access Java components as though they were
Component Object Model (COM) components and vice versa [70]. The J-Integra bridge
or Java runtime, operates between the JBoss application server and the VB client as
outlined in Figure 7.21.
J-lntegra Bridge

••

f
VB Client

JBoss AppServer

Figure 7.21: VB Client Accessing EJB Components
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The VB client is presently a scaled down version of the Web based client,
implementing only some aspects of the Device and Alarm Management services. The
user interface components are illustrated in Figure 7.22 and Figure 7.23. The CIM
Object Manager Console allows the user to view CIM classes, instances, and properties.
The alarm management service UI is an exact replica of the Web based version,
allowing the user to create a subscription, view/delete alarms processed, and receive
notifications via the polling mechanism.

Cimom

management:

Console

ivi'igw!!

[?:

Figure 7.22; VB Client CIM Object Manager Console UI

RIarm

Listener

>1 □ I
op

Console

^1

I

V<*W All

Figure 7.23: Alarm Management Service UI
The VB client code consists mainly of EJB method invocations and code required to
format and display the results, thereby clearly demonstrating the management
architecture’s separation of business and UI presentation logic. Clearly showing the
advantages of incorporating the MVC design pattern.
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7.7 Conclusion
This chapter has presented results, both architectural and performance based, of
the heterogeneous management application.
A key goal during the early design stages of the application was platform
independence. The platform independence and distributed nature of the various
management tiers and components is demonstrated during the deployment stages of the
application. Furthermore, the application’s inherent support for multiple thin client
types, due to the tiered architecture, is justified, through the successful development of
the Visual Basic application.
In terms of performance, results presented show that the management
application’s batch mechanisms are best suited to process get and set property
operations, returning an average throughput of 68 and 30 properties (SNMP) per
second, for property sizes ranging from 1 to 100. The drawback with the batch property
method however, is that the throughput does not scale well to meet simultaneous user
requests, unlike the non-batched getProperty and setProperty methods. A comparison
between the HTTP and the RMI protocols showed RMI to be much faster, performing
up to twice as fast for property retrieval operations.
The alarm management service can handle alarms arriving at a rate of 120 and 45
alarms per second over a 60 second interval for SNMP and CMIP based alarms. The
alarm handling throughput being dictated by the SNMP and CMIP listeners operating
within the event providers. In terms of processing ability, the service can process
indications at a rate of 28 per second. The application’s ability to handle and process
random bursts of alarms over a much large interval is also confirmed, clearly
demonstrating the stability of the underlying management architecture.
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8.1 Conclusions
I'he SNMP and OSI systems management frameworks are non-proprietary open
standards for network management, initially designed to solve the problem of device
heterogeneity in network environments. SNMP is ubiquitous in the IP world, while OSI
systems management has found a niche in the telecommunications sector. Both
standards have succeeded in standardising network management within their particular
domains. However, the rapid pace of telecommunications integration has removed the
boundaries between traditional telecommunications and computer communications,
resulting in the evolution of telecom carrier networks toward IP based technology. This
has led to the emergence of multi-protocol heterogeneous networks, consisting of
SNMP, OSI systems management, and other proprietary protocols. Due to the lack of
interoperability within these heterogeneous networks, the complexity and the price of
management solutions have increased significantly, while the overall power and control
is decreased.
The DMTF has proposed a new management initiative, WBEM, based on a newly
developed standardised management information model, CIM. Essentially, WBEM is
an implementation of the CIM management model and provides a way for management
applications to share management data independently of vendor, protocol, operating
system, or management standard. To achieve this, it has to standardised the two most
intuitive aspects of management, the communication protocol and the management
information. By using HTTP as the communication protocol for a CIM data payload
represented in XML, WBEM has achieved in creating a standardised management
architecture suitable for managing elements within a heterogeneous environment. An
important reason for the swift uptake of WBEM is that it does not attempt to replace
current management protocols such as SNMP and CMIP. Rather, WBEM has
incorporated support for these protocols through the use of a providers many protocols
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can be integrated into WBEM, thereby allowing existing devices in a network to co
exist with newly designed WBEM versions.
The work presented here has investigated, designed, and implemented a
heterogeneous network manager capable of managing SNMP and CMIP based devices
operating within a heterogeneous network environment. The application is based on a
platform independent, multi-tiered, distributed architecture. The WBEMServices
implementation of WBEM provides the interface to the legacy and mixed protoeol
architectures of the underlying architecture.
The application architecture incorporates a middle-tier J2EE based application
server, operating between a Web-based thin client and the WBEM CIM Object
Manager. The application server deploys the management business logic, consisting of
JavaBeans and enterprise beans in the Web and EJB tiers, respectively. Platform
independence is inherent in the application, due to the selection of Java as the
programming language and the suceessful integration of various Java based
heterogeneous tools and toolkits. The deployment stage of the application confirmed
this, showing the application’s ability to be deploy various components across a
selection of operating systems types, such as Windows 2000 and Linux Mandrake 8.0.
The application is structured to allow access from a Web-based thin client, such
as a Web browser. The Web-based user interface allows the network to be administered
from a variety of devices, such as a desktop PC, PDA, a WAP/GPRS enabled mobile
phone, or any platform capable of running a Web browser. However, by applying the
MVC design pattern during the early development stages, the application is structured
to allow multiple client types to access the enterprise logic or application functionality.
This is successfully demonstrated for a Visual Basic application.
In terms of performance, results presented in chapter 7 show that the management
application can process property retrieval operations at a rate of 68 and 110 properties
per second, for SNMP and CMIP MIB values respectively. In the case of property
modification, results show the application’s ability to operate at a throughput of 30 and
58 properties per second, for SNMP and CMIP MIB values respectively. The alarm
management service can handle alarms arriving at a rate of 120 and 45 alarms per
second over a 60 second interval for SNMP and CMIP based alarms. In terms of
processing ability, the service can process indications at a rate of 28 per second.
This thesis demonstrates the successful implementation of a heterogeneous

161

Chapter S; Conclusions and Future Work

network management application. From the outset we set out to design an platform
independent, extendable, and scalable management application, capable of managing
simulated SNMP and CMIP agents. This was achieved through the use the WBEM
architecture and J2EE based technologies. The application’s scalability is achieved
through the use of an EJB container, session enterprise beans and message driven beans.
Extensibility is incorporated through the use of the WBEM provider architecture, which
allows for the seamless integration of network management protocols.

8.2 Future Work
There is a need to improve the performance of the CMIP event provider class, as
it does not compare well to the SNMP version. This will entail having to investigate
further, the performance of the Monfox TMN API used to implement the CMIP alarm
listening functionality, with the view to improving its alarm handling capabilities. A
further area of investigation is the incorporation and testing of alarm sequencing
functionality, to ensure that alarms arriving out of sequence from the underlying agents
are properly ordered by the management application. This will require the management
application to examine the index numbers and timestamps of the various alarms
received. Additionally, the incorporation of an active alarm table would present the user
with alarms that have not yet been handled by the human operator. Database tables may
be dedicated to various alarms and their states. For example, a table may exist to hold
all alarms in the open state, that is, alarms awaiting operator handling. A handled alarm
may then be removed from the open table to be logged as handled.
Currently, the performance and functionality of the management application is
tested using simulated SNMP and CMIP agents. Although they are configured to
imitate real world proxy agents, it is envisaged that the application’s functionality can
be further examined by managing a live heterogeneous network, such as the Vodafone
2.5G carrier network.
With the introduction of 3G services, the concepts of service quality will
become increasingly critical. Service level agreements (SLA), which are formal
negotiated agreements between the service provider and the customer, are designed to
achieve and maintain specified QoS [71]. SLA contracts rely on key performance
indications (KPI) and key quality indicators (KQI) to provide measurement of a specific
aspect of the performance of a service resource, such as a network device, or a specific
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products. A software component integrated into the heterogeneous management
application could utilise the heterogeneous data retrieval functionality of the
application, to correlate data from managed devices, and provide statistical analysis for
KPI and KQI measurements, for service level agreement purposes.
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