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Izvleček
Glavni cilj doktorske disertacije je preučiti, kako uporabiti stanja spina in naboja
v polprevodniških kvantnih pikah za obdelavo kvantnih informacij. Do spinskih
prostostnih stopenj dostopamo prek sklopitve spin-tir Rashbovega tipa, s čimer se
izognemo uporabi zunanjega magnetnega polja. Ker je jakost Rashbove sklopitve
mogoče spreminjati prek zunanjega električnega polja, nam to omogoča hitrejše in
enostavnejše krmiljenje sistema. V našem delu se osredotočimo na dva tipa kvantnih
pik: kvantni obroč in kvadratno kvantno piko.
Unitarna transformacija hamiltoniana nam omogoča, da lastna stanja elektrona
v odsotnosti zunanjega potenciala zapišemo kot transformirana stanja elektronov na
ravni žici. Transformacija spina povzroči, da je le-ta lokalno zasukan proti središču
kroga. Podobna časovno odvisna unitarna transformacija je uporabna tudi v primeru
elektrona v premičnem harmonskem potencialu. Načrtni premiki elektrona, ujetega
v takšen potencial, povzročijo vrtenje njegovega spina. To je moč uporabiti za
kontrolirane transformacije kubita, sestavljenega iz para Kramersovih lastnih stanj,
kar lahko nazorno prikažemo kot vrtenje na Blochovi sferi. Numerični izračuni z
realističnimi fizikalnimi parametri kažejo, da je z vožnjo elektrona mogoče doseči
poljubno transformacijo enega kubita.
V primeru periodičnega potenciala na obroču nam unitarna transformacija omo-
goča, da Blochova in Wannierjeva stanja izrazimo kot ustrezne transformirane rešitve
enodimenzionalnega sistema. Wannierjeva stanja lahko dodatno lokalno transformi-
ramo in tako ustvarimo bazo, ki je zaradi svojih spinskih lastnosti in enostavnega
hamiltoniana ugodna za zapis večdelčnih problemov na Rashbovem obroču.
Takšno bazo, izraženo z operatorji druge kvantizacije, uporabimo pri preuče-
vanju dvoelektronskega sistema, v katerem se delca odbijata prek Coulombske sklo-
pitve. Simetrijske lastnosti nam omogočajo, da lastna stanja tovrstnega sistema
interpretiramo kot rotacijska stanja z ohranjenim psevdospinom in vibracijami med
elektronoma, ki so posledica elektrostatskega odboja.
Podobne simetrijske lastnosti uporabimo tudi v primeru dveh elektronov v kva-
dratni kvantni piki. Na podlagi numeričnih izračunov modeliramo sistem kot obroč
s 4 mesti, kar vodi do enostavnega zapisa efektivnega hamiltoniana kot matrike di-
menzije 8 × 8. Časovni razvoj Bellovih stanj pokaže, da sta singletno in tripletno
stanje z enako porazdelitvijo naboja obetavna kubitna baza, v kateri lahko poljubno
transformacijo kubita dosežemo z ustreznim krmiljenjem lokalnega potenciala v
piki in jakosti Rashbove sklopitve. Natančnejša analiza z upoštevanjem realis-
tičnih fizikalnih parametrov pokaže, da sistem sklopljenih dvoelektronskih kvadrat-
nih kvantnih pik ustreza vsem petim DiVincenzovim kriterijem za univerzalni kvantni
računalnik, kar kaže na možnost njihove uporabe v kvantnem procesiranju informa-
cij.
Ključne besede: elektron, kvantna pika, kvantni obroč, sklopitev spin-tir, Rash-
bova sklopitev, kubit, kubitna transformacija, kvantno računalništvo
PACS:03.65.Ud, 03.65.Vf, 71.70.Ej, 73.63.Nm, 73.63.Kv

Abstract
The aim of the thesis is to investigate the possibility of using spin-charge states in
semiconductor quantum dots for quantum information processing. To avoid the use
of a magnetic field and thus ensure fast and fully electric control of spin dynamics,
a spin-orbit coupling of the Rashba type controlled by an externally applied electric
field is used to manipulate the electrons’ spin. Two types of quantum-dots are
investigated, a quantum ring and a square quantum dot.
A unitary transformation of the Rashba ring Hamiltonian is used to find the
eigenstates of an electron in the absence of additional external potential as trans-
formed eigenfunctions of an electron in one-dimensional linear systems, which results
in a crown-like local spin structure. A similar time-dependent unitary transforma-
tion is used for an electron in an externally driven harmonic potential, providing a
controlled spin transformation expressed as a set of rotations on the Bloch sphere,
spanned by the pseudo-spin Kramers doublet states. Numerical calculations with
realistic physical parameters are used to confirm the suitability of the proposed
system for arbitrary single-qubit transformations.
A transformation of the Hamiltonian is also used to investigate the electron
in a periodic potential on a ring and to express its Bloch and Wannier states as
transformed versions of their one-dimensional counterparts. The local spin-rotated
Wannier states are written in a form that could be used as a computational basis
for many-electron states on a Rashba ring.
We also investigate two electrons on a ring coupled by a Coulomb interac-
tion, with states expressed in terms of one-electron Wannier states using second-
quantization operators. Basic rotation and spin symmetry properties are used to
simplify the Schrödinger equation and interpret its eigenstates as rotating two-
electron states with a constant pseudo-spin, vibrating due to the repulsion between
the particles.
Similar symmetry properties are used to describe the two-electron states in a
square quantum dot. Numerical calculations are used to model the system as a 4-
site quantum ring, which allows for its description by an effective 8×8 ground-state
Hamiltonian. The basis of the Bell states is used to investigate the time evolution of
charge and spin properties of the system, showing that the Bell singlet and triplet
states are a suitable basis for a single-qubit transformation controlled by the local
electrostatic potential and the Rashba coupling in the dot. A detailed analysis with
realistic physical parameters shows that the system of coupled quantum dots fulfils
all five DiVincenzo criteria for a universal quantum computer, indicating its great
potential for the use in quantum information processing.
Keywords: electron, quantum dot, quantum ring, spin-orbit coupling, Rashba
coupling, qubit, qubit transformation, quantum computation
PACS: 03.65.Ud, 03.65.Vf, 71.70.Ej, 73.63.Nm, 73.63.Kv
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Chapter 1
Introduction
1.1 Introduction and motivation
Spintronics is a rapidly developing field on the border between physics and technol-
ogy, investigating the possibility of using electron spin for information processing.
In conventional electronic devices, the information is written as a presence of elec-
tric charge or current, representing logical value 1, or absence of charge or current,
representing logical value 0. This idea has been widely used in computers and other
electronic devices since the beginning of their development. During the second half
of the previous century, the ability to control electrons charge has made enormous
progress, allowing for the fabrication of electric circuits of the size of only a few tens
of nanometer. At this scale, the quantum effects can hardly be neglected. In order to
achieve further miniaturization of the components and reduction in the magnitude
of electric currents, quantum effects will have to be taken into account. [1]
Along with its charge, the electron possesses another important quantity, spin,
which can not be properly described within the bound of classical physics. The
two distinct states that the spin can occupy seem like an excellent way to encode
information; spin ↑ represents logical 1 and spin ↓ is equivalent to 0. The idea
of spintronics is to incorporate this electron property and use it for information
processing. With the use of spin, information can in principle be encoded in a single
electron, leading to a wide range of advantages of spintronics over charge-based
information processing: increased data processing speed, non-volatility, decreased
power consumption and increased integration densities. The ability to encode logical
0 and 1 into a quantum state and manipulate it in a controlled way is also a huge
step towards the realization of a quantum computer. [1]
A wide variety of spintronic devices has been proposed, ranging from spin field ef-
fect transistors, spin light-emitting diodes, spin resonant tunnelling devices to optical
switches, modulators, encoders, decoders and quantum bits for quantum computa-
tion and communication. So far, only a few of the proposed devices have actually
been produced. The discovery of the giant magnetoresistance effect in 1988 [2] has
opened the path to the fabrication of a spin valve. This device, constructed from
a thin layer of conductor sandwiched between two layers of ferromagnetic material,
has a conductance strongly dependent on tiny variations of the external magnetic
field. It is today widely used in commercial hard drives installed in computers. [1]
The coupling of spin with the magnetic field via the Zeeman term is traditionally
used to manipulate electron spin. This is the reason that the first spintronic devices
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were proposed to be fabricated from ferromagnetic materials and manipulated with
external magnetic fields. However, from a practical point of view, semiconductor
heterostructures are a much more suitable environment for electron manipulation,
in part due to the high mobility of electrons and in part due to the highly developed
technology of surface gate fabrication using various etching techniques. [1, 3] So
far, many devices have been proposed to incorporate both ferromagnetic and semi-
conducting materials, transferring spin-polarized electron current from one type of
material into another. However, the fabrication of a junction between the ferromag-
net and the semiconductor with desired properties turns out to be quite difficult.
[1]
The use of a magnetic field for spin manipulation also brings a few difficulties.
The Gauss law for magnetic fields (∇·B = 0) is the reason that magnetic fields are
difficult to localize to a small region, which is needed to address individual electrons,
so a different method of spin manipulation is desired [1]. One such method was
proposed by Datta and Das in 1990 [4]. The authors proposed the use of spin-orbit
(SO) coupling, present in a 2-dimensional electron gas (2DEG) on the junction of
InGaAs and InAlAs to induce a spin rotation in the electrons travelling from one
contact to another. At a certain segment between the contacts, carefully tuned SO
coupling would result in destructive interference for one orientation of electron spin
and constructive interference for the other orientation. The device would therefore
operate as a spin transistor with the conductance of each spin orientation depending
on external voltage used to tune the SO coupling.
The main goal of this thesis is to investigate a few model spintronic devices
and evaluate their applicability as building blocks of a quantum computer. As
motivation to fulfil this task and to understand the criteria the system must meet
to be applicable as a qubit, some basic concepts of quantum computation will be
presented in Section 1.2. The device will be modelled as a system of one or two
electrons entrapped in semiconductor quantum dots defined by surface gates. The
basic concepts of such systems and the experimental techniques used to manipulate
and measure the charge and spin of electrons in quantum dots will be explained in
Section 1.3. To avoid the use of magnetic fields, the manipulation of spin-charge
states in the system will be carried out by spin-orbit coupling of the Rashba type.
The origin and properties of this coupling will be presented in Section 1.4 of this
introduction.
1.2 Quantum computation
The idea of using quantum phenomena in computation was first initiated by the
work of Yuri Manin in 1980 [5], Richard Feynman in 1982 [6] and David Deutsch
in 1985 [7]. In its 30-odd years of development, a theory of quantum computation
has been established, studying the power of quantum computers in the language of
computational complexity, comparing it with classical computers. Many quantum
algorithms that would solve classically hard computational problems in efficient ways
have been proposed, however, a fully functional general-purpose quantum computer
has not yet been realized. [8]
In a classical computer, the information is written in the system in a binary form
using bits, which can take values of 0 or 1. The advantage a quantum computer has
over a classical one lies in the fact that its basic piece of information, quantum bit
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or qubit, can take an arbitrary superpositon of values 0 and 1. The state of a qubit
is written as
|ψ〉 = α |0〉+ β |1〉 , (1.1)
where the coefficients must be normalized: |α|2 + |β|2 = 1. The state of the bit in a
modern classical computer is written as a presence or absence of charge or current in
the electronic component, while in a quantum computer, it is represented by a state
of two-level quantum system. Finding a suitable system for the implementation of
qubits has been a goal of many theoretical and experimental endeavours and will
also be the main topic of this thesis. The criteria for a system to be suitable for
quantum computation have been summarized in five simple rules by DiVincenzo in
1996. [8, 9, 10]
1) The first requirement is to have a scalable system of well defined qubits.
While well defined two-state quantum systems are not difficult to find, the scaling
is a more serious problem. It requires a system wherein a large number of identical
qubits are coupled to each other in a controlled manner, forming a Hilbert space of
dimension, that grows exponentially with the number of qubits. The basis states of
such system are direct products of basis single-qubit states. [8, 9]
2) The second criterion is the possibility to initialize the system in a well defined
initial state. Usually we expect this to be the state |000...0〉 with all qubits being
in state |0〉. For the qubits with state |0〉 having lower energy than state |1〉, this
can be achieved by cooling the system, although in some systems faster methods of
initialization are possible. [11]
3) The third criterion represents the core of quantum computation. It states that
we must be able to perform arbitrary single-qubit and two-qubit transformations. A
single-qubit transformation changes the coefficients of the superposition α and β to
some new coefficients, representing a new qubit state. By expressing the coefficients
as
α = cos
(
Θ
2
)
, β = eiΦ sin
(
Θ
2
)
, (1.2)
we can represent a system as a point on the so-called Bloch sphere with Θ repre-
senting the polar angle and Φ being the azimuthal angle, as shown in Fig. 1.1. The
north pole of the sphere represents state |0〉 and the south pole state |1〉. Single-
qubit transformations are usually written as a two-by-two matrix, acting on the
vector of coefficients α and β, representing a rotation of the point around a certain
axis in space for a given angle. [8, 10]
Some examples of single-qubit gates are the Pauli-X or NOT gate,
X/NOT =
(
0 1
1 0
)
, (1.3)
switching the state of the qubit from |0〉 to |1〉 or vice versa. On the Bloch sphere,
this transformation is represented as a rotation around axis x by angle pi. Pauli-Y
gate
Y =
(
0 −i
i 0
)
(1.4)
flips the states as well, but also multiplies them with two different phase factors. It
is equivalent to a rotation around axis y by angle pi. [8, 10]
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Figure 1.1: Qubit states on a Bloch sphere. Black dots represent qubit basis states
|0〉 and |1〉, while the blue dot represents superposition state |ψ〉, defined by angles
Θ = pi/4 and Φ = pi/3.
The phase gate
RΦ =
(
1 0
0 eiΦ
)
, (1.5)
equivalent to rotation around z axis by angle Φ, does not mix qubit states, but
merely multiplies them by different complex phases. A special case for angle Φ = pi
gives us the Pauli-Z gate
Z =
(
1 0
0 −1
)
. (1.6)
Another important gate is the Hadamard gate
H =
1√
2
(
1 1
1 −1
)
. (1.7)
It transforms a basis qubit state |0〉 or |1〉 into an equal superposition of named
states. It is represented as a rotation around axis (ex + ez)/
√
2 for an angle pi. If
Hadamard gate is applied to each qubit in the system, the resulting state is an equal
superposition of all multi-qubit basis states of the system, which is often needed as
initial state in quantum algorithms. [8, 10]
In two-qubit transformations, the gate acting on one of the qubits is determined
by the state of the other qubit. This kind of transformation is essential for the
communication between different parts of the quantum computer. Ideally the system
should offer the possibility to perform two-qubit transformation between any pair
of qubits. Due to the spatial separation of qubits, this is usually not possible, but
the protocols exist that enable the communication between chosen qubits via other
qubits [8]. It can be shown that any two-qubit transformation is composed of single-
qubit rotations on each of the qubits and a two-qubit controlled-NOT (CNOT) gate.
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Since the transformation acts on two-qubits simultaneously, it is written as a 4× 4
matrix in the basis of states |00〉, |01〉, |10〉 and |11〉 [8].
CNOT =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 (1.8)
This transformation only flips the state of the second qubit when the first qubit is
in state |1〉, otherwise it leaves both qubits intact. All the single-qubit gates listed
above can also be transformed into controlled two-qubit gates (e.g. controlled-Z
gate).
4) After the initial state of the quantum computer is manipulated using single-
and two-qubit gates, the final state must be measured to obtain the computation
result. The ability to effectively and precisely distinguish between both qubit states
is the fourth requirement posed by DiVincenzo. It is important to note that in
general, at the end of the calculation, each qubit is entangled with other qubits and
the system is in a quantum superposition of different states. The measurement of
one qubit will thus result in a collapse of the quantum state of the entire system.
It is therefore desirable for quantum algorithms to be designed in such a way that
the qubits are not entangled at the end of computation or that the result can be
obtained by measuring the state of only a few qubits. [8]
5) For the quantum computer to function properly, the qubits must be sufficiently
isolated from the environment that their quantum state is not disturbed. Sources
of decoherence can arise from thermal fluctuations, coupling to external electric
and magnetic field, coupling to magnetic moments of the material in which qubits
are located, etc. While the theoretical approach to quantum computation is well
developed, decoherence within the system is currently the main issue preventing the
construction of a large scale quantum computer. Although error correction codes can
be applied, they are only efficient if the error in each step of the computation does not
exceed ∼ 10−4. The general rule is therefore that the time of qubit transformation
must be about 104 times shorter than the decoherence time of the system. [8]
In some cases, quantum algorithms designed for use in quantum computers of-
fer a significant increase in computational speed. The reason for their efficiency is
the use of quantum phenomena such as quantum entanglement and superposition
of states. We can imagine a quantum computer as performing the same mathe-
matical operations on many superimposed states at once, evaluating all different
results, which are again written as a superposition of final states. However, not
all results can be extracted from the system, because a single measurement of the
final state collapses the wave function. Still, using carefully designed measurements,
information unobtainable by a classical computer can be extracted from a quantum
computer. The most notorious quantum algorithm, Shor’s algorithm [12], allows
for the factorization of large integers, which could be used in cryptography. Other
important quantum algorithms include quantum Fourier transformation, quantum
database search and Simon’s problem [13]. A quantum computer could also be
used to simulate quantum systems, offering better insight into high-temperature
superconductors and similar systems, which are difficult to simulate on a classical
computer. [8]
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So far, many systems have been proposed as candidates for quantum comput-
ers, for example superconducting circuits [14], trapped ions in optical lattices [15],
topologically protected surface states in solid-state systems [16] or semiconductor
quantum dots [17], each of them having its advantages and disadvantages. In this
thesis we will focus on qubits, defined as states of electrons in semiconductor quan-
tum dots.
1.3 Semiconductor quantum dots
Semiconductor quantum dots are systems in which electrons are confined to an area
so small that their movement can be neglected. The properties of the system are
therefore described by energy levels of electron states. If the dot is occupied by
more than one electron, the symmetry properties of different spin states affect the
occupation of orbital states, resulting in a strong coupling between spin state and
charge distribution of electrons.
Semiconductor quantum dots are fabricated on the heterojunction of two differ-
ent semiconductors, grown by deposition of a 50−100nm layer of one semiconductor
on top of the other using molecular-beam epitaxy. Both semiconductors usually have
a very similar crystal structure, with only some of the atoms in the crystal lattice
substituted with different atoms from the same group of periodic system. A few ex-
amples of such junctions are Si/SiGe, GaAs/InGaAs or InGaAs/InP. The different
band structure in different semiconductors results in the bending of energy levels
in the vicinity of the junction. If the conduction band in one of the semiconduc-
tors is bent below the chemical potential, the region is populated with conducting
electrons, introduced by the doping of one of the semiconductors with donor atoms.
Energy levels on a junction are schematically shown in Fig. 1.2. The thickness of
the electron layer is usually about 10 nm, effectively confining the movement of elec-
trons to two dimensions, forming a so called two-dimensional electron gas (2DEG).
The electrons in 2DEG have low density (typically ∼ (1− 5)× 1015 m−2) and high
mobility (105−107 cm2/V s). Low electron density results in large screening length,
allowing a formation of areas where 2DEG is depleted of electrons due to an ex-
ternal electric field. To allow for the observation of quantum effects in 2DEG, the
system must be cooled to temperatures well below 1 K. Experiments are typically
performed in dilution refrigerators, at a temperature of about 20 mK. [3, 17]
The shape of the quantum dot and its chemical potential are defined by an electric
field applied to certain regions of 2DEG using voltage gates. These are etched in
the conductor layer, which is applied onto the semiconductor layer. The use of
electron-beam lithography (EBL) allows for the fabrication of gates with resolutions
up to 2 nm [19], while the use of a scanning tunnelling microscope allows for the
production of gates with atom precision [20]. Since the depleted area is formed
in 2DEG more than 50 nm below the voltage gates, the actual limit for details of
quantum dot design is larger than 2 nm. However, it is still much smaller than
the typical size of the dots used in experiments. In addition to the gates defining
the shape of the dot, several other voltage gates are usually present and are used
to control the parameters of the dot and measure its properties. An example of a
complex gate structure defining an array of 5 quantum dots is presented in Fig. 1.3.
[3, 17]
To control the number of electrons in the dot, it should be connected to one
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Figure 1.2: GaAs/AlGaAs heterostructure and band diagram. The layer of
AlxGa1−xAs (∼ 50 − 200 nm thick) is deposited on the bulk GaAs and covered
with a thin (∼ 10 nm) layer of GaAs. On the junction of semiconductors, the energy
bands are bent, forming a triangular potential well. Additional electrons filling the
well are introduced by doping AlGaAs with donor atoms.[18]
or more electron reservoirs, which are basically areas of 2DEG where electrons are
not depleted. Voltage gates are used to control the potential of the reservoir and
its tunnelling coupling to the dot. In order to fill the dot with electrons, coupling
between the reservoir and the dot must be increased, allowing the electrons to occupy
energy states lower than the chemical potential of the reservoir. The energy of
electrons in the dot is roughly composed of two contributions. Single-particle energy
with discrete levels depends primarily on the size and shape of the dot but also on the
external magnetic field lifting the degeneracy of different spin states. The charging
energy describes a Coulomb interaction between electrons in the dot and therefore
strongly depends on the number of electrons in the dot. The number of electrons
in the dot and the quantum states which they occupy can both be to some extent
determined by the external magnetic field and gate voltages. [3]
To initiate the quantum dot in a desired state, its energy spectrum must be
known, allowing the determination and application of suitable gate voltages. This
is usually determined by measuring the electric current flowing from one reservoir
through the dot to another reservoir. The current is present only when one or more
energy levels of the dot lie below the chemical potential of the first reservoir and
above the potential of the second reservoir. By sweeping the values of both potentials
over a chosen interval, the energy levels and occupancy of the dot at different gate
voltages can be exactly determined. [3]
The charge in the dot is determined by measuring the current through a quan-
tum point contact (QPC). In this device, a current flows through a very narrow
conductor, leading to quantized conductance. At the transition point between two
values of conductance, the current through the QPC depends so strongly on the
electrostatic environment of the device that the change of the charge in the dot,
corresponding to single electron, can be measured. By placing QPC in the vicinity
of the dot, the absolute value of electrons in it can be determined. The QPC can
be fabricated in the same way as other gates used to control the dot, which allows
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Figure 1.3: Scanning electron microscope of an array of 5 coupled quatum dots,
fabricated in a GaAs/AlGaAs heterostructure. Larger gates are used to define the
shape of the dots, while smaller gates in between define the local potential in each
dot. White circles indicate areas in which electrons are entrapped. [17]
for its efficient integration into the dot architecture. This technique allows for the
observation of the dynamics of charge in the dot on a microsecond time scale. [3]
To determine the spin state of the system, single-shot readout method is usually
used. In contrast to QPC charge sensing, this measurement destroys the quantum
state in the dot. The idea behind this measurement is that at certain values of gate
potentials, the electrons occupying certain energy levels will tunnel out of the dot at
a faster rate than electrons in other states. One simple example is to set the chemical
potential of the reservoir between the Zeeman split energy levels. If the electron spin
in the dot points in the opposite direction than the magnetic field, its energy will
be high enough to allow the tunnelling out of the dot, which can be measured as a
current with QPC. The electron with the different spin orientation will have lower
energy, preventing the tunnelling. Another typical example is a measurement of the
singlet and triplet states in a two-electron quantum dot. In the triplet state, one
of the electrons is occupying an excited orbital state, which has more weight near
the edge of the dot. This leads to a stronger coupling to the reservoir and a faster
tunnelling rate. The triplet state will therefore tunnel out of the dot faster than the
singlet state, which can again be measured by current or charge sensing. [3, 17]
The main unresolved issue, limiting the use of semiconductor quantum dots in
quantum computation, is charge and spin dephasing. Charge dephasing is a conse-
quence of electrostatic coupling of the electron in the dot with the environment and
can to some extent be eliminated by suitable gate architecture and improved dot
fabrication. Spin dephasing originates from two main sources. Spin-orbit coupling,
which will be discussed in detail in the next section, induces spin rotation due to
the movement of electron charge. Although it is usually considered as a source of
decoherence, in this thesis it will be incorporated in the Hamiltonian and therefore
eliminated as a source of dephasing. The other source of spin decoherence is cou-
pling of electron to nuclear spin of semiconductor. This contribution is much more
important in semiconductors of type III-V, for example GaAs, as in Si. The reason
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is that in GaAs, all the nuclei are magnetic, while only about 4% of silicon (29Si
isotope) nuclei exhibit magnetic properties. [17]
The advance of technology and use of appropriate experimental techniques can
considerably extend decoherence times, allowing for the realization of several ex-
periments relevant for quantum computation. In many cases, the quantum state is
encoded as a linear combination of singlet and triplet states in a two-electron double
quantum dot [21, 22, 23, 24, 25, 26, 27]. The experiments show that the decoherence
time of spin-charge states in GaAs is about 20 ns [21], while the value for Si quan-
tum dots is more than ten times higher (360ns, [26]). This time, however, can be
greatly extended by the use of echo techniques similar to those in nuclear magnetic
resonance experiments, but with gate voltage instead of magnetic field pulses. By
using a simple Hahn-echo technique, equivalent to spin-echo in NMR, decoherence
time in GaAs can be extended to about 1µs [22], while the use of more complicated
schemes have been shown to increase the decoherence time to 200µs [25]. Taking the
typical time for a qubit transformation to be about 1 ns [21, 22, 23, 24, 25, 26, 27],
this allows for more than 105 consecutive transformations.
In this thesis, we will be dealing with two types of quantum dots. First is a
quantum ring, a quantum dot with topologically non-trivial properties. While in
most quantum dots, the electron is practically fixed in space or can move only from
one dot to another, as in the case of the double dot, the quantum ring allows the
electron to travel in a circular way with explicit periodic boundary conditions. The
quantum ring can be realized in different ways. It can either be defined as an actual
circle using properly designed voltage gates [28] or it can be designed as a cascade of
coupled quantum dots forming a circle [29] (both options are presented in Fig. 1.4).
Another type of quantum dot that we are interested in is a large square quantum
dot with two electrons [30, 31, 32, 33]. For a small quantum dot, the shape of
the single-electron wave function is almost irrelevant as the electrons are extended
across the entire quantum dot. For larger dots, however, the electrons form a Wigner
molecule state, with the electron charge localized and spatially separated [30]. The
localization of electrons leads to the system behaving similarly to a set of smaller
quantum dots and can in some limits be approximated as a quantum ring.
We see that semiconductor quantum dots allow for an impressive level of control
over the quantum states of individual electrons. The advanced technology of epitaxy
and lithography allows for the fabrication of electric gates with resolutions in the
nanometer range, leading to precise control of the shape of the quantum dot. Precise
positioning of the gates allows for a high level of control over the initialization and
evolution of electron states, while non-destructive methods for charge measurement
allow for effective analysis of the final state. Spin-charge decoherence, being one
of the final obstacles to quantum computation, have in recent experiments been
effectively eliminated using echo techniques, leaving the semiconductor quantum
dots as one of the most promising candidates for the physical implementation of a
quantum computer.
1.4 Spin-orbit coupling in semiconductors
The underlying concept of spin-orbit (SO) coupling between the motion of an elec-
tron and its spin state is a Lorentz transformation of the electric field in the moving
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(a) (b)
Figure 1.4: Two possible realizations of a quantum ring using semiconductor quan-
tum dot technology. (a) The SEM image of a quantum ring that is defined by voltage
gates etched in the form of a circle [28]. (b) Coloured SEM image of a quadruple
quantum dot arranged in a circle. Labels show where the quantum point contact
current is measured to determine the charge in each dot. Appropriate time depen-
dence of voltages on gates forces the electron to travel the whole circle between the
dots [29].
frame. In a system travelling with velocity v, the electric field E is seen as an
induced magnetic field
B = − 1
c2
v ×E. (1.9)
This field couples with electron spin via Zeeman interaction, resulting in vacuum
SO coupling
HSO =
~
4m20c
2
σ · (p×E) . (1.10)
Due to factor c2 in the denominator, the effect in vacuum is usually quite weak. For
electrons in a crystal lattice, however, the electric field E = −∇V0 is a result of the
Coulomb potential V0, caused by atom nuclei, which can have a very large value if
the electron is moving close to the atom. [34]
The first effect of SO coupling in semiconductors lies in the structure of en-
ergy bands describing the orbital motion of electrons. While the conducting band,
originating from s-orbital electrons without angular momentum, is not considerably
affected, the structure of the valence band, originating from p-like orbitals and sep-
arated from the conduction band by energy gap E0, is changed significantly. The
orbital movement of electrons in a valence band couples with spin, resulting in the
total angular momentum j being a good quantum number and characterizing the
bands. Upper valence bands with j = 3/2 are degenerate at k = 0, but split into
two bands for k 6= 0. These bands are called "heavy holes" and "light holes" due
to different energy dependence on k which can be interpreted as a different effective
mass. Bands also differ in the z component of angular momentum, with heavy holes
having jz = ±3/2 and light holes jz = ±1/2. Below these two bands lies the split-
off holes band, with j = 1/2, separated from light and heavy holes by the so-called
30
1.4. Spin-orbit coupling in semiconductors
spin-orbit gap ∆0. It is worth noting that each of the 4 described bands is two-fold
degenerate due to spin, resulting in 8 energy levels. The band structure of GaAs as
a typical semiconductor with strong SO coupling is sketched in Fig. 1.5. [34]
Figure 1.5: Sketch of the band structure of GaAs. [34]
Analysis of the SO coupling effect on spin degree of freedom is rather complicated
and will not be presented in detail. The idea is to use the k ·p method and envelope
function approximation (EFA) to calculate the matrix elements, coupling all 8 energy
bands described above, resulting in a so-called 8 × 8 Kane Hamiltonian [35]. The
gaps E0 and ∆0 are usually larger (of order 1.5 and 0.3 eV, respectively, in GaAs)
than off-diagonal matrix elements, allowing us to use the Löwdin perturbation theory
[34, 36] to transform the Hamiltonian. The result is an effective SO Hamiltonian,
coupling both spin states in each of the 4 previously spin-degenerate bands, with
different bands being decoupled. In our work, we will be interested in the conduction
band, describing electrons and their SO coupling in semiconductor quantum dots.
The off-diagonal elements in the Kane Hamiltonian strongly depend on the sym-
metry properties of the crystal lattice of the studied material. Semiconductors of
group IV, for example Si and Ge, crystallise in a diamond lattice with an inversion
symmetry, causing many SO matrix elements to vanish, leading to small SO cou-
pling. On the other hand, III-V semiconductors, for example GaAs, crystallise in a
zinc blende structure, which lacks the center of inversion, causing strong spin-orbit
effects. [34]
For the bulk zinc blende semiconductor, the leading SO term in the transformed
Kane Hamiltonian is cubic in momentum p. We call it the Dresselhaus term [37]
HD,3d = Bpx
(
p2y − p2z
)
σx + c.p., (1.11)
where c.p. denotes cyclic permutation with respect to x, y and z and pi are pointing
along the principal axis of the crystal structure. The coefficient B is a material
parameter, which is usually determined experimentally but can also be calculated
using k · p and EFA methods. For GaAs it takes a value B ≈ 27 eVÅ3. [34, 38]
If the electron is limited to 2 dimensions as in 2DEG, the terms in the Hamil-
tonian depending on z and pz should be substituted with the corresponding ex-
pectation values. While 〈pz〉 = 0, the expectation value of p2z does not vanish but
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is approximated by the thickness of the 2DEG layer d: 〈p2z〉 =
(~pi
d
)2. The main
contribution to the Dresselhaus coupling in 2DEG is therefore linear in p:
Hβ = β (pxσx − pyσy) (1.12)
with β ≈ −B (pi
d
)2, taking a value β ≈ 2× 10−3 eV nm in 10 nm thick GaAs 2DEG
. There also exists a Dresselhaus term that is cubic in p,
HD,2d = Bpxpy (pyσx − pxσy) , (1.13)
which can in most cases be neglected if the thickness of the 2DEG is small. [38]
In contrast to the Dresselhaus coupling, which originated in bulk inversion asym-
metry (BIA), the Rashba coupling is the consequence of a structure inversion asym-
metry (SIA) [39]. As we described in Section 1.3, electrons in 2DEG are confined in
the z direction by asymmetric effective potential, which creates an effective electric
field perpendicular to the 2DEG. This gives rise to the Rashba SO term
Hα = αR (pyσx − pxσy) = αRσ · (ez × p) . (1.14)
The coefficient αR depends on the materials in which the heterostructure is manu-
factured, as well as on the electron density in the 2DEG. [34, 38]
Both Rashba and Dresselhaus SO couplings can be interpreted as a Zeeman cou-
pling of electron spin with an effective magnetic field, depending on the momentum
p: H = −σ · B(p). For the Rashba coupling, field B(p) is always perpendicular
to the momentum, while for the Dresselhaus coupling, the effective magnetic field
rotates in the opposite direction to the momentum. The dependence of direction of
B(p) on p for both the Rashba and Dresselhaus couplings is sketched in Fig. 1.6.
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Figure 1.6: The direction of an effective magnetic field for the Rashba (a) and
Dresselhaus (b) SO couplings for different directions of p.
An important difference between both kinds of coupling is that while the strength
of the Dresselhaus coupling is completely determined by the material and fabrica-
tion of the heterojunction, the strength of the Rashba coupling can be artificially
controlled by applying an external electric field perpendicular to the 2DEG plane.
This is why we will ignore the effects of the Dresselhaus coupling and focus only on
the Rashba coupling and its potential use for quantum information processing.
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The measurements of Rashba coupling in III-V semiconductor heterostructure
show the value αR ≈ 10−2 eVnm and amplification of about 50% by external elec-
tric field, induced by voltage of about 1V in InGaAs/GaAs and InGaAs/InP het-
erostructures [40, 41] and αR ≈ 2 × 10−2 eVnm and amplification by factor 2 in
more complicated InAs/InGaAs/InAlAs heterostructure. These values are one or-
der of magnitude larger than Dresselhaus coefficient β in GaAs, justifying its omis-
sion in the thesis. More complicated heterostructures with more layers of different
semiconductors can be used to achieve even larger values of coupling, for example
αR ≈ 6.3 × 10−2 eVnm reported in Ref. [42]. This values are of order of magni-
tude larger than values of β in similar systems, indicating that Dresselhaus term
can be neglected. In some more exotic systems, larger values and amplifications
of Rashba coupling can be observed. On the surface states of Bi2Se3, the values
of αR = (3.6 − 13) × 10−2 eVnm have recently been measured [43] and in InAs
nanowires, amplification of factor 6 (αR = (0.5−3)×10−2 eVnm) has been observed
[44]. However, it is not clear if these two system can be used to construct quantum
dots. It is worth noting that SO terms are sometimes defined using wave vector k in-
stead of momentum p, which leads to different values and units of coefficients α and
β. However, with the use of simple dimension analysis one can quickly determine
which notation is being used.
1.5 Organization of the thesis
The thesis is organized into 7 chapters. The general introduction given in this chap-
ter is followed by a more technical introduction in Chapter 2, where the Hamiltonian
of an electron on a ring in the presence of a Rashba coupling is introduced. Its deriva-
tion is followed by a discussion of its symmetry properties and an introduction of a
unitary transformation that simplifies the Hamiltonian. The use of transformation
is demonstrated on a simple problem of an electron state in the absence of external
potential. This example is used to discuss some general properties of eigenstates on
a Rashba ring, which are of great use for the analysis of more complicated systems.
The transformation is generalized for a time-dependent Hamiltonian in Chap-
ter 3. It is demonstrated on a system of one electron in a time-dependent external
harmonic potential to calculate analytically the evolution of its wave function. We
also show how the result can be used to manipulate pseudo-spin qubit states in a
controlled manner suitable for single-qubit transformations.
An electron on a ring with a periodic potential is considered in Chapter 4. The
Bloch eigenstates obtained with unitary transformation are analysed in terms of
energy, spin and charge distribution and compared with equivalent functions in a
linear system. Two sets of Wannier states are derived from Bloch states, each of them
with significantly simplified spin or energy properties. Both sets are then used to
describe a simple system of two interacting electrons on a Rashba ring in Chapter 5.
Symmetry properties of the system are used in that chapter to find two-electron
eigenstates analytically and compare the resulting spin and energy properties with
numerical calculations.
In Chapter 6, a system of two electrons in a square quantum dot is studied.
The symmetry properties obtained in Chapter 5 are used to analyse the system
and recognize the states suitable for controlled qubit manipulation. We show that
appropriately controlled time-dependent voltage gates enable the system to fulfil all
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five DiVincenzo rules for a universal quantum computer. The thesis is concluded
with Chapter 7 where we give a general discussion of the results, mention some
possible issues and propose further research goals.
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Free electron on a ring with the
Rashba coupling
2.1 Introduction
This chapter will introduce the reader to the field of single-electron physics on a ring
in the presence of spin-orbit coupling. Quantum rings are often used to describe
spintronic devices, sometimes because they are actually ring-shaped and sometimes
because a quantum ring is a simple but still highly non-trivial mesoscopic structure.
The electron on a ring can be described as a one-dimensional system with periodic
boundary conditions (PBC). While in most cases these are used only as a mathe-
matical tool, on a quantum ring these boundary conditions have an actual physical
meaning, leading to many interesting phenomena. In the presence of a magnetic
field, for example, PBC leads to persistent charge currents in the ring [28, 45]. The
complex phase acquired by quantum states in the magnetic field, combined with
PBC, leads to observable interference, the so-called Aharonov-Bohm effect [46]. It
turns out that SO interaction (SOI) leads to very similar effects [47, 48, 49]. It was s
hown quite early that SOI on a ring can be seen as an effective spin-dependent flux
[50], similar to magnetic flux through a ring, leading to the electrical counterpart of
Aharonov-Bohm effect, the so called Aharonov-Casher effect [51, 52].
The correct introduction of a Rashba SO term to the Hamiltonian of a ring is
not trivial. The reason for this lies in the rotation of the local coordinate system
of an electron travelling around the ring. The correct derivation, which will be
presented in Section 2.2, was first introduced by Meijer et al. [53] and resulted
in a large number of papers theoretically studying the effects of SO coupling on
ring states. The eigenstates of electrons on a ring in the presence of both Rashba
and Dresselhaus couplings exhibit non-trivial spin structure and persistent spin and
charge currents [54, 55, 56, 57, 58]. The transmission through the ring with SO
coupling with two [47, 59, 60, 61, 62, 63] or more [64, 65, 66, 67] attached leads
could potentially be useful in spintronics. The combined effect of both SOI and
magnetic flux has been studied in Refs. [60, 61, 63, 65], where it was shown that
such a system functions as a spin interferometer where constructive interference
occurs for one spin orientation and destructive for the other. Such a device could
be used both for spin filtering [61, 64, 66, 68, 69] and measurement of the strength
of SO coupling [52, 70, 71]. Spin-dependent conductance has also been proposed to
be used to perform single-qubit transformations on electrons [72].
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In Section 2.2 of this chapter, we will derive the Rashba Hamiltonian for electrons
on a ring following the procedure in [53] and [73]. In the next Section 2.3, we
will discuss the symmetry properties of the Hamiltonian. This will be helpful in
finding the unitary transformation to simplify the Hamiltonian in Section 2.4. The
eigenstates of the Hamiltonian in the absence of external potential will be calculated
in Section 2.5. Angular momentum, energy and spin of the eigenstates will be
determined and compared with the states of an electron on a straight wire in the
presence of a Rashba coupling. The chapter will be concluded in Section 2.7 with
the discussion of the main results relevant for the remainder of the thesis.
2.2 Derivation of Hamiltonian
We had introduced the Hamiltonian for electrons in a 2DEG in the presence of
Rashba coupling in Section 1.4. The magnetic flux caused by the magnetic field
perpendicular to the 2DEG is introduced by standard transformation p→ p− eA,
where A is a vector potential and e electron charge.
H =
1
2m
(p− eA)2 + αRσ · ez × (p− eA) + µBg
2
σ ·B (2.1)
The properties of the material in which the 2DEG is fabricated are effective mass
m, Rashba coupling αR and Lande factor g. Effective mass is usually about one
hundredth of electron mass (≈ (0.01− 0.06)m0 [74]) for III-V semiconductors. The
values of the Rashba coupling were already presented in Section 1.4, while the values
of the Lande g-factor in 2DEG are usually smaller in magnitude than the vacuum
value −2 (−0.44 in GaAs [74], −0.8 in InGaAs [75] and −1 in InAs [76]), but can
take large values in bulk semiconductors (−(5− 50) [74]). The coupling of electron
spin with magnetic field B via the Zeeman term is also proportional to the Bohr
magneton µB. Due to the small values of g in 2DEG and the desire to achieve full
electric control over spin, the Zeeman term will be of negligible significance for the
thesis and will mostly not be considered.
To describe an electron on a ring, one needs to perform a careful derivation
of Hamiltonian first presented by Meijer, Morpurgo and Klapwijk [53]. Additional
discussion of this problem was presented by Berche, Chetlain and Medina [73] who
considered a different approach to the derivation through the symmetry properties
of the Hamiltonian. Both approaches will be presented in this chapter.
2.2.1 Hamiltonian in polar coordinates
The idea is to rewrite the Hamiltonian (2.1) in such a way that the electron is
described by a single coordinate, the polar angle ϕ, while its confinement in the radial
direction is strong enough that the movement in this direction may be neglected.
We first rewrite the Hamiltonian (2.1) with cylindrical coordinates with x = ρ cosϕ
and y = ρ sinϕ
H(ρ, ϕ) =− ~
2
2m
[
∂2ρ +
1
ρ
∂ρ − 1
ρ2
(
i∂ϕ +
φ
φ0
)2]
− ~αR
ρ
σρ(ϕ)
(
i∂ϕ +
φ
φ0
)
+ iαRσϕ(ϕ)∂ρ +
µBg
2
Bσz. (2.2)
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φ is magnetic flux through the ring and magnetic flux quantum is φ0 = h/e. σρ(ϕ)
and σϕ(ϕ) are position-dependent linear combinations of standard Pauli operators,
σρ (ϕ) = σx cosϕ+ σy sinϕ
σϕ (ϕ) = −σx sinϕ+ σy cosϕ (2.3)
If we now set ρ to a constant value ρ = R and neglect the terms with derivatives
over ρ, we obtain
H(ϕ) =− ~
2
2mR2
(
i∂ϕ +
φ
φ0
)2
+
µBg
2
Bσz − ~αR
R
σρ(ϕ)
(
i∂ϕ +
φ
φ0
)
. (2.4)
Although easy to derive, this Hamiltonian is no longer Hermitian for the single-
valued function of ϕ. This can easily be shown with a simple calculation. For a
Hermitian Hamiltonian and single-valued spinor functions |F 〉 and |G〉, it should
hold
〈F |H |G〉∗ = 〈G|H |F 〉 . (2.5)
However, for the Rashba part of the Hamiltonian (2.4), the expression results in
〈F |σρ(ϕ)i∂ϕ |G〉∗ = 〈G|σρ(ϕ)i∂ϕ |F 〉 − i 〈G|σϕ(ϕ) |F 〉 . (2.6)
We see that the term σρ(ϕ)i∂ϕ is obviously not Hermitian. One way to correct this
is to augment the Hamiltonian with a term proportional to σϕ(ϕ). If we substitute
operator σρ(ϕ)i∂ϕ with
W = σρ(ϕ)i∂ϕ − iAσϕ(ϕ), (2.7)
we see that expressions
〈F |W |G〉∗ = 〈G|σρ(ϕ)i∂ϕ |F 〉 − i(1− A∗) 〈G|σϕ(ϕ) |F 〉 (2.8)
and
〈G|W |F 〉 = 〈G|σρ(ϕ)i∂ϕ |F 〉 − iA 〈G|σϕ(ϕ) |F 〉 (2.9)
are equal and the Hamiltonian is Hermitian when A∗ = A = 1
2
. In the following
section, we will use a more rigorous calculation to prove that the substitution (2.7)
indeed gives us the correct Hamiltonian. We will present two approaches. In the first,
more practical approach, a confining potential is introduced in the radial direction
restricting the movement of the electron to the ring. In the second approach, the
Hamiltonian will be derived through the symmetrization of the Rashba term.
2.2.2 Ring confining potential
In a semiconductor quantum dot system, quantum ring is realized by confining the
electron to one-dimensional movement with potential in radial direction, defined by
gate voltage, applied on the top of 2DEG (Section 1.4). This is described by adding
to Hamiltonian (2.2) a strong potential Vring(ρ) which is small only in a narrow
region around ρ = R and large on the rest of the plane. Schematic picture of the
ring with labelled Cartesian and polar coordinates is shown in Fig. 2.1. For a narrow
ring, the confining energy in radial direction is much larger than kinetic energy in
azimuthal direction, Zeeman energy or SO energy. We can also include additional
potential V1(ρ, ϕ), which describes any additional gate potential, added to a ring to
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Figure 2.1: Schematic presentation of an electron (orange dot) on a ring with Carte-
sian and polar coordinates labelled.
manipulate electrons. This term should be much smaller than potential defining the
ring, V1(ρ, ϕ) Vring(ρ), but can still be much larger than azimuthal kinetic energy
or SO energy.
The hierarchy in contributions to energy allows us to break the Hamiltonian
(2.2) into two parts: H0 consists of the parts describing the radial motion and the
ring-confining potential:
H0 = − ~
2
2m
[
∂2ρ +
1
ρ
∂ρ
]
+ Vring(ρ). (2.10)
The rest of the Hamiltonian includes azimuthal kinetic energy, the Rashba term,
the Zeeman coupling and any additional potential V1(ρ, ϕ):
H1 =
~2
2mρ2
(
i∂ϕ +
φ
φ0
)2
+
gµB
2
Bσz−~αR
ρ
σρ(ϕ)
(
i∂ϕ +
φ
φ0
)
+i~αRσϕ(ϕ)∂ρ+V1(ρ, ϕ).
(2.11)
The energy scale of H0 is much larger than that of H1, therefore H1 can be treated
as a perturbation. Since H0 depends only on ρ, its eigenfunctions are separable into
ρ and ϕ:
Ψ(ρ, ϕ) = R(ρ)Φ(ϕ). (2.12)
In the limit of very narrow rings and low temperatures, all electrons will be in
their lowest radial mode R0(ρ) with infinitely many degenerate azimuthal modes:
Ψn(ρ, ϕ) = R0(ρ)Φn(ϕ). Φn(ϕ) is a complete set of spinors in the ϕ direction. The
matrix elements of H1 in this basis are
amn = 〈Φm(ϕ)| 〈R0(ρ)|H1(ρ, ϕ) |R0(ρ)〉 |Φn(ϕ)〉 , (2.13)
from which we can read the Hamiltonian in 1D directly
H1D(ϕ) = 〈R0(ρ)|H1(ρ, ϕ) |R0(ρ)〉 . (2.14)
To obtain an explicit expression, we need to assume a certain confining potential
Vring(ρ) and calculate the lowest radial mode. As we are interested in a truly 1D
ring, we can chose any confining potential and in the end take the proper limit of
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high confinement. The simplest case is harmonic potential, located at radius R:
V (ρ) = 1
2
K(ρ−R)2. The Schrödinger equation determining the radial modes is
− ~
2
2m
[
∂2ρ +
1
ρ
∂ρ
]
+
1
2
K(ρ−R)2R(ρ) = ER(ρ). (2.15)
In the limit of a narrow ring, the term 1
ρ
∂ρ can be neglected, which gives us the
equation of a harmonic oscillator with lowest energy modes
R0(ρ) =
(
γ
R
√
pi
)2
e−
1
2
γ2(ρ−R)2 , (2.16)
where γ4 = mK~2 . The one-dimensional limit is obtained by letting K and conse-
quently γ go to infinity. We use the function (2.16) to obtain the explicit form of
H1D (2.14). We need to evaluate the expectation values of operators 1ρ and ∂ρ. The
first term is
〈R0(ρ)| 1
ρ
|R0(ρ)〉 =
∫ ∞
0
1
ρ
R20(ρ)ρdρ =
1
R
. (2.17)
This result is expected and we have already used it in Eq. (2.4) with the term
ασρi∂ϕ. The second operator, ∂ρ, which we originally assumed would vanish in the
one-dimensional Hamiltonian, gives the expectation value of
〈R0(ρ)| ∂ρ |R0(ρ)〉 =
∫ ∞
0
R0(ρ)
∂R0(ρ)
∂ρ
ρdρ = − 1
2R
. (2.18)
This is exactly the term that we introduced by hand in Eq. (2.7), suggesting that
both approaches are consistent.
The expectation value of potential V1(ρ, ϕ) is also easy to evaluate for a narrow
ring, giving the value of the potential at fixed coordinate ρ = R:
〈R0(ρ)|V1(ρ, ϕ) |R0(ρ)〉 =
∫ ∞
0
R20(ρ)V1(ρ, ϕ)ρdρ = V1(ρ = R,ϕ) = V1D(ϕ). (2.19)
Since this is the only potential energy term left in the Hamiltonian, we will avoid
the subscript and name it simply V (ϕ).
After using the results (2.17) and (2.18) in Eq. (2.14), we get correct form of the
Hamiltonian for a one-dimensional ring
H1D(ϕ) =Hkin +HZ + V (ϕ) +HSO(ϕ) =
=
~2
2mR2
(
i∂ϕ +
φ
φ0
)2
+
gµB
2
Bσz + V (ϕ)−
−~αR
R
[
σρ(ϕ)
(
i∂ϕ +
φ
φ0
)
+
i
2
σϕ(ϕ)
]
. (2.20)
To simplify the notation, we introduce new parameters to the Hamiltonian
~2
2mR2
≡ , µBg
2
B ≡ b, 2mRαR
~
≡ α, φ
φ0
≡ φm. (2.21)
 and b are measured in units of energy while φm and α are dimensionless. The
parameters are useful to express calculations in a simpler form and to compare
relative contributions of different terms. The Hamiltonian, expressed with new
parameters, is:
H =  (i∂ϕ + φm)
2 − α
[
σρ(ϕ) (i∂ϕ + φm) +
i
2
σϕ(ϕ)
]
+ bσz + V (ϕ). (2.22)
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2.2.3 Symmetrization of Rashba Hamiltonian
The derivation of the Hamiltonian presented above is straightforward and easy to
understand, however, it is instructive to present another, more formal and in a sense
simpler way of derivation. We will use the correspondence principle to substitute
the "classical" variables with operators and then symmetrize the Hamiltonian.
The Rashba SO interaction in cylindrical coordinates with p = pρeρ+pϕeϕ+pzez
and σ = σρeρ + σϕeϕ + σzez takes the form
αRσ · (ez × p) = −α (σρpϕ − σϕpρ) . (2.23)
To transform the expression into a quantum Hamiltonian, we substitute momentum
p with the gradient in the corresponding direction:
pρ = −i~
(
∂ρ − 1
2ρ
)
, pϕ = −i~1
ρ
∂ϕ. (2.24)
For a state confined in the radial direction, the expectation value of radial momen-
tum vanishes: 〈pρ〉 = 〈R0(ρ)| pρ |R0(ρ)〉 = 0. Here we can recognize the mistake
made in Eq. (2.4), where we assumed 〈∂ρ〉 = 0. In polar coordinates, the gradi-
ent in the radial direction is not simply proportional to the derivative over ρ, so in
Section 2.2.1 we incorrectly set 〈∂ρ〉 = 0, while in fact 〈pρ〉 should be zero.
Once we set 〈pρ〉 = 0 we are left with only the first term of the SO Hamiltonian
(2.23), proportional to σρpϕ, which needs to be symmetrized:
HRashba,1D =
1
2
αR (σρpϕ + pϕσρ) . (2.25)
Commuting the term ∂ϕσρ, using the fact that ∂ϕσρ = σϕ and fixing the radial
coordinate ρ = R, we are left with
HRashba,1D = −i~αR
R
(
σρ∂ϕ +
1
2
σϕ
)
, (2.26)
a term that we can recognize in the previously derived Hamiltonian (2.20).
Both procedures obviously lead to the same Hermitian Hamiltonian (2.20) with
somewhat non-trivial properties. Pauli operators σρ and σϕ depend on the azimuthal
angle ϕ, giving the Hamiltonian some unusual symmetry properties, which will be
presented in the next section.
2.3 Symmetry properties of the Hamiltonian
In this section, we will discuss some of the symmetry properties of the Hamiltonian,
which will later be used in finding its eigenstates and eigenvalues. The choice of
external potential V (ϕ) and its symmetry affects the symmetry of the entire Hamil-
tonian. We will therefore neglect the potential and focus only on the properties of
the kinetic and SO parts of the Hamiltonian. In case of periodic potential V (ϕ),
some of the symmetry properties will be conserved and will be further studied in
Chapter 4.
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2.3.1 Rotation around the z-axis
A ring on which the Hamiltonian is defined is invariant to rotations around the z-
axis of the cylindrical coordinate system. A rotation for an angle ϕ0 is equivalent to
changing ϕ → ϕ − ϕ0 in Hamiltonian. The kinetic energy part of the Hamiltonian
− ~2
2mR2
(
i∂ϕ +
φ
φ0
)2
is obviously invariant to such transformations as it only contains
a derivative over ϕ and not the coordinate itself.
The electric field causing the Rashba coupling is perpendicular to the plane of the
ring, which means that the SO term in the Hamiltonian should also be symmetric
to rotation around z-axis. Substituting ϕ → ϕ − ϕ0 in the SO part of (2.20) gives
us:
HSO(ϕ−ϕ0) = −~αR
R
[
σρ(ϕ− ϕ0)
(
i∂ϕ +
φ
φ0
)
+
i
2
σϕ(ϕ− ϕ0)
]
6= HSO(ϕ). (2.27)
Pauli matrices σρ(ϕ) and σϕ(ϕ) are not invariant to substitution ϕ→ ϕ−ϕ0, which
means that a simple translation in ϕ is not a symmetry operation of the Rashba
Hamiltonian.
The reason for this peculiarity lays in the fact that with the substitution ϕ →
ϕ − ϕ0 we only transform "orbital" part of the Hamiltonian, which works fine for
kinetic and potential part. To transform the SO part correctly, we need to consider
the fact that a full rotation around the z-axis consists of two parts: a substitution in
the coordinate ϕ and a rotation in the spin space which transforms Pauli operators.
Spin rotation around the z-axis for an angle ϕ0 is written as an exponent of Pauli
σz operator
U †z (ϕ0) = e
−iϕ0
2
σz . (2.28)
It is easy to check that
U †z (ϕ0)σρ(ϕ− ϕ0)Uz(ϕ0) = σρ(ϕ)
U †z (ϕ0)σϕ(ϕ− ϕ0)Uz(ϕ0) = σϕ(ϕ). (2.29)
The correct way to apply full rotation to the SO part of a Hamiltonian is to
substitute coordinate ϕ → ϕ − ϕ0 and transform the Hamiltonian with U †z (ϕ0).
Combined transformation restores the initial SO Hamiltonian:
U †z (ϕ0)HSO(ϕ− ϕ0)Uz(ϕ0) = HSO(ϕ). (2.30)
Transformation U †z (ϕ0) acts only on spin-dependent terms of the Hamiltonian, so it
does not change the transformation properties of the kinetic and potential parts of
the Hamiltonian, which are spin-independent. The Zeeman term is proportional to
σz and independent of coordinate ϕ and therefore also invariant to rotation U †z (ϕ0).
The whole Hamiltonian can therefore be transformed in the same way as HSO,
U †z (ϕ0)H(ϕ− ϕ0)Uz(ϕ0) = H(ϕ). (2.31)
2.3.2 Commutation with angular momentum
The invariance to transformation can also be expressed as a commutation of the
Hamiltonian with a generator of the same transformation. The translation in ϕ is
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generated by operator Lz = pϕ = −i~∂ϕ, while spin rotation around z-axis is gen-
erated by Pauli matrix σz. The combined operation, used in Eq. (2.31), is therefore
generated by the z component of the total angular momentum
Jz = Lz + sz = ~
(
−i∂ϕ + 1
2
σz
)
=
( −i∂ϕ + 12 0
0 −i∂ϕ − 12
)
. (2.32)
It is not difficult to verify that Jz and Hamiltonian H commute
[Jz, H]− = 0. (2.33)
We can also construct an operator describing not only the z component of the
total angular momentum but all three components
J = L+ s = −i~∂ϕez + ~
2
σ. (2.34)
Since the electron is confined to a two-dimensional plane, x and y components of its
orbital angular momentum vanish. The operator of a square of J ,
J2 = J · J =~2
(
−∂2ϕ − iσz∂ϕ +
3
4
)
, (2.35)
also commutes with the Hamiltonian[
J2, H
]
− = 0. (2.36)
The commutation properties, especially commutation with Jz, will be useful in find-
ing the eigenstates of Hamiltonian H in Section 2.5 and will have a significant effect
on their properties.
2.3.3 Hamiltonian in rotated spin frame
Setting ϕ = 0 and ϕ0 → −ϕ0 in Eq. (2.29) and noting that
σρ (0) = σx
σϕ (0) = σy, (2.37)
we realize that Pauli operators σρ and σϕ are in fact standard Pauli operators,
rotated in spin space using U †z (ϕ)
σρ (ϕ) = U
†
z (ϕ)σxUz(ϕ)
σϕ (ϕ) = U
†
z (ϕ)σyUz(ϕ). (2.38)
We use this relation and try to transform the SO part of the Hamiltonian with
a reverse transformation Uz(ϕ). Note that the transformation depends on angle ϕ
and therefore does not commute with the derivative over ϕ, ∂ϕ. The magnetic flux
will be left out for the sake of simplicity but could easily be reintroduced later. The
transformed Hamiltonian is
Uz(ϕ)HSO(ϕ)U
†
z (ϕ) =−
i~αR
R
Uz(ϕ)
(
σρ(ϕ)∂ϕ +
1
2
σϕ(ϕ)
)
U †z (ϕ) =
=− i~αR
R
σx∂ϕ = αRσxpϕ. (2.39)
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In the rotated frame, the SO part of the Hamiltonian takes a form of SO Hamiltonian
in one dimension, obtained from Eq. (2.1) by setting px = 0 and renaming py →
pϕ. This Hamiltonian is used to describe an electron moving in one dimension, for
example on a wire (see Ref. [77, 78] and Section 2.6). We can argue that the reason
for the complicated form of the Hamiltonian actually lies in the fact that only
the coordinates have been transformed in a rotated system during the derivation
((x, y) → (ρ, ϕ)) while the spin frame remained the same. If we also rotate the
spin frame, the Hamiltonian retains the same form, which is consistent with the
expectation that the potential energy, which the Rashba coupling essentially is, is
the same in all local orthonormal frames [73].
The transformation with Uz(ϕ) obviously does not change the potential energy
V (ϕ) as it does not contain spin-dependent terms or derivatives over ϕ, or Zeeman
term, which contains only σz spin dependence. The transformation of the kinetic
term is more interesting:
Uz(ϕ)HkinU
†
z (ϕ) =
~2
2mR2
(
i∂ϕ +
1
2
σz
)2
(2.40)
The additional term 1
2
σz can be interpreted as a contribution of inertial forces in
a non-inertial coordinate system. Instead of a simple orbital angular momentum
Lz = i~∂ϕ, we see that kinetic energy is a square of a total angular momentum
Jz = Lz + sz, where sz is proportional to the Pauli σz operator,
Uz(ϕ)HkinU
†
z (ϕ) =
1
2mR2
J2z . (2.41)
This gives us new insight into the form of the ring Hamiltonian (2.20); it can
be derived directly from a 2D Hamiltonian if the transformation of coordinates
(x, y)→ (ρ, ϕ) is accompanied by a corresponding rotation of the spin frame and if
the correct form of kinetic energy, in which the spin’s contribution to the rotation
is considered as well, is taken into account.
2.4 Unitary transformation of Hamiltonian
The symmetry properties described in the previous section, especially spin rotation
around the z axis, indicate that the SO ring Hamiltonian can be transformed into a
simpler form. In this section we will introduce a unitary transformation U which will
eliminate magnetic flux and the Rashba coupling from the Hamiltonian, allowing us
to find the eigenstates and eigenenergies much more easily [68, 79]. The eigenstates
of the original Hamiltonian are then obtained by applying a reverse transformation
to the wave function.
We start by writing the Schrödinger equation. In this chapter, we will restrict
ourselves to time-independent Hamiltonians and will therefore use the stationary
Schröedinger equation
Hψ(ϕ) = Eψ(ϕ), (2.42)
while time-dependent Schrödinger equation will be studied in Chapter 3.
The transformation is introduced by first multiplying both sides of the Schrödinger
equation from the left with the transformation U
UHψ(ϕ) = UEψ(ϕ) = EUψ(ϕ). (2.43)
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Energy E is a scalar, so it commutes with U . Now, since U is unitary, we can insert
the expression UU † = 1 on the left side of the equation between H and ψ(ϕ),
UHU †Uψ(ϕ) = EUψ(ϕ). (2.44)
Now we define the transformed HamiltonianH ′ and transformed wave function ψ′(ϕ)
H ′ = UHU †, ψ′(ϕ) = Uψ(ϕ), (2.45)
and rewrite Eq. (2.44) as
H ′ψ′(ϕ) = Eψ′(ϕ). (2.46)
After solving the transformed Schrödinger equation (2.46), eigenstates of the original
Hamiltonian are obtained using a reverse transformation ψ(ϕ) = U † ψ′(ϕ). We want
to find such a U that the HamiltonianH ′ is as simple as possible. The transformation
of the SO ring Hamiltonian (2.22),
H =  (i∂ϕ + φm)
2 − α
[
σρ(ϕ) (i∂ϕ + φm) +
i
2
σϕ(ϕ)
]
+ bσz + V (ϕ), (2.47)
will be carried out in three steps.
2.4.1 Magnetic flux
The first step in simplifying our Hamiltonian is to eliminate magnetic flux φm using
the transformation
Uφ = e
−iφmϕ. (2.48)
This is a standard procedure to eliminate magnetic flux from a Hamiltonian called
Peierls substitution [80]. The transformation is diagonal in spin, so it only affects
the terms containing ∂ϕ. We need to evaluate the expression
Uφ (i∂ϕ + φm)U
†
φ =Uφ
(
U †φ (i∂ϕ + φm) +
[
i∂ϕ + φm, U
†
φ
])
=
=Uφ
(
U †φ (i∂ϕ + φm) + i(iφm)U
†
φ
)
=
=UφU
†
φ (i∂ϕ) = i∂ϕ. (2.49)
The transformation Uφ exactly eliminates magnetic flux from the linear momentum
term (i∂ϕ + φm). The same can be done for the kinetic term, which is quadratic in
momentum
Uφ (i∂ϕ + φm)
2 U †φ = (i∂ϕ)
2 . (2.50)
The transformed Hamiltonian no longer contains magnetic flux φm,
H ′ = UφHU
†
φ = −∂2ϕ − iα
[
σρ(ϕ)∂ϕ +
1
2
σϕ(ϕ)
]
+ bσz + V (ϕ). (2.51)
2.4.2 Spin rotation around the z-axis
The second transformation that we apply to the Hamiltonian (we now use the already
transformed H ′) is a spin rotation around the z-axis
Uz = e
iϕ
2
σz . (2.52)
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The transformation was already introduced in Section 2.3.1 and used to transform
the Hamiltonian in Section 2.3.3. The result of the transformation (see Eq. (2.39)
for the SO part of the Hamiltonian and Eq. (2.40) for the kinetic part) is
H ′′ = UzH ′U †z = 
(
i∂ϕ +
1
2
σz
)2
− iασx∂ϕ + bσz + V (ϕ). (2.53)
Note that both the potential and the Zeeman term remain unchanged under trans-
formation Uz. The most important effect of this transformation is that it eliminates
the position-dependent Pauli matrices σρ(ϕ) and σϕ(ϕ). The resulting Hamiltonian
can be seen as written in a coordinate system that rotates as the coordinate ϕ in-
creases. In such a coordinate system, the electron "sees" the ring as a straight wire,
resulting in the simplified SO term HSO = −iασx∂ϕ. The rotation results in an
additional term in kinetic energy, which is now proportional to J2z , as explained in
Section 2.3.3.
2.4.3 Spin rotation around tilted axis α
To find the next step of the transformation, it is useful to rewrite the Hamiltonian
(2.53) into a slightly different form by joining the spin-orbit terms proportional to
the products of momentum (∂ϕ) and Pauli matrices
H ′′ = (i∂ϕ)
2 + σzi∂ϕ +

4
− iασx∂ϕ + bσz + V (ϕ) =
= (i∂ϕ)
2 + i∂ϕ (−ασx + σz) + bσz + V (ϕ) + 
4
=
= (i∂ϕ)
2 + α · σ (i∂ϕ) + bσz + V (ϕ) + 
4
. (2.54)
We introduced unnormalized vector α,
α = (−α, 0, 1) , (2.55)
that is tilted from z towards −x due to the Rashba coupling. To eliminate the term
containing α, we first need to recognize that the first two terms in Eq. (2.54) can be
rewritten in quadratic form, similar to magnetic flux in the original Hamiltonian,
 (i∂ϕ)
2 + α · σ (i∂ϕ) =
(
i∂ϕ +
1
2
α · σ
)2
− 
(
1
2
α · σ
)2
=
=
(
i∂ϕ +
1
2
α · σ
)2
− 
4
(
1 + α2
)
. (2.56)
The last term is constant and therefore does not affect the solution of the Schrödinger
equation. To transform the first term, we use the same method that we used in
eliminating the magnetic flux. We use the transformation
Uα = e
−iϕ
2
α·σ, (2.57)
that is a spin rotation around a normalized vector nα
nα =
1√
1 + α2
(−α, 0, 1) = (sinϑα, 0, cosϑα) , tanϑα = −α, (2.58)
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for an angle
γα = ϕ
√
1 + α2. (2.59)
Spin rotations Uz and Uα are presented schematically in Fig. 2.2. The angle ϑα
describing the tilting of vector α will often be used throughout the thesis. As we
shall see, it determines the tilting of spin of the electrons in the eigenstates of the
Hamiltonian.
nα
Figure 2.2: Transformations Uz and Uα, presented as spin rotation for ϕ = pi/4
and α = 1.3. Uz rotates the spin around the z axis for γz = −ϕ (purple arrows),
transforming the original coordinate system (black) into an intermediate coordinate
system (red). This is followed by transformation Uα, rotating around vector nα
for angle γα = ϕ
√
1 + α2 (green arrows), transforming the intermediate coordinate
system (red) into the final spin frame (blue).
Although the exponent in Uα is a spin operator instead of a scalar, it affects
the Hamiltonian in a similar way as the transformation Uφ. It eliminates the term
proportional to α ·σ in a similar way as Uφ eliminated magnetic flux in Eq. (2.50),
Uα
(
i∂ϕ +
1
2
α · σ
)2
U †α = (i∂ϕ)
2 . (2.60)
The Hamiltonian H ′′, transformed with Uα, no longer contains a coupling of spin
and momentum
H ′′′ = UαH ′′U †α =  (i∂ϕ)
2 + bUασzU
†
α + V (ϕ)−
α2
4
. (2.61)
The potential energy V (ϕ) again remains unaffected as it does not depend on spin.
The Zeeman term, however, is more problematic, with the expression UασzU †α hav-
ing quite a complicated form. Nevertheless, the Hamiltonian H ′′′ is much simpler
than the original H. Note that until this point we have not neglected any of the
Hamiltonian’s terms and that it still contains all its parameters, some of which are
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hidden in transformation U = UαUzUφ. The Hamiltonian H ′′′ can therefore be used
as a starting point for the analysis of any system with an electron on a ring in the
presence of magnetic flux, the Rashba coupling, the Zeeman coupling and/or exter-
nal potential. To simplify the notation, we will from now on refer to the transformed
Hamiltonian as H ′ = UHU † instead of H ′′′.
2.5 Eigenstates of free electron on Rashba ring
To demonstrate the usefulness of the transformed Hamiltonian in finding the eigen-
states of the Schrödinger equation, we will use it to solve a simple problem of an
electron on a ring without external potential V (ϕ) [79]. We will find the eigenstates
of the system and examine the properties of eigenenergy and expectation values of
the spin, which both differ significantly from those of an electron in the absence of
a Rashba coupling.
We will for the moment neglect the Zeeman term b which will be reintroduced
later in Section 2.5.3. The transformed Hamiltonian is thus very simple, containing
only the kinetic and constant energy terms due to the Rashba coupling
H ′ = −∂2ϕ −
α2
4
. (2.62)
The eigenstates of this Hamiltonian are simple plane waves multiplied by a spinor
χ˜s
ψ′ks(ϕ) = e
ikϕχ˜s. (2.63)
The energy consists of the kinetic part, proportional to k2, and the SO part
Eks = k
2 − α
2
4
. (2.64)
We labelled the states with two quantum numbers: the wave number k describes the
spatial part of the wave function and s describes spin. Quantum number s can only
take two values, s = 1/2 =↑ or s = −1/2 =↓. At this point, the orthogonal spinors
χ˜s can be chosen arbitrarily since H ′ does not contain spin-dependent terms. The
allowed values of k will be determined by boundary conditions of ψ′ks(ϕ).
As all the functions will be defined on the same interval ϕ ∈ [0, 2pi], we decided
to avoid the writing of normalization 1/
√
2pi by including the normalization in the
definition of the scalar product:
〈ψ| φ〉 = 1
2pi
∫ pi
−pi
ψ∗(ϕ)φ(ϕ)dϕ. (2.65)
2.5.1 Matrix notation for pseudo-spin states
The wave functions in the thesis will always appear in pairs, labelled by pseudo-spin
quantum number s. These pairs are generally constructed as
ψs(ϕ) = f(ϕ)χ˜s(ϕ), (2.66)
where f(ϕ) is an envelope function of position and χ˜s(ϕ) is a position-dependent
spinor function. It can be written as
χ˜s(ϕ) = U(ϕ)χs, (2.67)
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where U(ϕ) is a position-dependent spin transformation and χs is a basis spinor
quantized along the z-axis. The spinor χ˜s(ϕ) can always be written as a superposi-
tion of basis spinors
χ˜s(ϕ) =
∑
s′
ass′(ϕ)χs′ . (2.68)
Coefficients ass′(ϕ) are of course matrix elements of U(ϕ) written in the basis of
spinors χs. This indicates that χ˜s(ϕ) can be written in two ways, as a transformation
of a basis spinor Eq. (2.67) or as a matrix multiplication
χ˜s(ϕ) = [XU(ϕ)]s . (2.69)
We introduced a row of basis spinors
X = (χ↑, χ↓) (2.70)
and a matrix notation of spin operator U . For transformation U , the matrix elements
are
[U ]ss′ = χ†sUχs′ , (2.71)
or in a more compact form
U = X †UX . (2.72)
Note that different fonts will be used for operator (U) and its matrix representa-
tion (U) throughout the thesis. Furthermore, the notation X † denotes a column
containing conjugated basis spinors χ†s
X † =
(
χ†↑
χ†↓
)
. (2.73)
It will often prove useful to write both pseudo-spin wave functions as a single
object using this newly introduced matrix notation
Ψ(ϕ) = (ψ↑(ϕ), ψ↓(ϕ)) = f(ϕ)U(ϕ)X = f(ϕ)XU(ϕ), (2.74)
especially when calculating spin expectation values for various states. The matrix
form of Pauli operators σi will often be used and therefore be denoted as τi = X †σiX
τx =
(
0 1
1 0
)
, τy =
(
0 −i
i 0
)
, τz =
(
1 0
0 −1
)
. (2.75)
In the thesis we will use both matrix and ordinary notations of wave functions,
opting for the one that would offer a more intuitive insight in each individual case.
2.5.2 Modified boundary conditions
The allowed values of wave number k and eigenspinor χ˜s of eigenstate ψ′ks(ϕ) are
determined by periodic boundary conditions. Special care must be taken at this
point. The boundary conditions are not imposed on the wave function ψ′ks(ϕ) but
on the eigenfunctions ψks(ϕ) of the original Hamiltonian H, calculated from ψ′ks(ϕ)
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by inverse transformation ψks(ϕ) = U †(ϕ)ψ′ks(ϕ). This leads to modified periodic
boundary conditions for wave function ψ′ks(ϕ)
ψks(0) = ψks(2pi)
U †(0)ψ′ks(0) = U
†(2pi)ψ′ks(2pi). (2.76)
It is easy to verify that U †(0) = 1. On the right side of the equation, we evaluate
U †z (2pi) = −1, which leads to the equation
ψ′ks(0) =− e2piiφmU †α(2pi)ψ′ks(2pi)
χ˜s =− e2pii(φm+k)U †α(2pi)χ˜s. (2.77)
We see that we are in fact solving an eigenproblem for operator U †α(2pi) and that χ˜s
are its eigenspinors
U †α(ϕ)χ˜s = λsχ˜s. (2.78)
Pseudo-spin index s = ±1
2
is used to label both eigenstates. We already mentioned
that U †α(ϕ) is a rotation around vector α. The eigenspinors χ˜s of U †α(ϕ) will thus
represent spin states, pointing in the direction of α. They are obtained by rotation
of basis spinors χs around axis y by angle ϑα
χ˜s = U
†
y(ϑα)χs, U
†
y(ϑα) = e
−iϑα
2
σy , tanϑα = −α. (2.79)
The components of the transformation U †y(ϑ) in standard basis are
U †y(ϑ) = X †U †y(ϑ)X =
(
cos ϑ
2
− sin ϑ
2
sin ϑ
2
cos ϑ
2
)
. (2.80)
The eigenvalues λs are the exponents of the angle of rotation around the axis α.
Since the angle of rotation for different eigenspinors is exactly opposite, the eigen-
values will be complex conjugates
λs = e
isϕ
√
1+α2 . (2.81)
The solution of the eigenproblem (2.78) can therefore also be written in terms of
spin transformations where eigenvalues are treated as a spin rotation around the z
axis by angle −ϕ√1 + α2
U †α(ϕ)U
†
y(ϑα) = U
†
y(ϑα)U
†
z
(
−ϕ
√
1 + α2
)
. (2.82)
The result is easily verified by writing the transformation in standard basis. Note
that the eigenstates of U †α(ϕ) do not depend on ϕ, while the eigenvalues do. A
similar procedure of using modified boundary conditions will be applied in several
other parts of the thesis and should therefore be remembered.
Using the last results in Eq. (2.77) gives an equation determining the wavenumber
k
− e2ipi(φm+k)e2piis
√
1+α2χ˜s = χ˜s. (2.83)
What is interesting is that since the eigenvalues of U †α(ϕ) depend on s, the only
way for this equation to hold is that k also depends on s. This influence of the
pseudo-spin state on orbital part of the wave function is a direct consequence of
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the SO coupling. The wavenumber ks, now labelled also with pseudo-spin quantum
number, is calculated from (2.83):
ks = n+
1
2
− φm − s
√
1 + α2, n ∈ Z. (2.84)
The wave number k takes infinitely many discrete values, labelled by integer n.
The shift of the wave number k due to magnetic flux φm is a well known result,
causing phenomena such as Aharonov-Bohm effect and persistent currents. We see
that the Rashba coupling causes similar effect. The shift depends on pseudo-spin
quantum number s and increases with increasing Rashba coupling. To acknowledge
the similarity with the magnetic flux, we name the quantity
φα =
√
1 + α2 (2.85)
Rashba flux. This definition will be used throughout the thesis. Note that even in
the absence of α, the Rashba flux does not vanish but takes a value of 1. This result
may seem peculiar since we expect the effects of SO coupling to vanish when α = 0.
However, the term n+ 1/2− sφα will always take integer value for α = 0, and this
restores the results expected in the absence of a Rashba coupling.
The energy of the system depends on ks, therefore the energy of different spin
states will also depend on α
Eks =k
2
s −
α2
4
=
=
(
n+
1
2
− φm
)2
+

4
− 2s
(
n+
1
2
− φm
)
φα. (2.86)
To obtain the eigenstates of the original HamiltonianH, the wave function ψ′ks(ϕ)
(Eq. (2.63))
ψ′ks(ϕ) = e
iksϕU †y(ϑα)χs (2.87)
must be transformed with U †(ϕ). The easiest way to do so is to write eigenstate in
a matrix form. Writing components in standard spin basis, it is easy to show
Ψ′j(ϕ) = e
i(j−φm)ϕU †y(ϑα)e
−iϕ
2
φασzX . (2.88)
The pseudo-spin dependence of ks is now hidden in spin rotation around the z-axis.
We had also introduced the quantum number j = n + 1/2, which, as we will see
later, describes the z component of total angular momentum Jz. Next step is to
apply the transformation U †(ϕ)
Ψj(ϕ) =U
†
φU
†
zU
†
αΨ
′
j(ϕ) =
=ei(j−φm)ϕeiφmϕU †z (ϕ)U
†
α(ϕ)U
†
y(ϑα)e
−iϕ
2
φασzX . (2.89)
We now use Eq. (2.82): U †α(ϕ)U †y(ϑα) = U †y(ϑα)ei
ϕ
2
φασz . As the exponents of φα and
φm cancel out, we are left with a very simple result
Ψj(ϕ) = e
ijϕU †z (ϕ)U
†
y(ϑα)X . (2.90)
The wave function oscillates due to the exponent of angular momentum j. The spin
rotation U †z (ϕ) causes different ϕ dependence for upper and lower spin components.
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The spin rotation U †y(ϑα) causes the tilting of spin expectation values in the radial
direction, as we will see in Section 2.5.6, where the properties of the wave function
will be examined in detail. Note that the transformation of states ψ′ks(ϕ) to ψks(ϕ)
was much simpler in matrix notation than it would have been if each pseudo-spin
state were treated separately.
The Schrödinger equation can also be expressed in matrix form:
HΨj(ϕ) = Ψj(ϕ)Ej, (2.91)
with Ej being diagonal 2× 2 matrix
Ej = 
(
(j − φm)2 + 1
4
)
1− (j − φm)φατz. (2.92)
Matrix Ej can also be seen as a block of matrix elements of H in basis Ψj: Ej =
〈Ψj|H |Ψj〉. This view will be useful when the Zeeman term is included in the next
section.
2.5.3 Inclusion of the Zeeman term
This is the only section of the thesis where the Zeeman term is explicitly included.
This additional term can easily be taken into account in the simple case of a free
electron. The result provides some insight into the effects of this additional term
and indicates how the term could be included in more complicated systems. In other
chapters of the thesis, the Zeeman term will be neglected.
To include the Zeeman term to our solution, we calculate the matrix elements of
a Pauli matrix σz in the basis of Ψj and then diagonalize the Hamiltonian formed
from eigenenergies Ej (2.92) and matrix elements of the Zeeman term
Hb = b 〈Ψj1|σz |Ψj2〉 =
b
2pi
∫ pi
−pi
e−i(j1−j2)ϕX †Uy(ϑα)Uz(ϕ)σzU †z (ϕ)U †y(ϑα)Xdϕ =
= bδj1j2X †Uy(ϑα)σzU †y(ϑα)X = bδj1j2
(
cosϑα − sinϑα
− sinϑα − cosϑα
)
.
(2.93)
We see that the Zeeman term does not mix the states with different j, so only the
spin part of the Hamiltonian needs to be diagonalized. The matrixHb can be written
as a scalar product of a vector describing the effective magnetic field in basis Ψj(ϕ)
and the vector of Pauli matrices in standard spin basis τ = X †σX
Hb = b · τ , b = b (− sinϑα, 0, cosϑα) = bnα
∣∣
ϑα→−ϑα . (2.94)
The full Hamiltonian H with the Zeeman coupling included, written in the basis Ψj,
is therefore
H = 〈Ψj|H |Ψj〉 = Ej +Hb. (2.95)
The Hamiltonian is diagonalized by the matrix U †y(ϑb) with the angle of rotation
tanϑb =
b sinϑα
b cosϑα − jφα . (2.96)
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The eigenenergies are diagonal elements of the matrix
Eb = Uy(ϑb)HU †y(ϑb) =1
(
(j − φm)2 + 1
4
)
−
−τz [(j − φm) − b]
√
1 +
(
(j − φm)α
(j − φm) − b
)2
. (2.97)
Using the definition of H in the first row of Eq. (2.97), we can find an exact form of
eigenstates Ψ0(ϕ) in the presence of the Zeeman coupling,
Eb = 〈Ψ0|H |Ψ0〉 = Uy(ϑb) 〈Ψj|H |Ψj〉 U †y(ϑb). (2.98)
The wave functions
Ψ0(ϕ) =Ψj(ϕ)U †y(ϑb) =
=eijϕU †z (ϕ)U
†
y(ϑα)XU †y(ϑb) =
=eijϕU †z (ϕ)U
†
y(ϑα + ϑb)X (2.99)
diagonalize the Hamiltonian H and are therefore its eigenstates. The rotation angles
in U †y can be combined: ϑ0 = ϑα + ϑb with
tanϑ0 = tan (ϑα + ϑb) = − (j − φm)α
(j − φm)− b/. (2.100)
The eigenfunction of a Hamiltonian that includes the Zeeman coupling Ψ0(ϕ) differs
from the eigenfunction in the absence of a Zeeman term only in the angle of rotation
ϑ in operator U †y(ϑ). The reason for this is that the Zeeman term does not act on
the orbital part of wave function but only on spin. The tilting angle ϑ0 is affected
both by the Rashba coupling, which tends to tilt the spin of the electron to the
angle ϑα, and the magnetic field, coupled via the Zeeman term, trying to align the
spin with z-axis.
2.5.4 Angular momentum
In Section 2.3 we have shown that the SO Hamiltonian commutes with the z com-
ponent of total angular momentum Jz = Lz + sz. We therefore expect that the
eigenfunctions of Hamiltonian Ψj(ϕ) will also be eigenstates of operator Jz. This is
easy to prove by applying Jz to Ψj(ϕ),
JzΨj(ϕ) = ~
(
−i∂ϕ + 1
2
σz
)
eijϕU †z (ϕ)U
†
yX =
= ~
([
j − 1
2
σz
]
+
1
2
σz
)
eijϕU †z (ϕ)U
†
yX =
= ~jΨj(ϕ). (2.101)
Ψj(ϕ) clearly is an eigenstate of Jz with eigenvalue ~j, which is the reason we
introduced it instead of n+ 1/2 in previous section.
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2.5.5 Energy
Energy of state ψjs(ϕ) is extracted from the diagonal of Eb in Eq. (2.97)
Ejs = 
[
(j − φm)2 + 1
4
]
− 2s [(j − φm) − b]
√
1 +
[
(j − φm)α
(j − φm)− b/
]2
. (2.102)
It consists of two parts. The first term is kinetic energy, quadratic in j and shifted
in magnetic flux φm. This part is identical for both pseudo-spin states. The second
part is more complicated, depending on both the Rashba coupling and the Zeeman
term, which both couple to spin. It is instructive to study the two limiting cases
where one of the terms vanishes.
When α = 0, energy can be significantly simplified:
Ejs =  (j − φm − s)2 + 2sb (2.103)
The first term represents kinetic energy and the second is Zeeman splitting due to
magnetic field. Angle ϑ0 goes to zero in this limit, indicating that spin ↑ and ↓ are
eigenspinors of the system. It seems odd that kinetic energy depends on pseudo-
spin, but this notion is a bit misleading. Since states are completely decoupled
(no off-diagonal terms in Hamiltonian), the labelling j for states with different s is
independent. We can therefore introduce k = j − 1
2
for s = 1
2
and k = j + 1
2
for
s = −1
2
which both take all possible integer values, giving the same spectrum of
kinetic energy for both pseudo-spin states.
If both α and b are zero, the energy is even simpler
Ejs =  (j − φm − s)2 =  (k − φm)2 = Ek. (2.104)
At this limit value, the energy no longer depends on spin, and the eigenspinor
rotation U †y is therefore arbitrary (angle ϑ0 in Eq. (2.100) is not defined in this
limit).
The limit b = 0 with α 6= 0 is the most insightful, as it allows us to study the
properties of the Rashba coupling alone. The energy in this limit can be simplified
to
Ejs =  (j − φm − sφα)2 − α
2
4
. (2.105)
The Rashba flux φα enters the energy in a similar manner as magnetic flux φm, but
with a different sign for different pseudo-spin s. What is interesting is that in the
absence of magnetic flux φm, all energy levels are at least doubly degenerate, with
states of opposite j and s having the same energy:
Ejs = E−j,−s. (2.106)
The reason for this lies in the Kramers theorem [81], which states that in any system
with time-reversal symmetry and half-integer total spin, all eigenstates are at least
doubly degenerate, forming Kramers doublet states. The Rashba coupling does not
break the time-reversal symmetry, leading to Kramers doublets composed of states
ψjs(ϕ) and ψ−j,−s(ϕ). In the presence of a magnetic field in the form of flux φm or
of a Zeeman coupling b, time-reversal symmetry is broken and Kramers degeneracy
is lifted.
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This can be seen in Fig. 2.3 where energy dependence on α is presented. The
energy changes quadratically for small α, while for large values the dependence is
linear. In absence of a magnetic flux and field, the energy of Kramers doublets is
degenerate. Introduction of magnetic terms lifts the degeneracy. In case of a Zeeman
coupling, the energy of states with s = +1/2 (−1/2) is increased (decreased). The
effect of magnetic flux depends on the sign of both j and s. For j and s of the same
sign, the energy of s = +1/2 is decreased and energy of s = −1/2 is increased. For j
and s of different signs, the situation is reversed. What is interesting is that a large
Rashba coupling increases energy splitting due to magnetic flux but suppresses the
Zeeman splitting.
­ ­
­
­
­
­
­ ­ ­
­ ­
­ ­
­ ­
­ ­
­ ­ ­ ­ ­
­ ­ ­
­ ­ ­
­ ­ ­ ­ ­ ­ ­ ­ ­ ­ ­
­ ­ ­
­ ­ ­ ­ ­ ­ ­
­ ­ ­
­
­
­
­
­
­
¯ ¯
¯
¯
¯
¯
¯
¯
¯ ¯ ¯
¯ ¯
¯ ¯
¯ ¯
¯ ¯
¯ ¯ ¯ ¯ ¯ ¯ ¯
¯ ¯ ¯ ¯
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯
¯ ¯
¯
¯ ¯ ¯ ¯ ¯ ¯
¯ ¯ ¯
¯
¯
¯
¯
¯
Φm = 0
Φm = 0.15
0 1 2 3 4 5
-5
0
5
10
Α
E
js
Ε
­ ­
­
­
­
­
­
­ ­ ­
­ ­
­ ­
­ ­
­ ­
­ ­ ­ ­ ­ ­ ­
­ ­ ­ ­
­ ­ ­ ­
­ ­ ­­ ­ ­ ­ ­ ­ ­ ­ ­
­ ­
­
­
­
­
­
­
­
¯ ¯
¯
¯
¯
¯
¯
¯ ¯ ¯
¯ ¯
¯ ¯
¯ ¯
¯ ¯
¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯ ¯
¯ ¯ ¯ ¯ ¯ ¯ ¯¯ ¯ ¯ ¯ ¯ ¯
¯ ¯
¯
¯
¯
¯
¯
¯
b = 0
b = 0.5
0 1 2 3 4 5
-5
0
5
10
Α
E
js
Ε
(a)
(b)
Figure 2.3: Eigenenergies Ejs of the Kramers doublets as a function of α: (j, s) =
± (1
2
, 1
2
)
in red, ± (1
2
,−1
2
)
in purple, ± (3
2
, 1
2
)
in blue, ± (3
2
,−1
2
)
in green, ± (5
2
, 1
2
)
in black, and ± (5
2
,−1
2
)
in orange colour. In the absence of a magnetic flux and
field (solid lines) the energy of Kramers doublet states is degenerate. Dashed lines
on Fig. (a) show the splitting of energy due to magnetic flux and on Fig. (b) due to
Zeeman coupling. Pseudo-spin of split energy levels is denoted by arrows.
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2.5.6 Spin
The expectation value of spin magnitude s2 is trivial; as we are dealing here with
single-electron states, the result will always be 〈s2〉 = 3
4
~2.
In systems with spin-orbit coupling, different spinor components of a wave func-
tion typically have different spatial dependence. To present this property in a simple
and intuitive form, we introduce a new quantity called local spin expectation value
〈s〉L (ϕ) =
~
2
ψ†(ϕ)σψ(ϕ). (2.107)
with σ being the vector of Pauli operators
σ = (σx, σy, σz) . (2.108)
〈s〉L (ϕ) is a vector field whose length and direction depend on the position on a
ring. The length of the vector is proportional to the probability density of finding
an electron at position ϕ, |〈s〉 (ϕ)| = ~
2
|ψ(ϕ)|2, while its direction depends on lo-
cal values of the spinor components of the wave function. Physically, the quantity
could be interpreted as expectation values of spin components we would measure if
an electron in state ψ were captured at the specific position ϕ before the spin mea-
surement. Although this might be difficult to achieve experimentally, the quantity
is still useful in providing an insight into the spin properties of SO states.
Ordinary expectation values of spin are obtained from local spin using integration
over ϕ
〈s〉 = 1
2pi
∫ pi
−pi
〈s〉L (ϕ)dϕ =
~
2
1
2pi
∫ pi
−pi
ψ†(ϕ)σψ(ϕ)dϕ. (2.109)
It is convenient to calculate the expectation values using the matrix form of the
wave function Ψ, which gives us a matrix elements for all different combinations of
both pseudo-spin states
S = ~
2
〈Ψ|σ |Ψ〉 , (2.110)
or by components
[S]ss′ =
~
2
1
2pi
∫ pi
−pi
ψ†s(ϕ)σψs′(ϕ)dϕ. (2.111)
This allows for a simple calculation of expectation values of spin for a linear combi-
nations of states with different pseudo-spin
φ(ϕ) = Ψ(ϕ) · C =
∑
s
csψs(ϕ), C =
(
c↑
c↓
)
. (2.112)
Expectation values of spin for state φ(ϕ) can then be calculated by simple matrix
multiplication
〈φ| s |φ〉 = C† · 〈Ψ| s |Ψ〉 · C = C† · S · C. (2.113)
Usual expectation values of spin 〈s〉s for states ψs(ϕ) lay on the diagonal of
matrix S. The same matrix notation will also be used for local spin expectation
values
SL(ϕ) = ~
2
Ψ†(ϕ)σΨ(ϕ). (2.114)
55
Chapter 2. Free electron on a ring with the Rashba coupling
To determine the spin properties of eigenstates of free electrons ψjs(ϕ), we first
calculate the local expectation values of spin in matrix form
SL(ϕ) = ~
2
e−ijϕX †Uy(ϑ0)Uz(ϕ)σU †z (ϕ)U †y(ϑ0)X eijϕ (2.115)
Spin rotation of the Pauli vector σ can be expressed as a rotation in real space
Uz(ϕ)σU
†
z (ϕ) = Rz(ϕ)σ. (2.116)
The equation can easily be verified if written by components in standard basis. The
rotation matrix Rz(ϕ), written by components, is
Rz(ϕ) =
 cosϕ − sinϕ 0sinϕ cosϕ 0
0 0 1
 . (2.117)
Note that the rotations in real space contain only real numbers that commute with
spin operators. We can therefore simplify the expression Eq. (2.115)
SL(ϕ) = ~
2
Rz(ϕ)X †Uy(ϑ0)σU †y(ϑ0)X . (2.118)
We can do the same for spin rotation around the y-axis
Uy(ϑ)σU
†
y(ϑ) = Ry(ϑ)σ (2.119)
with
Ry(ϑ) =
 cosϑ 0 sinϑ0 1 0
− sinϑ 0 cosϑ
 . (2.120)
Spin expectation values are therefore further simplified
SL(ϕ) = ~
2
Rz(ϕ)Ry(ϑ0)τ . (2.121)
where τ = X †σX is a Pauli vector written as 2× 2 matrices in standard basis. The
relation
X †Uy(ϑ)Uz(ϕ)σU †z (ϕ)U †y(ϑ0)X = Rz(ϕ)Ry(ϑ)τ (2.122)
should be remembered, as it will be used throughout the thesis.
It is important to note that when calculating actual expectation values of spin
in non-matrix form, only diagonal values of SL(ϕ) or S are needed. As real-space
rotations do not affect Pauli matrices and as only τz contains diagonal elements
(τx and τy have zeros on diagonal), only the third component of τ is relevant for
expectation values. The diagonal elements of τ are
[τ ]ss = 2sez. (2.123)
Local expectation values of spin of the state ψjs(ϕ) will therefore be
〈s〉L,js (ϕ) = s~Rz(ϕ)Ry(ϑ0)ez = s~ (sinϑ0 cosϕ, sinϑ0 sinϕ, cosϑ0) . (2.124)
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This represents a crown-like spin structure presented in Fig. 2.4. The local spin
at each ϕ is tilted by angle ϑ0 (Eq. (2.100)), which is negative in the absence of a
Zeeman field, resulting in a tilting towards the center of the ring. The direction of
local spin can be interpreted as a direction of the local effective magnetic field, which
is a sum of the magnetic field pointing in the direction z and of the inhomogeneous
Rashba field tilted from direction z towards the center of the ring by angle ϑα.
Ordinary spin expectation values are calculated from local spin by integration
over ϕ
S = 1
2pi
∫ pi
−pi
SL(ϕ)dϕ. (2.125)
After the integration over ϕ, x and y components vanish (Sx = 0, Sy = 0), while
the z component is
Sz = ~
2
(
cosϑ0 − sinϑ0
− sinϑ0 − cosϑ0
)
. (2.126)
The expectation value of spin, given by the diagonal elements of the components of
S, is therefore
〈s〉s = s~ (0, 0, cosϑ0) . (2.127)
Figure 2.4: Schematic view of local spin expectation values 〈s〉L,js (ϕ) for free elec-
trons on a ring. Orange arrows correspond to states s = 1/2, and green arrows to
s = −1/2. Spin tilting angle ϑ depends on the Rashba coupling and the magnetic
field. Parameters used are b = 0 and α = 0.5.
2.6 Rashba eigenstates on a straight wire
In this section, we will compare our solution for an electron on a ring with the
similar system of an electron on a straight wire. Both systems will have the same
parameters, allowing us to observe the effects originating solely from the geometry
of the system.
The Hamiltonian of an electron on a straight line is easily obtained from a
two-dimensional Hamiltonian without the complications that one encounters in the
derivation of the Hamiltonian for a ring. If we decide the wire should run in the y
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direction, the Hamiltonian Hw will be very similar to ring Hamiltonian (2.22)
Hw =
~2
2mR2
(i∂y + φm)
2 − αR~
R
(i∂y + φm)σx +
µBg
2
Bσz + V (y) =
= (i∂y + φm)
2 − α (i∂y + φm)σx + bσz + V (y). (2.128)
Unlike a ring, a wire does not have a natural length scale. We will measure the
distance in units of R, which makes the coordinate y → y/R dimensionless. This
allows us to use the same energy parameters  and α that we used for the electron
on a ring.
As in Section 2.4, we use unitary transformations to simplify the Hamiltonian
Hw and find its eigenstates. We first use the Peierls transformation Uφ to eliminate
magnetic flux φm from the Hamiltonian. The next step is to use a transformation
similar to Uα (2.57) to eliminate the SO part of the Hamiltonian. We do this with
the transformation
Uαw = e
iα
2
yσx . (2.129)
The transformed Hamiltonian corresponding to the transformed ring Hamiltonian
(2.61) is
H ′w = UαwUφHwU
†
φU
†
αw = (i∂y)
2 + bUαwσzU
†
αw + V (y)−
α2
4
(2.130)
We will calculate the eigenstates in the absence of the external potential V (y). To
obtain the eigenenergies and the eigenstates, we follow the same procedure as for the
ring Hamiltonian in Section 2.5. We first set b = 0, write the eigenfunction of H ′w,
apply boundary conditions (we choose periodic boundary conditions ψ(0) = ψ(2pi))
and solve them to obtain the eigenspinors χ˜s = U †y(ϑ)χs and appropriate values of
wave number k ∈ Z. The Zeeman term is again included by calculating the matrix
elements in the basis of eigenfunctions of the Hamiltonian with b = 0. After the
procedure we obtain the eigenstates, labelled with k and s
ψks(y) = e
ikyU †y(ϑ)χs, tanϑ = −
α (k − φm)
b
, (2.131)
with eigenenergy
Eks =  (k − φm)2 − 2sα (k − φm)
√
1 +
(
b
(k − φm)α
)2
. (2.132)
Since no rotation U †z (ϕ) is involved in Eq. (2.131), local spin expectation values
will not rotate with z
〈s〉L,s (ϕ) = (sinϑ, 0, cosϑ) . (2.133)
〈s〉L,s (ϕ) is schematically presented in Fig. 2.5. The angle of spin tilting ϑ is the
result of competition between the magnetic field forcing the spin in the z direction
and the Rashba field trying to rotate the spin in the xy plane perpendicular to the
motion of the electron. In the absence of a magnetic field, the spin points in the ±x
direction, while in the absence of a Rashba coupling, the spin aligns with the z axis.
The states on a ring and on a straight line share some important similarities.
Firstly, the energy in the absence of a Zeeman term is quite similar in both cases.
The expressions for energy on a ring
Ejs =  (j − φm − sφα)2 − α
2
4
(2.134)
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Figure 2.5: Schematic representation of local spin orientation for the eigenstate of
an electron on a straight wire. Orange arrows represents the spin of states with
s = 1/2, and green arrows for states s = −1/2. The spin tilting angle ϑ depends
on the Rashba and Zeeman couplings. Parameters k = 1, α = 0.5 and b = 0.7 were
used in the picture.
and on a straight wire
Eks =  (k − φm − sα)2 − α
2
4
, (2.135)
are practically identical. The kinetic energy has the form of a square of total angular
momentum j in the ring model or wave vector k on a straight wire. In both cases,
it is reduced by magnetic and Rashba fluxes, defined as φα =
√
1 + α2 on a ring or
φα,w = α on a wire. In the limit α = 0, we expect the same energy for both systems,
which is indeed true, as the Rashba flux φα = 1 in the absence of a Rashba coupling
is summed up with j into an integer quantum number j ± 1/2, which corresponds
to k on a straight wire.
The spin tilting angle ϑ is again the result of a combined magnetic field pointing
in the z direction and the Rashba field. If we set b = 0, only the contribution
of the Rashba coupling remains. For a straight wire, the directions of the Rashba
field α = −α(k − φm)ex is always within the xy plane. This results in the local
spin being aligned with the x-axis. For b 6= 0, magnetic and Rashba fields sum up
beff = b+α, resulting in the spin being tilted by angle ϑ (Eq. (2.131)).
For the electron on a ring, the situation is more complicated. In the absence
of b, the spin does not tilt fully towards the plane xy, but points at the angle
ϑα = − arctanα in the direction of α = (−α, 0, 1). This is the result of a unitary
transformation Uα = exp
(−iϕ
2
α · σ) rotating the spin around axis α. If we closely
review the origin of this term (see Eq. (2.54) in Section 2.4.3) we recognize two
contributions proportional to the momentum pϕ. The first term ασxpϕ is a direct
contribution of the Rashba coupling and results in the effective magnetic field αρ =
−α(j − φm)eρ. The second term σzpϕ comes into the Hamiltonian as a result of
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rotation around the z axis with transformation Uz and results in the effective field
αz = (j − φm)ez. While the first contribution is identical to that on a straight
wire (effective in-plane magnetic field due to SO coupling), the second term also
has a simple geometric interpretation. On a straight wire, the direction in the xy
plane, perpendicular to the electron’s motion, is fixed in space independent of the
y coordinate, while on a ring, where the electron is travelling in a circle, the vector
perpendicular to the particle’s motion changes direction with ϕ. This forces the
electron spin to point in the z-direction even in the absence of both α and b.
The effective Rashba field α = αρ +αz = (j−φm) (−α, 0, 1) is the sum of both
contributions, which explains why the direction of the spin does not lie in the xy
plane, even at b = 0. In the presence of a Zeeman field b, all three fields are summed
up beff = b + αρ + αz, resulting in a field tilted towards the center of the ring by
angle ϑ0
tanϑ0 = − (j − φm)α
(j − φm) − b. (2.136)
The Rashba parameter α = 2mRαR~ is the ratio between magnitudes of the Rashba
and "inertial" fields. As we can see, it is proportional to the radius of a ring,
meaning that for larger rings, the influence of the "inertial" magnetic field is small
in comparison to the Rashba field, resulting in spin being more and more aligned
with the xy plane.
2.7 Conclusion
This chapter was a short introduction to systems of electrons in the presence of a
Rashba coupling on a ring. We first derived the correct Hamiltonian and discussed
some of its symmetry properties, which were later used to transform the Hamiltonian
into a simpler form using the transformation
U = UαUzUφ = e
−iϕ
2
α·σei
ϕ
2
σze−iφmϕ. (2.137)
This transformation significantly simplified the Rashba Hamiltonian on a ring to
a form resembling the Hamiltonian of an electron in one dimension. We used the
transformed Hamiltonian to find the eigenstates and eigenenergies of single-electron
states in the absence of an external potential. In the end, the solution was compared
to the eigenstates of an electron on a straight wire. This transformation will prove
useful in the following chapters of the thesis and will allow us to find the eigenstates
of the electron in the presence of various external potentials.
Although the eigenstates of free electron do not hold much value for practical use
in spintronic systems, knowledge of their properties is of considerable importance
to the understanding of the properties of the Hamiltonian. The interpretation of
energy in terms of additional effective magnetic flux, the so-called Rashba flux φα =√
1 + α2, will be of great importance in Chapter 3, Chapter 4 and Chapter 6, in
order for us to understand the phase shifts of the electron wave function as it changes
its position. The interpretation of local spin orientation as the result of an effective
magnetic field tilted from direction z towards the center of the ring will offer useful
insight into the spin rotations presented in Chapter 3.
Mathematical tools used in this chapter will be of great importance in the re-
mainder of the thesis. In addition to the already mentioned transformation of the
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Hamiltonian, the introduction of matrix notation for pseudo-spin pairs of wave func-
tions Ψ = (ψ↑, ψ↓) will also prove useful in further calculations. The concept of local
spin expectation values SL(ϕ) = Ψ†(ϕ)sΨ(ϕ) is also important and will provide
some insight into the spin properties of SO-coupled states and help us with the
physical interpretation of the results.
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Chapter 3
Electron in harmonic potential
3.1 Introduction
In the previous chapter, we presented the Rashba Hamiltonian on a ring as a combi-
nation of the Rashba flux φα shifting the electron wave number and the Rashba field
α acting as an effective magnetic field. In this chapter, we will show how this field
can be used to manipulate spin. The electron spin in the magnetic field precesses
if it is not aligned with the direction of the field. The effective Rashba field acts
on spin in a similar manner, but in this case the strength of the effective field is
proportional to the electron momentum. The precession therefore only occurs for a
moving electron, and the angle of rotation is proportional to the path travelled. [34]
The idea to use the motion of an electron in the presence of a Rashba coupling to
manipulate spin has already been discussed in several articles [4, 77, 78, 82, 83, 84].
However, the motion of the electron in previous studies has been limited to linear
motion or was investigated in a weak Rashba coupling. In this chapter, we will
consider an electron limited to a ring, with its position being manipulated by external
voltage gates described by time-dependent potential V (ϕ, t). The potential will be
approximated as harmonic, which will allow us to solve the problem analytically.
The motion of the electron will be achieved by changing the position of the potential
minimum, which can be realized using time-dependent voltages on the gates defining
the confining potential V (ϕ, t) [85]. We will also assume full electric control over
the system with a vanishing magnetic flux (φm = 0) and magnetic field (b = 0).
Our goal is to determine how the electron spin changes with the electron position
and to see whether the procedure can be used to manipulate the spin in a controlled
manner, which could be used to perform single-qubit transformations.
The main difficulty in the analysis of the system is finding the exact time-
dependent wave function that describes the electron. This problem will be addressed
by a unitary transformation of the time-dependent Hamiltonian of a harmonic os-
cillator. A general solution for a wide range of time-dependent parameters will be
presented in Section 3.2. The result will then be used in Section 3.3 to thoroughly
analyse our system of interest, i.e. with time-dependent potential and Rashba cou-
pling. The analysis of the time-dependent Rashba coupling, which can only be
addressed exactly at the adiabatic limit, will lead to the introduction of unique
Kramers doublet states, for which time evolution can be mapped to a rotation on a
Bloch sphere. In Section 3.4 these states will be used to define qubit basis of almost
pure spin states, in which arbitrary single-qubit transformations can be achieved by
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controlled changes of the position of confining potential and strength of the Rashba
coupling. The feasibility of practical implementation of the proposed scheme is anal-
ysed and some possible issues are addressed in the concluding Section 3.5 of this
chapter.
3.2 Time-dependent Hamiltonian
In the papers by Čadež et al. [77, 78], the rotation of electron spin was achieved by
moving an electron along a straight wire and simultaneously changing the value of
the Rashba coupling. The spin was always rotated around the axis, perpendicular to
the direction of the wire, which is compatible with the Rashba field in the xy plane,
as presented in Section 2.5. However, to realize a general qubit transformation,
rotations of spin around different axes are necessary. As shown in Section 2.5, the
effective field α on a ring depends on the strength of the Rashba coupling and
the position of the electron, which suggests that the axis of spin rotation could be
controlled electrically by controlling the Rashba coupling.
In this section, we will consider an electron on a Rashba ring contained in binding
potential with a time-dependent position. Although an exact form of potential
depends on the detailed shape of gate electrodes and potentials used, we will assume
it can be adequately approximated by the quadratic expression
V (ϕ, t) ≈ ω2(ϕ− ξ(t))2, (3.1)
characterized by energy parameter ω2 and position of the minimum ξ(t). The po-
tential around the minimum is schematically presented in Fig. 3.1. Although the
potential is parabolic around the minimum at ξ, one must keep in mind that full
potential is still periodic in ϕ with period 2pi because of the ring geometry of the
system. The validity of quadratic approximation will be discussed later.
Figure 3.1: Schematic diagram of the bound state of an electron (orange) in parabolic
potential on a ring (green).
The Hamiltonian describing both time-dependent binding potential and the
Rashba coupling is
H(t) = p2 + ω2 (ϕ− ξ(t))2 + α(t)
[
σρ(ϕ)p− i
2
σϕ(ϕ)
]
, (3.2)
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with p = −i∂ϕ. As the Hamiltonian is time-dependent, we are not interested in solv-
ing the stationary Schrödinger equation as in the previous chapter, but rather in
the time evolution of states governed by the time-dependent Schrödinger equation.
To do so, we use a method of transforming the Hamiltonian with a unitary trans-
formation, very similar to that in Section 2.4, with the only difference being that
transformations will now be time-dependent, which makes the calculations more
complicated.
The general form of the transformation that can be used to eliminate a wide
range of time-dependent terms in the Hamiltonian of the harmonic oscillator will be
presented in this section. The result will be used to analyse our system of interest,
governed by the Hamiltonian (3.2), in Section 3.3.
3.2.1 Time-dependent unitary transformation
We are interested in the time evolution of wave function ψ(t), governed by the
time-dependent Schr¨odinger equation
H(t)ψ(t) = i~∂tψ(t). (3.3)
Following a similar line of thought as in Section 2.4, we are trying to find the
transformed Hamiltonian H ′(t) for which the time-dependent Schrödinger equation
H ′(t)ψ′(t) = i~∂tψ′(t) (3.4)
will be simple enough to be solved. In most cases this means that all time-dependent
terms in the Hamiltonian are eliminated (H ′(t) = H ′). Time evolution of the original
wave function will then be obtained as
ψ(t) = U †(t)ψ′(t). (3.5)
Note that the explicit writing out of the time dependence of the terms will sometimes
be omitted to make equations more compact.
To find the relationship between H(t) and H ′, we first substitute ψ(t) with
U †(t)ψ′(t) in Eq. (3.3) and multiply both sides with U(t) from the left
UHU †ψ′ = i~U∂t
(
U †ψ′
)
. (3.6)
Time derivative on the right-hand side acts on both U(t) and ψ′(t)
∂t
(
U †ψ′
)
=
(
∂tU
†)ψ′ + U † (∂tψ′) . (3.7)
The second term with the time derivative of ψ′ is left on the same side of equation,
while the other is brought to the left side
UHU †ψ′ − i~U (∂tU †)ψ′ =i~UU † (∂tψ′)[
UHU † − i~U (∂tU †)]ψ′ =i~∂tψ′
H ′ψ′ =i~∂tψ′. (3.8)
The standard form of the Schrödinger equation is restored when we define the trans-
formed Hamiltonian H ′
H ′ = UHU † − i~U (∂tU †) = H + U [H,U †]− i~U (∂tU †) . (3.9)
In cases where U is time-independent, the part i~U
(
∂tU
†) vanishes and we obtain
the expression that we used in Section 2.4. The only task that remains is to find such
a transformation U(t) that the transformed Hamiltonian H ′ will be simple enough,
i.e. time-independent, that Schrödinger equation (3.4) could be solved.
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3.2.2 General form of time-dependent Hamiltonian
Using the standardised approach presented in Appendix A, a very large family of
Hamiltonians with the form
H(t) = p2 + ω2ϕ2 + 1 [α0(t)p+ β0(t)ϕ+ γ0(t)] +
+ (n · σ) [αs(t)p+ βs(t)ϕ+ γs(t)] (3.10)
can be transformed into a time-independent form. Subscript "0" indicates that the
term is independent of spin (multiplied by spin unity 1) and "s" labels the terms,
proportional to the spin operator n · σ. Note that the terms αi(t) are in general
not related to the Rashba coupling. Each of the time-dependent parameters can be
given a physical interpretation. α0(t) is related to the magnetic flux, αs(t) is the
Rashba coupling, β0(t) describes the shift in position of the harmonic potential, βs(t)
is a gradient of the magnetic field, γ0(t) is an overall shift in the energy and γs(t)
is an overall magnetic field. Note that all spin-dependent terms are proportional to
the same spin operator n · σ with the unit vector n being constant in time.
The transformation of the Hamiltonian Eq. (3.10) can be written in the general
form of
U(t) = e−iC(t)pe−iB(t)ϕe−iA(t), (3.11)
where functions A(t) = 1A0(t) + (n · σ)As(t), B(t) = 1B0(t) + (n · σ)Bs(t) and
C(t) = 1C0(t) + (n · σ)Cs(t) are determined by driving parameters α0(t), αs(t),
β0(t), βs(t), γ0(t), γs(t). The calculation presented in Appendix A shows that terms
C0(t) and Cs(t) are calculated as a response of the harmonic oscillator to a driving
force F0(s)(t) = 1mR2β0(s)(t)− 1~ α˙0(s)(t)
C¨0(s)(t) + Ω
2C0(s)(t) = F0(s)(t), Ω
2 =
2ω2
mR2
. (3.12)
Function B0(s)(t) is then calculated as a time derivative of C(t) added to a driving
term α0(s)(t)
B0(s)(t) =− mR
2
~2
(
~C˙0(s)(t) + α0(s)(t)
)
. (3.13)
Finally we use these two functions and other driving terms to calculate A0(s)(t) as
the time integral
A0(t) =
1
~
∫ t
0
[
β0(t
′)C0(t′) + βs(t′)Cs(t′) + ~B˙0(t′)C0(t′) + ~B˙s(t′)Cs(t′)− B20(t′)
−B2s (t′)− ω2C20(t′)− ω2C2s (t′)− α0(t′)B0(t′)− αs(t′)Bs(t′)− γ0(t′)
]
dt′.
As(t) =
1
~
∫ t
0
[
βs(t
′)C0(t′) + β0(t′)Cs(t′) + ~B˙s(t′)C0(t′) + ~B˙0(t′)Cs(t′)
−2B0(t′)Bs(t′)− 2ω2C0(t′)Cs(t′)− αs(t′)B0(t′)− αs(t′)B0(t′)− γs(t′)
]
dt′.
(3.14)
The interpretation of some of these terms will be given in the next section.
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The transformation U(t) simplifies the Hamiltonian H(t) to the form of a sta-
tionary harmonic oscillator
H ′ = p2 + ω2ϕ2. (3.15)
The eigenstates of the Hamiltonian are labelled by quantum number n
ψ′n(ϕ) = hn(ϕ) =
1√
2nn!σ
√
pi
e−
ϕ2
2σ2Hn
(ϕ
σ
)
(3.16)
with σ =
(

ω2
)1/4,Hn being Hermite polynomials, and eigenenergies En = ~Ω (n+ 12).
Time evolution of eigenstates ψ′n(ϕ) with the Hamiltonian H ′ only multiplies the
states with dynamical phase
ψ′n(ϕ, t) = e
−iH′~ tψ′n(ϕ, 0) = e
−iEn~ thn(ϕ). (3.17)
The time evolution of the actual initial state of the system is determined by Eq. (3.5),
that is by multiplying the state ψ′n(ϕ, t) with unitary transformation U †(t)
ψn(ϕ, t) = e
−iH~ tψn(ϕ, 0) = U †(t)e−i
H′
~ tψ′n(ϕ, 0) = e
−iEn~ teiA(t)eiB(t)ϕeiC(t)phn(ϕ).
(3.18)
However, this equation only holds if ψ′n(ϕ, 0) = hn(ϕ) is an eigenstate of the Hamil-
tonian H ′. In general, the initial state should be expanded in the basis of hn(ϕ)
and then each component evolved separately, as is standard procedure in quantum
mechanics. In our analysis, we will only focus on a limited set of wave functions
ψn(ϕ, t) which can be written at t = 0 as
ψn(ϕ, 0) = e
iA(0)eiB(0)ϕeiC(0)phn(ϕ). (3.19)
The initial wave function is not necessarily an eigenstate of H ′, but can also be
transformed by a specific constant transformation U †(t = 0). Eq. (3.19) also de-
termines the initial values of A(t), B(t) and C(t) that are not uniquely determined
by equations in Appendix A. To understand the set of wave functions described by
Eq. (3.19), a physical interpretation of transformation U(t) and functions A(t), B(t)
and C(t) will be presented.
3.2.3 Interpretation of transformation U(t)
The effect of spin-independent transformation U †(t) = eiA0(t)eiB0(t)ϕeiC0(t)p on the
wave function can be explained in a simple way. Since operator p = −i∂ϕ is a
generator of translations in ϕ, the operator eiC0(t)p is actually a translation operator,
shifting the wave function by −C0(t),
eiC0(t)pψ(ϕ) = ψ(ϕ+ C0(t)). (3.20)
Similar is true for the transformation eiB0(t)ϕ. Since ϕ and p are canonical con-
jugate operators, the transformation shifts the wave function in p space by B0(t),
eiB0(t)ϕψ(p) = ψ(p−B0(t)). (3.21)
The effect of both transformations on the ground state of a harmonic oscillator is
schematically presented in Fig. 3.2. The term A0(t) only introduces an additional
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Figure 3.2: Ground state of harmonic oscillator h0(ϕ) (green), centred at ϕ = 0 and
with σ = 1/
√
2, shifted in coordinate (orange) and momentum space (purple). The
shift in coordinate for ϕ0 = pi/2 is achieved by transformation eiϕ0p, while the shift
in momentum by p0 = 5 is the result of transformation eip0ϕ.
complex phase alongside the ordinary dynamical phase e−i
En
~ t. A similar explanation
could be given for spin-dependent terms of the transformation, however, it will not
be studied in detail at this point.
The interpretation of the transformation suggests that the initial state of the
system
ψn(ϕ, 0) = e
iφ0eip0ϕhn(ϕ− ϕ0), (3.22)
can be any eigenstate of a harmonic oscillator shifted in space by ϕ0, and in mo-
mentum by p0, and multiplied by arbitrary phase φ0. Time evolution of the state
will be
ψn(ϕ, t) = e
−iEn~ teiA(t)eiB(t)ϕhn(ϕ+ C(t)), (3.23)
where functions A(t), B(t) and C(t) are governed by the equations in Appendix A
with initial conditions
A(0) =φ0
B(0) =p0
C(0) =− ϕ0. (3.24)
It is interesting that regardless of the nature of driving functions α(t), β(t) and
γ(t), the state will always remain in the same subspace n of the eigenstates of the
Hamiltonian H ′, shifted in space and momentum. This provides a tool for the
analysis of the motion of an electron with a wide variety of time-dependent external
parameters. For a general transformation that also includes spin-dependent terms,
the interpretation is a bit more difficult and will to some extent be presented in next
section.
For our system, the only time-dependent parameters will be the position of po-
tential ξ(t), related to driving terms β0(t) and γ0(t), and the Rashba term α(t),
related to αs(t). This significantly simplifies the transformation U †(t) and the re-
sulting wave function. The analysis of this simpler model will be given in the next
section.
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3.3 Electron in a time-dependent harmonic poten-
tial and Rashba coupling
The results obtained for a general time-dependent Hamiltonian will now be used to
analyse the dynamics of the electron in a time-dependent harmonic potential and a
Rashba coupling described by the Hamiltonian (3.2)
H(t) = p2 + ω2 (ϕ− ξ(t))2 + α(t)
[
σρ(ϕ)p− i
2
σϕ(ϕ)
]
. (3.25)
The first step of the transformation is the same as in Chapter 2, with time-
independent spin rotation Uz, resulting in the Hamiltonian
H ′(t) = UzH(t)U †z = p
2 − α(t) · σp+ ω2 [ϕ− ξ(t)]2 + 
4
. (3.26)
To further simplify the Hamiltonian, time-dependent transformations are needed.
However, the form of this Hamiltonian is not exactly the same as Eq. (3.10), dis-
cussed in the previous section. The problem is that in Eq. (3.10), all spin-dependent
terms were proportional to a constant combination of Pauli operators, described
by vector n 6= n(t). In the Hamiltonian (3.26) of our system, the spin term
α(t) · σ ∝ α(t)n(t) · σ is defined by a vector α(t) whose length and direction both
change in time (see Section 2.5). This is not the case for an electron on a straight
wire, as studied in Ref. [77, 78]. The SO term for a straight wire can be written
as HSO(t) = α(t)pσx = α(t) [(1, 0, 0) · σ] p with constant direction n = (1, 0, 0) and
can therefore be exactly eliminated with a unitary transformation.
Due to the aforementioned complications, we will restrict ourselves to a simpli-
fied situation where the position of harmonic potential and the Rashba coupling
are not changed simultaneously. When ξ(t) is changed, α(t) will be kept constant
and vice versa. We will also restrict ourselves to the case of a slowly changing
Rashba coupling. We will see that even in this simplified regime, the results of the
transformation are not trivial.
3.3.1 Time-dependent driving potential
By keeping α(t) constant, we eliminate the problem of the time-dependent spin
operator n · σ in the Hamiltonian. The SO part of the Hamiltonian Eq. (3.26) can
then be eliminated using the same transformation as in Chapter 2
Uα = e
−iϕ
2
α·σ, (3.27)
resulting in the transformed Hamiltonian
H ′′(t) = UαH ′(t)U †α = p
2
ϕ + ω
2 [ϕ− ξ(t)]2 − α
2
4
=
= p2 + ω2ϕ2 − 2ω2ξ(t)ϕ+ ω2ξ(t)2 − α
2
4
. (3.28)
The transformed Hamiltonian now has a form compatible with the general time-
dependent solution presented in Section 3.2. The Hamiltonian (3.28) corresponds
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to driving functions
β0(t) =− 2ω2ξ(t)
γ0(t) =ω
2ξ(t)2 (3.29)
and all the rest being zero. Function C(t) in the unitary transformation is governed
by Eq. (3.12)
C¨0(t) + Ω
2C0(t) = −Ω2ξ(t) (3.30)
with Cs(t) = 0. Considering the interpretation of C0(t) in Section 3.2 we rename
this function to C0(t) = −ϕc(t), with label c indicating that ϕc is a coordinate of
classical harmonic oscillator with frequency Ω, driven by function ξ(t)
ϕ¨c(t) + Ω
2ϕc(t) = Ω
2ξ(t). (3.31)
Function Bs(t) vanishes while B0(t) is, according to Eq. (3.13),
B0(t) = −mR
2
~
C˙0(t) =
~
2
ϕ˙c(t). (3.32)
Similarly As(t) = 0 and
A0(t) = φ0(t) =
∫ t
0
Lξ(t
′)dt′ − ~
2
ϕc(t
′)ϕ˙c(t′)
∣∣∣∣t
0
. (3.33)
A0(t) contains a time integral of the classical Lagrangian of a driven harmonic os-
cillator
Lξ(t) =
~
4
(
ϕ˙2c(t)− Ω2 [ϕc(t)− ξ(t)]2
)
. (3.34)
The resulting transformation
U †ξ (t) = e
iφ0(t)ei
~
2
ϕ˙c(t)ϕe−iϕc(t)p, (3.35)
removes time dependence from the potential, converting the Hamiltonian (3.28)
into the form of a stationary harmonic oscillator with additional constant spin orbit
energy ESO = − α24 ,
H ′′′(t) = H ′ + Uξ
[
H ′′, U †ξ
]
− i~UξU˙ †ξ = p2 + ω2ϕ2 + ESO. (3.36)
As shown in Section 3.2, eigenstates of the Hamiltonian H ′′′(t) are ψ′′′(ϕ) = hn(ϕ)
and eigenenergies En = ~Ω
(
n+ 1
2
)
+ESO. Note that for an electron on a ring, this
solution is only valid if confinement is sufficiently strong that the tails of the wave
function hn(ϕ) are negligible at ϕ = ±pi. The quadratic expansion of potential is
therefore only valid for σ  pi and therefore ω2  /pi4.
Since the tails of the wave function are negligible, the periodic boundary condi-
tions for the wave function can be omitted and the energy does not depend on the
spin of the electron. For each n we thus have two degenerate states with different
spin, forming the Kramers doublet state. We will focus on the ground state n = 0
to simplify the notation, although most of the results can simply be extended to the
excited states of the system.
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The time-dependent solution of the Schrödinger’s equation is obtained by a trans-
formation of wave function ψ′′′(ϕ)
ψ(ϕ, t) =U †z (ϕ)U
†
α(ϕ)Uξ(t)
†ψ′′′(ϕ) =
=e−i
En
~ teiφ0(t)U †z (ϕ)U
†
α(ϕ)
[
ei
~
2
ϕ˙c(t)ϕh0(ϕ− ϕc(t))
]
χi. (3.37)
The initial state of the system is described by the initial position ϕc(t) of the wave
function h0, i.e. ϕc(0), its initial momentum ϕ˙c(0), and the spinor χi = ci↑χ↑+ci↓χ↓.
The time-dependent phase φξ(t) = φ0(t)− En~ t is irrelevant for spin transformations.
3.3.2 Time-dependent Rashba coupling
To solve the Schrödinger equation with the time-dependent Rashba coupling α(t)
and the constant position of potential ξ(t) = ξ0, we first transform the Hamilto-
nian Eq. (3.26) with the time-independent displacement transformation Uξ = eiξ0p,
resulting in
H ′′(t) = UξH ′(t)U
†
ξ =
= p2 + pα(t) · σ + ω2ϕ2 + 
4
. (3.38)
Since the direction of spin rotation axis α(t) depends on the Rashba coupling, the
time-dependent spin-orbit part of the Hamiltonian can only be eliminated analyti-
cally within the limits of the adiabatically changing α(t). Within these limits, the
term −i~Uα(t)U˙ †α(t) ∝ α˙(t)  1 will be neglected, resulting in the transformed
Hamiltonian
H ′′′(t) = Uα(t)H ′(t)Uα(t)† =
= p2 + ω2ϕ2 + ESO(t). (3.39)
Although the procedure is similar as in Section 3.3.1, the time-dependent solution
of the Schrödinger equation cannot be written simply as
ψ(ϕ, t) = U †z (ϕ)U
†
α(t)(ϕ− ξ0)h0(ϕ− ξ0)χi. (3.40)
As the small term Uα(t)U˙ †α(t) was neglected, the transformation tells us only the
two-dimensional subspace, spanned by states
ψs(ϕ, t) = U
†
z (ϕ)U
†
α(t)(ϕ− ξ0)h0(ϕ− ξ0)χs, (3.41)
in which the initial state will evolve,
ψ(ϕ, t) = c↑(t)ψ↑(ϕ, t) + c↓(t)ψ↓(ϕ, t), (3.42)
but not the complex coefficients cs(t). These are determined by the condition that
the time evolution preserves the orthogonality of the states [86].
The easiest way to analyse adiabatic evolution is to define a set of Kramers
doublet states denoted by ψα(t)ξ0s for each α(t) and centred around ξ0, such that the
adiabatic change of α(t) changes only the parameter α of each of the two states, but
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does not mix them. The initial Kramers state at α(t = 0) = α0, i. e. ψs(ϕ, t = 0) =
ψα0ξ0s(ϕ), should therefore evolve as
ψs(ϕ, t) = ψα(t)ξ0s(ϕ). (3.43)
Using Kramers states as basis functions in Eq. (3.42), only basis states will evolve,
while coefficients cs(t) will remain constant.
Since the Kramers states span the same subspace as states (3.41), they will have
a similar form, but with basis spinors χs substituted with spinors χαξ0s depending
on α and ξ0:
ψαξ0s(ϕ) = U
†
z (ϕ)U
†
α(ϕ− ξ0)h0(ϕ− ξ0)χαξ0s. (3.44)
We seek the solution in a form of a spin rotation applied to the basis spinor χs:
χαξ0s = U˜
†
αξ0
χs. The Kramers states will not mix during time evolution if [86]〈
∂ψαξ0s
∂α
∣∣∣∣ψαξ0s′〉 = 0 (3.45)
for any s and s′. This leads to a differential equation for spin rotation U˜ †αξ0
∂U˜ †αξ0
∂α
= −U˜ †αξ0
∫ pi
−pi
h20(ϕ)Uα(ϕ)
∂U †α(ϕ)
∂α
dϕ. (3.46)
The initial condition for U˜ †αξ0 at α = 0 can be chosen arbitrarily. The choice U˜
†
α=0ξ0
=
1 turns out to be the most intuitive, resulting in the Kramers states being pure spin
states in the absence of a Rashba coupling
ψα=0,ξ0,s = h0(ϕ− ξ0)χs. (3.47)
As seen from Eq. (3.46), the transformation U˜ †αξ0 will not depend on ξ0. In the
limit where the harmonic oscillator is a good approximation for the potential, the
integral can be evaluated analytically by extending the limits of integration to ±∞,∫ ∞
−∞
h20(ϕ)Uα(ϕ)
∂U †α(ϕ)
∂α
dϕ =
i
2
e−σ24 (1+α2) − 1
(1 + α2)
σy = i
2
f(α, σ)σy. (3.48)
Since this expression is proportional to the Pauli operator σy, the integrated result
for U˜ †α,ξ0 can be expressed as a spin rotation around the y-axis by angle ϑ˜α
U˜ †αξ0 = e
−i ϑ˜α
2
σy = U †y(ϑ˜α), ϑ˜α =
∫ α
0
f(α′, σ)dα′. (3.49)
The rotation angle ϑ˜α is plotted as a function of α for different σ in Fig. 3.3. The
rotation is stronger for larger widths of the wave function, vanishing at σ = 0.
Substituting Eq. (3.49) into Eq. (3.44) gives the Kramers doublet states with
desired properties
ψαξ0s(ϕ) = h0(ϕ− ξ0)U †z (ϕ)U †α(ϕ− ξ0)U †y(ϑ˜α)χs. (3.50)
Hence, the initial state, written in this basis:
ψ(ϕ, t = 0) = c↑ψα(t=0)ξ0↑(ϕ) + c↓ψα(t=0)ξ0↓(ϕ), (3.51)
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Figure 3.3: Rotation angle ϑ˜α as a function of α for different values of σ.
will evolve adiabatically into
ψ(ϕ, t) = eiφα(t)
[
c↑ψα(t)ξ0↑(ϕ) + c↓ψα(t)ξ0↓(ϕ)
]
, (3.52)
with an α(t)-dependent Kramers basis that evolves in time while the coefficients c0,s
remain the same. The spin-independent phase factor is a time-integral of energy:
φα(t) =
∫ t
0
En(t′)
~ dt
′, where time dependence of En arises from SO energy ESO(t) =
−α2(t)
4
.
3.3.3 Properties of Kramers states
We see that newly defined Kramers states are a natural basis for the expression of
spin transformations. We will therefore say a few words about their spin and charge
distribution properties.
Kramers doublets ψαξs are determined by three parameters: coordinate ξ, Rashba
coupling α and width of Gaussian envelope σ. It is obvious from their definition
Eq. (3.50) that parameter ξ determines the expectation value of electron position,
while σ determines its spread, as is usual for the eigenstates of a harmonic oscillator.
The spin structure of the Kramers state is determined by α via spin rotation U †α(ϕ).
However, since the rotation also depends on coordinate ϕ, Kramers doublets will
exhibit internal spin structure. For example, Kramers doublet states for ξ = 1
and α = 1.3 are plotted in Fig. 3.4 as the real and imaginary part of the ↑ and
↓ components of Kramers states. To gain some intuitive understanding of spin
structure, we calculate the local spin expectation value introduced in Section 2.5
SL,αξ(ϕ) = ~
2
Ψ†αξ(ϕ)σΨαξ(ϕ), (3.53)
with the matrix notation of the Kramers doublet
Ψαξ(ϕ) = h0(ϕ− ξ)U †z (ϕ)U †α(ϕ− ξ)U †y(ϑ˜α)X . (3.54)
The expression can be simplified similarly as in the previous chapter
SL,αξ(ϕ) =~
2
|h0(ϕ− ξ)|2X †Uy(ϑ˜α)Uα(ϕ− ξ)Uz(ϕ)σU †z (ϕ)U †α(ϕ− ξ)U †y(ϑ˜α)X =
=
~
2
|h0(ϕ− ξ)|2Rz(ϕ)Rα(φα [ϕ− ξ])Ry(ϑ˜α)τ . (3.55)
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The matrixRα(γ) represents a real-space rotation around axisα = (sinϑα, 0, cosϑα)
by an angle γ
Rα(γ) =
 cos γ cos2 ϑα + sin2 (ϑα) sin γ cosϑα sin2
(
γ
2
)
sin (2ϑα)
− sin γ cosϑα cos γ sin γ sinϑα
sin2
(
γ
2
)
sin (2ϑα) − sin γ sinϑα cos γ sin2 ϑα + cos2 ϑα
 .
(3.56)
Local spin expectation values 〈s〉L,αξs (ϕ) are given as diagonal elements of
SL,αξ(ϕ)
〈s〉L,αξs (ϕ) = ~s |h0(ϕ− ξ)|2Rz(ϕ)Rα(φα [ϕ− ξ])Ry(ϑ˜α)ez (3.57)
and are presented graphically in Fig. 3.5.
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Figure 3.4: Kramers states ψαξ↑(ϕ) (Fig. (a)) and ψαξ↓(ϕ) (Fig. (b)) for ξ = 1,
α = 1.3 and σ = 1/
√
2. Real (imaginary) part is represented by solid (dashed) line,
with spin ↑ (↓) component coloured orange (green). Different spatial dependences of
spin components indicate spin-orbit coupling and non-trivial internal spin structure.
Figure 3.5: Schematic diagram of local spin expectation values 〈s〉L,αξs (ϕ) of
Kramers states. Orange arrows correspond to Kramers state s =↑, and green arrows
to s =↓ at parameters ξ = 1, α = 1.3 and σ = 1/√2, corresponding to ω2 = 4.
At ϕ = ξ, rotation around α vanishes and local spin is therefore only slightly
tilted from the ±z direction by angle ϑ˜α. Local spin then rotates around α with
increased distance from the center of the wave function. The rate of rotation is
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determined by Rashba flux φα. In the absence of α, ϑ˜α vanishes and U †z and U †α
cancel out, resulting in pure spin states
ψα=0,ξ,s(ϕ) = h0(ϕ− ξ)χs (3.58)
with local spin aligned with the z-axis
〈s〉L,αξs (ϕ) = ~ |h0(ϕ− ξ)|2 ez. (3.59)
Similar happens in the limit of strong confining potential (σ → 0). Gaussian
function h0(ϕ − ξ) is then strongly localized, effectively suppressing spin rotations
U †α(ϕ− ξ) and U †y(ϑ˜α), resulting in Kramers states again being pure spin states
ψαξs(ϕ)
∣∣
σ→0 ≈ h0(ϕ− ξ)e−iξsχs. (3.60)
Note that the spin in this limit is still rotated around the z-axis, but this does not
cause the mixing of spin ↑ and ↓ components and results in the same local spin as
for α = 0.
Ordinary expectation values of spin are calculated by integration of local spin
SL,αξ(ϕ) over coordinate ϕ
Sαξ = 1
2pi
∫ pi
−pi
SL,αξ(ϕ)dϕ. (3.61)
A simple trick can be used to evaluate the expression. We express z-rotation in
Eq. (3.55) as Rz(ϕ) = Rz(ξ)Rz(ϕ − ξ). All arguments in rotations that contain ϕ
are now ϕ− ξ, which allows us to introduce the new integration variable ϕ′ = ϕ− ξ.
Since the Kramers states are well localized, we can also extend limits of integration
towards ±∞, resulting in
Sαξ = Rz(ξ)
[∫ ∞
−∞
|h0(ϕ′)|2Rz(ϕ′)Rα(φαϕ′)dϕ′
]
Ry(ϑ˜α)τ = Rz(ξ)Sα,ξ=0. (3.62)
We see that the spin expectation values for differently centred Kramers states can
be obtained from the spin of state at ξ = 0 by simple rotation around the z-axis.
Due to the symmetry of expression in the integral, the y component of the diagonal
of Sα,ξ=0 will vanish, resulting in
〈s〉α,ξ=0,s = ~s (s˜ρ, 0, s˜z) (3.63)
with
s˜ρ = [Sx,α,ξ=0]↑↑ , s˜z = [Sz,α,ξ=0]↑↑ . (3.64)
Expectation values of spin for Kramers states with arbitrary position are therefore
〈s〉αξs = ~s (s˜ρ cos ξ, s˜ρ sin ξ, s˜z) . (3.65)
Although both the radial and z components can be calculated analytically, the
expressions are rather complicated and will not be presented in the form of an
equation. They are instead plotted as a function of α for different σ in Fig. 3.6.
What is interesting is that in contrast to the case of free electrons, the spin of
Kramers states at small α is tilted outwards for s = 1/2 and toward the center
of the ring for s = −1/2. However, for sufficiently strong Rashba couplings, the
oscillations of spin due to Rashba coupling happen on a scale, much smaller than
the spread of wave function σ. When this effect is combined with U †z rotation around
the z-axis it is difficult to predict whether the resulting spin expectation value will
be pointing towards the center or the ring or away from it.
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Figure 3.6: Expectation values of spin of Kramers states in z-direction (s˜z, solid
lines) and in the radial direction (s˜ρ, dashed lines) as a function of α for different
spreads of wave function σ. For small α, the spin is tilted away from the center of
the ring (positive s˜ρ), while for large α, the spin tilts towards the center.
3.3.4 Combined evolutions
In this section, we will use the results of time evolution for individual changes of
either ξ(t) or α(t), obtained in Section 3.3.1 and Section 3.3.2, and combine them
to construct a general transformation of the electron wave function.
The transformation will consist of a sequence of m shifts of the potential mini-
mum ξ(t) with a modification of Rashba coupling α(t) after each shift. We choose
the electron wave packet before i-th shift, i.e. at time ti−1, to be centred at
ϕc(ti−1) = ϕi−1, with Rashba coupling αi−1. We also choose the wave function
to be stationary, i.e. ϕ˙c(ti−1) = 0. The state of the system can therefore be written
as a superposition of Kramers states, as introduced in the previous section
ψ(ϕ, ti−1) =
∑
s
ψαi−1ϕi−1s(ϕ)ci−1,s. (3.66)
We then change α adiabatically from αi−1 to αi over the time interval ∆tα,i. Ac-
cording to Eq. (3.52), this will not change the coefficients ci−1,s, resulting in the
state
ψ(ϕ, ti−1 + ∆tα,i) = eiφα,i
∑
s
ψαiϕi−1s(ϕ)ci−1,s, (3.67)
where φα,i =
∫ ti−1+∆tα,i
ti−1
φα(t
′)dt′ is the acquired spin-independent phase. The Kramers
states, however, do change in the process, since parameter α changes. An example
of such a transformation of initial state ψα0ϕ0↑(ϕ), positioned at ϕ0 = 0 with α0 = 1,
to the final state with α1 = 2 is presented in Fig. 3.7 as change of the components
of the wave function and as rotation of local spin.
Change of α is followed by an appropriate shift of potential minimum ξ(t) such
that ϕc(ti) = ϕi and ϕ˙c(ti) = 0. Function ξ(t), fulfilling this condition, is determined
by Eq. (3.31). Some examples of suitable driving regimes are given in Ref. [77].
However, it turns out that the specific choice of driving ξ(t) does not affect the final
results of the transformation. The shift of position requires time ∆tξ,i, resulting in
ti − ti−1 = ∆t = ∆tα,i + ∆tξ,i.
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Figure 3.7: The effect of change of the Rashba coupling on the initial state ψα0ϕ0↑(ϕ)
with α0 = 1, ϕ0 = 0 and σ = 1/
√
2. In Fig. (a), the initial and final states are
presented as components of a wave function, with orange and green (red and blue)
lines representing the initial (final) state. In Fig. (b), local spin 〈s〉L (ϕ) of the initial
(final) state is schematically represented by orange (red) arrows. Adiabatic change
of α keeps the system in the same Kramers state with a different parameter α, which
results in a different rate of spin rotation.
To determine the effect of this transformation on the Kramers coefficients, we
first write the wave function (3.67) in a form similar to Eq. (3.37) in which the shift
of the wave function was initially expressed,
ψ(ϕ, ti−1 + ∆tα,i) =eiφα,i
∑
s
ψαi,ϕi−1,s(ϕ)ci−1,s =
=eiφα,ih0(ϕ− ϕi−1)U †z (ϕ)U †αi(ϕ)χi−1. (3.68)
Comparing the first and the second line and using the definition of Kramers states
(3.50), we see that the spinor χi−1 is defined as
χi−1 = U †αi(−ϕi−1)U †y
(
ϑ˜αi
)∑
s
χsci−1,s. (3.69)
According to Eq. (3.37), the prescribed shift of the potential minimum ξ(t) will
only result in a shift of envelope function h0(ϕ) of the Kramers state and additional
spin-independent phase. The arguments of spin rotations remain unchanged
ψ(ϕ, ti = ti−1 + ∆t) =eiφξ,ieiφα,ih0(ϕ− ϕi)U †z (ϕ)U †αi(ϕ)χi−1 =
=eiφi
∑
s
ψαi,ϕi,s(ϕ)ci,s, (3.70)
where φξ,i =
∫ ti−1+∆tα,i
ti−1
φξ(t
′)dt′ with φi = φα,i + φξ,i. The effect of the shift is
graphically presented in Fig. 3.8, where the Kramers state ψαϕ0↑(ϕ) with α = 1.3,
ϕ0 = 0 and σ = 1/
√
2 is shifted by ∆ϕ = pi/2. The new coefficients, ci,s, are
obtained by inserting Eq. (3.69) into the first line of Eq. (3.70) and comparing it
with the second line
U †α(−ϕi−1)U †y(ϑ˜α)
∑
s
χsci−1,s = U †α(−ϕi)U †y(ϑ˜α)
∑
s
χsci,s. (3.71)
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Figure 3.8: The effect of a shift in position in Kramers state ψαϕ0↑(ϕ) with α = 1.3,
ϕ0 = 0 and σ = 1/
√
2. In Fig. (a), the initial and final states are presented as com-
ponents of a wave function, with orange and green (red and blue) lines representing
the initial (final) state. In Fig. (b), local spin orientation of the initial (final) state is
schematically represented by orange (red) arrows. While the local spin of the initial
state generally points in the z-direction, the local spin of final state points toward
the center of the ring, indicating spin rotation.
New coefficients can be expressed as a linear combination of the old coefficients,
described by spin rotation U †i
ci,s =
∑
s′
χ†sU
†
i χs′ci−1,s′ . (3.72)
Spin rotation depends on shift distance ∆ϕi and Rashba coupling αi accompanying
the shift
U †i = Uy(ϑ˜αi)U
†
αi
(∆ϕi)U
†
y(ϑ˜αi). (3.73)
Since U †y rotates spin around the y axis and U †α around axis α perpendicular to y,
the full transformation can be interpreted as a rotation around some new axis ni
U †i = e
−i γi
2
ni·σ, ni = (sinϑαi , 0, cosϑαi). (3.74)
Directions of axes α and ni differ only by the small angle ϑ˜αi introduced by the
Kramers doublets, resulting in the tilting ϑαi of the axis ni and rotation angle γi
ϑαi = ϑ˜αi − arctanαi, γi = −∆ϕi
√
1 + α2i . (3.75)
In addition to the Rashba coupling, the tilting angle ϑαi also depends on the width
of the wave packet σ and is plotted in Fig. 3.9.
Combining the results of individual shifts in ξ(t) and changes of α(t), the wave
function after m shifts can be written as
ψ(ϕ, tm) = e
iφ
∑
s
ψαmξmscm,s (3.76)
with spin-independent phase φ =
∑m
i=1 φi and coefficients
cm,s =
∑
s′
χ†sU
†χs′c0,s′ (3.77)
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Figure 3.9: Angle ϑα, plotted as a function of α for 3 values of σ. For σ = 0, the
angle equals ϑα = − arctanα, while for larger σ angle ϑ˜α is added.
being determined by a product of transformations for each shift of the electron
U † =
m∏
i=1
U †i . (3.78)
Since each transformation can be seen as a spin rotation, full transformation U †
can be interpreted as a combination of consecutive spin rotations. This allows for
simple and straightforward construction of transformations in the Kramers doublet
subspace, which can be used to realize arbitrary qubit transformations, as we will
show in the next section.
3.4 Qubit transformations
In order to present a general qubit transformation, we first need to define qubit
states. The natural candidates are of course Kramers states ψαξs(ϕ). To uniquely
define the qubit subspace, we choose a pair of Kramers states at position ξ = 0 and
at the intrinsic, non-amplified Rashba coupling α0 to be the qubit basis
|0〉 = |ψα00↑〉 , |1〉 = |ψα00↓〉 . (3.79)
This brings a few additional limitations to the proposed transformation scheme
from the previous section. We demand that the wave packet returns to its initial
position after the transformation, i.e.
∑m
i=1 ∆ϕi = 2pin. We allow the electron to
travel around the ring several times, counted by integer n. We also require that
the Rashba coupling be restored to its initial value α0 after the transformation.
This latter process does not change the coefficients cm,s, however, it does return the
system back to qubit subspace after the transformation.
During the process, the initial qubit state, defined by coefficient c0s
|ψin〉 = |0〉 c0,↑ + |1〉 c0,↓ (3.80)
will be transformed into the same qubit basis with different coefficients cm,s
|ψfin〉 = |0〉 cm,↑ + |1〉 cm,↓. (3.81)
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Coefficients can be written as
(cm,↑, cm,↓) =
(
cos
Θ
2
, eiΦ sin
Θ
2
)
, (3.82)
representing a point r = (sin Θ cos Φ, sin Θ sin Φ, cos Θ) on the Bloch sphere, spanned
by qubit states |0〉 and |1〉. Note that in the limit of strong confinement (small σ),
the qubit states strongly resemble pure spin states (see Eq. (3.60))
ψα00s(ϕ)
∣∣
σ→0 ≈ h0(ϕ)χs. (3.83)
The point on the Bloch sphere r therefore has a physical meaning and represents
the direction of the expectation value of spin of the qubit state
〈ψ| s |ψ〉 = ~
2
r. (3.84)
Note that this interpretation is only valid for an electron in a qubit state, that
is at position ξ = 0, Rashba coupling α = α0 and in the limit of strong confine-
ment. For intermediate states of the electron during the transformation, the vector
of spin expectation values should also be rotated around the z-axis, as shown in
Section 3.3.3. For large σ, the spin structure of Kramers states is more complicated
and the physical interpretation of Bloch sphere is not as straightforward.
As shown in the previous section, spin rotation U † can be represented by a
rotation on the Bloch sphere, composed of intermediate rotations U †i . This offers a
straightforward graphical interpretation of the transformation of coefficients. Each
intermediate rotation U †i is determined by Rashba coupling αi, which determines the
axis of rotation ni, and shifts of potential, which determine the angle of rotation γi.
Fig. 3.10 shows a simple example of such a transformation, realized by m = 2 shifts
of the confining potential well, starting with qubit state |0〉. Firstly, the electron
is shifted by angle ∆ϕ0 = 1.1pi (orange), causing a rotation around the axis n0
for an angle of γ0 = −∆ϕ0
√
1 + α20. α is then increased adiabatically to α1 (black
dashed arrows) and the electron is shifted by ∆ϕ1 = 0.9pi (green), returning back
to its initial position and causing additional rotation around n1 for an angle of
γ1 = −∆ϕ1
√
1 + α21. Finally, α is reduced adiabatically back to α0, returning to a
state in the qubit space.
Every U † rotation can be described by Θ and Φ as polar coordinates of the final
point r, as obtained from initial point r0 = (0, 0, 1), corresponding to qubit state
|0〉. To verify that we are able to achieve arbitrary rotations using the wave function
transformation described in Section 3.3.4, we need to check that all allowed pairs
(Θ,Φ) may be reached.
We will restrict ourselves to simplified cases in which only two values of α are used
during the transformation: the intrinsic value α0 and an amplified value of α1 = kα0,
where maximal allowed k is defined by material properties (see Chapter 1). For even
i in transformations U †i , the value α0 will be used, and for odd i, α1 will be used.
This results in spin rotations around only two different axes, n0 and n1. We argue
that the transformation is most efficient when the angle between the axes of rotation
δ = ϑα1 − ϑα0 is as close to pi/2 as possible. Indeed, for δ = pi/2, a general rotation
can be realized by only one rotation around each axis. In our case, the maximum
angle is limited by the amplification factor k. In the high-confinement limit (σ = 0),
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Figure 3.10: A simple example of a qubit transformation with two shifts of the wave
function. The movement of the electron around the ring (orange and green lines
in Fig. (a)) causes a rotation of the initial state |ψ0〉 = |0〉 on the Bloch sphere
(Fig. (b)) around axis n0 (orange line) or n1 (green line), bringing it to the final
state |ψ1〉. Orientation of the rotation axes is determined by the strength of Rashba
coupling α, taking the values α0 = 0.3 and α1 = 1.5.
the small contribution of ϑ˜α to the tilting angle ϑαi vanishes. The maximum angle
between rotation axes
δ = arctan (α1)− arctan(α0) (3.85)
at a given k then depends on α0 and can be calculated analytically, resulting in
α0 =
1√
k
and α1 =
√
k. For a given k, this choice is made by selecting the ring radius
in accordance with Eq. (2.21), R = ~
2m
√
kαR,0
, with the intrinsic value of Rashba
coupling αR,0. The given values of α0 will be used in our further calculations. The
high-confinement limit (σ = 0, ϑ˜α = 0) will also be used in the rest of the chapter.
For finite σ, additional tilting of the rotation axis by angle ϑ˜α needs to be taken
into account, but this does not qualitatively change the results.
3.4.1 Arbitrary qubit transformations
We now present a systematic approach that can be used to construct arbitrary
qubit transformations. To simplify the argumentation, we first rotate the coordinate
system around the y-axis so that the new z′-axis is pointing in the direction n(α0).
The two rotations are now a rotation around the z′-axis (transformation U †0) and
around the axis nδ = (sin δ, 0, cos δ) (transformation U †1).
In order to gain insight into the proof, we now omit the constraint
∑
i ∆ϕi = 2pin
and consider the case where rotation angles γi are arbitrary. Starting with the point
(0, 0, 1) in the new coordinate system, it is easy to see that any polar angle Θ′ of the
rotated point in the new coordinate system can be achieved by alternately applying
rotations U †1 and U
†
0 . Each rotation U
†
1 can increase Θ′ by 2δ (for rotation angle
γ1 = pi) , while U †0 keeps Θ′ constant and only rotates the point to a suitable starting
point for a new U †1 rotation. Once the target Θ′ is achieved, the U
†
0 rotation is applied
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to bring the point to the target Φ′. The procedure is schematically presented in
Fig. 3.11.
n0
n1
Figure 3.11: Controlled transformation from qubit state |ψ0〉 (red dot), correspond-
ing to Θ′ = 0, to target state |ψ1〉 (purple dot), corresponding to Θ′ and Φ′. By
alternating rotations U †0 (axis n0, orange lines) and U
†
1 (axis n1, green lines), the
state is transformed to the appropriate Θ′. The transformation is concluded by the
rotation U †0 to achieve the target Φ′.
However, this method can no longer be used when we impose the constraint∑
i ∆ϕi = 2pin, since the rotation angles γi, depending on shifts ∆ϕi are now no
longer independent and arbitrary. Although the unconstrained result suggests that
complete coverage of the Bloch sphere may be possible, it is not clear that this
remains the case when the constraint is imposed. We approach the problem numeri-
cally by generating sets of random displacements, ∆ϕi, which satisfy the constraint,
and explore the subsequent coverage on the Bloch sphere. The relevant parameters
are the number of ∆ϕi shifts, m, the number of full rotations of the electron around
the ring, n, and the factor of amplification k. By selecting a large sample of ran-
domly transformed points, one can determine which parts of the Bloch sphere are
covered for a particular choice of m, n and k. We are especially interested in small
values of parameters, as large values of k are not accessible experimentally, while
large m and n increase the time needed to realize the transformation.
The surface of the Bloch sphere, parametrized with cos Θ and Φ, was split into
a 200 × 200 grid. For each set of parameters m, n and k, a set of angles ∆ϕi was
chosen at random, resulting in a pair of values (cos Θ,Φ), lying within a certain grid
cell. By taking a large number (N = 5× 106) of sets, we ensure that each grid cell
contains at least one point when the cell is in an allowed region for the selected m,
n and k. Thus we determine which parts of the sphere are covered for each set of
parameters as shown in Fig. 3.12.
For m = 2, only the first shift ∆ϕ1 is a free parameter, with ∆ϕ2 being deter-
mined by constraint
∑
i ∆ϕi = 2pin. This results in points on the sphere forming a
one-dimensional structure, i. e. the black line in Fig. 3.12. For m ≥ 3, two or more
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shifts ∆ϕi are independent, resulting in two-dimensional areas on the sphere being
covered.
(a) (b)
Figure 3.12: Figure shows parts of the Bloch sphere that are covered by n = 1
(Fig. (a)) or n = 2 (Fig. (b)) rotations of the electron around the ring for Rashba
coupling amplification factor k = 5. Black shows the area covered with m = 2,
dark red the area with m = 3 and light red the area with m = 4 shifts of electron
position. For our set of m, the white area on Fig. (a) can only be covered for n = 2
rotations. Calculations were performed on a 200× 200 grid.
By keeping track of which set ∆ϕi resulted in a certain transformation, a table
of transformation parameters was obtained for each point on the Bloch sphere,
allowing us to reach each point in a controlled way. As an example, the spin-flip
transformation is presented in Fig. 3.13, showing the change of parameters in the
α− ϕc plane and corresponding rotations on the Bloch sphere.
Following the line of thought for the omitted constraint
∑
i ∆ϕi = 2pin, we
assume that m ≈ pi
2δ
shifts should suffice to cover the whole sphere. For k ≈ 5 in
InAs nanowires [44], this results in m ≈ 4 shifts, which is confirmed even when the
constraint is taken into account in Fig. 3.12. However, for certain n, the average
shift will be of the order ∆ϕi ≈ 2pinm , resulting in the average rotation angle around
each axis γi ≈ 2pinm
√
1 + α2i . To ensure sufficiently large rotation angles γi ≥ pi
assumed by the analytic explanation given earlier, the number of rotations n should
therefore be sufficiently large.
Since each shift ∆ϕi is accompanied by an adiabatic change of α, the total
time of operation will scale linearly with m. On the other hand, large values of
n will result in larger electron shifts, as well as increased time (see Ref. [77]). In
practice, we would therefore like to keep both m and n as small as possible at fixed
k. Numerically calculated coverage of the Bloch sphere for different parameters is
presented in Fig. 3.14 and shows that all these limitations are optimally fulfilled for
m = 4 and n = 2.
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Figure 3.13: Spin-flip transformation, realized with 3 shifts of the wave function,
presented in the same manner as in Fig. 3.10 with α0 = 1/
√
5 and α1 =
√
5. Shifting
angles ∆ϕ1 = 4.49, ∆ϕ2 = 1.64 and ∆ϕ3 = 6.44 are calculated numerically.
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Figure 3.14: Accessible coverage of the Bloch sphere for certain values of m and n
as a function of k. For k < 6, m = 4 and n = 2 is the optimal choice of parameters.
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3.5 Conclusion and discussion
The effectiveness of the proposed qubit transformations in covering the Bloch sphere
depends strongly on the factor of amplification of the Rashba coupling k. As shown
in Section 3.4, the stronger the amplification, the larger the angle between axes of
rotation n0 and n1, resulting in a lower number of required rotations. From this
point of view, InAs nanowires with strong amplification of the Rashba coupling
in the presence of an external electric field [44] are more promising candidates for
experimental realisation than planar heterostructures. With the Rashba coupling
αR = 0.5−3×10−2 eVnm, the radius of the ring (Eq. (2.21)) should be R ≈ 150nm
to get values of Rashba parameter α ≈ 0.4− 2.4. Another possibility is fabricating
a ring from a GaAs heterostructure, for which the amplification of the Rashba
parameter is smaller than in InAs (k = 1.5 [40]), resulting in a required ring radius
R ≈ 100nm.
Each transformation U †i requires time ∆tξ,i to shift the wave function and time
∆tα,i to adiabatically change the Rashba coupling from α0 to α1 or vice versa. In a
simple scheme of shifting the wave function with two instantaneous changes in ξ(t),
the time of the shift directly depends on the frequency of the harmonic potential
Ω: ∆tξ,i = piΩ [77]. Considering the conservative limit for the spread of the wave
function σ = 1/
√
2, a realistic value for frequency is Ω = 2~
mR2
, giving for both GaAs
and InAs system the estimate ∆tξ,i ≈ 0.02 ns. Since this value is directly related to
energy gap Ω, to ensure the adiabatic limit, ∆tα,i should be much larger than ∆tξ,i.
At a conservative estimate of around a hundred times this value, ∆tα,i ≈ 2 ns, the
total time needed to realize U † is
ttotal = 4∆ti ≈ 10 ns. (3.86)
With spin decoherence time in semiconductors of the order of 200µs [33], this has
the potential to accommodate over 105 qubit transformations.
In summary, we have shown that controlled propagation of an electron wave-
packet around a semiconductor ring with a tunable Rashba interaction can be used
to perform an arbitrary transformation in a qubit space, spanned by a localized
ground-state Kramers doublet basis
|0〉 = |ψα00↑〉 , |1〉 = |ψα00↓〉 . (3.87)
The process is somewhat similar to the driving of an electron along a straight wire,
considered in recent papers by Čadež et. al. [77, 78]. In a one-dimensional system,
the qubit transformation can be seen as a rotation of spin around an axis perpendic-
ular to the direction of driving and lying in the plane of 2DEG, which limits qubit
transformations to rotations around a single axis. On a ring, however, the axis of
rotation can be changed artificially by changing the Rashba coupling using an ex-
ternal electric field. Although the difference seems minor, it opens a way to realize
a general single-qubit transformation instead of the limited rotations achievable in
the one-dimensional case.
We conclude that the proposed system is indeed a suitable and promising candi-
date for general single-qubit transformations. What is important is that the trans-
formation was achieved in the absence of an external magnetic field, using only
electrically driven potential and Rashba coupling. However, for the system to be
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used in a quantum computer, other DiVincenzo properties will have to be addressed,
such as the possibility of a controlled interaction of two qubits, their initialization
and measurement. The spin properties of Kramers qubit states, resembling pure
qubit states, suggest that spin could be used to measure the output of the system,
but the detailed analysis of this question is outside the scope of this thesis.
86
Chapter 4
Electron in periodic potential
4.1 Introduction
In this section, we will address the problem of an electron in a periodic potential on
a ring. In a sense, every potential on a ring is periodic, since the problem is in itself
periodic with period 2pi, therefore we will focus more specifically on a potential with
the shorter period 2pi
N
, where N is the number of minima of the potential.
There are different reasons that might motivate one to tackle this problem. The
simplest is that one might be interested in the eigenenergies and eigenstates of an
electron on a ring with periodic potential caused by external gates and in the pres-
ence of Rashba coupling. Bloch functions, obtained as eigenstates of an electron in
periodic potential, are of little practical use with respect to qubit manipulation and
quantum computation. However, they can be used to define well-localised Wannier
states, which can, for a large number of potential minima N , be used as a compu-
tational basis to describe a system of more than one electron. This will be done for
a two-electron system in Chapter 5. Additionally, some systems can be effectively
described using periodic potential as an approximation. In the case of N = 4, peri-
odic potential can be used to model a system of two electrons in a square quantum
dot. The results obtained in this chapter will therefore be used in Chapter 6 where
the aforementioned system will be addressed.
The chapter is organized as follows. In Section 4.2, we will discuss some general
properties of Bloch states on a ring and compare them with the states on a linear
one-dimensional crystal. The Rashba coupling will be introduced in Section 4.3
and its effects on the general properties of Bloch functions will be discussed. In
Section 4.4, exact results for δ-function potential will be compared to numerical
results for a more realistic potential in the tight-binding limit. The Bloch states
will then be used to construct localized Wannier states in Section 4.5, where we will
analyse their spin properties and derive the nearest-neighbour hopping Hamiltonian.
In Section 4.6, Wannier states on a Rashba ring will be used to construct the basis of
well-localized, almost pure spin states, which will then be used as a computational
basis in Chapter 5. The most important results of this chapter are further discussed
in the concluding Section 4.7.
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4.2 Bloch states on a ring
Bloch functions are eigenstates of electrons in a periodic potential, usually in a
crystal lattice. The properties of Bloch functions are well known and can be found
in any textbook on solid state physics (e.g. [87, 88]), so we will only review some of
the results, relevant for our system.
The periodicity of Hamiltonian H1D of an electron in a one-dimensional periodic
potential can be expressed using the operator of discrete translations
T (x0) = e
−ix0p~ , p = −i~∂x, (4.1)
with x0 being a lattice constant. The transformation of the Hamiltonian with this
operator returns the original Hamiltonian
T (x0)H1D(x)T
†(x0) = H1D(x− x0) = H1D(x). (4.2)
This implies that the eigenstates of a Hamiltonian ψk(x) can simultaneously be the
eigenstates of translation operator T (x0):
T (x0)ψk(x) = e
−ikx0ψk(x), (4.3)
with eigenvalues e−ikx0 . The functions ψk(x) are called Bloch functions and can be
written as
ψk(x) = e
ikxuk(x), (4.4)
where uk(x) is a periodic function with period x0. k is the so-called crystal wave
number, constrained to discrete values and determined by boundary conditions.
In the case of a ring Hamiltonian
H =  (i∂ϕ + φm)
2 − α
[
σρ(ϕ) (i∂ϕ + φm) +
i
2
σϕ(ϕ)
]
+ V (ϕ) + bσz (4.5)
where V (ϕ) is periodic potential with period ϕ0 = 2piN
V (ϕ+ ϕ0) = V (ϕ), (4.6)
schematically shown in Fig. 4.1, the situation is similar. However, as we have shown
in Section 2.3, a symmetry operation on the Hamiltonian is not just a translation
T (ϕ0) = exp
(−iϕ0p~ ) with the change of the coordinate ϕ: T (ϕ0)H(ϕ)T †(ϕ0) =
H(ϕ−ϕ0), but should also be accompanied by a rotation U †z (ϕ0) around the z-axis
in spin space. The resulting combined transformation is
Trot(ϕ0) =U
†
z (ϕ0)T (ϕ0) = exp
(
−iϕ0Jz
~
)
, (4.7)
where Jz is an operator of total angular momentum, as already defined in Section 2.3:
Jz = ~
(
p+
1
2
σz
)
= ~
(
−i∂ϕ + 1
2
σz
)
. (4.8)
Jz is a generator of full rotation in both spin and real space. The eigenstates of
the periodic Rashba ring Hamiltonian ψj(ϕ) are therefore also the eigenstates of
Trot(ϕ0),
Trot(ϕ0)ψj(ϕ) = e
−iϕ0Jz~ ψj(ϕ) = e−ijϕ0ψj(ϕ), (4.9)
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Figure 4.1: Schematic diagram of periodic potential (green) on a ring (purple) with
period ϕ0 = 2pi/6. The orange colour approximately represents the probability
distribution of an electron in a Bloch state.
with eigenvalues e−ijϕ0 , where "crystal angular momentum" j is equivalent to k in
a linear system.
Since the rotation operator Trot is spin-dependent, the ansatz for Bloch functions
on a ring, equivalent to Eq. (4.4) for a linear system, is more complicated:
ψj(ϕ) = e
i(j− 12σz)ϕuj(ϕ) = eijϕU †z (ϕ)uj(ϕ) (4.10)
To satisfy Eq. (4.9), uj(ϕ) has to be a periodic function
uj(ϕ− ϕ0) = uj(ϕ). (4.11)
In general, uj(ϕ) is a spinor, but both spin components have the same ϕ dependence,
unlike ψj(ϕ), which obviously has spin components with different spatial dependence
due to rotation U †z . To verify that the ansatz Eq. (4.10) for a ring Bloch state is
correct, we apply to it the rotation by angle ϕ0:
Trot(ϕ0)ψ(ϕ) =e
−iϕ0Jz~ ψj(ϕ) =
=U †z (ϕ0)e
−iϕ0p [eijϕU †z (ϕ)uj(ϕ)] =
=U †z (ϕ0)
[
eij(ϕ−ϕ0)U †z (ϕ− ϕ0)uj(ϕ− ϕ0)
]
=
=e−ijϕ0eijϕU †z (ϕ)uj(ϕ) =
=e−ijϕ0ψj(ϕ). (4.12)
We see that ansatz (4.10) is indeed compatible with Eq. (4.9).
Quantum number j is limited due to periodic boundary conditions.
ψj(ϕ) =ψj(ϕ+ 2pi) =
=eij(ϕ+2pi)U †z (ϕ+ 2pi)uj(ϕ+ 2pi) =
=ei2pijeijϕ
(−U †z (ϕ))uj(ϕ) =
=− ei2pijψj(ϕ) (4.13)
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From the first and the last line we extract a constraint for j, ei2pij = −1, leading to
j = n+
1
2
, n ∈ Z. (4.14)
Angular momentum j can only take half-integer values, a result we already expect
from Chapter 2. Similarly to the k in a linear crystal lattice, j can only take a
limited number of values. Any j larger than the number of periods of potential N
can be written as
j = N + j′. (4.15)
The translation of such a state can be expressed as
ψj(ϕ+ ϕ0) =e
iϕ0(N+j′)ψj(ϕ) =
=eiϕ0Neiϕ0j
′
ψj(ϕ) =
=ei
2pi
N
Neiϕ0j
′
ψj(ϕ) =
=eiϕ0j
′
ψj(ϕ), (4.16)
indicating that j and j′ are equivalent and j is therefore limited to
1
2
≤ j ≤ N − 1
2
. (4.17)
The main advantage of ansatz (4.10) is that many properties of the Bloch state
can be extracted without actually knowing the exact form of uj(ϕ). In the next
section, we will derive an equation which in principle allows the calculation of uj(ϕ)
for any periodic potential in presence of a Rashba coupling and find its solution in
a tight-binding limit in Section 4.4.
4.3 Bloch states in the presence of a Rashba cou-
pling
The detailed form of Bloch functions depends on the shape of periodic potential
V (ϕ) and is obtained by solving the stationary Schrödinger equation. As in both
Chapter 2 and Chapter 3, it is useful to first simplify the Hamiltonian using the
unitary transformation
U = UαUzUφ. (4.18)
If the potential is spin-independent, which is the case throughout the thesis, it is
not affected by transformation U , resulting in the transformed Hamiltonian
H ′ = UHU † = −∂2ϕ + V (ϕ)−
α2
4
, (4.19)
equivalent to a simple one-dimensional system with periodic potential. What is
important is that using transformation Uz, we eliminated the spin rotation of the
original Hamiltonian, resulting in simpler transformation properties of transformed
Hamiltonian H ′
H ′(ϕ+ ϕ0) = H ′(ϕ), (4.20)
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equivalent to the symmetry of an electron in a linear system. The eigenstates of
this Hamiltonian are therefore usual one-dimensional Bloch functions with simple
translation properties
ψ′k(ϕ+ ϕ0) = e
ikϕ0ψ′k(ϕ). (4.21)
The eigenstates ψ′k(ϕ) are therefore obtained using ansatz (4.4)
ψ′k(ϕ) = e
ikϕu′k(ϕ), (4.22)
with u′k(ϕ) being a periodic function with period ϕ0. It is important to note that
the form of u′k(ϕ) depends only on the shape of potential V (ϕ) and wave number k.
The fact that the original Hamiltonian is defined on a ring does not affect the form
of u′k(ϕ). To include spin, we multiply the function with a spinor χ˜s
ψ′ks(ϕ) = e
ikϕu′k(ϕ)χ˜s. (4.23)
The Bloch functions of the original Hamiltonian are obtained from ψ′k(ϕ) by the
inverse transformation U †(ϕ),
ψks(ϕ) =U
†
φ(ϕ)U
†
z (ϕ)U
†
α(ϕ)ψ
′
ks(ϕ) =
=eikϕu′k(ϕ)U
†
φ(ϕ)U
†
z (ϕ)U
†
α(ϕ)χ˜s. (4.24)
While the period of u′k(ϕ) is ϕ0 due to the symmetry of the potential V (ϕ), the
whole Bloch function is also periodic with a period of 2pi due to ring geometry,
leading to the boundary condition
ψk(0) =ψk(2pi)
U †φ(0)U
†
z (0)U
†
α(0)e
ik0u′k(0)χ˜s =U
†
φ(2pi)U
†
z (2pi)U
†
α(2pi)e
2piiku′k(2pi)χ˜s
χ˜s =− e2pii(φm+k)U †α(2pi)χ˜s. (4.25)
We are again faced with the eigenvalue problem already tackled in Chapter 2. It is
again convenient to express eigenspinors as a spin rotation of basis spinors
χ˜s = U
†
y(ϑα)χs, tanϑα = −α, (4.26)
resulting in the expression
1 = −e2pii(k+φm+sφα). (4.27)
This again results in k taking discrete values and being dependent on s,
ks = j − φm − sφα, j + 1/2 ∈ Z (4.28)
with half-integer values of j. The only difference lies in the upper and lower limits
of the values of j, which is the result of periodicity that does not occur on a ring
without potential. Following the same procedure as in Section 2.5, we insert the
result for χ˜s into the expression Eq. (4.24) and obtain a Bloch function on a ring
ψjs(ϕ) = e
ijϕujs(ϕ)U
†
z (ϕ)U
†
y(ϑα)χs. (4.29)
What is interesting is that the periodic function ujs(ϕ) = u′ks(ϕ) implicitly depends
on spin s, but in a very predictable way, only via implicit dependence of ks. This is in
fact a very important result. Note that the function u′k(ϕ) corresponds to a periodic
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Hamiltonian in a one-dimensional system, which was already thoroughly studied
[87, 88]. Expression Eq. (4.29) tells us that in order to obtain a Bloch function
on a ring in the presence of a Rashba coupling, which is a much more complicated
system, it is sufficient to know the function u′k(ϕ) of the same potential in a linear
system, substitute k with j − φm − sφα and use it in Eq. (4.29).
The wave function (4.29) does indeed have a form of Eq. (4.10) with the spin
part added, uj(ϕ)→ ujs(ϕ)U †y(ϑα)χs, which is an interesting result, considering the
fact that we never directly used that form as an ansatz. It will prove useful to write
the eigenstates in matrix form
Ψj(ϕ) = e
ijϕU †z (ϕ)U
†
y(ϑα)XUj(ϕ), (4.30)
where Uj(ϕ) is a 2× 2 matrix having functions ujs(ϕ) = u′ks(ϕ) on a diagonal
Uj(ϕ) =
(
uj↑(ϕ) 0
0 uj↓(ϕ)
)
=
(
u′
k=j−φm− 12φα
(ϕ) 0
0 u′
k=j−φm+ 12φα
(ϕ)
)
. (4.31)
As for function ujs(ϕ), which can be constructed from equivalent functions u′k(ϕ)
for a linear crystal, the energy of Bloch states on a ring can be expressed by the
energy of Bloch states in a linear crystal with Hamiltonian H = −∂2ϕ + V (ϕ).
If the energy of Bloch state ψk(ϕ) of this Hamiltonian is Ek, than the energy of
the Bloch state on a ring with Rashba coupling is obtained by the substitution
k → j − φm − sφα,
Ejs = Ek=j−φm−sφα + ESO (4.32)
with the addition of spin-orbit energy ESO = − α24 .
Although finding the Bloch functions on a Rashba ring seems to be a very difficult
task at first glance, we see that the use of suitable unitary transformations allows us
to express them using the results for a periodic one-dimensional system, i.e. Bloch
functions ψk(ϕ) and energies Ek. All we need to do is to change the crystal wave
number k → j − φm − sφα and construct the Bloch states according to Eq. (4.29).
4.4 Tight-binding model
Numerical methods allow us to calculate Bloch functions for any shape and strength
of the potential. However, we will focus on a case where the potential is strong and
the probability distribution of the electron is strongly localized around the minima of
the potential. Such a system can effectively be described with a potential consisting
of N δ-potential wells, which can be solved analytically in a tight-binding limit (see
Appendix B). To verify the results and explore the effects of the detailed shape of
the potential, we will compare the results with numerically calculated eigenstates
and eigenenergies for a periodic potential in the shape of Gaussian functions.
4.4.1 Shape of Bloch functions
As already pointed out, only function ujs(ϕ) in a ring Bloch function depends on
the detailed shape of the potential. For the δ-potential model
V (ϕ) = −V0
N∑
n=1
δ(ϕ− nϕ0), (4.33)
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considered in Appendix B, the functions ujs(ϕ) are
ujs(ϕ) =
√
2piκjs
N
e−
κjsϕ0
2 e−i(j−φm−sφα)ϕ˜
[
e
(
κjsϕ˜−i (j−φm−sφα)ϕ02
)
+ e
−
(
κjsϕ˜−i (j−φm−sφα)ϕ02
)]
(4.34)
with periodicity of the function being achieved by the use of variable
ϕ˜ = mod(ϕ, ϕ0)− ϕ0
2
. (4.35)
The exponents κjs depend on both quantum numbers j and s
κjs =
V0
2
(
1 + 2e−
ϕ0V0
2 cos [ϕ0 (j − φm − sφα)]
)
. (4.36)
It is important to note that since κjs depends on pseudo-spin s, functions ujs(ϕ)
with different s will have a different detailed shape, which is a direct consequence
of the SO coupling. However, in limit of strong potential, this difference can often
be neglected. In this limit, the value of function ujs(ϕ) is significant only in the
vicinity of the potential minimum nϕ0, where the phase factors in exponents cancel
out. We can therefore use an approximation where ujs(ϕ) is independent of spin
and angular momentum.
ujs(ϕ) ≈ u(ϕ) =
√
piV0
N
e−
V0ϕ0
2
[
e
V0
2
ϕ˜ + e−
V0
2
ϕ˜
]
, (4.37)
and therefore
Uj(ϕ) ≈ 12×2u(ϕ). (4.38)
Fig. 4.2 shows Bloch functions ψjs(ϕ) with j = 3/2 and both s on a ring with
N = 6 potential minima. From the plots we can recognize the effect of each term in
the Bloch function ansatz ψjs(ϕ) = eijϕujs(ϕ)U †z (ϕ)U †y(ϑα)χs. The term eijϕ causes
oscillations in peak strengths, indicated by envelope functions in lighter colour. The
term U †z (ϕ) causes different spin components to oscillate with different wave numbers
j−1/2 for component ↑ and j+1/2 for spin ↓ component, as we clearly see in Fig. 4.2
(green function oscillates faster than orange ones). The function ujs(ϕ) is the same
for both spin components. It is slightly different for Bloch functions with different
s, but in the tight-binding limit, the difference is too small to be seen in Fig. 4.2.
The ratio of the spin ↑ and ↓ component in the Bloch state is determined by
U †y(ϑα). For α = 0, the components do not mix (only orange or green lines on
plots). For α 6= 0, the ratio of components equals tan(ϑα/2), which results in the
equal amount of both components in limit of the strong Rashba coupling. As we
will see later, this will result in the vanishing expectation value of spin in z direction
for strong α.
To check the results for different shapes of potential, we choose a potential com-
posed of N Gaussian functions of width σ, centred at nϕ0
V (ϕ) = −V0
N∑
n=1
exp
[
−(ϕ− nϕ0)
2
2σ2
]
, (4.39)
and numerically calculate the Bloch functions. The components of ψjs(ϕ) with
j = 3/2 for both s at α = 1 are plotted in Fig. 4.3. Note that the chosen magnitude
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Figure 4.2: Real (solid line) and imaginary (dashed line) part of spin ↑ (orange) and
↓ (green) components of Bloch functions ψjs(ϕ) with j = 3/2 for δ-potential model
with strong potential V0 = 24 and N = 6 sites. Figs. (a), (c) and (e) correspond to
pseudo-spin s = 1/2 Bloch states and Figs. (b), (d) and (f) to pseudo-spin s = −1/2.
Figs. (a) and (b) show states in the absence of a Rashba coupling, (c) and (d) for
α = 1, and (e) and (f) for the case of strong coupling α = 10.
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of the potential V0 = 20 was sufficiently small that the detailed structure of the
Bloch functions is still visible. We see that the peaks are more rounded, while other
properties, i.e. mixing of spin components and the difference in their oscillations,
are the same as in the δ-function model.
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Figure 4.3: Real (solid line) and imaginary (dashed line) part of spin ↑ (orange) and
↓ (green) components of Bloch functions ψjs(ϕ) with j = 3/2 for Gaussian potential
with V0 = 20  and width σ = 0.1 (inset purple plot). Fig. (a) shows function for
s = 1/2 and Fig. (b) for s = −1/2, both at α = 1. The oscillations and spin mixing
are similar as in the case of δ-potential.
4.4.2 Energy
The energy Ek of a Bloch electron in a linear crystal is typically periodic in k. For
a Rashba ring, the energy Ejs is obtained by the substitution k → j − φm − sφα,
causing the dependence of energy on quantum numbers j and s, a situation similar
to the case of the free electron in Section 2.5. The change of the Rashba coupling
causes oscillations in energy via term φα =
√
1 + α2, similar to those caused by
magnetic flux, which again justifies naming φα as the Rashba flux.
In the limit of strong potential, the energy calculated from the δ-potential model
in Appendix B will oscillate as a cosine, which is the expected tight-binding result,
Ejs = −E0 − 2t0 cos [(j − φm − sφα)ϕ0] + ESO. (4.40)
For a δ-function model, the parameters E0 and t0 can be calculated analytically:
E0 =
3V 20
4
t0 =
V 20

e−
ϕ0
2
V0
 . (4.41)
For Gaussian potential, the form stays the same, but parameters E0 and t0 need to be
calculated numerically. The energy dependence on the Rashba coupling for the case
of a Gaussian potential is presented in Fig. 4.4. We see that the result is very similar
to the analytic cosine expression, but the relatively small potential V0 = 20 causes
visible deviations from the tight-binding result. This suggest that for any strong
periodic potential, the expression (4.40) is a general form of energy of Bloch states
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with detailed shape of the potential affecting only the value of parameters E0 and t0.
Similarly as in Section 2.5, states with opposite j and s form degenerate Kramers
doublets in the absence of magnetic flux (Ej,s = E−j,−s if φm = 0). Therefore a
small magnetic flux φm = 0.05 was added in Fig. 4.4 to split the degeneracy.
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Figure 4.4: Energy of Bloch states Ejs on N = 6 sites, calculated numerically
in a Gaussian potential with V0 = 20  and σ = 0.1 (solid line) and analytically
from δ-function model in the limit of a strong potential (dashed line). The energies
are renormalized to exclude the effect of E0 and t0. Energy for both cases is almost
identical and coincides if the depth of the Gaussian potential is sufficiently increased.
Magnetic flux φm = 0.05 was added to split the Kramers degeneracy.
4.4.3 Spin
Since the spin transformations used to construct Bloch functions are similar to those
in the eigenstates of free electrons in Section 2.5, we expect that the spin properties
will also be similar. We first calculate local spin expectation values SL(ϕ) of pairs
of Bloch states Ψj(ϕ),
SL,j(ϕ) =~
2
[
U †j (ϕ)X †Uy(ϑα)Uz(ϕ)e−ijϕ
]
σ
[
eijϕU †z (ϕ)U
†
y(ϑα)XUj(ϕ)
]
=
=
~
2
[
U †j (ϕ)X †Uy(ϑα)Uz(ϕ)σU †z (ϕ)U †y(ϑα)XUj(ϕ)
]
. (4.42)
The expression is similar to Eq. (2.122) in Section 2.5, resulting in
SL,j(ϕ) = ~
2
Rz(ϕ)Ry(ϑα)
[
U †j (ϕ)τUj(ϕ)
]
. (4.43)
Now since Uj(ϕ) is diagonal, the local spin will only be rotated around z and y axes,
described by Rz and Ry. The local expectation values will therefore point in the
radial direction at each point on a ring,
〈s〉L,js (ϕ) =~s |ujs(ϕ)|2Rz(ϕ)Ry(ϑα)ez =
=~s |ujs(ϕ)|2 (sinϑα cosϕ, sinϑα sinϕ, cosϑα) . (4.44)
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The result is very similar to the one for a free electron in Section 2.5 with added
|ujs(ϕ)|2 due to the localization of electron probability around the potential minima.
The result is schematically represented in Fig. 4.5.
Figure 4.5: Schematic representation of the local expectation value of spin 〈s〉L,js (ϕ)
of Bloch states ψj↑(ϕ) (orange) and ψj↓(ϕ) (green) with j = 1/2 in Gaussian po-
tential. The spin is tilted in the radial direction and localized at potential minima.
Parameters V0 = 50 , σ = 0.1 and α = 0.5 were used.
Due to the symmetry, the x and y components of true expectation values of spin
will vanish during the integration over ϕ resulting in a spin identical to the case of
free electrons
〈s〉js = ~s (0, 0, cosϑα) . (4.45)
Since local spin only depends on j via function ujs(ϕ), this dependence vanishes
after integration.
In the expression for off-diagonal elements of spin SL,j(ϕ), functions ujs(ϕ) with
different values of s are combined
[SL,j(ϕ)]ss′ =
~
2
u∗js(ϕ)ujs′(ϕ)Rz(ϕ)Ry(ϑα)τ ss′ . (4.46)
The integration over ϕ does not eliminate the dependence on j since the integral of
u∗js(ϕ)ujs′(ϕ) does not yield 1 if s 6= s′. However, in the limit of strong potential,
the effect of spin and angular momentum on the shape of ujs(ϕ) can be neglected
(ujs(ϕ) = u(ϕ)). In this limit, the results for local spin are independent of j
SL(ϕ) = ~
2
|u(ϕ)|2Rz(ϕ)Ry(ϑα)τ , (4.47)
which is a very elegant and simple result.
When integrated over ϕ, x and y components again vanish due to Rz(ϕ) rotation,
resulting in
S = ~
2
[
0, 0,Uy(ϑα)τzU †y(ϑα)
]
. (4.48)
97
Chapter 4. Electron in periodic potential
Written explicitly, the z-component is
Uy(ϑα)τzU †y(ϑα) =
(
cosϑα − sinϑα
− sinϑα − cosϑα
)
. (4.49)
These results will prove useful later in this chapter, as modified Wannier states are
introduced in 4.6.
The spin expectation values are very similar to those for free electrons in Chap-
ter 2 and again indicate tilting of spin in the radial direction. This is expected,
considering that the form of both sets of functions is very similar. Wave function
for free electrons
Ψfreej (ϕ) = e
ijϕU †z (ϕ)U
†
y(ϑα)X (4.50)
differs from Bloch functions
ΨBlochj (ϕ) = e
ijϕU †z (ϕ)U
†
y(ϑα)XUj(ϕ) (4.51)
only in the multiplication with envelope functions ujs(ϕ). This results in a local-
ized probability density of Bloch functions while eigenstates of free electrons are
not localized. Other properties like spin structure and phase dependence of wave
functions are practically identical for Bloch and free electrons.
We have shown in this section how Bloch functions on a ring and in the presence
of a Rashba coupling differ from Bloch functions in a linear one-dimensional crystal.
Like in previous chapters, most of the differences can be expressed by simple unitary
transformations, although the Hamiltonians for both systems appear very different.
In the next section, we will use these results to calculate the Wannier functions on
a ring and introduce a tight-binding Hamiltonian.
4.5 Wannier states
Bloch functions are eigenstates of the translation operator and are therefore uni-
formly spread across all sites of the potential. In some cases, it is useful to define
another type of functions, Wannier functions, which are localized around a single
minimum of the potential. They are defined as a Fourier transformation of Bloch
functions
φn(ϕ) =
1√
N
N−1∑
k=0
e−inkϕ0ψk(ϕ). (4.52)
For the electron on a ring, we used half-integer j as a quantum number to
label the Bloch states, therefore summation over j should be taken. However, the
Fourier transformation is usually defined with the summation over integer values.
We therefore define integer quantum number k = j−1/2 for the ring Bloch states to
preserve the summation over integer values. Wannier states on a ring are therefore
defined as
φns(ϕ) =
1√
N
N−1∑
k=0
e−inkϕ0ψj=k+ 1
2
,s(ϕ). (4.53)
The beauty of Wannier functions φns(ϕ) and the practical reason to introduce
them lies in the fact that they are strongly localized around site n of the periodic
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potential. They can therefore be used as a localized basis in which some terms of the
Hamiltonian can be expressed much more easily than in the basis of non-localized
Bloch functions. However, Wannier functions are not uniquely determined. Each
Bloch function ψjs(ϕ) is undetermined up to a constant complex factor. It can be
seen from the definition (4.52) that by choosing different phases for Bloch functions,
Wannier functions can take numerous different forms, not all of which are localized.
However, it was shown in Ref. [89] that for any periodic potential V (ϕ), we can find
such phases for Bloch functions ψjs that Wannier functions φns fall exponentially
with the distance from site n. In the rest of the thesis, this will be routinely assumed.
4.5.1 Derivation from Bloch states
Using the expression for Bloch functions (4.30)
ψj=k+ 1
2
,s(ϕ) = e
i(k+ 12)ϕuk+ 1
2
,s(ϕ)U
†
z (ϕ)U
†
y(ϑα)χs, (4.54)
many properties of the Wannier functions on a ring can be determined. The spin
transformations are independent of j and will therefore not be affected by the Fourier
transformation
φns(ϕ) =
1√
N
N−1∑
k=0
e−inkϕ0ψj=k+ 1
2
,s(ϕ) =
=ei
ϕ
2U †z (ϕ)U
†
y(ϑα)χs
[
1√
N
N−1∑
k=0
eik(ϕ−nϕ0)uk+ 1
2
,s(ϕ)
]
=
=ei
ϕ
2wns(ϕ)U
†
z (ϕ)U
†
y(ϑα)χs, (4.55)
with wns(ϕ) being defined as a Fourier transformation of functions uns(ϕ)
wns(ϕ) =
1√
N
∑
k
eik(ϕ−nϕ0)uk=j−s−φm(ϕ). (4.56)
Pseudo-spin Wannier pairs can be written in a compact matrix form
Φn(ϕ) = e
iϕ
2U †z (ϕ)U
†
y(ϑα)XWn(ϕ), (4.57)
where Wn(ϕ) is a diagonal 2× 2 matrix with functions wns(ϕ) on the diagonal.
The expression (4.57) for Wannier states looks very similar to the one for the
Bloch states, Eq. (4.30). The spin part is identical and only the envelope function is
changed. We introduced a new set of functions wns(ϕ), defined as a Fourier transfor-
mation of phase-shifted functions ujs(ϕ). Note that as for ujs(ϕ), the detailed shape
of wns(ϕ) depends on the shape of the periodic potential and can be calculated for
a linear system and then used on a ring. As argued above, if an appropriate phase
is selected for functions ujs(ϕ), transformed functions wns(ϕ) will be well localized
around ϕ = nϕ0.
As in Section 4.4 for function ujs(ϕ), we argue that in the case of a strong
potential, the effect of the SO coupling on the shape of wns(ϕ) can be neglected,
leading to the approximation
wn, 1
2
(ϕ) ≈ wn,− 1
2
(ϕ) = wn(ϕ). (4.58)
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We again point out that the difference in shape of wns(ϕ) for different s is purely
the consequence of the SO coupling and truly vanishes only in case α = 0. In
contrast to Bloch functions, when strong potential resulted in functions ujs(ϕ) being
independent of both momentum and spin quantum number, the Wannier functions
still retain their dependence on n, with only dependence on s being neglected.
Another interesting property of functions wns(ϕ) is that the change of n causes
only a simple shift in the position by a multiple of ϕ0
wn+m,s(ϕ) =
1√
N
N−1∑
k=0
eik(ϕ−(n+m)ϕ0)uk+ 1
2
(ϕ) =
=
1√
N
N−1∑
k=0
eik([ϕ−mϕ0]−nϕ0)uk+ 1
2
(ϕ−mϕ0) =
=wn,s(ϕ−mϕ0) (4.59)
In the second line, we used a periodicity of ujs to change the argument to ϕ−mϕ0.
The result indicates that functions wns(ϕ) with the same s are in fact the same
function w0s(ϕ), shifted by nϕ0. This fact will be used in the calculation of spin
matrix elements.
Since Wannier states are strongly localized, the difference in the phase of the
spin ↑ and ↓ component caused by U †z (ϕ) is not as obvious as in the case of Bloch
states. However, it still affects the matrix elements of Pauli matrices, as we will see
later. As an example of the shape of Wannier states, we plotted in Fig. 4.6 both
pseudo-spin Wannier states φns(ϕ) in the Gaussian potential on site n = 1 at α = 1.
Rashba coupling causes different magnitudes of spin components via transformation
U †y(ϕ). The effect of rotation U †z (ϕ) is visible in the ratio between real and imaginary
components: spin ↑ is almost completely real while the ↓ component is a mixture of
real and imaginary part.
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Figure 4.6: Real and imaginary part of spin components of states φn↑(ϕ) (Fig. (a))
and φn↓(ϕ) (Fig. (b)) at α = 1 on site n = 1. States were calculated numerically for
Gaussian potential with V0 = 20 , N = 6 and σ = 0.1.
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4.5.2 Spin properties
As for Bloch states, we first calculate local expectation values of spin
SL,n(ϕ) =~
2
〈Φn|σ |Φn〉 = ~
2
[W†n(ϕ)X †Uy(ϑα)Uz(ϕ)]σ [U †z (ϕ)U †y(ϑα)XWn(ϕ)] =
=
~
2
Rz(ϕ)Ry(ϑα)
[W†n(ϕ)τWn(ϕ)] . (4.60)
The result is very similar to the one for Bloch states (Eq. (4.43)), with functions Uj
being substituted withWn. We again argue that since the matrixWn(ϕ) is diagonal,
it cannot change the direction of local spin expectation values, which will therefore
be
〈s〉L,ns (ϕ) = ~s |wns(ϕ)|2 (sinϑα cosϕ, sinϑα sinϕ, cosϑα) . (4.61)
Both Bloch and Wannier functions have the same pattern of local spin, originating
from terms U †z (ϕ)U †y(ϑα)χs, resulting in the spin tilting in the radial direction. The
result differs only in envelope functions ujs(ϕ) or wns(ϕ) that determine the spatial
configuration of electron probability. Note that since functions wns(ϕ) are strongly
localized, the local spin is significant only at ϕ ≈ nϕ0, where it takes the values
〈s〉L,ns (nϕ0) = ~sA (sinϑα cos (nϕ0) , sinϑα sin (nϕ0) , cosϑα) . (4.62)
with A = |wns(nϕ0)|2 = |w0s(0)|2. This offers a simple "classical" interpretation of
the Wannier state as a localized electron with spin tilted in the radial direction as
shown in Fig. 4.7.
Figure 4.7: Classical picture of an electron in Wannier state φns(ϕ) for n = 1. The
electron is localized at the minima of the potential (orange dot), with spin being
represented by the orange arrow for s = 1/2 and by the green arrow for s = −1/2.
The tilting angle ϑα depends on the Rashba coupling, which was taken as α = 1.
Off-diagonal elements are calculated in a similar manner as for Bloch states
[SL,n(ϕ)]ss′ =
~
2
w∗ns(ϕ)wns′(ϕ)Rz(ϕ)Ry(ϑα)τ ss′ (4.63)
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and depend on the difference between envelope functions wns(ϕ) with different
pseudo-spin. True expectation values of spin are calculated by the integration of
SL,n(ϕ)
Sn = ~
2
1
2pi
∫ pi
−pi
Rz(ϕ)Ry(ϑα)
[W†n(ϕ)τWn(ϕ)] dϕ. (4.64)
However, using the translation properties of function wns(ϕ) and rotation around
the z axis, the expression can be simplified
Sn =~
2
Rz(nϕ0)
1
2pi
∫ pi
−pi
Rz(ϕ− nϕ0)Ry(ϑα)
[
W†0(ϕ− nϕ0)τW0(ϕ− nϕ0)
]
dϕ =
=Rz(nϕ0)S0 (4.65)
and expressed with expectation values for Φ0(ϕ) by a simple z-rotation. Diagonal
elements of S0, corresponding to the actual expectation values 〈s〉, are
〈s〉0s = ~s
∫ pi
−pi
|w0s(ϕ)|2 (sinϑα cosϕ, sinϑα sinϕ, cosϑα) dϕ. (4.66)
The z-component is easy to calculate since wns(ϕ) is normalized
〈sz〉0s = ~s cosϑα. (4.67)
Numerical results show that |w0s(ϕ)|2 is an even function of ϕ, therefore the y-
component of 〈s〉 vanishes. The x-component will be finite and will depend on the
integral B =
∫ pi
−pi |w0s(ϕ)|2 cosϕdϕ, which in turn depends on the shape and strength
of the potential. The expectation values of spin for state Φ0(ϕ) will therefore be
〈s〉0s = ~s (B sinϑα, 0, cosϑα) . (4.68)
To present the effect of finite width of function wns(ϕ), both x and z components
of 〈s〉0s are plotted in Fig. 4.8 for states in periodic Gaussian potentials of different
strengths V0. The results for other Wannier states Φ0(ϕ) with n 6= 0 are obtained
by z rotation
〈s〉ns = ~s (B sinϑα cos (nϕ0) , B sinϑα sin (nϕ0) , cosϑα) . (4.69)
The result supports the classical picture of localized electrons with tilted spin.
In the limit of strong potential V0, the envelope functions wns(ϕ) are strongly
localized and s dependence may also be neglected wns(ϕ) = wn(ϕ). In this limit,
|w0s(ϕ)|2 can be approximated as a δ-function, resulting in B = 1. The matrix of
spin expectation values is then particularly simple
Sn = ~
2
Rz(nϕ0)Ry(ϑα)τ . (4.70)
Since the expectation values are simply rotated matrices τi, the Wannier functions
in strong localization limit can be regarded as pure spin states with spin quantized
in the position-dependent direction Rz(nϕ0)Ry(ϑα)ez. By constructing a suitable
superposition of states at each site, pure spin states quantized along ez can be
obtained, as will be shown in Section 4.6.
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Figure 4.8: Expectation values of z (dashed) and x components (solid) of spin
in Wannier state φ0↑(ϕ). For the x-component, the expectation value is negative
and therefore its opposite value is plotted, while the y-component is exactly zero.
Different colours represent different strengths of the periodic Gaussian potential.
4.5.3 Hamiltonian
The Wannier states are strongly localized, so they will not be the eigenstates of the
translation operator nor of the Hamiltonian, which will therefore couple different
Wannier states. The matrix elements of the Hamiltonian in the Wannier basis
Hmns1s2 = 〈φms1 |H |φns2〉 (4.71)
are calculated by expressing Wannier states with Bloch states using Eq. (4.53).
When we take into account that ψjs(ϕ) are eigenstates of the Hamiltonian, we
obtain the equation
Hmns1s2 =
1
N
δs1s2
N−1∑
k=0
eik(m−n))ϕ0Ej=k+ 1
2
,s1
. (4.72)
The matrix elements are diagonal in spin, so we can omit one spin index. Terms E0
and ESO in energy Ej,
Ej=k+ 1
2
,s = E0 + ESO − 2t0 cos
[
ϕ0
(
k +
1
2
− φm − sφα
)
,
]
(4.73)
are independent of k and are thus not affected by the Fourier transformation. The
transformation of k-dependent cosine term can be calculated exactly if we split it
into a sum of two exponents cosx = 1/2(eix + e−ix)
Hmns =− t0 1
N
N−1∑
k=0
(
eik(m−n+1)ϕ0eiϕ0(
1
2
−φm−sφα) + eik(m−n−1)ϕ0e−iϕ0(
1
2
−φm−sφα)
)
=
=− t0δm,n−1eiϕ0( 12−φm−sφα) − t0δm,n+1e−iϕ0( 12−φm−sφα) =
=− tsδm,n+1 − t∗sδm,n−1. (4.74)
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Since the Hamiltonian only couples neighbouring sites and does not mix pseudo-
spin states, matrix elements ts can be written in a more compact matrix form
T =
(
t 1
2
0
0 t− 1
2
)
= t0e
iϕ0(φm− 12)ei
ϕ0
2
φατz . (4.75)
Using this notation, the Hamiltonian takes the form of a tight-binding model
H = E0 + ESO −
N−1∑
n=0
(|Φn+1〉 T 〈Φn|+ |Φn−1〉 T † 〈Φn|) (4.76)
with spin-dependent hopping term T .
Hopping only connects nearest neighbouring sites, a property that comes from
the fact that the energy of Bloch functions is proportional to cosine of j, representing
two symmetrical δ peaks in Fourier space. The cosine form of energy is exact only in
the limit of strong potential, as we can see in Fig. 4.4. In a general case, the energy
can contain higher powers of the cosine, which results in hopping to more remote
sites. We again emphasize that the same nearest-neighbour hopping result would
emerge for any strong potential, regardless of its detailed shape, which only affects
the magnitude of hopping t0, while the phase depends solely on the symmetry and
transformation properties of the Hamiltonian.
Phase φm in hopping is a well-known Peierls phase that describes the effect of
magnetic flux. The most important property of the hopping term, which is usually
not found in the tight-binding model, is spin dependence. It is a direct consequence
of the Rashba coupling, causing a rotation of electron spin when it changes position.
The effect is very similar to the one observed for electrons in harmonic potential
described in Chapter 3, where it was used to rotate electron spin. Since the spin of
Wannier states is quantized along the axis of rotation, different pseudo-spin states
φns(ϕ) will only acquire different phase factors without additional spin rotation.
In general, the spin of an electron starting in a superposition of both pseudo-spin
Wannier states on the same site will be rotated if the electron is transferred to a
different site. This effect will be more obvious in Section 4.6, where a different set
of Wannier functions will be defined.
4.5.4 Absence of Rashba coupling
Bloch and Wannier states on a ring in the presence of Rashba coupling show some
interesting properties, very different from the states in a linear system, with spin
properties and energy depending on the Rashba coupling and pseudo-spin quantum
number. However, in the limit α = 0, we expect the states to be independent of
spin and therefore equivalent to the states in a simple linear crystal, which might
not be obvious from the results we obtained in this chapter. We will now show how
the results simplify in the absence of a Rashba coupling and prove their consistency
with the results for a linear system.
The Rashba parameter enters the expression for energy in the form of Rashba
flux φα =
√
1 + α2, which does not vanish at α = 0, but equals 1. The energy of
Bloch state is therefore
Ejs(α = 0) = E0 − 2t0 cos [ϕ0 (j − φm − s)] , (4.77)
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which still depends on s, which seems odd. However, the situation is the same as in
Section 2.5. Since both j and s are half-integer, the expression j − s takes integer
values equivalent to k. By taking j = 1/2, 3/2, ..., N − 1/2, s = ±1/2 and using the
equivalence j ≡ j + N , we see that the expression j − s takes each of the values
0, 1, 2, ..., N − 1 twice, which is equivalent to having spin-independent energy
Eks(α = 0) = E0 − 2t0 cos [ϕ0 (k − φm)] , (4.78)
with twofold degeneracy due to spin.
Since the spin rotation U †y(ϑα) = 1 for α = 0 and U †z (ϕ) and Uj(ϕ) are both
diagonal, spin components in a Bloch state decouple
Ψj(ϕ) = e
ijϕU †z (ϕ)U
†
y(ϑα=0)XUj(ϕ) = eijϕXU †z (ϕ)Uj(ϕ). (4.79)
Each component is now a pure spin state
ψjs(ϕ) = e
i(j−s)ϕujs(ϕ)χs. (4.80)
We remember that both j and s entered the periodic function ujs(ϕ) via dependence
on k. With vanishing α, this leads to
ujs(ϕ) = u
′
k=j−s−φm(ϕ). (4.81)
Again we can treat k = j− s as ordinary momentum, leading to the same results as
in a linear system.
A similar procedure can be used for Wannier states, which simplify to pure spin
states
Φn(ϕ) =
(
wn↑(ϕ) 0
0 eiϕwn↓(ϕ)
)
. (4.82)
From the definition of functions wns(ϕ) (4.56) we can quickly see that both compo-
nents are actually the same (exponent eiϕ in the second component is absorbed by
definition of j = k + 1/2)
wn↑(ϕ) = eiϕwn↓(ϕ) = wn(ϕ). (4.83)
Both Wannier pseudo-spin states in the absence of a Rashba coupling therefore have
the same orbital part and only differ in the spinor part χs, forming a pair of pure
spin states.
The hopping term T with α = 0 takes a form
T =
(
t0e
iϕ0φm 0
0 t0e
iϕ0(φm−1)
)
. (4.84)
The difference in the complex phase of the hopping terms turns out to be irrelevant
as the increase of magnetic flux by a flux quantum does not change the physics of
the system.
We see that in the limit α → 0, the Bloch and Wannier states indeed acquire
the form which we expect for the spin-independent Hamiltonian, although this is
not obvious from their definitions (4.30) and (4.55). In the vanishing spin-orbit
coupling, both states can be written as a product of the orbital part and the spin
part, forming pairs of pure spin states with degenerate energy.
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4.6 Modified Wannier states
The Wannier states in the absence of Rashba coupling
φns(ϕ) = wn(ϕ)χs (4.85)
are well-localized pure spin states, ideal for a computational basis for the solving of
many-electron problems. In this section, our task will be to construct similar states
in the presence of a Rashba coupling as a linear combination of Wannier states. We
want these modified Wannier states φ˜ns(ϕ) to be localized and as similar as possible
to pure spin states.
4.6.1 Spin properties of modified Wannier states
We want the expectation value of spin for states φ˜ns(ϕ) to be as close as possible to
the expectation value for pure spin states, meaning
Sn = ~
2
〈
Φ˜n
∣∣∣σ ∣∣∣Φ˜n〉 ≈ ~
2
τ . (4.86)
On the other hand, the spin of the original Wannier states Φn(ϕ) in a tight-binding
limit (Eq. (4.70)) is rotated around axes y and z
Sn = ~
2
〈Φn|σ |Φn〉 = ~
2
Rz(nϕ0)Ry(ϑ)τ . (4.87)
The relation between states φns(ϕ) and φ˜ns(ϕ) can be found by reversing real-space
rotation to spin rotations, expressed in standard basis
〈Φn|σ |Φn〉 = Uy(ϑα)Uz(nϕ0)τU †z (nϕ0)U †y(ϑα). (4.88)
Substituting τ with
〈
Φ˜n
∣∣∣σ ∣∣∣Φ˜n〉 results in
〈Φn|σ |Φn〉 = Uy(ϑα)Uz(nϕ0)
〈
Φ˜n
∣∣∣σ ∣∣∣Φ˜n〉U †z (nϕ0)U †y(ϑα). (4.89)
From this expression, we can extract the definition of new Wannier states∣∣∣Φ˜n〉 = |Φn〉 e−inϕ02 Uy(ϑα)Uz(nϕ0) = |Φn〉 Un. (4.90)
The constant phase e−i
nϕ0
2 was added by hand in order to simplify further results.
The transformation between both sets of states is a 2 × 2 matrix Un that depends
on site n. If we use a definition of ordinary Wannier states (4.57) in Eq. (4.90), we
get
Φ˜n(ϕ) = e
i
ϕ−nϕ0
2 U †z (ϕ)U
†
y(ϑα)XWn(ϕ)Uy(ϑα)Uz(nϕ0). (4.91)
In a tight-binding limit, pseudo-spin dependence of wns(ϕ) can be neglected, result-
ing in the considerably simplified expression
Φ˜n(ϕ) = e
i
ϕ−nϕ0
2 wn(ϕ)U
†
z (ϕ− nϕ0)X . (4.92)
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In this limit, the wave function is significant only for small ϕ−nϕ0, thus eliminating
the phase factor, added by hand, and z rotation
φ˜ns(ϕ) ≈ wn(ϕ)χs. (4.93)
The resulting Wannier state is indeed a pure spin state identical to the states in
the limit α = 0, at least in strong potential. Using the same transformation, the
modified Wannier states can also be calculated in a weaker potential. The resulting
states will strongly resemble pure spin states, but will still have some minor mixing of
spin components, as seen in Fig. 4.9 for the case of a Gaussian potential at V0 = 20.
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Figure 4.9: Real and imaginary part of both spin components of modified Wannier
functions φ˜1↑(ϕ) (Fig. (a)) and φ˜1↓(ϕ) (Fig. (b)) on N = 6 sites. The real part of
spin ↑ component is dominant for φ˜1↑(ϕ) and the real part of spin ↓ component is
dominant for φ˜1↓(ϕ), indicating almost pure spin states. V0 = 20  and α = 1 were
taken as parameters.
The required properties of functions φ˜ns are further confirmed by numerical cal-
culation of the expectation values of spin in the z direction 〈sz〉 and its projection to
the xy plane 〈s⊥〉 =
√
〈sx〉2 + 〈sy〉2. The result is shown in Fig. 4.10 as a function
of α for different values of V0. We see that in a tight-binding limit (large V0), the
expectation value 〈sz〉 ≈ ~/2 for any α while 〈s⊥〉 is negligible.
4.6.2 Hamiltonian
The matrix hopping term T in the new basis Φ˜n is calculated using the reversed
transformation Un (4.90)
|Φn〉 =
∣∣∣Φ˜n〉U †n. (4.94)
What is important is that the modified version of Wannier states is only a mixture of
both of the original pseudo-spin Wannier states on the same site n. The Hamiltonian
in the new basis will therefore still have a form of nearest-neighbour hopping, but
with different spin-dependent terms
N−1∑
n=0
(|Φn+1〉 T 〈Φn|+ |Φn−1〉 T † 〈Φn|) = N−1∑
n=0
(∣∣∣Φ˜n+1〉 T˜ +n 〈Φ˜n∣∣∣+ ∣∣∣Φ˜n−1〉 T˜ −n 〈Φ˜n∣∣∣) .
(4.95)
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Figure 4.10: Expectation values 〈sz〉 and 〈s⊥〉 =
√
〈sx〉2 + 〈sy〉2 for state φ˜0↑(ϕ) as
a function of the Rashba coupling for different depths of Gaussian potential. Spin
in the xy plane is negligible for any strength of the potential, while 〈sz〉 = ~/2,
expected for pure spin states, is true for small α or strong V0.
The hopping terms are no longer diagonal in spin and also depend on site n
T˜ +n = U †n+1T Un = e i
ϕ0
2 U †z ([n+ 1]ϕ0)U †y(ϑα)T Uy(ϑα)Uz(nϕ0)
T˜ −n = U †n−1T †Un = e−i
ϕ0
2 U †z ([n− 1]ϕ0)U †y(ϑα)T †Uy(ϑα)Uz(nϕ0). (4.96)
Hopping terms for different directions (± sign) are not simply conjugate to each
other, so it is initially not obvious that the new Hamiltonian is Hermitian. However,
it holds that (
T˜ +n
)†
= T˜ −n+1,
(
T˜ −n
)†
= T˜ +n−1, (4.97)
so after the summation over all n, Hermicity is indeed obtained. By using the
explicit form
T = t0eiϕ0(φm− 12)ei
ϕ0
2
φατz (4.98)
and using the results of the diagonalization of the matrix U †α(ϕ) (Eq. (2.82) in
Section 2.5)
U †α(ϕ) = U †y(ϑα)ei
ϕ
2
φατzUy(ϑα), (4.99)
the hopping for modified Wannier functions can be further simplified,
T˜ ±n =t0e±i
ϕ0
2 U †z (nϕ0 ± ϕ0)U †y(ϑα)e±iϕ0(φm−
1
2)e±i
ϕ0
2
φατzUy(ϑα)Uz(nϕ0) =
=t0e
±iϕ0φmU †z (nϕ0 ± ϕ0)U †α(±ϕ0)Uz(nϕ0). (4.100)
This offers a straightforward physical interpretation. When the electron is hopping
from site n to n+ 1, its spin is first rotated around the z axis to the local spin frame
aligned with the direction of the hopping, which of course changes with n due to
ring geometry. Matrix U †α then rotates the spin around axis α, perpendicular to the
direction of the hopping. At the end, the spin is rotated back from the local frame,
which is aligned with the local direction of the ring, to the global frame, which
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is natural to states Φ˜n(ϕ). The phase, proportional to φm, is an ordinary Peierls
phase due to magnetic flux. In the case of the vanishing Rashba coupling, the spin
rotations cancel each other out, resulting in a usual, spin-independent hopping
T˜ ±n (α = 0) = t0eiϕ0φm12×2. (4.101)
Even though we have made some approximations in the derivation of the hop-
ping term T˜ ±n by neglecting spin dependence of the localized state and assuming
strong localization, the result is still non-trivial and contains all important aspects
of spin-orbit coupling. The spin rotation, induced by the electron’s hopping be-
tween neighbouring sites, offers a plausible physical interpretation consistent with
the results from previous chapters.
4.7 Conclusion
In this section, we reviewed some of the properties of Bloch functions in a linear
crystal lattice and used them to find eigenstates of electrons on a ring in the presence
of a Rashba coupling. The most important difference between these two systems lies
in different transformation properties of the Hamiltonian, leading to Bloch functions
of a ring being eigenstates of a full rotation, consisting of a rotation in both real
and spin spaces. It is interesting that the periodic part of Bloch functions uk(ϕ)
is very similar for both the linear system and the ring, with differences appearing
only regarding parameter k. Other differences between the functions can all be
written out as simple position-dependent spin transformations, forming a crown-
like structure similar to the one in the free-electron case in Section 2.5. As in the
system of a free electron, the effect of the Rashba coupling is seen as an additional
Rashba flux added to momentum (k → k − sφα) and the addition of spin-orbit
energy ESO = −α2/4.
The Bloch functions were used to construct two sets of Wannier functions, rep-
resenting the natural basis of a tight-binding Hamiltonian. The first set was derived
directly from the Bloch functions, with Hamiltonian hopping terms being diagonal
in spin. The second set is obtained by a site-dependent local transformation of
the original Wannier functions Un, resulting in states similar to localized pure spin
states. The Hamiltonian in this basis is expressed as the nearest-neighbour coupling
with spin-dependent hopping terms, mixing both pseudo-spin components of Wan-
nier basis. The second type of Wannier states can be used as a computational basis
in which additional spin and potential terms of the Hamiltonian and interaction
between electrons is written easily. As we will show in the following chapter, this
offers a straightforward extension of the Hamiltonian to the use in many-electron
systems.
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Two-electron states on a ring
5.1 Introduction
So far in the thesis, we were only interested in single-electron systems. We will now
discuss the properties of the simplest many-electron problem with two electrons
on a ring with a Rashba coupling. We will focus on a simple model where no
external potential is applied, allowing the electrons to move freely around the ring.
However, since the electrons interact via a Coulomb coupling, they will repel each
other, meaning that the only motion possible will be a correlated rotation of both
electrons.
Our main goal in this chapter will be to analyse the effect of a Rashba coupling
on the properties of two-electron eigenstates. To properly account for the symmetry
properties of a many-electron wave function, second-quantization operators will be
used to describe the state in terms of modified Wannier states, presented in Chap-
ter 4. We will be interested in energy, spin, and charge distribution of electrons in
eigenstate. Since no external potential will be present, the system will be of little
practical use, but will provide some insight into the symmetry properties and rele-
vant quantum numbers of eigenstates, which will be used in Chapter 6 to describe
a similar system of two electrons in a square quantum dot.
In Section 5.2 of this chapter we will present the second-quantization operators
used to describe the eigenstates, and in Section 5.3 the Hamiltonian will be written
out in terms of these operators. Some general symmetry properties of the Hamilto-
nian regarding spin and angular momentum will be discussed in Section 5.4 and will
lead to a simplified two-electron Schrödinger equation. In the limit of large ring ra-
dius R where Coulomb coupling is large compared to kinetic energy, the eigenstates
can be found analytically. This is done in Section 5.5, with the analytic expressions
for expectation values of energy and spin being compared with numerical results.
The chapter concludes with a brief discussion in Section 5.6.
5.2 Second quantization wave function
The state of the two-electron system will be written as a wave function dependent
on coordinate ϕ of each particle and its spin state s: ψ = ψ(ϕ1, s1;ϕ2, s2). This
wave function can be approximated as an expansion in a set of some single-electron
states. Due to their localization, the Wannier states, as described in Chapter 4, turn
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out to be a good choice,
ψ(ϕ1, s1;ϕ2, s2) =
∑
n1,s1;n2,s2
an1s1n2s2φn1s1(ϕ1)φn2s2 .(ϕ2) (5.1)
This expression does not describe the most general of all possible two-electron states,
but is often a good approximation useful for numerical calculation. The basis two-
electron state φn1s1(ϕ1)φn2s2(ϕ2) is interpreted as an electron with spin s1 positioned
at coordinate n1ϕ0 and an electron with spin s2 positioned at n2ϕ0. Larger numbers
of single-electron Wannier states (equal to the number of sites N) offer a better
spatial resolution of the resulting two-electron state and therefore a better approxi-
mation of actual eigenstates.
Due to the Pauli exclusion principle, the wave function has to be antisymmetric
under the exchange of particles
ψ(ϕ1, s1;ϕ2, s2) = −ψ(ϕ2, s2;ϕ1, s1). (5.2)
To implement this property in a simple manner, we introduce the operators of
the second quantization: creation operator d†ns, when applied to vacuum state |0〉,
creates an ordinary Wannier state φns(ϕ), and annihilation operator dns, if applied
to state φns(ϕ), returns it back to a vacuum.
d†ns |0〉 = |φns〉 , dns |φns〉 = |0〉 (5.3)
We chose the notation d instead of the usual c to indicate that the created states
do not have a standard spin quantized along the z-axis. Operators c†ns and cns will
be used to create and annihilate modified Wannier states φ˜ns(ϕ) with standard spin
properties (4.86), as introduced in previous chapter
c†ns |0〉 =
∣∣∣φ˜ns〉 , cns ∣∣∣φ˜ns〉 = |0〉 . (5.4)
We also define the matrix notation of operators
D†n =
(
d†n↑, d
†
n↓
)
, Dn =
(
dn↑
dn↓
)
, (5.5)
creating and annihilating pseudo-spin pairs of Wannier states
D†n |0〉 = |Φn〉 , Dn |Φn〉 = 1 |0〉 , (5.6)
and similarly operators C†n and Cn for modified Wannier states Φ˜ns(ϕ).
Both sets of functions are related via the unitary transformation Un (4.90), lead-
ing to the same relation between operators Dn and Cn
D†n = C
†
nU †n, Dn = UnCn. (5.7)
It seems a bit counterintuitive to multiply the creation operator C† by a matrix
from the right side, since it acts on the vacuum state to the right. Since Un is just
a matrix of complex numbers, the expression should be understood as
d†ns |0〉 =
∑
s′
c†ns′ [Un]s′s |0〉 =
∑
s′
[Un]s′s
(
c†ns′ |0〉
)
. (5.8)
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To satisfy the Pauli exclusion principle, the operators obey anti-commutation re-
lations. This is true for c as well as d operators, as they are related via unitary
transformation {
cn1s1 , c
†
n2s2
}
=
{
dn1s1 , d
†
n2s2
}
= δs1s2δn1n2 . (5.9)
Using operators d†ns, a two-electron state can be written as
ψ(ϕ1, s1;ϕ2, s2) =
∑
n1,s1;n2,s2
an1s1n2s2d
†
n1,s1
d†n2,s2 |0〉 . (5.10)
In principle, the state could also be expressed by operators c†ns with some differ-
ent coefficients bn1s1n2s2 , which can be related to an1s1n2s2 using transformations Un.
However, to find the eigenstates of the system, d† operators are much more conve-
nient as the Rashba Hamiltonian in this basis is simpler.
5.3 Hamiltonian
In this section, we will rewrite the Hamiltonian in terms of second-quantization
operators. The single-electron terms will be very similar to the Hamiltonian in the
basis of Wannier states, and a Coulomb interaction between electrons, absent in
single-electron problems, will be introduced.
5.3.1 Single-electron terms
The terms of the Hamiltonian, expressed in the basis of the Wannier functions, can
be written as a 2× 2 matrix
Hmn = 〈Φm|H |Φn〉 , (5.11)
which we already studied in Chapter 4. We now use the definition of creation and
annihilation operators to express the Hamiltonian
H =
∑
mn
|Φm〉Hmn 〈Φn| =
∑
mn
D†m |0〉Hmn 〈0|Dn =
=
∑
mn
D†mHmnDn =
∑
mn
∑
ss′
dms [Hmn]ss′ d†ns′ . (5.12)
We treated the term |0〉 〈0| as an identity. Using the result from the previous chapter,
a single-electron Hamiltonian in terms of creation and annihilation operators is
H1 =
N−1∑
n=0
(
(E0 + ESO)D
†
nDn −D†n+1T Dn −D†n−1T †Dn + VnD†nDn
)
=
=E0 + ESO −
∑
ns
(
tsd
†
n+1,sdns + t
†
sd
†
n−1,sdns
)
+
∑
n
Vnnn =
=E0 + ESO +HT +HV , (5.13)
with constant energy terms E0 + ESO and kinetic and SO terms HT , described
by hopping matrix T (4.75). We additionally included potential energy term HV ,
describing spin-independent external potential V (ϕ) in terms of Vn
Vn =
1
2pi
∫ pi
−pi
Φ†n(ϕ)V (ϕ)Φn(ϕ)dϕ ≈ V (nϕ0). (5.14)
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The operator
nn =
∑
s
d†nsdns =
∑
s
c†nscns (5.15)
counts the number of electrons on site n.
To use the Hamiltonian (5.13) as the model for a free electron, the magnitude t0 of
hopping parameter ts = t0 exp [ϕ0(1/2− φm − sφα)] must be correctly renormalized.
In the limit of large N , the energy of Bloch states expanded for small ϕ0
Ej ≈ −2t0
(
1− ϕ
2
0(j − φm − sφα)2
2
)
(5.16)
must be identical, up to the addition of constant energy to the energy of the free
electron
Ej =  (j − φm − sφα)2 . (5.17)
By comparing both expressions, we determine that t0 should be
t0 =

ϕ20
. (5.18)
This value will implicitly be used throughout this chapter.
5.3.2 Coulomb interaction
An important contribution to the Hamiltonian in many-electron systems is provided
by inter-particle interaction. Since the electrons now interact not only with exter-
nal fields but also with each other, the correlations may arise in strong-interaction
regime.
The most general case of electron interaction can be written as Hamiltonian
H2 =
∑
m1n1m2n2
D†n1D
†
m1
Vm1n1m2n2Dm2Dn2 . (5.19)
In this notation, the matrix term Vm1n1m2n2 is actually a 4× 4 matrix, coupling dif-
ferent spin states. However, we will assume a spin-independent Coulomb interaction
between electrons, leading to a simpler expression
HC =
∑
m1n1m2n2ss′
d†n1sd
†
m1s′Vm1n1m2n2dm2s′dn2s. (5.20)
Matrix terms of the potential Vm1n1m2n2 , now simply numbers, are calculated as
matrix elements of the interaction in two-electron basis
Vm1n1m2n2 =
1
4pi2
∫ pi
−pi
∫ pi
−pi
φ†m1s′(ϕ1)φ
†
n1s
(ϕ2)V (ϕ1, ϕ2)φn2s(ϕ2)φm2s′(ϕ1)dϕ1dϕ2.
(5.21)
V (ϕ1, ϕ2) is interaction energy between two electrons positioned at coordinates ϕ1
and ϕ2. In our case, we will use Coulomb energy
V (r1, r2) =
e2
4piεε0 |r2 − r1| (5.22)
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which depends only on the distance between electrons. For electrons confined to a
ring, the distance is expressed by their coordinates ϕ1 and ϕ2
|r2 − r1| = 2R
∣∣∣∣sin(ϕ2 − ϕ12
)∣∣∣∣ = 2R sin( |ϕ2 − ϕ1|2
)
. (5.23)
The energy obviously depends only on the difference in the electrons’ positions ϕ1
and ϕ2
V (ϕ1, ϕ2) =
e2
8piRεε0 sin
(
|ϕ2−ϕ1|
2
) = V (|ϕ2 − ϕ1|). (5.24)
If we assume that functions φns(ϕ) are strongly localized at nϕ0, the expression
(5.21) yields non-vanishing result only for n1 = n2 = n and m1 = m2 = m. The
value of the integral than equals the value of potential energy V (ϕ1, ϕ2) at ϕ1 = mϕ0
and ϕ2 = nϕ0,
Vm1n1m2n2 =δm1,m2δn1,n2
∫ pi
−pi
∫ pi
−pi
|φm1s′(ϕ1)|2 |φn1s(ϕ2)|2 V (ϕ1, ϕ2)dϕ1dϕ2 =
=δm1,m2δn1,n2V (m1ϕ0, n1ϕ0). (5.25)
The Coulomb Hamiltonian can now be written in a much simpler form
HC =
∑
mnss′
d†nsd
†
ms′Vmndms′dns =
=
∑
mn
Vmnnmnn. (5.26)
The matrix elements Vmn, appearing in the expression, are
Vmn = V (m1ϕ0, n1ϕ0) =
e2
8piRεε0 sin
(
ϕ0
2
|m− n|) = VCsin (ϕ0
2
|m− n|) . (5.27)
We introduced parameter VC , describing the strength of Coulomb coupling in units
of energy
VC =
e2
8piRεε0
. (5.28)
In addition to constant parameters, such as electron charge e and vacuum permit-
tivity ε0, it also depends on the ring radius R and dielectric constant ε in 2DEG in
semiconductor. To avoid the divergence of Coulomb term for m = n, we substitute
sin
(
ϕ0
2
|m− n|) → √sin2 (ϕ0
2
|m− n|)+ d2, where Rd is approximately the width
of the ring in radial direction and can be interpreted as an effective distance between
electrons when located at the same angle ϕ.
To determine whether the Coulomb interaction between electrons should be taken
into account in the calculation, we must compare the kinetic energy of free electrons,
which is of order of magnitude  = ~2/2mR2, with Coulomb interaction of order VC ,
VC

=
e2
8piRεε0
2mR2
~2
=
me2R
4piεε0~2
=
R
R0
. (5.29)
Since the kinetic energy parameter  scales as ∼ 1/R2 and Coulomb interaction as
∼ 1/R, the electrostatic interaction is increasingly important for larger rings, while
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for small ones it can be neglected. For GaAs with effective mass m = 0.067m0 and
dielectric constant ε = 10.9 [30], the characteristic radius at which both contribu-
tions are comparable is
R0 ≈ 8nm, (5.30)
which sets the boundary between both cases. Radius of quantum rings in semicon-
ductors are typically of order of R ≈ 100 nm, which means that Coulomb interaction
will play an important part in description of the system. We therefore assume that
electrons will be more or less spatially separated and therefore substitution in pre-
vious paragraph can be omitted. However, we note that the effect of screening from
electrons in the voltage gates has been neglected in our description, but can play a
significant role in the electrostatic interaction in realistic systems.
5.4 Two-electron eigenstates
In this section, we will consider a system of two electrons on a ring without external
potential. We are interested in charge distribution, energy and spin structure of
eigenstates of the system. In addition to expectation values of spin components
s, which are non-trivial even in one-electron system (Chapter 2 to Chapter 4),
we will also be interested in the magnitude of spin s2. In absence of SO coupling,
Hamiltonian commutes with s2, resulting in eigenstates being either singlet or triplet
states. In our case, however, the combination of SO coupling, electron interaction
and ring geometry will lead to more interesting behaviour of expectation values of
s2. The results shown were obtained by numerical diagonalization of Hamiltonian,
but can to a great extent be interpreted using analytic expressions. In figures, both
analytical and numerical results will typically be shown.
5.4.1 Pseudo-spin symmetry
Two-electron wave function, written in a form
|ψ〉 =
∑
n1n2s1s2
an1n2s1s2d
†
n1s1
d†n2s2 |0〉 , (5.31)
is determined by coefficients an1n2s1s2 . The task of finding eigenstates of Hamiltonian
is therefore equivalent to finding these coefficients.
In the basis, defined with operators d†ns, the hopping part of Hamiltonian is
diagonal in pseudo-spin s (see Eq. (5.13)) and will therefore not mix states with
different total pseudo-spin S = s1 +s2. The eigenstates of Hamiltonian can therefore
be labelled by quantum number S
|ψS=s1+s2〉 =
∑
n1n2
aS,n1n2d
†
n1s1
d†n2s2 |0〉 . (5.32)
This splits our Hilbert space into three subspaces with S = −1, 0, 1, which are not
mixed by Hamiltonian. The sum in expression goes over all allowed two-electron
basis states. For S = 0, the pseudo-spin of the two electrons is different, therefore
each of them can be found on any location ni: 0 ≥ ni ≥ N − 1. This results in N2
two-electron basis states. For S = ±1, the electrons are not allowed to occupy the
same position, n1 6= n2. We must also be careful not to repeat the same state in
116
5.4. Two-electron eigenstates
summation twice, therefore we want n1 > n2. The resulting number of two-electron
basis states is N(N − 1)/2 for each pseudo-spin S = ±1. The coefficients aS,n1n2 in
each subspace are to be determined by Schrödinger equation.
5.4.2 Rotational symmetry
Since we are interested in rotationally invariant system without external potential
(Vn = 0 on all sites), the eigenstates of Hamiltonian will also be eigenstates of
rotation operator. Single electron translation operator, defined in terms of second
quantization operators, is
Tˆc(ϕ0) =
∑
n
C†n+1Cn, Tˆc(ϕ0)
∣∣∣φ˜ns〉 = ∣∣∣φ˜n+1,s〉 . (5.33)
Similarly we define
Tˆd(ϕ0) =
∑
n
e−i
ϕ0
2 D†n+1Dn =
∑
n
e−i
ϕ0
2 C†n+1U †n+1UnCn =
∑
n
C†n+1U †z (ϕ0)Cn.
(5.34)
We see that translation of operators d†ns is in fact a combination of coordinate
translation and spin rotation, corresponding to rotations, generated by total angu-
lar momentum operator Jz = Lz + sz, defined in Section 2.3.2. Two-particle d†ns
translation Tˆ (ϕ0)d,tot is defined by its effect on two-electron basis state,
Tˆ (ϕ0)d,totd
†
n1s1
d†n2s2 = e
−iϕ0d†n1+1,s1d
†
n2+1,s2
. (5.35)
It is easy to check that translation operator Tˆ (ϕ0)d,tot commutes with two-electron
Hamiltonian H = H1 +HC (Eq. (5.13) and Eq. (5.26))[
Tˆ (ϕ0)d,tot, H
]
−
= 0. (5.36)
The eigenstates can therefore be written in a form of an ansatz with new quantum
number J ,
|ψJS〉 = 1√
N
N−1∑
n=0
ei(J−1)ϕ0n
∑
m
aJS,md
†
ns1
d†n+m,s2 |0〉 . (5.37)
The sum over m depends on S and takes only values, allowed by Pauli exclusion
principle. When rotation operator Tˆ (ϕ0)d,tot is applied to the state |ψJS〉,
Tˆ (ϕ0)d,tot |ψJS〉 =Tˆ (ϕ0)d,tot 1√
N
∑
nm
ei(J−1)ϕ0naLS,md†ns1d
†
n+m,s2 |0〉 =
=e−iϕ0
1√
N
∑
nm
ei(J−1)ϕ0naJS,md
†
n+1,s1
d†n+1+m,s2 |0〉 =
=e−iϕ0
1√
N
∑
nm
ei(J−1)ϕ0(n−1)aJS,md†n,s1d
†
n+m,s2 |0〉 =
=e−iJϕ0 |ψJS〉 , (5.38)
we recognize that |ψJS〉 it is indeed an eigenstate of rotation operator with total
angular momentum J . It is worth noting that the term e−iϕ0 , coming from the
definition of Tˆ (ϕ0)d,tot, causes a bit unusual definition of state |ψJS〉 with term J−1
in exponent instead of J . The reason for this lies in the definition of operators d†ns
and their relation to operators c†ns, which includes rotation around z-axis.
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5.4.3 Schrödinger equation
Coefficients amS now describe only the distance between both electrons mϕ0. We
calculate them by applying Hamiltonian H = H1 +HC on the ansatz (5.37).
We first apply single-electron part of Hamiltonian H1. In absence of external
potential, HV = 0, and with E0 and ESO being constant, only hopping part HT will
be relevant
HT |ψJS〉 =−
∑
ps
(
tsd
†
p+1,sdps + t
∗
sd
†
p−1,sdps
)∑
nm
ei(J−1)ϕ0naJS,md†ns1d
†
n+m,s2 |0〉 =
=
∑
nm
ei(J−1)ϕ0nbJS,md†ns1d
†
n+m,s2 |0〉 . (5.39)
The resulting state has the form of ansatz for |ψJS〉, but with new coefficients bJS,m,
defined by hopping term ts = t0 exp [ϕ0 (φm − 1/2 + sφα)],
bJS,m = −
(
ts1e
−i(J−1)ϕ0aJS,m+1 + ts2aJS,m−1 + t
∗
s1
ei(J−1)ϕ0aJS,m−1 + t∗s2aJS,m+1
)
.
(5.40)
The Coulomb interaction HC depends only on a distance between electrons, but
does not change operators d†ns,
HC |ψJS〉 =VC
∑
pq
npnq
sin
(
ϕ0
2
|p− q|)∑
nm
ei(J−1)ϕ0naJS,md†ns1d
†
n+m,s2 |0〉 =
=VC
∑
nm
ei(J−1)ϕ0n
aJS,m
sin
(
mϕ0
2
)d†ns1d†n+m,s2 |0〉 . (5.41)
Schrödinger equation (HT +HC) |ψJS〉 = E |ψJS〉 can now be expressed in terms of
coefficients aJS,m
− (ts1e−i(J−1)ϕ0aJS,m+1 + t∗s2)− (t∗s1ei(J−1)ϕ0 + ts2) aJS,m−1+
+
VC
sin
(
mϕ0
2
)aJS,m = EaJS,m, (5.42)
or in simplified form
− t˜aJS,m+1 − t˜∗aJS,m−1 + VmaJS,m = EaJS,m. (5.43)
The effective hopping term t˜ is defined as
t˜ =ts1e
−iLϕ0 + t∗s2 = t˜0e
−iϕ0φ˜
t˜0 =2t0 cos
(ϕ0
2
[J − 2φm − Sφα]
)
φ˜ =
1
2
[J − 1− (s1 − s2)φα] , (5.44)
and depends on pseudo-spin S = s1+s2 and angular momentum J , as well as on both
fluxes φm and φα. The phase of hopping term φ˜ can be eliminated by introduction
of phase shifted coefficients
a˜JS,m = aJS,me
−iϕ0mφ˜, (5.45)
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resulting in
− t˜0 (a˜JS,m+1 + a˜JS,m−1) + a˜JS,mVm = Ea˜JS,m. (5.46)
The expression is similar to Schrödinger equation of single electron in external po-
tential, discretized using finite-differences. If we assume ϕ0  1, a˜LS,m = ψ(mϕ0),
Vm = V (mϕ0), and use finite-difference approximation of second derivative
∂2ψ(ϕ)
∂ϕ2
=
ψ(ϕ− ϕ0)− 2ψ(ϕ) + ψ(ϕ+ ϕ0)
ϕ20
, (5.47)
Eq. (5.46) can be written as stationary Schrödinger equation[
˜p2ξ + V (ξ)− 2t˜0
]
ψJS(ξ) = EJSψJS(ξ) (5.48)
with coordinate ξ = ϕ2 − ϕ1 describing the distance between electrons, governed
by momentum pξ = −i∂ξ and potential V (ξ) = VC/ sin (ξ/2). Energy parameter
˜ = t˜0ϕ
2
0, proportional to effective hopping t˜0, now depends on external parameters
φm and φα and on quantum numbers J and S. Comparing ˜ to  = ~2/2mR2
from Chapter 2, we can interpret Hamiltonian (5.48) as describing an electron with
effective mass
m˜ =
~2
2R2ϕ20t˜0
(5.49)
that depends on system quantum numbers and fluxes. As will be shown in the next
section, Eq. (5.48) can be solved analytically in the limit of strong potential VC ,
which turns out to be a valid approximation in physical systems.
5.5 Eigenstates on a large ring
In realistic semiconductor quantum dot systems, the ring radius R is sufficient for
VC  . Even though the Coulomb interaction between the electrons is repulsive,
the potential V (ξ) will have a minimum at ξ = pi when the electrons are positioned
on opposite sides of the ring. To simplify the results, we shift the minima of potential
to ξ = 0 with redefinition of m→ m+N/2 in ansatz
|ψJS〉 = 1√
N
N−1∑
n=0
ei(J−1)ϕ0n
∑
m
aJS,md
†
ns1
d†
n+N
2
+m,s2
|0〉 , (5.50)
resulting in ξ → ξ + pi in ψ(ξ) and V (ξ). Since V (ξ)  , we expect the wave
function ψ(ξ) to be significant only around ξ = 0. Potential V (ξ) can therefore be
expanded around 0
V (ξ) =
VC
sin
(
pi
2
+ ξ
2
) ≈ VC (1 + ξ2
8
+O(ξ4)
)
. (5.51)
The constant shift of energy VC is discarded and the resulting Hamiltonian in
Eq. (5.48) then describes harmonic oscillator
H = ˜p2ξ + ω
2ξ2 − 2t˜0 (5.52)
with parameters
˜ = t˜0ϕ
2
0, ω
2 =
VC
4
. (5.53)
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The eigenstates of such Hamiltonian were already given as ψn(ξ) = hn(ξ) (Eq. (3.16)
in Chapter 3), where new quantum number n was introduced, characterizing the
vibration modes of electrons due to their electrostatic repulsion. The coefficients in
eigenstate (5.50), labelled with additional index n, will therefore be
aJSn,m = e
imϕ0φ˜hn(mϕ0), (5.54)
with additional phase due to Eq. (5.45) taken into account.
5.5.1 Energy
According to Chapter 3, the energy of eigenstate |ψJSn〉 will be
EJSn = Ekin + Evib = −2t˜0 + ω
√
˜ (2n+ 1) . (5.55)
The kinetic part of the energy
Ekin = −2t˜0 = −4t0 cos
(ϕ0
2
[J − 2φm − Sφα]
)
(5.56)
has a structure, very similar to kinetic energy of a single electron eigenstates in
Chapter 2. Instead of single-electron angular momentum j, we have a total angular
momentum of the system J , and single-electron pseudo-spin s is replaced by sum
of pseudo-spins of both electrons S = s1 + s2. The contribution of magnetic flux is
doubled, 2φm, indicating a total charge of the state being 2e0. For large number of
sites N we expect the kinetic energy to have a form j2/2I, with I being moment of
inertia. Indeed for small ϕ0, cosine can be expanded. Energy of one-electron state
is therefore
Ekin,1 = −2t0 cos
(
ϕ0j˜
) ≈ −2t0 + t0ϕ20j˜2 = −2t0 + j˜22I1 , (5.57)
with phase shifted single-electron angular momentum j˜ = j − φm − sφα. From this
result we can interpret moment of inertia as
I1 =
1
2t0ϕ20
. (5.58)
Expanding two-electron kinetic energy results in
Ekin,2 = −4t0 cos
(ϕ0
2
J˜
)
≈ −4t0 + t0ϕ
2
0
2
J˜2 = −2t0 + J˜
2
2I2
, (5.59)
with J˜ = J − 2φm − Sφα being phase shifted angular momentum of two-electron
system, suggesting the moment of inertia
I2 =
1
t0ϕ20
= 2I1 (5.60)
being twice as large as in case of a single electron. All this suggests a straightforward
interpretation of kinetic energy as a rotation energy of an object with massM = 2m,
angular momentum J , charge e = 2 e0 and spin S = s1 +s2, rotating in the presence
of magnetic flux and Rashba coupling.
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In addition to explicit dependence on vibrational quantum number n, energy
Evib = ω
√
(2n+ 1) = ϕ0
√
t˜0VC
(
n+
1
2
)
(5.61)
implicitly depends also on other quantum numbers J and S, and fluxes φm and φα
via t˜0. This effect can be seen as dependence of effective mass m˜ on these parameters,
but is difficult to explain intuitively.
Numerically calculated energy of two-electron system is plotted for different J in
Fig. 5.1 and compared with analytical expression. The parabolic shape is consistent
with interpretation of energy as kinetic energy of a rotator. The splitting in energy
of states with same J but with different S is a consequence of term J − Sφα and is
present even in absence or Rashba coupling. The gap between states with different
n corresponds to vibrational states of electrons due to Coulomb repulsion.
Although the Kramers degeneracy theorem [81] holds only for the system with
a half-integer total spin, similar effect can also be observed in a two-electron system
in the absence of magnetic flux. As we can be see in Fig. 5.1, the energy of states
with opposite values of J and S is identical, EJ,S,n = E−J,−S,n. Considering the
degeneracy, the quantum numbers J and S in the two-electron system play a role,
identical to j and s in a system with one-electron. However, the rule does not hold
for states with J = 0 and J = N/2− 1, where the opposite value of J results in the
same state and the degeneracy is therefore avoided.
The energy is plotted as a function of Rashba parameter α in Fig. 5.2. We can
again see a good agreement between numerical and analytical results. The energy
changes with α only for states with S 6= 0. Note that in Figs. 5.1 and 5.2, some
combinations of J , S and n are missing. At J = 1 and n = 0, we only have a state
with pseudo-spin S = 0, while for J = 1 and n = 1 or J = 0 and n = 0, all three
pseudo-spin states are present. The reason for this peculiarity lays in the symmetry
properties of two-electron states, which will be discussed in the next section.
5.5.2 Symmetry properties
Due to the symmetry properties of wave functions, not all pseudo-spin states S are
compatible with specific values of angular momenta J and vibration mode n. For
S = 0, the two electrons have different pseudo-spin and are therefore distinguishable,
leading to all possible combinations of J and n being allowed. In case of S = ±1,
however, since both electrons have the same pseudo-spin s1 = s2 = s = ±1/2, the
requirement for a state to be antisymmetric to exchange of particles eliminates some
of the combinations of J and n. If we exchange the electrons in state |ψJSn〉, we get
a new state
|ψJSn〉ex =
∑
nm
ei(J−1)nϕ0aJSn,md
†
n+N
2
+m,s
d†ns |0〉 . (5.62)
Introducing new indices n′ = n+N/2 +m and m′ = −m, we get
|ψJSn〉ex =
∑
n′m′
ei(J−1)(n
′+m′+N
2
)ϕ0aJSn,−m′d
†
n′,sd
†
n′+N
2
+m′,s |0〉 =
=
∑
nm
ei(J−1)nϕ0ei(J−1)(m+
N
2
)ϕ0aJSn,−md†n,sd
†
n+N
2
+m,s
|0〉 . (5.63)
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Figure 5.1: Energy EJSn of states ψJSn, calculated numerically (dots) and compared
with the analytical expression (dashed lines) Eq. (5.55) for φm = 0 and α = 0
(Fig. (a)) or α = 1 (Fig. (b)). Different colours represent different excitations of
electron vibrations, while markers represent the pseudo-spin state of the system.
The ring radius, R ≈ 500nm, was quite large, resulting in good agreement between
analytical and numerical results. In the absence of a Rashba coupling, states with
equal J − S are degenerate.
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Figure 5.2: Energy EJSn as a function of the Rashba coupling at φm = 0 and
R = 500 nm, calculated numerically (solid coloured lines) and analytically (dashed
lines). Excitation levels n are represented by different colours, and pseudo-spin S
is shown with markers ↑, ◦ and ↓. Subfigures represent different angular momenta:
(a) J = 0, (b) J = 1, (c) J = 4 and (d) J = 5.
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Only antisymmetric states
|ψJSn〉ex = − |ψJSn〉 (5.64)
are allowed, so the coefficients am must satisfy the equation
aJSn,m = −ei(J−1)(m+N2 )ϕ0aJSn,−m. (5.65)
In case of total pseudo-spin S = ±1, the phase equals φ˜ = (J − 1)/2 and therefore
coefficients aJSn,m (5.54) are
aJSn,m = hn(mϕ0)e
i
ϕ0
2
(J−1)m (5.66)
and Eq. (5.65) simplifies to
hn(mϕ0) = −ei(J−1)pihn(−mϕ0) = (−1)Jhn(−mϕ0). (5.67)
The symmetry of the function hn(ϕ) is determined by n; for even n, the function is
even, and for odd n, the function is odd, which leads to
hn(mϕ0) =(−1)J(−1)nhn(mϕ0)
(−1)J+n =1. (5.68)
We see that the sum J + n needs to be even for a state with S = ±1 to be allowed.
When adding the states with S = 0, this results in different number of spin states
at certain J and n: three allowed states at even J + n and only one allowed state if
J + n is odd. This explains the missing states in Figs. 5.1 and 5.2.
5.5.3 Spin
Spin operator, written in the basis of operators d†ns, is
s =
~
2
∑
n
D†nτ dDn (5.69)
with τ d being Pauli matrices, written in a basis of Wannier functions Φns(ϕ) (4.70)
τ d = UnτU †n = Rz(nϕ0)Ry(ϑα)τ . (5.70)
The expectation values of components of two-electron states depends only on
total spin quantum number S
〈s〉JSn = 〈ψJSn| s |ψJSn〉 = ~S (0, 0, cosϑα) . (5.71)
The result is also confirmed by numerical calculations, shown in Fig. 5.3. The result
is easy to understand. Although each electron, created at site n with operator d†ns
does have a component of spin in z as well as in radial direction, the radial component
will cancel out due to rotational symmetry of the state. The z component of spin
of both electrons sums up, therefore the result depends on sum S = s1 + s2.
The magnitude of total spin s2 = s · s is more difficult to calculate. It obviously
depends on total spin S, but also on J and n, which determine symmetry properties
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Figure 5.3: Expectation value 〈sz〉 for states ψJSn as a function of α. The numerical
result agrees perfectly with the analytical expression (5.71). The expectation values
do not depend on n or J , so only the result for J = 0 and n = 2 is plotted.
of the eigenstates. After some tedious calculations, using Eq. (5.54) and Eq. (5.71),
the result can be expressed analytically
〈
s2
〉
JSn
= ~2

1 + cos2 ϑα +
1−fn
2
sin2 ϑα if S = ±1
2 cos2 ϑα +
3+fn
2
sin2 ϑα if S = 0 and (−1)J+n = 1
3+fn
2
sin2 ϑα if S = 0 and (−1)J+n = −1
, (5.72)
with unction fn is defined as
fn =
∫ pi
−pi
cos(ϕ) |hn(ϕ)|2 dϕ. (5.73)
The function depends on the excitation of harmonic oscillator as well as on the size
of the ring, both determining the spread of the function hn(ϕ). As we can see in
Fig. 5.4, the analytic formula is in a strong agreement with numerical results.
The results for ground states n = 0 can be to some extend explained with a
simple classical picture. At α = 0 (and therefore ϑα = 0), the spin of state d†ns |0〉 is
aligned with z-axis. The spin of two-electron eigenstate with both electrons aligned
with z is therefore either s2 = 2~2, corresponding to triplet states, or s2 = 0,
representing singlet state.
States S = ±1 at α = 0 can be seen as rotating triplet states |↑↑〉z and |↓↓〉z
(see Fig. 5.5). When Rashba coupling is increased, the spin of electrons is tilted
inwards for S = 1 and outwards for S = −1. For strong Rashba coupling, the spins
are basically lying in the plane of the ring. Since the two electrons are positioned on
opposite sides of the ring, their spins are pointing toward each other for S = 1 and in
opposite direction for S = −1. This can be written as state |↑↓〉a or |↓↑〉a with the
axis of quantization a lying in the plane of the ring, connecting the electrons. These
spin states are equal superpositions of triplet state 1√
2
(|↓↑〉a + |↑↓〉a) and singlet
state 1√
2
(|↓↑〉a − |↑↓〉a), therefore the square of total spin approaches s2 = 1~2 for
large α, as seen in Fig. 5.4.
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Figure 5.4: Expectation value 〈s2〉 for states ψJSn with J = 0 as a function of the
Rashba coupling. The numerical results (solid lines equipped with markers) are
compared with the analytical expression Eq. (5.71) (dashed lines), with values of fn
being determined by fitting. For n = 0 and 1, the numerical results perfectly agree
with the analytical prediction, while for larger values of n, the agreement is slightly
worse, but general behaviour remains consistent with analytical result.
(a)
a
|↑↑〉z
|↓↓〉z
(b)
a
α1 |↑↑〉z + β1 |↑↓〉a
α2 |↓↓〉z + β2 |↓↑〉a
(c)
a|↑↓〉a
|↓↑〉a
Figure 5.5: Classical picture of spin of states ψJSn with orange arrows representing
state S = 1 and green arrows indicating state S = −1. At α = 0 (Fig. (a)), the states
can be seen as rotating triplets |↑↑〉z or |↑↑〉z in respect to axis z. In the presence
of Rashba coupling (α = 1 in Fig. (b)), the spin of states is tilted, which can be
understood as the mixing of the triplet with state |↑↓〉a according to quantization
axis a in the xy plane. Large α = 30 (Fig. (c)) causes the spin to align with axis a,
resulting in rotating state |↑↓〉a with spin 〈s2〉 = ~2.
126
5.6. Conclusion
The spin s2 of states with S = 0 depends on angular momentum J . At α = 0, the
states can be pictured as an electron with spin ↑ on one side of the ring and electron
with spin ↓ on the other side, rotating around the ring with angular momentum J
|ψJ00〉 ≈ 1√
N
N−1∑
n=0
ei(J−1)nϕ0d†n↑d
†
n+N/2,↓ |0〉 =
1√
N
N−1∑
n=0
eiJnϕ0
∣∣↓n↑n+N/2〉 . (5.74)
If the sum over n is split into two parts, first from 0 to N/2 − 1 and second from
N/2 to N , we get
|ψJ,S=0,n=0〉 ≈
√
2
N
N
2
−1∑
n=0
eiJnϕ0
1√
2
[∣∣↓n↑n+N/2〉− (−1)J ∣∣↑n↓n+N/2〉] , (5.75)
describing a rotating superposition of states |↓↑〉z and |↑↓〉z. The total spin of this ro-
tating state depends on J . For odd J we get a rotating triplet state 1√
2
(|↓↑〉z + |↑↓〉z),
and for even J a rotating singlet state 1√
2
(|↓↑〉z − |↑↓〉z). When α is increased, the
spin of one of the electrons is tilted toward the center of the ring while spin of the
other is tilted outward, adding a |↑↑〉a component to the wave function. At large α,
both spins are pointing along axis a, being equivalent to state |↑↑〉a. These states
are triplets for both odd and even J , therefore for large α, the spin for states S = 0
approaches s2 = 2~2. Very similar picture can be used for states with n > 0 if the
symmetry of function hn(ϕ) is taken into account properly.
(a)
a
|↑↑〉z
(b)
a
α1 |↓↑〉z + β1 |↑↑〉a
(c)
a |↑↑〉a
Figure 5.6: Classical picture of spin of states ψJSn for S = 0. At α = 0 (Fig. (a)),
we have a rotating state |↑↓〉z, which forms a singlet for odd values of J and a triplet
for even values of J . In the presence of a Rashba coupling (α = 1 on Fig. (b)), this
state is combined with triplet state |↑↑〉a along axis a. At large α = 30 (Fig. (c)),
both spins are aligned with a, forming a rotating triplet |↑↑〉a with spin 〈s2〉 = 2~2.
5.6 Conclusion
We have shown that the eigenstates of two-electron system on a mesoscopic ring
(R  10 nm) in the presence of Rahsba coupling, studied in this section, can be
obtained in a very systematic way, considering the symmetry properties of the Hamil-
tonian. Rotation invariance of the ring without external potential causes the states
to have a form of rotating two-electron object, labelled by angular momentum quan-
tum number J . The Hamiltonian, written in single-electron basis of Wannier states,
is also diagonal in pseudo-spin, which allows us to introduce pseudo-spin quantum
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number S = s1 + s2 as a sum of single-electron pseudo-spin. The third quantum
number n describes the vibrations of the two electrons, repulsed by Coulomb inter-
action.
The energy of such eigenstate has a very intuitive classical explanation as sum
of kinetic and vibrational energy. Kinetic energy, proportional to cosine of J , is
describing the rotation of an object with total mass M = 2m. The coupling to
magnetic flux and Rashba field is also intuitive; the angular momentum J is reduced
by 2φm due to magnetic flux, indicating the charge of rotating object being 2e0, and
by Sφα due to Rashba coupling, showing that Rashba field couples to the total
pseudo-spin of the rotating object. The vibrational part of the energy is described
by quantum number n as in harmonic oscillator, but with effective frequency being
dependent on quantum numbers J and S as well as on parameters of the system φm
and α.
What is interesting is that not all different values of J , S and n are compatible.
The parity of the system under the exchange of particles forbids the states with
S = ±1 if the sum of J and n is an odd number. As we will see in the next
chapter, this will have an important effect on the properties of two-electron states
in a quantum dot. However, it is worth noting that for a large number of sites on a
ring, which is necessary to describe continuous ring, the lack of some combination of
quantum numbers is not physically relevant. In this limit, two states |ΨJ1S1n〉 and
|ΨJ2S2n〉 with the same vibrational mode n and with angular momenta J1 − J2 = 1
differing by one, should be seen as a part of the same quadruplet of states with
certain J and n and with 4 possible pseudo-spin states, composed of one singlet and
one triplet according to Eq. (5.72).
While the eigenstates itself do not have any particular use for spin transforma-
tions, the analysis we have done will be of great value in the next section when
two-electron square quantum dot will be considered. As will be shown, the dot
can be well described as a ring with 4 sites and two electrons. The eigenstates can
therefore be classified similarly as in this Chapter, that is with quantum numbers J ,
S and n, which will be useful for identifying the states in a quantum dot, suitable
for controlled time evolution.
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Two-electron square quantum dot
6.1 Introduction
The system of two electrons in a polygonal quantum dot has been studied nearly
two decades ago by Creffield et al. [30]. Numerical results have shown that the
properties of the charge density in a ground state strongly depend on the size of
the dot. For a small dot, the kinetic part of the energy prevails over the Coulomb
repulsion, resulting in a state which resembles the non-interacting electron state,
peaked in the centre of the dot. For a large dot, the ratio between kinetic energy and
electrostatic energy decreases, and at sufficient size, the charge distribution forms
peaks in the corners of the polygon with the same symmetry as the shape of the dot
used. As an analogy to the "Wigner crystal" [90], an ordered state of electrons in
bulk material due to electrostatic repulsion, the described state of electrons in a dot
has been named "Wigner molecule" [91].
The possibility of using two-electron states in a square quantum dot as a qubit
has been studied in several papers [31, 32, 33]. The main idea is to combine the
eigenstates with charge uniformly distributed between all corners of the dot and
construct a singlet state and a triplet state, with the electron charge localized in
opposite corners of the dot and lying on the same diagonal. The singlet state is
then regarded as a qubit state |0〉 and the Sz = 0 triplet as a qubit state |1〉. The
difference in the symmetry of the states causes the charge of the singlet state to
oscillate between both diagonals of the dot, while the triplet state is "frozen" in its
initial position. Measuring the charge in the corners of the dot therefore enables
us to determine the total spin and consequently the qubit state of the dot. The
basic idea for the realization of qubit transformations in such system has been given
in [31, 32, 33]. Although the idea is promising, it lacks a few crucial points to be
suitable for a general single-qubit transformation. It also depends on the use of an
external magnetic field to rotate the spin of the electrons, which we want to avoid
if the system is to operate in a fully electric regime.
In this chapter, we will address the properties of the aforementioned system in
the presence of a Rashba coupling. We start with a numerical calculation of system
eigenstates and eigenenergies, which are mapped to an effective 4-site ring model
in Section 6.2. The effective 8 × 8-dimensional Hamiltonian, describing low-energy
states and written in the basis of Bell states in Section 6.3, turns out to have a very
sparse form and can be split into two 3-dimensional and one 2-dimensional subspaces
for certain values of magnetic flux. Time evolution of Bell states is studied in
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Section 6.4. Transitions between Bell singlets and triplets, controlled by the Rashba
parameter and external voltage gates, are shown to allow for well-controlled single-
qubit transformations. Other DiVincenzo criteria (Chapter 1 and Ref. [9]) for a
quantum computer are analysed in Section 6.5, showing that a stack of quantum dots
interacting via Coulomb coupling is a promising candidate for a full-scale universal
quantum computer. Finally in Section 6.6, the chapter is concluded and some issues
requiring further research are addressed.
6.2 Effective Hamiltonian
The aim of this section is to express the eigenstates of a two-electron system in
a square quantum dot, which can be calculated numerically, in terms of a simple
low-dimensional effective Hamiltonian.
6.2.1 Numerical calculations
For the numerical calculation, the dot is modelled as a square grid of 16×16 sites with
hard-wall boundary conditions. The Rashba Hamiltonian of the two-dimensional
system Eq. (2.1) is rewritten in a discrete form by the substitution of derivatives
with finite differences. The Coulomb repulsion is used to describe inter-electron
interaction, with values of permittivity and effective mass of the electron taken
for GaAs: ε = 10.9 and m = 0.067m0 [30]. The eigenstates and eigenvalues of
the Hamiltonian matrix are obtained using the Lanczos algorithm. The calculations
were done for dots of approximately the same sizes as those used in Refs. [31, 32, 33],
that is with sides L = 400 nm, 600 nm and 800 nm. For each size of the dot, charge
distribution was calculated. Additionally, for the largest dot, the expectation values
of energy and the z-component of spin at different values of the Rashba coupling and
the magnetic flux were calculated. These results will later be compared to analytical
results obtained from the effective model.
The charge distribution in a dot for the eigenstate with the lowest energy in
the absence of a Rashba coupling and magnetic flux for different dot sizes is shown
in Fig. 6.1. As in Chapter 5 ((??)), the increasing size of the system results in a
stronger effective repulsion between the electrons, which are consequently increas-
ingly localized in the corners of the dot. Similar distribution is observed for all 8
lowest-energy eigenstates, which are separated from higher-energy states by a gap
that increases with dot size, as seen in Fig. 6.2.
This behaviour is compatible with Ref. [30] and it also strongly resembles the
properties of two-electron states on a ring from Chapter 5, but with only N = 4
sites. The low-energy manifold, corresponding to the vibrational state n = 0 in
Chapter 5, is labelled by the angular momentum that can take only 4 different
values, J = −1, 0, 1, 2. J = 0, 2 are compatible with all three pseudo-spin states
S = −1, 0, 1, while J = ±1 corresponds only to a pseudo-spin state S = 0, which
results in a total of 8 states. We also know from Chapter 5 that at α = 0, the states
with S = 0 and J = 0, 2 will be singlets, while the other states with J = ±1 will be
triplets, the result, again compatible with Ref. [30] and our numerical calculations.
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(a) L = 400 nm (b) L = 600 nm (c) L = 800 nm
Figure 6.1: Charge distribution for lowest-energy singlet eigenstate in a square quan-
tum dot in the absence of Rashba coupling and magnetic flux for three sizes of the
dot. For larger dots, Coulomb interaction prevails over kinetic energy, resulting in
more localized peaks of charge distribution.
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Figure 6.2: Energy levels of a system of two electrons in a square quantum dot as
a function of dot size L. The gap ∆ between 8-fold low-energy subspace and high-
energy states increases with increasing L, while the splitting between low-energy
singlet and triplet states decreases. The calculations were done for GaAs with
m = 0.067m0 and ε = 10.9.
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6.2.2 Second quantization operators and Hamiltonian
This gives us an idea that the system could be described in terms of second-
quantization operators d†ns, creating localized single-electron states in the corners
of the dot, labelled by n = 0, 1, 2, 3, with pseudo-spin s = ±1/2. The spin proper-
ties of an electron in Wannier state φns(ϕ) is described by a matrix form of Pauli
vector (5.69)
τ d = Rz(nϕ0)Ry(ϑα)τ , (6.1)
while the charge distribution will have a different detailed shape. The states are gov-
erned by the second-quantization Rashba ring Hamiltonian with Coulomb repulsion,
used in Chapter 5,
H =Hkin +Hpot +HC =
=
∑
n,s
(
−tsd†n+1,sdns − t∗sd†n−1,sdns
)
+
∑
m
Vmnm +
∑
m,n
Vmnnmnn. (6.2)
The parameters of the Hamiltonian are renormalized to the values describing a
square quantum dot instead of a ring with periodic potential. The hopping term ts
describes the probability of hopping between neighbouring states, with the magni-
tude determined by the size of the dot. Matrix elements Vmn describe the Coulomb
interaction between two electrons on sites m and n and also depend on the size of
the dot. The term Vm, describing local potential on each corner of the dot, can be
changed externally by applying different voltage to the gates defining the dot. The
parameters’ magnitudes will be determined when the results of the effective model
are compared to numerical calculations.
Since the total pseudo-spin S = s1 + s2 is conserved by the Hamiltonian, the
state of the system can be written as a superposition of states
|mnS〉 = d†ns1d†n+m,s2 |0〉 . (6.3)
As in Chapter 5, the conservation of S results in the expectation value of 〈sz〉 =
~S cosϑα. The numerically calculated expectation value is compared to this ana-
lytical prediction in Fig. 6.3. For small α, the matching is very good, and even for
larger values, the general trend of decreasing 〈sz〉 is compatible with the analyt-
ical result. The fact that the numerically calculated magnitude of 〈sz〉 decreases
faster than predicted could probably be explained by a different relation between
ϑα and α in a square dot system, but this effect was not studied further. The num-
ber of different pseudo-spin states is also correct: two states for each S = −1 and
S = 1, corresponding to J = 0, 2, and four states with S = 0, corresponding to
J = −1, 0, 1, 2.
Although the numerical values 〈sz〉 for states |mnS〉 in a square dot are con-
sistent with the ones calculated in the previous chapter, the same does not hold
for eigenstates and eigenenergies of the Hamiltonian. In Chapter 5, we assumed a
large number of sites, which is certainly not true for N = 4. The eigenstates and
eigenenergies must therefore be determined in a different manner.
6.2.3 Löwdin partitioning and effective 8× 8 Hamiltonian
The total number of the basis states |mnS〉 of two electrons on N = 4 sites is 28,
2×
(
4
2
)
= 2× 6 states for s1 = s2 = ±12 , and 4× 4 = 16 states for s1 = −s2. The
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Figure 6.3: Numerically calculated expectation values 〈sz〉 of 8 low-energy eigen-
states, compared to analytically predicted result for L = 800 nm. Although the
fitting is not perfect, the general trend and the number of states with each S is
consistent in both models.
Coulomb interaction term can only take 3 distinct values: V0 for states with both
electrons on the same site (m = 0), which can only occur for S = 0, V1 for electrons
on neighbouring sites (m = 1, 3) and V2 for electrons in the opposite corners of the
dot (m = 2). It is obvious that for a Coulomb interaction V0 > V1 > V2 and therefore
the state with electrons on the opposite sites will be energetically preferable. The
energy difference between states with a different charge configuration (∆ = V1 − V2
and ∆˜ = V0− V2) due to the Coulomb coupling increases with dot size. In the limit
of large L, where the Wigner molecule is formed, both differences are much larger
then hopping ts: ∆, ∆˜ |ts|.
This causes a natural partitioning of the basis into three subspaces for different
Coulomb interaction terms. Since the hopping term changes the charge distribution
and therefore the electrostatic energy, it will only couple states in different subspaces,
while the states in the same subspace will only be coupled via the Coulomb and
external potential energy. Additionally, the hopping term can only shift the position
of each electron by 1; the states in low-energy (V2) subspace will therefore not
be coupled to high-energy subspace (V0). The matrix describing the kinetic and
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Coulomb parts of the Hamiltonian written in the basis |mnS〉, will therefore be
Hkin +HC =

V0 0
. . . Hkin,0↔1 0
0 V0
V1 0
H†kin,0↔1 . . . Hkin,1↔2
0 V1
V2 0
0 H†kin,1↔2 . . .
0 V2

 4 st. 16 st. 8 st.
.
(6.4)
The number of states in subspace m = 0 with Coulomb energy V0 is 4; in subspace
m = 1 with V1, the number of states is 16, while we have 8 states in subspace m = 2
with V2. We are interested in the states in the low-energy subspace V2.
The idea is to construct an effective 8 × 8 dimensional Hamiltonian, coupling
only the states in the m = 2 subspace. Since different states in this subspace couple
only via states of the m = 1 subspace, the effective Hamiltonian is obtained by the
second order perturbation theory for degenerate states. The energy gap of the order
of ∆ = V1−V2 between subspaces will result in effective hopping terms of magnitude
∼ t2s
∆
. The easiest way to construct the Hamiltonian is to use Löwdin partitioning
[36]. The contribution of m = 0 subspace, coupled only to the m = 1 but not m = 2
subspace, can be neglected, as it only produces effective terms in the 4th order of
perturbation. The Löwdin partitioning, performed on the remaining 24×24 matrix,
results in the effective 8× 8 Hamiltonian for subspace V2:
H8×8 = H0,8×8 +Hkin,8×8 =
(−4t˜+ V2) 18×8 +
 HS=1 0 00 HS=0 0
0 0 HS=−1
 } 2} 4
} 2
(6.5)
The first part is the constant term with the magnitude of effective hopping t˜ = t
2
0
∆
.
The matrix part describes an effective coupling between states, now labelled only
by two quantum numbers. n describes the orientation of the state and S describes
pseudo-spin.
|nS〉 = |m = 2, n, S〉 = d†n,s1d†n+2,s2 |0〉 (6.6)
The basis ΨS of states |nS〉 will be sorted by increasing n in each pseudo-spin
subspace
ΨS =
|01〉 , |11〉︸ ︷︷ ︸
S=1
∣∣∣∣ |00〉 , |10〉 , |20〉 , |30〉︸ ︷︷ ︸
S=0
∣∣∣∣ |0,−1〉 , |0,−1〉︸ ︷︷ ︸
S=−1
 . (6.7)
The states with different S are still not mixed by the Hamiltonian, resulting in the
separation of the matrix into three blocks, HS=1, HS=0 and HS=−1.
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For S = 0, 4 different charge and spin distributions are allowed (n = 0, 1, 2, 3),
resulting in the 4× 4 effective Hamiltonian
HS=0 =− 2t˜

0 ei(2φm+1)ϕ0 0 e−i(2φm+1)ϕ0
e−i(2φm+1)ϕ0 0 ei(2φm+1)ϕ0 0
0 e−i(2φm+1)ϕ0 0 ei(2φm+1)ϕ0
ei(2φm+1)ϕ0 0 e−i(2φm+1)ϕ0 0
 . (6.8)
The phase 2φm is a consequence of two electrons hopping at once, each of them
acquiring a Peierls phase. Since the spin of the states in this subspace is S = 0,
coupling terms will be independent of the Rashba coupling.
In the remaining two subspaces, S = ±1, only two distinct values of n = 0, 1
are allowed. The effective Hamiltonian for this subspace, obtained using the Löwdin
partitioning, is
HS=±1 =− 2t˜
(
0 −2i cos [ϕ0 (2φm + Sφα)]
2i cos [ϕ0 (2φm + Sφα)] 0
)
. (6.9)
What is interesting is that instead of exponential terms describing the complex
hopping phase, the matrix elements are proportional to the cosine. This occurs
because hopping from one diagonal to another can be realized in two ways, as both
electrons can move in the clockwise or counter-clockwise direction, resulting in the
same final state, differing only in the acquired phase. The summation of both
exponential terms then results in cosine term.
Note that in the S = 0 subspace, the magnetic flux only changes the phase of
the hopping, while in the S = ±1 subspace, the magnitude of the coupling can
also be tuned from 0 to 4t˜ by changing the magnetic or Rashba flux. For example,
in the absence of a magnetic flux and a Rashba coupling (φα = 1), the hopping
term vanishes, so the states |nS〉 for S = ±1 and both n are eigenstates of the
Hamiltonian and will therefore not evolve in time. A similar thing can be done for
the states in subspace S = 0, with triplet states being eigenstates at φm = 0 and
singlets at φm = 1/2.
This is exactly the behaviour that was observed by Coello et al. [32], where
control of the system dynamics was tuned by externally applied magnetic flux. The
introduction of a Rashba coupling to the system gives us even more freedom in
controlling the Hamiltonian, as it allows us to achieve different values of the hopping
term for different pseudo-spin states. For example, when φm = 1/4 and α =
√
5/2
(φα = 3/2), the hopping term for S = −1 vanishes, while the hopping term for
S = 1 is at the maximum. This would result in oscillations of state S = 1 between
charge configurations n = 0 and n = 1, while state S = −1 would be fixed in its
initial orientation.
It is worth noting that the expression t˜ = t
2
0
∆
for hopping magnitude, obtained
using the Löwdin partitioning procedure, is physically irrelevant. The two-electron
ring model was only used to determine the structure of the Hamiltonian, while its
parameters, e.g. t˜, should be determined separately from the numerically calculated
energy spectrum. We determined the values of t˜ for a dot fabricated in GaAs to
be 2.0µeV, 1.2µeV, and 0.7µeV for dot sizes L = 400nm, 600nm, and 800nm,
respectively. A comprehensive list of the physical parameters obtained throughout
this chapter is presented in Table 6.1 at the end of the chapter.
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6.2.4 Eigenstates of effective Hamiltonian
The eigenstates of Hamiltonian H8×8 are obtained by constructing rotating states
from the basis states |nS〉, which is similar to what was done in Chapter 5,
|JS〉 =
∑
n
ei(J−1)nϕ0 |nS〉 . (6.10)
Note that due to Pauli exclusion (see Section 5.5.2), for S = ±1, the sum over n
goes from 0 to 1 and only J = 0, 2 are allowed, while for S = 0, it goes from n = 0
to 3 and any J = 0, 1, 2, 3 may be used.
The Hamiltonian H8×8 is diagonal in basis |JS〉 with diagonal elements
EJS = −4t˜ cos [ϕ0 (J − 2φm − Sφα)] . (6.11)
The result is similar to the one for two-electrons on an empty ring in Chapter 5
with a cosine dependence and an angular momentum that is being reduced by a
magnetic and pseudo-spin-dependent Rashba flux. Comparing the expression EJS
to numerically calculated values at different α and φm, shown in Fig. 6.4, indicates
decent matching, especially for α . 2. Although the matching worsens for larger α,
the general behaviour, i.e. the degeneracy of energy for certain states and oscillations
of energy, is still compatible for both approaches. We therefore conclude that the
use of second-quantization operators d†ns and Hamiltonian (6.2), simplified to the
effective 8× 8 matrix (6.5), provides an adequate effective description of the system
and will be used in the subsequent sections.
6.2.5 External gate voltage
So far we have only been concerned with the kinetic and Coulomb parts of the
Hamiltonian. The third part, Hpot, describing the external gate voltage applied
to the dot, can also be included in the Löwdin partitioning. We assume that the
external voltage will be smaller than the Coulomb energy gap, Vn  ∆ for any n,
and that the partitioning of the states into three subspaces will therefore remain
the same. Since only the diagonal elements of Hpot are finite, they will not affect
the hopping terms and will stay the same after partitioning. Low-energy states |nS〉
can only be found in two distinct charge distributions, n = 0 or n = 1. The effective
Hamiltonian Hpot will therefore only contain two different values, V˜0 and V˜1
〈nS|Hpot |nS〉 = V˜n = Vn + Vn+2. (6.12)
In the effective Hamiltonian, external potential will be described by average energy
V00 =
V˜0+V˜1
2
and the energy difference between both configurations V = V˜0−V˜1
2
,
resulting in the effective 8× 8 Hamiltonian
Hpot,8×8 = V00 + diag(+V,−V︸ ︷︷ ︸
S=1
,+V,−V,+V,−V︸ ︷︷ ︸
S=0
,+V,−V︸ ︷︷ ︸
S=−1
), (6.13)
written in the same basis ΨS (6.7) as the Hamiltonian (6.5), that is with increasing
n in each pseudo-spin subspace.
As we will see later, external gate voltage will play a crucial role in controlling
the parameters of single- and two-qubit transformations of the states in a quantum
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Figure 6.4: Numerically calculated eigenenergies of 8 low-energy states in a dot,
compared with analytically determined values, calculated from the effective Hamil-
tonian (6.5), as functions of both magnetic flux φm and Rashba coupling α. The
numerical values are renormalized to the value t˜, which depends on the size of the
dot, which was set to L = 800nm. The average energy of all 8 states E0, depending
on both α and φm, was subtracted. We see that the effective model gives us the
correct degeneracy of states and that the matching of both results is almost perfect
for small values of the parameters.
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dot. In the rest of the thesis, the constant terms in the effective 8× 8 Hamiltonian,
namely H0,8×8 and V00, will be omitted as they do not contribute to the dynamics
of the system but only change its overall energy.
The effective 8× 8 Hamiltonian will therefore be
H8×8 = Hkin,8×8 +Hpot,8×8, (6.14)
defined by Eqs. (6.5) and (6.13), written in the basis ΨS (6.7), sorted first by as-
cending S, with each pseudo-spin subspace sorted by ascending n.
6.3 Hamiltonian in the basis of Bell states
As shown in Ref. [32] and also briefly discussed in the previous section, the time
dynamics of the states at α = 0 depend on the total spin of the system. In the
absence of magnetic flux, the charge of a singlet state oscillates between diagonals,
and the triplet state is stationary, while at φm = 1/2, the dynamics of singlet and
triplet states are switched. At α = 0, these singlet and triplet states can be written
as a linear combination of four states on each diagonal: |n,−1〉,|n, 0〉, |n, 1〉 and
|n+ 2, 0〉. In fact, states S = ±1 are already part of the triplet, while the sum and
the difference of states with S = 0, |n, 0〉 and |n+ 2, 0〉, results in one singlet and
one triplet state.
6.3.1 Pure spin states
However, the states |nS〉 are written in the basis of operators d†ns, which only cor-
respond to pure spin creation operators c†ns in the limit of the vanishing Rashba
coupling. At finite α, the relation between both operators is more complicated,
described by transformation Un (4.90)
D†n = C
†
nU †n, U †n = ei
nϕ0
2 U †z (nϕ0)U †y(ϑα). (6.15)
Note that this expression is exactly true only in the limit discussed in the previous
chapter, i.e. when the states are so strongly confined that the effects of spin-orbit
coupling on the orbital part of the wave function can be neglected. In a quantum
dot of finite size, this is only approximately true.
We will now define a new basis, equivalent to |nS〉, defined by operators c†ns. This
will prove convenient because these states will not depend on system parameters and
will therefore retain their spin properties, (e.g. sz and s2), at an arbitrary Rashba
coupling. The new low-energy basis, expressed using operators c†ns, will be
|nS〉c = c†n,s1c†n+2,s2 |0〉 . (6.16)
To distinguish between both sets of states, we labelled the new states by subscript
c, while the old states will be labelled as |nS〉d = d†n,s1d†n+2,s2 |0〉. Since both bases
differ only in a local spin orientation, they can be related by two 4 × 4 matrices,
obtained from U †n, one for each charge configuration n. The transformation between
the bases c and d
Ψn,c(d) =
{
|n, 1〉c(d) , |n, 0〉c(d) , |n+ 2, 0〉c(d) , |n,−1〉c(d)
}
(6.17)
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sorted by decreasing spin S, can be written as a matrix multiplication
Ψn,c = Ψn,d · U2el,n (6.18)
with
U2el,0 =1
2

− (cα + 1) −sα −sα − (cα − 1)
−sα (cα + 1) (cα − 1) −sα
sα − (cα − 1) − (cα + 1) sα
(cα − 1) sα sα (cα + 1)

and
U2el,1 =1
2

(cα + 1) isα isα − (cα − 1)
sα −i (cα + 1) −i (cα − 1) −sα
−sα i (cα − 1) i (cα + 1) sα
− (cα − 1) −isα −isα (cα + 1)
 , (6.19)
where cα = cosϑα, sα = sinϑα. Note that even in the absence of Rashba coupling,
the matrices are not mere identities. The additional phases are caused by a z-
rotation in Un, which persists even at α = 0.
Matrices U2el,n are used to transform the effective Hamiltonian H8×8 and express
it in the basis Ψc of functions |nS〉c as an 8× 8 matrix HΨc . Note that the states
in the basis Ψc = (Ψ0,c,Ψ1,c) are first sorted according to charge configuration n,
meaning that the first 4 states are oriented along the diagonal n = 0, and the other
4 along n = 1. This sorting is different from the one used in basis ΨS (6.7), in which
matrix H8×8 (6.5) was written, where the basis states were first sorted by descending
pseudo-spin S. While the Hamiltonian H8×8 had blocks of dimension 2 and 4 along
the diagonal, the Hamiltonian in the basis Ψc will decompose into two 4× 4 blocks
Hkin,Ψc =
(
0 H0↔1
H†0↔1 0
)
}Ψ0,c
}Ψ1,c . (6.20)
Since the kinetic part of a Hamiltonian only couples states with different n, the
diagonal blocks will be empty. Off-diagonal blocks H0↔1, on the other hand, will
generally be completely full. The reason is that the hopping term, written in basis
c†ns, is not diagonal in spin and therefore all the spin states will generally be mixed
when the state is transferred from one diagonal to another. The external voltage
Hamiltonian written in the same basis is still diagonal:
Hpot,Ψc = diag(V, V, V, V︸ ︷︷ ︸
n=0
,−V,−V,−V,−V︸ ︷︷ ︸
n=1
). (6.21)
6.3.2 Bell states
It turns out that the Hamiltonian is much simpler if written out in the basis of fully
entangled Bell states. In our case, we will operate with two sets of Bell states, one
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on each diagonal of a quantum dot. The Bell states are defined as
|Tx, n〉 = 1√
2
(|n, 1〉c − |n,−1〉c) ∼
1√
2
(|↑↑〉 − |↓↓〉)
|Ty, n〉 = 1√
2
(|n, 1〉c + |n,−1〉c) ∼
1√
2
(|↑↑〉+ |↓↓〉)
|Tz, n〉 = 1√
2
(|n, 0〉c + |n+ 2, 0〉c) ∼
1√
2
(|↑↓〉+ |↓↑〉)
|S , n〉 = 1√
2
(|n, 0〉c − |n+ 2, 0〉c) ∼
1√
2
(|↑↓〉 − |↓↑〉) . (6.22)
First three states are triplet states with the square of total spin 〈s2〉T = 2~2, while
the fourth state is a singlet with 〈s2〉S = 0. One should be careful not to confuse the
states |nS〉c(d), representing a state with pseudo-spin S = s1 +s2 on diagonal n, with
the singlet state on the same diagonal, |S, n〉. Although 〈sz〉 = 0 for all Bell states,
we can still find quantum numbers in which the triplet states can be distinguished.
These are the squares of spin components s2x, s2y and s2z. The expectation values of
these operators are listed in the following table
|ψ〉 |Tx, n〉 |Ty, n〉 |Tz, n〉 |S, n〉
〈ψ| s2x |ψ〉 0 1 1 0
〈ψ| s2y |ψ〉 1 0 1 0
〈ψ| s2z |ψ〉 1 1 0 0
that explains the choice of labels x, y and z.
The Hamiltonian, expressed in the basis of Bell states
ΨBell = {|Tx, 0〉 , |Ty, 0〉 , |Tz, 0〉 , |S, 0〉 , |Tx, 1〉 , |Ty, 1〉 , |Tz, 1〉 , |S, 1〉} , (6.23)
is described by the matrix
HBell =

V 0 0 0 −4isφt2 4icφt6 0 4sφt1
0 V 0 0 4icφt3 −4isφt2 0 4cφt5
0 0 V 0 0 0 −4it˜sφ 0
0 0 0 V 4icφt5 4isφt1 0 4cφt4
4isφt2 −4icφt3 0 −4icφt5 −V 0 0 0
−4icφt6 4isφt2 0 −4isφt1 0 −V 0 0
0 0 4it˜sφ 0 0 0 −V 0
4sφt1 4cφt5 0 4cφt4 0 0 0 −V

.
(6.24)
The solid lines in the matrix separate the blocks of states with different n. The
matrix is relatively sparse, with coefficients being
sφ = sin (piφm) cφ = cos (piφm)
sα = sinϑα cα = cosϑα
t1 =t˜sα sin
(pi
2
φα
)
t2 =t˜cα sin
(pi
2
φα
)
t3 =t˜
[
s2α + cos
(pi
2
φα
)
c2α
]
t4 =t˜
[
c2α + cos
(pi
2
φα
)
s2α
]
t5 =t˜sαcα
[
1− cos
(pi
2
φα
)]
t6 =t˜ cos
(pi
2
φα
)
. (6.25)
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We see that all hopping terms are proportional to the effective hopping t˜, while their
phases and magnitudes are affected by magnetic flux and the Rashba coupling.
When the system, initially in a pure Bell state, undergoes time evolution, the
state will form a superposition with other states. The non-zero off-diagonal elements
in Hamiltonian tell us which states will mix during time evolution. In this section,
we are only interested in the structure of the Hamiltonian at different parameters,
indicating which states can mix and suggesting the best set of parameters and basis
states to be used for qubit transformation. Actual time evolution of these states will
be considered in Section 6.4.
We notice that two states, triplets |Tz, n〉, are completely decoupled from other
states for any α or φm. The coupling strength between these two states depends on
magnetic flux (sφ = sin (piφm)). In the absence of flux, the states are decoupled and
will therefore do not oscillate, while for magnetic flux φm = 12 , the states will be
maximally coupled and will oscillate between both charge configurations. This is in
complete agreement with the results in Ref. [32].
We will now try to find a combination of parameters α and φm, which would
allow for the transformation between triplet and singlet states. To do so, we first
take a look at some special cases.
6.3.3 Absence of Rashba coupling
This limit is used to verify that our model is correct by comparing our results to
Ref. [32]. In the absence of a Rashba coupling (φα = 1 and ϑα = 0), coefficients t1,
t3, t5 and t6 vanish while t2 = t4 = t˜. This results in a complete decoupling between
different spin states
HBell,α=0 =

V 0 0 0 −4it˜sφ 0 0 0
0 V 0 0 0 −4it˜sφ 0 0
0 0 V 0 0 0 −4it˜sφ 0
0 0 0 V 0 0 0 4t˜cφ
4it˜sφ 0 0 0 −V 0 0 0
0 4it˜sφ 0 0 0 −V 0 0
0 0 4it˜sφ 0 0 0 −V 0
0 0 0 4t˜cφ 0 0 0 −V

.
(6.26)
The coupling between triplet states is proportional to sφ, while the coupling between
singlets is proportional to cφ. Magnetic flux can therefore be used to control the
frequency of oscillation of singlet and triplet states between different charge config-
urations. At certain values of φm oscillations of either singlet or triplet states are
eliminated.
How can this be explained intuitively? The state, positioned on one diagonal,
can rotate to the other diagonal in the clockwise direction, acquiring a phase eiφ
in the process, or in the counterclockwise direction, obtaining the opposite phase
e−iφ. In addition to this phase, the states resulting from both processes also differ
in the electron’s position, which can add an additional sign difference, depending
on the parity of the state. For example, the initial triple state c†0↑c
†
2↑ |0〉 transforms
to
(
eiφc†1↑c
†
3↑ + e
−iφc†3↑c
†
1↑
)
|0〉 when the Hamiltonian is applied. The interference of
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both states can be constructive or destructive, depending on the spin state, which
determines state symmetry, and on the acquired phase φ. This explains why flux
affects the dynamics of triplet and singlet states differently and why the oscillations
are suppressed in some cases.
In the absence of a Rashba coupling, the states with different spin are of course
decoupled since there is no spin-flipping mechanism present in the system. To
achieve transition between singlet and triplet states, finite α must be included.
6.3.4 Rashba-induced spin-flip processes
When Rashba coupling is present in the system, the change of state orientation
in a dot is accompanied by a spin rotation, resulting in the coupling of states with
different spin, as seen in matrix (6.24). It is interesting to consider two special cases,
φm = 0 and φm = 1/2, for which the dynamics at α = 0 are especially simple. For
φm = 0 (sφ = 0, cφ = 1), the Hamiltonian is
HBell,φm=0 =

V 0 0 0 0 4it6 0 0
0 V 0 0 4it3 0 0 4t5
0 0 V 0 0 0 0 0
0 0 0 V 4it5 0 0 4t4
0 −4it3 0 −4it5 −V 0 0 0
−4it6 0 0 0 0 −V 0 0
0 0 0 0 0 0 −V 0
0 4t5 0 4t4 0 0 0 −V

. (6.27)
Both triplets |Tz, n〉 are completely isolated and will therefore not evolve in time.
It is interesting that the states with different spin structure, |Tx, 0〉 and |Ty, 1〉, are
now coupled via term t6, which depends on the Rashba coupling. Other four states
are all coupled to each other via terms depending on α.
The second case with φm = 1/2 is even more interesting and is described by the
Hamiltonian
HBell,φm= 12 =

V 0 0 0 −4it2 0 0 4t1
0 V 0 0 0 −4it2 0 0
0 0 V 0 0 0 −4it˜ 0
0 0 0 V 0 4it1 0 0
4it2 0 0 0 −V 0 0 0
0 4it2 0 −4it1 0 −V 0 0
0 0 4it˜ 0 0 0 −V 0
4t1 0 0 0 0 0 0 −V

. (6.28)
If we look carefully, we notice that the Hamiltonian can be split into three subspaces
that do not interact. The first subspace is spanned by a basis
ΨTz = {|Tz, 0〉 , |Tz, 1〉} (6.29)
with states coupled by a constant term 4it˜
HBell,Tz =
(
V −4it˜
4it˜ −V
)
. (6.30)
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The second subspace, spanned by a basis
ΨTy = {|Ty, 0〉 , |S, 0〉 , |Ty, 1〉} , (6.31)
is governed by the Hamiltonian
HBell,Ty =
 V 0 −itαcα0 V itαsα
itαcα −itαsα −V
 (6.32)
with the magnitude of the hopping term depending on the Rashba coupling
tα = 4t˜ sin
(pi
2
φα
)
. (6.33)
The Hamiltonian of the third subspace, spanned by a basis
ΨTx = {|Tx, 1〉 , |S, 1〉 , |Tx, 0〉} , (6.34)
is very similar to HBell,Ty ,
HBell,Tx =
 −V 0 itαcα0 −V tαsα
−itαcα tαsα V
 . (6.35)
In both three-dimensional subspaces, the singlet state and one of the triplet states
on one diagonal are coupled to one of the triplet states on the other diagonal. What
is interesting is that one of the quantum numbers s2i is always conserved in the
process, e.g. state |Tx, 0〉 with 〈s2x〉 = 0 will only mix with states |Tx, 1〉 and |S, 1〉
that both have the same expectation value 〈s2x〉 = 0.
Our analysis will only focus on subspace ΨTy . The results for ΨTx are practically
identical with the role of diagonals n = 0 and n = 1 as well as states |Ty〉 and |Tx〉
being switched. The dynamics in subspace ΨTz are almost trivial.
Singlet and triplet states on the same diagonal do not interact directly, but only
via the third state, positioned on the other diagonal, as shown schematically in
Fig. 6.5. This makes sense: the Rashba-induced spin-flipping occurs only when the
electron moves, therefore the transition between charge configurations is an essential
part of the process. The tunnelling probability for transition∣∣H|Ty ,0〉→|Ty ,1〉∣∣2 + ∣∣H|S,0〉→|Ty ,1〉∣∣2 = |itαcα|2 + |−itαsα|2 = t2α (6.36)
oscillates with φα. The Rashba coupling can therefore be used to control the fre-
quency of charge oscillations. What is also important is that the tunnelling proba-
bility is different for triplet and singlet states, with the ratio
H|S, 0〉→|Ty ,1〉
H|Ty ,0〉→|Ty ,1〉
=
−itαsα
itαcα
= − tanϑα (6.37)
again being controlled by α. As we will show in the next section, where time
evolution of states will be calculated, this makes Rashba coupling a key parameter
in controlling the coherent transitions between singlet and triplet states.
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Figure 6.5: Schematic representation of hopping terms between Bell states in a
square quantum dot. The hopping part of the Hamiltonian only couples the states
with different charge distribution. Triplet-triplet coupling (Fig. (a)) is proportional
to cosϑα, while triplet-singlet coupling (Fig. (b)) is proportional to sinϑα.
6.4 Time evolution
In this section, we will calculate the exact time evolution of the states in subspace
ΨTy at φm = 1/2. Numerical calculations from Section 6.2 suggest that this is
achieved by the application of a magnetic field of order of 10mT, perpendicular to
the plane of a quantum dot. The exact values for different dot sizes are listed in
Table 6.1 at the end of the chapter.
With magnetic flux fixed, the only remaining externally tunable parameters are
the Rashba coupling α and gate voltage V . We will assume that both parameters
can be changed quickly compared to the dynamics of the system; this means that
the time evolution will only be calculated for fixed values of α and V , which can
then instantly be changed to enter a different regime of operation. Also note that in
our approximation, Bell states do not depend on any of those two parameters and
will therefore not be directly affected by the change. This is generally not true, as
the Rashba coupling always affects the orbital part of the wave function, but with
a strong confinement limit, this effect can be neglected.
6.4.1 Time evolution operator
Time-dependency of the states is derived from the Schrödinger equation. For a
time-independent Hamiltonian, which is the case in our system, time evolution of
the wave function can be written as
ψ(t) = T (t)ψ(0) (6.38)
with T (t) being the time evolution operator
T (t) = e−i
H
~ t. (6.39)
The characteristic time τ˜ = ~
t˜
of evolution will be inversely proportional to the
effective hopping parameter t˜, indicating faster dynamics in smaller quantum dots.
Like the Hamiltonian HBell,Ty , the time evolution operator in basis ΨTy can also
be written as a 3×3 matrix T (t), which can in our case be calculated analytically by
finding eigenenergies and eigenstates of HBell,Ty . The eigenenergies will be written
as a diagonal of the matrix E , while the eigenstates are expressed as columns of
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matrix Ψ, containing coefficients of expansion of the eigenstates in basis ΨTy . The
Hamiltonian can be written as a matrix product
HBell,Ty = Ψ · E ·Ψ† (6.40)
with eigenenergies and eigenstates
E =
 −
√
t2α + V
2 0 0
0
√
t2α + V
2 0
0 0 V
 , Ψ =
 cαsγ cαcγ sα−sαsγ −sαcγ cα
−icγ −isγ 0
 (6.41)
where coefficients are expressed as sines and cosines of angles γ and ϑα,
sγ = sin
γ
2
, cγ = cos
γ
2
, tan γ = tα
V
sα = sinϑα, cα = cosϑα, tanϑα = −α. (6.42)
The angle γ describes the mixing of basis states with n = 0 and n = 1 within
the eigenstate due to the competition between hopping term tα and external gate
potential V . The mixing between singlet and triplet states on the diagonal n = 0
is described by the angle ϑα. The first two eigenstates with energy ±
√
t2α + V
2 are
mixtures of all three basis states, while the third state is only a superposition of the
singlet and the triplet with the same charge configuration n = 0, resulting in its
eigenenergy V being independent of hopping parameter tα. For large gate potential
V , the mixing is suppressed, with charge of eigenstates being localized on one of the
diagonals.
The time evolution operator matrix is calculated as the matrix product
T (t) = Ψ · e−iE t~ ·Ψ† =
=
 s2αe−iω1t + c2αf−(t) cαsα [e−iω1t − f−(t)] −cα sin γ sin (ω0t)cαsα [e−iω1t − f−(t)] c2αe−iω1t + s2αf−(t) sα sin γ sin (ω0t)
cα sin γ sin (ω0t) −sα sin γ sin (ω0t) f+(t)
 , (6.43)
with function
f±(t) = cos (ω0t)± i cos γ sin (ω0t) , (6.44)
and frequencies
ω0 =
√
t2α + V
2
~
, ω1 =
V
~
. (6.45)
6.4.2 Charge configuration transitions
The dynamics of transitions between both charge configurations are determined
by parameter γ, plotted as a function of α for different V in Fig. 6.6. As the
parameter approaches zero (sin γ → 0 and cos γ → 1), off-diagonal elements of
T (t) vanish and oscillations between different charge configurations are suppressed.
This can be achieved in two ways. The first obvious choice is to increase the energy
difference between diagonals V , which slowly suppresses the rotation. Another, more
interesting way is to tune the hopping parameter tα, which vanishes for certain values
of α =
√
k2 − 1 with k ∈ Z. This can be understood as a destructive interference
of oscillations caused by Rashba-induced phases. Both mechanisms can be used
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Figure 6.6: Parameter γ, plotted as a function of α for different V . We see that for
α =
√
k2 − 1 with k ∈ Z, γ = 0, which suppresses the oscillations between different
charge configurations. We also note that γ decreases with increasing V .
to control the transitions between states with a different charge configuration. By
setting γ = 0, the transitions can be stopped at any time during the evolution.
In general, time evolution will cause the system to oscillate between different
charge configurations. For an example time evolution, we will take a closer look at
the time evolution of the initial state |Ty, 0〉. The probabilities of finding the system
in each of the coupled Bell states ΨTy are plotted as a function of time in Fig. 6.7.
We notice that the probability of finding the electrons on the second diagonal
(dashed purple line in Fig. 6.7) falls to zero at times t = pi
ω0
for any α and V . It is
easy to see that this holds for any initial linear combinations of states n = 0
|ψ(t = 0)〉 = cT,0 |Ty, 0〉+ cS,0 |S, 0〉 . (6.46)
The sum of the first two columns of T (t), weighted with initial coefficients cT,0 and
cS,0, results in a third component that describes the probability for state |Ty, 1〉
cT,1(t) = [cαcT,0 − sαcS,0] sin γ sin (ω0t) . (6.47)
The system oscillates between both diagonals with frequency ω0, determined by
both α and V . The magnitude of oscillations is further determined by parameter
γ, as explained at the beginning of this section. Regardless of the magnitude of
rotations, any state initially in subspace n = 0 will return to the same subspace
after time t = mpi
ω0
= mτ0 with m ∈ Z (sinmτ0 = 0). The superposition of singlet
and triplet states after such an oscillation, however, will not be the same. In the
next section, we will take a closer look at the mixing of the triplet and the singlet
after each oscillation.
6.4.3 Spin transformation
Even though the electrons are in the same spatial configuration at times t = mτ0
as they are at the beginning of the time evolution, the same does not hold for their
spin configuration. The matrix of time propagation T (t) at time t = mτ0 will have
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Figure 6.7: Time evolution of the initial state |Ty, 0〉 for different values of parameters
α and V , with time being measured in units of τ˜ = ~
t˜
. In the absence of external
potential V and Rashba coupling α (Fig. (a)), the triplet state will freely rotate
between both diagonals. When external potential V is applied (Fig. (b): α = 0, V =
2.5 t˜), the state will still oscillate between diagonals, but with smaller amplitude,
always retaining a finite probability of being in the initial charge configuration. The
Rashba coupling introduces spin mixing. In Fig. (c) (α = 0.5, V = 0), the state
oscillates between diagonals (sinuous shape of the purple line), with the part on
diagonal n = 0 being a mixture of the singlet and triplet states. Note that every
other oscillation returns the system to its initial state |Ty, 0〉. In the most general case
with finite α and V (Fig. (d), α = 0.5, V = 2.5 t˜), the state still oscillates between
diagonals, with the superposition of singlet and triplet states being different after
each oscillation.
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the simple form of
T (mτ0) =
(
T2×2,m 0
0 (−1)m
)
. (6.48)
The zeros in the corners indicate that the states with different n do not mix. The
mixing of singlet and triplet states, |Ty, 0〉 and |S, 0〉, is then described by the unitary
2× 2 matrix
T2×2,m = (−1)mei
χm
2 e−i
χm
2
nα·τ . (6.49)
Similarly as in Chapter 3, the transformation can be seen as a spin rotation
e−i
χm
2
nα·τ in a space spanned by states |Ty, 0〉 and |S, 0〉, accompanied by a spin-
independent phase change (−1)meiχm2 . The rotation is characterised by the axis of
rotation
nα = [− sin (2ϑα) , 0, cos (2ϑα)] , tanϑα = −α, (6.50)
which lies in the xz plane and is tilted for angle 2ϑ from axis z toward axis x, with
the angle depending only on the Rashba coupling. The axis nα is very similar to
the one in Chapter 3, except that the tilting angle is twice as large, 2ϑα instead of
ϑα, and the axis is tilted in the opposite direction. The angle of rotation around the
axis is defined differently for odd and even values of m
χm =
−mpi
V√
t2α+V
2
+ pi if m odd
−mpi V√
t2α+V
2
if m even.
(6.51)
The rotation angle is plotted as a function of V for different values of α in Fig. 6.8.
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Figure 6.8: Rotation angle of spin transformation χm form = 2, plotted as a function
of V for different values of α. Note that due to the oscillations of tα with α, the
values of χm for α = 0 and α = 3 are almost the same.
The transformation is somewhat similar to that in Chapter 3. Rashba coupling α
can be tuned by an external electric field to determine the angle of the rotation axis.
The angle of rotation χm depends on both α and V and can be further increased by
letting the system evolve for a longer time, i.e. by increasing the number of charge
oscillations m.
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As we have already explained in Chapter 3, general rotation can be achieved
as a combination of rotations around two non-parallel axes, with the number of
necessary rotations decreasing with the angle between the axes. While in the case
of a moving electron on a ring (Chapter 3), the optimum angle between axes δ = pi
2
was impossible to achieve even for strong amplifications of the Rashba coupling, the
axes of rotation in the present case, where tilting angle 2ϑα is twice as large, can at
least in principle be made orthogonal. Using the same arguments as in Chapter 3,
the angle between axes n0, corresponding to intrinsic Rashba coupling α0, and n1,
corresponding to amplified Rashba coupling α1 = kα0, equals
δ = 2 [arctanα1 − arctanα0] (6.52)
and takes maximum value for α0 = 1/
√
k and α1 =
√
k. This value can be achieved
by tuning the size of the dot L according to the expression α = 2mRαR/~, where R
is the effective ring radius for our dot, determined by its size. To obtain the angle
δ = pi/2, amplification
k = 3 + 2
√
2 ≈ 5.8. (6.53)
is needed. Although such large amplifications are not yet achievable in semicon-
ductor heterostructures (see Chapter 1), the fact remains that the angle δ between
the axes is substantially larger for transformations in a quantum dot than for an
externally driven electron on a ring, as considered in Chapter 3.
Considering the angle of rotation around axis χm, the quantum dot system has
an important advantage over a system of an electron on a ring. While the angles
of rotation for single electron γi were not independent due to the constraint of full
rotations around the ring, angles χm in a two-electron quantum dot are independent
and controlled directly by the parameters of α and V . This allows us to strictly
follow the scheme proposed in Chapter 3 and exactly calculate the angles needed for
each transformation. For a suitable choice of m, one must balance two effects. The
achievable range of rotation angles χm increases with increasing m. According to
Eq. (6.51), values of χm lie in an interval of width 2pim (χm ∈ [−(m+ 1)pi, (m− 1)pi]
for odd m and χm ∈ [−mpi,mpi] for even m), meaning that larger values of m allow
us to achieve larger rotation angles. On the other hand, the total operation time
for single-qubit transformation tm = mτ0 also increases with m. It turns out that it
is optimal to use the dot in a regime with m = 2 charge oscillations. In this case,
the transformation time mτ0 is rather short, and to achieve all possible angles of
rotations from −pi to pi, external voltage needs to take maximum value
Vmax = tα/
√
3. (6.54)
For the optimal case considered above (Eq. (6.53), k = 5.8), with α0 = 1/
√
k ≈ 0.41
and α1 = kα0 =
√
k ≈ 2.41, this results in
Vmax,α0 ≈ 2.3t˜, Vmax,α1 ≈ 1.9t˜. (6.55)
The voltage required to produce such effects is determined from numerically calcu-
lated values of energy parameter t˜, listed in Table 6.1 at the end of the chapter. If
we assume that V = 2e0Vext, where e0 is electron charge and ±Vext is the voltage,
applied to corners of the n = 0 (n = 1) diagonal of the dot, we can estimate that
the voltage needed to operate the dot is of the order of µV, which is easily realized
in a laboratory. Exact values for different dot sizes are listed in Table 6.1.
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We have shown in this section how parameters α and V , both controlled by
external electric gates, can be used to control both the oscillations between different
charge configurations in the dot as well as the spin mixing of singlet and triplet
states in the same charge configuration. The results will be used in the next section,
where a proposal for a fully-operational universal quantum computer designed as a
system of coupled two-electron square quantum dots will be presented.
6.5 Quantum computation
In Chapter 1, we have briefly laid out the necessary conditions for a system to
be a suitable candidate for a fully-operational universal quantum computer. We
have already shown how the square quantum dot fulfils one of these criteria, i.e.
the ability to perform arbitrary single-qubit transformations. In this section, we
will review the remaining criteria and show how the proposed system satisfies other
conditions regarding two-qubit gates, scalability, qubit initialization, coherence time
and state readout.
6.5.1 Qubit definition
The first requirement for a quantum computer is that it has to be a scalable system
of well-defined qubit states. The scalability of our system is provided by the well-
developed technology of electron beam epitaxy, used to manufacture structures on
semiconductor heterostructures, which we already described in Section 1.3. This
allows for the fabrication of a large number of identical quantum dots on the same
GaAs sample, equipped with precisely shaped voltage gates that allow for external
control of each individual dot.
The basis qubit states will be defined as a specific superposition of states |S, 0〉
and |Ty, 0〉 whose time evolution was discussed in the previous section. In real mate-
rials, even the non-amplified value of Rashba coupling αR is not zero, having instead
the finite value of αR,0 (α0 =
2αR,0m
~ ). The rotation axis n0 will therefore never be
aligned with ez. We define qubit states in such a way that their representation on
a Bloch sphere corresponds to the points ±n0 = ± [− sin (2ϑ0) , 0, cos (2ϑ0)] on this
axis,
|1〉 = cosϑ0 |Ty, 0〉 − sinϑ0 |S, 0〉
|0〉 = sinϑ0 |Ty, 0〉+ cosϑ0 |S, 0〉 , (6.56)
with tanϑ0 = −α0. These two states define a new Bloch sphere on which states |0〉
and |1〉 correspond to the north pole and south pole respectively. In this rotated
coordinate system, the axis of rotation n0 at the intrinsic Rashba coupling corre-
sponds to coordinate axis ez, and n1 corresponds to [ez cos δ + ex sin δ]. The angle
of rotation χm around the axes in this newly defined spin space remains the same
as in Section 6.4.3.
Apart from having the spin rotations expressed in a simpler way, it is not obvious
at this point why the qubit basis is not defined simply as a triplet and a singlet state
from the previous sections. As we will see in the next section, the real cause for this
choice lies in the demand for controlled system initialization.
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6.5.2 System initialization
The second DiVincenzo criterion concerns the ability to prepare the system in a
well-defined initial state, for example with all the qubits being in state |0〉 or |1〉. In
our system, initialization is achieved by thermalization. If magnetic flux is switched
off (φm = 0, effective Hamiltonian (6.27)) and α = α0, the ground state of the
system is
|ψ0〉 = sin γ
∗
2
[sinϑ0 |Ty, 0〉+ cosϑ0 |S, 0〉] +
+ cos
γ∗
2
[i sinϑ0 |Tx, 1〉 − cosϑ0 |S, 1〉] =
= sin
γ∗
2
|0〉+ cos γ
∗
2
|φ1〉 . (6.57)
The energy gap between the ground state (E0 = −
√
V 2 + 16t˜2) and the first excited
state (E1 = −
√
V 2 + 16t˜2 cos
(
pi
2
φα
)2) is of the order of
∆E ≈ t
2
α
2V
∼ 8 t˜
2
V
(6.58)
and decreases with the energy difference between charge configurations V , which
can be controlled by external voltage, as shown in Fig. 6.9 (a).
The ground state is a superposition of qubit state |0〉 with charge configuration
n = 0 and some other state |φ1〉 with charge configuration n = 1. The mixing of
both states is defined by parameter γ∗
tan γ∗ =
4t˜
V
, γ∗ ∈ [0, pi] , (6.59)
which again depends on energy difference V (Fig. 6.9 (b)).
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Figure 6.9: Fig. (a): Energy difference ∆E between first excited and ground states as
a function of V . The difference also depends on α via term tα. Fig. (b): Probability
that the system is in qubit state |0〉 or in state |φ1〉 when in the ground state of the
system at φm = 0.
To ensure that the system will thermalize into a qubit state |0〉, we must fulfil
two conditions. First, the temperature must be sufficiently low, T . ∆E/kB, and
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second, the potential V must be strongly negative so that the probability for a state
|0〉 in the ground state will approach 1. However, since the energy gap decreases
with V , we must find a reasonable balance between both effects. For example, at
V = −8t˜, which provides high probability P|1〉 ≈ 95%, the required temperature
T . t˜
kB
(6.60)
is of the order of 10mK, which is not difficult to achieve with modern dilution
refrigerators (see Chapter 1). The values of temperature for different dot sizes are
listed in Table 6.1.
Note that we assumed the absence of magnetic flux φm = 0 during system
initialization, while the qubit transformation is preformed at φm = 1/2, which is
contradictory to our demand for fully electric control of the system. However, since
the magnetic field is only changed at system initialization, it can be slow and will
not affect time performance. As it will also be changed for all qubits in the system at
once, the localization of magnetic field will not be required, which eliminates both
possible concerns regarding the use of a magnetic field in a quantum computer,
mentioned in Chapter 1. For the rest of this chapter, we will assume φm = 1/2.
6.5.3 Universal quantum gate
The third criterion set by DiVincenzo is the ability to realize arbitrary single- or
two-qubit transformations in the system.
Single-qubit gate
Single-qubit transformations are achieved by time evolution of the system, as pre-
sented in Section 6.4. With the qubits defined in Eq. (6.56), the time evolution for
time t = 2pi~√
t2α0+V
2
at intrinsic Rashba coupling α = α0 results in a rotation around
axis n0 = ez for angle χ0 = 2piV√
t2α0+V
2
, while time evolution for time t = 2pi~√
t2α1+V
2
at
amplified α = α1 results in a rotation around axis n1 = [ez cos δ + ex sin δ], tilted
from the z-axis by angle δ = 2 [arctanα1 − arctanα0], for angle χ1 = 2piV√
t2α1+V
2
.
After the transformation, the qubit state can be preserved by increasing V or by
setting α = 
√
k2 − 1, suppressing the oscillations between charge configurations, as
explained in Section 6.4.
Two-qubit gate
The realization of two-qubit gates requires coupling between two neighbouring dots,
each containing one qubit. The idea to implement this operation in the absence of
Rashba coupling has already been proposed in the paper by Bayat et al. [33]. We
will show that the same method can also be used in our system. Any two-qubit gate
can be implemented as a combination of single-qubit gates on each qubit, combined
with a controlled-NOT gate [8] coupling both qubits. It is therefore enough to
demonstrate this simple two-qubit transformation.
We decide that two neighbouring dots will be positioned with diagonals lying on
the same line, as shown in Fig. 6.10. The Hilbert space of the two dots is constructed
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as a direct product of both 3-dimensional spaces for each dot, composed of qubit
states |0〉 and |1〉 with charge configuration n = 0 and an auxiliary triplet state
|A〉 = |Ty, 1〉 with configuration n = 1.
ΨQ = {|0〉 , |1〉 , |A〉} (6.61)
The space of all states of the two quantum dots will therefore be 9-dimensional.
The state will be written as |ψ1ψ2〉, where ψ1 represents the state of the first dot
and ψ2 the state of the second dot, each of them being |0〉, |1〉 or |A〉. The dots are
coupled via Coulomb interaction, which results in three possible inter-dot energies,
depending on charge configurations on each dot. The interaction energy for the
configuration with one dot in the qubit state (n = 0) and the other in the auxiliary
state (n = 1) will be set as reference energy W = 0. The energy of the configuration
with both dots in the qubit state is lower and equals −W0 < 0, while the energy
of the configuration with two auxiliary states is larger, W1 > 0. The interaction
Hamiltonian Hint can therefore be written as
Hint = W1 |AA〉 〈AA| −W0 (|00〉 〈00|+ |10〉 〈10|+ |01〉 〈01|+ |11〉 〈11|) . (6.62)
Parameters W0 and W1 are determined by dot size and inter-dot distance and are
both defined to have positive values. We want them to be sufficiently smaller than t˜
and V , so as not to significantly change the energy levels and the charge distribution
of each individual dot.
W1 W = 0 −W0
n = 1
n = 0
(a) (b) (c)
Figure 6.10: Three different charge configurations of two two-electron square dots.
Electrostatic interaction is largest when both dots are in charge configuration n = 1
(Fig. (a), W = W1), 0 for dots in different charge configurations (Fig. (b), W = 0),
and smallest when both dots are in configuration n = 0 (Fig. (c), W = −W0).
Since the energy of the dots depends on their charge configuration, the dynamic
phase acquired during time evolution will be different for different configurations.
The idea is to make this dynamic phase difference depend on the qubit states of
each dot.
This is done by first letting the initial qubit state with n = 0 oscillate between
charge configurations, as explained in Section 6.4. The time evolution operator in
basis ΨQ at α = α0 is
T (t) =
 e−iω1t 0 00 cos(ω0t)− i sin(ω0t)cγ − sin(ω0t)sγ
0 sin(ω0t)sγ cos(ω0t) + i sin(ω0t)cγ
 . (6.63)
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At the intrinsic value of the Rashba coupling, only qubit state |1〉 will oscillate, while
state |0〉 remains in the same charge configuration. In the absence of an external
voltage V (ω1 = 0, γ = pi/2), the initial state of |1〉 will therefore be transformed
into |A〉 at t = τ0/2.
T
(
t =
τ0
2
)
=
 1 0 00 0 −1
0 1 0
 . (6.64)
We then instantly set α =
√
3 to block further charge oscillations (see Section 6.4).
If the same procedure is done simultaneously on two neighbouring dots, the initial
two-qubit states will be transformed as
T |00〉 = |00〉 , T |11〉 = |AA〉
T |10〉 = |A0〉 , T |01〉 = |0A〉 . (6.65)
The next step is to leave both dots to interact for a certain interaction time
τint, during which state |00〉 acquires dynamic phase difference e+i
W0
~ τint , state |AA〉
acquires phase difference e−i
W1
~ τint , while states |0A〉 and |A0〉 with inter-dot energy
0 do not acquire additional phases
T (τint) |00〉 = ei
W0
~ τint |00〉 , T (τint) |AA〉 = e−i
W1
~ τint |AA〉
T (τint) |A0〉 = |A0〉 , T (τint) |0A〉 = |0A〉 . (6.66)
After the interaction time, the value of the Rashba coupling is set back to intrinsic
value α0, allowing charge oscillations. After time t = τ0/2, state |A〉 in each dot
rotates back to − |1〉, returning the system to a two-qubit subspace and acquiring
the additional phase −1 during the process. The result of the time evolution is that
each two-qubit state acquired an additional phase, depending on values W0 and W1,
and interaction time τint. In the basis of states |00〉, |10〉, |01〉 and |11〉, the matrix
of described time evolution is
Tgate =

e
iW0
~ τint 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 e−
iW1
~ τint
 . (6.67)
The combination of a two-qubit transformation with interaction time
τint =
~pi
|W1 −W0| , (6.68)
and z-rotation by angle χ = − piW1|W1−W0| on each of the qubits, written in two-qubit
basis as
Tz =

eiχ 0 0 0
0 1 0 0
0 0 1 0
0 0 0 e−iχ
 , (6.69)
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results in the controlled-Z transformation
TCZ = TzTgate = −

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 −1
 . (6.70)
This two-qubit gate can be transformed into a controlled-NOT gate by applying the
single-qubit Hadamard gate
THad = 1√
2
(
1 1
1 −1
)
(6.71)
on the second qubit (THad,2) before and after application of the two-qubit gate
TCNOT = THad,2Tc−ZTHad,2 =

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0
 . (6.72)
The total time needed to realize the controlled-NOT gate therefore consists of
several contributions. Firstly, time of the order of τ0 is needed for each Hadamard
gate transformation, and additional time τ0 to allow the electrons to change position
before and after the interaction of the dots. Interaction time τint = ~pi|W1−W0| depends
on the difference between values W0 and W1, which decreases with distance be-
tween the dots. Small distance between the dots shortens the two-qubit interaction
time, which speeds up performance, but also increases the impact of electrostatic
interaction on single-qubit states, which might be a source of additional errors. For
practical implementation, both effects should be compared and an inter-dot distance
optimum should be determined. Typical values of interaction times are further dis-
cussed in Section 6.5.5 and listed in Table 6.1.
6.5.4 State readout
The fourth DiVincenzo criterion demands that the qubit system be reliably mea-
surable in order to determine the state of each qubit after the computation. The
quantum dot offers an elegant way to do so, as proposed by Jefferson et al. [31].
As we have seen in the previous section, in case of V = 0 and α = α0, state |0〉
will be frozen in its charge configuration on diagonal n = 0, while state |1〉 will
oscillate to state |A〉 on the diagonal n = 1. To measure the state of a qubit, we
should therefore leave the system to evolve for t = τ0/2 and then set the value of the
Rashba coupling to α =
√
3 to stop the tunnelling. We then measure charge density
on the diagonal n = 1. If charge is detected, this is the sign that the system was in
the qubit state of |1〉 before the measurement, while absence of charge indicates the
qubit state of |0〉.
6.5.5 Coherence time
The final criterion requires that the coherence time of the system be much larger than
the time required to realize a qubit transformation. To check whether our system
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satisfies the criterion, we need to estimate the time scale of the operations in our two-
electron quantum dot. This depends on energy differences between the states, which
are determined by both the size of the dot and the distance between neighbouring
dots, as well as by material parameters such as effective mass of electrons and
dielectric constant.
The most suitable system for the fabrication of quantum dots is a heterojunction
of differently doped semiconductors, such as GaAs or InAs. In our estimation of dot
size, we will use material parameters for GaAs with effective mass m = 0.067m0 and
dielectric constant ε = 10.9 [30]. The lowest limit for dot size is given by the size
at which the Wigner molecule is formed, which we numerically estimate to about
L ≈ 200 nm, which is compatible with results in Ref. [30]. For large dots, energy
spacing between the states decreases, which leads to slower dynamics and requires
lower temperatures to avoid decoherence due to thermal fluctuations and to allow
for the initialization of the qubit state. We will estimate the computational time
scale for a square quantum dot of three sizes, with sides measuring L =400 nm,
600 nm and 800 nm.
The effective hopping amplitude t˜ is calculated numerically (see Section 6.2),
where the energy difference between lowest and highest energy states at φm = 0
and V = 0 is 8t˜ according to Eq. (6.11). From this value, the time of a single-
qubit transformation τ0 = ~pi/
√
t2α + V
2 is estimated using values V ≈ 2.5t˜ and
α = α1 ≈ 2.41, which are needed to cover all possible transformations. The values
of τ0 for our selection of L are all below 1 ns and are listed in Table 6.1.
The interaction time τint, needed to implement two-qubit gates, is determined
by the inter-dot electrostatic energy of different charge configurations. Values of W1
and W0 depend on the distance between the centres of the dot d. For large d/L, the
values can be approximated as
W0,W1 ≈ e
2
4pi0
L2
d3
≈ 131mV nmL
2
d3
. (6.73)
If we limit W0,W1 ≈ 110 t˜, where we assume that the energy levels in each individual
dot will not be strongly affected by inter-dot interaction, this results in d/L ∼ 20.
The interaction time depends on the difference |W1 −W0|, which is even smaller
than W0 or W1
|W1 −W0| ≈ 1.33 e
2
piεε0
L4
d5
. (6.74)
Using distances calculated above, the interaction time is estimated to be of the order
of 1 µs, as shown in Table 6.1.
We see that two-qubit transformations take about 1000 times longer than single-
qubit gates. If we compare this to spin-charge coherence times of about 200µs in
comparable systems [33], we see that this allows for the realization of over 105 single-
qubit transformations and about 100 two-qubit transformations. However, this long
coherence time is a result of sophisticated measuring methods used to eliminate some
dephasing effects and it is difficult to say whether the same procedure is applicable
in the square quantum dot. The number of two-qubit transformations could be
increased if a smaller distance between dots d is taken. This would require a more
detailed analysis of single-qubit states in the presence of inter-dot interactions, but
the general idea of qubit operation would remain the same.
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L[nm] t˜[µeV] τ0[ns] T [mK] Vext[µeV] B[mT] d/L τint[µs]
400 2.0 0.25 23 0.50 25 17 0.63
600 1.2 0.44 13 0.29 10 18 1.2
800 0.7 0.75 7.7 0.17 5 19 2.5
Table 6.1: Characteristic values of various parameters for three different sizes of a
square quantum dot, calculated from a numerical model. t˜ is a typical level spacing
of low-energy states, τ0 is the time of single-qubit transformation, T is the tem-
perature needed for system initialization, Vext is the external gate voltage, B is the
magnetic field used to create magnetic flux through a dot, d/L is the distance be-
tween neighbouring dots and τint is the time required for two-qubit transformations.
6.6 Conclusion
In this section, we have shown how two-electron states in a square quantum dot
could be used as a fully operational qubit system, fulfilling all 5 DiVincenzo criteria
for a universal quantum computer. Well-developed techniques of semiconductor
heterostructure fabrication and etching ensure that the system is scalable. The
qubit states are defined as the superposition of Bell singlet state |↑↓〉 − |↓↑〉 and
triplet state |↑↑〉+ |↓↓〉, localized on one of the diagonals of the dot. The dynamics
of the system are controlled by voltage gates applied to the corners of the dot, and by
the Rashba coupling, which is in turn controlled by an externally applied electrical
field perpendicular to the plane of the dot. This provides fully-electric control of
qubit dynamics.
State initialization is achieved by the thermalization of the system at a tem-
perature of about 10mK, with zero magnetic flux and with a strong external gate
potential localizing the charge of the electrons to the desired configuration. Once
initialized, the system operates in a constant magnetic field, providing a flux of half
flux quanta through each dot. A single-qubit transformation is achieved by con-
trolling the time evolution of the qubit states with external voltage gates and the
Rashba coupling. Each oscillation of charge from one diagonal to another and back
results in a qubit rotation on a Bloch sphere, spanned by qubit states, with the axis
of rotation depending on the Rashba coupling and the intrinsic value corresponding
to the rotation around the z axis. The angle of rotation around the given axis is
determined by both the Rashba coupling and the external gate potential. Several
rotations of that kind can be combined into an arbitrary single-qubit transformation.
At the intrinsic value of the Rashba coupling and vanishing gate potential, only
one of the qubit states will undergo charge oscillations. This effect can be used
to implement two-qubit gates. The electrostatic energy of two neighbouring dots
depends on the charge configuration in each dot, which in turn depends on the
qubit state before charge oscillations. After a certain interaction time, the system
will acquire an additional dynamic phase, depending on the initial states of both
interacting qubits, resulting in a controlled-Z gate, which can easily be turned into
a controlled-NOT gate by a Hadamard transformation on the second qubit. The
effect of spin-dependent charge oscillations is also used for the measurement of the
system state after the computation by measuring the charge distribution in the dot
at different times.
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Although the proposed system seems promising, some further investigation is
needed. The high-energy states in the dot were neglected at various points during
the calculation, and their effects on the dynamics of low-energy states should be
addressed. Another issue stems from the fact that we neglected the effect of the
Rashba coupling on the charge distribution of qubit states. As we saw in Chapter 3,
SOI affects the orbital part of wave function and this prevents the use of rapid
changes of the Rashba coupling, as they cause excitations of the system to higher
energy states. This effect is less important for larger dots and could probably be
further suppressed by the use of more sophisticated dot shapes instead of a simple
square. Using the effective Hamiltonian in our analysis, we assumed that the states
used for qubit transformation are completely decoupled from the remaining 5 low-
energy states of the dot. However, since the energy of all 8 states is comparable,
one should also study possible couplings with these states via other mechanisms,
e.g. noise in external voltage, spin and charge decoherence due to interaction with
semiconductor nuclear spin, effects of high-energy states, etc. To further increase
the performance of the system, two-qubit gate time should be reduced by decreasing
the inter-dot distance. This will require a more detailed analysis of the effects of
inter-dot coupling on single-dot states.
Although all this effects will probably substantially change the details of system
dynamics, we believe that the general mechanism of spin transformation, induced by
charge oscillations in the presence of a Rashba coupling, will remain unaltered and
will still exhibit great potential for further development of a quantum information
processing device.
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Summary and conclusion
The main goal of the thesis was to study the effects of spin-orbit coupling on meso-
scopic electron systems and evaluate its applicability in quantum information pro-
cessing and quantum computation. The system, used as a universal quantum com-
puter, must meet the 5 criteria given by DiVincenzo [9]. The system must have
well-defined qubit states and must be scalable, it must offer a controlled way to ini-
tialize the initial state and read out the final state, it must allow controlled single-
and two-qubit transformations and its coherence time must be long enough to allow
for a sufficient number of computational steps.
The models studied in the thesis were based on electrons confined in a semicon-
ductor quantum dots, one of the most promising systems for the practical implemen-
tation of a quantum computer [1]. In these systems, a two-dimensional electron gas
(2DEG), formed on a heterojunction of two different semiconductors, is confined to
a limited space using voltage gates etched in the surface of the sample. In addition
to confinement of electrons, the gates are also used to change the local electrostatic
energy inside the dot. We were interested in the use of electron spin as a basis for
qubit states. Since the magnetic field, traditionally used to control the spin of the
electrons, is difficult to manipulate quickly and on a small scale, we tried to avoid
its use as much as possible.
The manipulation of electron spin was achieved with the use of a Rashba spin-
orbit (SO) coupling [34, 39]. In contrast to other types of SO coupling (e.g. Dressel-
haus coupling), the Rashba coupling is only found in systems with broken structure
inversion symmetry, a typical example of which is 2DEG found in semiconductor
quantum dots. What is important is that the intrinsic strength of the Rashba cou-
pling can be amplified using an external electric field applied perpendicularly to the
plane of 2DEG. In addition to the externally controlled electrostatic potential in
quantum dots, this offers another way to electrically control the properties of the
system.
Two different types of quantum dots were studied in the thesis: quantum rings
and square quantum dots. Quantum rings are widely studied systems that exhibit
a wide range of interesting phenomena such as the Aharonov-Bohm effect and per-
sistent currents that exist even in the absence of spin-orbit coupling. Due to local
curvature and periodic boundary conditions, the Rashba Hamiltonian on a ring ex-
hibits some very peculiar properties as it contains position-dependent spin operators.
Although the Hamiltonian seems non-Hermitian at first glance, explicit derivation
and detailed study show that this is not the case and that all its terms can be ex-
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plained and understood using basic symmetry properties. Since the orbital motion
in the system is coupled with spin, the Hamiltonian is not invariant to real space
rotations around the ring symmetry axis, but rather to full rotations generated by
total angular momentum Jz = Lz + sz, combining real space and spin rotations.
This observation paves the way toward a unitary transformation that signifi-
cantly simplifies the Hamiltonian. The transformation is a combination of Peierls
term Uφ, which eliminates the effects of magnetic flux, and rotation around the
z-axis Uz, taking into account the effects of ring curvature. The last step in the
transformation is the elimination of the Rashba coupling by a rotation around axis
α, which can be seen as an effective magnetic field due to spin-orbit coupling. In
contrast to a linear wire [77, 78], where a similar transformation is used with vector
α lying in the plane of the 2DEG, the direction of field α in a ring depends on the
strength of the Rashba coupling. This effect can be attributed to the competition
between the curvature of the ring, which forces the electron spin in the z-direction,
and the Rashba coupling forcing it in the xy plane.
The transformation of the Hamiltonian eliminates the spin-orbit term which then
manifests in modified periodic boundary conditions, determining the spin structure
of the eigenstates. The orbital motion is described by a half-integer quantum number
j, corresponding to total angular momentum, consistent with the symmetry of the
Hamiltonian, and pseudo-spin s. The local spin of eigenstates, defined as sL(ϕ) =
~/2ψ†(ϕ)σψ(ϕ), points in the direction of effective field α and rotates with the
position on the ring, forming a crown-like spin structure with spin-tilting angle
determined by the Rashba coupling. The analysis of eigenenergies reveals another
contribution of the Rashba effect, the appearance of Rashba flux φα, which shifts
the momentum in way, similar to the magnetic flux shift j → j − φm − sφα, but
with contribution proportional to pseudo-spin s.
The varying angle of the effective field offers new possibilities for controlled spin
manipulation. Literature suggests [77, 78] that a controlled motion of an electron
wave packet on a straight wire using external electric potential results in the rotation
of spin around effective field α. The use of a time-dependent unitary transformation
on the Hamiltonian allows for the study of similar electron manipulation on a ring.
For external potential, described by a harmonic term with time-dependent position,
an analytic expression for the time-dependent wave function can be found in the
limit of the adiabatically changing Rashba coupling. We show that for qubit states
defined as a pseudo-spin pair of Kramers eigenstates of a stationary Hamiltonian,
controlled driving of the electron around the ring with a varying Rashba coupling
can be used to achieve arbitrary single-qubit rotation. The transformation can be
pictured geometrically on a Bloch sphere spanned by the qubit state. In this picture,
the Rashba coupling determines the direction of the rotation axis and the shift of
electron position describes the angle of rotation around it.
Although the result is promising, some issues still call for a further investigation.
Our calculations assumed that the position of the external potential can be changed
continuously, which might not be the case in real systems, where the potential is
defined by a finite number of voltage gates. The effects of faster, non-adiabatic
changes of the Rashba coupling should also be studied, possibly offering faster ways
of implementation of the proposed algorithm. Lastly, the effects of noise, originating
from material properties and imperfections in the driving of the external potential,
should be taken into account in further theoretical studies.
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The next system we considered was a ring with periodic potential. Since the ring
quantum dot in semiconductors is typically defined by a finite number of voltage
gates, this system can be seen as a more realistic model of an experimental device.
The unitary transformation of the Hamiltonian, eliminating spin-orbit coupling,
does not affect the spin-independent periodic potential, and the transformed Hamil-
tonian is therefore identical to the one for an electron in a periodic linear potential.
This allows us to use one-dimensional Bloch functions to construct eigenstates on
a ring. However, the unitary transformation still affects the boundary conditions,
resulting in the spin properties of the Bloch functions being similar to the proper-
ties of free-electron eigenstates, forming a crown-like structure with spin tilted in
the radial direction. The energy of the states is also affected in a similar way as for
free electrons with the introduction of a pseudo-spin-dependent Rashba flux. While
the spin and phase properties of the Bloch states are significantly changed in the
presence of a Rashba coupling, the effect of spin-orbit coupling on charge distribu-
tion, determined by periodic function ujs(ϕ), is of minor importance in tight-binding
limits and can mostly be ignored.
Wannier functions, constructed as a Fourier transformation of Bloch states, again
resemble their counterparts from periodic one-dimensional systems, with spin tilting
inherited from Bloch functions on a Rashba ring. In the tight-binding limit, the
effects of pseudo-spin on charge distribution can again be neglected, resulting in
Wannier states being nearly pure spin states with spin quantized along the effective
field α. The Hamiltonian in the Wannier basis is written in terms of nearest-
neighbour hopping, with hopping terms being diagonal in pseudo-spin. However, as
in the presence of magnetic flux, the hopping adds an additional phase term to the
states, which is proportional to the product of Rashba flux and pseudo-spin.
A local unitary transformation on each site of the ring is then used to define
modified Wannier states, almost pure spin states with spin quantized in a standard
manner, i.e. along the z-axis. The price for simplified spin properties is paid at the
level of hopping terms, which are no longer diagonal in pseudo-spin. However, the
spin mixing in the new basis can be intuitively explained as a rotation around axis
α, confirming the consistency of the results. Wannier states and the corresponding
tight-binding Hamiltonian could be used in the future as a more realistic model for
an electron in an externally driven potential. Additional time-dependent potential
at each site would allow for the study of the effects of a finite number of external
voltage gates to evaluate practical applicability of the qubit transformation scheme
with electron in time-dependent harmonic potential.
Well-localized Wannier states in the limit of a large number of sites can also be
used as a computational basis for many-electron problems, with kinetic energy and
spin-orbit effects described as the nearest-neighbour hopping. The matrix elements
of a Coulomb coupling, describing the interaction between the electrons, are easy
to evaluate in this basis as they only depend on the difference between the states’
position. We used this procedure to study the system of two interacting electrons.
In a realistic ring in GaAs with the radius of the order of R & 100nm, the Coulomb
repulsion dominates over the kinetic energy, resulting in eigenstates being the ro-
tating states of electrons localized on opposite sides of the ring. The energy of such
a system can be described by two terms. Kinetic energy depends on total angular
momentum J describing the rotation of an object with mass m = 2m0, which is a
plausible result in the limit of strong repulsion between the electrons on a ring. As in
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one-electron systems, the angular momentum in kinetic energy term is shifted by the
magnetic flux and the Rashba flux, J → J − 2φm−Sφα. The proportionality factor
2 for the magnetic flux comes from the charge of the two-electron object e = 2 e0,
while the contribution of the Rashba flux is proportional to the total pseudo-spin
S = s1 + s2, conserved by the Hamiltonian. In addition to the angular momentum
J and the pseudo-spin S, the eigenstates are labelled by another quantum number
n, describing the vibrational modes of the electrons due to Coulomb repulsion. The
vibrational energy contribution originating from this effect is similar to the energy
of a harmonic oscillator, but with effective mass depending on both types of flux
and quantum numbers J and S.
Due to the symmetry properties of two-electron states originating from the Pauli
exclusion principle, not all combinations of quantum numbers J , S and n are allowed.
Our analysis, confirmed by numerical results, shows that all pseudo-spin states are
only allowed when the sum J+n is even, while for odd sums of J+n, only pseudo-spin
state S = 0 is compatible with the symmetry of the state. This peculiarity is also
reflected by the expectation values of spin. While the decrease in the expectation
value of spin in the z-direction is similar to the single-electron case, the total spin
〈s2〉 is non-trivial due to correlations between electrons and due to the tilting of
the spin of the basis Wannier states. The expectation value of total spin can be
calculated analytically for the ground state of vibrational modes and the results can
be explained intuitively by picturing the states as a superposition of rotating triplet
and singlet states quantized along z- or in-plane direction. For pseudo-spin S = ±1,
the state starts as a triplet at α = 0 and its total spin 〈s2〉 approaches ~2 for large
values of the Rashba coupling. For S = 0 and in the absence of a Rashba coupling,
states with even J + n are singlets and states with odd J + n are triplets, while for
large α, the spin of both states approaches 〈s2〉 = 2~2.
The symmetry and spin properties of two-electron states on a large ring are very
useful in the analysis of our last system of interest, the two-electron square quantum
dot. The results of numerical modelling on a finite 16× 16 grid for realistic dot size
L & 200nm show charge distribution peaks in the corners of the dot. This fact was
used to construct an effective model of the dot as a 4-site electron ring, which can
be solved analytically. Löwdin partitioning [36] was used to simplify the original
28 × 28 Hamiltonian to an effective 8 × 8 Hamiltonian, which was diagonalised
using pseudo-spin and rotational symmetry of two-electron states. The resulting
analytical expressions for eigenenergies and spin expectation values were consistent
with numerical calculations, indicating the validity of the effective Hamiltonian.
The effective Hamiltonian was rewritten in the basis of eight Bell singlet and
triplet states with charge localised in the opposite corners of the dot. The coupling
between the states was studied for various combinations of magnetic flux and Rashba
coupling, reproducing the results of previous work on similar systems [30, 31, 32, 33].
The system shows especially interesting properties for φm = 1/2, where a pair of
singlet and triplet states with charge on the first diagonal are coupled only to one
of the triplet states on the other diagonal. The analysis of time evolution in this
subspace showed Rashba-dependent charge oscillations accompanied by the mixing
of singlet and triplet states. In the presence of an additional external potential
splitting the energy of different charge configurations, the transitions between singlet
and triplet states can be expressed as rotations on a Bloch sphere spanned by these
two states. As in the case of a single electron in external potential, the axis of
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rotation is determined solely by the Rashba coupling, while the angle of rotation
is in this case determined by the energy difference between charge configurations,
offering precise and effective control over spin transformations.
With qubit states defined as a specific linear combination of singlet and triplet
states, we show that all 5 DiVinzenzo criteria [9] for a universal quantum computer
can be fulfilled. The scalability of the system is provided by well-developed methods
of quantum dot fabrication, and system initialization is achieved by the thermal-
ization of the states at temperatures of the order of 10mK with applied external
voltage. Single-qubit rotations are realised by controlled charge oscillations in the
quantum dot, while two-qubit gates are achieved through a Coulomb interaction be-
tween two neighbouring dots. Differences in charge oscillations of qubit states allow
us to determine the final state of the qubit by measuring the charge on one of the
dot diagonals at the specific time. Realistic values of material properties and dot
dimensions used in the analysis indicate that the time of operation would be of the
order of 1 ns for single-qubit transformations, allowing for over 104 operations, and
about 1µs for two-qubit transformations, allowing for about 100 transformations
before spin coherence is lost [33]. What is important is that the dot is controlled
exclusively by electric gates. While the magnetic flux through all the qubits needs
to be adjusted during the initialization, the calculations in the proposed quantum
computer are controlled only by external gate voltages, which determine the lo-
cal potential in the dot, and by a perpendicularly applied electric field tuning the
strength of the Rashba coupling.
We can conclude that the main goal of this thesis has indeed been achieved.
We managed to find and analyse two systems in which qubit transformations be-
tween pseudo-spin states can be performed solely through the use of an electrically-
controlled Rashba coupling and voltage gates, without the use of a magnetic field.
Since the analysis of both devices, electron in time-dependent harmonic potential
and two-electron square quantum dot, was done from theoretical point of view and
is thus probably significantly oversimplified, it is hard to say whether such devices
will actually be manufactured in a way, described in the thesis.
Nevertheless, the work provides some important insights in the properties of the
quantum rings in the presence of Rashba coupling which can be used in the analysis
of more complicated devices. One such result is the introduction of the unitary
transformation that transforms a rather complicated spin-orbit Hamiltonian into a
much simpler form, describing bare electron on one-dimensional wire. The procedure
has been demonstrated on several examples in the thesis, but we believe that it will
eventually prove useful in the analysis of various different systems and thus provide
a new step in understanding the physics of spin-orbit coupling.
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Appendix A
Time-dependent harmonic oscillator
We want to simplify the time-dependent Schrödinger equation
H(t)ψ(t) = i~∂tψ(t) (A.1)
with Hamiltonian
H =p2 + ω2ϕ2 + α0(t)p+ αs(t) (n · σ) p
+β0(t)ϕ+ βs(t) (n · σ)ϕ+ γ0(t) + γs(t) (n · σ) =
=p2 + ω2ϕ2 + α(t)p+ β(t)ϕ+ γ(t). (A.2)
Time-dependent parameters are
α(t) =α0(t) + αs(t) (n · σ)
β(t) =β0(t) + βs(t) (n · σ)
γ(t) =γ0(t) + γs(t) (n · σ) . (A.3)
The Hamiltonian H(t) will be simplified with unitary transformation
U = UpUϕU0 = e
−iC(t)pe−iB(t)ϕe−iA(t). (A.4)
Time-dependent functions
A(t) =A0(t) + As(t)n · σ
B(t) =B0(t) +Bs(t)n · σ
C(t) =C0(t) + Cs(t)n · σ (A.5)
all have two parts: the part labelled 0 is diagonal in spin, while the part labelled s
is proportional to n · σ. The Schrödinger equation after transformation is
H(t)′ψ′(t) = i~∂tψ′(t) (A.6)
with
H ′ = UHU † − i~U (∂tU †) = H + U [H,U †]− i~U (∂tU †) . (A.7)
To find the correct form of A(t), B(t) and C(t), we first evaluate the terms U
[
H,U †
]
and U
(
∂tU
†).
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The commutator
[
H,U †
]
will only yield a non-vanishing result when terms with
p and ϕ meet. These terms are[
p, U †
]
=U †0
[
p, U †ϕ
]
U †p = U
†
0
[
p, eiBϕ
]
U †p = U
†
0U
†
ϕBU
†
p
=U †B[
p2, U †
]
=U †0
[
p2, U †ϕ
]
U †p = U
†
0
[
p2, eiBϕ
]
U †p = U
†
0U
†
ϕ
(
B2 + 2Bp
)
U †p
=U †
(
B2 + 2Bp
)[
ϕ,U †
]
=U †0U
†
ϕ
[
ϕ,U †p
]
= U †0U
†
ϕ
[
ϕ, eiCp
]
= U †0U
†
ϕU
†
p (−C)
=− U †C[
ϕ2, U †
]
=U †0U
†
ϕ
[
ϕ2, U †p
]
= U †0U
†
ϕ
[
ϕ2, eiCp
]
= U †0U
†
ϕU
†
p
(
C2 − 2Cϕ)
=U †
(
C2 − 2Cϕ) . (A.8)
We also note that all terms proportional to n ·σ commute with the exponent of this
term [
n · σ, eif(t)n·σ] = 0 (A.9)
for any function f(t). This allows us to see functions A(t), B(t), C(t), α(t), β(t) and
γ(t) as scalar functions when considering their commutation relations. Special care
should be taken when considering terms B2(t) and C2(t), since their components 0
and s are mixed,
B2(t) = (B0(t) +Bs(t)n · σ) (B0(t) +Bs(t)n · σ)
=B20(t) +B
2
s (t) + 2B0(t)Bs(t)n · σ, (A.10)
and similarly for C(t). Using commutators Eq. (A.8), we evaluate the term U
[
H,U †
]
,
U
[
H,U †
]
= 
(
B2 + 2Bp
)
+ ω2
(
C2 − 2Cϕ)+ α(t)B − β(t)C. (A.11)
The other term in the Hamiltonian H ′ that we need to evaluate is U
(
∂tU
†).
First, we calculate the time derivative of ∂tU † = U˙ †,
U˙ † =∂t
(
U †0U
†
ϕU
†
p
)
= U˙ †0U
†
ϕU
†
p + U
†
0 U˙
†
ϕU
†
p + U
†
0U
†
ϕU˙
†
p
=iA˙(t)U †0U
†
ϕU
†
p + U
†
0
(
iB˙(t)ϕ
)
U †ϕU
†
p + U
†
0U
†
ϕ
(
iC˙(t)p
)
U †p
=iA˙(t)U †0U
†
ϕU
†
p + iB˙(t)U
†
0U
†
ϕϕU
†
p + iC˙(t)U
†
0U
†
ϕU
†
pp
=iA˙(t)U † + iB˙(t)U †0U
†
ϕU
†
pϕ+ iB˙(t)U
†
0U
†
ϕ
[
ϕ,U †p
]
+ iC˙(t)U †
=iU †
(
A˙(t)− B˙(t)C(t) + B˙(t)ϕ+ C˙(t)p
)
. (A.12)
The last term in the transformed Hamiltonian is therefore
− i~U (∂tU †) = ~A˙(t)− ~B˙(t)C(t) + ~B˙(t)ϕ+ ~C˙(t)p. (A.13)
We would like to simplify the Hamiltonian H ′ to a time-independent form
H ′ = p2 + ω2ϕ2 6= H ′(t), (A.14)
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which means that all the terms linear in p or ϕ or independent of these two quantities
must vanish. This condition yields three equations:
0 =
(
α(t) + 2B(t) + ~C˙(t)
)
p
0 =
(
β(t)− 2ω2C(t) + ~B˙(t)
)
ϕ
0 =
(
γ(t) + B2(t) + ω2C2(t) + α(t)B(t)− β(t)C(t) + ~A˙(t)− ~B˙(t)C(t)
)
.
(A.15)
The first two equations can be combined by taking the time derivative of the first
one and expressing B˙(t),
B˙(t) = − 1
2
(
~C¨(t) + α˙(t)
)
. (A.16)
Using this expression in the second equation yields
β(t)− 2ω2C(t)− ~
2
2
(
C¨(t) +
α(t)
~
)
= 0
C¨(t) +
4ω2
~2
C(t) =
2
~2
β(t)− 1
~
α˙(t). (A.17)
Using definitions  = ~2/2mR2, we obtain an equation of a classical harmonic oscil-
lator with coordinate C(t) and frequency Ω, defined as Ω2 = 2ω2/mR2,
C¨(t) + Ω2C(t) =
1
mR2
β(t)− 1
~
α˙(t), (A.18)
driven by external force
F (t) =
1
mR2
β(t)− 1
~
α˙(t). (A.19)
Once we have determined C(t), we can directly calculate B(t) from the first line of
Eq. (A.15),
B(t) = −mR
2
~2
(
~C˙(t) + α(t)
)
. (A.20)
When both B(t) and C(t) are known, A(t) is calculated by integrating the third line
of Eq. (A.15),
A(t) =
1
~
∫ t
0
(
β(t′)C(t′) + ~B˙(t′)C(t′)− B2(t′)− ω2C2(t′)− α(t′)B(t′)− γ(t′)
)
dt′.
(A.21)
Spin-dependent and spin-independent parts of A(t), B(t) and C(t) can be written
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explicitly,
C¨0(t) + Ω
2C0(t) =
1
mR2
β0(t)− 1~ α˙0(t)
C¨s(t) + Ω
2Cs(t) =
1
mR2
βs(t)− 1~ α˙s(t)
B0(t) =− mR
2
~2
(
~C˙0(t) + α0(t)
)
Bs(t) =− mR
2
~2
(
~C˙s(t) + αs(t)
)
A0(t) =
1
~
∫ t
0
[
β0(t
′)C0(t′) + βs(t′)Cs(t′) + ~B˙0(t′)C0(t′) + ~B˙s(t′)Cs(t′)− B20(t′)
−B2s (t′)− ω2C20(t′)− ω2C2s (t′)− α0(t′)B0(t′)− αs(t′)Bs(t′)− γ0(t′)
]
dt′
As(t) =
1
~
∫ t
0
[
βs(t
′)C0(t′) + β0(t′)Cs(t′) + ~B˙s(t′)C0(t′) + ~B˙0(t′)Cs(t′)
−2B0(t′)Bs(t′)− 2ω2C0(t′)Cs(t′)− αs(t′)B0(t′)− αs(t′)B0(t′)− γs(t′)
]
dt′.
(A.22)
The transformed Hamiltonian H ′ is now the time-independent Hamiltonian of a
harmonic oscillator
H ′ = U(t)H(t)U †(t) = p2 + ω2ϕ2. (A.23)
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Bloch function in δ-function potential
As shown in Chapter 4, Bloch functions on a Rashba ring can be constructed from
functions on a straight wire by a set of transformations.
The Hamiltonian of an electron in a one-dimensional periodic δ-potential in the
absence of an external fields is
H = −∂2ϕ − V0
∑
n
δ
(
ϕ− nϕ0 − ϕ0
2
)
, (B.1)
where we used coordinate ϕ instead of x. In order to simplify the calculations, we
used a potential with minima at ϕ0/2 + nϕ0. The results will be transformed to a
more common case with minima at nϕ0 at the end of calculations.
Bloch functions will have the form of
ψk(ϕ) = e
ikϕuk(ϕ). (B.2)
The eigenfunctions of a Hamiltonian between two neighbouring δ-functions are ex-
ponential functions
ψk(ϕ) = Ae
κϕ +Be−κϕ, (B.3)
resulting in an ansatz for uk(ϕ) in the region ϕ ∈
(−ϕ0
2
, ϕ0
2
]
uk(ϕ) = e
−ikϕ (Aeκϕ +Be−κϕ) . (B.4)
Since uk(ϕ) is periodic, its values and derivatives at positions of potential minima
must obey boundary conditions
uk
(
−ϕ0
2
)
− uk
(ϕ0
2
)
= 0
duk(ϕ)
dϕ
∣∣∣∣
ϕ=−ϕ0
2
− duk(ϕ)
dϕ
∣∣∣∣
ϕ=
ϕ0
2
+
V0

uk
(
−ϕ0
2
)
= 0. (B.5)
The equations yield a 2× 2 system of homogeneous equations for A and B
M ·
(
A
B
)
=
(
0
0
)
(B.6)
with matrix M
M =
(
η+ξ− − η−ξ+ η−ξ− − η+ξ+
iη−ξ+(k + iκ) + η+ξ−(κ− ik − V0 ) η+ξ+(κ+ ik)− η−ξ−(κ+ ik + V0 )
)
,
(B.7)
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where
η± = exp
(
±ϕ0κ
2
)
, ξ± = exp
(
±ϕ0k
2
)
. (B.8)
The system only has a solution when
detM = 4κ cosh (κϕ0)− 4κ cos (kϕ0)− 2V0

sinh (κϕ0) = 0. (B.9)
From this equation we determine the exponent κ. We seek a solution in the form
of an ansatz κ = V0
2
+ β(k), where |β|  V0

. For V0  , the Eq. (B.9) can be
expanded in terms of β, resulting in
β
(
2e
ϕ0V0
2 − 4 cos (kϕ0)
)
− 2V0

cos (kϕ0) = 0. (B.10)
Assuming large e
ϕ0V0
2 , β can easily be calculated, resulting in
κ =
V0
2
(
1 + 2e−
ϕ0V0
2 cos (kϕ0)
)
. (B.11)
The coefficients A and B, calculated in the same limit, are
A = B∗ =
√
2piκ
N
e−
κϕ0
2 e−i
kϕ0
2 , (B.12)
where care must be taken to use the correct normalization with respect to the
definition of the scalar product Eq. (2.65). The energy of Bloch states consists of
two parts. Kinetic part equals
Ekin = −κ2 = −V
2
0
4
− V
2
0

e−
ϕ0
2
V0
 cos (kϕ0) . (B.13)
The potential part is the product of probability density of the wave function at
potential minima and strength of the potential V0. The k dependence of κ can be
neglected in this term, resulting in
Epot = −V0
∣∣∣ψk (ϕ0
2
)∣∣∣2 = −V0κ = −V 20
2
− V
2
0

e−
ϕ0
2
V0
 cos (kϕ0) . (B.14)
Total energy can therefore be written as a sum of the constant and k-dependent
term
E = −E0 − 2t0 cos (kϕ0) . (B.15)
This is a standard tight-binding form where details of the potential only affect the
constant energy offset E0 and hopping parameter t0. In the strong δ-potential model,
the parameters are
E0 =
3V 20
4
t0 =
V 20

e−
ϕ0
2
V0
 . (B.16)
Note that the function uk(ϕ) was so far only defined on the interval ϕ ∈ (−ϕ02 , ϕ02 ).
To express uk(ϕ) correctly for any ϕ, a substitution of coordinate must be carried
out
ϕ→ ϕ˜ = mod(ϕ, ϕ0)− ϕ0
2
. (B.17)
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Here the additional shift by ϕ0
2
was carried out to transform the functions, defined
for potential Eq. (B.1), to the case of the potential with minima at nϕ0
V (ϕ) = −V0
∑
n
δ(ϕ− nϕ0). (B.18)
The function uk(ϕ) is therefore
uk(ϕ) =
√
2piκ
N
e−
κϕ0
2 e−ikϕ˜
[
e(κϕ˜−i
kϕ0
2 ) + e−(κϕ˜−i
kϕ0
2 )
]
. (B.19)
The function ujs(ϕ) for the Rashba ring is then obtained by substitution k →
j − φm − sφα
ujs(ϕ) =
√
2piκjs
N
e−
κjsϕ0
2 e−i(j−φm−sφα)ϕ˜
[
e
(
κjsϕ˜−i (j−φm−sφα)ϕ02
)
+ e
−
(
κjsϕ˜−i (j−φm−sφα)ϕ02
)]
(B.20)
with
κjs =
V0
2
(
1 + 2e−
ϕ0V0
2 cos [ϕ0 (j − φm − sφα)]
)
. (B.21)
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Razširjeni povzetek v slovenskem
jeziku
Uvod
V doktorski disertaciji raziskujemo vpliv sklopitve spin-tir na stanja elektronov in
njihov spin v kvantnih pikah. Posebej nas zanima možnost njihove uporabe v spin-
troniki, hitro razvijajočem se tehnološkem področju, ki za zapis informacije namesto
naboja uporablja spinska stanja elektrona. Tovrstni pristop obeta določene pomem-
bne prednosti v obdelavi informacij, predvsem višjo hitrost, manjšo porabo energije
in večjo gostoto zapisa. Še pomembnejše je dejstvo, da je informacija, zapisana z
dvonivojskim kvantnim stanjem, katerega tipični primer je prav spin, temeljni pogoj
za delovanje kvantnega računalnika.
Ideja kvantnega računalništva se je porodila v 80. letih 20. stoletja s temeljnimi
deli Yurija Manina [5] in Richarda Feynmana [6]. Za razliko od klasičnega računal-
nika, v katerem je informacija zapisana v obliki bitov, ki lahko zavzemajo le vrednosti
0 ali 1, kvantni računalnik za zapis uporablja kvantne bite (kubite), v katerih je in-
formacija zapisana kot poljubna linearna kombinacija kvantih stanj |0〉 in |1〉. Stanje
kubita |ψ〉 = cos Θ
2
|0〉 + eiΦ sin Θ
2
|1〉 lahko opišemo s kotoma Θ in Φ, ki ustrezata
polarnemu in azimutalnemu kotu na tako imenovani Blochovi sferi, ki jo za lažjo
predstavo pogosto uporabimo za opis kubita. Kvantni računalnik lahko realiziramo
kot sistem dvonivojskih kvantnih stanj, ki izpolnjuje 5 DiVincenzovih pogojev [8, 9]:
1) sistem je mogoče skalirati na veliko število dobro določenih kubitov, 2) sistem
omogoča nadzorovano inicializacijo vseh kubitov v točno določeno začetno stanje,
3) na vsakem kubitu je mogoče kontrolirano izvesti poljubno enokubitno transfor-
macijo, med poljubnima kubitoma pa je možna dvokubitna transformacija CNOT
(controlled-NOT), 4) sistem omogoča točno meritev končnega stanja vseh kubitov
in 5) koherenčni čas kubitnih stanj je zadosten, da omogoča veliko število kubitnih
transformacij, preden se kvantna korelacija med njimi porazgubi.
Kvantne pike, izdelane na stiku dveh različnih polprevodnikov, veljajo za enega
najbolj perspektivnih sistemov za izdelavo kvantnega računalnika. Dvodimenzion-
alni elektronski plin (2DEG), ki se zaradi lokalne deformacije energijskih pasov ust-
vari na tovrstnem stiku, odlikujeta velika mobilnost elektronov in majhno senčenje
naboja, kar omogoča upravljanje s posameznimi elektroni. Krmilimo jih s pomočjo
električnih kontaktov, ki jih na površini polprevodnika izdelamo zelo podobno kot
v primeru klasične elektronike, kar omogoča zelo natančno upravljanje lokalnega
električnega potenciala v piki na velikostni skali nekaj 10 nanometrov. Tudi merilne
metode so dandanes dovolj razvite, da omogočajo natančno določitev energijskih
nivojev, spina in porazdelitve naboja v kvantni piki. [3, 17]
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Za upravljanje s spinskimi prostorskimi stopnjami navadno uporabljamo mag-
netno polje, ki je s spinom sklopljeno prek Zeemanovega pojava, vendar pa se pri nje-
govi uporabi v spintroniki pojavi nemalo težav. Zaradi brezizvornosti magnetnega
polja je le-tega težko natančno omejiti in z njim upravljati posamezne kvantne pike,
hitre spremembe njegove velikosti pa povzročajo nezaželene inducirane napetosti
in tokove. Cilj doktorskega dela je preučiti, ali se lahko z uporabo sklopitve spin-
tir izognemo naštetim težavam. Sklopitev izvira iz transformacije električnega v
magnetno polje v gibajočem se koordinatnem sistemu, ki jo predvideva teorija rela-
tivnosti. Spin elektrona, ki se giblje v električnem polju, se tako sklopi z induciranim
magnetim poljem, kar pripelje do členov v hamiltonianu, sorazmernih s produktom
komponent spina in momenta elektrona. Čeprav je pojav v vakuumu precej neizrazit,
igra pomembno vlogo v fiziki trdne snovi, kjer se elektron giblje v močnem kristal-
nem električnem polju. Sklopitev spin-tir vpliva tako na strukturo energijskih pasov
v polprevodnikih kot tudi na spinske lastnosti elektronov v posameznem pasu. V
našem delu se osredotočimo na vpliv sklopitve spin-tir na elektrone v prevodnem
pasu, ki jih lahko opišemo z dvema členoma v efektivnem hamiltonianu. Dressel-
hausov člen se pojavi v sistemih z zlomljeno simetrijo inverzije v kristalni mreži
(BIA - bulk inversion asymmetry), medtem ko Rashbov člen
Hα = αRσ · ez × (p− eA) , (1)
ki ga obravnavamo v našem delu, izvira iz strukturne asimetrije (SIA - structural
inversion asymmetry). Tipičen primer sistema s tovrstno asimetrijo je prav 2DEG
na stiku dveh polprevodnikov, ki služi za izdelavo kvantnih pik. Še pomembneje je,
da lahko jakost Rashbove sklopitve αR umetno spreminjamo z dodatnim električnim
poljem, pravokotnim na ravnino kvantne pike. V doktorskem delu ugotavljamo, ali
lahko s kombinacijo krmiljenja lokalnega potenciala v kvantni piki in spreminjanjem
Rashbove sklopitve, ki jo nadzorujemo z električnim poljem, dosežemo popolnoma
električni nadzor nad spinskim stanjem elektrona.
Prost elektron na Rashbovem obroču
Prvi sistem, ki ga obravnavamo v disertaciji, je kvantni obroč, posebna vrsta kvantne
pike, v kateri z električnimi vrati gibanje elektrona močno omejimo v radialni smeri
in tako dobimo praktično enodimenzionalen sistem, ki ga opišemo z le eno koor-
dinato, azimutalnim kotom ϕ. Zaradi periodičnih robnih pogojev ta sistem tudi
v odsotnosti Rashbove sklopitve izkazuje zanimive kvantne fenomene, na primer
Aharonov-Bohmov pojav in obstojne tokove (angl. persistent currents), ki so posled-
ica magnetnega pretoka skozi obroč.
Preslikava Rashbovega hamiltoniana (1) na enodimenzionalni obroč ni trivialna
in zahteva veliko pazljivosti. Bistvo izpeljave leži v dejstvu, da pri zapisu hamilton-
aina v cilindričnih koordinatah odvoda v radialni smeri ne smemo enostavno zane-
mariti, marveč moramo upoštevati pravilni zapis za radialno komponento momenta
pρ = −i~ (∂ρ − 1/(2ρ)), katerega pričakovana vrednost je za elektron na obroču
enaka 0. Pravilna izpeljava privede do hamiltoniana [53]
H =  (i∂ϕ + φm)
2 − α
[
σρ(ϕ) (i∂ϕ + φm) +
i
2
σϕ(ϕ)
]
+ bσz + V (ϕ), (2)
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kjer smo uvedli nove parametre, ki poenostavijo zapis enačb.  = ~2/(2mR2) opisuje
energijo, α = 2mRαR/~ Rashbovo sklopitev, b = BµBg/2 Zeemanovo sklopitev in
φm = φ/φ0 magnetni pretok skozi obroč, merjen v kvantih magnetnega pretoka
φ0 = h/(2e). V (ϕ) opisuje dodatni potencial, dodan radialni omejitvi elektrona, s
katerim lahko vplivamo na energijo in gibanje elektrona. V odsotnosti potenciala
hamiltonian komutira z operatorjem celotne vrtilne količine elektrona, ki je vsota
orbitalnega in spinskega dela Jz = Lz + sz = −i~∂ϕ + σz/2. Večino izračunov bomo
opravili v odsotnosti Zeemanove sklopitve, torej b = 0.
Zaradi krajevno odvisnih spinskih operatorjev σρ (ϕ) = σx cosϕ + σy sinϕ
in σϕ (ϕ) = −σx sinϕ + σy cosϕ v hamiltonianu je na prvi pogled videti, da bo
Schrödingerjeva enačba težko rešljiva tudi v primeru enostavnih potencialov V (ϕ).
K sreči se izkaze, da lahko z nizom unitarnih transformacij hamiltonian predelamo
v precej enostavnejšo obliko. Najprej uporabimo dobro znano Peierlsovo transfor-
macijo Uφ = exp (−iφmϕ), ki nam iz hamiltoniana odstrani eksplicitno odvisnost od
magnetnega pretoka,
H ′ = UφHU
†
φ = −∂2ϕ − iα
[
σρ(ϕ)∂ϕ +
1
2
σϕ(ϕ)
]
+ V (ϕ). (3)
Naslednji korak v transformaciji je vrtenje spina okrog osi z, Uz = exp
(
iϕ
2
σz
)
, ki
nam Paulijeve spinske operatorje predela v obliko, neodvisno od lege,
H ′′ = UzH ′U †z = 
(
i∂ϕ +
1
2
σz
)2
− iασx∂ϕ + V (ϕ). (4)
Ker v našem delu obravnavamo le potenciale, neodvisne od spina, pri transformaciji
ostane člen V (ϕ) nespremenjen.
Zadnji korak v transformaciji je spinsko vrtenje Uα = exp
(−iϕ
2
α · σ) okrog osi
α = (−α, 0, 1), nagnjene od smeri z proti −x za kot ϑα = − arctanα, ki je odvisen
od Rashbove sklopitve,
H ′′′ = UαH ′′U †α =  (i∂ϕ)
2 + V (ϕ) + ESO. (5)
Kot bomo videli kasneje, transformacija Uα pomembno vpliva na spinske lastnosti
lastnih stanj sistema. Končni hamiltonian ima enostavno obliko, ki opisuje elektron
s kinetično energijo, sorazmerno drugemu odvodu po koordinati, v prisotnosti zu-
nanjega potenciala. Vpliv Rashbove sklopitve se poleg dodatnega člena v energiji
ESO = −α2/4 odraža se v robnih pogojih valovne funkcije.
Postopek reševanja Schrödingerjeve enačbe z novim hamiltonianom, ki ga zaradi
enostavnosti označimo kot H ′, predstavimo na enostavnem primeru prostega elek-
trona v odsotnosti zunanjega potenciala, V (ϕ) = 0. Lastno stanje tedaj zapišemo z
nastavkom ψ′ks(ϕ) = eikϕχ˜s, kjer poljubni spinor χ˜s predstavlja spinsko stanje val-
ovne funkcije. Psevdospin s lahko zavzema vrednosti s = 1/2 =↑ in s = −1/2 =↓.
A pozor, lastno stanje originalnega hamiltoniana H izrazimo z rešitvijo transformi-
ranega hamiltoniana kot transformirano stanje ψks(ϕ) = U †φU
†
zU
†
αψ
′
ks(ϕ). Valovna
funkcija ψks(ϕ) mora ustrezati periodičnim robnim pogojem, kar nas pripelje do
posebnih robnih pogojev za ψ′ks(ϕ),
U †(0)ψ′ks(0) = U
†(2pi)ψ′ks(2pi), (6)
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ki omejijo dovoljene vrednosti parametra k,
k = j − φm − sφα, (7)
pri čemer j zavzema polceloštevilske vrednosti, φα =
√
1 + α2 pa zaradi podobnosti
z magnetnim pretokom imenujemo Rashbov pretok. Lastna energija sistema
Ejs =  (j − φm − sφα)2 + ESO (8)
je sorazmerna kvadratu efektivne vrtilne količine, kateremu prištejemo dodatni člen
ESO, ki izvira iz transformacije hamiltoniana.
Spinorska stanja χ˜s, določena z robnimi pogoji, so lastna stanja operatorja U †α
χ˜s = U
†
y(ϑα)χs, (9)
kjer U †y(ϑα) = exp
(−iϑα
2
σy
)
označuje spinsko rotacijo okrog osi y za kot ϑα. Lastna
stanja elektrona ψjs(ϕ), izračunana s transformacijo stanj ψ′ks(ϕ), označimo z vrtilno
količino j in psevdospinom s,
ψjs(ϕ) = e
ijϕU †z (ϕ)U
†
y(ϑα)χs, (10)
in jih lahko interpretiramo kot ravne valove z valovnim številom j in spinom, lokalno
zavrtenim okrog osi y in z. To vodi do posebne spinske strukture, ki jo opišemo z
lokalno pričakovano vrednostjo spina sL(ϕ) = ~2ψ
†(ϕ)σψ(ϕ). Lokalni spin prostega
elektrona
〈s〉L,js (ϕ) = s~ (sinϑα cosϕ, sinϑα sinϕ, cosϑα) (11)
je enostavno vektorsko polje, ki je v vsaki točki obroča nagnjeno iz smeri +z proti
središču obroča za stanje s =↑ in v nasprotni smeri za stanje s =↓, kot vidimo na
Sliki 1. Enostaven račun pokaže, da je stanje ψjs(ϕ) lastno stanje operatorja vrtilne
Slika 1: Shematski prikaz lokalne pričakovane vrednosti spina sL(ϕ) za lastna stanja
prostega elektrona v prisotnosti Rashbove sklopitve α = 0.5. Oranžne puščice us-
trezajo stanju s =↑ in zelene stanju s =↓.
količine Jz
Jzψjs(ϕ) = ~jψjs(ϕ) (12)
in da kvantno število j torej opisuje vrtilno količino elektrona okrog osi z.
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Elektron v harmonskem potencialu
V drugem poglavju disertacije obravnavamo elektron, ujet v potencial s časovno
spremenljivo lego minimuma ξ(t), ki jo umetno spreminjamo z napetostjo na elek-
trodah. Tudi Rashbova sklopitev α(t) je časovno odvisna in jo reguliramo z zunanjim
električnim poljem. Zanima nas, kako tovrstni premiki vplivajo na spin elektrona in
ali je z njimi moč doseči poljubno kubitno transformacijo.
Potencial opišemo kot harmonski člen v hamiltonianu
V (ϕ, t) = ω2 [ϕ− ξ(t)]2 . (13)
Za poenostavitev hamiltoniana lahko vnovič uporabimo unitarno transformacijo, le
da je ta tokrat odvisna od časa, U = U(t). Za splošno obliko časovno odvisnega
hamiltoniana
H(t) = p2 + ω2ϕ2 + 1 [α0(t)p+ β0(t)ϕ+ γ0(t)] +
+ (n · σ) [αs(t)p+ βs(t)ϕ+ γs(t)] (14)
lahko najdemo transformacijo oblike
U(t) = e−iC(t)pe−iB(t)ϕe−iA(t), (15)
ki hamiltonian predela v obliko časovno neodvisnega harmonskega oscilatorja
H ′ = UHU † − i~U (∂tU †) = p2 + ω2ϕ2, (16)
pri čemer so funkcije A(t), B(t) in C(t) sestavljene iz spinsko neodvisnega dela in
dela, sorazmernega z n · σ, ter določene s funkcijami α0(s)(t), β0(s)(t) in γ0(s)(t).
Rashbov hamiltonian s časovno odvisno Rashbovo sklopitvijo in potencialom
(13) po transformaciji z Uφ in Uz dobi obliko
H ′(t) = p2 − α(t) · σp+ ω2 [ϕ− ξ(t)]2 + 
4
, (17)
ki močno spominja na splošni hamiltonian (14) z β0(t) = −2ω2ξ(t), γ0(t) = ω2ξ(t)2
in αs(t)n = α(t). Transformacija (16) žal deluje le v primeru, ko je smer vektorja n
v spinskem delu hamiltoniana konstantna, kar pa v našem primeru ne drži, saj se s
spreminjanjem Rashbove sklopitve spreminjata tako velikost kot tudi smer vektorja
α(t). Transformacija U(t) je kljub temu uporabna tudi v obravnavanem sistemu,
vendar le v primeru, ko se jakost Rashbove sklopitve spreminja počasi.
Pri obravnavi sistema se omejimo na posebne načine spreminjanja parametrov,
pri katerih med spreminjanjem lege potenciala ohranimo α konstanten, in obratno,
pri spreminjanju Rashbove sklopitve ohranimo lego potenciala konstantno. Za primer
konstantnega α lahko hamiltonian (17) predelamo s transformacijo Uα, kar vodi do
eliminacije 2. člena v hamiltonianu, nato pa še s časovno odvisno transformacijo
[77, 78]
Uξ(t) = e
−iφ0(t)e−i
~
2
ϕ˙c(t)ϕeiϕc(t)p. (18)
Funkcija ϕc(t) je odziv klasičnega harmonskega oscilatorja z lastno frekvenco Ω,
definirano kot Ω2 = 2ω2/(mR2), na vzbujanje s funkcijo ξ(t), ki opisuje lego mini-
muma potenciala
ϕ¨c(t) + Ω
2ϕ(t) = Ω2ξ(t). (19)
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Transformirani hamiltonian ima obliko harmonskega oscilatorja
H ′ = p2 + ω2ϕ2 + ESO (20)
z znanimi lastnimi stanji ψ′(t) = hn(ϕ) in energijo En = ~Ω(n+ 12). Časovni razvoj
sistema opišemo s transformirano valovno funkcijo
ψ(ϕ, t) = eiφξ(t)U †z (ϕ)U
†
α(ϕ)
[
ei
~
2
ϕ˙c(t)ϕhn(ϕ− ϕc(t))
]
χi, (21)
ki opisuje prostorsko in fazno prestavljeno lastno stanje harmonskega oscilatorja
s transformiranim spinom, pomnoženo s fazo φξ(t) =
∫ t
0
[En/~ + Lξ(t′)] dt′, ki je
časovni integral energije sistema En in klasične Lagrangeve funkcije harmonskega
oscilatorja
Lξ(t) =
~
4
(
ϕ˙2c(t)− Ω2 [ϕc(t)− ξ(t)]2
)
(22)
in je torej neodvisna od spina.
V primeru, ko potencial miruje (ξ(t) = ξ0) in adiabatno spreminjamo Rash-
bovo sklopitev, hamiltonian najprej transformiramo z Uξ = exp (iξ0p) ter nato še
z Uα(t) = Uα(t). Zaradi počasne spremembe lahko zanemarimo člen i~U
(
∂tU
†) v
transformaciji hamiltoniana (16), kar vnovič privede do harmonske oblike z lastnimi
stanji ψ′ = hn(ϕ). Zaradi omenjene opustitve člena transformirana valovna funkcija
ψ(ϕ, t) = U †z (ϕ)U
†
α(t)(ϕ− ξ0)h0(ϕ− ξ0)χi (23)
tokrat ne poda dejanskega časovnega razvoja začetnega stanja, marveč le podpros-
tor, v katerem se bo stanje nahajalo ob določenem času. Točen razvoj valovne
funkcije določimo z vpeljavo Kramersovih parov stanj
ψαξs(ϕ) = h0(ϕ− ξ)U †z (ϕ)U †α(ϕ− ξ)U †y(ϑ˜α)χs, (24)
kjer transformacija U †y(ϑ˜α) opisuje spinsko rotacijo okrog osi y za majhen kot ϑ˜α,
odvisen tako od Rashbove sklopitve kot tudi od širine valovnega paketa h0(ϕ).
Kramersova stanja ustrezajo pogoju〈
∂ψαξ0s
∂α
∣∣∣∣ψαξ0s′〉 = 0. (25)
Zanje velja, da počasna sprememba Rashbove sklopitve spremeni le parameter α
v njihovi definiciji, obeh stanj v paru pa med seboj ne meša. Dodatno lepoto
Kramersovim stanjem prinaša dejstvo, da v primeru močnega potenciala in posledične
močne lokalizacije njihove spinske lastnosti močno spominjajo na čista spinska stanja,
kar lahko vidimo na Sliki 2, na kateri je shematsko prikazan lokalni spin 〈s〉L,s (ϕ).
Začetna valovna funkcija ψ(ϕ, 0) =
∑
s ψα(0)ξs(ϕ)cs, zapisana kot superpozicija
Kramersovih stanj, se bo torej v prisotnosti adiabatno spreminjajočega α(t) s časom
razvijala kot
ψ(ϕ, t) = eiφα(t)
∑
s
ψα(t)ξs(ϕ)cs, (26)
pri čemer koeficienti cs ostanejo nespremenjeni, dinamična faza φα(t) =
∫ t
0
En(t
′)dt′,
sorazmerna s časovnim integralom energije, pa ne vpliva na spinske lastnosti stanja.
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Slika 2: Shematski prikaz lokalne pričakovane vrednosti spina Kramersovih stanj
ψαξs(ϕ) s parametri ξ = 1 in α = 1.3 ter širino valovnega paketa σ = 1/
√
2.
Oranžna barva ustreza stanju s =↑ in zelena stanju s =↓.
Kombinacijo spremembe Rashbove sklopitve αi−1 → αi in lege potenciala ϕi−1 →
ϕi najlaže izrazimo v bazi Kramersovih stanj. Začetno stanje
ψi−1(ϕ) =
∑
s
ψαi−1ϕi−1s(ϕ)ci−1,s (27)
se pri opisani spremembi pretvori v stanje
ψi(ϕ) =
∑
s
ψαiϕis(ϕ)ci,s, (28)
kjer lahko koeficiente končnega stanja izrazimo s koeficienti začetnega stanja kot
ci,s =
∑
s′
χ†sU
†
i χs′ci−1,s′ . (29)
U †i opisuje spinsko rotacijo
U †i = Uy(ϑ˜αi)U
†
αi
(∆ϕi)U
†
y(ϑ˜αi). (30)
Če koeficiente ci,s izrazimo s kotoma Θ in Φ kot točke na Blochovi sferi, lahko rotacijo
U †i interpretiramo kot rotacijo okrog osi ni = (sinϑαi , 0, cosϑαi), katere smer se od
smeri α razlikuje za majhen kot ϑ˜αi : ϑαi = ϑ˜αi − arctanαi. Kot vrtenja okrog osi
je sorazmeren premiku lege elektrona: γi = −∆ϕi
√
1 + α2i .
Kubitno stanje v opisanem sistemu definiramo kot linearno kombinacijo Kramerso-
vih stanj v legi ξ = 0 pri intrinzični jakosti Rashbove sklopitve α0, ki v realnih
sistemih ni nikdar enaka 0. Celotno transformacijo valovne funkcije opišemo kot niz
premikovm elektrona okrog obroča s z ustreznimi spremembami Rashbove sklopitve,
kar ustreza transformaciji
U † =
m∏
i=1
U †i , (31)
ki si jo lahko predstavljamo kot niz m rotacij na Blochovi sferi. Pri tem dopustimo,
da elektron okrog obroča potuje n-krat, vendar pa zahtevamo, da se ob koncu po-
tovanja nahaja v začetni legi
∑
i ∆ϕi = 2pin. Primer takšne vožnje elektrona in
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Slika 3: Primer enostavne transformacije kubitnih stanj kot posledica dveh premikov
elektrona. Premik za kot ∆ϕ0 = 1.1pi pri α0 = 0.3 (Slika (a)) povzroči zasuk
na Blochovi sferi (Slika (b)), prikazan z oranžno črto, sledi pa mu premik za kot
∆ϕ1 = 0.9pi pri α = 1.5, ki povzroči dodaten zasuk, prikazan z zeleno črto.
posledičnih rotacij je prikazan na Sliki 3, kjer elektron premaknemo okrog obroča v
dveh korakih.
Za lažjo analizo se omejimo na transformacije, pri katerih Rashbova sklopitev
zavzema le dve različni vrednosti, intrinzično α0 in ojačano α1 = kα0, kjer je faktor
ojačanja odvisen od lastnosti snovi in za polprevodniške heterostrukture znaša do
k = 1.5 [40], za kvantne žice iz InAs pa tudi do k = 6 [44]. Faktor k določa mak-
simalni kot med osema vrtenja. Če je kot med osema enak pi/2 in sta kota rotacije
okrog vsake osi neodvisna, lahko poljubno rotacijo dosežemo z dvema zasukoma. V
našem primeru je situacija bolj zapletena, saj je kot med osema tipično majhen, koti
rotacij pa so med seboj odvisni zaradi pogoja
∑
i ∆ϕi = 2pin.
Sistem preučimo numerično, pri čemer celotno rotacijo, sestavljeno iz m indi-
vidualnih rotacij, opišemo s kotoma Θ in Φ. Območja Blochove sfere, ki jih lahko
pokrijemo pri k = 5 in različnih vrednostih m in n, so prikazana na Sliki 4. Iz nje
je razvidno, da je poljubno qubitno transformacijo mogoče doseči z n = 2 rotaci-
jama elektrona okrog obroča v m = 4 premikih. Izračun pokaže, da bi z uporabo
obroča polmera R ≈ 100 nm, izdelanega iz InAs nanožice, lahko poljubno kubitno
transformacijo izvedli v približno 10 ns.
Elektron v periodičnem potencialu
Naslednji sistem, ki ga lahko opišemo z uporabo unitarne transformacije hamilto-
niana, je elektron na obroču s periodičnim potencialom s periodo ϕ0 = 2pi/N , ki
pogosto dobro opiše realne sisteme, pri katerih omejitev elektrona na obroč dosežemo
z uporabo serije elektrod. Podobno kot v primeru enodimenzionalnega periodičnega
potenciala bodo tudi lastne funkcije na obroču Blochove funkcije, zapisane kot
ψj(ϕ) = e
i(j− 12σz)ϕuj(ϕ), (32)
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Slika 4: Pokritost Blochove sfere s transformacijo U † pri faktorju ojačanja k = 5 za
n = 1 (Slika (a)) in n = 2 (Slika (b)) obhoda elektrona okrog obroča. Črna območja
lahko dosežemo z m = 2 premikoma elektrona, temno rdeča z m = 3 premiki in
svetlo rdeča z m = 4 premiki. Belega območja na Sliki (a) ne moremo pokriti z le
enim obhodom elektrona.
kjer je uj(ϕ) funkcija z enako periodičnostjo kot potencial. Ker hamiltonian na
obroču ni simetričen na premike v koordinati, marveč na kombinirane spinske in
prostorske rotacije, eksponent v nastavku ni sorazmeren skalarju k temveč spinskemu
operatorju j − 1
2
σz.
Tako kot v primeru prostih elektronov lahko tudi hamiltonian s periodičnim
potencialom predelamo z unitarno transformacijo U = UαUzUφ, kar ga prevede v
obliko
H ′ =  (i∂ϕ)
2 + V (ϕ) + ESO, (33)
identično enodimenzionalnemu hamiltonianu s periodičnim potencialom V (ϕ). Lastna
stanja H ′ bodo torej običajne Blochove funkcije ψ′ks(ϕ) = eikϕuk(ϕ)χ˜s z dodanim
spinskim delom χ˜s. Podobno kot v primeru prostih elektronov morajo lastne funkcije
originalnega hamiltoniana ψjs(ϕ) = U †ψ′ks(ϕ) ustrezati prilagojenim robnim pogo-
jem, kar ob upoštevanju periodičnosti uk(ϕ) vnovič privede do rezultata
ks = j − φm − sφα, χ˜s = U †y(ϑα)χs (34)
in Blochovih funkcij oblike
ψjs = e
ijϕujs(ϕ)U
†
z (ϕ)U
†
y(ϑα)χs, (35)
ki so skladne z nastavkom (32). Pri tem je pomembno dejstvo, da se periodične
funkcije na obroču
ujs(ϕ) = uk=j−φm−sφα(ϕ) (36)
v principu ne razlikujejo od funkcij za linearni periodični potencial in jih lahko
izrazimo z enostavno substitucijo valovnega števila k → j − φm − sφα.
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Rezultat smo preverili z analitičnim izračunom za primer močnega potenciala,
sestavljenega iz serije δ-funkcij, in numerično na potencialu z Gaussovo obliko mini-
mumov. Slika 5 kaže, da lahko tudi v primeru šibkejšega potenciala energijo sistema
izrazimo s kosinusom vrtilne količine j
Ejs = −E0 − 2t0 cos [(j − φm − sφα)ϕ0] + ESO, (37)
kjer oblika in globina potencialnih jam določa le konstanti E0 in t0, ne pa tudi
odvisnosti od vrtilne količine in pretokov skozi obroč.
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Slika 5: Energija Blochovih stanj v potencialu s 6 minimumi kot funkcija Rashbove
sklopitve α. Črtkane črte predstavljajo analitični rezultat za primer močnega δ-
potenciala, polne črte pa energijo v Gaussovem potencialu globine V0 = 20  in
širine σ = 0.1, izračunano numerično.
Zaradi podobnih spinskih transformacij v izrazih za Blochove funkcije (35) in
lastna stanja prostega elektrona (10) bo tudi lokalni spin obeh stanj podoben. Za
Blochove funckije je lokalni spin
〈s〉L,js (ϕ) = ~s |ujs(ϕ)|2 (sinϑα cosϕ, sinϑα sinϕ, cosϑα) (38)
pomnožen z dodatno oblikovno funkcijo |ujs(ϕ)|2, zgoščeno okrog minimumov po-
tenciala. Lokalni spin za primer Gaussovega potenciala je shematično prikazan na
Sliki 6. Čeprav se funkcije ujs(ϕ) obeh psevdospinskih stanj s med seboj razlikujejo,
je v primeru močnega potenciala razlika tipično zanemarljiva in lahko obe funkciji
enačimo, uj↑(ϕ) ≈ uj↓(ϕ) = uj(ϕ).
Iz znanih Blochovih funkcij, pri katerih je naboj enakomerno porazdeljen po
vseh mestih na obroču, lahko s pomočjo Fourierjeve transformacije skonstruiramo
Wannierjeva stanja z nabojem, lokaliziranim na mestu posameznega minimuma po-
tenciala. Wannerjeve funkcije na Rashbovem obroču imajo obliko
φns(ϕ) = e
iϕ
2wns(ϕ)U
†
z (ϕ)U
†
y(ϑα)χs, (39)
kjer je wns(ϕ) Fourierjeva transformiranka funkcije ujs(ϕ)
wns(ϕ) =
1√
N
∑
k
eik(ϕ−nϕ0)uk=j−s−φm(ϕ), (40)
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Slika 6: Shematični prikaz lokalnega spina Blochovih stanj ψjs(ϕ) z vrtilno količino
j = 1/2 v Gaussovem potencialu globine V0 = 50  in širine σ = 0.1 pri Rashbovi
sklopitvi α = 0.5. Oranžne puščice ustrezajo stanju s =↑ in zelene stanju s =↓.
lokalizirana okrog n-tega minimuma potenciala pri ϕ = nϕ0. Podobno kot pri
funkcijah ujs(ϕ) je tudi psevdospinska odvisnost funkcij wns(ϕ) v primeru močnega
potenciala zanemarljiva: wn↑(ϕ) ≈ wn↓(ϕ) = wn(ϕ).
Lokalni spin Wannierjevih stanj je podoben spinu Blochovih funkcij, le da je
oblikovna funkcija |wns(ϕ)|2 tokrat močno lokaliziranega okrog lege minimuma po-
tenciala, kar shematično prikažemo na Sliki 7. Hamiltonian v bazi Wannierjevih
stanj sklaplja le najbližje sosede in ga lahko kompaktno zapišemo v matrični obliki
za psevdospinske pare |Φn〉 = (|φn↑〉 , |φn↓〉),
H = E0 + ESO −
N−1∑
n=0
(|Φn+1〉 T 〈Φn|+ |Φn−1〉 T † 〈Φn|) . (41)
Sklopitev med sosedi opisuje diagonalna 2× 2 matrika
T = t0
(
eiϕ0(φm+
φα
2
− 1
2) 0
0 eiϕ0(φm−
φα
2
− 1
2)
)
, (42)
kar pomeni, da hamiltonian ne sklaplja različnih psevdospinskih stanj.
Z mešanjem psevdospinskih parov Wannierjevih stanj |Φn〉 na istem mestu lahko
skonstruiramo nov nabor Wannierjevih stanj
∣∣∣Φ˜n〉, ki močno spominjajo na čista
spinska stanja s kvantizacijo spina vzdolž osi z. To dosežemo z lokalno transformacijo∣∣∣Φ˜n〉 = |Φn〉 Un (43)
z matriko Un, ki opisuje spinsko transformacijo
Un = e
−inϕ0
2 Uy(ϑα)Uz(nϕ0) (44)
v bazi standardnih spinorjev χs. V primeru močnega potenciala imajo modificirana
Wannierjeva stanja obliko čistih spinskih stanj
φ˜ns(ϕ) = wn(ϕ)χs (45)
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Slika 7: Lokalni spin elektrona v Wannerjevem stanju φ1s(ϕ), lokaliziranem v po-
tencialni jame pri ϕ0 pri Rashbovi sklopitvi α = 1. Oranžna puščica ustreza stanju
s =↑ in zelena s =↓.
z razklopljenim spinskim in orbitalnim delom, hamiltonian v njihovi bazi pa se
vnovič zapiše kot sklopitev med najbližjimi sosedi
H = E0 + ESO −
N−1∑
n=0
(∣∣∣Φ˜n+1〉 T˜ +n 〈Φ˜n∣∣∣+ ∣∣∣Φ˜n−1〉 T˜ −n 〈Φ˜n∣∣∣) . (46)
Sklopitev med sosedi v novi bazi meša psevdospinska stanja in ima obliko
T˜ ±n = t0e±iϕ0φmU †z (nϕ0 ± ϕ0)U †α(±ϕ0)Uz(nϕ0), (47)
kjer 2× 2 matriki U †z in U †α ustrezata spinskima rotacijama U †z in U †α, zapisanima v
standardni spinski bazi. Sklopitev lahko razumemo kot rotacijo spina okrog osi α,
podobno rotaciji v primeru premikov elektrona v harmonskem potencialu.
Dvoelektronski sistem na Rashbovem obroču
V primeru velikega števila mest na obroču (ϕ0  1) lahko Wannierjeve funkcije
φns(ϕ) uporabimo kot računsko bazo za opis sistema dveh elektronov na obroču brez
prisotnega zunanjega potenciala. Hamiltonian je sestavljen iz enodelčnega člena, ki
ima obliko sklopitve med sosednjimi stanji in opisuje kinetično energijo in Rash-
bovo sklopitev, ter dvodelčnega člena, ki opisuje odboj med elektronoma zaradi
elektrostatske interakcije
HC =
∑
mn
VC
sin
(
ϕ0
2
|m− n|)nmnn, (48)
kjer sta nm in nn operatorja števila delcev na mestu m in n,
VC =
e2
8piRεε0
(49)
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pa je jakost Coulombske sklopitve. Relativno jakost odboja določa razmerje med
Coulombsko sklopitvijo in kinetično energijo VC/, ki narašča linearno z radijem
obroča R.
Dvodelčno valovno funkcijo izrazimo kot
|ψ〉 =
∑
n1,s1;n2,s2
an1s1n2s2d
†
n1,s1
d†n2,s2 |0〉 , (50)
kjer vpeljemo kreacijske operatorje druge kvantizacije d†ns, ki ustvarijo elektron v
Wannierjevem stanju d†ns |0〉 = |φns〉 in anihilacijske operatorje dns, ki taista stanja
vrnejo v vakuum. Iskanje lastnih stanj hamiltoniana smo tako prevedli na iskanje
koeficientov an1s1n2s2 za vse možne kombinacije enoelektronskih stanj, ki morajo
upoštevati Paulijevo izključitveno načelo.
Ker je hamiltonian v bazi Wannierjevih stanj diagonalen v psevdospinu, bo
celotni psevdospin dvoelektronskega stanja S = s1 + s2 ohranjeno kvantno število,
s čimer razdelimo lastna stanja v tri podprostore z S = −1, 0 ali 1,
|ψS〉 =
∑
n1n2
aS,n1n2d
†
n1s1
d†n2s2 |0〉 , (51)
za katera lahko išcemo koeficiente aS,n1n2 ločeno. Zanimamo se za lastna stanja
v odsotnosti zunanjega potenciala, kar nam omogoči, da upoštevamo še rotacijsko
simetrijo obroča, ki jo opišemo s kvantnim številom vrtilne količine J ,
|ψJS〉 = 1√
N
N−1∑
n=0
ei(J−1)ϕ0n
∑
m
aJS,md
†
ns1
d†n+m,s2 |0〉 . (52)
Neznani koeficienti aJS,m dvodelčnega lastnega stanja so sedaj odvisni le še od raz-
dalje mϕ0 med elektronoma v dvodelčnem stanju.
Ko nastavek valovne funkcije |ψJS〉 uporabimo v Schrödingerjevi enačbi, pridemo
do izraza za koeficiente aJS,m, ki na las spominja na Schrödingerjevo enačbo za en
delec, ujet v zunanjem potencialu, ki opisuje odboj med elektronoma. Za obroče
premera R 10 nm lahko odbojni potencial opišemo s kvadratnim členom, kar vodi
do efektivnega hamiltoniana
H = ˜p2ξ + ω
2ξ2 − 2t˜0, (53)
ki opisuje razdaljo med elektronoma ξ in ima obliko harmonskega oscilatorja.
Izraz ω2 = VC/4 opisuje odboj med elektronoma, parametra ˜ = t˜0ϕ20 in t˜0 =
2t0 cos
(
ϕ0
2
[J − 2φm − Sφα]
)
pa spremembo efektivne mase zaradi vrtilne količine
ter magnetnega in Rashbovega pretoka skozi obroč.
Energijo lastnih stanj poišcemo z diagonalicijo efektivnega hamiltoniana in je
sestavljena iz kinetičnega in vibracijskega prispevka. Kinetični del
Ekin = −2t˜0 = −4t0 cos
(ϕ0
2
[J − 2φm − Sφα]
)
(54)
opisuje rotacijsko energijo objekta z masoM = 2m in vrtilno količino J v prisotnosti
magnetnega pretoka φm, sklopljenega z nabojem e = 2e0, in Rashbove sklopitve φα,
sklopljene s celotnim psevdospinom S = s1 + s2. Vibracijski del energije
Evib = ω
√
(2n+ 1) = ϕ0
√
t˜0VC
(
n+
1
2
)
(55)
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Slika 8: Primerjava analitično izračunane energije dvoelektronskih stanj EJSn
(črtkane črte) z numeričnim izračunom (točke) za različne vrtilne količine J pri
α = 1. Različne barve označujejo različne vzbuditve vibracij med elektronoma n,
simboli pa psevdospin S.
je posledica nihanja elektronov zaradi elektrostatskega odboja. Energijo stanj pri
končni vrednosti Rashbove sklopitve lahko vidimo na Sliki 8.
Antisimetrija valovne funkcije na zamenjavo delcev prepoveduje določene kombi-
nacije kvantih števil J , S in n. V primeru, da je vsota vrtilne količine in vibracijske
vzbuditve J+n sodo število, lahko stanje zavzame vse različne vrednosti psevdospina
S = −1, 0, 1, če pa je vsota liha, je dovoljen le psevdospin S = 0.
Pri izračunu pričakovanih vrednosti spina upoštevamo spinske lastnosti en-
odelčnih baznih stanj φns(ϕ), kar privede do rezultata
〈s〉JSn = 〈ψJSn| s |ψJSn〉 = ~S (0, 0, cosϑα) . (56)
Komponenta v smeri z je enaka vsoti spina enodelčnih stanj, komponenti x in y pa
sta zaradi rotacijske simetrije sistema enaki 0. Močne korelacije med elektronoma
povzročijo, da je celoten spin 〈s2〉 odvisen od simetrijskih lastnosti stanja, psev-
dospina S in jakosti Rashbove sklopitve α, kot vidimo na Sliki 9. Rezultate lahko
intuitivno razložimo, če si stanje dveh elektronov s spinoma, zasukanima v radialni
smeri, predstavljamo kot linearno kombinacijo singletnih in tripletnih stanj, kvan-
tiziranih bodisi v smeri osi z bodisi vzdolž osi, ki povezuje oba elektrona.
Dvoelektronska kvantna pika
Zadnji sistem, ki ga obravnavamo v disertaciji, je sistem dveh elektronov v kvadratni
kvanti piki. Energije, porazdelitev naboja in spin za nizkoenergijska stanja smo
določili numerično. Za pike velikosti L & 200nm Coulombski odboj prevlada nad
kinetično energijo, kar privede do tvorbe t. i. Wignerjevih molekul [30] z nabojem,
zgoščenim v vogalih pike, kot vidimo na Sliki 10.
Iz spinskih lastnosti stanj in obnašanja energije v odvisnosti od Rashbove sklo-
pitve sklepamo, da lahko sistem dobro opišemo s hamiltonianom za dvoelektronska
192
¯
¯
¯
¯
¯ ¯ ¯ ¯ ¯ ¯
é
é
é
é
é
é
é
é é
é
­
­
­
­
­ ­ ­ ­ ­ ­
é é é é é é é é é é
¯
¯
¯ ¯ ¯ ¯ ¯ ¯
é
é
é
é
é
é
é é
é
­
­
­ ­ ­ ­ ­ ­
é é é é é
¯
¯
¯ ¯ ¯ ¯ ¯ ¯ ¯
é
é
é
é
é
é­ ­ ­ ­ ­ ­ ­
S = 1
S = 0
S = -1
­
é
¯
n = 0
n = 1
n = 2
n = 3
n = 4
0. 0.6 1.2 1.8 2.4 3.
0.
0.5
1.
1.5
2.
Xs2
\Ñ
2
Α
Slika 9: Pričakovane vrednosti celotnega spina 〈s2〉 za stanja ψJSn pri J = 0 kot
funkcija Rashbove sklopitve. Polne črte predstavljajo rezultat numeričnega izračuna,
črtkane pa analitično napoved.
stanja na obroču s 4 mesti. Z uporabo posebne tehnike perturbacije, imenovane
Löwdinove particija [36], iz 28-dimenzionalnega Hamitloniana izluščimo efektivni
hamiltonian, ki opisuje 8 nizkoenergijskih stanj, singletnega in treh tripletnih stanj
na vsaki izmed diagonal pike, ki ustrezno popišejo lastnosti sistema. Matrične el-
emente hamiltoniana, ki sklapljajo stanja z različnim spinom in na različnih diag-
onalah pike, lahko bistveno poenostavimo, če jih zapišemo v bazi Bellovih stanj,
ki jih sestavimo kot superpozicijo singletnih in tripletnih stanj na vsaki izmed di-
agonal. Sklopitev je odvisna tako od magnetnega kot tudi od Rashbovega pretoka
skozi piko, sistem pa lahko dodatno reguliramo z razliko med lokalnima električnima
potencialoma na diagonalah pike V .
V primeru, ko znaša magnetni pretok skozi piko polovico kvanta pretoka,
φm = 1/2, efektivni hamiltonian razpade na tri podprostore. V prvem podpros-
toru se nahajata dve tripletni stanji, vsako na svoji diagonali pike, v drugih dveh
trodimenzionalnih podprostorih pa se nahajata v vsakem eno izmed singletnih stanj,
sklopljeno z dvema tripletoma, vsakim na drugi diagonali pike. Sklopitev med
posameznimi stanji lahko reguliramo z jakostjo Rashbove sklopitve. Pri nadaljnji
analizi se osredotočimo le na enega izmed obeh trodimenzionalnih podprostorov, ka-
terih časovna dinamika si je med seboj na las podobna. Sklopitev znotraj izbranega
podprostora, sestavljenega iz singletnega in tripletnega stanja na prvi diagonali ter
tripletnega stanja na drugi diagonali, opišemo z matriko
HBell,Ty =
 V 0 −itαcα0 V itαsα
itαcα −itαsα −V
 (57)
s parametri tα = 4t˜ sin
(
pi
2
φα
)
, sα = sinϑα in cα = cosϑα ter amplitudo sklopitve t˜,
ki je odvisna od velikosti pike.
Časovni razvoj povzroči oscilacije naboja med obema diagonalama, katerih am-
plituda je odvisna od razlike električnih potencialov na diagonalah V . Po določenem
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(a) L = 400 nm (b) L = 600 nm (c) L = 800 nm
Slika 10: Porazdelitev naboja v nizkoenergijskih dvoelektronskih stanjih v kvadratni
kvantni piki za tri različne velikosti pike.
času
τm =
m~pi√
t2α + V
2
, (58)
kjer je m poljubno naravno število, se naboj vrne v začetno konfiguracijo, vendar pa
v prisotnosti Rashbove sklopitve to privede do mešanja med singletnim in tripletnim
stanjem z isto konfiguracijo naboja, kot vidimo na Sliki 11. Mešanje med singletnim
  Ty, 0 \  S , 0 \  Ty, 1 \
0 1 2 3 4
tΤ
Slika 11: Časovni razvoj tripletnega stanja pri parametrih α = 0.5 in V = 2.5 t˜.
Graf prikazuje verjetnosti za nahajanje sistema v enem izmed treh baznih stanj kot
funkcijo časa. Vidimo, da se sistem po določenem času vrne v začetno konfiguracijo
naboja, a ne kot čisto tripletno stanje temveč kot mešanica singletnega in tripletnega
stanja.
in tripletnim stanjem ob času τm lahko zapišemo z matriko dimenzije 2× 2
T2×2,m = (−1)mei
χm
2 e−i
χm
2
nα·τ , (59)
kjer je τ vektor Paulijevih 2×2 matrik, zapisanih v standardni bazi. Matrika opisuje
rotacijo na Blochovi sferi, ki jo napenjata singletno in tripletno stanje. Os vrtenja
nα = [− sin (2ϑα) , 0, cos (2ϑα)] , tanϑα = −α (60)
je podobno kot v primeru elektrona v harmonskem potencialu določena zgolj z
jakostjo Rashbove sklopitve, vendar je kot njenega odmika od osi z dvakrat tolikšen,
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2ϑα. Definicija kota zasuka okrog osi je odvisna od tega, ali je število oscilacij m
sodo ali liho
χm =
−mpi
V√
t2α+V
2
+ pi za lihe m
−mpi V√
t2α+V
2
za sode m.
(61)
Kot zasuka je določen tako z Rashbovo sklopitvijo kot tudi z lokalnim potencialom v
vogalih pike, kar nam omogoča popoln nadzor nad spinskimi transformacijami zgolj
z uporabo električnih potencialov in polj. Za analizo izvedljivih transformacij upora-
bimo podoben razmislek kot v primeru elektrona v harmonskem potencialu. Nadzor
nad transformacijo je v kvadratni kvantni piki bolj učinkovit kot v harmonskem
potencialu, saj so koti zasukov okrog osi neodvisni.
Kubitno bazo v kvantni piki definiramo kot superpozicijo singletnega in triplet-
nega stanja, ki leži na osi rotacije nα na Blochovi sferi, ko Rashbova sklopitev
zavzema intrinzično vrednost α0
|1〉 = cosϑ0 |Ty, 0〉 − sinϑ0 |S, 0〉
|0〉 = sinϑ0 |Ty, 0〉+ cosϑ0 |S, 0〉 . (62)
Takšna definicija nam omogoči izpolnitev vseh petih DiVincenzovih kriterijev za
univerzalni kvantni računalnik. Sistem lahko enostavno povečamo z dodajanjem
novih kvantnih pik na isti vzorec polprevodnika. Inicializacijo stanj dosežemo s ter-
malizacijo pri temperaturi nekaj 10mK v prisotnosti močnega potenciala na izbrani
diagonali. Časovni razvoj v prisotnosti Rashbove sklopitve nam omogoča poljubno
enokubitno transformacijo, medtem ko dvokubitne transformacije dosežemo prek
elektrostatske sklopitve med sosednjima kvantnima pikama. Ker so oscilacije naboja
odvisne od stanja kubita v vsaki izmed pik, energija zaradi elektrostatske interakcije
pa je odvisna od konfiguracije naboja v posamezni piki, lahko z ustreznim časom
interakcije vsakemu izmed začetnih dvokubitnih stanj dodamo primerno dinamično
fazo, ki privede do realizacije kontroliranih NOT (CNOT) vrat. Končno qubitno
stanje v piki preberemo z merjenjem naboja v vogalih pike, katerega oscilacije so
odvisne od tega, v katerem kubitnem stanju se nahaja sistem. Numerična analiza
parametrov modela za realistične velikosti sistema, izdelanega v GaAs, pokaže, da
je čas, potreben za enokubitno transformacijo, velikostnega reda ns, za dvokubitno
transformacijo pa nekaj µs. Ob upoštevanju spinskega koherenčnega časa v pol-
prevodnikih ≈ 100µs lahko sklenemo, da opisani sistem omogoča nekaj deset tisoč
enokubitnih in nekaj sto dvokubitnih transformacij.
Zaključek
V doktorskem delu smo preučevali elektronska stanja spina in naboja v polprevod-
niških kvantnih pikah v prisotnosti sklopitve spin-tir. Glavni namen našega dela je
bil ugotoviti, ali je mogoče tovrstna stanja uporabiti za obdelavo kvantnih informa-
cij. Pri tem smo se želeli izogniti uporabi magnetnega polja za manipulacijo spina,
saj njegova uporaba tipično poveča velikost naprave in upočasni njeno delovanje.
Namesto magnetne interakcije smo tako za upravljanje spina uporabili sklopitev
spin-tir Rashbovega tipa, ki je naravno prisotna v polprevodiških kvantnih pikah in
katere jakost je mogoče uravnavati z zunanjim električnim poljem. Elektrostatsko
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interakcijo smo uporabili tudi za upravljanje s porazdelitvijo naboja elektrona s
pomočjo elektrod, ki določajo obliko kvantne pike in potencial znotraj nje.
Osredotočili smo se na poseben tip kvantne pike, kvantni obroč. Unitarna trans-
formacija, ki smo jo izvedli na hamiltonianu, ki opisuje tovrstni sistem, nam je
omogočila, da smo večino rezultatov, podanih v disertaciji, izračunali analitično.
Metodo smo preverili na primeru enoelektronskega stanja na obroču v odsotnosti
zunanjega potenciala. Časovno odvisno verzijo unitarne transformacije smo upora-
bili za opis elektrona, ujetega v elektrostatski potencial, katerega lego lahko poljubno
spreminjamo z napetostmi na elektrodah. Sprememba lege elektrona, vsiljena prek
zunanjega potenciala, se zaradi prisotnosti Rashbove sklopitve odraža v transforma-
ciji elektronskega spina, kar lahko izrazimo kot zasuk na Blochovi sferi, definirani
z lokalnimi Kramersovimi stanji, pri čemer jakost Rashbove sklopitve določa os
vrtenja, velikost premika elektrona pa kot zasuka okoli osi. Kontrolirani premiki
elektrona po obroču nam tako omogočajo izvedbo poljubne enokubitne transforma-
cije.
Prej omenjeno unitarno transformacijo hamiltoniana smo nadalje uporabili za
analizo elektrona v periodičnem potencialu na obroču in izpeljali splošno formulo
za pretvorbo Blochovih in Wannierjevih funkcij za enodimenzionalni sistem v lastna
stanja elektrona na obroču v prisotnosti Rashbove sklopitve. Matrične elemente
hamiltoniana v bazi Wannierjevih stanj smo nadalje uporabili za izpeljavo dis-
kretiziranega modela obroča in analizirali lastnosti dvodelčnih stanj z elektrostatsko
meddelčno interakcijo.
Simetrijske lastnosti tovrstnih stanj smo uporabili pri analizi dvoelektronske
kvantne pike, ki jo modeliramo kot diskretiziran obroč s štirimi mesti. Ugotovili
smo, da koherentne oscilacije naboja med dvema elektrostatsko ugodnima konfigu-
racijama na diagonalah pike povzročijo transformacijo spina, ki se odraža kot preha-
janje med singletnimi in tripletnimi stanji elektronskega para. Dodatne elektrode,
s katerimi uravnavamo amplitudo oscilacij, nam v prisotnosti Rashbove sklopitve
omogočajo nadzor nad tovrstnimi prehodi, kar lahko uporabimo za izvedbo kon-
troliranih enokubitnih transformacij. Poleg tega lahko z regulacijo napetosti na
elektrodah in jakosti Rashbove sklopitve izvedemo tudi inicializacijo in branje in-
formacije iz posamezne kvantne pike, dvokubitne transformacije pa dosežemo prek
elektrostatske interakcije med sosednjimi pikami.
Zaključimo lahko, da je naša domneva pravilna in da lahko z uporabo sklo-
pitve spin-tir hitro in učinkovito nadzorujemo spinska stanja elektrona v kvantni
piki. Čeprav smo obravnavane sisteme opisali zgolj teoretično in je zato upravičeno
pričakovati, da jih od dejanske praktične uporabe loči še precej eksperimentalnega
dela, lahko nekateri novi analitični pristopi in rezultati, predstavljeni v disertaciji,
prispevajo pomemben del k razumevanju in nadaljnjemu razvoju tega zanimivega
fizikalnega področja.
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