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1. Einleitung
Die Statistische Mechanik untersucht die Eigenschaften von Vielteilchensystemen. Das Ziel
ist es, ausgehend von den mikroskopischen Wechselwirkungen der einzelnen Teilchen un-
tereinander die makroskopischen Eigenschaften des gesamten Systems zu bestimmen. Dies
fu¨hrt im Allgemeinen jedoch schon auf unu¨berwindliche Schwierigkeiten bei der Bestim-
mung des Spektrums des Hamiltonoperators und der thermodynamischen Eigenschaften
des Systems.
Um physikalische Systeme zu beschreiben, werden diese daher oft durch ein geeignetes
Modell approximiert. Dabei werden die mikroskopischen Wechselwirkungen der Teilchen
idealisiert. Fu¨r ein Kristallgitter wird zum Beispiel angenommen, dass jedes Atom nur mit
den na¨chsten Nachbaratomen wechselwirkt, was sich physikalisch im Fall einer geringen
Reichweite der Wechselwirkung rechtfertigen la¨sst.
Auch auf diese Art vereinfachte Modelle sind im Allgemeinen noch zu kompliziert, um
einer direkten Lo¨sung zuga¨nglich zu sein. Es gibt jetzt zwei Mo¨glichkeiten, Aussagen u¨ber
Gro¨ßen wie die Anregungsspektren und thermodynamischen Eigenschaften eines Modells zu
erhalten. Eine Methode besteht darin, ein Na¨herungsverfahren zu verwenden. Dazu gibt es
verschiedene etablierte Verfahren. Diese haben jedoch alle gemeinsam, dass langreichweitige
Korrelationen zwischen den Teilchen vernachla¨ssigt werden. Das fu¨hrt zum Beispiel dazu,
dass das Verhalten des Modells in der Na¨he kritischer Punkte nicht korrekt beschrieben
wird.
Die andere Methode besteht darin, das Modell so lange weiter zu vereinfachen, bis es
exakt lo¨sbar ist. Fu¨r quantenmechanische Modelle endet man so zumeist bei effektiven
Ein-Teilchen-Modellen, wie z. B. dem Ba¨ndermodell der Festko¨rperphysik. Nur im eindi-
mensionalen Fall sind echte Vielteilchensysteme bekannt, die sich exakt lo¨sen lassen. Ein
wichtiges Beispiel fu¨r ein solches Modell ist das Heisenberg-Modell [31]. Es beschreibt eine
eindimensionale Kette von Spins mit Austausch-Wechselwirkung. Materialien mit effektiv
eindimensionaler Substruktur, welche die Eigenschaften des Materials bestimmt, kommen
in der Natur vor. So sind z. B. die Materialien Kupfer-Pyrimidin-Dinitrat und Kupfer-
Benzoat Realisierungen des eindimensionalen antiferromagnetischen Heisenberg-Modells in
einem gestaggerten Magnetfeld, siehe dazu die Darstellung in [27] und Referenzen darin.
Zur Berechnung des Energiespektrums des isotropen Spin-1/2-Heisenberg-Modells leitete
Bethe 1931 ein System gekoppelter nichtlinearer Gleichungen her [5]. Seine Methode wurde
spa¨ter als Bethe-Ansatz beru¨hmt. Ungeachtet der Tatsache, dass die Erweiterung auf das
zwei- und dreidimensionale Heisenberg-Modell - entgegen seiner eigenen Erwartung - nicht
gelang, legte seine Arbeit die Grundlage fu¨r einen neuen Zweig der theoretischen Physik.
Allgemein lassen sich mit Hilfe der sogenannten Trotter-Suzuki-Abbildung eindimensiona-
le Quantenketten auf zweidimensionale klassische Vertexmodelle abbilden [46,48,51]. Dieser
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tiefe Zusammenhang lag noch im Dunkeln, als Onsager 1944 das zweidimensionale Ising-
modell mit Hilfe der sogenannten Stern-Dreiecks-Relation lo¨ste [43]. Es war Baxter, der
diese Relation fu¨r die Boltzmann-Gewichte des 8-Vertex-Modells wiederfand. Er entdeckte,
dass sie zu einer Familie spektralparameterabha¨ngiger, kommutierender Transfermatrizen
fu¨hrt [1–3]. Dieselbe Relation hatte zuvor C. N. Yang als Selbstkonsistenzgleichung fu¨r die
Faktorisierung des eindimensionalen quantenmechanischen N -Teilchen-Streuproblems mit
Delta-Funktions-Potential in 2-Teilchen-Streuprozesse gefunden [53]. Die Identifikation der
Yang-Baxter-Gleichung fu¨r die R-Matrizen als der allen integrablen quantenmechanischen
Modellen zugrunde liegenden Struktur fu¨hrte zur Entwicklung des algebraischen Bethe-
Ansatzes [24]. Im Zuge der Suche nach neuen Lo¨sungen der Yang-Baxter-Gleichung wurden
die Quantengruppen eingefu¨hrt [22, 33]. Diese treten u. a. als q-deformierte Universelle
Einhu¨llende von Lie- bzw. Kac-Moody-Algebren auf. In der Darstellungstheorie der affinen
Quantengruppen spielen R-Matrizen die Rolle von Intertwinern zwischen den sogenannten
Evaluationsdarstellungen. Die Theorie der Quantengruppen hat zur Entdeckung von Ver-
bindungen zwischen so unterschiedlichen Zweigen der Mathematik wie Knoteninvarianten
und der Darstellungstheorie algebraischer Gruppen in von null verschiedener Charakteristik
gefu¨hrt, siehe zu diesem Thema z. B. die Darstellung in [21].
Die kanonische Zustandssumme des Heisenberg-Modells la¨sst sich nicht unmittelbar aus
den Bethe-Ansatz-Gleichungen gewinnen, da diese im Allgemeinen nicht direkt gelo¨st wer-
den ko¨nnen und somit die Eigenwerte und Eigenzusta¨nde - anders als z. B. fu¨r den Fall
idealer Quantengase - nicht explizit bekannt sind. Man ist deshalb auf geschickte Ver-
fahren angewiesen, die die beno¨tigten Informationen aus den Bethe-Ansatz-Gleichungen
zur Verfu¨gung stellen. Meist besteht nur Interesse an den Eigenschaften eines Systems im
sogenannten thermodynamischen Limes, in welchem die Systemgro¨ße bei konstanter Teil-
chendichte ins Unendliche ausgedehnt wird. Dadurch haben die Randbedingungen keinen
Einfluss auf das Systemverhalten.
Die Kenntnis des Verhaltens fu¨r endliche -
”
endlich“ bedeutet in diesem Kontext
”
von
null verschieden“ - Temperatur ist besonders interessant, da der absolute Nullpunkt aus
theoretischen Gru¨nden nicht experimentell zuga¨nglich ist. Die erste Herleitung der Ther-
modynamik aus den Bethe-Ansatz-Gleichungen gelang Yang und Yang 1969 fu¨r den Fall
des eindimensionalen Bose-Gases mit Delta-Funktions-Potential [54]. Ihre Methode, der
sogenannte Thermodynamische Bethe-Ansatz, wurde unabha¨ngig voneinander von Gau-
din [26] und Takahashi [49] auf das Heisenberg-Modell erweitert. Dabei fu¨hrten sie die
sogenannte String-Hypothese ein, welche die Verteilung der Bethe-Ansatz-Zahlen betrifft.
Die freie Energie im thermodynamischen Limes ergibt sich in diesem Zugang mit Hilfe
unendlich vieler nichtlinearer Integralgleichungen. Eine alternative Methode, die ohne die
String-Hypothese auskommt, wurde von Klu¨mper gefunden [39,40]. Seine Methode benutzt
die Trotter-Suzuki-Abbildung auf ein inhomenes 6-Vertex-Modell, dessen Zustandssumme
sich im thermodynamischen Limes mit Hilfe des gro¨ßten Eigenwertes der Quantentransfer-
matrix berechnen la¨sst. Das Ergebnis ist die Beschreibung des fu¨hrenden Eigenwertes durch
endlich viele gekoppelte nichtlineare Integralgleichungen, welche sich daru¨ber hinaus auch
numerisch gut auswerten lassen.
Aus der Zustandssumme lassen sich die globalen thermodynamischen Eigenschaften eines
Modells berechnen, fu¨r die lokalen Eigenschaften hingegen beno¨tigt man im Allgemeinen
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Korrelationsfunktionen. Insbesondere werden experimentelle Messergebnisse oft durch Kor-
relationsfunktionen ausgedru¨ckt, z. B. solche, die die magnetischen Eigenschaften betreffen.
Eine beliebige n-Platz-Korrelationsfunktion1 la¨sst sich mit Hilfe des n-Platz-Dichteoperators
berechnen.
Hulthe´n berechnete 1938 die Grundzustands-Korrelationsfunktionen benachbarter Spins
des Heisenberg-Modells im thermodynamischen Limes [32]. Das na¨chste wichtige Resul-
tat auf diesem Gebiet erzielte Takahashi 1977 mit der Berechnung des Ergebnisses fu¨r
u¨berna¨chste Nachbarn, welches er bei der Untersuchung des Hubbard-Modells fand [50]. In
seine Formel geht der Wert der Riemannschen Zeta-Funktion an der Stelle 3 ein. Es war lan-
ge Zeit eine spannende Frage, ob sich dieses Resultat fu¨r gro¨ßere Absta¨nde verallgemeinern
la¨sst.
Im Rahmen der konformen Feldtheorie fanden Knizhnik und Zamolodchikov eine linea-
re Differentialgleichung fu¨r die n-Punkt-Korrelationsfunktionen der prima¨ren Felder der
Wess-Zumino-Witten-Modelle [42], welche als Knizhnik-Zamolodchikov-Gleichung bekannt
wurde. Die Korrelationsfunktionen in zweidimensionalen konformen Feldtheorien erfu¨llen
allgemein ein System von (partiellen) linearen Differentialgleichungen [4]. Die Knizhnik-
Zamolodchikov-Gleichung folgt aus der zusa¨tzlichen Symmetrie der Wirkung der Wess-
Zumino-Witten-Modelle unter einer affinen Lie- bzw. Kac-Moody-Algebra. Die Korrelati-
onsfunktionen sind durch die Knizhnik-Zamolodchikov-Gleichung und die Crossing-Sym-
metrie fu¨r 4-Punkt-Funktionen eindeutig bestimmt. Tsuchia und Kanie fu¨hrten die Vertex-
Operatoren als Intertwiner zwischen Ho¨chstgewichtsdarstellungen in die konforme Feld-
theorie ein [52]. Smirnov leitete 1992 Funktionalgleichungen vom Differenztyp fu¨r die Form-
Faktoren integrabler zweidimensionaler Quantenfeldtheorien her. Durch die Lo¨sung dieser
Funktionalgleichungen gewann er eine Integralformel fu¨r die Solitonen-Form-Faktoren des
Sine-Gordon-Modells [45]. Kurze Zeit spa¨ter fu¨hrten Frenkel und Reshetikhin die sogenannte
q-Knizhnik-Zamolodchikov-Gleichung ein [25]. Diese Funktionalgleichung vom Differenztyp
ist auf der Ebene der Darstellungstheorie das Analogon der Knizhnik-Zamolodchikov-Glei-
chung fu¨r den Fall affiner Quantengruppen. Diese entspricht fu¨r Darstellungen vom Level 0
den Gleichungen von Smirnov.
Einen neuen Zugang zu den Korrelationsfunktionen des Heisenbergmodells fanden Jimbo,
Miki, Miwa und Nakayashiki 1992 mit der Herleitung einer Vielfachintegraldarstellung fu¨r
die Matrixelemente des n-Platz-Dichteoperators der XXZ-Kette im antiferroelektrischen
Regime im Grundzustand [34]. Die Darstellung durch Vielfachintegrale ergibt sich dabei
aus der Berechnung der Korrelationsfunktionen als Spur u¨ber Produkte von Vertexopera-
toren, welche in natu¨rlicher Weise spektralparameterabha¨ngig sind. Die Einfu¨hrung die-
ser zusa¨tzlichen Spektralparameter erwies sich als fruchtbar, da sie zu zusa¨tzlichen Funk-
tionalgleichungen fu¨r den n-Platz-Dichteoperator fu¨hrt. So entsprechen die Korrelations-
funktionen des inhomogenen Modells speziellen Lo¨sungen der q-Knizhnik-Zamolodchikov-
Gleichung, wobei bei letzteren die Ha¨lfte der Spektralparameter geeignet zu spezialisie-
ren ist [35]. Die entsprechende Funktionalgleichung fu¨r die spezialisierten Spektralparame-
terwerte wird in spa¨teren Arbeiten
”
reduzierte“ q-Knizhnik-Zamolodchikov-Gleichung ge-
nannt [9, 12]. Die Verbindung zur q-Knizhnik-Zamolodchikov-Gleichung fu¨hrte zur Verall-
gemeinerung der Vielfachintegraldarstellung auf das kritische Regime [36].
1 Im Folgenden ist stets die Rede von statischen Korrelationsfunktionen.
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Eine unabha¨ngige Herleitung der Vielfachintegraldarstellung mit Hilfe des algebraischen
Bethe-Ansatzes gelang Kitanine, Maillet und Terras [38]. Ihr Zugang besta¨tigt insbesondere
die Ergebnisse fu¨r das kritische Regime aus [36] und bezieht daru¨berhinaus ein a¨ußeres
Magnetfeld ein.
Die Vielfachintegrale fu¨r die XXX-Kette im feldfreien Fall wurden von Boos und Kore-
pin bis n = 4 explizit berechnet [15]. Es zeigte sich, dass sich die Korrelationsfunktionen
durch Produkte von Zeta-Funktionen mit ungeraden positiven Argumenten und rationalen
Vorfaktoren schreiben lassen [16,17].
Boos, Jimbo, Miwa, Smirnov und Takeyama gelang 2004 die Konstruktion des inho-
mogenen n-Platz-Dichteoperators der XXX-Kette im Grundzustand [9]. Sie benutzten ei-
ne rekursive Konstruktion auf Basis der reduzierten q-Knizhnik-Zamolodchikov-Gleichung.
Das Ergebis dru¨ckt den inhomogenen n-Platz-Dichteoperator durch eine einzige 2-Punkt-
Funktion, sowie Operatoren aus, deren Matrixeintra¨ge rationale Funktionen der Spektral-
parameter sind. Letztere ergeben sich aus einer rein darstellungstheoretischen Konstruktion
und werden daher auch
”
algebraischer“ Anteil genannt. Die physikalischen Parameter ge-
hen allein u¨ber die 2-Punkt-Funktion ein. Die Konstruktion des n-Platz-Dichteoperators
wurde anschließend auf die XXZ-Kette verallgemeinert [12]. In diesem Fall werden zwei
2-Punkt-Funktionen beno¨tigt, um das Ergebnis anzugeben. Der Umstand, dass sich beliebi-
ge Korrelationsfunktionen durch wenige Funktionen ausdru¨cken lassen, wird Faktorisierung
der Korrelationsfunktionen genannt.
Das erste Resultat fu¨r endliche Temperatur erzielten Go¨hmann, Klu¨mper und Seel mit
der Herleitung einer Vielfachintegraldarstellung einer erzeugenden Funktion der zz-Korre-
lationsfunktionen der XXZ-Kette [29]. Darauf aufbauend wurden Vielfachintegraldarstel-
lungen fu¨r 2-Punkt-Funktionen [28] sowie allgemein fu¨r die Matrixelemente des n-Platz-
Dichteoperators bei endlicher Temperatur und endlichem Magnetfeld gefunden [30]. In [7]
wurde gezeigt, dass sich die Vielfachintegrale fu¨r kleines n als Summen u¨ber Produkte von
einfachen Integralen ausdru¨cken lassen. Dieses Pha¨nomen wird Faktorisierung der Vielfach-
integrale genannt. Mit Hilfe des sogenannten Alpha-Parameters, eines in [13] zur Vereinfa-
chung der Darstellung der Korrelationsfunktionen eingefu¨hrten Regularisierungsparameters,
wurde in [8] auch die Faktorisierung der Vielfachintegrale fu¨r die XXZ-Kette gefunden. Auf
der Basis dieser Ergebnisse wurde in [7, 8] die Vermutung aufgestellt, dass der
”
algebrai-
sche“ Anteil der Konstruktion unabha¨ngig von physikalischen Parametern, wie Temperatur
und Magnetfeld, ist.
Mit Hilfe der in [13, 14] konstruierten Basis aus fermionischen Operatoren wurde von
Jimbo, Miwa und Smirnov gezeigt, dass sich beliebige Korrelationsfunktionen der XXZ-
Kette in einem a¨ußeren Magnetfeld bei endlicher Temperatur durch zwei Funktionen, die die
physikalischen Parameter enthalten, ausdru¨cken lassen: einer 1-Punkt-Funktion und einer
speziellen 2-Punkt-Funktion [37]. Boos und Go¨hmann leiteten eine Beschreibung dieser
beiden sogenannten physikalischen Funktionen durch Integralgleichungen her [6].
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Das wesentliche Ziel der vorliegenden Arbeit ist es, einen einfachen Beweis fu¨r die Fakto-
risierung der Korrelationsfunktionen des Heisenberg-Modells bei endlicher Temperatur zu
liefern. Genauer gesagt, soll gezeigt werden, dass der inhomogene n-Platz-Dichteoperator des
Heisenberg-Modells (im feldfreien Fall) auch bei endlicher Temperatur durch die Formeln
in [9,12] gegeben ist, wobei die in die Konstruktion eingehenden 2-Punkt-Funktionen durch
die entsprechenden Funktionen bei endlicher Temperatur zu ersetzen sind, die zugrunde
liegende algebraische Konstruktion aber von physikalischen Parametern unabha¨ngig ist.
Kapitel 2 dient der Einordnung des Themas in den Kontext des Heisenberg-Modells
und seiner Spezialfa¨lle, der XXX- und der XXZ-Kette. Es werden ausfu¨hrlich die Ei-
genschaften der zugeho¨rigen R-Matrizen diskutiert. Anschließend wird die Konstruktion
des Dichteoperators fu¨r endliche Temperatur mit Hilfe der sogenannten Trotter-Suzuki-
Abbildung [46,48,51] auf ein Sechs-Vertex-Modell erla¨utert. Es wird eine geeignete inhomo-
genisierte Version des n-Platz-Dichteoperators bei endlicher Temperatur und im thermody-
namischen Limes eingefu¨hrt.
In Kapitel 3 werden die Eigenschaften dieses inhomogenen n-Platz-Dichteoperators disku-
tiert. Das zentrale Ergebnis ist die Herleitung einer diskreten Funktionalgleichung und der
Beweis, dass diese den inhomogenen n-Platz-Dichteoperator zusammen mit dessen asym-
ptotischen Verhalten eindeutig charakterisiert. Diese Funktionalgleichung ist eine diskrete
Version der reduzierten q-Knizhnik-Zamolodchikov-Gleichung [9, 12].
In den Kapiteln 4 und 5 wird die gefundene Charakterisierung verwendet, um den allge-
meinen n-Platz-Dichteoperator der XXX- bzw. der XXZ-Kette ohne a¨ußeres Magnetfeld zu
konstruieren. Aufgrund des Zusammenhangs mit dem n-Platz-Dichteoperator des Heisen-
bergmodells im Grundzustand u¨ber die reduzierte q-Knizhnik-Zamolodchikov-Gleichung,
kann dabei auf die Konstruktion der Lo¨sungen in den Arbeiten [9] und [12] zuru¨ckgegriffen
werden. Es zeigt sich, dass die in die Konstruktion eingehenden 2-Punkt-Funktionen, welche
den sogenannten
”
physikalischen“ Anteil der Konstruktion ausmachen, durch die entspre-
chenden Funktionen bei endlicher Temperatur zu ersetzen sind.
Das letzte Kapitel ist der Konstruktion des inhomogenen 2-Platz-Dichteoperators der
XXZ-Kette mit Magnetfeld und zusa¨tzlichem Alpha-Parameter gewidmet. Dies geschieht
neben dem Ausnutzen der elementaren Eigenschaften des 2-Platz-Operators durch Verall-
gemeinerung der Operatorkonstruktion aus [12] auf den Fall der Abha¨ngigkeit vom Alpha-
Parameter. Die Reduktion der Anzahl der zur Beschreibung beno¨tigten 2-Punkt-Funktionen
von zwei auf eins durch die Einfu¨hrung des Regularisierungsparameters wird im Lichte der
reduzierten q-Knizhnik-Zamolodchikov-Gleichung deutlich. Das Ergebnis entspricht dem
in [6] mit Hilfe der Vielfachintegraldarstellung hergeleiteten Ausdruck.
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2. Das Heisenberg-Modell
Diese Arbeit bescha¨ftigt sich mit dem eindimensionalen Spin-1/2-Heisenberg-Modell [31]
in seinen Spezialfa¨llen, der XXX- und der XXZ-Kette. In diesem einfu¨hrenden Kapitel
werden zuna¨chst die entsprechenden Hamiltonoperatoren eingefu¨hrt und die Eigenschaften
der zugrunde liegenden R-Matrizen diskutiert. Anschließend wird die Konstruktion des
Dichteoperators bei endlicher Temperatur erla¨utert und das Ziel dieser Arbeit formuliert.
Fu¨r Details sei auf die Lehrbu¨cher [35] und [23] und Referenzen darin verwiesen.
2.1. XXX- und XXZ-Kette
Der Hamiltonoperator des isotropen Spin-1/2-Heisenberg-Modells, der sogenannten XXX-
Kette,
HXXX = 4
L∑
i=1
(
~Si · ~Si+1
)
=
L∑
i=1
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 + σ
z
i σ
z
i+1
)
(2.1)
beschreibt eine lineare Kette von L Atomen, die ausschließlich u¨ber ihre Spins und nur
mit ihren na¨chsten Nachbarn wechselwirken. Fu¨r Spin-1/2-Teilchen ist der Ein-Teilchen-
Zustandsraum an jedem Kettenplatz zweidimensional. Der globale Hilbertraum HL des
Systems entspricht dem L-fachen Tensorprodukt der Ein-Teilchen-Zustandsra¨ume.
HL := C2 ⊗ · · · ⊗ C2︸ ︷︷ ︸
L
Wa¨hlt man in jedem Ein-Teilchen-Zustandsraum die normierten Eigenvektoren der z-Komponente
des Ein-Teilchen-Spinoperators ~S als Basis, so sind die Komponenten des Spinoperators am
i-ten Kettenplatz gegeben durch
Sαi =
1
2
σαi :=
1
2
1⊗ · · · ⊗ 1︸ ︷︷ ︸
(i−1)
⊗ σα ⊗ 1⊗ · · · ⊗ 1︸ ︷︷ ︸
(L−i)
fu¨r α = x, y, z
mit den Pauli-Matrizen
σx =
(
0 1
1 0
)
, σy =
(
0 −i
i 0
)
, σz =
(
1 0
0 −1
)
sowie 1 =
(
1 0
0 1
)
.
Fu¨r eine periodisch geschlossene Spinkette definiert man ~SL+1 := ~S1, eine Kette der La¨nge
L mit offenen Randbedingungen erha¨lt man durch die Definition ~SL+1 := ~0.
Im Vergleich zum XXX-Modell ist beim XXZ-Modell die Wechselwirkung der Spins in
z-Richtung durch einen Anisotropieparameter ∆ modifiziert. Der Hamiltonoperator lautet
HXXZ =
L∑
i=1
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 + ∆σ
z
i σ
z
i+1
)
. (2.2)
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Beide quantenmechanischen Systeme sind durch den Bethe-Ansatz lo¨sbar [3]. Dabei wird
die Symmetrie des Modells unter dem Operator Jz := 2
∑L
i=1 S
z
i ausgenutzt. Der Bethe-
Ansatz dru¨ckt die Eigenwerte und Eigenvektoren des Hamiltonoperators im Eigenraum des
Operators Jz zum Eigenwert 0 ≤ k ≤ L/2 durch k Parameter aus, welche durch gekoppelte
algebraische Gleichungen, die sogenannten Bethe-Ansatz-Gleichungen, bestimmt sind. Fu¨r
eine ausfu¨hrliche Einfu¨hrung in den Bethe-Ansatz sei z. B. auf das Lehrbuch [23] verwiesen.
Der Hamiltonoperator des XXX-Modells kommutiert mit den Operatoren
Jα =
L∑
k=1
1⊗ · · · ⊗ σαk ⊗ · · · ⊗ 1, α = x, y, z,
welche die Kommutatorrelationen der Lie-Algebra sl2 (bzw. die Relationen der Algebra
U(sl2)) [
Jz, J±
]
= ±2J±, [J+, J−] = Jz
mit der Definition
J± :=
1
2
(Jx ± iJy)
erfu¨llen.
Fu¨r offene Randbedingungen kommutiert der XXZ-Hamiltonoperator zur Kettenla¨nge L
mit speziellem Randterm [44]
L−1∑
i=1
(
σxi σ
x
i+1 + σ
y
i σ
y
i+1 + ∆σ
z
i σ
z
i+1
)
+
q − q−1
2
(σz1 − σzL) (2.3)
mit den Operatoren (σ± := 12 (σ
x ± iσy) )
J+ =
L∑
k=1
qσ
z ⊗ · · · ⊗ qσz ⊗ σ+k ⊗ 1⊗ · · · ⊗ 1,
J− =
L∑
k=1
1⊗ · · · ⊗ 1⊗ σ−k ⊗ q−σ
z ⊗ · · · ⊗ q−σz ,
sowie Jz =
L∑
k=1
1⊗ · · · ⊗ 1⊗ σzk ⊗ 1⊗ · · · ⊗ 1.
(2.4)
Diese genu¨gen den Relationen von Uq(sl2):
[
qJ
z
, J±
]
= q±2J±,
[
J+, J−
]
=
qJ
z − q−Jz
q − q−1 .
U¨blicherweise wird Uq(sl2) als assoziative Algebra mit Eins u¨ber C in den Chevalley-
Erzeugern E,F,K±1 mit den Relationen
KE = q2EK, KF = q−2FK, [E,F ] =
K −K−1
q − q−1 , KK
−1 = K−1K = 1
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definiert. Die Formeln (2.4) ergeben sich aus der Ersetzung
J+ ↔ ∆(L)(E), J− ↔ ∆(L)(F ) und qJz ↔ ∆(L)(K)
mit der Iteration
∆(2) := ∆, und ∆(n) :=
(
id⊗(n−2) ⊗∆
)
∆(n−1)
des Koproduktes:
∆ : Uq(sl2)→ Uq(sl2)⊗ Uq(sl2), ∆(E) = E ⊗ 1 +K ⊗ E,
∆(F ) = F ⊗K−1 + 1⊗ F,
∆(K) = K ⊗K.
2.2. R-Matrix und Integrabilita¨t
Die Integrabilita¨t des XXX- und XXZ-Modells beruht darauf, dass der Hamiltonopera-
tor eingebettet ist in eine Familie unendlich vieler, paarweise kommutierender Operatoren.
Diese ergeben sich mit Hilfe der Transfermatrix eines 6-Vertex-Modells. Die Boltzmann-
Gewichte des 6-Vertex-Modells entsprechen jeweils den Matrixelementen der R-Matrix des
Heisenberg-Modells. Diese hat eine natu¨rliche Interpretation im Rahmen der Darstellungs-
theorie der affinen Quantengruppe Uq(ŝl2) [20].
Uq(ŝl2) ist definiert als die assoziative Algebra mit Eins u¨ber C mit den Erzeugern Ei, Fi
und K±1i fu¨r i = 0, 1 und den Relationen
KiEi = q
2EiKi, KiFi = q
−2FiKi,
KiEj = q
−2EjKi, KiFj = q2FjKi fu¨r i 6= j,
[Ei, Fi] =
Ki −K−1i
q − q−1 , [Ei, Fj ] = 0, fu¨r i 6= j,
KiK
−1
i = K
−1
i Ki = 1, K0K1 = K1K0,
(Ei)
3Ej − [3]q (Ei)2EjEi+ [3]q EiEj (Ei)2 − Ej (Ei)3 = 0,
(Fi)
3 Fj − [3]q (Fi)2 FjFi+ [3]q FiFj (Fi)2 − Fj (Fi)3 = 0.
Die sogenannten q-Zahlen sind definiert durch
[n]q :=
qn − q−n
q − q−1 fu¨r n ∈ N. (2.5)
Uq(ŝl2) besitzt die Zerlegung
Uq(ŝl2) = Uq(L(sl2))⊕ Cc⊕ Cρ.
Diese entha¨lt die quantisierte Universelle Einhu¨llende der Loop-Algebra von sl2, L(sl2) =
sl2⊗C[t, t−1]. (ρ ist eine Derivation, c ein zentrales Element.) Dies wird anhand der obigen
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Definition u¨ber die Chevalley-Erzeuger nicht deutlich, ist aber die Grundlage fu¨r eine Familie
von Algebra-Homomorphismen, die sogenannten Evaluations-Homomorphismen
evλ : Uq(ŝl2)→ Uq(sl2), (2.6)
gegeben durch
E0 7→ q2λF, F0 7→ q−2λE, K±10 7→ K∓1
E1 7→ E, F1 7→ F, K±11 7→ K±1.
Ist ρ : Uq(sl2) → End(V ) eine Darstellung von Uq(sl2), so ist ρλ := ρ evλ eine Uq(ŝl2)-
Darstellung. Fu¨r Spin 1/2 ist die zugrunde liegende Darstellung ρ eine 2-dimensionale ir-
reduzible Ho¨chstgewichtsdarstellung. In Modulschreibweise operieren die Erzeuger auf der
Eigenbasis von K wie
Ev+ = 0, Fv+ = v−, K±v+ = q±1v+,
Ev− = v+, Fv− = 0, K±v− = q∓1v−.
(2.7)
Man spricht vom Evaluationsmodul des Moduls V zum Parameter λ und bezeichnet die-
sen mit Vλ. Diese Bezeichnung wird im Folgenden dort, wo es der U¨bersichtlichkeit dient,
u¨bernommen, obwohl der zugrundeliegende Darstellungsraum stets C2 ist.
Die Komultiplikation ∆ : Uq(ŝl2) → Uq(ŝl2) ⊗ Uq(ŝl2) ist auf den Erzeugern definiert
durch
∆(Ei) = Ei ⊗ 1 +Ki ⊗ Ei, ∆(Fi) = Fi ⊗K−1i + 1⊗ Fi, ∆(Ki) = Ki ⊗Ki, (2.8)
die Koeins  : Uq(ŝl2)→ C durch
(Ei) = 0, (Fi) = 0, (Ki) = 1 (2.9)
und die Antipode S : Uq(ŝl2)→ Uq(ŝl2) durch
S(Ei) = −K−1i Ei, S(Fi) = −FiKi, S(Ki) = K−1i . (2.10)
Bei den Abbildungen ∆ und  handelt es sich um Algebrahomomorphismen, S ist ein An-
tialgebrahomomorphismus. ∆,  und S erfu¨llen zusammen mit der Multiplikation und der
Eins der Algebrastruktur die Axiome einer Hopf-Algebra, siehe z. B. [21].
U¨ber die Komultiplikation la¨sst sich das Tensorprodukt zweier Uq(ŝl2)-Darstellungen wie-
der als eine solche auffassen. Dabei sind Tensorprodukte von Darstellungen mit vertauschter
Reihenfolge der Darstellungsra¨ume a¨quivalent zueinander. In diesem Zusammenhang tritt
die R-Matrix Rˇ(λ1, λ2) auf. Diese spielt die Rolle des Intertwiners auf dem Tensorprodukt
zweier Evaluationsdarstellungen,
Rˇ(λ1, λ2) : Vλ1 ⊗ Vλ2 → Vλ2 ⊗ Vλ1 , (2.11)
das bedeutet, es gilt
Rˇ(λ1, λ2) (ρλ1 ⊗ ρλ2) (∆(A)) = (ρλ2 ⊗ ρλ1) (∆(A)) Rˇ(λ1, λ2) (2.12)
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fu¨r alle A ∈ Uq(ŝl2).
In dieser Arbeit werden lineare Abbildungen zwischen Tensorproduktra¨umen (von C2)
eine tragende Rolle spielen. Es ist nu¨tzlich, fu¨r die Verkettung dieser linearen Abbildungen
eine graphische Notation zu verwenden. Insbesondere, da viele dieser Abbildungen nur lokal
nichttrivial wirken. Zu diesem Zweck wird ein linearer Operator vom Vektorraum (C2)⊗n
in den Vektorraum (C2)⊗m allgemein durch ein Symbol mit n vielen von oben einlaufenden
Linien und m vielen auslaufenden Linien dargestellt, welches diesem fest zugeordnet ist.
Die R-Matrix Rˇ(λ1, λ2), als Grundbaustein eines integrablen Modells, bekommt das sug-
gestive Symbol, welches in Abbildung 2.1 zu sehen ist. Die Pfeile sind dabei als Teil des
Symbols zu verstehen, sie zeigen insbesondere nicht die Abbildungsrichtung an; sie sind
no¨tig, um bei Transposition Eindeutigkeit der Notation zu garantieren, bzw. um in diesem
Fall nicht ein neues Symbol einfu¨hren zu mu¨ssen.
λ2 λ1
Abbildung 2.1.: Graphische Notation der Abbildung Rˇ(λ1, λ2)
Die Verkettung zweier Abbildungen wird kodiert durch das Aneinanderha¨ngen der ent-
sprechenden Symbole, die Bildung von Tensorprodukten durch das Nebeneinandersetzen.
Skalare Faktoren werden vor das Abbildungssymbol geschrieben. Regeln wie die Assozia-
tivita¨t der Verkettung und die Bilinearita¨t des Tensorproduktes sind in diese Notation in
natu¨rlicher Weise implementiert. Gleiches gilt fu¨r die Eigenschaften der Identita¨t. Die Iden-
tita¨t auf C2 wird im Folgenden mit I bezeichnet und graphisch durch eine senkrechte Linie
dargestellt. (Siehe dazu auch den Zusammenhang mit Abbildung 2.2.) Beispiele fu¨r die
genannten Regeln finden sich auf den folgenden Seiten.
Um Transposition und Spurbildung formulieren zu ko¨nnen, fu¨hren wir noch den Vektor
i := v+ ⊗ v+ + v− ⊗ v− (2.13)
ein. Ein Vektor la¨sst sich als lineare Abbildung von C in den entsprechenden Vektorraum
auffassen. Das Symbol von |i〉 besitzt aus diesem Grund keine einlaufenden Linien und zwei
auslaufende Linien , siehe Abbildung 2.2 a). Die graphische Darstellung der Transposition
a) b)
Abbildung 2.2.: Graphische Notation der Vektoren |i〉 ∈ C⊗ C und 〈i| ∈ (C⊗ C)∗
von Rˇ(λ1, λ2) bezu¨glich des Raumes Vλ1 ist im ersten Bild der Abbildung 2.7 zu sehen. Sie
benutzt die Vektoren |i〉 ∈ C⊗ C und 〈i| ∈ (C⊗ C)∗.
(Teil-)Spurbildung la¨sst sich mit Hilfe der Vektoren |i〉 und 〈i| als Verkettung von linearen
Abbildungen schreiben. So la¨sst sich die Teilspurbildung u¨ber den Raum V1 der Abbildung
ϕ : V1 ⊗ V2 → V1 ⊗ V2 (unter Einfu¨hren eines Hilfsraums V0) schreiben als
SpurV1 (ϕ) =
(
〈i|0,1 ⊗ I2
) (
I0 ⊗ ϕ1,2
) (
|i〉0,1 ⊗ I2
)
. (2.14)
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SpurV1 (ϕ) = ϕ
Abbildung 2.3.: Graphische Notation der Teilspurbildung (Gleichung (2.14))
Das 2-Platz-U(sl2)- bzw. Uq(sl2)-Singulett
s(q) := q−1/2 v+ ⊗ v− − q1/2 v− ⊗ v+ (2.15)
spielt im Folgenden eine wichtige Rolle und wird durch das in Abbildung 2.4 a) dargestellte
Symbol kodiert. Der zugeho¨rige Bra-Vektor bekommt das Symbol in Abbildung 2.4 b).
a) b)
Abbildung 2.4.: Graphische Notation der Singuletts |s(q)〉 ∈ C⊗ C und 〈s(q)| ∈ (C⊗ C)∗
Die graphischen Darstellungen und Rechnungen auf den folgenden Seiten sind im Sinne
dieser Regeln zu verstehen. Teilweise kommen auch horizontale Linien vor, um nach erfolgter
Teilspurbildung Platz zu sparen. Jeder Ausdruck la¨sst sich aber durch geeignetes
”
Kippen“
im obigen Sinne als Verkettung linearer Abbildungen verstehen.
2.2.1. Eigenschaften der R-Matrix
Die R-Matrix des Heisenbergmodells ist eindeutig durch die Bedingung (2.12) bestimmt [33].
Sie la¨sst sich als Linearkombination der Identita¨t und des (nicht normierten) Projektors
Prs := |s(q)〉 〈s(q)| (2.16)
auf das 2-Platz-Uq(sl2)-Singulett (2.15) ausdru¨cken:
Rˇ(λ1, λ2) = a(λ1, λ2) I ⊗ I − b(λ1, λ2)Prs. (2.17)
Fu¨r die XXX-Kette ist q = 1 zu wa¨hlen und die Funktionen a und b sind gegeben durch
a(λ1, λ2) = 1 + λ1 − λ2 und b(λ1, λ2) = λ1 − λ2. (2.18)
Fu¨r die XXZ-Kette lauten die Funktionen
a(λ1, λ2) = sh(η(1 + λ1 − λ2)) und b(λ1, λ2) = sh(η(λ1 − λ2)). (2.19)
Der Zusammenhang zwischen dem Anisotropieparameter ∆ der XXZ-Kette und q bzw. η
lautet
∆ =
q + q−1
2
= ch(η) und q = eη. (2.20)
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Durch Umeichen, siehe dazu Kapitel 5, erha¨lt man die gela¨ufigere R-Matrix des XXZ-
Modells1
Rˇ(λ1, λ2) :=

a(λ1, λ2)
sh(η) b(λ1, λ2)
b(λ1, λ2) sh(η)
a(λ1, λ2)
 . (2.21)
Im Folgenden werden die wichtigen Eigenschaften der R-Matrix diskutiert. Sie haben
jeweils eine natu¨rliche darstellungstheoretische Interpretation, lassen sich aber auch leicht
nachrechnen.
Die im Hinblick auf integrable Modelle wichtigste Eigenschaft der R-Matrix ist die Yang-
Baxter-Gleichung, welche besagt, dass es bei der Vertauschung der Moduln eines 3-fach
Tensorproduktes nicht auf die Reihenfolge der 2-er Vertauschungen ankommt.
Yang-Baxter-Gleichung: In End(C2 ⊗ C2 ⊗ C2)gilt
Rˇ1,2(λ2, λ3) Rˇ2,3(λ1, λ3) Rˇ1,2(λ1, λ2) = Rˇ2,3(λ2, λ3) Rˇ1,2(λ1, λ3) Rˇ2,3(λ1, λ2), (2.22)
mit der Definition
Rˇ1,2(λ, µ) := Rˇ(λ, µ)⊗ I und Rˇ2,3(λ, µ) := I ⊗ Rˇ(λ, µ).
Die graphische Notation der Yang-Baxter-Gleichung findet sich in Abbildung 2.5.
Zur Herleitung der Yang-Baxter-Gleichung betrachtet man die beiden Intertwiner
Vλ1 ⊗ Vλ2 ⊗ Vλ3
Rˇ(λ1,λ2)⊗I−→ Vλ2 ⊗ Vλ1 ⊗ Vλ3
I⊗Rˇ(λ1,λ3)−→ Vλ2 ⊗ Vλ3 ⊗ Vλ1
Rˇ(λ2,λ3)⊗I−→ Vλ3 ⊗ Vλ2 ⊗ Vλ1
und
Vλ1 ⊗ Vλ2 ⊗ Vλ3
I⊗Rˇ(λ2,λ3)−→ Vλ1 ⊗ Vλ3 ⊗ Vλ2
Rˇ(λ1,λ3)⊗I−→ Vλ3 ⊗ Vλ1 ⊗ Vλ2
I⊗Rˇ(λ1,λ2)−→ Vλ3 ⊗ Vλ2 ⊗ Vλ1 .
Da Evaluationsdarstellungen zu irreduziblen Uq(sl2)-Darstellungen und Tensorprodukte von
solchen generisch irreduzibel sind [20], folgt (im generischen Fall) aus Schurs Lemma, dass
die beiden Intertwiner proportional zueinander sind. Der Proportionalita¨tsfaktor im Fall
der Yang-Baxter-Gleichung ist unabha¨ngig von der Normierung der R-Matrix gleich eins.
Da die Identita¨t als Intertwiner zwischen identischen Darstellungen fungiert, folgt sowohl,
dass Rˇ(λ, λ) ein Vielfaches der Identita¨t ist, als auch, dass Rˇ−1(λ1, λ2) ein skalares Vielfa-
ches von Rˇ(λ2, λ1) ist. Diese beiden Eigenschaften werden als Anfangsbedingung bzw. als
Unitarita¨t bezeichnet. Die Normierung der R-Matrix bestimmt die auftretenden Proportio-
nalita¨tsfaktoren.
1 Bezu¨glich der Basis (v+ ⊗ v+, v+ ⊗ v−, v− ⊗ v+, v− ⊗ v−).
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λ2
λ2
λ1
λ3
λ3
λ2λ3
λ3λ1
λ1
λ1
λ2
=
Abbildung 2.5.: Yang-Baxter-Gleichung
Anfangsbedingung:
Rˇ(λ, λ) = Ca I ⊗ I (2.23)
mit
Ca = a(λ, λ) =
{
1 fu¨r XXX,
sinh(η) fu¨r XXZ.
(2.24)
Die graphische Notaion ist in Abbildung 2.6 a) zu sehen.
Unitarita¨t:
Rˇ(λ2, λ1) Rˇ(λ1, λ2) = Cb I ⊗ I (2.25)
mit
Cb = a(λ1, λ2)a(λ2, λ1) =
{
1− (λ1 − λ2)2 fu¨r XXX,
sinh2(η)− sinh2(η(λ1 − λ2)) fu¨r XXZ.
(2.26)
Die graphische Notaion ist in Abbildung 2.6 b) zu sehen.
   
 
 
 
 
a) =
λ1λ1
b) =λ2 λ1
λ1 λ2
Ca Cb
Abbildung 2.6.: Graphische Notation fu¨r a) Anfangsbedingung und b) Unitarita¨t.
Beide Relationen fu¨hren zum
”
Entkoppeln der Linien“.
Eine weitere wichtige Eigenschaft ist die sogenannte Crossing-Symmetrie. Diese ist mit
einer speziellen Eigenschaft von Uq(sl2)-Darstellungen verknu¨pft und gilt somit - anders
als die drei vorhergehenden Eigenschaften - nicht unbedingt fu¨r die R-Matrizen anderer
integrabler Modelle.
Dazu wird die R-Matrix
R(λ1, λ2) := P Rˇ(λ1, λ2) ∈ End(Vλ1 ⊗ Vλ2) (2.27)
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definiert, wobei P den 2-Platz-Permutationsoperator bezeichnet. Mit Hilfe geeigneter Ope-
ratoren ϕi ∈ End(Vλ1) und ψi ∈ End(Vλ2) fu¨r i = 1, . . . , 4 la¨sst sich diese in der Form
R(λ1, λ2) =
4∑
i,j=1
(ϕi ⊗ ψj) .
schreiben.
Crossing-Symmetrie: Fu¨r die Transponierte von R(λ1, λ2) bezu¨glich des Raumes Vλ2 gilt∑
i,j
(
ϕi ⊗ ψtj
)
= (σ ⊗ I) R(λ2 − 1, λ1) (σ ⊗ I) , (2.28)
mit
σ :=
(
0 −q1/2
q−1/2 0
)
. (2.29)
Die graphische Darstellung der Crossing-Symmetrie (dargestellt mit Hilfe von Rˇ) findet sich
in Abbildung 2.7.
λ1 λ2 λ1 λ2 − 1λ2 λ1
= =
Abbildung 2.7.: Crossing-Symmetrie
Die erste Abbildung beschreibt die Transposition bezu¨glich des Raums Vλ2 . Der Dual-
raum von C2 wird mit Hilfe des u¨blichen Skalarprodukts kanonisch mit C2 identifiziert.
Die Crossing-Symmetrie folgt aus der Tatsache, dass fu¨r Uq(ŝl2)-Darstellungen die duale
Darstellung der Evaluationsdarstellung zum Parameter λ a¨quivalent ist zur entsprechenden
Evaluationsdarstellung zum Parameter λ− 1.
Mittels der Antipode S erha¨lt man aus jeder endlichdimensionalen Darstellung ρ : A →
End(V ) einer Hopfalgebra A eine Darstellung von A auf dem zugeho¨rigen Dualraum V ∗
durch
(X · α)(v) = α(S(X) · v), fu¨r X ∈ A, v ∈ V, α ∈ V ∗.
Mit Hilfe der Definitionen (2.6) und (2.10) u¨berzeugt man sich leicht, dass fu¨r die Chevalley-
Erzeuger von Uq(ŝl2) die Gleichung
SUq(sl2) evλ−1 = evλ SUq(ŝl2)
gilt [20]. Daraus folgt die oben behauptete A¨quivalenz der Darstellungen.
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λ1 λ2 λL
λ0
. . .
. . .
Kurz:
λ1 λ2 λL
λ0
. . .
Abbildung 2.8.: Graphische Notation der Transfermatrix Tλ1,...,λL(λ0)
2.2.2. Integrabilita¨t des Heisenberg-Modells
Mit Hilfe der R-Matrix la¨sst sich eine (inhomogene) Transfermatrix auf L Gitterpla¨tzen
definieren. Zu diesem Zweck wird als Operator auf einem (L+ 1)-fachen Tensorprodukt die
Abbildung
Rˇi,i+1(λ, µ) := I
⊗(i−1) ⊗ Rˇ(λ, µ)⊗ I⊗(L−i−1)
definiert. Die Monodromiematrix zum Parameter λ0 ist als lineare Abbildung
Tλ1,...,λL(λ0) : V0 ⊗ V1 ⊗ · · · ⊗ VL → V1 ⊗ · · · ⊗ VL ⊗ V0
definiert durch
Tλ1,...,λL(λ0) := Rˇ0,1(λ1, λ0) Rˇ1,2(λ2, λ0) · · · RˇL−1,L(λL, λ0).
Die Transfermatrix zum Parameter λ0 erha¨lt man aus der Monodromiematrix durch Spur-
bildung u¨ber den Hilfsraum V0:
Tλ1,...,λL(λ0) := SpurV0 (Tλ1,...,λL(λ0)) ∈ End (V1 ⊗ · · · ⊗ VL) .
Transfermatrizen zu verschiedenen Spektralparametern kommutieren miteinander:
[Tλ1,...,λL(λ), Tλ1,...,λL(µ)] = 0.
Der Beweis dieser wichtigen Aussage folgt aus der Yang-Baxter-Gleichung und der Unita-
rita¨t der R-Matrix. Er ist in graphischer Form in Abbildung 2.9 gefu¨hrt.
Aus dem Kommutieren der Transfermatrizen folgt, dass diese eine gemeinsame Basis aus
Eigenvektoren besitzen. Insbesondere sind die Eigenvektoren der Transfermatrix Tλ1,...,λL(λ)
unabha¨ngig vom Spektralparameter λ. Mit ein wenig Phantasie la¨sst sich außerdem aus
Abbildung 2.9 ablesen, dass die R-Matrix als Intertwiner der Monodromiematrizen bzgl.
der Hilfsra¨ume fungiert:2
RˇVλ,Vµ(λ, µ) (Tλ1,...,λL(λ) ◦ Tλ1,...,λL(µ)) = (Tλ1,...,λL(µ) ◦ Tλ1,...,λL(λ)) RˇVλ,Vµ(λ, µ). (2.30)
Fu¨r die spezielle Wahl λ1 = · · · = λL = 0 ergibt sich der Hamiltonoperator des Heisenberg-
Modells fu¨r periodische Randbedingungen durch
HL =
d
dλ
ln(T0,...,0(λ))|λ=0,
2 Die Verkettung der Monodromiematrizen bzgl. des Tensorproduktes Vλ1 ⊗ · · · ⊗ VλL wurde hier mit ”◦“
bezeichnet.
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T (µ2) ◦ T (µ1) Abb.2.6=
µ1
λ1 λ2
. . .
. . .
λ2λ1
µ2
λL
µ2
λL
µ1 µ2
µ1
Abb.2.5
=
µ2
µ1
µ2
λ1 λ2
. . .
. . .
λ2λ1
µ1
λL
µ1
λL
µ2
µ1
µ2
λLλ2
. . .
. . .
λ2λ1
µ2
µ1
λ1
µ2
λL
µ1
Abb.2.6
= T (µ1) ◦ T (µ2)=
Cb
Cb
Abbildung 2.9.: Graphischer Beweis des Kommutierens der Transfermatrizen
eingebettet in die Familie unendlich vieler, kommutierender Operatoren In, definiert durch
In :=
(
d
dλ
)n
ln(T0,...,0(λ))|λ=0 fu¨r n ∈ N.
Die Existenz dieser unendlich vielen Erhaltungsgro¨ßen ist der Grund fu¨r die Integrabilita¨t
des Heisenbergmodells.3 In der hier gewa¨hlten Normierung lautet der genaue Zusammen-
hang von HL mit den Hamiltonoperatoren (2.1) bzw. (2.2):
HL =
{
−12(HXXX + L) : ∆ = 1
− η2 sh(η)(HXXZ + ∆L) : ∆ 6= 1
Es sei noch angemerkt, dass die Interpretation im Rahmen der Darstellungstheorie einer
affinen Quantengruppe keineswegs relevant fu¨r die Integrabilita¨t ist. Der Einstieg erfolgt
daru¨ber hinaus meist u¨ber Gleichung (2.30), wobei die Dimension des Hilfsraums V0 in der
Definition der Monodromiematrix von der Dimension der Ra¨ume V1, . . . , VL verschieden
sein kann.
Die Zustandssumme eines allgemeinen inhomogenen 6-Vertex-Modells der Gro¨ße L ×
N ergibt sich durch N -fache Verkettung von Transfermatrizen Tλ1,...,λL zu verschiedenen
Spektralparametern und anschließende Spurbildung u¨ber den Raum V1 ⊗ · · · ⊗ VL.
3 Fu¨r n = 0 ergibt sich der Impulsoperator p.
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Abbildung 2.10.: Graphische Notation des Operators (Dn)L,N ∈ End((C2)⊗n), multipliziert
mit der zugeho¨rigen Zustandssumme (Z)L,N . Es gilt L = 2k + n.
2.3. Konstruktion des Dichteoperators fu¨r endliche Temperatur
Der Dichteoperator D ∈ End(HL) des Heisenberg-Modells mit Kettenla¨nge L im kanoni-
schen Ensemble ist durch die allgemeine Formel
D :=
1
ZL
e−βHL mit β :=
1
kT
definiert. Darin bezeichnet ZL die Zustandssumme des Systems, definiert durch
ZL := SpurHLe
−βHL .
Fu¨r einen beliebigen Operator F ∈ End(HL) ist die zugeordnete Korrelationsfunktion ge-
geben durch
〈F 〉 = 1
ZL
SpurHL
(
F e−βHL
)
.
Im Folgenden werden periodische Randbedingungen fu¨r den Hamiltonoperator vorausge-
setzt. Zur Konstruktion des Dichteoperators betrachtet man die beiden Transfermatrizen
(mit λi = 0 ∀i)
T (τ) = e−ip−τHL+O(τ
2) und T (−τ + 1) = eip−τHL+O(τ2).
und den daraus konstruierten Operator
ZL,N DL,N := [T (τ) T (−τ + 1)]N/2 =
(
e−τHL+O(τ
2)
)N
.
Die Zustandssumme des zugeho¨rigen (L × N)-Vertexmodells wurde mit ZL,N bezeichnet.
Im sogenannten Trotter-Limes, N →∞, folgt
e−βHL = lim
N→∞
[T (τ) T (−τ + 1)]N/2 fu¨r τ = β
N
. (2.31)
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Um Korrelationsfunktionen zwischen Spins, die ho¨chstens n viele Pla¨tze voneinander
entfernt sind, berechnen zu ko¨nnen, reicht es, den sogenannten n-Platz-Dichteoperator zu
kennen. Dieser ergibt sich aus dem Operator DL,N durch Bildung der Teilspur u¨ber alle
Ein-Teilchen-Ra¨ume mit Ausnahme von n benachbarten:
(Dn)L,N := SpurC2−k+1,...,C
2
0,C2n+1,...,C2n+k
(D)L,N (2.32)
Die Ra¨ume wurden von links nach rechts wie folgt umnummeriert:
HL = C2−k+1 ⊗ · · · ⊗ C20 ⊗ C21 ⊗ · · · ⊗ C2n ⊗ C2n+1 ⊗ · · · ⊗ C2n+k.
Abbildung 2.10 zeigt den Operator (Dn)L,N , multipliziert mit der zugeho¨rigen Zustandssum-
me ZL,N . Die Abbildung verdeutlicht die Konstruktion des Objektes. Statt durch horizontale
Transfermatrizen, la¨sst sich der Operator auch durch vertikale Transfer- und Monodromie-
matrizen aufbauen:
T vλ1,...,λL(λ0) := RˇN,N+1(λ0, λN ) . . . Rˇ2,3(λ0, λ2) Rˇ1,2(λ0, λ1).
Die Transfermatrix zum Parameter λ0 erha¨lt man aus der Monodromiematrix durch Spur-
bildung u¨ber den Hilfsraum VN+1:
T vλ1,...,λL(λ0) := SpurVN+1
(T vν1,...,νN (λ0)) ∈ End (V1 ⊗ · · · ⊗ VN ) .
Da im Folgenden nur noch vertikale Monodromie- bzw. Transfermatrizen vorkommen, wird
der obere Index
”
v“ direkt wieder fortgelassen. Es gilt
(Dn)L,N =
Spur
(
T k(0)T n(0)T k(0))
Spur (T 2k+n(0))
, (2.33)
wobei die Verkettung der Transfer- und Monodromiematrizen als Verkettung bzgl. der ho-
rizontalen Ra¨ume zu verstehen ist. Zur Berechnung der Spur in Gleichung (2.33) wa¨hlt
man eine Basis aus Eigenvektoren der vertikalen Transfermatrizen. Im thermodynamischen
Limes, d.h. fu¨r L → ∞ ( bzw. fu¨r k → ∞), vereinfacht sich die Berechnung, da in diesem
Fall nur der betragsgro¨ßte Eigenwert zur Spur beitra¨gt:
(Dn)L,N
L→∞−→ 〈Φ0| T
n(0) |Φ0〉
(Λ0(0))n
. (2.34)
Dies folgt aus der Tatsache, dass dieser vom na¨chstgro¨ßeren durch eine endliche Energielu¨cke
getrennt ist. Diese bleibt auch im Trotter-Limes bestehen. Die Bezeichnungen Λ0 und |Φ0〉
stehen fu¨r den betragsgro¨ßten Eigenwert und den zugeho¨rigen Eigenvektor der vertikalen
Transfermatrizen.
Die Bildung des Trotter-Limes und die des thermodynamischen Limes vertauschen mit-
einander [47,48], d.h. es gilt
lim
L→∞
lim
N→∞
(Dn)L,N = lim
N→∞
lim
L→∞
(Dn)L,N .
Anstelle der vertikalen Transfermatrix steht im allgemeinen Zugang die Quantentransferma-
trix. Auf deren Einfu¨hrung konnte hier wegen der Crossing-Symmetrie verzichtet werden.
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2.3.1. Der inhomogene Dichteoperator
Ziel dieser Arbeit ist die Berechnung einer inhomogenen Version des Operators
lim
L→∞
(Dn)L,N .
Diese ergibt sich in natu¨rlicher Weise aus der soeben erla¨uterten Konstruktion, indem man
fu¨r die Argumente der n Monodromiematrizen die Parameter λ1, . . . , λn einfu¨hrt und au-
ßerdem fu¨r die N
”
horizontalen“ Spektralparameter die Werte ν1, . . . , νN zula¨sst.
Dn(λ1, . . . , λn) := lim
k→∞
Spur
(
T k(0)T (λ1)T (λ2) · · · T (λn)T k(0)
)
Spur (T k(0)T (λ1)T (λ2) · · ·T (λn)T k(0))
=
〈Φ0| T (λ1)T (λ2) · · · T (λn) |Φ0〉
Λ0(λ1)Λ0(λ2) · · ·Λ0(λn)
(2.35)
Der Operator Dn(λ1, . . . , λn) wird im Folgenden der inhomogene n-Platz-Dichteoperator
oder auch nur der n-Platz-Dichteoperator genannt. Die graphische Darstellung der Kon-
struktion des Operators Dn(λ1, . . . , λn) ist in Abbildung 2.11 gezeigt.
... ...∞
... ...∞
... ...∞
... ...∞
... ...∞
... ...∞
λ1 λ2 λn
λ1 λ2 λn
...
...
...
ν1
νN
ν2
... ... ... ......... ...
∞ ∞
N
n
Abbildung 2.11.: Graphische Notation des inhomogenen n-Platz-Dichteoperators
Dn(λ1, . . . , λn), multipliziert mit der zugeho¨rigen Zustandssumme
Z(λ1, . . . , λn). Im Vergleich zu Abbildung 2.10 wurde die graphische
Periodizita¨t des Objektes in vertikaler Richtung ausgenutzt. Es gibt
insgesamt N viele, periodisch geschlossene horizontale Linien, n viele
”
offene“ Linien in vertikaler Richtung, sowie zu deren linker und rechter
Seite jeweils unendlich viele geschlossene vertikale Linien.
Im Vergleich zu dem eigentlich physikalisch interessanten Objekt ist dieser Dichteoperator
gleich in zweifacher Hinsicht inhomogenisiert. Die Idee dahinter ist, Funktionalgleichungen
in den neu eingefu¨hrten Parametern zu bekommen, welche die Berechnung dieses auf den
ersten Blick komplizierteren Objektes erlauben. Anschließend ist fu¨r die Lo¨sung zu zeigen,
dass der Grenzwert auf die physikalischen Werte existiert.
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Wie in Abschnitt 2.3 dargelegt ergibt sich fu¨r den Fall gerader Trotter-Zahl N durch
Spezialisierung der horizontalen Spektralparameter auf die Werte
ν2k−1 =
β
N
, ν2k = − β
N
+ 1 fu¨r k = 1, . . . , N/2 (2.36)
und λi = 0 fu¨r i = 1, . . . , n im Trotter-Limes N → ∞ der n-Platz-Dichteoperator des
Heisenberg-Modells fu¨r Temperatur T im thermodynamischen Limes.
Die Einfu¨hrung der Spektralparameter λ1, λ2, . . . , λn zur Berechnung der Korrelations-
funktionen der XXZ-Kette bei Temperatur null geht auf die Arbeit [34] von Jimbo, Miki,
Miwa und Nakayashiki zuru¨ck. Sie fu¨hrte sowohl zur Entwicklung der Vielfachintegraldar-
stellung fu¨r die Matrixelemente des n-Platz-Dichteoperators, als auch zu der Beobachtung,
dass dieser die reduzierte q-Knizhnik-Zamolodchikov-Gleichung erfu¨llt.
Die Bedeutung der Inhomogenisierung in horizontaler Richtung fu¨r die Behandlung des
Falls endlicher Temperatur wird im na¨chsten Kapitel klar werden.
21
22
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inhomogenen Dichteoperators
Dieses Kapitel bildet das inhaltliche Zentrum der vorliegenden Arbeit. Es werden die charak-
terisierenden Eigenschaften des inhomogenen n-Platz-Dichteoperators Dn(λ1, . . . , λn) un-
tersucht. Dieser wird als operatorwertige Funktion in den vertikalen Spektralparametern
λ1, . . . , λn betrachtet, wa¨hrend die horizontalen Spektralparametern ν1, . . . , νN als a¨ußere
Parameter aufgefasst werden.
Es zeigt sich, dass es zur eindeutigen Charakterisierung des Operators Dn(λ1, . . . , λn)
genu¨gt, diesen als Funktion nur eines der vertikalen Spektralparameter zu betrachten. Das
zentrale Ergebnis ist die Herleitung einer diskreten Funktionalgleichung in Abschnitt 3.1.1
sowie der Beweis in Abschnitt 3.2, dass diese Funktionalgleichung fu¨r generische Werte der
horizontalen Spektralparameter den Dichteoperator - im Zusammenspiel mit dessen u¨brigen
funktionalen Eigenschaften - eindeutig festlegt.
3.1. Eigenschaften des inhomogenen Dichteoperators
Die erste wichtige Eigenschaft von Dn(λ1, . . . , λn) betrifft die Form der Abha¨ngigkeit von
den vertikalen Spektralparametern.
Polynomialita¨tseigenschaft: a) Fu¨r die XXX-Kette ist der Operator
Λ0(λn)Dn(λ1, . . . , λn) (3.1)
ein Polynom N -ten Grades in λn. Damit ist gemeint, dass sich der Operator als Polynom in
λn schreiben la¨sst, dessen ho¨chste Potenz nicht gro¨ßer als N ist und dessen operatorwertige
Koeffizienten unabha¨ngig von λn sind.
b) Fu¨r die XXZ-Kette handelt es sich bei (3.1) um ein Polynom N -ten Grades in q2λn,
welches mit q−Nλn multipliziert ist.
(Die analoge Aussage gilt jeweils fu¨r die u¨brigen vertikalen Spektralparameter.)
Die R-Matrix der XXX-Kette,
Rˇ(λ1, λ2) = (1 + λ1 − λ2)I ⊗ I − (λ1 − λ2)Prs,
ist ein Polynom ersten Grades in λ1. (Die analoge Aussage gilt auch fu¨r λ2, bzw fu¨r die
Differenz λ1 − λ2.) Daraus folgt, dass die Monodromiematrix T (λn) zur Trotterzahl N ein
Polynom N -ten Grades in λn ist. Da der Spektralparameter λn in den Operator
Λ0(λn)Dn(λ1, . . . , λn) =
〈Φ0| T (λ1) · · · T (λn) |Φ0〉∏n−1
i=1 Λ0(λi)
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nur u¨ber die Monodromiematrix T (λn) eingeht, besitzt dieser ebenfalls diese Eigenschaft.
Im Falle der XXZ-Kette sind die Funktionen a(λ1, λ2) und b(λ1, λ2) Laurentpolynome
ersten Grades in qλ1 , deren konstanter Koeffizient verschwindet. Anders ausgedru¨ckt sind
sie das Produkt aus q−λ1 und einem Polynom ersten Grades in q2λ1 :
Rˇ(λ1, λ2) = sh(η(1 + λ1 − λ2))I ⊗ I − sh(η(λ1 − λ2))Prs
= q−λ1
[
1
2
(
q2λ1q−λ2+1 − qλ2−1
)
I ⊗ I − 1
2
(
q2λ1q−λ2 − qλ2
)
Prs
]
.
Insgesamt folgt die angegebene Polynomialita¨tseigenschaft.
Asymptotik: Fu¨r die Asymptotik bzgl. λn gilt
lim
λn→∞
Dn(λ1, . . . , λn) =
1
2
Dn−1(λ1, . . . , λn−1)⊗ I. (3.2)
(Die analoge Aussage gilt fu¨r den Spektralparameter λ1.)
Fu¨r die in der Konstruktion der Monodromiematrix Tν1,...,νN (λn) vorkommenden
R-Matrizen gilt
lim
λn→∞
a−1(λn, νi) Rˇ(λn, νi) = I ⊗ I − Prs = PVλn ,Vνi .
Daraus folgt
lim
λn→∞
Λ0(λn)
−1 Tν1,...,νN (λn) =
1
2
PVν1⊗···⊗VνN ,Vλn , (3.3)
woraus die Behauptung folgt. Fu¨r beliebige Vektorra¨ume sei der Permutationsoperator
PVa,Vb : Va ⊗ Vb → Vb ⊗ Va definiert durch
PVa,Vb(xa ⊗ xb) = xb ⊗ xa ∀xa ∈ Va, xb ∈ Vb.
Reduktionsbedingung: Durch Teilspurbildung u¨ber den Raum Vn erha¨lt man aus dem
n-Platz-Dichteoperator den (n− 1)-Platz-Dichteoperator:
SpurVn (Dn(λ1, . . . , λn)) = Dn−1(λ1, . . . , λn−1).
(Die Aussage gilt ebenso fu¨r Teilspurbildung u¨ber den Raum Vλ1.)
Die Reduktionsbedingung folgt unmittelbar aus Gleichung (2.35):
SpurVn (Dn(λ1, . . . , λn)) = SpurVn
〈Φ0| T (λ1) · · · T (λn) |Φ0〉∏n
i=1 Λ0(λi)
=
〈Φ0| T (λ1) · · · T (λn−1)T (λn) |Φ0〉∏n
i=1 Λ0(λi)
=
〈Φ0| T (λ1) · · · T (λn−1) |Φ0〉∏n−1
i=1 Λ0(λi)
= Dn−1(λ1, . . . , λn−1).
(3.4)
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Intertwining-Relation: Es gilt:
Rˇi,i+1(λi, λi+1)Dn(λ1, . . . , λi, λi+1, . . . , λn) Rˇi,i+1(λi+1, λi)
= Cb(λi, λi+1)Dn(λ1, . . . , λi+1, λi, . . . , λn) fu¨r i = 1, . . . , n− 1. (3.5)
Die Aussage folgt aus Gleichung (2.30), welche besagt, dass die R-Matrix als Intertwiner
auf den Monodromiematrizen operiert.
U(sl2)-Invarianz: Der n-Platz-Dichteoperator der XXX-Kette kommutiert mit der U(sl2)-
Operation auf dem n-fachen Tensorprodukt:
Dn(λ1, . . . , λn) ∆
(n)(pi(A)) = ∆(n)(pi(A))Dn(λ1, . . . , λn)
mit A ∈ U(sl2) und pi der Spin-1/2 Darstellung.
Die Monodromiematrizen kommutieren per Konstruktion mit der U(sl2)-Operation. Bei
der Konstruktion der Transfermatrizen durch Teilspurbildung bleibt diese Eigenschaft er-
halten, da der 2-Platz-Permutationsoperator U(sl2)-invariant ist
1.
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Abbildung 3.1.: Graphische Notation des Bildes von D3(λ1, λ2, λ3) unter
a)
(
C
(3)
A
)−1
A
(3)
3 (λ1, λ2, λ3) bzw. b)
(
C
(1)
A
)−1
A
(1)
3 (λ1, λ2, λ3).
Diskrete Funktionalgleichung: An den Stellen λn = ν1, . . . , νN gilt die Funktionalglei-
chung
A(n)n (λ1, . . . , λn−1, λn) (Dn(λ1, . . . , λn−1, λn)) = Dn(λ1, . . . , λn−1, λn − 1). (3.6)
1 Fu¨r den inhomogenen Dichteoperator der XXZ-Kette, wie er im vorherigen Kapitel definiert wurde, gilt
keine Uq(sl2)-Invarianz. Zum Uq(sl2)-invarianten Fall siehe [10,18]
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Das Bild eines Endomorphismus’ B ∈ End ((C2)⊗n) unter
A(n)n (λ1, . . . , λn) : End
(
(C2)⊗n
)→ End ((C2)⊗n)
ist dabei definiert durch
A(n)n (λ1, . . . , λn)(B) := −
(
n−1∏
l=1
C−1b (λn, λl)
)
SpurVn
[
Rˇ1,2(λ1, λn) · · · Rˇn−1,n(λn−1, λn)
(| s(q) 〉 〈 st(q) |)n,n+1
(
B ⊗ IVn+1
)
Rˇn−1,n(λn, λn−1) · · · Rˇ2,3(λn, λ2) Rˇ1,2(λn, λ1)
]
. (3.7)
Zur Formulierung der Definition wurde rechts das Tensorprodukt mit einem Hilfsraum
Vn+1 gebildet. Die Funktionalgleichung (3.6) ist eine diskrete Version der reduzierten q-
Knizhnik-Zamolodchikov-Gleichung [9,12]. Sie wird im folgenden Abschnitt fu¨r einen etwas
allgemeineren Fall hergeleitet. Die graphische Konstruktion des Operators A
(n)
n findet sich
in Abbildung 3.1 a). Dargestellt ist dort das Bild von D3(λ1, λ2, λ3).
Die Funktionalgleichung la¨sst sich bezu¨glich eines jeden der n vertikalen Spektralparame-
ter formulieren. Angegeben ist in Abbildung 3.1 b) zusa¨tzlich der Operator A
(1)
n bezu¨glich
des ersten Spektralparameters, da dieser in der Literatur (und daher auch in den spa¨teren
Kapiteln dieser Arbeit) verwendet wird.
3.1.1. Herleitung der diskreten Funktionalgleichung in acht Bildern
Die Symmetrie [
Rˇ(λ1, λ2), e
κSz ⊗ eκSz] = 0 fu¨r beliebiges κ ∈ C (3.8)
der R-Matrix erlaubt das Einschieben des Operators
eκSz ⊗ · · · ⊗ eκSz ∈ End((C2)⊗L) (3.9)
in die Konstruktion von (Dn)L,N . Auf der Ebene des Hamiltonoperators entspricht dies fu¨r
den Wert κ = βh der Betrachtung des Heisenberg-Modells in einem homogenen Magnetfeld
in z-Richtung. Die Modifikation ist auch
”
einseitig“ durch das Einschieben des Operators(
eηα2Sz
)⊗k ⊗ I⊗(n+k) mit L = 2k + n (3.10)
mo¨glich. Der Parameter α in (3.10), im Folgenden Alpha-Parameter genannt, entspricht
dem in [13] fu¨r die XXZ-Kette eingefu¨hrten Regularisierungsparameter. Wegen eη = q
entspricht der zweite Einschub im Fall der XXX-Kette der Identita¨t. Abbildung 3.3 zeigt
den Operator ZL,N (λ1, . . . , λn) (Dn)L,N (λ1, . . . , λn) mit den zusa¨tzlichen Einschu¨ben (3.9)
und (3.10). Gleichung (3.6) gilt auch bei Abha¨ngigkeit des Operators Dn vom Magnetfeld
und vom Alpha-Parameter, wobei die Definition von An zu a¨ndern ist zu:
A(n)n (λ1, . . . , λn)(B) := CA SpurVn
[ (
eηα2Sz
)
1
Rˇ1,2(λ1, λn) · · · Rˇn−1,n(λn−1, λn)
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Abbildung 3.2.: Graphische Notation der Zusatzoperatoren eηα2Sz (links) und eβhSz
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Abbildung 3.3.: Konstruktion des Operators ZL,N (λ1, . . . , λn)(Dn)L,N (λ1, . . . , λn) mit
zusa¨tzlichem Magnetfeld h und Alpha-Parameter α. Abbildung 3.2 defi-
niert die graphischen Notationen der Zusatzoperatoren. Es gilt L = 2k+n.
(| s 〉 〈 st |)n,n+1
(
B ⊗ IVn+1
)
Rˇn−1,n(λn, λn−1) · · · Rˇ2,3(λn, λ2) Rˇ1,2(λn, λ1)
]
(3.11)
mit der Konstanten
CA := −Λ
α
0 (λn − 1)
Λ0(λn − 1)
n−1∏
l=1
C−1b (λn, λl). (3.12)
Die Operation von An vertauscht mit der Bildung des thermodynamischen Limes:
An(Dn(λ1, . . . , λn)) = An
(
lim
L→∞
(Dn)L,N (λ1, . . . , λn)
)
= lim
L→∞
An ((Dn)L,N (λ1, . . . , λn)) .
Zur Herleitung von Gleichung (3.6) wird daher der Ausdruck
C−1A ZL,N (λ1, . . . , λn)An(λ1, . . . , λn)
(
(Dn)L,N (λ1, . . . , λn)
)
betrachtet. Dieser wird in den Abbildungen 3.4-3.11 mit Hilfe der in Kapitel 2.2.1 erla¨uterten
Eigenschaften der R-Matrix umgeformt. O. B. d. A. wird der Fall λn = ν1 betrachtet. Bis
auf skalare Vorfaktoren zeigen die Abbildungen 3.4-3.11 jeweils denselben Operator.
Anschließend wird durch die Zustandssumme dividiert und der thermodynamische Limes
gebildet.
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Abbildung 3.4.: Bild des Operators ZL,N (λ1, . . . , λn−1, ν1)(Dn)L,N (λ1, . . . , λn−1, ν1) unter
C−1A An(λ1, . . . , λn).
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Abbildung 3.5.: Es wurde die Anfangsbedingung, siehe Abbildung 2.6 a), benutzt. Dabei
tritt ein Faktor a(ν1, ν1) auf.
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Abbildung 3.6.: Es wurde die Unitarita¨t benutzt (siehe Abbildung 2.6 b). Dabei tritt ein
Faktor
∏n−1
l=1 Cb(ν1, λl) auf. Auf der rechten Seite formiert sich eine vertikale
Transfermatrix T (ν1).
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Abbildung 3.7.: Auf der linken Seite wurde k-mal die Kommutatorrelation (3.8) angewen-
det, um den aus der Definition von An stammenden Operator e
ηα2Sz nach
links zu bringen. Rechts wurde das Kommutieren der vertikalen Transfer-
matrizen ausgenutzt, um die Transfermatrix T (ν1) um k Pla¨tze nach rechts
zu bringen.
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...
λ1
...
... ...
... ...
λn−1
... ...
... ...
... ... ... ...
... ...
k
k
k
k
k
k
...
ν1
...
ν1
ν2
νN
ν1ν1
λ1 λn−1
Abbildung 3.8.: Die periodischen Randbedingungen in horizontaler Richtung wurden ausge-
nutzt, um T (ν1) nach links zu bringen. Dadurch formiert sich auf der linken
Seite die α-abha¨ngige Transfermatrix zum Spektralparameter ν1, genannt
Tα(ν1). In der Mitte wird durch die Deformierung der Linien bereits der
na¨chste Schritt angedeutet.
...
... ...
... ...
... ...k
k
k
...
ν1
... ...k
... ...k
... ...k
... ...
...
...
λ1
...
... ...
λn−1
ν1 ν1
−1
... ...
λn−1λ1 ν1 ν1
...
ν1
ν2
νN
ν1 ν1
Abbildung 3.9.: Links wurde die Anfangsbedingung (ru¨ckwa¨rts) angewendet, um die Trans-
fermatrix Tα(ν1) deutlich zu machen. Dabei entsteht ein Faktor a(ν1, ν1)
−1.
In der Mitte ist (N − 1)-mal die Unitarita¨tsbedingung (ru¨ckwa¨rts) benutzt
worden. Dies fu¨hrt zu einem Faktor
∏N
l=2C
−1
b (ν1, νl).
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...
... ...k
... ...k
... ...k
... ...k
... ...k
... ...k
... ...
...
...
λ1
...
...
−1
λn−1 ν1
...... ......
ν1
λ1 λn−1 ν1
...
ν1
ν2
νN
ν1
Abbildung 3.10.: Mit Hilfe der Anfangsbedingung wurden die Linien im Mittelfeld geschlos-
sen. Es kommt ein Faktor a(ν1, ν1)
−2 hinzu. Auf der rechten Seite ist er-
neut eine Transfermatrix T (ν1) entstanden.
... ...k
... ...k
... ...k
... ...k
... ...k
... ...k
...
ν1−1
ν1−1
... ...
...
...
λ1
...
... ...... ...
λ1
...
ν1
ν2
νN
ν1ν1
...
λn−1
λn−1
Abbildung 3.11.: Durch die Anwendung der Crossing-Symmetrie, siehe Abbildung 2.7, er-
gibt sich die Monodromiematrix T (ν1−1). Es kommt ein Faktor (−1)N−1
hinzu. Desweiteren wurde auf der rechten Seite die Transfermatrix T (ν1)
um k Pla¨tze nach rechts kommutiert. Die horizontale Transfermatrix zum
Spektralparameter ν1 kann abschließend an ihren Ausgangsplatz kommu-
tiert werden.
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Im Vergleich zum Urbildoperator - siehe Abbildung 3.3 - weist der Bildoperator in Abbil-
dung 3.11 eine zusa¨tzliche Transfermatrix Tαν1,...,νN (ν1) auf der linken und eine zusa¨tzliche
Transfermatrix Tν1,...,νN (ν1) auf der rechten Seite auf. Außerdem ist die im Urbild vorkom-
mende Monodromiematrix Tν1,...,νN (ν1) im Bild durch die Monodromiematrix zum Spek-
tralparameter ν1 − 1 ersetzt worden. Insgesamt ist ein skalarer Faktor
(−1)N−1
∏n−1
l=1 Cb(ν1, λl)∏N
l=1Cb(ν1, νl)
.
bei den Umformungen aufgetreten.
Der na¨chste Schritt besteht in der Bildung des thermodynamischen Limes. Dies ist wegen
der beiden zusa¨tzlich entstandenen vertikalen Transfermatrizen no¨tig, da der Bildoperator
3.11 ein skalares Vielfaches des Urbildoperators (mit verschobenem Spektralparameter) sein
soll. Vorher wird durch die Zustandssumme ZL,N (λ1, . . . , λn−1, ν1) geteilt. Die Verallgemei-
nerung von Gleichung (2.35) fu¨r den n-Platz-Dichteoperator mit Alpha-Parameter lautet2
Dn(λ1, . . . , λn) =
(
n∏
i=1
Λ0(λi)
)−1
〈Φα0 | T (λ1) · · · T (λn) |Φ0〉 . (3.13)
Es sei Λα0 (λ) der betragsgro¨ßte Eigenwert der α-abha¨ngigen Transfermatrix T
α
ν1,...,νN
(λ) und
|Φα0 〉 der zugeho¨rige (auf eins normierte) Eigenvektor.
Insgesamt ergibt sich
Dn(λ1, . . . , λn−1, ν1)
A
(n)
n (ν1)7→
CA(−1)N−1
∏n−1
l=1 Cb(ν1, λl)∏N
l=1Cb(ν1, νl)
Λα0 (ν1)Λ0(ν1)
Λ0(ν1 − 1)
Λ0(ν1)
Dn(λ1, . . . , λn−1, ν1 − 1)
= −CA
n−1∏
l=1
Cb(ν1, λl)
Λ0(ν1 − 1)
Λα0 (ν1 − 1)
Dn(λ1, . . . , λn−1, ν1 − 1)
= Dn(λ1, . . . , λn−1, ν1 − 1).
(3.14)
Dies entspricht Gleichung (3.6).
Im letzten Schritt in Gleichung (3.14) wurde die Inversionsrelation
Λα0 (ν1 − 1)Λα0 (ν1) = (−1)N
N∏
l=1
Cb(ν1, νl) (3.15)
benutzt. Diese ergibt sich aus der Eigenschaft
Tαν1,...,νN (νi)T
α
ν1,...,νN
(νi − 1) = (−1)N
(
N∏
l=1
Cb(νi, νl)
)
I⊗N fu¨r i = 1, . . . , N
der Transfermatrizen, welche aus den Eigenschaften der R-Matrix folgt.
2 Unter der Bedingung, dass 〈Φα0 |Φ0〉 6= 0 gilt.
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3.2. Eindeutigkeitssatz
Eindeutigkeitssatz: Fu¨r generische Werte der horizontalen Spektralparameter ν1, . . . , νN
ist der n-Platz-Dichteoperator Dn(λ1, λ2, . . . , λn) durch die Funktionalgleichung (3.6) fu¨r
die N Werte λn ∈ {ν1, ν2, . . . , νN} zusammen mit der Bedingung (3.2) fu¨r die Asymptotik
eindeutig bestimmt.
Der Beweis beruht auf der zu Anfang diesen Kapitels erla¨uterten Polynomialita¨tseigen-
schaft des n-Platz-Dichteoperators. Zu zeigen ist, dass die insgesamt (N + 1) im Eindeutig-
keitssatz genannten Bedingungen das jeweilige Polynom N -ten Grades eindeutig festlegen.
3.2.1. Beweis fu¨r die XXX-Kette
Die Funktionalgleichung (3.6) fu¨r den n-Platz-Dichteoperator bezieht sich nur auf des-
sen Abha¨ngigkeit vom n-ten Spektralparameter. Im Folgenden steht daher die Abku¨rzung
Dn(λn) fu¨r den Operator Dn(λ1, λ2, . . . , λn).
Der mit dem gro¨ßten Eigenwert der Transfermatrix zum Spektralparameter λn multi-
plizierte Dichteoperator (3.1) ist ein Polynom N -ten Grades in λn, dessen operatorwertige
Koeffizienten von λ1, . . . , λn−1, sowie von ν1, . . . , νN abha¨ngen.
Die horizontalen Spektralparameter seien paarweise verschieden. In diesem Fall bilden
die Polynome pj , definiert durch
p0(x) :=
N∏
i=1
(x− νi) und pj(x) :=
∏
k 6=j(x− νk)∏
k 6=j(νj − νk)
fu¨r j = 1, . . . , N,
eine Basis des Vektorraums der Polynome vom Grad N in einer Variablen u¨ber C. Ebenso
bilden die Polynome p˜j , definiert durch
p˜j(x) := pj(x+ 1) fu¨r j = 0, . . . , N,
eine Basis desselben Raumes. Die Tupel (p1, . . . , pN ) und (p˜1, . . . , p˜N ) sind dabei Basen des
Unterraums der Polynome vom Grad (N − 1). Die Transformationsmatrix WN in diesem
Unterraum, definiert durch
p˜i =
N∑
j=1
(WN )ji pj ,
besitzt die Matrixelemente
(WN )kl =
N∏
j=1
j 6=l
(1 + νk − νj)
(νl − νj) fu¨r k, l = 1, . . . , N.
Die Matrix WN ist a¨hnlich zu einem Jordanblock der La¨nge N zum Eigenwert 1. Fu¨r
N = 1, 2, 3 ergeben sich die Transformationsmatrizen:
W1 =
(
1
)
, W2 =
(1+ν1−ν2
ν1−ν2
1
ν2−ν1
1
ν1−ν2
1+ν2−ν1
ν2−ν1
)
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und
W3 =

(1+ν1−ν2)(1+ν1−ν3)
(ν1−ν2)(ν1−ν3)
(1+ν1−ν3)
(ν2−ν1)(ν2−ν3)
(1+ν1−ν2)
(ν3−ν1)(ν3−ν2)
(1+ν2−ν3)
(ν1−ν2)(ν1−ν3)
(1+ν2−ν1)(1+ν2−ν3)
(ν2−ν1)(ν2−ν3)
1+(ν2−ν1)
(ν3−ν1)(ν3−ν2)
1+ν3−ν2
(ν1−ν2)(ν1−ν3)
(1+ν3−ν1)
(ν2−ν1)(ν2−ν3)
(1+ν3−ν1)(1+ν3−ν2)
(ν3−ν1)(ν3−ν2)
 .
Die volle Transformationsmatrix VN zwischen den Basen (p0, p1, . . . , pN ) und
(p˜0, p˜1, . . . , p˜N ) erha¨lt man durch Erweiterung der Matrix WN um eine 0-te Zeile und Spalte
mit den Eintra¨gen
(VN )0,l = δl,0 fu¨r l = 0, . . . , N
und (VN )k,0 =
N∏
j=1
(1 + νk − νj) fu¨r k = 1, . . . , N.
Fu¨r die Entwicklung des Operators (3.1) nach den beiden Polynombasen,
Λ0(λn)Dn(λn) =
N∑
i=0
Dipi(λn) bzw. Λ0(λn)Dn(λn) =
N∑
i=0
D˜ip˜i(λn), (3.16)
gilt per Konstruktion fu¨r die Entwicklungskoeffizienten
Di = Λ0(νi)D(νi) bzw. D˜i = Λ0(νi − 1)D(νi − 1)
fu¨r i = 1, . . . , N . Die diskrete Funktionalgleichung (3.6),
An(νi) (D(νi)) = D(νi − 1) fu¨r i = 1, . . . , N,
ist a¨quivalent zur Gleichung
An(νi) (Di) =
Λ0(νi)
Λ0(νi − 1)D˜i fu¨r i = 1, . . . , N. (3.17)
fu¨r die Entwicklungskoeffizienten. Aus der Asymptotik-Bedingung von (3.2) folgt fu¨r die
0-ten Koeffizienten
D0 = D˜0 = Dn−1(λ1, . . . , λn−1)⊗ id. (3.18)
Sie sind also durch den (n− 1)-Platz-Dichteoperator bestimmt.
An dieser Stelle wird eine Basis im Vektorraum End(
(
C2
)⊗n
) gewa¨hlt. Fu¨r i = 0, . . . , N
sei Di der Koordinatenvektor des Operators Di, D˜i der Koordinatenvektor des Operators
D˜i und A(νi) die beschreibende Matrix der Abbildung A
(n)
n (νi) bezu¨glich der gewa¨hlten
Basis.
Die (N + 1) Gleichungen
D0 = D˜0 und A(νi) [Di] =
Λ0(νi)
Λ0(νi − 1) D˜i fu¨r i = 1, . . . , N
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lassen sich als lineare Abbildung der Gro¨ßen D0,D1, . . . ,DN auf die Gro¨ßen D˜0, D˜1, . . . , D˜N
auffassen.

D˜0
D˜1
D˜2
...
D˜N
 =

1 0 0 0 · · · 0
0 Λ0(ν1−1)Λ0(ν1) A(ν1) 0 0 · · · 0
0 0 Λ0(ν2−1)Λ0(ν2) A(ν2) 0 · · · 0
0 0 0
. . .
...
...
...
...
. . . 0
0 0 0 · · · 0 Λ0(νN−1)Λ0(νN ) A(νN )


D0
D1
D2
...
DN
 (3.19)
Die Koordinatenvektoren transformieren sich gema¨ß
D˜i =
N∑
j=0
VijDj .
In Matrixschreibweise entspricht die zugeho¨rige Transformationsmatrix der (N + 1)× (N +
1)-Blockmatrix VN mit Block-Eintra¨gen (VN )i,j := (VN )i,j 1 fu¨r i, j = 0, . . . , N . Durch
Linksmultiplikation von Gleichung (3.19) mit VN erha¨lt man das lineare Gleichungssystem

D0
D1
D2
...
DN
 = VN

1 0 0 0 · · · 0
0 Λ0(ν1−1)Λ0(ν1) A(ν1) 0 0 · · · 0
0 0 Λ0(ν2−1)Λ0(ν2) A(ν2) 0 · · · 0
0 0 0
. . .
...
...
...
...
. . . 0
0 0 0 · · · 0 Λ0(νN−1)Λ0(νN ) A(νN )


D0
D1
D2
...
DN

(3.20)
fu¨r die Gro¨ßen D0,D1, . . . ,DN . Die letzten N Zeilen von Gleichung (3.20) liefern ein lineares
inhomogenes Gleichungssystem fu¨r die Gro¨ßen D1,D2, . . . ,DN , dessen Inhomogenita¨tsterm
durch D0 bestimmt ist. Im Prinzip lassen sich D1,D2, . . . ,DN aus Gleichung (3.20) berech-
nen. Da sich D0 nach Gleichung (3.18) aus der Kenntnis des (n− 1)-Platz-Dichteoperators
ergibt, entspricht dies einer rekursiven Konstruktion des n-Platz-Dichteoperators. Prak-
tisch stellt allerdings das Invertieren der Matrix ein Problem dar, insofern scheidet dieses
Verfahren als Konstruktionsmechanismus aus.
An dieser Stelle genu¨gt es aber zu zeigen, dass die Lo¨sung des linearen Gleichungssystems
(3.20) eindeutig ist. Dazu wird das zugeho¨rige homogene lineare Gleichungssystem

D1
D2
...
DN
 = WN

Λ0(ν1−1)
Λ0(ν1)
A(ν1) 0 0 · · · 0
0 Λ0(ν2−1)Λ0(ν2) A(ν2) 0 · · · 0
0 0
. . .
...
...
...
. . . 0
0 0 · · · 0 Λ0(νN−1)Λ0(νN ) A(νN )


D1
D2
...
DN

(3.21)
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betrachtet. Die Matrix WN ist definiert als die (N ×N)-Blockmatrix mit den Eintra¨gen
(WN )i,j := (WN )i,j 1 fu¨r i, j = 1, . . . , N.
Außerdem definieren wir die Diagonalmatrix LN durch
(LN )i,j :=
Λ0(νi − 1)
Λ0(νi)
δi,j1 fu¨r i, j = 1, . . . , N
und die Blockdiagonalmatrizen LN mit den Eintra¨gen
(LN )i,j := (LN )i,j1 fu¨r i, j = 1, . . . , N
und AN mit den Eintra¨gen
(AN )i,j := δi,jA(νi) fu¨r i, j = 1, . . . , N.
Das lineare Gleichungssystem (3.21) besitzt eine eindeutige Lo¨sung genau dann, wenn die
Determinante der Koeffizientenmatrix
KN := WNLNAN − 1 (3.22)
von null verschieden ist. Dies ist genau dann der Fall, wenn die Matrix WN LN AN nicht
den Eigenwert 1 besitzt. Die Matrizen WN und LN kommutieren im Allgemeinen nicht,
daher lassen sich schon Aussagen u¨ber die Eigenwerte des Produktes dieser beiden Matri-
zen - ungeachtet der symmetrischen Struktur - nur schwer gewinnen. Hinzu kommt, dass
durch die Matrix LN der gro¨ßte Eigenwert der vertikalen Transfermatrix eingeht. Dieser
ist in Abha¨ngigkeit von den horizontalen Spektralparametern nicht explizit bekannt, son-
dern nur u¨ber die diskrete Funktionalgleichung (3.15) oder die Bethe-Ansatz-Gleichungen
zuga¨nglich. Daher liegt die Betrachtung eines geschickten Grenzwerts fu¨r die horizontalen
Spektralparameter nahe.
Fu¨r den gro¨ßten Eigenwert der vertikalen Transfermatrix folgt aus dem Bethe-Ansatz die
Darstellung
Λ0(λ) =
N∏
j=1
(λ− νj + 1)
[N/2]∏
l=1
(nl − λ+ 1)
(nl − λ) +
N∏
j=1
(λ− νj)
[N/2]∏
l=1
(λ− nl + 1)
(λ− nl) . (3.23)
Diese ist abha¨ngig von den Bethe-Ansatz-Zahlen {nl; l = 1, . . . , [N/2]} mit
[N/2] :=
{
N/2 fu¨r N gerade,
(N − 1)/2 fu¨r N ungerade.
Die Bethe-Ansatz-Zahlen sind bestimmt durch die Bethe-Ansatz-Gleichungen
N∏
j=1
(nl − νj + 1)
(nl − νj) = (−1)
[N/2]∏
k=1
nl − nk + 1
nl − nk − 1 fu¨r l = 1, . . . , [N/2]. (3.24)
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Sie sind daher Funktionen der horizontalen Spektralparameter. Fu¨r die Diagonalelemente
der Matrix LN ergibt sich die Darstellung
Λ0(νi − 1)
Λ0(νi)
= (−1)N
N∏
j=1
(νj − νi + 1)
(νi − νj + 1)
[N/2]∏
l=1
(nl − νi)2
(nl − νi + 1)2 .
Der Ansatz
ν2l−1 = nl + d+
1
2
, ν2l = nl − d+ 1
2
fu¨r l = 1, . . . , [N/2] (3.25)
mit freiem Parameter d erfu¨llt die Bethe-Ansatz-Gleichungen im Limes
nl →∞ und |nl − nk|l 6=k →∞ ∀ l, k. (3.26)
In diesem Limes gilt
Λ0(ν2l−1 − 1)
Λ0(ν2l−1)
=
(1 + 2d)
(1− 2d) und
Λ0(ν2l − 1)
Λ0(ν2l)
=
(1− 2d)
(1 + 2d)
sowie
(WN )2l−1,2l−1 = 1 +
1
2d
(WN )2l−1,2l =− 1
2d
(WN )2l,2l−1 =
1
2d
(WN )2l,2l =1− 1
2d
fu¨r l = 1, . . . , [N/2]. Die u¨brigen Eintra¨ge der Matrix WN verschwinden. Fu¨r gerade Werte
von N vereinfacht sich die Matrix WNLN daher zu einer (2× 2)-Block-Diagonalmatrix mit
konstanten Blo¨cken (
(1+2d)2
2d(1−2d) − (1−2d)2d(1+2d)
1+2d
2d(1−2d) − (1−2d)
2
2d(1+2d)
)
auf der Diagonalen, deren Eigenwerte
λ± = −4d
2 + 3
4d2 − 1 ± 2
√
8d2 + 2
4d2 − 1
generisch von ±1 verschieden sind. Im betrachteten Limes entspricht jeder Block auf der
Diagonalen von AN der beschreibenden Matrix der Transpositon im n-ten Raum gefolgt
von einem durch die Singuletts erzeugten Basiswechsel (modulo Vorzeichen). Da die Trans-
position nur die Eigenwerte ±1 besitzt, sind dies auch die Eigenwerte der Blockmatrix AN .
Da die Blo¨cke von AN im betrachteten Limes konstant sind, folgt, dass die beiden Ma-
trizen WN LN und AN kommutieren. Die Betra¨ge der Eigenwerte der Matrix WNLNAN
entsprechen also denen der Matrix WN LN und sind damit von eins verschieden.
Fu¨r ungerades N sei νN ein fester (endlicher) Parameter. Es wird der gleiche Limes
betrachtet, wie fu¨r gerades N . Von der Matrix WN−1 LN−1AN−1 ist bekannt, dass die
Eigenwerte von eins verschieden sind. Desweiteren gilt im betrachteten Limes
(WN )i,N = δi,N1 fu¨r i = 1, . . . , N
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sowie
Λ0(νN − 1)
Λ0(νN )
= −1.
Daher reicht es, νN so zu wa¨hlen, dass die Eigenwerte der Matrix A(νN ) von ±1 verschieden
sind. Dies ist problemlos mo¨glich. Zusa¨tzlich hat man die Option, die Spektralparameter
λ1, . . . , λn−1 geeignet zu wa¨hlen, da nur zu zeigen ist, dass Det(KN ) als Funktion dieser
Spektralparameter nicht die Nullfunktion ist. Damit ist der Beweis abgeschlossen.
Die 2-Punkt-Funktion ω
Im folgenden Kapitel wird die 2-Punkt-Funktion ω(λ1, λ2) eingefu¨hrt. Es wird gezeigt, dass
diese, als Funktion von λ2 betrachtet, die Funktionalgleichung
ω(λ1, λ2 − 1) = λ21(λ21 − 2)
1− λ221
ω(λ1, λ2)− 3
2
(
1− λ221
) fu¨r λ2 = ν1, . . . , νN
erfu¨llt. Es wurde λ21 := λ2 − λ1 gesetzt. Fu¨r die Asymptotik bezu¨glich λ2 gilt
ω(λ1, λ2) −−−−→
λ2→∞
0.
Die Funktion Λ0(λ2)ω(λ1, λ2) ist ein Polynom vom Grad N in λ2 und la¨sst sich nach den
oben eingefu¨hrten Polynombasen entwickeln. Fu¨r die Koeffizienten der Entwicklung
Λ0(λ2)ω(λ1, λ2) =
N∑
i=0
ωipi(λ2)
ergibt sich das inhomogene lineare Gleichungssystem

ω0
ω1
...
ωN
 =VN

1 0 0 · · · 0
0 Λ0(ν1−1)Λ0(ν1)
(ν1−λ1)(ν1−λ1−2)
(1−(ν1−λ1)2) 0 · · · 0
0 0
. . .
...
...
...
. . . 0
0 0 · · · 0 Λ0(νN−1)Λ0(νN )
(νN−λ1)(νN−λ1−2)
(1−(νN−λ1)2)


ω0
ω1
...
ωN

− VN

0
3
2
1
(1−(ν1−λ1)2)Λ0(ν1 − 1)
...
3
2
1
(1−(νN−λ1)2)Λ0(νN − 1)
 mit ω0 = 0.
Die eindeutige Lo¨sbarkeit la¨sst sich analog wie oben zeigen.
3.2.2. Beweis fu¨r die XXZ-Kette
Der Beweis fu¨r die XXZ-Kette erfolgt analog, basierend auf der entsprechenden Polynomi-
alita¨tseigenschaft des Operators (3.1) fu¨r diesen Fall.
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Eine Basis des Raumes der Funktionen der Gestalt
q−Nx p(q2x) mit einem Polynom p vom Grad N
ist gegeben durch (p0, . . . , pN ), definiert durch
p0(x) :=
N∏
i=1
sinh(η(x− νi))
und
pj(x) := q
−(x−νj)
N∏
k=1,k 6=j
[x− νk]q
[νj − νk]q
fu¨r j = 1, . . . , N.
Dabei wurde die Definition der q-Zahlen,
[x]q =
qx − q−x
q − q−1 =
sinh(ηx)
sinh(η)
,
benutzt. Ebenso bilden die Funktionen p˜, definiert durch
p˜j(x) := pj(x+ 1) fu¨r j = 0, . . . , N
eine Basis. Die Eintra¨ge der analog zu Abschnitt (3.2.1) definierten Basiswechselmatrizen
lauten in diesem Fall
(WN )kl = q
−(1+νk−νl)
N∏
j=1,j 6=l
[1 + νk − νj ]q
[νl − νj ]q
fu¨r k, l = 1, . . . N
sowie
(VN )0,l = e
ηδl,0 , (VN )k,0 =
N∏
j=1
sinh(η(1 + νk − νj)) fu¨r k 6= 0.
Es seien Di bzw. D˜i fu¨r i = 0, . . . , N die Entwicklungskoeffizienten von Λ0(λn)Dn(λn)
bezu¨glich der oben definierten Basen. Die Funktionalgleichungen haben (auch fu¨r den Fall
mit Magnetfeld und Alpha-Parameter) dieselbe Gestalt wie im XXX-Fall (Gleichung (3.17)).
Die Abha¨ngigkeit von Magnetfeld geht in den Eigenwert Λ0 ein. Dieser lautet
3:
Λ0(λ) = e
βh/2
N∏
j=1
sinh(η(1 + λ− νj))
[N/2]∏
l=1
[nl − λ+ 1]q
[nl − λ]q
+ e−βh/2
N∏
j=1
sinh(η(λ− νj))
[N/2]∏
l=1
[λ− nl + 1]q
[λ− nl]q
(3.27)
Die zugeho¨rigen Bethe-Ansatz-Gleichungen haben die Form
eβh
N∏
j=1
[nl − νj + 1]q
[nl − νj ]q
= (−1)
[N/2]∏
k=1
[nl − nk + 1]q
[nl − nk − 1]q
fu¨r l = 1, . . . , [N/2]. (3.28)
3 Transfermatrix mit zusa¨tzlichem Operator eβhSz
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Fu¨r h = 0
Fu¨r den Fall ohne globales Magnetfeld erfu¨llt der Ansatz (3.25) im Limes (3.26) die Bethansatz-
Gleichungen. Fu¨r die Diagonalelemente der Matrix LN liefert der Limes
Λ0(ν2l−1 − 1)
Λ0(ν2l−1)
=
[1 + 2d]q
[1− 2d]q
und
Λ0(ν2l − 1)
Λ0(ν2l)
=
[1− 2d]q
[1 + 2d]q
,
fu¨r die Matrix WN folgt
(WN )2l−1,2l−1 =
[1 + 2d]q
[2d]q
q−1 (WN )2l−1,2l =− 1
[2d]q
q−1q−2d
(WN )2l,2l−1 =
1
[2d]q
q−1q2d (WN )2l,2l =−
[1− 2d]q
[2d]q
q−1
fu¨r l = 1, . . . , [N/2], wa¨hrend die u¨brigen Eintra¨ge verschwinden. Die weitere Argumentation
ist analog zu Abschnitt 3.2.1. Die Diagonalblo¨cke der Matrix WNLN haben die Gestalt
q−1
 [1+2d]
2
q
[2d]q [1−2d]q −
[1−2d]qq−2d
[2d]q [1+2d]q
[1+2d]qq
2d
[2d]q [1−2d]q −
[1−2d]2q
[2d]q [1+2d]q
 .
Fu¨r h 6= 0
Fu¨r den Fall eines nichtverschwindenden globalen Magnetfeldes ist der Ansatz fu¨r die hori-
zontalen Spektralparameter zu modifizieren, damit die Bethe-Ansatz-Gleichungen im Limes
(3.26) erfu¨llt sind. Die Wahl
ν2l−1 = nl + 2d+
1
2
, ν2l = nl +
1
2
fu¨r 1 ≤ l ≤ [N/2] (3.29)
mit
d =
1
4η
ln
(
ch((βh+ 1)/2)
ch((βh− 1)/2)
)
− 1
2
fu¨hrt zum Ziel. Die Matrix WN hat dieselbe Gestalt wie in der Betrachtung des feldfreien
Falls, da die Differenzen der horizontalen Spektralparameter unvera¨ndert bleiben.
Fu¨r die Diagonalelemente der Matrix LN ,
Λ0(νi − 1)
Λ0(νi)
= (−1)Ne−βh
N∏
j=1
[νj − νi + 1]q
[νi − νj + 1]q
[N/2]∏
l=1
[nl − νi]2q
[nl − νi + 1]2q
,
ergibt die Limesbildung
Λ0(ν2l−1 − 1)
Λ0(ν2l−1)
= eβh
[1− 2d]q
[1 + 2d]q
q[N+1]−2 und
Λ0(ν2l − 1)
Λ0(ν2l)
= e−βh
[1 + 2d]q
[1− 2d]q
q[N+1]−2.
Ist der Operator A
(n)
n vom Alpha-Parameter abha¨ngig, so hat er im betrachteten Limes
die Eigenwerte q−αq±α. Insgesamt folgt, dass die Matrix KN nur von eins verschiedene
Eigenwerte besitzt. Die Spezialisierung von d ist unproblematisch.
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endlicher Temperatur
Mit Hilfe der Ergebnisse aus Kapitel 3 wird der inhomogene n-Platz-Dichteoperator der
XXX-Kette bei endlicher Temperatur (ohne Magnetfeld) konstruiert. Dabei wird auf die
Konstruktion dieses Operators fu¨r Temperatur null in der Arbeit [9] von Boos, Jimbo,
Miwa, Smirnov und Takeyama zuru¨ckgegriffen.
Das Ergebnis
DT=0n (λ1, λ2, . . . , λn) =
[n/2]∑
m=0
∑
I,J
 m∏
p=1
ωT=0(λip − λjp)
 fn,I,J(λ1, λ2, . . . , λn) (4.1)
aus [9] dru¨ckt den n-Platz-Dichteoperator durch eine 2-Punkt-Funktion ωT=0 (
”
physikali-
scher Anteil“) sowie Operatoren fn,I,J(λ1, λ2, . . . , λn) ∈ End(V ⊗n) aus, deren Matrixein-
tra¨ge rationale Funktionen in den Spektralparametern λ1, λ2, . . . , λn sind (”
algebraischer
Anteil“). Die innere Summation la¨uft u¨ber Paare von m-Tupeln I und J mit I ∩J = ∅ und
i1 < · · · < im, 1 ≤ ip < jp ≤ n.
In Abschnitt 4.2 wird gezeigt, dass sich der n-Platz-Dichteoperator Dn(λ1, λ2, . . . , λn)
ebenfalls in der Form (4.1) schreiben la¨sst. Genauer gesagt ist dazu die 2-Punkt-Funktion
ωT=0 durch die entsprechende 2-Punkt-Funktion ω von Dn zu ersetzen, wa¨hrend die Opera-
toren fn,I,J unvera¨ndert bleiben. Die Abha¨ngigkeit des Dichteoperators von den horizonta-
len Spektralparametern ν1, . . . , νN geht ausschließlich u¨ber die Funktion ω ein. Der Beweis
dieser Aussage folgt aus dem Eindeutigkeitssatz aus Kapitel 3 zusammen mit den in [9]
bewiesenen algebraischen und analytischen Eigenschaften der Operatoren fn,I,J .
In Abschnitt 4.3 wird fu¨r die in die Beschreibung eingehende 2-Punkt-Funktion eine
Integralformel hergeleitet, die durch die Lo¨sung einer linearen und einer nichtlinearen In-
tegralgleichung bestimmt ist. Damit ist der inhomogene Dichteoperator Dn(λ1, λ2, . . . , λn)
eindeutig bestimmt und das Kapitel abgeschlossen.
Die Integralgleichungen erlauben die Wahl der physikalischen Parameter fu¨r die hori-
zontalen Spektralparameter und die anschließende Durchfu¨hrung des thermodynamischen
Limes. Fu¨r die so gewonnene physikalische 2-Punkt-Funktion folgt, analog wie fu¨r den Fall
T = 0 in [10,11] gezeigt, dass der homogene Limes existiert.
4.1. Der n-Platz-Dichteoperator fu¨r n = 1, 2 und 3
Fu¨r n = 1, 2 und 3 gewinnt man den Operator Dn(λ1, . . . , λn) einfach und schnell durch
den Ansatz einer Linearkombination aus U(sl2)-invarianten Operatoren (Temperley-Lieb-
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; λ2λ1 = (1 + λ1 − λ2)
λ1λ2
= (1 + λ2 − λ1)
Abbildung 4.1.: Verkettung von R-Matrizen und Singuletts
λ2λ1
λ1λ2
=
λ1λ2
λ1λ2
λ1λ2
λ1λ2
D2D2
λ2λ1
=
λ2λ1
λ2λ1
λ1λ2
λ2λ1
=
λ2λ1
D2 D2C−1b C
−1
b
Abbildung 4.2.: Symmetrie des Erwartungswerts des Singulettprojektors unter Vertau-
schung der Argumente
Algebra), deren Linearfaktoren sich durch die Kombination von Intertwining-Relation (3.5)
und Reduktionsbedingung (3.4) als Funktion der vertikalen Spektralparameter ergeben. Das
Ergebnis fu¨r n = 1 lautet
D1(λ1) =
1
2
I.
Fu¨r n = 2 geht der Erwartungswert des Singulettprojektors,
1
2
〈s(1)|D2(λ1, λ2) |s(1)〉 = 1
2
Spur (D2(λ1, λ2)Prs) , (4.2)
in die Beschreibung ein. Der Operator Prs bezeichnet den nicht normierten Projektor auf
das 2-Platz U(sl2)-Singulett s(1), definiert in Gleichung (2.16). Fu¨r das Singulett
s(1) = v+ ⊗ v− − v− ⊗ v+ gilt 〈s(1) | s(1)〉 = 2. (4.3)
Die zugeho¨rige Korrelationsfunktion ist symmetrisch unter Vertauschung der Argumente:
〈s(1)|D2(λ1, λ2) |s(1)〉 = 〈s(1)|D2(λ2, λ1) |s(1)〉 ∀λ1, λ2. (4.4)
Diese Symmetrieeigenschaft folgt zusammen mit der in Abbildung 4.1 dargestellten Ope-
ration der R-Matrizen auf dem Singulett bzw. dessen dualem Vektor aus der Intertwining-
Relation fu¨r den 2-Platz-Dichteoperator, siehe Abbildung 4.2.
Ausgedru¨ckt mit Hilfe der 2-Punkt-Funktion ω, definiert analog zu der in [9] verwendeten
Funktion durch
ω(λ1, λ2) :=
1
2
− 〈s(1)|D2(λ1, λ2) |s(1)〉 ,
lautet der 2-Platz-Dichteoperator:
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D2(λ1, λ2) =
1
4
I ⊗ I + 1
3
ω(λ1, λ2)
(
1
2
I ⊗ I − Prs
)
.
Gleichung (4.4) gibt die Symmetrie
ω(λ1, λ2) = ω(λ2, λ1). (4.5)
Fu¨r die Asymptotik folgt mit Gleichung (3.3)
ω(λ1, λ2) −−−−→
λ2→∞
0. (4.6)
Aus der diskreten Funktionalgleichung (3.6) fu¨r D2(λ1, λ2) folgt eine solche fu¨r die Funktion
ω. Dazu wird der Operator A
(2)
2 (λ1, λ2) auf die Basis aus U(sl2)-invarianten Operatoren
I ⊗ I und K := 1
2
I ⊗ I − Prs
angewendet. Dies fu¨hrt auf
I ⊗ I 7→ I ⊗ I − 2(
1− λ221
)K,
K 7→ λ21(λ21 − 2)
(1− λ221)
K.
Fu¨r die Funktion ω folgt die Funktionalgleichung
ω(λ1, λ2 − 1) = λ21(λ21 − 2)
1− λ221
ω(λ1, λ2)− 3
2
(
1− λ221
) fu¨r λ2 = ν1, . . . , νN . (4.7)
Durch Gleichung (4.7) zusammen mit der Asymptotik-Bedingung (4.6) ist die Funktion ω
eindeutig bestimmt. (Siehe dazu auch Kapitel 3.2.1.)
Das Ergebnis fu¨r den 3-Platz-Dichteoperator lautet
D3(λ1, λ2, λ3) =
1
8
I⊗3 +
1
6
ω(λ1, λ3)f1,3(λ1, λ2, λ3) +
1
6
ω(λ2, λ3)f2,3(λ1, λ2, λ3)
+
1
6
ω(λ1, λ2)f1,2(λ1, λ2, λ3)
(4.8)
mit den Operatoren [9]
f1,3(λ1, λ2, λ3) =
1
2
I⊗3 − e3 − 1
λ32λ21
(
1
2
I⊗3 − e3
)
+
1
2
λ32 − λ21
λ32λ21
(e1e2 − e2e1) ,
f2,3(λ1, λ2, λ3) =
1
2
I⊗3 − e2 + 1
λ31λ21
(
1
2
I⊗3 − e3
)
− 1
2
λ31 − λ21
λ31λ21
(e1e2 − e2e1) ,
f1,2(λ1, λ2, λ3) =
1
2
I⊗3 − e1 + 1
λ31λ32
(
1
2
I⊗3 − e3
)
+
1
2
λ31 − λ32
λ31λ32
(e1e2 − e2e1) ,
und der Abku¨rzung λij := λi−λj . Der Operator e1 operiert als (nicht normierter) Projektor
auf das U(sl2)-Singulett in den ersten beiden lokalen Spin-Zustandsra¨umen und als die
Identita¨t auf dem dritten.
e1 := (Prs)1,2, e2 := (Prs)2,3, e3 := (Prs)3,1
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e1 = e2 =;
Abbildung 4.3.: Graphische Darstellung der Temperley-Lieb Generatoren auf 3 Pla¨tzen
e2 projiziert im zweiten und dritten Raum auf das Singulett und e3 im ersten und dritten.
Der Operator e3 wurde nur der U¨bersichtlichkeit halber eingefu¨hrt, er la¨sst sich durch e1
und e2 ausdru¨cken:
e3 = e1 + e2 − e1e2 − e2e1.
Fu¨r die Operation von A
(3)
3 gilt:
f1,3(λ1, λ2, λ3) 7→ λ31(λ31 − 2)
(1− λ231)
f1,3(λ1, λ2, λ3 − 1),
f2,3(λ1, λ2, λ3) 7→ λ32(λ32 − 2)
(1− λ232)
f2,3(λ1, λ2, λ3 − 1),
f1,2(λ1, λ2, λ3) 7→ f1,2(λ1, λ2, λ3 − 1)
(4.9)
und
I⊗3 7→ I⊗3 − 2
(1− λ231)
f1,3(λ1, λ2, λ3 − 1)− 2
(1− λ232)
f2,3(λ1, λ2, λ3 − 1).
Zusammen mit Gleichung (4.7) folgt daraus
A
(3)
3 (λ1, λ2, νi)D3(λ1, λ2, νi) = D3(λ1, λ2, νi − 1) fu¨r i = 1, . . . , N.
Fu¨r das asymptotische Verhalten verifiziert man mit Gleichung (4.6)
D3(λ1, λ2, λ3) −−−−→
λ3→∞
1
2
D2(λ1, λ2)⊗ I.
Der Vollsta¨ndigkeit halber seien noch die Intertwining-Relationen angegeben:
Rˇ12f2,3(λ1, λ2, λ3)Rˇ
−1
12 = f1,3(λ2, λ1, λ3)
Rˇ12f1,3(λ1, λ2, λ3)Rˇ
−1
12 = f2,3(λ2, λ1, λ3)
Rˇ12f1,2(λ1, λ2, λ3)Rˇ
−1
12 = f1,2(λ2, λ1, λ3)
Abschließend soll noch verifiziert werden, dass der Operator Λ0(λ3)D3(λ1, λ2, λ3), gegeben
durch
Λ0(λ3)D3(λ1, λ2, λ3) = Λ0(λ3)
1
8
I3 +
1
6
Λ0(λ3)ω(λ1, λ3)f1,3(λ1, λ2, λ3)
+
1
6
Λ0(λ3)ω(λ2, λ3)f2,3(λ1, λ2, λ3)
+
1
6
Λ0(λ3)ω(λ1, λ2)f1,2(λ1, λ2, λ3),
(4.10)
ein Polynom N -ten Grades in λ3 ist. Sowohl der Eigenwert Λ0(λ3) als auch die Funktionen
Λ0(λ3)ω(λi, λj) sind Polynome N -ten Grades in λ3. Die Operatoren f1,2, f1,3 und f2,3 sind
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rationale Funktionen in λ3 mit der Eigenschaft, dass sich durch Multiplikation mit λ32λ31
jeweils ein Polynom 2-ten Grades in λ3 ergibt. Es reicht also zu zeigen, dass die Residuen
der rechten Seite des Ausdrucks (4.8) an den Stellen λ3 = λ2 und λ3 = λ1 verschwinden.
Es gilt
res (f1,3) |λ3=λ2 = −
1
λ21
(
1
2
I⊗3 − e3
)
− 1
2
(e1e2 − e2e1)
res (f2,3) |λ3=λ2 = 0
res (f1,2) |λ3=λ2 =
1
λ21
(
1
2
I⊗3 − e3
)
+
1
2
(e1e2 − e2e1) .
Mit Hilfe der Symmetrieeigenschaft der Funktion ω, siehe Gleichung (4.4), folgt
res (D3) |λ3=λ2 = 0.
Gleiches gilt fu¨r λ3 = λ1. Daher ist der Ausdruck (4.10) ein Polynom N -ten Grades in λ3.
Mit Hilfe eines Ansatzes, der die Form (4.1) beru¨cksichtigt, werden in [19] die Operatoren
fn,I,J fu¨r n = 4 explizit konstruiert.
4.2. Der n-Platz-Dichteoperator
Um das Resultat fu¨r allgemeines n formulieren zu ko¨nnen, wird zuna¨chst die in [9,12] geleis-
tete Konstruktion der beno¨tigten Operatoren erla¨utert. Die Notation und die Normierung
der Operatoren entspricht der Darstellung in [12].
4.2.1. Konstruktion der Operatoren
Anstelle des Operators Dn(λ1, . . . , λn) ∈ End(V ⊗n) wird der Vektor hn(λ1, . . . , λn) ∈ V ⊗2n,
definiert durch
hn(λ1, . . . , λn) :=
(
Dn(λ1, . . . , λn)⊗ I⊗n
)
(sn), (4.11)
betrachtet. Die 2n Ra¨ume sind dabei wie folgt durchnummeriert:
V1 ⊗ V2 ⊗ · · · ⊗ Vn ⊗ Vn¯ ⊗ · · · ⊗ V2¯ ⊗ V1¯ (4.12)
und der Vektor sn ∈ V ⊗2n ist definiert als Verschachtelung von 2-Platz-Singuletts:
sn :=
n∏
i=1
s(1)i,¯i. (4.13)
Durch die Dualita¨tstransformation (4.11) werden U(sl2)-invariante Operatoren auf U(sl2)-
Singuletts abgebildet.
Aufgrund der Nummerierung (4.12) empfiehlt sich die Wahl des Operators A
(1)
n . Durch
die Dualita¨tstransformation wird dieser zu einem Element aus End(V ⊗2n). Mit Hilfe der
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...
... ...
.
.
.
λ1 λnλ2
λ1 λnλ2
Dn
Abbildung 4.4.: Konstruktion des Vektors hn(λ1, . . . , λn) aus dem Dichteoperator
Dn(λ1, . . . , λn)
Crossing-Symmetrie und der Definition (2.27) erha¨lt man die Darstellung1
A(1)n =
(
n∏
l=2
C−1b (λ1, λl)
)
(−1)nR1¯,2¯(λ1,2 − 1) · · ·R1¯,n¯(λ1,n − 1)P1,1¯R1,n(λ1,n) · · ·R1,2(λ1,2).
(4.14)
Die Operatoren fn,I,J werden in [9] rekursiv mit Hilfe von Transfermatrizen mit von den
Spektralparametern abha¨ngiger Dimension des Hilfsraumes konstruiert. Dazu wird zuna¨chst
der L-Operator
L(λ) =
(
λ+ 1/2 +H/2 F
E λ+ 1/2−H/2
)
∈ U(sl2)⊗ End(C2)
eingefu¨hrt. Fu¨r die Spin-1/2 Darstellung pi(1) erha¨lt man(
pi(1) ⊗ I
)
L(λ1,2) = R(λ1, λ2).
Der L-Operator erfu¨llt
Rˇ1,2(λ1, λ2)L2(λ− λ2)L1(λ− λ1) = L2(λ− λ1)L1(λ− λ2)Rˇ1,2(λ1, λ2).
Mit Hilfe des L-Operators wird eine Monodromiematrix
T [1]n (λ) ∈ U(sl2)⊗ End (V2 ⊗ · · · ⊗ Vn ⊗ Vn¯ ⊗ · · · ⊗ V2¯)
durch
T [1]n (λ) := L2¯(λ− λ2 − 1) · · ·Ln¯(λ− λn − 1)Ln(λ− λn) · · ·L2(λ− λ2) (4.15)
definiert. In deren Definition nimmt die Algebra U(sl2) sozusagen die Rolle des Hilfsraums
ein. Die Darstellung im Hilfsraum ist somit noch frei wa¨hlbar. Zur Konstruktion der zu-
geho¨rigen Transfermatrix wird in [9] das Spurfunktional
Trx : U(sl2)⊗ C[x]→ C[x] (4.16)
1 Gleichung (4.14) entspricht Gleichung (2.7) in [12].
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eingefu¨hrt. Dieses ist C[x]-linear und entspricht bei Wahl der (k+ 1)-dimensionalen irredu-
ziblen U(sl2)-Darstellung pi
(k) der gewo¨hnlichen Spur, d. h. es gilt
Trk+1(A) = SpurC(k+1)
(
pi(k)(A)
)
fu¨r alle A ∈ U(sl2).
Die in [9] gefu¨hrte Diskussion der Eigenschaften des Spurfunktionals wird in Anhang A
bereitgestellt.
Die Abbildung Trx erlaubt die Definition der Transfermatrix
Trλ12
[
T [1]n
(
λ1 + λ2
2
)]
auf dem Teilraum V2 ⊗ · · · ⊗ Vn ⊗ Vn¯ ⊗ · · · ⊗ V2¯. Mit deren Hilfe wird der X-Operator
nX
(1,2)
n−2 (λ1, . . . , λn) ∈ Hom
(
V ⊗2(n−2), V ⊗2n
)
definiert: Das Bild eines beliebigen Vektors u ∈ V ⊗2(n−2) ist gegeben durch
nX
(1,2)
n−2 (λ1, . . . , λn)(u)
:=
1
λ12
∏n
p=3 λ1pλ2p
Trλ1,2
[
T [1]n
(
λ1 + λ2
2
)] (
s1,2¯s1¯,2u3,...,n,n¯,...,3
)
. (4.17)
Die obige Definition wird verallgemeinert zu:
nX
(i,j)
n−2(λ1, . . . , λn) := R
(i,j)(λ1, . . . , λn) nX
(1,2)
n−2 (λi, λj , λ1, . . . , λˆi, . . . , λˆj , . . . , λn). (4.18)
Durch λˆi und λˆj wird das Fehlen der Spektralparameter λi und λj in der Folge λ1, . . . , λn
angezeigt. Der Operator R(i,j) ist definiert als die folgende Verkettung von R-Matrizen:
R(i,j)(λ1, . . . , λn) :=Rˇi,i−1(λi,i−1) · · · Rˇ2,1(λi,1)
Rˇj,j−1(λj,j−1) · · · Rˇi+2,i+1(λj,i+1)Rˇi+1,i(λj,i−1) · · · Rˇ3,2(λj,1)
Rˇ−1
i−1,i(λi,i−1) · · · Rˇ
−1
1,2
(λi,1)
Rˇ−1
j−1,j(λj,j−1) · · · Rˇ
−1
i+1,i+2
(λj,i+1)Rˇ
−1
i,i+1
(λj,i−1) · · · Rˇ−12,3(λj,1),
er vertauscht daher die Reihenfolge der vertikalen Spektralparameter.
Da die Definition der X-Operatoren in Gleichung (4.17) der Normierung in [12] ent-
spricht, ω jedoch der in [9], ist es gu¨nstig, eine entsprechend umskalierte 2-Punkt-Funktion
einzufu¨hren:
ωXXX(λ1, λ2) :=
1
(λ212 − 1)
ω(λ1, λ2).
Diese erfu¨llt die Funktionalgleichung
ωXXX(λ1 − 1, λ2) = −ωXXX(λ1, λ2)− p(λ1, λ2) fu¨r λ1 = ν1, . . . , νN . (4.19)
Der Koeffizient ist gegeben durch
p(λ1, λ2) :=
3
2
1
(1− λ221)λ21(λ21 − 2)
. (4.20)
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Die X-Operatoren besitzen per Konstruktion einige wichtige Eigenschaften. Sie erfu¨llen
bezu¨glich der Operation von An(λ1, . . . , λn) die Funktionalgleichung:
Gleichungen (4.2) und (4.3) in [12]
A(1)n (λ1, λ2 . . . , λn) nX
(1,j)
n−2 (λ1, λ2, . . . , λn) = −nX(1,j)n−2 (λ1 − 1, λ2, . . . , λn) (4.21)
Fu¨r i 6= 1 gilt
A(1)n (λ1, . . . , λn) nX
(i,j)
n−2(λ1, . . . , λn) =
nX
(i,j)
n−2(λ1 − 1, λ2, . . . , λn)A(1)n−2(λ1, . . . , λˆi, . . . , λˆj , . . . , λn). (4.22)
Der Beweis aus [12] ist in Anhang B wiedergegeben. Außerdem gilt die folgende Kommu-
tatorrelation:
Gleichung (4.4) in [12] Fu¨r paarweise verschiedene Indizes i, j, k, l gilt
nX
(i,j)
n−2(λ1, . . . , λn) n−2X
(k′,l′)
n−4 (λ1, . . . , λˆi, . . . , λˆj , . . . , λn)
= nX
(k,l)
n−2 (λ1, . . . , λn) n−2X
(i′,j′)
n−4 (λ1, . . . , λˆk, . . . , λˆl, . . . , λn), (4.23)
wobei mit k′ und l′ die Positionen von λk und λl in der Folge λ1, . . . , λˆi, . . . , λˆj , . . . , λn
bezeichnet sind.
Fu¨r das Bild des Vektors sn unter A
(1)
n gilt:
Gleichung (4.5) in [12]
A(1)n (λ1, . . . , λn)(sn)
= sn − 4A(1)n (λ1, . . . , λn)
 n∑
j=2
p(λ1, λj)nX
(1,j)
n−2 (λ1, . . . , λn)(sn−2)
 . (4.24)
Die Funktion p entspricht dem Koeffizienten (4.20).
Aus den X-Operatoren und der Funktion ωXXX werden die Ω-Operatoren definiert:
nΩ
(i,j)
n−2 := ω
XXX(λi, λj) nX
(i,j)
n−2(λ1, . . . , λn).
Fu¨r ein m-Tupel K = (k1, . . . , km) mit 1 ≤ k1 < · · · < km ≤ n wird außerdem die Notation
ΩK,(ki,kj) :=m Ω
(i,j)
m−2(λk1 , . . . , λkm)
eingefu¨hrt.
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4.2.2. Das Ergebnis fu¨r endliche Temperatur
Satz 1 Der Vektor hn, definiert in Gleichung (4.11), ist gegeben durch
hn(λ1, . . . , λn) =
[n/2]∑
m=0
(−1)m
2n−2m
∑
I,J
ΩK1,(i1,j1) ΩK2,(i2,j2) . . . ΩKm,(im,jm)(sn−2m). (4.25)
Die innere Summe la¨uft u¨ber Paare von m-Tupeln, I = (i1, . . . , im), J = (j1, . . . , jm)
verschiedener Elemente der Menge K1 = {1, 2, . . . , n} unter der Bedingung i1 < · · · < im
und i1 < j1, . . . , im < jm. Es gilt Kp+1 := Kp \ {ip, jp} fu¨r p ≥ 1.
Im Vergleich zum Ergebnis fu¨r Temperatur null ist in Gleichung (4.25) nur die 2-Punkt-
Funktion ωT=0 durch ω ersetzt worden. Durch Ausmultiplizieren ergibt sich das Ergebnis
in der Form (4.1).
Wir fassen Gleichung (4.25) als Ansatz fu¨r hn auf und zeigen die folgenden drei Punkte:
1) Fu¨r λ1 = ν1, . . . , νN gilt die Funktionalgleichung
A(1)n (λ1, . . . , λn) (hn(λ1, . . . , λn)) = hn(λ1 − 1, . . . , λn). (4.26)
2) Fu¨r die Asymptotik gilt
hn(λ1, . . . , λn) −−−−→
λ1→∞
1
2
s1,1¯ hn−1(λ2, . . . , λn). (4.27)
3) Der Ausdruck besitzt die Polynomialita¨tseigenschaft, d. h. der Vektor
Λ0(λ1)hn(λ1, . . . , λn) (4.28)
ist ein Polynom N -ten Grades in λ1.
Dann folgt der Beweis aus dem Eindeutigkeitssatz aus Kapitel 3.
zu 1) Mit Hilfe der Kommutatorrelation fu¨r die X-Operatoren, siehe Gleichung (4.23),
lassen sich die Ω-Operatoren mit Index i = 1 im Ausdruck (4.25) nach rechts bringen und
in der Definition des Vektors
φn(λ1, . . . , λn) := sn − 4
n∑
j=2
nΩ
(1,j)
n−2 (λ1, . . . , λn)(sn−2)
zusammenfassen, so dass der Ausdruck fu¨r hn die Gestalt
hn(λ1, . . . , λn) =
[n/2]∑
m=0
(−1)m
2n−2m
∑˜
ΩK1,(i1,j1) ΩK2,(i2,j2) . . . ΩKm,(im,jm)(φn−2m) (4.29)
annimmt. Die Summe
∑˜
ist dabei auf Tupel mit i1 6= 1 eingeschra¨nkt. (Daraus folgt
j1 6= 1, 2.)
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Aus Gleichung (4.22) folgt
A(1)n (λ1, . . . , λn) (hn(λ1, . . . , λn))
=
[n/2]∑
m=0
(−1)m
2n−2m
∑˜
ΩK1,(i1,j1) ΩK2,(i2,j2) . . . ΩKm,(im,jm)A
(1)
n−2m(φn−2m).
Fu¨r den Vektor φn ergibt sich aus den Gleichungen (4.19) und (4.24) die Funktionalgleichung
A(1)n (λ1, . . . , λn) (φn(λ1, . . . , λn)) = φn(λ1 − 1, . . . , λn) fu¨r λ1 = ν1, . . . , νN .
Durch Einsetzen in Gleichung (4.29) folgt Gleichung (4.26).
(Der Unterschied zum Fall T = 0 besteht lediglich darin, dass die Funktionalgleichung
fu¨r ω nur fu¨r endlich viele Spektralparameterwerte gilt, wa¨hrend es fu¨r T = 0 diese Ein-
schra¨nkung nicht gibt.)
zu 2) Es gilt
φn(λ1, . . . , λn) −−−−→
λ1→∞
sn, (4.30)
da die Vektoren
nΩ
(1,j)
n−2 (sn−2) = ω(λ1, λj)
1
(λ21j − 1)n
X
(1,j)
n−2 (λ1, . . . , λn)(sn−2)
in diesem Limes verschwinden. Letzteres folgt aus der Asymptotik-Bedingung (4.6) der
Funktion ω zusammen mit dem folgenden Lemma aus [9]:
Lemma 4.5 in [9] Fu¨r jeden U(sl2)-Singulett-Vektor v ∈ V ⊗2(n−2) gilt
lim
λk→∞
1
(λ2ij − 1) n
X
(i,j)
n−2(λ1, . . . , λn)(v) = konst. ∀ k. (4.31)
Aus der Crossing-Symmetrie erha¨lt man2
Trλ
(
AL1
(µ
2
)
L1¯
(µ
2
− 1
))
s1,1¯ =
(µ− λ)
2
(µ+ λ)
2
Trλ (A) s1,1¯ ∀ A ∈ U(sl2).
Daraus folgt fu¨r i 6= 1 (j 6= 1, 2) durch Einsetzen von λ = λij und µ = λi1 + λj1:
nX
(i,j)
n−2(λ1, . . . , λn)(sn−2) −−−−→
λ1→∞
s1,1¯ n−2X
(i,j)
n−4(λ2, . . . , λn)(sn−4). (4.32)
Die Gleichungen (4.30) und (4.32) ergeben die Asymptotikbedingung (4.27).
zu 3) Die Transfermatrix
Trλ12
[
T [1]n
(
λ1 + λ2
2
)]
(4.33)
ist zuna¨chst per Konstruktion in jedem der ersten beiden Spektralparameter λ1 und λ2
ein Polynom vom Grad 2(n − 1) + 1 und in jedem der Spektralparameter λ3, . . . , λn ein
2 Gleichung (5.7) in [12]
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Polynom vom Grad 2. Dies folgt aus der Gestalt des L-Operators zusammen mit Gleichung
(A.3) fu¨r den Grad des Bildes unter Trλ als Polynom in λ. Der Vektor (4.28) ist also per
Konstruktion ein Polynom in λ1, zu zeigen ist noch, dass dieses nur vom Grad N ist. Der
erste Schritt ist die Beobachtung, dass der Operator
1
(λ2ij − 1) n
X
(i,j)
n−2(λ1, . . . , λn) (4.34)
fu¨r λij = −1, 0, 1 keine Polstellen besitzt. Dies folgt direkt aus Lemma 4.4 in [9].
Lemma 4.4 in [9] Der Operator∏
p 6=i,j
λipλjp
 1
(λ2ij − 1) n
X
(i,j)
n−2(λ1, . . . , λn)
ist ein Polynom in den Spektralparametern.
Insbesondere ist der Za¨hler des Ausdrucks (4.34) in λi und λj vom Grad 2(n− 2), wa¨hrend
der Nenner durch
∏
p 6=i,j λipλjp gegeben ist und somit in diesen beiden Spektralparametern
den Grad (n− 2) hat. In den u¨brigen Spektralparametern haben Za¨hler und Nenner jeweils
den Grad 2.
Zur Kontruktion von hn wird der Operator (4.34) auf einen U(sl2)-Singulettvektor ange-
wendet. Dadurch halbiert sich nach Lemma 4.5 in [9] der Za¨hlergrad. Da die X-Operatoren
auch U(sl2)-invariant sind, folgt insgesamt, dass Za¨hler und Nenner der Vektoren fn,I,J
in allen Spektralparametern denselben Grad haben. Daru¨berhinaus folgt, dass die einzigen
mo¨glichen Polstellen des Vektors (4.28) als Funktion von λ1 an den Stellen λ1 = λ2, . . . , λn
liegen. Das Produkt der in jedem Summanden von (4.25) auftretenden ω-Funktionen,
Λ0(λ1)
m∏
p=1
ω(λip , λjp),
ist ein Polynom N -ten Grades in λ1. Um zu zeigen, dass der gesamte Ausdruck diese Eigen-
schaft hat, reicht es nach dem oben Gesagten zu zeigen, dass die Residuen an den Stellen
λ1 = λ2, . . . , λn verschwinden. Wie im Beispiel fu¨r n = 3 sind die Residuen der Summanden
identisch null oder es heben sich jeweils die Residuen zweier Summanden des Ausdrucks
(4.25) weg. Dies ist anhand der obigen Darstellung jedoch schwer zu erkennen. Mit Hilfe
der in [12] konstruierten exponentiellen Form wird dies allerdings unmittelbar klar. Diese
wird mit Hilfe der Operatoren
Ωˆ(i,j)n (λ1, . . . , λn) ∈ End
(
V 2n
)
,
definiert durch
Ωˆ(i,j)n (λ1, . . . , λn) := 4nΩ
(i,j)
n−2(λ1, . . . , λn) n−2ΠnR
(i,j)(λ1, . . . , λn)
−1,
formuliert. Der Operator n−2Πn ∈ Hom(V ⊗2n, V ⊗2(n−2)) ist das Analogon der Teilspurbil-
dung in den ersten beiden Ra¨umen unter der oben erla¨uterten Dualita¨t. Die wichtigsten
Eigenschaften der Operatoren Ωˆ
(i,j)
n ergeben sich unmittelbar aus denen der Ω-Operatoren:
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Lemma 12.3 in [12] Es gilt
Ωˆ(i,j)n Ωˆ
(k,l)
n = Ωˆ
(k,l)
n Ωˆ
(i,j)
n fu¨r alle i < j, k < l.
Fu¨r Verkettungen findet man
Gleichung (12.5) in [12]
Ωˆ(i1,j1)n Ωˆ
(i2,j2)
n · · · Ωˆ(im,jm)n sn
=
{
(−4)mΩK1,(i1,j1) · · · ΩKm,(im,jm)(sn−2m) fu¨r paarweise verschiedene Indizes
0 sonst,
daraus folgt, dass der Operator
Ωˆn :=
∑
i<j
Ωˆ(i,j)n (4.35)
nilpotent ist, genauer gesagt gilt(
Ωˆn
)m
= 0 fu¨r m >
[n
2
]
.
Damit la¨sst sich der Vektor hn in exponentieller Form schreiben:
Theorem 12.4 in [12]
hn(λ1, . . . , λn) = 2
−neΩˆn(λ1,...,λn)sn.
Dass hn bei λ1 = λ2, . . . , λn keine Pole besitzt, wird durch das folgende Lemma geliefert:
Lemma 12.5. in [12] Der Operator Ωˆn(λ1, . . . , λn) hat fu¨r λk = λj keinen Pol.
Der Beweis beruht darauf zu zeigen, dass sich fu¨r festes i die Residuen der Operatoren
Ωˆ
(k,i)
n und Ωˆ
(j,i)
n fu¨r λk = λj gegeneinander wegheben. Dazu wird die Symmetrieeigenschaft
ωT=0(λ) = ωT=0(−λ) beno¨tigt, welche durch Gleichung (4.5) ersetzt wird. Von den u¨brigen
Summanden in (4.35) ist klar, dass sie fu¨r λk = λj keinen Pol haben.
Damit ist der Beweis von Satz 1 abgeschlossen.
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4.3. Die 2-Punkt-Funktion ω
In [7] wurde von Boos, Go¨hmann, Klu¨mper und Suzuki mit Hilfe der Vielfachintegraldar-
stellung eine effiziente Beschreibung der 2-Punkt-Funktion ω durch Integralgleichungen her-
geleitet. Im Folgenden wird die Herleitung dieses Resultats mit Hilfe der freien Energie eines
geeignet modifizierten Vertex-Modells gegeben.
Dazu wird die modifizierte vertikale Transfermatrix
T (λ;µ) := SpurVλ
(
RˇN+2,N+3(λ, µ+ 1 + ε) RˇN+1,N+2(λ, µ) RˇN,N+1(λ, νN ) · · · Rˇ1,2(λ, ν1)
)
eingefu¨hrt. Diese entspricht der Transfermatrix T (λ) zur Trotter-Zahl N + 2 mit den Inho-
mogenita¨ten ν1, . . . , νN , µ und µ+ 1 + ε. Die graphische Darstellung von T (λ;µ) findet sich
in Abbildung 4.5.
λ
µ+ ε
µνN
. . .
ν1
. . .
ν1
λ
µνN µ+ 1 + ε
Abb.2.7
=
Abbildung 4.5.: Modifizierte Transfermatrix T (λ;µ). Die rechte Seite ergibt sich durch An-
wendung der Crossing-Symmetrie am letzten Platz.
Fu¨r ε = 0 ergibt sich fu¨r einen beliebigen Eigenvektor |Ψ〉 von Tν1,··· ,νN (λ) mit
T (λ) |Ψ〉 = Λ(λ) |Ψ〉
durch Bildung des Tensorproduktes mit dem 2-Platz-Singulett ein Eigenvektor von T (λ;µ)|=0:
T (λ;µ)|=0 (|Ψ〉 ⊗ |s(1)〉) = (−1)Cb(λ− µ)Λ(λ) (|Ψ〉 ⊗ |s(1)〉) . (4.36)
Dabei gehen die Crossing-Symmetrie und die Unitarita¨t der R-Matrix ein.
. . .
ν1 µνN
λ
µ
. . .
Abb.2.6b)
= (−1)Cb(λ− µ)Λi(λ)
. . .
Ψ
Ψ
Abbildung 4.6.: Eigenvektoren der modifizierten Transfermatrix
Λ0(λ;µ) sei der betragsgro¨ßte Eigenwert der modifizierten Transfermatrix T (λ;µ) und
|Φ0〉 der zugeho¨rige, auf eins normierte Eigenvektor. Dann folgt
d
dε
ln(Λ0(λ;µ))|ε=0 =
〈Φ0|
(
d
dεT (λ;µ)
) |Φ0〉
〈Φ0|T (λ;µ) |Φ0〉 |ε=0.
Der Bruch auf der rechten Seite wird erweitert zu
〈Φ0|T k(0;µ)T (µ;µ)
(
d
dεT (λ;µ)
)
T k(0;µ) |Φ0〉
〈Φ0|T k(0;µ)T (µ;µ)T (λ;µ)T k(0;µ) |Φ0〉 |ε=0. (4.37)
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Nach Gleichung (4.36) ist |Φ0〉 gegeben durch
|Φ0〉 = | Φ˜0 〉 ⊗ |s(1)〉 , (4.38)
wobei | Φ˜0 〉 den Eigenvektor der nicht modifizierten Transfermatrix zum fu¨hrenden Eigen-
wert bezeichne. Im thermodynamischen Limes k →∞ kann im Ausdruck (4.37) die Projek-
... ...
ν1
λµ
k k
... ...
... ...
...
...
...
...
...
...
νN
k
ν1
λ
k
...
...
...
...
...
...
νN
µ
...
...
...
...
µ
... ...
µ
µ
∝
Abbildung 4.7.: Spur
[
T (µ;µ)T k(0;µ)
(
d
dεT (λ;µ)
)
T k(0;µ)
]
fu¨r k → ∞. Es wurde die
Crossing-Symmetrie benutzt. Da die Anzahl der Transfermatrizen gerade
ist, tritt kein relatives Vorzeichen auf.
tion auf |Φ0〉 durch die Spurbildung ersetzt werden. Die graphische Darstellung des Za¨hlers
findet sich in Abbildung 4.7. Der Punkt steht dabei fu¨r die Ableitung der entsprechenden
R-Matrix nach ε. Unter Verwendung der Unitarita¨t und der Yang-Baxter-Gleichung ergibt
sich fu¨r ε = 0:
d
dε
ln(Λ0(λ;µ))|ε=0 =
Spur
(
D2(µ, λ) Rˇ(λ, µ)
d
dεRˇ(µ+ ε, λ)|ε=0
)
Spur
(
D2(µ, λ) Rˇ(λ, µ) Rˇ(µ, λ)
)
=
1
a(λ, µ)a(µ, λ)
Spur
(
D2(µ, λ) Rˇ(λ, µ)
d
dε
Rˇ(µ+ ε, λ)|ε=0
)
.
(4.39)
Gleichung (4.39) gilt fu¨r jede Normierung der R-Matrix. Fu¨r a(λ, µ) = 1 +λ−µ ergibt sich
Rˇ(λ, µ)
d
dε
Rˇ(µ+ ε, λ)|ε=0 = (1 + λ− µ) I⊗2 − Prs.
Mit
Spur (D2(µ, λ)) = 1 und Spur (D2(µ, λ)Prs) =
1
2
− ω(µ, λ)
folgt der Zusammenhang
d
dε
ln(Λ0(λ;µ))|ε=0 = 1
1− (λ− µ)2
(
(1 + λ− µ)− 1
2
+ ω(µ, λ)
)
. (4.40)
Der gro¨ßte Eigenwert der modifizierten Transfermatrix la¨sst sich mit Hilfe von Integralglei-
chungen beschreiben. Anschließend gewinnt man mit Hilfe von Gleichung (4.40) eine Be-
schreibung der 2-Punkt-Funktion ω. Die Herleitung der Integralgleichung fu¨r den fu¨hrenden
Eigenwert folgt der Darstellung in [41].
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Fu¨r Λ0(λ;µ) folgt aus dem Bethe-Ansatz die Darstellung (vgl. Gleichung (3.23))
Λ0(λ;µ) =(λ− µ− ε)(λ− µ+ 1)
N∏
j=1
(λ− νj + 1)
[N/2]∏
l=0
(nl − λ+ 1)
(nl − λ)
+ (λ− µ− 1− ε)(λ− µ)
N∏
j=1
(λ− νj)
[N/2]∏
l=0
(λ− nl + 1)
(λ− nl) .
(4.41)
Mit Hilfe der beiden Funktionen
Φ(λ) := (λ− µ− ε− 1/2) (λ− µ+ 1/2)
N∏
k=1
(λ− νk + 1/2)
und
q(λ) :=
[N/2]∏
l=0
(λ− nl)
la¨sst sich Gleichung (4.41) umschreiben in
Λ0(λ;µ) = Φ(λ+ 1/2)
q(λ− 1)
q(λ)
+ Φ(λ− 1/2)q(λ+ 1)
q(λ)
.
Die Anzahl der zu Λ0(λ;µ) geho¨renden Bethe-Ansatz-Zahlen {nl; l = 0, . . . , [N/2]} ist ge-
genu¨ber der Anzahl fu¨r den Eigenwert Λ0(λ) um eins gro¨ßer.
Die Bethe-Ansatz-Gleichungen sind a¨quivalent zur Forderung der Analytizita¨t des Aus-
drucks fu¨r den Eigenwert Λ0(λ;µ) als Funktion von λ in der gesamten komplexen Ebene.
Die Residuen an den Stellen λ = nl verschwinden genau dann, wenn fu¨r die Hilfsfunktion
a, definiert durch
a(λ;µ) :=
Φ(λ+ 1/2)
Φ(λ− 1/2)
q(λ− 1)
q(λ+ 1)
,
die Bedingung
a(nl;µ) = −1 fu¨r l = 0, . . . , [N/2] (4.42)
gilt. Die Hilfsfunktion a ist per Definition eine meromorphe Funktion mit einfachen Polstel-
len bei
ν1, . . . , νN , µ und µ+ ε+ 1
sowie
nj − 1 fu¨r j = 0, . . . , [N/2]
und einfachen Nullstellen bei
ν1 − 1, . . . , νN − 1, µ− 1 und µ+ ε
sowie
nj + 1 fu¨r j = 0, . . . , [N/2].
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Zur Herleitung einer Integralgleichung fu¨r die Funktion a wird die Hilfsfunktion
A(λ;µ) := 1 + a(λ;µ)
definiert. Diese besitzt dieselben Polstellen wie die Funktion a. Nullstellen von A sind auf-
grund von Gleichung (4.42) die Bethe-Ansatz-Zahlen nl, l = 0, . . . , [N/2], die sich auf
der imagina¨ren Achse befinden. Daru¨ber hinaus besitzt A noch die N + 2 Nullstellen des
Eigenwerts Λ0(λ;µ), deren Realteil bei ±1 liegt [41]. Im Hinblick auf die spa¨tere Speziali-
sierung der horizontalen Spektralparameter auf die physikalischen Werte (2.36) seien diese
so gewa¨hlt, dass 0 < ν1, . . . , ν[N/2] < 1/2 und 1/2 < ν[N/2]+1, . . . , νN < 1 gilt. Außerdem
gelte 0 < µ < 1/2. Die Null- und Polstellenstruktur der Funktion A fu¨r diese Wahl der
Inhomogenita¨tsparameter ist in Abbildung 4.8 skizziert. Analog zum Vorgehen in [41] leitet
..
.
..
.
ν[N/2]+1 νN µ+ ε+ 1
. . .
µ ν1 ν[N/2]
. . .
..
.
..
.
..
.
..
.
L
Abbildung 4.8.: Null- und Polstellenverteilung der Funktion A(λ;µ). Die Kontur L um-
schließt die Bethe-Ansatz-Zahlen n0, . . . , n[N/2] auf der imagina¨ren Achse,
diese sind einfache Nullstellen von A; außerdem umschließt L die einfachen
reellen Polstellen bei µ und ν1, . . . , ν[N/2].
man fu¨r λ innerhalb der Kontur L die Integralgleichung
ln(a(λ;µ)) = ln
(
λ− µ− 1
λ− µ
)
+ ln
(
λ− µ− ε
λ− µ− ε− 1
)
+
[N/2]∑
k=1
ln
(
λ− νk − 1
λ− νk
)
+
N∑
k′=[N/2]+1
ln
(
λ− νk′ + 1
λ− νk′
)
+
1
2pii
∫
L
2
((λ− ω)2 − 1) ln (1 + a(ω;µ)) dω (4.43)
her. Durch Einsetzen von ln(1 + a) = ln(1 + a−1) + ln(a) im Integranden und Berechnung
des zweiten Summanden mittels partieller Integration ergibt sich die Integralgleichung in
der alternativen Form
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ln(a−1(λ;µ)) = ln
(
λ− µ
λ− µ+ 1
)
+ ln
(
λ− µ− ε+ 1
λ− µ− ε
)
+
[N/2]∑
k=1
ln
(
λ− νk
λ− νk + 1
)
+
N∑
k′=[N/2]+1
ln
(
λ− νk′ + 2
λ− νk′ + 1
)
− 1
2pii
∫
L
2
((λ− ω)2 − 1) ln
(
1 + a−1(ω;µ)
)
dω. (4.44)
Fu¨r den gro¨ßten Eigenwert ergibt sich der Integralausdruck3
ln(Λ0(λ;µ)) =
[N/2]∑
k=1
ln (λ− νk + 1) + ln(λ− µ+ 1)
+
N∑
k′=[N/2]+1
ln(λ− νk′) + ln(λ− µ− ε− 1)
− 1
2pii
∫
L
1
(λ− ω)(λ− ω + 1) ln(A(ω;µ))dω. (4.45)
Anwenden von Gleichung (4.36) fu¨r die Eigenwerte Λ0(λ;µ) und Λ0(λ) liefert
a(λ;µ))|ε=0 = a(λ),
wobei die Funktion auf der rechten Seite die zum gro¨ßten Eigenwert der nicht modifizierten
Transfermatrix T (λ) geho¨rende Hilfsfunktion sei. Gleichung (4.45) liefert fu¨r ε = 0
ln(Λ0(λ)) =
[N/2]∑
k=1
ln (λ− νk + 1) +
N∑
k′=[N/2]+1
ln(λ− νk′)
− 1
2pii
∫
L
1
(λ− ω)(λ− ω + 1) ln(1 + a(ω))dω.
Alternativ erha¨lt man die Ausdru¨cke
ln(Λ0(λ;µ)) =
[N/2]∑
k=1
ln (λ− νk + 1) + ln(λ− µ+ 1)
+
N∑
k′=[N/2]+1
ln(λ− νk′) + ln(λ− µ− ε− 1)
+
1
2pii
∫
L
1
(λ− ω)(λ− ω − 1) ln(1 + a
−1(ω;µ))dω (4.46)
3 Der Driving-Term in Gleichung (4.45) verschwindet, wenn man zur Kontruktion der Transfermatrix die
R-Matrix a−1(λ1, λ2)Rˇ(λ1, λ2) verwendet und die zu den außerhalb der Kontur liegenden horizontalen
Spektralparametern geho¨renden Linien mittels Crossing-Symmetrie umdreht. Die Hilfsfunktion a bleibt
dabei unvera¨ndert.
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und
ln(Λ0(λ)) =
[N/2]∑
k=1
ln (λ− νk + 1) +
N∑
k′=[N/2]+1
ln(λ− νk′)
+
1
2pii
∫
L
1
(λ− ω)(λ− ω − 1) ln(1 + a
−1(ω))dω.
Fu¨r die Funktion G, definiert durch
G(λ;µ) :=
d
dε
ln(a(λ;µ))|ε=0,
folgt aus Gleichung (4.43) die in [29] gefundene lineare Integralgleichung
G(λ;µ) =
1
(λ− µ)(λ− µ− 1) +
1
2pii
∫
L
2
((λ− ω)2 − 1)
G(ω;µ)
1 + a−1(ω)
dω
bzw. aus Gleichung (4.44)
G(λ;µ) =
−1
(λ− µ)(λ− µ+ 1) −
1
2pii
∫
L
2
((λ− ω)2 − 1)
G(ω;µ)
1 + a(ω)
dω.
Man erha¨lt
d
dε
ln (Λ0(λ;µ)) |ε=0 = −1
(λ− µ− 1) −
1
2pii
∫
L
1
(λ− ω)(λ− ω + 1)
G(ω;µ)
1 + a−1(ω)
dω
d
dε
ln (Λ0(λ;µ)) |ε=0 = −1
(λ− µ− 1) −
1
2pii
∫
L
1
(λ− ω)(λ− ω − 1)
G(ω;µ)
1 + a(ω)
dω
Aus der Beschreibung der 2-Punkt-Funktion ω durch die freie Energie des modifizierten
Vertex-Modells, Gleichung (4.40), ergibt sich mit Hilfe von Gleichung (4.45) der Integral-
ausdruck
1
2
− ω(µ, λ) =
(
1− (λ− µ)2)
2pii
∫
L
1
(λ− ω)(λ− ω + 1)
G(ω;µ)
1 + a−1(ω)
dω
=
(
1− (λ− µ)2)
2pii
∫
L
1
(λ− ω)(λ− ω − 1)
G(ω;µ)
1 + a(ω)
dω.
Damit ist die 2-Punkt-Funktion ω gegeben durch die Lo¨sung der nichtlinearen Integralglei-
chung fu¨r die Hilfsfunktion a und der linearen Integralgleichung fu¨r die Funktion G. Diese
lassen sich numerisch gut berechnen. Sie erlauben die Wahl der physikalisch relevanten
Werte fu¨r die horizontalen Spektralparameter, siehe Gleichung (2.36), und anschließend die
Bildung des Trotter-Limes.
Der Ausdruck fu¨r ω mit den physikalischen Parametern im Trotter-Limes wird in die
Formel (4.25) eingesetzt. Durch eine geeignete Umschreibung des gesamten Ausdrucks, sie-
he dazu [10, 11], folgt, analog zum Fall T = 0, ein expliziter Ausdruck fu¨r den n-Platz-
Dichteoperator im homogenen Limes.
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endlicher Temperatur
Der Ausdruck (4.1) fu¨r den inhomogenen Dichteoperator bei Temperatur null wird in [12]
auf den Fall der XXZ-Kette zu
DT=0n (λ1, . . . , λn) =
∑
I,J
ω˜T=0I ω
T=0
J fI,J (5.1)
verallgemeinert. Die Operatoren fI,J sind in diesem Fall rationale Funktionen in den Va-
riablen ζ1, . . . , ζn, definiert durch ζk := q
λk . Im Unterschied zur Formel fu¨r die XXX-Kette
werden zur Beschreibung des n-Platz-Dichteoperators zwei Funktionen, ωT=0 und ω˜T=0,
beno¨tigt. In diesem Kapitel wird gezeigt, dass sich das Ergebnis (5.1) auf den Fall endlicher
Temperatur verallgemeinern la¨sst. Wie in Kapitel 4 wird gezeigt, dass ein entsprechender
Ansatz fu¨r Dn die eindeutigen Charakteristika aus Kapitel 3 besitzt.
Die Konstruktion in [12] beruht auf der R-Matrix 1
Rˇ(λ1, λ2) =

a(λ1, λ2)
sh(η) b(λ1, λ2)
b(λ1, λ2) sh(η)
a(λ1, λ2)
 , (5.2)
mit den in Gleichung (2.19) angegebenen Funktionen a und b. In dieser Arbeit wurde
hingegen bis jetzt die R-Matrix (2.17), gegeben durch
Rˇ(λ1, λ2) =

a(λ1, λ2)
sh(η)eη(λ1−λ2) b(λ1, λ2)
b(λ1, λ2) sh(η)e
−η(λ1−λ2)
a(λ1, λ2)
 , (5.3)
verwendet. Der Grund dafu¨r ist die in Kapitel 3 als
”
Polynomialita¨tseigenschaft“ bezeichne-
te Eigenschaft des inhomogenen Dichteoperators. Diese besagt, dass jedes seiner Matrixele-
mente, multipliziert mit dem Eigenwert Λ0(λi), das Produkt von ζ
−N
i mit einem Polynom
N -ten Grades in ζ2i ist
2. Dies war gu¨nstig fu¨r die Beschreibung der eindeutigen Charakte-
risierung.
In diesem Kapitel wird das Ergebnis fu¨r den Vektor
hn(λ1, . . . , λn) :=
(Dn(λ1, . . . , λn)⊗ I⊗n) (sn) (5.4)
1 Alle 4× 4-Matrizen sind bezu¨glich der Basis (v+ ⊗ v+, v+ ⊗ v−, v− ⊗ v+, v− ⊗ v−) angegeben.
2 Gemeint ist auch hier wieder
”
ho¨chstens“ N -ten Grades.
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formuliert, wobeiDn den auf Basis von Rˇ konstruierten, inhomogenen n-Platz-Dichteoperator
bezeichne. Der Vektor sn in Gleichung (5.4) ist die Verschachtelung von U(sl2)-Singuletts,
definiert in Gleichung (4.13). 3
Zwischen den beiden R-Matrizen (5.2) und (5.3) besteht der einfache Zusammenhang
Rˇ(λ1, λ2) = (τλ2 ⊗ τλ1) Rˇ(λ1, λ2) (τ−λ1 ⊗ τ−λ2) .
Die Bijektion τλ ist gegeben durch
τλ : Vλ → Vλ; v+ 7→ e
ηλ
2 v+,
v− 7→ e−
ηλ
2 v−
und besitzt die Eigenschaft (τλ)
−1 = τ−λ.
Fu¨r die zugeordneten Dichteoperatoren folgt
Dn(λ1, . . . , λn) = (τλ1 ⊗ · · · ⊗ τλn) Dn(λ1, . . . , λn) (τ−λ1 ⊗ · · · ⊗ τ−λn) . (5.5)
Die fu¨r Dn formulierten charakterisierenden Eigenschaften lassen sich leicht umformulieren.
So besitzt der Operator Dn dieselbe Asymptotik wie Dn und erfu¨llt die diskrete Funktio-
nalgleichung:
A(n)n (Dn(λ1, . . . , λn)) = Dn(λ1, . . . , λn − 1) fu¨r λ1 = ν1, . . . , νN .
Der Operator A(n)n ist durch Definition (3.7) unter der Ersetzung der R-Matrizen durch R
sowie der Uq(sl2)-Singuletts durch U(sl2)-Singuletts gegeben.
5.1. Der n-Platz-Dichteoperator fu¨r n = 1, 2
Fu¨r n = 1 gilt
D1(λ1) = 1
2
I.
Fu¨r den 2-Platz-Dichteoperator erha¨lt man durch einen Ansatz der Form
D2(λ1, λ2) =

D++++
D+−+− D−++−
D+−−+ D−+−+
D−−−−

durch Kombination von Intertwining-Bedingung und Teilspurbildung die Bedingungen
D−−−− = D++++, D+−+− = D−+−+, D−++− = D+−−+ und D++++ +D+−+− =
1
2
.
3 Aufgrund der Umeichung der R-Matrizen wird im Falle der R-Matrix R die Rolle des Uq(sl2)-Singuletts
in der Crossing-Symmetrie (2.28) vom U(sl2)-Singulett u¨bernommen.
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Der 2-Platz-Dichteoperator ist daher durch
D2(λ1, λ2) =

D++++
1/2−D++++ D+−−+
D+−−+ 1/2−D++++
D++++

bzw. durch
D2(λ1, λ2) =

D++++
1/2−D++++ q−λ12D+−−+
qλ12D+−−+ 1/2−D++++
D++++

gegeben. Zur Beschreibung durch Funktionalgleichungen sind die Korrelationsfunktionen
D++++ und D+−−+ allerdings unpraktisch, da man gekoppelte Funktionalgleichungen erha¨lt.
Geschickter ist es, den 2-Platz-Dichteoperator in der Form
D2(λ1, λ2) = −ω˜(λ1, λ2) 2G˜0(1)− ω(λ1, λ2) 2G0(1) + 1
4
I ⊗ I
mit den Operatoren
2G˜0(1) =
ch(ηλ12)
2 sh(ηλ12) sh(η)

1
−1
−1
1
− ch(η)2 sh(η) sh(ηλ12)

0
0 1
1 0
0

und
2G0(1) =
ch(η)
2 sh2(η)

1
−1
−1
1
− ch(ηλ12)2 sh2(η)

0
0 1
1 0
0

auszudru¨cken [12]. Fu¨r die Bilder der Operatoren 2G˜0(1) und 2G0(1) unter A(2)2 gilt
2G0(λ1, λ2)(1) 7→ 2G0(λ1, λ2 − 1)(1) +2 G˜0(λ1, λ2 − 1)(1),
2G˜0(λ1, λ2)(1) 7→ 2G˜0(λ1, λ2 − 1)(1)
und
1
4
I ⊗ I 7→ 1
4
I ⊗ I −
(
p˜(λ1, λ2) + p(λ1, λ2)
)
2G˜0(λ1, λ2 − 1)(1)
−p(λ1, λ2)2G0(λ1, λ2 − 1)(1)
Daraus folgt fu¨r die Funktionen ω und ω˜ das Funktionalgleichungssystem 4
ω(λ1, λ2 − 1) = ω(λ1, λ2) + p(λ1, λ2)
ω˜(λ1, λ2 − 1) = ω˜(λ1, λ2) + ω(λ1, λ2) + p˜(λ1, λ2) + p(λ1, λ2)
(5.6)
4 Gleichung (5.6) ist eine diskrete Version von Gleichung (2.12) in [12].
61
5. Der Dichteoperator der XXZ-Kette bei endlicher Temperatur
an den Stellen λ2 = u1, . . . , uN . Die Koeffizienten sind gegeben durch
p˜(λ1, λ2) =
1
2
1
[λ12 − 1]q[λ12 − 2]q −
1
4
[2]q
[λ12 − 1]q[λ12 + 1]q ,
p(λ1, λ2) =
3
4
1
[λ12]q[λ12 − 1]q −
1
4
[3]q
[λ12 − 2]q[λ12 + 1]q .
(5.7)
Zur Diskussion der Eigenschaften von ω und ω˜ ist es gu¨nstig, diese durch Korrelations-
funktionen des Operators D2(λ1, λ2) auszudru¨cken. Die Funktion ω ist das Analogon der
Funktion ωXXX , sie ist durch den Erwartungswert des Singulettprojektors gegeben:
ω(λ1, λ2) :=
1
[λ12 − 1]q[λ12 + 1]q
(1
2
ch(η)− 〈s(q)|D2(λ1, λ2) |s(q)〉
)
. (5.8)
Analog zu Kapitel 4 folgt fu¨r den Erwartungswert des Singulettprojektors
〈s(q)|D2(λ1, λ2) |s(q)〉 = 〈s(q)|D2(λ2, λ1) |s(q)〉 , d. h. ω(λ1, λ2) = ω(λ2, λ1).
Fu¨r die Asymptotik ergibt sich
〈s(q)|D2(λ1, λ2) |s(q)〉 −−−−→
λ2→∞
1
2
ch(η).
Die Funktion ω˜ ist gegeben durch
ω˜(λ1, λ2) :=
1
2 ch(η)
(
〈s(q)|D2(λ1, λ2)
∣∣s(q)t〉− 〈s(q)t∣∣D2(λ1, λ2) |s(q)〉)
− ω(λ1, λ2)ch(ηλ12) sh(ηλ12)
ch(η) sh(η)
(5.9)
mit
s(q)t := q−1/2v− ⊗ v+ − q1/2v+ ⊗ v−.
Aus
〈s(q)|D2(λ1, λ2)
∣∣s(q)t〉 −−−−→
λ2→∞
−1, und 〈s(q)t∣∣D2(λ1, λ2) |s(q)〉 −−−−→
λ2→∞
−1
folgt
ω˜(λ1, λ2) −−−−→
λ2→∞
0.
Außerdem lassen sich aus Gleichung (5.9) die Beziehungen
ω˜(λ1, λ2) = −ω˜(λ2, λ1) (5.10)
und
[λ12 ± 1]q ω˜(λ1, λ2) = ±[λ12 ± 1]q ω(λ1, λ2) fu¨r λ12 = ∓1 (5.11)
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ablesen. Fu¨r den fu¨r D2 umgerechneten Ω-Operator
2Ω
D2
0 (λ1, λ2) := ω(λ1, λ2)
 ch(η)2 sh2(η)

1
−1
−1
1
− ch(ηλ12)2 sh2(η)

0
0 q−λ12
qλ12 0
0


+ ω˜(λ1, λ2)
 ch(ηλ12)2 sh(ηλ12) sh(η)

1
−1
−1
1
− ch(η)2 sh(η) sh(ηλ12)

0
0 q−λ12
qλ12 0
0


folgt aus (5.10) und (5.11)
[λ12]q 2Ω0
D2(λ1, λ2) = 0 fu¨r λ12 = 0
und
[λ12 ± 1]q 2Ω0D2(λ1, λ2) = 0 fu¨r λ12 = ∓1.
Damit ist verifiziert, dass die Residuen des Ausdrucks fu¨r D2(λ1, λ2) an den Stellen λ12 =
−1, 0, 1 gleich null sind. Eine kurze Gradanalyse zeigt, dass dieser die Polynomialita¨tseigen-
schaft besitzt.
5.2. Der n-Platz-Dichteoperator
Da die Konstruktion der Operatoren, die den sogenannten
”
algebraischen“Anteil des n-
Platz-Dichteoperators ausmachen, im vorigen Kapitel schon in der Sprache des XXZ-Artikels
[12] angegeben wurde, ko¨nnen die meisten Formeln aus Kapitel 4 u¨bernommen werden.
5.2.1. Konstruktion der Operatoren
Der L-Operator zur R-Matrix Rˇ lautet
L(λ) =
([
λ+ 1+H2
]
q
Fq(H−1)/2
q−(H−1)/2E
[
λ+ 1−H2
]
q
)
∈ Uq(sl2)⊗ End(V ). (5.12)
In der Definition der Transfermatrix wird die Rolle der Spurfunktion durch die C[ζ, ζ−1]-
lineare Abbildung
Trλ,ζ : Uq(sl2)⊗ C[ζ, ζ−1]→ λC[ζ, ζ−1]⊕ C[ζ, ζ−1] mit ζ = qλ (5.13)
u¨bernommen, deren Eigenschaften in Anhang A zusammengestellt sind.
Die X-Operatoren sind gegeben durch
nX
(1,2)
n−2 (λ1, . . . , λn)(u)
:=
1
[λ12]q
∏n
p=3 [λ1p]q [λ2p]q
Trλ12,qλ12
[
T [1]n
(
λ1 + λ2
2
)] (
s1,2¯s1¯,2u3,...,n,n¯,...,3
)
(5.14)
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und fu¨r beliebige obere Indizes analog zu Gleichung (4.18). Sie lassen sich schreiben als
nX
(i,j)
n−2(λ1, . . . , λn) = −λij nG˜(i,j)n−2(ζ1, . . . , ζn) +n G(i,j)n−2(ζ1, . . . , ζn), (5.15)
wobei nG˜
(i,j)
n−2 und nG
(i,j)
n−2 per Konstruktion rationale Funktionen in den Variablen ζ1, . . . , ζn
sind.
5.2.2. Das Resultat fu¨r endliche Temperatur
Mit Hilfe der beiden Funktionen ω und ω˜, gegeben durch (5.8) bzw. (5.9), werden die
Ω-Operatoren definiert durch
nΩ
(i,j)
n−2 := ω˜(λi, λj) nG˜
(i,j)
n−2(ζ1, . . . , ζn) + ω(λi, λj) nG
(i,j)
n−2(ζ1, . . . , ζn).
Satz 2 Der Vektor hn, definiert in Gleichung (5.4), ist gegeben durch
hn(λ1, . . . , λn) =
[n/2]∑
m=0
(−1)m
2n−2m
∑
I,J
ΩK1,(i1,j1) ΩK2,(i2,j2) . . . ΩKm,(im,jm)(sn−2m). (5.16)
Die innere Summe la¨uft u¨ber Paare von m-Tupeln, I = (i1, . . . , im), J = (j1, . . . , jm)
verschiedener Elemente der Menge K1 = {1, 2, . . . , n} unter der Bedingung i1 < · · · < im
und i1 < j1, . . . , im < jm. Es gilt Kp+1 := Kp \ {ip, jp} fu¨r p > 0.
Wir fassen Gleichung (5.16) als Ansatz fu¨r hn auf und zeigen die folgenden drei Punkte:
1) Fu¨r λ1 = ν1, . . . , νN gilt die Funktionalgleichung
A(1)n (λ1, . . . , λn) (hn(λ1, . . . , λn)) = hn(λ1 − 1, . . . , λn). (5.17)
2) Fu¨r die Asymptotik gilt
hn(λ1, . . . , λn) −−−−→
λ1→∞
1
2
s1,1¯ hn−1(λ2, . . . , λn). (5.18)
3) Der mit Hilfe von Gleichung (5.5) aus Gleichung (5.16) erhaltene Ausdruck
Λ0(λ1)h
Dn
n (λ1, . . . , λn) (5.19)
ist das Produkt von ζ−N1 mit einem Polynom N -ten Grades in ζ
2
1 (Polynomialita¨ts-
eigenschaft).
Dann folgt der Beweis aus dem Eindeutigkeitssatz aus Kapitel 3.
zu 1) Die in Kapitel 4.2.1 zitierten Gleichungen (4.2)-(4.4) aus [12] gelten in der dort
angegebenen Form. Im Zitat von Gleichung (4.5) aus [12] ist Gleichung (4.24) durch
A(1)n (λ1, . . . , λn)(sn) = sn − 4A(1)n (λ1, . . . , λn)
( n∑
j=2
p(λ1, λj)nG
(1,j)
n−2 (λ1, . . . , λn)(sn−2)
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+p˜(λ1, λj)nG˜
(1,j)
n−2 (λ1, . . . , λn)(sn−2)
)
. (5.20)
mit den in Gleichung (5.7) angegebenen Koeffizienten zu ersetzen.
Die Behauptung folgt dann mit Hilfe der diskreten Funktionalgleichung (5.6), wie in
Kapitel 4 erla¨utert.
zu 2) Die Behauptung folgt analog zu Kapitel 4 aus dem asymptotischen Verhalten der
Funktionen ω und ω˜:
ω(λ1, λ2), ω˜(λ1, λ2) −−−−→
λ1→∞
0.
zu 3) Es wird das folgende Resultat beno¨tigt:
Lemma 5.1 in [12] Die Matrixelemente bezu¨glich der aus v+, v− gebildeten Tensorpro-
duktbasis haben als Funktion von ζ1 die Gestalt
Trλ1,2
(
T [1]
(
λ1 + λ2
2
))¯′2,··· ,¯′n,′n,··· ,′2
¯2,··· ,¯n,n,··· ,2
=
{
ζ
−(n−1+|l|/2)
1
(
λ1,2 g˜(ζ
2
1 ) + g(ζ
2
1 )
)
: l = l′
0 : l 6= l′
wobei g˜ und g Polynome vom Grad ho¨chstens n − 1 + |l|/2 sind mit l := ∑np=2(¯p + p),
l′ :=
∑n
p=2(¯
′
p + 
′
p) und  ∈ {1,−1}.
Setzt man fu¨r den Vektor u ∈ V ⊗2(n−2) in Gleichung (5.14) die verschachtelten Singuletts
sn−2 ein, so gehen nur Matrixelemente mit l = l′ =
∑n
p=2(¯
′
p + 
′
p) = ¯
′
2 + 
′
2 ∈ {−2, 0, 2} in
Trλ1,2
[
T [1]n
(
λ1 + λ2
2
)](
s1,2¯s1¯,2 (sn−2)3,...,n,n¯,...,3
)
ein. Es kommen also fu¨r den Grad n−1+ |l|/2 nur die Werte n−1 und n vor. (Das gilt auch
fu¨r die bei der Konstruktion von hn auftretenden Verkettungen.) Rechnet man die Vektoren
nX
(i,j)
n−2(λ1, . . . , λn)(sn−2) in Operatoren um, so tritt der Grad n nur fu¨r Nichtdiagonalele-
mente auf. Umeichung auf den Dn-Fall gema¨ß Gleichung (5.5) erho¨ht bzw. erniedrigt deren
Grad daru¨berhinaus um eins. Fu¨r diesen Fall kommt als Grad also n − 1 fu¨r Diagonalele-
mente und n± 1 fu¨r Nichtdiagonalelemente vor. Der na¨chste Schritt zum Beweis, dass der
Ausdruck (5.19) die Polynomialita¨tseigenschaft erfu¨llt, besteht wie im XXX-Fall darin zu
zeigen, dass der Operator
nΩ
(i,j)
n−2(λ1, . . . , λn)
fu¨r λij = 0,±1 jeweils keinen Pol besitzt. Nach Lemma 5.3 in [12] gilt
nX
(i,j)
n−2(λ1, . . . , λn) = 0 fu¨r λij = ±1.
Daraus folgt mit Gleichung (5.11)
[λij ± 1]q nΩ(i,j)n−2(λ1, . . . , λn) = 0 fu¨r λij = ∓1.
Nach Lemma 5.4 in [12] hat nX
(i,j)
n−2(λ1, . . . , λn) bei λi = λj keine Polstelle. Zusammen mit
den Gleichungen (5.10) und (5.15) folgt
[λij ]q nΩ
(i,j)
n−2(λ1, . . . , λn) = 0 fu¨r λij = 0.
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Der Grad des Normierungsfaktors bezu¨glich des ersten Spektralparameters in der Definition
(5.14) ist n− 1. Durch die Definition von ω und ω˜ erho¨ht sich dieser effektiv um zwei.
Insgesamt wurde durch Kombination der Eigenschaften der X-Operatoren und der Funk-
tionen ω, ω˜ gezeigt, dass die Operatoren nΩ
(i,j)
n−2, wie im XXX-Fall, an der Stelle λij = 0,±1
jeweils keinen Pol besitzen und dass der Za¨hlergrad der Matrixelemente der auf den Fall
h
(Dn)
n umgerechneten Operatoren nicht gro¨ßer ist als deren Nennergrad. Zu zeigen bleibt
noch, dass die bei λ1 = λi fu¨r i = 2, . . . , n potentiell noch vorhandenen Polstellen nicht
vorhanden sind. Die Operatoren
Ωˆ(i,j)n (λ1, . . . , λn) := 4nΩ
(i,j)
n−2(λ1, . . . , λn) n−2ΠnR
(i,j)(λ1, . . . , λn)
−1
haben die bereits in Kapitel 4 genannten Eigenschaften und man erha¨lt die zu (5.16)
a¨quivalente Darstellung
hn(λ1, . . . , λn) = 2
−neΩˆn(λ1,...,λn)sn mit Ωˆn :=
∑
i<j
Ωˆ(i,j)n . (5.21)
Aus Theorem 12.4 in [12] folgt, dass bei λi = λj keine Pole vorhanden sind. Zusammen mit
obiger Gradanalyse folgt die Polynomialita¨tseigenschaft fu¨r den Ausdruck (5.19).
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XXZ-Kette mit Magnetfeld und
Alpha-Parameter
In diesem Kapitel wird der inhomogene 2-Platz-Dichteoperator der XXZ-Kette bei end-
licher Temperatur in einem a¨ußeren Magnetfeld und mit zusa¨tzlichem Alpha-Parameter
untersucht. Ein Ausdruck fu¨r den allgemeinen n-Platz-Fall wurde von Jimbo, Miwa und
Smirnov hergeleitet [37]. In die dort gefundene Beschreibung gehen nur zwei Korrelations-
funktionen, eine Ein- und eine Zwei-Punkt-Funktion, ein. Boos und Go¨hmann lieferten in [6]
eine Beschreibung dieser beiden
”
physikalischen“ Funktionen durch Integralgleichungen.
Der Beitrag der vorliegenden Arbeit besteht im Wesentlichen in der in Kapitel 3 gefun-
denen Charakterisierung des inhomogenen n-Platz-Dichteoperators - auch in der verallge-
meinerten Form - durch den Eindeutigkeitssatz. Zusa¨tzlich wird in diesem letzten Kapitel
der 2-Platz-Dichteoperator konstruiert. Durch geeignete Modifikation des X-Operators fu¨r
n = 2, siehe Gleichung (5.14), wird deutlich, dass sich im Vergleich zum feldfreien Fall -
wie erwartet [13] - die Anzahl der in die Konstruktion eingehenden 2-Punkt-Funktionen
von zwei auf eins reduziert. Zusa¨tzlich tritt in der Beschreibung des 2-Platz-Operators ei-
ne nichttriviale Ein-Punkt-Funktion auf. Insgesamt entspricht das Ergebnis dem in [6] mit
Hilfe der Vielfachintegraldarstellung hergeleiteten Ausdruck.
Die Verallgemeinerung der Konstruktion der X-Operatoren auf den Fall der Abha¨ngigkeit
des Operators An vom Alpha-Parameter ist fu¨r beliebiges n gu¨ltig.
6.1. Eigenschaften des Dichteoperators
Zur Konstruktion des Dichteoperators wird, wie schon in Kapitel 5, die R-Matrix Rˇ(λ1, λ2),
gegeben in Gleichung (5.2), verwendet. Das Magnetfeld und der Alpha-Parameter sind,
wie in der Herleitung der Funktionalgleichung in Kapitel 3 erla¨utert, in die Konstruktion
eingefu¨gt. Dies macht sich in den folgenden Punkten bemerkbar:
Reduktionsbedingung: Teilspurbildung u¨ber den Raum V1 liefert das Ergebnis
SpurV1
(
Dn(λ1, . . . , λn)
(
qα2Sz ⊗ I⊗(n−1)
))
=
Λα0 (λ1)
Λ0(λ1)
Dn−1(λ2, . . . , λn).
Durch Teilspurbildung u¨ber den Raum Vn erha¨lt man wie im feldfreien Fall
SpurVn (Dn(λ1, . . . , λn)) = Dn−1(λ1, . . . , λn−1).
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Fu¨r den Quotienten der Eigenwerte wird die Bezeichnung
ρ(λ) :=
Λα0 (λ)
Λ0(λ)
verwendet. Die Funktion ρ erfu¨llt aufgrund von Gleichung (3.15) die Funktionalgleichung
ρ(λ)ρ(λ− 1) = 1 fu¨r λ = ν1, . . . , νN .
Diese Beziehung wurde auch schon in [6] hergeleitet.
Invarianz: Der Dichteoperator kommutiert mit
∑n
i=1 (Sz)i.
Asymptotik: Fu¨r die Asymptotik bzgl. λ1 gilt:
lim
λ1→∞
Dn(λ1, . . . , λn) =
1
2 ch(βh/2)
(
eβhSz ⊗Dn−1(λ2, . . . , λn)
)
. (6.1)
Die analoge Gleichung gilt fu¨r λn →∞.
Die Herleitung folgt durch Einfu¨gen des Operators eβhSz in die Herleitung in Kapitel 3.1.
Die Intertwining-Relation bleibt gleich:
Intertwining-Relation: Fu¨r den Dichteoperator gilt:
Rˇi,i+1(λi, λi+1)Dn(λ1, . . . , λi, λi+1, . . . , λn) Rˇi,i+1(λi+1, λi)
= Cb(λi, λi+1)Dn(λ1, . . . , λi+1, λi, . . . , λn) fu¨r i = 1, . . . , n− 1.
Diskrete Funktionalgleichung: An den Stellen λ1 = ν1, . . . , νN gilt die Funktionalglei-
chung
A(1)n (λ1, λ2, . . . , λn) (Dn(λ1, λ2, . . . , λn)) = Dn(λ1 − 1, λ2, . . . , λn). (6.2)
Der Operator A(1)n (λ1, λ2, . . . , λn) ist definiert durch
A(1)n (λ1, λ2, . . . , λn)(B) := C(1)A SpurV1
(
Rˇn−1,n(λ1, λn) · · · Rˇ1,2(λ1, λ2) (I ⊗B)(
I ⊗ qα2Sz ⊗ I⊗(n−1)
) (
(| s(1)t 〉 〈 s(1) |)⊗ I⊗(n−1)
)
Rˇ1,2(λ2, λ1) · · · Rˇn−1,n(λn, λ1)
)
(6.3)
fu¨r B ∈ End(V ⊗n). Die Konstante ist gegeben durch
C
(1)
A := −
Λα0 (λ1 − 1)
Λ0(λ1 − 1)
n∏
l=2
C−1b (λ1, λl) = −ρ(λ1 − 1)
n∏
l=2
C−1b (λ1, λl).
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6.2. Der n-Platz-Dichteoperator fu¨r n = 1, 2
Aus der Invarianz des Dichteoperators unter der z-Komponente des Gesamtspins folgt zu-
sammen mit der Reduktionsbedingung1
D1(λ1) = 1
2
I +m(λ1) 2Sz.
Die Funktion m entspricht der Magnetisierung und ist gegeben durch
m(λ1) =
1
sh(αη)
Λα0 (λ1)
Λ0(λ1)
− ch(αη)
sh(αη)
.
Der Ausdruck fu¨rD2(λ1, λ2) entha¨lt nach Ausnutzen der Invarianz und der Kombination aus
Intertwining-Relation und Reduktionsbedingung - wie in Kapitel 5 - noch zwei unabha¨ngige
Korrelationsfunktionen. Um fu¨r diese entkoppelte Funktionalgleichungen zu bekommen, ist
eine geeignete Basis aus Operatoren zu wa¨hlen. Zu diesem Zweck wird die Konstruktion
des Operators 2X
(1,2)
0 (λ1, λ2) an die α-Abha¨ngigkeit von An(λ1, λ2) angepasst.
6.2.1. Konstruktion der Operator-Basis fu¨r n = 2
Der L-Operator sei durch Gleichung (5.12) gegeben. Die Konstruktion der Monodromiema-
trix, gegeben in Gleichung (4.15), wird modifiziert zu
T
[1]
2
(
α;
λ1 + λ2
2
)
:= L2¯
(
λ1 − λ2
2
− 1
)(
qαH I2¯ ⊗ I2
)
L2
(
λ1 − λ2
2
)
=
[
λ12−1
2 +
H
2
]
q
Fq
H−1
2
q−
(H−1)
2 E
[
λ12−1
2 − H2
]
q

2¯
qαH

[
λ12+1
2 +
H
2
]
q
Fq
H−1
2
q−
(H−1)
2 E
[
λ12+1
2 − H2
]
q

2
(6.4)
Der na¨chste Schritt besteht in der Berechnung des Operators
1
[λ12]q
Trλ12
(
T
[1]
2
(
α;
λ1 + λ2
2
))
∈ End (V2 ⊗ V2¯) (6.5)
mit Hilfe des Spurfunktionals (5.13). Nach den Regeln in Anhang A.2 gilt:
Trλ12
([
λ12 − 1 +H
2
]
q
qαH
[
λ12 + 1 +H
2
]
q
)
= Trλ12
([
λ12 − 1−H
2
]
q
qαH
[
λ12 + 1−H
2
]
q
)
,
Trλ12
([
λ12 − 1 +H
2
]
q
qαH
[
λ12 + 1−H
2
]
q
)
= Trλ12
(
qαHEF
)
,
1 Alternativ gewinnt man das Ergebnis aus dem Eindeutigkeitssatz.
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Trλ12
([
λ12 − 1−H
2
]
q
qαH
[
λ12 + 1 +H
2
]
q
)
= Trλ12
(
qαHFE
)
,
Trλ12
(
q−
(H−1)
2 EqαHFq
H−1
2
)
= Trλ12
(
qαHFE
)
,
und
Trλ12
(
Fq
H−1
2 qαHq−
(H−1)
2 E
)
= Trλ12
(
qαHEF
)
.
Die restlichen Kombinationen verschwinden. Daraus folgt
Trλ12
(
T
[1]
2
(
α;
λ1 + λ2
2
))
=

Tr
(
qαHN
)
Tr
(
qαHEF
)
Tr
(
qαHFE
)
Tr
(
qαHEF
)
Tr
(
qαHFE
)
Tr
(
qαHN
)

mit der Abku¨rzung N :=
[
λ12+1+H
2
]
q
[
λ12−1+H
2
]
q
.
Mit Hilfe von Gleichung (A.5) fu¨r den Casimir-Operator C folgt
Trλ
(
qαHC
)
=
qλ + q−λ
(q − q−1)2 Tr
(
qαH
)
.
Einsetzen des expliziten Ausdrucks fu¨r C, gegeben in Gleichung (A.6), liefert
Trλ
(
qαHC
)
= Trλ
(
qαH
q−1+H + q1−H
(q − q−1)2 + q
αHEF
)
=
1
(q − q−1)2
(
q−1
q(α+1)λ − q−(α+1)λ
q(α+1) − q−(α+1) + q
q(α−1)λ − q−(α−1)λ
q(α−1) − q−(α−1)
)
+ Trλ
(
qαHEF
)
.
Es folgt
Trλ
(
qαHEF
)
=
qλ + q−λ
(q − q−1)2
qαλ − q−αλ
(qα − q−α)
− 1
(q − q−1)2
(
q−1
q(α+1)λ − q−(α+1)λ
q(α+1) − q−(α+1) + q
q(α−1)λ − q−(α−1)λ
q(α−1) − q−(α−1)
)
.
Auf gleiche Weise ergibt sich
Trλ
(
qαHFE
)
=
qλ + q−λ
(q − q−1)2
qαλ − q−αλ
(qα − q−α)
− 1
(q − q−1)2
(
q
q(α+1)λ − q−(α+1)λ
q(α+1) − q−(α+1) + q
−1 q(α−1)λ − q−(α−1)λ
q(α−1) − q−(α−1)
)
.
Fu¨r den noch fehlenden Wert findet man
Trλ
(
qαHN
)
=− q + q
−1
(q − q−1)2
qαλ − q−αλ
qα − q−α
+
1
(q − q−1)2
(
qλ
q(α+1)λ − q−(α+1)λ
q(α+1) − q−(α+1) + q
−λ q(α−1)λ − q−(α−1)λ
q(α−1) − q−(α−1)
)
.
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Damit ist der Operator (6.5) explizit bekannt. Anwenden auf die gekreuzten U(sl2)-Singuletts
s1,2¯s1¯,2 liefert den Operator 2X
(1,2)
0 (λ1, λ2;α), der in diesem speziellen Fall ein Element aus
V1⊗V2⊗V2¯⊗V1¯ ist. Nach Anwenden der Vektor-Operator-Dualita¨t, siehe Gleichung (5.4),
ergibt sich (bei gleicher Bezeichnung),
2X
(1,2)
0 (λ1, λ2;α) :=
sh(η)
sh(λη)

−Tr (qαHFE)
Tr
(
qαHFE
)
Tr
(
qαHN
)
Tr
(
qαHN
)
Tr
(
qαHEF
)
−Tr (qαHEF )
 .
Dieser Operator erfu¨llt per Konstruktion die Funktionalgleichung
A(1)2 (λ1, λ2;α) 2X(1,2)0 (λ1, λ2;α) = −ρ(λ1 − 1) 2X(1,2)0 (λ1 − 1, λ2;α). (6.6)
Dies folgt aus dem in Anhang B zitierten Beweis der Funktionalgleichung fu¨r den Fall
α = 0. Dieser beruht darauf, fu¨r natu¨rliche Dimension des Hilfsraumes der Transfermatrix
in der Konstruktion des X-Operators (5.14), die Spurbildung u¨ber diesen Hilfsraum nach
Anwendung von A(1)n mit der in der Konstruktion von A(1)n vorkommenden Spurbildung,
zu fusionieren. Auf diese Weise ergibt sich wieder ein Operator vom Typ (5.14), dessen
Konstruktion - verglichen mit dem Urbild - ein Hilfsraum mit um eins erho¨hter Dimension
zugrunde liegt. Man verifiziert leicht, dass dies fu¨r Abha¨ngigkeit des Operators A(1)n vom
Alpha-Parameter immer noch funktioniert, wenn analog zur α-Abha¨ngigkeit des Operators
A(1)n in die Definition der X-Operatoren α-Abha¨ngigkeit eingebaut wird, wie in Gleichung
(6.4) geschehen.
Per Konstruktion la¨sst sich 2X
(1,2)
0 (λ1, λ2;α) als Linearkombination
2X
(1,2)
0 (λ1, λ2;α) = sh(αηλ12)X(λ1, λ2) + ch(αηλ12)Y (λ1, λ2)
mit von α unabha¨ngigen Operatoren X und Y schreiben. Fu¨r die beiden Operatoren
Eα(λ1, λ2) := 4 sh(η) (X(λ1, λ2)− Y (λ1, λ2))
und
E−α(λ1, λ2) := 4 sh(η) (X(λ1, λ2) + Y (λ1, λ2))
folgt aus Gleichung (6.6) die Funktionalgleichung
A(1)2 (λ1, λ2;α)(Eα(λ1, λ2)) = −eαηρ(λ1 − 1)Eα(λ1 − 1, λ2)
bzw.
A(1)2 (λ1, λ2;α)(E−α(λ1, λ2)) = −e−αηρ(λ1 − 1)E−α(λ1 − 1, λ2).
Die sechs auf der folgenden Seite definierten Operatoren A − F bilden eine Basis der∑2
i=1 (Sz)i-invarianten Operatoren auf End(C2 ⊗ C2).
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A(λ1, λ2) := 2 sh(η) ch(η)

e−αη
−e−αη
−eαη
eαη

+ 2 sh(ηλ12) ch(η)

0
0 sh(αη)
− sh(αη) 0
0
− 2 ch(ηλ12) sh(η)

0
0 ch(αη)
ch(αη) 0
0

B(λ1, λ2) := 2 ch
2(η) sh(αη)

1
−1 0
0 −1
1
− 2 sh2(η) ch(αη)

1
−1 0
0 1
−1

−2 ch(ηλ12) ch(η) sh(αη)

0
0 1
1 0
0
+ 2 sh(ηλ12) sh(η) ch(αη)

0
0 1
−1 0
0

C(λ1, λ2) :=

1
−1 − ch(η)ch(ηλ12)
− ch(η)ch(ηλ12) −1
1
 , D(λ1, λ2) :=

0
1 sh(η)sh(ηλ12)
− sh(η)sh(ηλ12) 1
0

E(λ1, λ2) :=

1
0 0
0 0
−1
 , F (λ1, λ2) :=

−e−αη
0 0
0 0
eαη

Es gilt
E−α(λ1, λ2) = − 1
sh(η(α+ 1)) sh(η(α− 1))
(
A(λ1, λ2)− ch(ηλ12)
sh(ηλ12)
B(λ1, λ2)
+2
ch(ηλ12)
sh(ηλ12)
sh(η(α+ 1)) sh(η(α− 1))
sh(αη)
C(λ1, λ2)
)
und
Eα(λ1, λ2) = − 1
sh(η(α+ 1)) sh(η(α− 1))
(
−A(λ1, λ2)− ch(ηλ12)
sh(ηλ12)
B(λ1, λ2)
+2
ch(ηλ12)
sh(ηλ12)
sh(η(α+ 1)) sh(η(α− 1))
sh(αη)
C(λ1, λ2)
)
.
Die Operatoren Eα(λ1, λ2), E−α(λ1, λ2), C(λ1, λ2), D(λ1, λ2), E(λ1, λ2) und F (λ1, λ2) wer-
den als Basis des Raumes der
∑2
i=1 (Sz)i-invarianten Operatoren gewa¨hlt. Bezu¨glich dieser
Basis wird der Ansatz
D2(λ1, λ2) =eα(λ1, λ2)Eα(λ1, λ2) + e−α(λ1, λ2)E−α(λ1, λ2) + c(λ1, λ2)C(λ1, λ2)
+ d(λ1, λ2)D(λ1, λ2) + e(λ1, λ2)E(λ1, λ2) + f(λ1, λ2)F (λ1, λ2)
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fu¨r den Dichteoperator gemacht. Die Koeffizienten c, d, e und f ergeben sich durch Kombi-
nation von Intertwining-Relation und Reduktionsbedingung zu
c(λ1, λ2) =
1
4 sh2(αη)
(1 + ρ(λ1)ρ(λ2)− ch(αη) (ρ(λ1) + ρ(λ2))) ,
d(λ1, λ2) =
1
4 sh(αη)
(ρ(λ1)− ρ(λ2)) ,
e(λ1, λ2) =
1
4 sh(αη)
(ρ(λ1) + ρ(λ2)) ,
f(λ1, λ2) =
1
2 sh(αη)
.
(6.7)
Aus Gleichung (6.2) folgen diskrete Funktionalgleichungen fu¨r die Koeffizienten eα und e−α.
Die Bilder der Operatoren C,D,E und F unter A(1)2 finden sich im Anhang C, Gleichung
(C.1). Aus Gleichung (6.2) folgen durch Koeffizientenvergleich die entkoppelten Funktional-
gleichungen
ρ(λ1)eα(λ1 − 1, λ2) = −eαηeα(λ1, λ2)
+
1
4
sh(αη)
ch(ηλ12)
(sh(η) sh(η(λ12 − 1)) ch(αη)− ch(η) ch(η(λ12 − 1)) sh(αη))
ch(η(λ12 − 1)) sh(η(λ12 − 1)) c(λ1, λ2)
− 1
4
sh(αη)
sh(ηλ12)
(sh(η) ch(η(λ12 − 1)) ch(αη)− ch(η) sh(η(λ12 − 1)) sh(αη))
ch(η(λ12 − 1)) sh(η(λ12 − 1)) e(λ1, λ2)
(6.8)
und
ρ(λ1)e−α(λ1 − 1, λ2) = −e−αηe−α(λ1, λ2)
+
1
4
sh(αη)
ch(ηλ12)
(sh(η) sh(η(λ12 − 1)) ch(αη) + ch(η) ch(η(λ12 − 1)) sh(αη))
ch(η(λ12 − 1)) sh(η(λ12 − 1)) c(λ1, λ2)
+
1
4
sh(αη)
sh(ηλ12)
(sh(η) ch(η(λ12 − 1)) ch(αη) + ch(η) sh(η(λ12 − 1)) sh(αη))
ch(η(λ12 − 1)) sh(η(λ12 − 1)) e(λ1, λ2).
(6.9)
fu¨r λ1 ∈ {ν1, . . . , νN}. Fu¨r die u¨brigen vier Funktionen folgt in diesem Fall das durch die
Gleichungen (6.10) gegebene System von gekoppelten Funktionalgleichungen.
ρ(λ1)c(λ1 − 1, λ2) = − ch(αη)c(λ1, λ2)
ρ(λ1)d(λ1 − 1, λ2) = − sh(αη)c(λ1, λ2) + f(λ1, λ2)− ch(αη)e(λ1, λ2)
ρ(λ1)e(λ1 − 1, λ2) = sh(αη)c(λ1, λ2) + ch(αη)e(λ1, λ2)
ρ(λ1)f(λ1 − 1, λ2) = d(λ1, λ2) + e(λ1, λ2)
(6.10)
Man verifiziert leicht, dass die Funktionen (6.7) diesen Gleichungen genu¨gen.
Zwischen e±α(λ1, λ2) und den Funktionen ψ±α(qλ1 , qλ2) aus [6] besteht der Zusammen-
hang
e±α(λ1, λ2) =± 1
8
ψ±α(eλ1 , eλ2) +
1
16 sh(αη)
sh(ηλ12)
ch(ηλ12)
(
1 + ρ(λ1)ρ(λ2)
)
± 1
16
ch(ηλ12)
sh(ηλ12)
(
ρ(λ1)− ρ(λ2)
)
− 1
16
sh(ηλ12)
ch(ηλ12)
ch(αη)
sh(αη)
(
ρ(λ1) + ρ(λ2)
)
.
(6.11)
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Einsetzen von (6.11) in (6.8) und (6.9) fu¨hrt auf die diskrete Funktionalgleichung
eαηψα(q
λ1 , qλ2) + ρ(λ1)ψα(q
λ1−1, qλ2) =
ch(ηλ12)
sh(ηλ12)
eαηρ(λ2)− ch(η(λ12 − 1)))
sh(η(λ12 − 1)) , (6.12)
aus [6].
Der na¨chste Schritt bestu¨nde darin, das Analogon des Operators Ωˆn in Gleichung (5.21)
anzugeben, so dass sowohl die diskrete Funktionalgleichung (3.6) bezu¨glich des Operators
(3.11) als auch die Asymptotik-Bedingung (6.1) erfu¨llt ist. Eine solche Verallgemeinerung
wurde in [8] fu¨r den Grenzfall α → 0 gefunden. Nach den Ergebnissen der Arbeiten [6, 37]
ist dies auch fu¨r allgemeines α mo¨glich. Es ist aber anhand der jeweiligen Ausdru¨cke nicht
offensichtlich, dass Gleichung (3.6) erfu¨llt ist.
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Das Ziel dieser Arbeit war, einen mo¨glichst einfachen Beweis fu¨r die Faktorisierung der
Korrelationsfunktionen des Heisenberg-Modells im thermodynamischen Limes bei endlicher
Temperatur (im feldfreien Fall) zu finden. Dieser sollte mo¨glichst das Potential zur Verall-
gemeinerung auf andere Modelle haben.
Dies ist gelungen. Der erste Schritt bestand in der Betrachtung der Trotter-Suzuki-
Abbildung der Spin-1/2-Heisenberg-Kette auf ein Sechs-Vertex-Modell. Dieses wurde durch
die Einfu¨hrung von sowohl vertikalen als auch horizontalen Spektralparametern inhomogeni-
siert. Zur Konstruktion des n-Platz-Dichteoperators im thermodynamischen Limes genu¨gen
fu¨r endliche Temperatur - im Gegensatz zum Fall fu¨r Temperatur null - endlich viele Trans-
fermatrizen in horizontaler Richtung.1 Es folgt, dass die Korrelationsfunktionen fu¨r endliche
Temperatur rationale Funktionen der vertikalen Spektralparameter sind, wobei der Nenner
bekannt und der zugeho¨rige Za¨hler polynomial und von beschra¨nktem Grad in jedem der
Spektralparameter ist.
Darauf aufbauend wurde in Kapitel 3 eine Charakterisierung des inhomogenen n-Platz-
Dichteoperators des Heisenberg-Modells bei endlicher Temperatur im thermodynamischen
Limes gefunden. Es zeigte sich, dass es genu¨gt, diesen als Funktion eines der n vielen verti-
kalen Spektralparameter zu betrachten. Mit Hilfe der Konstruktion u¨ber das Sechs-Vertex-
Modell wurde eine Funktionalgleichung vom Differenztyp hergeleitet, die fu¨r eine endliche
Menge von Spektralparameterwerten erfu¨llt ist. Die erlaubten Werte entsprechen gerade
den Werten der horizontalen Spektralparameter. Die Herleitung dieser diskreten Funktio-
nalgleichung beruht auf den Eigenschaften der R-Matrix des Heisenberg-Modells sowie der
Betrachtung des thermodynamischen Limes. Die gefundene Funktionalgleichung entspricht
einer diskreten Version der sogenannten reduzierten q-Knizhnik-Zamolodchikov-Gleichung,
welche der inhomogene n-Platz-Dichteoperator des Heisenberg-Modells im Grundzustand
erfu¨llt. Das Ergebnis von Kapitel 3 war der Beweis, dass die diskrete Funktionalgleichung
- zusammen mit der Asymptotik - den inhomogenen n-Platz-Dichteoperator fu¨r endliche
Temperatur eindeutig bestimmt (Eindeutigkeitssatz). Die Asymptotik-Bedingung besitzt
dabei rekursiven Charakter, da sie den n-Platz- mit dem (n − 1)-Platz-Dichteoperator in
Beziehung setzt.
Die Herleitung der diskreten q-Knizhnik-Zamolodchikov-Gleichung und der Beweis des
Eindeutigkeitssatzes erlauben außerdem die Einbeziehung eines homogenen a¨ußeren Ma-
gnetfeldes sowie eines in [13] eingefu¨hrten weiteren Regularisierungsparameters (Alpha-
Parameter), der einem
”
einseitigen“ Magnetfeld entspricht.
Aus dem Eindeutigkeitssatz la¨sst sich die Struktur der n-Platz-Korrelationsfunktionen
1 Genauer gesagt liefert diese Konstruktion eine Approximation des n-Platz-Dichteoperators und es ist noch
der Trotter-Limes durchzufu¨hren (siehe Kapitel 2.3).
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nicht unmittelbar ablesen. Seine Bedeutung liegt vielmehr darin, von einem Ansatz, den man
fu¨r den Dichteoperator konstruiert hat, zu zeigen, dass er diesen wirklich liefert. Auf diese
Weise wird in Kapitel 4 der inhomogene n-Platz-Dichteoperator der XXX-Kette konstru-
iert. Die Konstruktion einer Lo¨sung der reduzierten q-Knizhnik-Zamolodchikov-Gleichung,
welche die analytischen Eigenschaften der Grundzustands-Korrelationsfunktionen besitzt,
wurde in [9] erreicht. Die analytischen Eigenschaften der Lo¨sung werden dabei von einer
einzigen 2-Punkt-Funktion bestimmt. Diese wird daher als
”
physikalischer“ Anteil der Kon-
struktion bezeichnet. Die Vermutung aus der Berechnung der Korrelationsfunktionen mittels
der Vielfachintegraldarstellung [7] war, dass im Ausdruck fu¨r den n-Platz-Dichteoperator
fu¨r Temperatur null lediglich diese 2-Punkt-Funktion durch die entsprechende Funktion bei
endlicher Temperatur ersetzt werden muss, um den n-Platz-Dichteoperator bei endlicher
Temperatur zu erhalten. Dies wurde in Kapitel 4 durch den Nachweis bewiesen, dass besag-
ter Ausdruck die charakterisierenden Eigenschaften des Eindeutigkeitssatzes besitzt. Dazu
wurden die Eigenschaften der in [9] konstruierten Operatoren, des sogenannten
”
algebrai-
schen“ Anteils, beno¨tigt. Es wurde deutlich, dass die beiden Fa¨lle parallel behandelbar
sind: dieselbe algebraische Konstruktion plus ein physikalischer Anteil, der die analytischen
Eigenschaften bestimmt.
Zur Berechnung der (inhomogenen) 2-Punkt-Funktion wurde eine Integralformel her-
geleitet. Diese ist durch die Lo¨sung einer linearen und einer nichtlinearen Integralglei-
chung bestimmt. Der inhomogene n-Platz-Dichteoperator fu¨r endliche Temperatur ist damit
vollsta¨ndig angegeben. Die Integralformel erlaubt die Spezialisierung der Inhomogenita¨ten
auf die physikalischen Werte sowie die Bildung des Trotter-Limes. Dies fu¨hrt auf die Inte-
gralgleichungen fu¨r die wirkliche physikalische 2-Punkt-Funktion bei endlicher Temperatur.
Eingesetzt in den Ausdruck fu¨r den inhomogenen n-Platz-Dichteoperator folgt wie fu¨r Tem-
peratur null [11], dass der homogene Limes des Ausdrucks existiert.
In Kapitel 5 wurde fu¨r den Fall der XXZ-Kette der inhomogene n-Platz-Dichteoperator
bei endlicher Temperatur im thermodynamischen Limes konstruiert. Im Unterschied zum
isotropen Fall wurden zwei 2-Punkt-Funktionen zur Beschreibung des Ergebnisses beno¨tigt
[12]. Die Argumentation war analog zur Behandlung des isotropen Falls mit Hilfe der Kon-
struktion des
”
algebraischen“ Anteils aus [12] mo¨glich.
Mittlerweile existiert ein Beweis fu¨r die Faktorisierung der Korrelationsfunktionen bei
endlicher Temperatur fu¨r den allgemeinen Fall der XXZ-Kette in einem a¨ußeren Magnetfeld
und mit zusa¨tzlichem Alpha-Parameter [37]. Dieser beruht auf der in [13, 14] entwickelten
Konstruktion der sogenannten fermionischen Operatoren. Der in der vorliegenden Arbeit
beschriebene Zugang mit Hilfe der in Kapitel 3 beschriebenen Charakterisierung wurde
davon unabha¨ngig entwickelt. Er beruht - wie oben erla¨utert - auf der Beschreibung des
physikalisch interessanten Objektes durch einen vollsta¨ndigen Satz von Funktionalgleichun-
gen. Die Erwartung ist, dass dieser Zugang Potential fu¨r Verallgemeinerungen auf andere
Modelle besitzt.
Im letzten Kapitel wurde der soeben angesprochene Fall der XXZ-Kette in einem homo-
genen a¨ußeren Magnetfeld und mit zusa¨tzlichem Alpha-Parameter behandelt. Es wurden
der 1- und der 2-Platz-Dichteoperator explizit konstruiert. Dazu war insbesondere die Kon-
struktion des
”
algebraischen“ Anteils aus [12] an die Abha¨ngigkeit vom Alpha-Parameter
anzupassen. Wie in [13] erla¨utert, vereinfacht sich die Beschreibung durch die Einfu¨hrung
76
dieses Parameters, so dass hier nur eine 2-Punkt-Funktion in die Beschreibung des 2-Platz-
Dichteoperators einging2. Dieser Fall wird auch durch den in Kapitel 3 bewiesenen Eindeu-
tigkeitssatz abgedeckt. Der Nachweis, dass die bereits gefundenen Formeln [6, 37] fu¨r den
n-Platz-Fall die Bedingungen des Eindeutigkeitssatzes, insbesondere die diskrete Funktio-
nalgleichung, erfu¨llen bzw. die Herleitung eines entsprechenden Ausdrucks bleibt als Projekt
fu¨r die Zukunft.
Ein weiteres Zukunftsprojekt ist die Untersuchung der oben schon kurz angesproche-
nen Frage, inwieweit der hier vorgestellte Zugang auf andere Modelle verallgemeinert wer-
den kann. Dazu ist zuna¨chst festzustellen, dass fu¨r die Herleitung der Funktionalgleichung
die Crossing-Symmetrie der R-Matrix des Heisenberg-Modells benutzt wurde. Diese folgt
aus einer bestimmten Eigenschaft der Uq(ŝl2)-Evaluationsdarstellungen. Daher besteht das
gro¨ßte Verallgemeinerungspotential fu¨r Modelle, die auf Uq(ŝl2) basieren. Darunter fal-
len entsprechende Modelle zu ho¨herem Spin. Unter diesen nehmen die Temperley-Lieb-
Modelle eine besondere Stellung ein, da sie eine ho¨here Symmetrie besitzen und daher eine
einfachere Gestalt des Dichteoperators zu erwarten ist, a¨hnlich wie dies fu¨r den Uq(sl2)-
invarianten XXZ-Hamiltonian im Vergleich zum generischen XXZ-Modell der Fall ist [18].
Der Schritt zu ho¨herer Dimension der Ein-Teilchen-Zustandsra¨ume bzw. zu ho¨herem Spin
ist aber nichttrivial. Der wesentliche Punkt der in Kapitel 3 gefundenen Charakterisierung
bestand na¨mlich darin, fu¨r den inhomogenen n-Platz-Dichteoperator ein geschlossenes Sys-
tem von (Funktional-)Gleichungen herzuleiten, dass diesen eindeutig festlegt. Dabei gin-
gen die analytischen Eigenschaften bezu¨glich der Spektralparameter wesentlich ein. Fu¨r
ho¨heren Spin werden diese komplizierter, so dass zusa¨tzliche charakterisierende Bedingun-
gen beru¨cksichtigt werden mu¨ssen. Fu¨r den Fall der Modelle zu ho¨herem Rang besteht
wegen der fehlenden Crossing-Symmetrie der zugrunde liegenden R-Matrizen zusa¨tzlich die
Herausforderung, zuna¨chst ein geschlossenes System von Funktionalgleichungen herzuleiten.
Es besteht aber die Hoffnung, dass diese Schwierigkeiten u¨berwunden werden ko¨nnen.
2 Letztere ist in diesem Fall abha¨ngig von einem diskreten Parameter, der zwei Werte annehmen kann.
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A. Die verallgemeinerten Spurfunktionale
Dieser Anhang stellt die Eigenschaften der beiden verallgemeinerten Spurfunktionale aus
[9, 12] zusammen.
A.1. Das Spurfunktional fu¨r die XXX-Kette
Es wird in [9] eine verallgemeinerte Spurfunktion beno¨tigt. Diese ist definiert als die C[x]-
lineare Abbildung
Trx : U(sl2)⊗ C[x]→ C[x],
die bei Wahl der (k + 1)-dimensionalen Darstellung pi(k) fu¨r U(sl2) der gewo¨hnlichen C-
linearen Spur entspricht, d.h.
Trk+1(A) = SpurV (k)
(
pi(k)(A)
)
fu¨r alle A ∈ U(sl2).
Dies legt die Abbildung eindeutig fest. Sie besitzt die folgenden Eigenschaften:
Trx(AB) = Trx(BA)
Trx(1) = x
Fu¨r die Spur u¨ber die Elemente der Poincare´-Birkhoff-Witt-Basis von U(sl2),{
EaHbF c; a, b, c ∈ N
}
, (A.1)
gilt
Trx(E
aHbF c) = 0 fu¨r a 6= c.
Die Spuren der u¨brigen Elemente von (A.1) ergeben sich mit Hilfe der Gleichung
Trx(e
zH) =
sinh(xz)
sinh(z)
und der Bedingung
Trx(CA) =
x2 − 1
2
Trx(A), A ∈ U(sl2)⊗ C[x] (A.2)
fu¨r den Casimiroperator C.
Die Funktion Trx besitzt ferner die Eigenschaften:
Trx(A) = Trx(A
′) falls ω¯x(A) = ω¯x(A′),
79
A. Die verallgemeinerten Spurfunktionale
wobei
ω¯x : U(sl2)⊗ C[x]→ (U(sl2)⊗ C[x]) /Ix
ist. Ix ist das 2-seitige Ideal in U(sl2)⊗ C[x], das von C − x2−12 erzeugt wird.
Ferner gelten
Tr−x(A) = −Trx(A)
und
Trx(A)− x(A) ∈ x(x2 − 1)C[x]
fu¨r die C[x]-lineare Coeins  : U(sl2) ⊗ C[x] → C[x]. Fu¨r den Grad Deg im Polynomring
C[x] gilt
Deg
(
Trx(H
aEbF c)
)
≤
{
m+ 1; m = a+ b+ c even
m; m = a+ b+ c odd
. (A.3)
A.2. Das Spurfunktional fu¨r die XXZ-Kette
Fu¨r das XXZ-Modell mit Anisotropieparameter ∆ = (q + q−1)/2 wird die verallgemeinerte
Spur definiert als die C[ζ, ζ−1]-lineare Abbildung (mit ζ = qλ)
Trλ,ζ : Uq(sl2)⊗ C[ζ, ζ−1]→ λC[ζ, ζ−1]⊕ C[ζ, ζ−1]
mit der Eigenschaft
Trλ,ζ(AB) = Trλ,ζ(BA).
Eine Basis von Typ Poincare´-Birkhoff-Witt fu¨r Uq(sl2) ist gegeben durch{
EaqbHF c; a, c ∈ N, b ∈ Z
}
. (A.4)
Es gelten
Trλ,ζ(E
aqbHF c) = 0 fu¨r a 6= c
und
Trλ,ζ(q
mH) =
{
λ; m = 0
ζm−ζ−m
qm−q−m ; m 6= 0
Trλ,ζ(CA) =
ζ + ζ−1
(q − q−1)2 Trλ,ζ(A) (A.5)
fu¨r den Casimiroperator
C =
q−1+H + q1−H
(q − q−1)2 + EF (A.6)
und beliebige Elemente A,B ∈ Uq(sl2).
Fu¨r ganze Zahlen k ≥ 0 gilt
Trk+1,qk+1(A) = trV (k)(pi
(k)(A)) (A.7)
fu¨r die gewo¨hnliche C-lineare Spur trV (k) u¨ber die (k+1)-dimensionale generisch irreduzible
Uq(sl2)-Darstellung
pi(k) : Uq(sl2)→ End(V (k)). (A.8)
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Dieser Anhang zitiert den Beweis aus [12] bezu¨glich des Bildes der X-Operatoren mit obe-
rem Index 1 unter dem Operator A(1)n fu¨r den Fall der XXZ-Kette.
Gleichung (4.2) in [12]
nX
(1,j)
n−2 (λ1 − 1, . . . , λn) = −A(1)n (λ1, . . . , λn) nX(1,j)n−2 (λ1, . . . , λn) (B.1)
Es reicht, den Fall j = 2 zu betrachten. Der Operator A(1)n la¨sst sich in folgender Weise als
Spur u¨ber einen 2-dimensionalen Hilfsraum Va ∼= C2 ausdru¨cken:
−
 n∏
p=2
[λ1,p − 1]q [λ1,p + 1]q
 A(1)n (λ1, . . . , λn) = TrV (1)a (pi(1)a (T [1]n (λ1))Pa,1¯)P1,1¯
Es reicht, Gleichung (B.1) fu¨r den Fall λ2 − λ1 = k + 1 ∈ Z≥2 zu beweisen (Lemma 7.1
in [12]). Mit Hilfe der Gleichungen (A.7) und (A.8) wird dazu die Spur u¨ber Uq(sl2) in der
Konstruktion des Operators nX
(1,2)
n−2 durch die Spur u¨ber den (k + 1)-dimensionalen Raum
V
(k)
b ersetzt.
Zu zeigen ist also folgende Identita¨t: n∏
p=2
[λ2,p − k − 1]q [λ2,p − k]q
 Tr
V
(k+1)
c
(
pi(k+1)c
(
T [1]n (λ2 −
k + 2
2
)
))
s1,2¯s1¯,2
= Tr
V
(1)
a
(
pi(1)a
(
T [1]n (λ2 − k − 1)
)
Pa,1¯
)
P1,1¯ TrV (k)b
(
pi
(k)
b
(
T [1]n (λ2 −
k + 1
2
)
))
s1,2¯s1¯,2.
(B.2)
Es wird die Notation
r(k,1)(λ) :=
(
pi(k) ⊗ I
)
(L(λ))
eingefu¨hrt. Fu¨r k = 1 ergibt sich
r(λ1,2) := r
(1,1)(λ1,2) =
{
R(λ1, λ2) : fu¨r q = 1
sh(η)−1R(λ1, λ2) : fu¨r q 6= 1.
Um die beiden auf der rechten Seite von Gleichung (B.2) auftretenden Spuren als Spur
u¨ber das Tensorprodukt der beiden Hilfsra¨ume schreiben zu ko¨nnen, sto¨rt der Operator
P1,1¯ = I ⊗ I + r1,1¯(−1) in der Mitte. Der Operator r1,1¯(−1) ist proportional zum Projektor
auf das 2-Platz-U(sl2)-Singulett und es gilt
r1,1¯(−1) TrV (k)b
(
pi
(k)
b
(
T [1]n (λ2 −
k + 1
2
)
))
s1,2¯s1¯,2 = 0, (B.3)
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denn die Operation von r1,1¯(−1) auf s1,2¯s1¯,2 produziert ein Singulett s2,2¯ und die Spur u¨ber
V
(k)
b entha¨lt das Produkt
r
(k,1)
b,2
(
λ1,2
2
)
r
(k,1)
b,2¯
(
λ1,2
2
− 1
)
.
Mit Hilfe von
L1
(µ
2
)
L2
(µ
2
− 1
)
s1,2 =
(
qµ + q−µ
(q − q−1)2 − C
)
s1,2
woraus fu¨r jedes A ∈ Uq(sl2)
Trλ
(
AL1
(µ
2
)
L2
(µ
2
− 1
))
s1,2 =
[
µ− λ
2
]
q
[
µ+ λ
2
]
q
Trλ (A) s1,2. (B.4)
folgt, erha¨lt man fu¨r den Spezialfall λ = µ = λ1,2 Gleichung (B.3). Der Operator P1,1¯ auf
der rechten Seite von Gleichung (B.2) kann daher durch (I⊗I)1,1¯ ersetzt werden. Die rechte
Seite von Gleichung (B.2) la¨sst sich dann als Spur u¨ber das Tensorprodukt der Hilfsra¨ume
umschreiben:
Tr
V
(1)
a ⊗V (k)b
(AB)s1,2¯s1¯,2 (B.5)
mit den Operatoren
A = ra,2¯(−k − 2)r(k,1)b,2¯
(
−k + 3
2
)
pi(1)a
(
T [1,2]n (λ2 − k − 1)
)
pi
(k)
b
(
T [1,2]n
(
λ2 − k + 1
2
))
und
B = ra,2(−k − 1)r(k,1)b,2
(
−k + 1
2
)
Pa,1¯.
Hierbei wurde die Definition
T [1,2]n (λ) := L3¯(λ− λ3 − 1) · · ·Ln¯(λ− λn − 1)Ln(λ− λn) · · ·L3(λ− λ3)
benutzt. Der Raum V (k) la¨sst sich mit dem symmetrischen Unterraum des k-fachen Ten-
sorproduktes
(
V (1)
)⊗k
identifizieren. Es gilt
V (k) '
k−1⋂
i=1
Kern
(
rbi+1,bi(−1)
) ⊂ V (1)bk ⊗ · · · ⊗ V (1)b1 (B.6)
und der Operator r
(k,1)
b,2 (λ) ist gegeben durch
r
(k,1)
b,2 (λ)
k−2∏
j=0
[
λ+
k − 1
2
− j
]
q
= rbk,2
(
λ− k − 1
2
)
· · · rb1,2
(
λ+
k − 1
2
)
. (B.7)
Fu¨r λ = λ1,2/2 = −(k + 1)/2 ist der Faktor auf der linken Seite von Gleichung (B.7)
von null verschieden. Als na¨chster Schritt soll gezeigt werden, dass die Spurbildung u¨ber
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das Tensorprodukt in Gleichung (B.5) durch Spurbildung u¨ber den zu V (k+1) isomorphen
symmetrischen Unterraum ersetzt werden kann. Dazu ist zu zeigen, dass
B
(
V (1)a ⊗ V (k)b
)
⊂ V (k+1)
gilt. Es genu¨gt, die Relation
ra,bk(−1)Bs1¯,2 = 0
zu zeigen. Mit Hilfe der Yang-Baxter-Gleichung folgt
ra,bk(−1)Bs1¯,2
= rbk,2(−k)ra,2(−k − 1)rbk−1,2(−k + 1) · · · rb2,2(−2)ra,bk(−1)rb1,2(−1)Pa,1¯s1¯,2. (B.8)
Durch Ausnutzen der Crossing-Symmetrie, welche fu¨r die L-Operatoren die Gestalt
La(λ)sa,b = −Lb(−λ− 1)sa,b (B.9)
annimmt, erha¨lt man
rb1,2(−1)Pa,1¯s1¯,2 = rb1,2(−1)ra,1¯(0)s1¯,2 = −rb1,2(−1)r2,a(−1)s1¯,2
= ra,b1(0)r2,a(−1)s1¯,2.
Die letzten 4 Terme von Gleichung (B.8) lassen sich daher umformen zu
ra,bk(−1)rb1,2(−1)Pa,1¯s1¯,2 = ra,bk(−1)ra,b1(0)r2,a(−1)s1¯,2
= ra,b1(0)rb1,bk(−1)r2,a(−1)s1¯,2.
Angewendet auf einen Vektor aus V
(1)
a ⊗ V (k)b gibt der Singulettprojektor rb1,bk(−1) null.
Es folgt
Tr
V
(1)
a ⊗V (k)b
(AB)s1,2¯s1¯,2 = TrV (k+1) (AB)s1,2¯s1¯,2
= TrV (k+1)
(
Ara,2(−k − 1)Pa,1¯r(k,1)b,1¯
(
k − 1
2
))
s1,2¯s1¯,2,
(B.10)
wobei im letzten Schritt die Crossing-Relation (B.9) benutzt wurde. Der Operator Pa,1¯ in
(B.10) kann aufgrund der Relation
ra,1¯(−1)r(k,1)b,1¯
(
k − 1
2
)
r
(k,1)
b,a
(
k + 1
2
)
= 0.
durch die Identita¨t ersetzt werden. Mit Hilfe der Fusionsrelation1
r
(1,1)
b,a
(
λ− k
2
)
r
(k,1)
(b1,...,bk),a
(
λ+
1
2
)∣∣∣∣
V (k+1)
=
[
λ− k
2
+ 1
]
q
r
(k+1,1)
(b,b1,...,bk),a
(λ)
folgt schließlich Gleichung (B.2). Damit ist der Beweis von Gleichung (B.1) abgeschlossen.
1 Der Index (b1, . . . , bk) steht fu¨r den symmetrischen Unterraum, siehe Gleichung (B.6).
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C. Details zu Kapitel 6
Die Bilder der Elementarmatrizen unter dem Operator(
C
(1)
A
)−1
A
(1)
2 (λ1, λ2;α) =
1
ρ(λ1 − 1) sh(η(λ12 − 1)) sh(η(λ12 + 1))A
(1)
2 (λ1, λ2;α)
lauten:
1
0 0
0 0
0
 7→ eαηsh(η(λ12 + 1))

0
0 0
sh(η) sh(η(λ12 − 1))
0


0
0 0
0 0
1
 7→ e−αηsh(η(λ12 + 1))

0
sh(η(λ12 − 1)) sh(η)
0 0
0


0
1 0
0 0
0
 7→ eαη

0
0 0
−sh(η(λ12 − 1))sh(η) −sh2(η)
sh2(ηλ12)


0
0 0
0 1
0
 7→ e−αη

sh2(ηλ12)
−sh2(η) −sh(η)sh(η(λ12 − 1))
0 0
0


0
0 0
1 0
0
 7→ eαηsh(ηλ12)

0
0 0
−sh(η(λ12 − 1)) −sh(η)
sh(η)


0
0 1
0 0
0
 7→ e−αηsh(ηλ12)

sh(η)
−sh(η) −sh(η(λ12 − 1))
0 0
0

(C.1)
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C. Details zu Kapitel 6
Die Bilder der in Abschnitt 6.2.1 eingefu¨hrten Operatoren C, D, E und F unter
1
ρ(λ1 − 1)A
(1)
2 (λ1, λ2;α)
sind gegeben durch
C(λ1, λ2) 7→
− ch(αη)C(λ1 − 1, λ2)− sh(αη)D(λ1 − 1, λ2) + sh(αη)E(λ1 − 1, λ2)
+
1
4
sh(αη)
ch(ηλ12)
(sh(η) sh(η(λ12 − 1)) ch(αη)− ch(η) ch(η(λ12 − 1)) sh(αη))
ch(η(λ12 − 1)) sh(η(λ12 − 1)) Eα(λ1 − 1, λ2)
+
1
4
sh(αη)
ch(ηλ12)
(sh(η) sh(η(λ12 − 1)) ch(αη) + ch(η) ch(η(λ12 − 1)) sh(αη))
ch(η(λ12 − 1)) sh(η(λ12 − 1)) E−α(λ1 − 1, λ2),
E(λ1, λ2) 7→
− sh(αη)C(λ1 − 1, λ2)− ch(αη)D(λ1 − 1, λ2)
+ ch(αη)E(λ1 − 1, λ2) + F (λ1 − 1, λ2)
− 1
4
sh(αη)
sh(ηλ12)
(sh(η) ch(η(λ12 − 1)) ch(αη)− ch(η) sh(η(λ12 − 1)) sh(αη))
ch(η(λ12 − 1)) sh(η(λ12 − 1)) Eα(λ1 − 1, λ2)
+
1
4
sh(αη)
sh(ηλ12)
(sh(η) ch(η(λ12 − 1)) ch(αη) + ch(η) sh(η(λ12 − 1)) sh(αη))
ch(η(λ12 − 1)) sh(η(λ12 − 1)) E−α(λ1 − 1, λ2),
D(λ1, λ2) 7→ F (λ1 − 1, λ2),
F (λ1, λ2) 7→ D(λ1 − 1, λ2).
(C.2)
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