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Over the past decades, computer graphics researchers have put enormous effort into ren-
dering realistic visual scenes by simulating light transport. With the high-level goal of
creating realistic immersive experiences in virtual worlds, physically plausible sound is a
critical piece and remains to be explored.
Humans’ experience when perceiving sound is spatially varying and scene dependent,
e.g. whether a point sound source is occluded or not with respect to listener will lead
to a different perceived sound. Simulating sound propagation is the key to reproducing
such effects but it differs from light transport simulation in visual rendering due to the
importance of diffraction effects. By using physical simulations, the grand goal of this
thesis is to provide auditory cues that respect the influence of the virtual environment.
We address this problem by precomputing an expensive simulation of sound wave
propagation through a voxelized 3D scene and encoding perceptually important acoustic
parameters per voxel from the simulation data, which enables efficient real-time sound
rendering at run-time. All methods proposed are immediately practical with potential
applications in AR/VR and gaming.
Our first contribution is proposing a framework that simulates ambient sound propaga-
tion in a preprocessing stage and reconstructs ambient sound efficiently at render time. By
modelling spatio-temporally incoherent ambient sound source appropriately in numerical
simulation, a streaming encoder captures the loudness and directivity per listener posi-
tion compactly in spherical harmonics coefficients. The encoded coefficients are further
coupled with Head-related transfer function (HRTF) data, rendering physically plausible
binaural ambient sound at run-time.
We then observe that in most ambient sound scenarios, the sound texture perceived
varies in space. For example, near a water stream, crisp water bubble sounds are audi-
ble with transient details, whereas it becomes closer to a randomized colored noise in far
field. A more compelling example is a babbling crowd, in which individual speech is rec-
ognizable next to a person but not when far away from the crowd. The intuition is that the
perceived ambient sound is a random collection of similar micro sound events and the vari-
ation of atomic sound events’ temporal density and their distribution of amplitudes leads
to different sound textures. We propose a simple ambient sound texture representation
in terms of an event density function (EDF). By modelling micro sound events directly
in the precomputed simulation phase, EDF is compactly encoded. At run-time, sound is
rendered by real-time granular synthesis, resulting in a spatially varying sound texture that
enhances the experience of ambient sound in a virtual environment.
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CHAPTER 1
INTRODUCTION
In recent years, image synthesis techniques in computer graphics have achieved huge
success in rendering a stunning photorealistic virtual world. Yet, within the high level goal
of providing an immersive user experience, sound, as another important piece of human
perception, remains less widely studied. On the other hand, the audio research community
has proposed numerous 3D spatial sound methods for rendering sound from headphones
or loudspeaker-arrays to control multiple perceptually relevant sound effects [5], e.g. the
direction of sound arrival, loudness and reflection and reverberation properties. However,
making spatial sound rendering techniques aware of scenes remains a hard challenge be-
cause it requires simulating a complex sound transport process in 3D space. This makes
the perceived sound inconsistent with visual cues, degrading the overall immersive expe-
rience.
This thesis attacks several open problems in spatial sound simulation and rendering
with the goal of making the rendered sound respect the spatial 3D geometry of the scene.
In both hearing and vision, human perceptual systems discount environment influences
to better identify the objects’ characteristics. However, putting these other influences back
in provides useful cues for sensing the environments. In vision, illumination conditions
change under different environments; in hearing, reverberation is affected by the size of
the surrounding room size. An enormous amount of work has been done in the computer
graphics field to draw 3D shaded objects with shadows and global illumination effects. On
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the other hand, most existing spatial sound works render sound entities only with specified
directions and sizes, without considering environment effects. Integrating environment
cues into spatial sound rendering provides the user a more realistic sound result which
also aligns with perceived visual information.
Physically rendering a visual scene boils down to simulating light transport in 3D
space. Similarly, scene-aware spatial sound rendering requires sound transport simula-
tion, whose inputs include 3D geometry with tagged materials and sound source / listener
properties.
In general, there are two approaches to simulate the sound transport process. Geomet-
ric acoustics methods use a small-wavelength approximation, ignoring diffraction effects
and adopting path-tracing like techniques. They are able to simulate sound propagation
from point sources interactively and to support dynamic geometry. However, sound waves
have much larger wavelengths than light waves and exhibit important diffraction effects
which can not be modeled by geometric methods directly. Geometric acoustics loses phys-
ical accuracy in the near-field and at low frequencies where diffraction effects are domi-
nant. Further, for volumetric sound sources, the convergence rate of path tracing methods
prohibits interactive simulation and rendering. The other approach to sound transport sim-
ulation is physical wave simulation. It solves the acoustic wave equation directly, which
automatically captures all physical cues, including diffraction. However, its computational
cost is much higher than path-tracing methods in a simple scene, so it cannot be used for
real-time simulation of sound propagation in 3D space. One way to circumvent the high
cost while retaining physical accuracy is to precompute the wave simulation oﬄine before
2
rendering sound in real-time.
An important sound phenomenon we studied extensively is ambient sound. Ambient
sounds are common in physical environments. They usually originate from static extended
sound sources rather than from point sources and are composed of many spectrally similar
micro sound events. We seek to efficiently capture and render salient propagation effects
to improve the realism of ambiences in games and virtual reality. Most prior spatial sound
simulation and rendering methods aim at point-like sound sources. However, modeling
these events individually is impractical in interactive applications which typically support
about a hundred active sounds in total and allocate only a few for the background. Re-
placing this complexity by a few point proxies causes unrealistic wobbles in loudness as
the listener moves past the proxies and fails to reproduce the correct aggregate effects of
distance falloff and shadow softening. All these factors make scene-aware ambient sound
synthesis challenging.
This thesis uses a precomputed physical wave simulation paradigm to address static
ambient sound simulation and rendering. Given a voxelized 3D scene, an expensive sound
propagation simulation is conducted in a precomputation phase and compact perceptual
acoustic information is extracted at potential listener 3D positions, which is then further
compressed over space. At run time, the spatial sound effects are rendered in real-time us-
ing the precomputed perceptual parameters at the dynamic listener position. This paradigm
physically simulates sound transport and is still able to render spatial sound in real-time at
3
dynamic listener positions.
1.1 Overview of contributions
Most of the methods in this dissertation are built upon the parametric wave-field simulation
and encoding framework proposed in [30]. Our contributions are as follows:
Ambient sound propagation We propose a first-of-its-kind system addressing realistic
3D spatial sound effects from ambient sound sources in virtual environments, e.g. rain
and waterfalls. By precomputing sound transport simulation from spatio-temporally in-
coherent volumetric sound sources, the system automatically captures the loudness and
directionality cues from ambient sound, without any human effort.
Acoustic texture simulation and rendering Besides the first order loudness and di-
rectionality cues, this work also simulates and renders acoustic texture variation in 3D
space, capturing the indistinct murmur of a faraway brook versus the bright babbling of
one up close. The key contribution is formalizing the notion of acoustic texture variation
by introducing the event density function (EDF), which relates the rapidity of received
events as a function of their individual loudness and listener location in the scene. In a
single precomputed wave simulation, the ambient sound source is modeled as a collection
of impulsive sound events and the EDF is encoded. At render time, our system uses real-
time granular synthesis to render ambient sound according to a dynamic EDF, producing
plausible texture variations as the listener moves around in complex virtual scenes.
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1.2 Orgnization of the thesis
This thesis is organized as follows: chapter 2 reviews related previous work and clar-
ifies our problem statement; chapter 3 explicitly states the numerical methods used in
our precomputed finite-difference time-domain (FDTD) simulation; chapter 4 proposes an
ambient sound simulation framework that uses a spatio-temporal incoherence idealization
and enables lightweight rendering method for loudness and directivity cues; chapter 5 pro-
poses a new framework that simulates and renders the acoustic texture efficiently; chapter 6
contains the conclusions and also looks forward for future work.
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CHAPTER 2
BACKGROUND
This dissertation attacks an open problem in audio-visual computing: how to physi-
cally render generic ambient sound in 3D space. In the following chapters, we propose
two systems that reproduce realistic ambient sound in virtual environments.
2.1 Problem statement
Ambient sounds like wind, rain, or surf provide a dynamic background, propagating
through a 3D scene to complement visuals and immerse the listener in an environment.
Ambient sources superpose many independent, spectrally similar atomic source events
overlapping in time and distributed over the source’s spatial extent, such as individual
rain drops, oscillating bubbles in a stream, or bird tweets in a flock. These events occupy
a similar frequency band within human auditory perception and we perceive them as an
aggregate.
As the listener navigates, multiple aspects of ambient sound are important cues for
human ambient sound perception.
• Loudness changes convey the size and shape of the sound source. For instance
sound attenuates when moving away from the beach but not when moving along it.
Variation due to scene occlusion indicates how open or enclosed the surrounding
space is.
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• Directionality from sound streaming through portals or adjoining chambers reveals
their presence even when behind the listener. The beach sounds big outside but
becomes directionally crisp when heard through an open door or window.
• Acoustic texture, which arises from audible statistical properties of atomic source
events, is spatially varying. For instance, a faraway stream sounds noise-like but
becomes a more distinct babbling with individually recognizable drips and gurgles
as one gets closer. The texture varies not only with distance but also from sound
propagation within the scene: rain sounds different when heard indoors through a
door compared to outside, not just because it gets fainter, but also because events
get mixed at the door and are multiplied via reverberation within the room.
2.2 Sound transport simulation approaches
To simulate sound transport in 3D environments, there are two types of existing simulation
approaches: geometric acoustics (GA) and physical wave acoustics simulation methods.
2.2.1 Geometric acoustics
Geometric acoustics (GA) methods were first investigated in ray tracing [21] and image
source [2] methods. They are surveyed in [37] and most of them amount to a small-
wavelength approximation to the wave equation. GA techniques are able to simulate sound
propagation at interactive rates and support dynamic geometry, at the cost of sacrificing
7
physical accuracy: they use a limited number of sampled paths and must approximate
physical diffraction effects.
GA methods require transport path sampling to leverge ray tracing techniques. Tra-
ditionally only low-order reflection paths are sampled for real-time sound propagation
simulation due to computational cost. Recently, by neglecting diffraction, bi-directional
path tracing has shown promise [9] for point sound sources. However, one important phe-
nomenon this thesis studies is ambient sound from an extended source. Typical extended
sources that we consider for ambient sound sources comprise thousands of source events;
it becomes very costly for GA to obtain converged estimates that find all paths connecting
each source event to the listener. [39] renders large volumetric sound sources in free field
conditions, but the question of how to render volumetric sources in a physical way in the
presence of geometry remains to be answered.
How to include diffraction in a physically correct fashion is a more fundamental prob-
lem for GA methods. The Biot−Tolstoy−Medwin (BTM) diffraction model [4, 25, 8] has
been widely used to account for the prominent role of diffraction in audible-wavelength
sound propagation. BTM models the diffracted field around an edge as a superposition of
wavelets emitted from elementary parts of the edge. In simulation, the edge needs to be
discretized, making the diffracted field a summation of wavelets from all edge elements.
For high-order diffraction, all possible combinations of elements on each edge need to
be included, yielding an exponentially growing complexity. Recent works use stochastic
scattering at or near geometric edges where sound paths bend and techniques are being
investigated in [38]. But the general problem remains open [37].
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2.2.2 Physical wave acoustics
Solving the wave equation directly captures diffraction [14] and explores all these paths
systematically but implicitly, but at a computational cost that prohibits interactive move-
ment of sources and listener. Previous systems [34, 30] precompute the simulation and ex-
tract compact perceptual acoustic information (e.g. arrival delay, loudness, energy decay
rate, etc.), enabling real-time rendering of propagation effects. Multiple stunning scene-
aware sound effects can be rendered in real-time systems, such as echoes in a reverberant
chamber [30] and directions of the sound arrival [32]. The simulations are physical and
the rendered sounds are usually more plausible compared with GA methods.
Most previous wave-based techniques consider a single point source; our interest lies
in large ambient sources comprising thousands of independent source events. Our pa-
rameterization of the aggregate acoustic response also differs. [30] extract loudness for
the direct sound, early reflections, and late reverberation transient phases of the impulse
response for rendering perceptually important acoustic effects on sound emitted from a
single coherent point source. Our work focuses on capturing the variable loudness, direc-
tionality and statistical texture of ambient sounds and the modification of the properties
by sound propagation.
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2.3 Sound texture synthesis
Perceptual sound texture analysis and synthesis Research in sound perception has
been studying the problem of generating a new sound texture that is perceptually simi-
lar to a given audio clip, but not identical to the input (nor to trivial transformations of
the original signal, like translation). Many existing algorithms in the field are inspired
by visual texture synthesis architectures. [23, 24] proposed statistical descriptions that
can be extracted from recorded sounds to summarize the perceived sound texture. These
methods focus on stochastic temporal fluctuations in acoustic energy across different audio
frequency bands, and they can be used to transform Gaussian random noise into sounds
matching the original. Recent advances also use neural networks to synthesize audio tex-
tures with improved diversity and quality [3].
We are interested in a related but different problem: characterizing and rendering the
spatially-varying sound texture due to propagation within a complex scene. We propose
a statistical representation of sound texture [54] called the event density function (EDF),
which is independent of the particular sounds emitted by the source. This modification is
what we term acoustic texture, captured in the EDF. Once it has been extracted for a source
volume and scene, our run-time rendering system lets the user specify any grain sounds,
synthesizing the resulting radiated sound and applying the acoustic texture modification in
real-time.
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Granular sound synthesis Granular synthesis is a broad term encompassing many tech-
niques in audio processing and synthesis that break a sound into short (10–100 ms) units
called grains and then reassemble them by concatenation or blending to modify (e.g.,
pitch shift) the original sound or to synthesize new sounds [13, 36, 51]. Specialized tech-
niques for rendering particular sounds such as rain have been proposed [27]. Our run-time
rendering employs granular synthesis, where grains are complete individual source event
sounds which are generated and mixed stochastically to render the output. Our focus is on
informing this process with the virtual environment.
11
CHAPTER 3
FDTD WAVE SIMULATION BASICS
Sound can be interpreted as air particle vibrations and propagates as an audible wave of
pressure through media. Acoustic pressure is the local deviation of pressure from equilib-
rium. It is a scalar-valued function of both 3D space and time. The goal of a time-domain
acoustic simulator is reconstructing the acoustic pressure variation in space-time space.
The input of our simulation pipeline is the 3D scene geometry with tagged material
properties, listener positions, sound source volume and sound source signal. The transport
of sound waves in air is governed by the scalar acoustic wave equation
1
c2
∂2 p
∂t2
(x, t) − ∇2 p(x, t) = s(x, t) (3.1)
where x is 3D spatial location, t is time, c=340 m/s is the speed of sound, and p is scalar
acoustic pressure to be solved for. The (input) source term s(x, t) represents the source
perturbation to be propagated and will be detailed in chapter 4 and 5. Note that by solving
equation 3.1 numerically, complex wave effects such as diffraction and interference are
included by default.
There exist various methods solving wave equation 3.1 in time domain. In our precom-
putation phase, the finite difference time domain (FDTD) numerical method [47] is used to
simulate wave propagation. It was originally proposed for vector-valued electromagnetic
wave propagation simulation [52] and is well suited for solving the scalar acoustic wave
equation 3.1 as well.
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FDTD is simple to implement. Its major disadvantages are numerical dispersion, caus-
ing different frequencies to incorrectly travel at different speeds, and numerical dissipa-
tion, causing high frequencies to be attenuated. These limitations will be discussed in
section 3.3.
3.1 Standard FDTD scheme
The FDTD method solves equation 3.1 on regular 3D voxels at discretized time steps.
Let pil,m,n denote the pressure field at the i-th time step over voxels indexed (l,m, n). Ap-
plying second order central finite difference for both space and time domain derivatives,
equation 3.1 is discretized as
pi+1l,m,n = λ
2(pil+1,m,n + p
i
l−1,m,n + p
i
l,m+1,n + p
i
l,m−1,n + p
i
l,m,n+1 + p
i
l,m,n−1) − pi−1l,m,n + c2∆t2sil,m,n
(3.2)
where the Courant number λ = c∆t
∆x , c = 340 m/s is sound wave speed, ∆t is the discrete
time step, and ∆x is the regular 3D voxel size.
3.2 Acoustic power flux
Flux density (or simply, flux) represents instantaneous power transport in the fluid across a
differential oriented area, analogous to vector irradiance in optics. It estimates the direction
of a wavefront passing x at time t, via
f (x, t) = p(x, t) v(x, t), v(x, t) = − 1
ρ0
∫ t
−∞
∇p(x, τ) dτ (3.3)
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where v is the particle velocity and ρ0 is the mean air density (1.225kg/m3). We com-
pute flux density on each voxel as the simulation runs and this variable is dedicated to
directivity-aware sound spatialization which will be discussed in following chapters.
Central finite differences among 3D voxels are used to compute spatial derivatives for
∇p, and the midpoint rule for numerical time integration, yielding the update equation for
x component of particle velocity as
(vx)i+1l,m,n = (vx)
i
l,m,n −
∆t
ρ0
pil+1,m,n − pil−1,m,n
∆x
(3.4)
And similarly for its y and z components.
3.3 Numerical limitations
Numerical dispersion and dissipation form the main limits on the highest frequency we
can simulate for a given grid spacing.
With specified grid spacing ∆x, the time step is
∆t =
λ∆x
c
, (3.5)
where the Courant number λ is at most 1/
√
3 ensuring CFL stability [10] in 3D simulation,
and the Nyquist frequency is
fn =
1
2 ∆t
. (3.6)
A simulation with duration T requires Nt time steps
Nt =
T
∆t
. (3.7)
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Simulation cost is proportional to the product of total number of voxels and number of
time steps Nt. Assuming n voxels along each spatial dimension and the simulated duration
is fixed, the time complexity is O(n4) while the memory complexity is O(n3).
We use standard leap-frog integration as discussed in section 3.1, in which dissipation
is greatest along axial directions [40, 19] with cut-off frequency
fd =
1
pi∆t
sin−1(λ) (3.8)
To avoid unwanted numerical dissipation at high frequencies, the injected source signal
s(x, t) does not contain significant content beyond axial cutoff frequency fd.
Low frequencies in the source signal should also be removed: a non-zero DC com-
ponent generates a non-zero particle velocity (i.e. wind) in the direction away from the
source. We therefore limit the power spectral density (PSD) content of the source signal
to [ fmin, fmax] ⊂ (0, fd] and denote its bandwidth ∆ f = fmax − fmin.
Numerical dispersion is another FDTD artifact whose effect is frequency dependent.
Travelling waves with frequency closer to the dissipation limit fd tend to disperse more
than lower frequencies. To avoid this while balancing computational cost, a rule of thumb
is to set the ratio between smallest wavelength injected and voxel size ∆x around 4 ∼ 5
in practice. Simulated source signal s(x, t) will be detailed in chapter 4 and chapter 5
separately.
Our simulation is computed on a cuboid domain. The simulation duration is denoted
T = TS + TD, where TS is the length of time in which the source continues to emit event
pulses and TD is the time required for a wave to propagate across the diagonal of the
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simulation domain. The fixed value TS = 2s builds reliable and spatially-smooth statistics
for the studied acoustic parameters in all our experiments.
3.4 Boundary conditions
We use a Neumann boundary condition [49] to deal with wave-geometry interactions at in-
terfaces. It enforces that the gradient of scalar acoustic wave pressure w.r.t surface normal
is always zero, implying even symmetry of the pressure field about the interface. Intu-
itively, Neumann boundary conditions specularly reflect waves and the reflection density
function is frequency independent. This assumption makes sense considering the long
wavelength of acoustic waves compared with geometry features. Frequency dependent
surface reflection modelling is still an open problem [20] and we will leave it for future
work.
3.4.1 Perfectly matched layer
The simulation domain is truncated to balance computation cost and physical accuracy. It
is intended to model sound emission into a free space without any back reflection. How-
ever, simple boundary conditions typically trigger reflections for incident waves. To sup-
press spurious reflections from the domain boundary, a perfectly matched layer (PML)
absorber is placed on each domain boundary face. It uses stretched coordinate variables
and models wave propagation in an unphysical lossy medium. The impedance of the lossy
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medium matches with the air at the media-air interface, preventing reflection errors. More
details can be found in [35].
We also couple the PML with the specularly reflecting walls in the virtual environment,
augmenting the reflecting boundary condition with a variable reflectivity [29]. When up-
dating the scalar wave pressure field at the geometry interfaces at one time step, the Neu-
mann and PML boundary conditions are evaluated separately, resulting in two different
wave fields for the following time step. The updated wave field value is a weighted sum-
mation of the results from the two boundary conditions, where the weights are decided by
the wall absorption coefficient.
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CHAPTER 4
AMBIENT SOUND PROPAGATION
Ambient sounds provide a dynamic background, propagating through a 3D scene to
complement visuals and immerse the listener in an environment. As the listener navigates,
loudness changes convey the size and shape of the sound source. For instance sound
attenuates when moving away from the beach but not when moving along it. Variation due
to scene occlusion indicates how open or enclosed the surrounding space is. Directionality
from sound streaming through portals or adjoining chambers reveals their presence even
when behind the listener. The beach sounds big outside but becomes directionally crisp
when heard through an open door or window. In this work, we capture and render both
loudness and directionality from ambient sound sources for the first time, within a small
runtime budget appropriate for background sounds in games and virtual reality (VR).
We assume ambient sources superpose many independent, point-like elementary sound
events, such as the impact of each drop in a rain shower. When the listener is unable to dis-
tinguish these individual sound events, we observe that ambient sources can be idealized
as incoherent in space and time. This idealization fails for individual conversations heard
at a crowded party or for nearby cars on a street corner, but it suffices as the crowd’s chat-
ter or highway noises merge at greater distance. Prior work on propagation from extended
sources has instead focused on spatially coherent sources at most a few meters across, such
as free-field radiation from vibrating shells [17] and scattering/shadowing from discrete
objects in sparse outdoor scenes [26]. Coherent wave fields are highly oscillatory over
space, making these techniques compute- and memory-intensive. The (time-averaged)
18
power distribution of an incoherent field is smooth, saving CPU and RAM.
Given the source’s spatial power distribution, we precompute a single 3D wave sim-
ulation using the finite-difference time-domain (FDTD) method. This Eulerian approach
naturally accounts for diffraction and scattering, and it propagates the entire field at once,
making precomputation time insensitive to the source’s spatial extent. In this chapter, we
propose the notion of an incoherent wave source and an efficient formulation that gener-
ates phase-decorrelated, bandlimited noise signals, yielding response fields with smooth
power variation, avoiding spatial oscillations from interference. The simulation output is
a pressure field over time and space; it captures how sound propagates from the source
but is too large to store in raw form and does not make the information needed at runtime
readily available. A streaming encoder is used that efficiently extracts and stores compact
perceptual information for incoherent fields. We compute a 3D grid of low-order spherical
harmonic (SH) coefficients representing the directional distribution of acoustic power at
points regularly sampled throughout the scene. Our encoder computes the flux density
vector at each timestep and sample point, and incrementally accumulates the SH coeffi-
cients. Prior techniques [22, 33] also apply flux but on short, coherent signals for which
overlapping arrivals in different directions cannot be discriminated. With a sustained, in-
coherent source signal, we show for the first time that flux can tease apart the steady-state
spherical power distribution.
We also show that incoherence can be exploited for faster binaural rendering at run-
time. Existing techniques require expensive convolution with the HRTF (head related
transfer function) to preserve interaural phase differences. But in an ideally incoherent
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sound field, phase relationships are difficult to sense and frequency-dependent interaural
loudness differences dominate. These can be achieved cheaply using standard parametric
equalization. We obtain good results with just four frequency bands, by equalizing the
mono-aural representative sound to be propagated using 4-channel left/right gains com-
puted for the current listener position and head orientation in the scene.
Overall, this is the first system to model salient directional propagation effects from
arbitrarily large ambient sources in complex game environments. Precomputation takes
about several hours on a single desktop. Runtime cost per extended source is less than
1MB of memory and about 100µs per-frame computation on a single core. Cost is largely
insensitive to source size or scene’s geometric complexity. Our technique integrates trans-
parently with standard game engines like Unreal Engine 4.
4.1 System overview
The designer tags surfaces or volumes in a 3D scene as the extended source. Our goal is to
play back in real time a (usually pre-recorded) representative sound as if it were emanating
from that source and propagating through that scene. Loudness and directionality cues
should change in a smooth and natural way as the listener moves.
Our system works in two stages. In the precomputation stage, we voxelize a 3D domain
containing the extended source and scene geometry and introduce sustained, volumetric
noise. This noise signal is entirely synthetic and used to predict sound transport effects,
with no relationship to the representative sound played at run-time.
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A wave simulation then propagates this noise throughout the scene. Parameter fields
are encoded representing the time-averaged power distribution as a (5D) function of posi-
tion and direction at the listener, where directionality is represented using low-order (n=4)
SH. These fields then modify the representative sound clip at playback time given the
listener’s changing position and orientation.
The emitted power distribution, shape, and location of the extended source is baked
in with respect to the static scene and can’t be changed at runtime. Any input clip can
be used at runtime to represent the source sound; it should be suitably “ambient” with
loudness and spectral content not changing too abruptly.
4.2 Precomputed simulation
As mentioned in chapter 3, we use the FDTD numerical method [47] to simulate wave
propagation by solving the wave equation 3.1. Its (input) forcing term s(x, t) represents
the source perturbation to be propagated and will be detailed in Section 4.3.
FDTD has numerical dispersion and dissipation errors. As discussed later in Sec-
tion 4.4, the acoustic parameters we’re interested in depend on the response signal’s time-
averaged power and neglect its phase, making them insensitive to dispersion. Dissipation
thus forms the main limit on the highest frequency we can simulate for a given grid spac-
ing.
Simulation cost is proportional to the product of scene volume, spatial resolution, tem-
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poral resolution, and duration. Output quality depends on resolution, which determines
the field’s spatial detail, and the number of frequency bins resolvable in the band where
the source propagates without artifacts, which determines the amount of randomness we
can inject. We fix the spatial grid spacing (∆x) and number of frequency bins (∆N) to
achieve the required quality, and determine the other parameters as follows.
As discussed in chapter 3, Nt time steps are included in the time domain simulation.
The simulated pressure response at any grid point thus yields a corresponding number of
“bins” or frequency samples in its minimal discrete Fourier transform given by
N = bNt/2c + 1. (4.1)
To suppress dissipation and non-zero particle velocity (chapter 3), we limit the power
spectral density (PSD) content of the source signal to [ fmin, fmax] ⊂ (0, fd] and denote its
bandwidth ∆ f = fmax − fmin.
The number of frequency bins included in this band is then
∆N = N
∆ f
fn
. (4.2)
We’ll see in the next section that the bigger ∆N, the more the simulation approaches ideal
incoherence.
We set ∆x = 0.255m, yielding the sampling rate 1/∆t = 2309Hz and dissipation cutoff
fd = 452Hz. We set the source PSD’s non-zero band as [ fmin, fmax] = [62.5, 400]Hz and
the number of frequency bins included in it as ∆N = 1000. This yields Nt ≈ 9200 in
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Figure 4.1: Total loudness (dB) due to coherent vs. incoherent extended source.
our experiments. Our simulation is computed on a cuboid domain with perfectly matched
layer (PML) [35] absorber to suppress spurious reflections from the domain boundary.
4.3 Incoherent signal synthesis
A key component of our system is signal generation for an extended, spatio-temporally
incoherent source, representing s(x, t) in (3.1). Figure 4.1 shows the problems that arise
from a coherent source. The scene in this experiment is a two-story beach house facing a
much longer ocean surf source. When all points covered by the source emit a phase-locked
Gaussian derivative pulse, an overly bright band of constructive interference forms near
the source (right of image) and fringes (spatial oscillations) in the occluded area behind
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Figure 4.2: Convergence with increasing ∆N. From left to right: ∆N =
63, 250, 1000, 4000, visualizing total loudness in dB scale.
the house. Inside the house, note the increased spatial variation and overall attenuation
compared to the incoherent case. Our new incoherent source yields a smoother and more
physically motivated total loudness field.
Coherence is the tendency of wave field observations at different times and places
to be correlated. We design our source to exhibit complete spatial incoherence and as
little temporal coherence as possible while satisfying the frequency content constraints
discussed in the previous section.
Spatial incoherence A source much smaller than the sound wavelength can be treated as
a point. When it is bigger, the signal it emits must be decorrelated over its extent as well
as over time. To ensure spatial incoherence, we simply generate independent signals in
each FDTD grid cell covered by the source. This approach is simple and achieves spatial
incoherence up to the grid resolution; the smaller the voxels, the more closely the result
approximates perfect spatial incoherence.
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Temporal incoherence A sequence of independent, zero-mean random samples is fully
incoherent but isn’t bandlimited and so incurs numerical dissipation. To reason about ban-
dlimiting the signal appropriately for simulation, we consider the discrete Fourier domain,
where this ideal white noise exhibits constant amplitude and independently random phase
at each frequency bin. The signal we desire has the same random phase and constant am-
plitude but only across the ∆N frequency bins in the available band [ fmin, fmax]. A longer
simulation increases ∆N and thus incoherence. Figure 4.2 shows how the simulation con-
verges to a smooth result as ∆N increases.
Online synthesis The most straightforward way to generate the source signal is via
Fourier synthesis: for each voxel, construct the discrete signal in Fourier space by set-
ting the magnitude of each frequency bin to the PSD target at that frequency, and its phase
as a random number, then take the inverse Fourier transform. This method precisely con-
trols the spectrum, but must store the full temporal signal at every source voxel. For large
sources, this overwhelms storage for the FDTD state itself, which only updates pressure
using the field at current and prior time step.
To reduce memory, we synthesize the source signal by filtering zero-mean white noise
on-the-fly during simulation. The resulting source signal is s(t, x) = w(t, x) ∗ h(t) where ∗
denotes time-domain convolution. Note that the filter h(t) is independent of position; we
assume elementary sources share the same spectral content.
We implement h as an order-nh IIR filter, which accesses samples from the most recent
nh timesteps. The memory required is proportional to the product of the number of source
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Figure 4.3: Online incoherent synthesis. Top plot is the desired magnitude response of
the source signal; bottom is its PSD when actually generated via on-the-fly
IIR filtering of white noise.
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grid cells and the filter order nh, independent of the simulation’s duration. Figure 4.3
compares PSDs between the target and the actual stochastic signal.
Filter details For a similar rolloff factor in the transition between pass-band and stop-
band, an IIR filter requires lower order compared to an FIR filter. It incurs more phase
distortion, but this is not troublesome because the signal’s phase is randomized.
We apply a band-pass Chebyshev type-II filter [46] and use Direct Form II for recursive
filtering [45]. The pass band is set as [62.5, 0.36 C fn] in Hertz, and the stop bands as [0, 20]
and [0.675 C fn, fn]. This guarantees the pass-band is contained in the non-dissipative
frequency range. The ripple (ratio between the largest and smallest magnitudes of filter’s
frequency response) allowed in the pass band is 6dB and the attenuation factor of the stop
bands is 40dB. We use filter order nh = 16. Memory demanded by online source synthesis
is below one megabyte even for an extended source comprising tens of thousands of voxels.
4.4 Encoder
At each simulation voxel, our encoder computes flux at the next simulation time step and
accumulates its low-order SH power distribution. The resulting parameters fields are then
spatially down-sampled and compressed as in [31].
Acoustic power flux density is computed at each voxel and each time step. We recover
the time-averaged directional power distribution at any spatial point x (suppressed below)
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Figure 4.4: Directional analysis example. Left column: overall directionality. Right
four columns: recorded directional RMS power distribution
√
E(Θ) for the
two marked locations. (1a)/(1b) show the ±X hemispheres of the directional
power distribution at location 1. (1c)/(1d) show the corresponding SH re-
construction. (We visualize
√
E(Θ) instead of E(Θ) to emphasize low-power
spots.) (2a)-(2d) show the same analysis for location 2.
as follows. At every time step t, take the instantaneous flux to form the unit vector fˆ (t) ≡
f (t)/‖ f (t)‖ and associate the instantaneous power p2(t) to that single direction, followed
by time-averaging, yielding
E(Θ) =
1
T
∫ T
0
p2(t) δ(Θ − fˆ (t)) dt (4.3)
where Θ represents a direction and δ(Θ) is the Dirac delta function in direction space.
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SH projection We encode directional power distribution as a smooth spherical function
by projecting to order-n SH via
El,m =
1
T
∫ T
0
p2(t) Yl,m( fˆ (t)) dt. (4.4)
where Yl,m are the n2 real SH basis functions [42]. We use n = 4. We note that the
integral in (4.4) can be evaluated progressively without storing history for p(t) and f (t).
Our streaming encoder accumulates into the n2 SH coefficients {El,m} at each time step. A
smooth reconstruction of input power distribution is then given by
E(Θ) ≈
n−1∑
l=0
m=l∑
m=−l
El,m Yl,m(Θ). (4.5)
Windowing To avoid directional ringing [44], we filter the {El,m} through the Kaiser
window [28]
K(l) =
I0
(
β
√
1 − (l/n)2
)
I0(β)
. (4.6)
This is an efficient approximation of the theoretical window (DPSS) maximizing main
lobe energy. Here, I0 is the zeroth-order modified Bessel function of the first kind and β is
a positive parameter adjusting the shape of the window. We set β = 5.
The final SH coefficient becomes
E′l,m = K(l) El,m. (4.7)
We assume windowing and drop the prime in the following.
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Normalization The DC component, E0,0, corresponds to total power received at the lis-
tener. A scale factor is applied to all coefficients {El,m}, such that the maximum loudness
(see below) over the iso-surface 1m away from the source is normalized to 0dB.
Example Figure 4.4 visualizes RMS power distribution
√
E(Θ) and its SH reconstruc-
tion at two listener locations in BeachHouse. A simple metric for overall directionality
used in the figure’s left column is the ratio between the L2 norm of the linear SH co-
efficients and the DC component. The figure also shows the power distribution for two
listener positions. Location 1 lies inside the small reverberant room and is more direc-
tionally diffuse compared with location 2 near the portal facing the extended source. Our
compact SH representation is able to capture such strong anisotropy introduced by portals
and corners.
Compression As with other energetic acoustic parameters [31], our encoded SH co-
efficients {El,m(x)} form a spatially smooth field. We apply a similar pipeline of spatial
smoothing, quantization and compression.
We encode the DC component in logarithmic space via total loudness L =
10 log10 E0,0, and the higher-order SH coefficients l > 0 in linear space relative to DC via
El,m/E0,0. Representing total loudness in decibels accords with human perception; encod-
ing relative SH coefficients retains directional information even in highly occluded cases.
L is clamped within the range [−60, 6]dB. The rest of the coefficients are bounded by the
ratio of the max value of the SH basis function to DC (i.e. by |Yl,m(0, 0)/Y0,0|) for non-
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negative spherical functions; [−2, 2] encompasses the range of values we’ve encountered
for windowed functions with n = 4.
The parameters are then spatially down-sampled using simple averaging over a
1m×1m×1m cube centered at x. Only parameters in voxels unoccupied by scene geome-
try and visible to x are included. Parameters are quantized using the quantum 1dB for L,
which is the just-noticeable-difference for loudness [16], and 0.04 for the others. Finally,
the parameter fields are compressed along each x scanline (as with PNG images) and (loss-
less) LZW applied to the running difference. This pipeline attains a compression factor
of over a million with respect to the raw parameter fields, yielding an output of about a
megabyte per ambient source in a scene. The wave simulation data, whose size is on the
order of terabytes, does not need to be stored by our streaming encoder but is processed at
each time-step and discarded.
4.5 Runtime
Runtime decoding is similar to [31]. Each of the n2 decoded parameters is trilinearly
interpolated over the visible voxels of the surrounding cube’s 8 vertices to the current
listener position, yielding the propagated directional power distribution E(Θ).
Spatialization The human auditory system relies on interaural phase (IPD) and loudness
difference (ILD) cues for localizing sounds in direction space. The HRTF (head-related
transfer function) captures the mutual phase shift and shadowing introduced by the hu-
31
man head and shoulders at the two ears, for incoming coherent wavefronts over various
directions. For each direction, it tabulates the complex transfer function for both ears at a
dense (˜200) set of frequency bins. Binaural rendering is performed by taking a source’s
mono-aural emitted signal and convolving it with the HRTF via complex multiplies at
each frequency bin. This is computationally costly, but necessary for point sources as they
radiate spatially coherent wavefronts with a salient IPD.
For chaotic and extended sources, we observe that phases of the arriving field in dif-
ferent directions tend to be mutually uncorrelated, making IPD cues less detectable. We
thus render only the frequency-dependent head shadowing effect (ILD) given the runtime
listener head pose and the incoming spherical power distribution, E(Θ).
In the frequency domain, denote the (complex-valued) HRTF as H(Θ, f ) where Θ is
sound arrival direction and f is frequency. We set the gain of the sound signal at frequency
f as
g( f ) =
√∫
Ω
E
(R−1(Θ)) ∥∥∥H(Θ, f )∥∥∥2 dΘ, (4.8)
where Ω is the direction space, E is the reconstructed directional power distribution from
(4.5), and R transforms directions from the head to the world coordinate system.
We divide the audible frequency range into nH sub-bands. For the i-th band [ f i0, f
i
1],
the respective gain is
gi =
√∫
Ω
E
(R−1(Θ)) Hi(Θ) dΘ, (4.9)
where Hi(Θ) is the average HRTF power over the sub-band
Hi(Θ) =
1
f i1 − f i0
∫ f i1
f i0
∥∥∥H(Θ, f )∥∥∥2 d f . (4.10)
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Representing Hi using the same low-order SH approximation used for the propagated
power distribution E, the spherical integral in (4.9) becomes a simple dot product of a
pair of length n2 vectors, followed by a square root. Finally, the resulting nH scalar gains
are applied to the representative clip, which is separated into nH sub-bands using online
equalization filters. Our implementation uses the built-in equalizer from the XAPOFX
library.
We use nH = 4 sub-bands having center frequencies fc at 125, 600, 2400, and 9600Hz,
with two-octave bandwidth, [ fc/2, 2 fc]. The SH projection of the HRTF is done as a
precomputation (see below) and does not change at runtime.
SH rotation We currently support azimuthal rotation of the listener; general rotation is
a simple extension [18]. If the listener’s head is at azimuthal angle θ, the block-diagonal
SH rotation matrix is
M(θ) = diag{M0(θ); M1(θ); ... ; Mn−1(θ)}, (4.11)
where Mk(θ) is the (2k + 1) × (2k + 1) matrix
(Mk)i j(θ) =

cos((k + 1 − i) θ), if i = j,
sin((i − k − 1) θ), if i + j = 2k + 2,
0, otherwise,
(4.12)
for i, j = 1, 2, ..., 2k + 1. This matrix transforms the SH vector E from the world to the
head coordinate frame, where it is dotted with each of the nH HRTF vectors to yield the
gains.
33
Figure 4.5: HRTF directional power representation. We used subject #3 from the CIPIC
database. First (left channel) and third (right channel) rows show average
spectral power over each sub-band; second and fourth rows show the cor-
responding least-squares reconstruction using low-order SH. All fields are
visualized in dB. The horizontal and vertical axes represent elevation (-45
to 235 degrees) and azimuthal angle (-80 to 80 degrees) using the interau-
ral coordinate system [1]. As expected, low-order SH reconstructs a smooth
approximation of the measured data.
HRTF projection We use the public domain CIPIC database [1]. After converting HRIR
measurements to frequency domain HRTFs H(Θ, f ) via the discrete Fourier transform,
we project the average HRTF power in each sub-band to SH via least-squares optimal
projection [43]. Note that measurements in the database have sampling gaps around the
poles.
34
Figure 4.5 shows our representation based on average HRTF power distribution Hi(Θ)
and its corresponding SH reconstruction.
4.6 Results
Precomputed simulation and streaming encoding are performed on a single desktop with
Intel i7 CPU @ 3.70GHz and 32G RAM. The technique is integrated with Unreal Engine
4™. Precomputation data for our scenes is summarized in Table 4.1. Bake times vary
proportionally to scene volume and only very weakly with the number of source voxels
(compare the two sources in ZenGarden). We note some manual domain adjustment was
performed for the two sources in Titanpass so their two domain sizes are not identical.
Runtime memory cost is around 1 MB per extended source and decoding cost about
100 microseconds per frame. HRTF-based rendering is also lightweight (transformation
of the SH vector E from world to head space plus the dot product between the length-
n2 HRTF vector and the rotated SH vector E in each of the nH sub-bands), making our
framework immediately practical.
We demonstrate four scenes in the supplementary video (link: https://vimeo.com/292495561):
BeachHouse, Outpost23, TitanPass and ZenGarden. BeachHouse includes a single source
in the form of a long cuboid representing the beach; the single source in Outpost23 com-
prises three large industrial fans. Two separate sources are included in TitanPass (water-
fall and stream) and ZenGarden (rain falling into a water pool and rain falling everywhere
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Figure 4.6: Parameter fields in ZenGarden. We precompute the time-integrated direc-
tional energy arriving at every potential listener in a scene using real spher-
ical harmonics (SH). Visual rendering is on left with extended sound source
marked bright green; right panels show horizontal slices of our encoded
3D parameter fields. The figure’s two rows show results for two ambient
sources (marked in green) with separately encoded propagation effects: rain
hitting the ground and rooftops (top) and rain hitting a rectangular water pool
(bottom). Second column shows the total loudness field in dB. Remaining
columns show first-order SH coefficient fields. We encode up to third order.
else), allowing two different representative signals in each scene. The rain source is gener-
ated by tracing drops vertically from the ceiling of the simulation domain and placing an
incoherent point where it first intersects scene geometry.
Figures 4.6 and 4.7 show parameter fields for ZenGarden and BeachHouse, respec-
tively. They are smooth indoors and outdoors in scenes with complex portals and occlud-
ers. High-frequency spatial oscillation due to interference is avoided. Overall, our system
is well spatialized, providing smooth loudness and directional cues from environmental
propagation.
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Figure 4.7: Parameter fields in BeachHouse. Top row: total loudness field L in dB. Bot-
tom rows: higher-order (l > 0) SH coefficients relative to DC, El,m/E0,0,
before windowing. Total loudness field L captures the spatial variation of
ambient sound loudness and the high-order (l > 0) SH coefficients El,m/E0,0
encode the directional power. All encoded parameter fields are spatially
smooth.
BeachHouse This simple scene demonstrates shadowing and guiding of sound around
the building and through its doors and windows. Inside the house, directionality indicates
positions of the nearby portals. Outside, the ocean gets louder. Loudness variation is
smooth and stays steady as the listener moves along the beach. Next to and behind the
building, shadowing substantially reduces loudness while increased directionality can be
heard at the sides and back corners of the building.
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Outpost23 Loudness varies smoothly even when walking directly in front of the fans.
Our directional rendering clearly points the way towards these sources as the listener nav-
igates.
TitanPass The waterfall is a big, loud source that dominates nearby. Directionality is
clearly audible in the cavern by the falls. Descending past the lower falls, the burbling
stream becomes the main sound. It is highly directional as heard from the bank and gets
louder and more surrounding (isotropic) in the enclosed channel.
ZenGarden A softer rainfall sound from a large area source covering the ground and
rooftops permeates the scene, joined by splashing sounds of rain falling into the fish pond.
Directionality towards the pool is clearly rendered while the background rainfall remains
audible. Moving along the walkway next to the pool, rain sounds are shadowed smoothly
by pillars supporting the roof.
Incoherent vs. coherent comparison The video also compares the coherent point
source technique of [31] with our incoherent extended source method in the BeachHouse
scene. We placed nine point sources evenly along the coast where each emits a (coherent)
Gaussian derivative pulse simultaneously in a single precomputed simulation. Because
the nine sources are precomputed, runtime cost is similar to our technique; the cost would
be significantly higher than ours if the sources were independently controlled at runtime.
Several artifacts can be observed with this alternative. Moving along the ocean source,
loudness wobbles unnaturally due to interference among the point sources. The shadow
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Table 4.1: Precomputation data
scene/(source) # scene voxels # source voxels
scene surface
area (m2)
time steps
dimensions
(m)
bake RAM
(GB)
bake time
(h)
encoded
(MB)
BeachHouse 2.5 × 106 17.0 × 103 0.5 × 103 9.2 × 103 45 × 80 × 8 2.2 2.0 0.68
Outpost23 1.4 × 106 3.6 × 103 32.8 × 103 9.1 × 103 40 × 40 × 10 1.4 15.0 2.1
TitanPass
(waterfall)
2.0 × 106 1.7 × 103 9.7 × 103 9.2 × 103 20 × 60 × 21 2.0 6.9 1.0
TitanPass
(stream)
3.5 × 106 1.9 × 103 9.3 × 103 9.2 × 103 20 × 80 × 28 3.0 12.3 1.6
ZenGarden
(rain-ground)
2.4 × 106 46 × 103 14 × 103 9.1 × 103 50 × 70 × 8 2.4 14.1 1.6
ZenGarden
(rain-water)
2.4 × 106 4.0 × 103 14 × 103 9.1 × 103 50 × 70 × 8 2.4 13.8 1.6
behind the house is also unrealistically sharp. Good results for large sources require nu-
merous point sources (thousands in our experiments) with uncorrelated phase.
4.7 Conclusion
Assuming ideal incoherence of an ambient source over both time and spatial extent, we
make it practical to render its propagated effects through a complex 3D scene. Unlike ge-
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ometric methods in acoustics and CG, our method computes an Eulerian PDE simulation.
Wave effects like diffraction are included and cost remains insensitive to scene complexity
and source size. We show how the incoherent source signal can be evaluated efficiently
and propose a streaming encoder to capture the time-averaged directional power distribu-
tion of the propagated response in terms of low-order spherical harmonics for each listener
position. The resulting 3D parameter fields are smooth and compressible, needing just a
few megabytes per source. Our system inexpensively generates convincing ambient effects
that give salient information about the scene.
Many limitations remain to be addressed in future work. Frequency-dependent propa-
gation effects are a straightforward extension which require extracting the relevant power
in frequency bands from the response at each listener position and then performing the
same analysis we propose for each band. More challenging extensions break our assump-
tion of ideal incoherence, to capture near-field effects when sound events are individually
audible, or add parameters that depend on the transient response for partially incoherent
sources (e.g. delay/directionality for outdoor echoes).
Our directional rendering method can be improved. Its rationale is that with incoherent
ambient sources, phases at the two ears are uncorrelated and only frequency-dependent
shadowing effects are noticeable. We thus apply the same representative signal equalized
at the two ears according to the listener’s head shadowing effects, with matching phase.
Decorrelating these phases [50] is more natural and would probably increase the feeling
of envelopment.
Finally, Eulerian simulation could be applied to conventional light rendering to exploit
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its computational independence on scene complexity and source size. Since we don’t
expect it will be competitive to simulate big scenes at visible light wavelengths, such
simulation will need to mitigate diffraction effects at longer wavelengths and augment the
wave simulation with BRDF/scattering models for more coarsely discretized geometry.
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CHAPTER 5
ACOUSTIC TEXTURE RENDERING FOR EXTENDED SOURCES IN
COMPLEX SCENES
5.1 Introduction
Natural ambient sound sources can be modeled as the superposition of spectrally-similar
atomic source events overlapping in time and distributed over the source’s spatial extent,
such as individual rain drops, oscillating bubbles in a stream, or bird tweets in a flock. We
perceive these elementary events in aggregate. Yet not all detail is lost and we are able to
hear certain statistical properties which we call the acoustic texture.
The goal of this chapter is to capture and render the acoustic texture variation from
ambient sound sources in virtual environments. The problem is challenging. Brute force
rendering where each individual source event’s emitted signal is convolved with its acous-
tic impulse response captures all audible detail but at tremendous CPU cost. Chapter 4
and [53] model variation in overall loudness and directionality from a single wave sim-
ulation with sustained noisy source signals (section 4.3), producing a constant far-field
texture lacking the spatial variation we wish to model. To extract acoustic texture infor-
mation from precomputed simulation, the simulation source signal discussed in section 5.2
is necessary, which stays closer to reality by stochastically emitting band-limited pulses
over time and source extent. We then perform a wave solution to efficiently propagate a
massive superposition of sound radiated from the source events. At each potential listener
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location, we deconvolve away the injected pulse to obtain an aggregate impulse response
capturing times and loudnesses of arrival events after propagation through the scene. We
employ a sparsity-regularized deconvolution in the time domain that contends with numer-
ical dispersion errors to produce sharp estimates of event arrival time.
Our key contribution is to formulate and compactly encode acoustic texture with a
novel event density function (EDF) computable from this propagated aggregate response.
Assuming a stationary stochastic process, we observe that it is the distribution of event
loudnesses and their arrival rate at the listener that determine the perceived acoustic tex-
ture. We thus define the EDF as the temporal frequency, or density, of events received at
the listener as a function of their loudness.
The EDF distills effects of distance and environmental interaction on sound as it prop-
agates from a given extended source volume to the listener location. With the listener near
a large source, a broader, flatter EDF is obtained representing a variety of event loudnesses
with some nearby loud events heard over a background of quieter ones. Further away or
in a more occluded part of the scene, the EDF shifts to be quieter overall and becomes
more peaked. This reflects extensive mixing of similarly quiet sounds, resulting in a faint
and noise-like texture which gives a distant impression. Temporal density is increased by
reverberation, resulting in an EDF with larger integral (total event frequency) indoors com-
pared to the same sound source in free field with no scene geometry. Figure 5.1 provides
more detail on the relationship between acoustic texture and EDF.
The EDF varies smoothly over space, yielding a compact representation after com-
pression in our test scenes (about 1MB per source including an orthogonal directional
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representation). Run-time rendering decompresses and interpolates the EDF at the dy-
namic listener location, and then performs granular synthesis to superimpose many frag-
ments of sound, or grains, with statistics governed by the decoded EDF. The grains may
be generated procedurally or extracted from recordings. Our results and accompanying
video show that extracting a field of EDFs driven by sound propagation in a scene yields
a natural-sounding perceived texture. Overall, we propose the first practical system to
capture real-time spatial variations in acoustic texture for extended sources in complex
scenes.
5.2 Precomputed sound transport
Similar to the paradigm in chapter 4, the first phase of our system is a precomputation that
depends only on the scene and the source volume, in which we simulate sound wave propa-
gation. The results of this simulation will be processed to derive the event density function
(EDF) at listener positions throughout the scene for later use in run-time rendering.
Our precomputation still uses the finite difference time domain (FDTD) method [47]
to propagate sounds. Unlike the noise-like source signals used in chapter 4, in this work,
the simulator models the ambient source as an aggregation of events and will be explained
later.
Care must be taken to keep the simulation stable and avoid numerical dispersion and
dissipation errors. Our experiments use a voxel size of ∆x = 0.15m and a time step of
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∆t = 0.25ms, which implies a Nyquist frequency of 2000Hz and a Courant number of
1/
√
3.
Source event signal The source event pulse introduced into the wave solver should fol-
low two rules of thumb to minimize numerical error. First, its power spectral density
should be bandlimited in the frequency domain, vanishing near DC (0Hz), to avoid resid-
ual particle velocity, and before the simulation Nyquist, to reduce dispersion errors that
cause ringing in FDTD. Second, it should be compact in the time domain, minimizing
overlap among neighboring event signals so that arriving events can be distinguished.
The Gaussian derivative is a compact, zero-mean signal. We tune its single parameter
to avoid extensive energy approaching the simulation Nyquist via
s0(t) = − t
√
e
σ
e−
t2
2σ2 (5.1)
where σ = 3 ∆t and the maximum amplitude of s0(t) is 1. We also define the width of the
pulse ts such that |s0(ts/2)| = 0.01, yielding ts = 5.4ms. Figure 5.2 shows the signal and
its power spectral density. We normalize the source pulses introduced into the solver by
scaling s0(t) such that the expected sound power emitted by a 1m3 source volume is 20dB.
Source event placement We then introduce this source pulse identically at random onset
times over the source duration TS and random 3D locations over the source. Since the
arrival event density at the listener integrates over the source, we fix the temporal event
density across the entire volume of the source as d0 = 0.1/ts s−1. A simple tradeoff governs
our choice of this density. Higher density allows a shorter, less expensive simulation but
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makes it more likely that arrivals will be incorrectly merged. Lower density avoids mergers
but requires a longer and more expensive simulation to collect sufficient statistics. While
TS = 2s works well in our tests, for larger sources it can be increased to ensure EDF
convergence. This is readily ascertained by analyzing the smoothness of spatial variation
in EDF statistics, as shown in Figure 5.6.
5.3 EDF extraction
Wave simulation produces a time-varying pressure response p(t; x) at each listener posi-
tion. This data is processed as the simulation runs to accumulate a measurement of the
EDF at each x. Doing this robustly and efficiently is challenging and must contend with
numerical error. Dispersion errors in a bandlimited FDTD simulation cause “ringing”,
creating many lagging and attenuated copies of a single arrival event. Standard frequency-
domain deconvolution exacerbates ringing and impractically requires storing the entire
response in memory. We seek a streaming method which manages event aliasing and
avoids assembling the entire response before extraction.
5.3.1 Deconvolution
Deconvolving the pressure response p(t; x) with respect to the source pulse s0(t) recovers
the aggregate impulse response h(t; x) by inverting
p(t; x) = h(t; x) ∗ s0(t). (5.2)
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We propose a sparsity-regularized time-domain deconvolution which reduces sensitivity
to ringing. Interpreting (5.2) as a sparse superposition of time-shifted copies of s0(t),
deconvolution becomes an L2 minimization problem with L1 regularization (LASSO [48]):
arg min
h
1
2
∥∥∥A h − p∥∥∥2
2
+ λ ‖h‖1 (5.3)
where each column of the square matrix A is a time-shifted version of the elementary pulse
s0(t) and λ is a regularization parameter.
Applying this idea directly on the entire space-time pressure response is expensive. We
instead extract h(t; x) in non-overlapping segments of length T0 = 10∆t and accumulate
EDF statistics from each. Since the input pulse has a finite duration ts, one must consider
an input window with ts/2 extra duration on either side to ensure that any output peak is
fully captured within the analyzed input segment of the pressure response. Thus, p(t) is
analyzed using overlapping input segments of duration ts + T0 that increment by T0. In
each segment, the matrix A is n × n where n = (ts + T0)/∆t; the first column contains
the shifted pulse s0(t + ts/2) and the last column contains s0(t − T0 − ts/2). Note that in
this setting, the shift step size of source signal s0(t) equals simulation time step ∆t exactly.
However, there is no fundamental limit stopping us from further decreasing the shift step
size, yielding a super-resolution version of deconvoluted response (down to subpixel level)
though it increases expense.
We use the alternating direction method of multipliers (ADMM) to solve (5.3) in each
segment [7]. We regularize using λ = 0.1 ||AT b||∞; a standard choice that balances sparsity
and convergence rate. The result is an estimate of h(t; x) of length n. We discard the
overlapping portions of the time segment from this output, using only the middle portion
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(of width T0) for EDF accumulation.
Figure 5.3 shows the output of this method on input representing our wave simulator’s
pressure response when emitting a few pulses into the free field (i.e. without scene geom-
etry). While the input is degraded by numerical dispersion, deconvolution still recovers
narrow spikes.
5.3.2 Accumulation and encoding
At each simulation voxel, deconvolution over each time segment yields a correspond-
ing segment of the aggregate impulse response from which it is straightforward to accu-
mulate the EDF. We apply peak detection (using a simple relative min/max detector on
three values adjacent in time), extract the peak’s amplitude A, compute its loudness via
L = 10 log10 A
2, and accumulate peak loudnesses into a running histogram. Because max
loudness is unknown when encoding begins, we accumulate into a histogram of conser-
vatively large span: [−60, 60]dB with bin size of 3dB. The overall computation allows
streaming, requiring only the time-varying pressure response over one time segment and
the accumulated histogram (40 bins) as its stored state.
Once simulation completes, the histogram is converted to the encoded EDF as follows.
We first extract the maximum loudness received quantized to 3dB, Lm, as a separate chan-
nel. We then store temporal densities at the next 12 loudness bins of width 3dB descending
from Lm. The event density within each bin is divided by the total temporal density over
the whole simulated source, denoted d0. Encoding relative rather than absolute density
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factors out dependence on the (somewhat arbitrary) density of the simulation source and
allows run-time substitution of a source of different density via simple scaling. The rela-
tive densities are quantized in the range [0, 20] with a quantum of 1/3. These values are
empirically determined.
Overall the process produces 13 parameter fields containing, for each listener location,
Lm and relative event densities in 12 EDF loudness bins offset from it.
As with previous work [30] [53], the parameter fields are spatially smooth and can
be compressed. We compress the raw data by applying lossless LZW algorithm to the
running difference along x scanlines.
5.3.3 Spatialization
In addition to the above EDF information, we also extract and encode an overall directional
distribution of energy at each listener position x as the simulation runs. The method fol-
lows chapter 4 and directional energy is aggregated in terms of spherical harmonics(SH).
We then aggregate directional energy in terms of spherical harmonics (SH). At run-time,
the mono sound signal is synthesized as discussed in the next section, and then spatial-
ized per this spherical energy distribution (while ignoring inter-aural phase) to produce an
output binaural signal.
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5.4 Run-time rendering
Run-time rendering performs granular synthesis [36], which controls meso-scale sound
texture by mixing micro-scale acoustical grains. The key aspect of our work is to control
synthesis so it corresponds to an extended source shape in a physical scene. We assume
some procedure to generate randomized grain sounds such as rain drops or bird tweets,
discussed later. Our goal is to render how these user-provided grains would sound at
the listener if they were randomly emitted from the source and propagated in the scene.
Our approach is to randomly draw grains and superpose them while obeying the acoustic
texture as captured by the EDF.
5.4.1 Grain blending
We first decompress and spatially interpolate at the current listener location x, to obtain the
EDF E(L; x) where L is loudness. We henceforth drop the listener position, x. Recall that
E(L) relates the relative temporal event density to loudness. We employ a straightforward
method that is cache-friendly and obtains real-time performance. It scales and adds grain
signals to the output audio buffer such that their loudness and temporal density statistics
respect E(L).
Because grains can be longer than the audio buffer size (in our case 1024 audio sam-
ples), our method queues active grains. For each, it stores the grain onset time, the
amplitude, and any other parameters needed to finish synthesizing its signal coherently
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across multiple output audio buffers. Two simple algorithms drive synthesis, detailed in
Figure 5.4. Note the difference between this grain blending idea and conventional con-
volution operation between dry audio and impulse responses, as the grains blended are
de-correlated.
We define overall grain density (i.e., grains generated per second) as D = d′0
∫
E(L) dL.
The integral yields the total events per second at the listener relative to the source’s event
density. This is multiplied with d′0, the absolute event density of the source, which is
specified by the sound designer based on physical or artistic concerns and can be modified
in real-time if desired. This yields D, the expected number of grains we will superpose per
second for the current audio buffer.
To stochastically draw the grain amplitude requires a simple procedure we perform on
the fly. The computation is minimal because E(L) is represented with just 12 loudness
bins. We first compute E(L)/D to form a probability density function (PDF) providing
the probability for each loudness bin. We then integrate to form the cumulative distribu-
tion function (CDF). Generating a uniform random number q in [0, 1], we compute the
loudness corresponding to q by inverting the CDF. Finally, we relate grain amplitude to
loudness via A = 10L/20.
As the listener moves, the EDF continually changes. The above process accommodates
such modification by stochastically drawing from the current EDF at each audio sample.
If the listener stands still, the rendered grain statistics converge to the (static) distribution
over the next few audio output buffers.
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Atmospheric attenuation Without atmospheric attenuation, high frequencies can sound
unnaturally harsh when standing far from the sound source. Our solver lacks such mod-
eling, but we find a simple approximation sufficient in practice. We employ standard an-
alytical formulae relating propagation distance to atmospheric attenuation [15]. We con-
servatively estimate distance to the source as r ≈ 10(L0−L)/20, where L0 is the empirically
determined loudness of the source at 1m distance, and L is the EDF’s average loudness
across all arriving events at the listener location. Our formula assumes attenuation from a
point source; since the loudness falls off more gradually for an extended source, we under-
estimate the distance. We implement the computed frequency-dependent attenuation using
a 4-band equalization filterbank with center frequencies of {125,600,2400,9600}Hz.
5.4.2 Grain synthesis
Our rendering method requires a collection of grains as input; they should be spectrally and
semantically similar and short. Most of our grains persist for just a few tens of millisec-
onds, though our longest (human utterances) are several seconds. We then randomly select
one grain from the collection each time a grain is added in the algorithm from Fig. 5.4.
The grain synthesis parameter P becomes a simple index into the collection. Our examples
use several different approaches to generate a grain collection.
Water sounds (both drop impacts and flows) apply a procedural model based on bubble
oscillations [12]. Though it’s fast enough to perform purely procedural synthesis in real
time, we still pre-generate a random collection of 1000 grains, thereafter treating them as
52
recordings to simplify the implementation. An individual bubble sound has profile
g(t) = a sin(2pi f0t) e−d t (5.4)
where f0 is the oscillating frequency, damping rate
d =
1
0.043 f0 + 0.0014 f
3/2
0
(5.5)
and amplitude a proportional to f −3/20 . See [12] for more details. The oscillating frequency
f0 of the pre-generated bubbles are sampled within range [ fmin, fmax] with its probability
density function (PDF) proportional to 1/
√
f0 [11]. For water stream sound, [ fmin, fmax] =
[500, 8000] Hz. For rain-pool sound, [ fmin, fmax] = [2500, 20000] Hz.
We manually segmented recorded clips into individual events to obtain the crowd and
bird-flock grain collections. We obtained 45 grains (tweets) from a single recorded clip
(starling flock), and 2000 grains (English utterances) from a database of recordings [41].
For the lapping waves, we segmented a recording applying a Kaiser-Bessel sliding win-
dow [6], with 2 second width, 1 second sliding step, and β = 10, yielding a collection of
19 grains.
5.5 Results
We precompute a single FDTD simulation and encode the EDF and SH directional pa-
rameter fields for each scene per sound source, which takes 5 − 10 hours on a desktop
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computer. In all our test scenes, the compressed data is about 1MB per sound source. Our
run-time implementation is integrated in Unreal Engine 4.
Results for ambient soundscapes in four scenes are included in the supplementary
video (link: https://youtu.be/SjdLBB6HOdk). RiverHouse includes a linear stream of
water with nearby building geometry. RainOverPool models the sound of light rain hit-
ting a rectangular water pool in a house and garden scene. StylizedKingdom demonstrates
outdoor acoustic texture effects from a flock of starlings in a tree canopy and water lap-
ping around a lake. BabblingCrowd includes a single extended source in a small room
representing a babbling crowd.
In most scenes, run-time grain density, d′0, varies from 1-5× what was encoded. The
exception is procedural water sounds, where we apply a larger scale factor (around 100×
for rainfall and 500× for stream flow). Absolute source density at run-time can be com-
puted from these factors by multiplying by the global factor d0 = 18s−1. Recall that arrival
density at the listener is further modified by the EDF. As the listener moves, we plot the
EDF corresponding to that location, annotated with green bars for the 50th (median) and
95th percentile loudnesses across all arriving events, and the average loudness. The video
also demonstrates the enhanced realism provided by rendering the spatially-varying acous-
tic texture using the EDF, compared to a fixed one (labeled “loudness variation only” in
the video) as in [53].
Our approach first produces a mono signal blending across all grains, and then spa-
tializes the blended result using an aggregate directional representation collected over the
entire source. Ideally, each grain would be spatialized separately since each exhibits a sep-
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arate arrival direction. Our simple model compactly encodes the main effects, becoming
less convincing with a collection of directional and highly recognizable/distinguishable
grains, as with a listener standing in the midst of a babbling crowd.
RiverHouse. Near the stream source, crisp gurgling sounds are audible. The acous-
tic texture stays nearly constant as the listener walks along its bank. As the listener
moves away from the stream, these distinct gurglings gradually disappear and the tex-
ture smoothly changes to become more noise-like. Inside the house, reverberation causes
a Gaussian EDF shape, essentially capturing the room’s decay time characteristic. Behind
the house outdoors, edge diffraction rather than reverberation serves to mix events arriving
around the sides of the building from across the source, resulting in a unimodal but non-
Gaussian EDF without loud outliers and conveying a distant source. Outdoors but between
two walls, the result sounds like the expected fusion of indoors and outdoors.
RainOverPool. Individual rain drops are audible close to the pool, becoming gradually
indistinct farther away, and more suddenly noise-like and denser as the listener enters the
house.
StylizedKingdom. The flock of starlings tweeting spatializes well overhead. The scene
also demonstrates our system’s ability to render multiple sources.
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BabblingCrowd. A babbling crowd gathers in a small room in this scene. The listener
begins in a large indoor courtyard outside the room’s open door. Acoustic texture varies
convincingly as the listener moves from near to far or side to side across the opening.
Inside the room in the midst of the crowd, we obtain a plausible result even though grain
utterances fail to merge into recognizable conversation.
5.6 Conclusion
Our system models extended sound sources by propagating identical source event pulses
distributed randomly over the source through a synthetic scene via a single wave simula-
tion. We show that loudness variation alone fails to capture the resulting nuanced spatial
variation. We instead formulate the event density function to represent how acoustic tex-
ture varies in 3D scenes, and show how it can be extracted from simulation and used to
govern run-time synthesis. The encoded parameters are spatially smooth and compress
to a very compact representation. Our system obtains convincing variation of acoustic
texture in complex scenes and allows real-time movement of the listener.
Acoustic texture also varies with direction, which we currently don’t model. Stand-
ing between an extended source and the door to a room, the source sounds clearer in the
ear facing the source and more indistinct in the ear facing the door through which room
reverberation gets mixed. Our method also neglects to capture frequency-filtering effects
in arriving events, such as from edge diffraction, though this information is available from
the simulation. Finally, a complete solution would offer some way to capture near-field
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effects where our model breaks down and the correlation of onset time and energy of suc-
cessive events becomes audible. As shown in our crowd babble scene, while a reasonable
rendering is obtained as long as utterances remain unintelligible, the full cocktail party ef-
fect, preserving both the directional and semantic content of sounds made by each nearby
speaker, remains for future work.
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event density function, EDF (𝑠−1 dB−1)aggregate impulse response (dB)
-60 0dB0 8s
Figure 5.1: Three examples relating the aggregate impulse response of arrival
events, left, and the corresponding event distribution function (EDF),
right. Refer to the accompanying video to hear the corresponding
audio renderings. Shifting the distribution horizontally, along the
loudness axis, corresponds to making all arrivals louder or quieter
(top). Scaling up the EDF without changing its shape corresponds to
adding more events drawn from the same loudness distribution (mid-
dle). Making the EDF broader, with a fixed area below the curve,
changes the arrivals from a train of similar loudnesses to a train with
large variations in loudness (bottom).
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Figure 5.2: Band-limited source event pulse used by the solver, s0(t). Left: Source pulse
in time-domain. Right: energy spectral density.
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pressure response
deconvolved aggregate impulse response
Figure 5.3: L1-regularized least-squares deconvolution. The top image shows the re-
ceived pressure signal; the bottom shows the deconvolved result. Our method
is designed to cope with the ringing resulting from numerical dispersion
in order to best distinguish arrival events. Parts of the pressure response
marked by the dashed red areas show ringing “copies” of the original Gaus-
sian derivative pulse injected into the simulation. Our method does not con-
fuse these for additional arrivals. The dotted red area shows where two pulses
overlap; our method correctly resolves two separate arrival events.
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R: audio sample rate [44100Hz]
rand(): uniform random number generator in [0,1]
Runtime synthesis:
for each output audio buffer
Call Add new grains
for each active grain
synthesize signal remainder and add to buffer, scaled by A
if grain now complete, dequeue
Add new grains:
for each time sample t in buffer
if rand() < D/R, //decide to generate grain
draw grain amplitude A from EDF E
generate other grain synthesis parameters P
enqueue grain at (t, A, P)
Figure 5.4: Granular rendering of the event density function (EDF).
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Figure 5.5: Capturing acoustic texture variation in RiverHouse. The source in this sim-
ple scene represents a river located to the right of the house. We illustrate
what our method does at two particular points: inside a small room (top
row) and outside nearby the river (bottom row). Running a numerical sim-
ulation of sound transport which stochastically emits pulses over the source
into this scene, we obtain pressure responses for each listener position (sec-
ond column). After sparsity-regularized deconvolution, these are converted
to an aggregate impulse response representing arrival events at the listener
(third column). We then extract an event density function, encoding tempo-
ral density of arrivals at the listener position as a function of loudness (fourth
column). Source events are multiplied inside the house due to reverberation
yielding many similarly quiet arrivals. Whereas outside and near the source,
fewer arrivals are recorded overall, with some infrequent but loud events that
stand out from the rest (dashed red area).
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Starling flock
River house
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Figure 5.6: Spatial maps of EDF characteristics. We show results for three scenes each
with a single ambient source, indicated by the dashed yellow area in the
fourth column. The leftmost two columns show median (50th percentile) and
95th percentile loudness over all arriving events, respectively. These indicate
the smoothness of our parameterization. The third column plots the fraction
of energy remaining above the 95th percentile: brighter areas indicate more
loud arrivals that stand out over the rest. Note how this property diminishes
inside the river house, conveying the increased mixing of grains that happens
indoors due to reverberation. The fourth column maps overall arrival density
(over all loudnesses). Note how this property increases in enclosed spaces
from reverberation. Darkening of event density right at the source location is
due to the omission of (non-salient) quiet arrivals whose loudness falls below
the 12 loudness bins we encode.
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CHAPTER 6
CONCLUSION AND FUTURE WORK
6.1 Conclusion
In this dissertation, we introduced the problem of computing spatial sound in a virtual
environment and focused on a specific type of sound: ambient sound. We discussed the
difficulties of directly using previous point sound source methods for ambient sound sim-
ulation and rendering. Ambient sound sources have extended source volume in 3D space:
extending previous geometric acoustics methods leads to slow convergence and it can not
simulate sound propagation at interactive rates; extending prior physical wave acoustics
methods for point sources leads to unphysical interference artifacts and unnatural shadow-
ing effects.
We therefore proposed a new method that precomputes an Eulerian simulation of phys-
ical sound wave propagation with static ambient sound source, which is spatio-temporally
incoherent. The incoherent source signals can be synthesized efficiently in simulation.
The time-averaged directional power distribution of received sound per listener location is
captured by a streaming encoder in terms of low-order spherical harmonics. At run-time,
we propose a lightweight binaural ambient sound rendering technique that leverages the
decorrelation of sound phases among arrival directions and generates convincing ambience
consistent with the scene.
We then observed the ambient sound texture is spatially varying and is influenced by
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scenes as well. We call it acoustic texture. To statistically describe acoustic texture, we
first proposed the notion of event density function (EDF). EDF represents the arrival rate
and the amplitude distribution of the elementary sound events propagated from an ambient
source towards a listener. To simulate and encode EDF per listener position, we modify
the ambient source signal synthesis method in wave solver and capture the EDF distri-
bution per voxel in simulation, along with directional spherical harmonics coefficients.
At run-time, granular synthesis with an overlap-add scheme is used for acoustic texture
reconstruction and synthesized sound texture is spatialized using previous technique.
6.2 Future work
The story of ambient sound in virtual worlds is not over yet, and there exist limitations
that remain to be addressed in future work.
Texture synthesis improvement Chapter 5 uses granular synthesis method to construct
acoustic texture at run-time. However, this requires a collection of high quality grains
and could be challenging. To mitigate this, one potential solution takes advantage of tex-
ture synthesis works [23, 24, 3]. The user only inputs a single near-field ambient record-
ing sound clip and a series of perceptually similar (but independent) sound clips can be
produced by texture synthesizers subsequently. At run-time, the acoustic texture is ap-
proximated as a superposition of these sound clips and the blending can be guided by our
acoustic simulation framework.
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Directional acoustic texture In the physical world, acoustic texture is dependent on
arrival direction. Beside a water stream, the sound coming from stream directly exhibits
more dominant transient details compared with sound coming from other directions due to
geometry reflection. At this point, our framework computes acoustic texture as a function
of 3D positions only and is unaware of texture variation over 2D arrival direction space.
Towards simulating a cocktail party The ultimate goal of spatial computing of ambi-
ent sound is to simulate a cocktail party: the intelligibility of individual speech is much
more enhanced inside the talking crowd compared with standing far away from party par-
ticipants. How to combine the simulation strategies for ambient and point sound sources
and reconstruct the cocktail party effects in 3D space is a fascinating problem.
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