Abstract. Georgakis (1988) n g (n) (y) n! an, y ≥ 0, considered as an operator from the sequence space p , with weights Let {µ n } denote a real or complex sequence. The difference operator ∆ is defined 
Let {µ n } denote a real or complex sequence. The difference operator ∆ is defined by ∆µ k = µ k − µ k+1 , ∆ n+1 µ k = ∆(∆ n µ k ). The Endl generalized Hausdorff matrices, developed independently by Endl [1] and Jakimovski [4] , are lower triangular matrices with nonzero entries and a is a sequence in p,s . Then (a) T is a bounded transformation of p,s into L p,s [0, ∞) and
Proof. For p = ∞ the result is clearly true, and for p = 1, it follows by Fubini's theorem. Let 1 < p < ∞, a ∈ p,s , and define the transformation E t , t > 0, by
, which is a first order linear differential equation with general solution
and
If t > 0, y > −α, and we have equality in (5), then
for n ≥ 0, and for some positive constant M . This implies that |a n | p = M for n ≥ 0, and hence that a
s , which is divergent for s > −1, a contradiction. Therefore we have strict inequality, unless a is a null sequence. Now
The quantity in braces is dominated by t −s−1 Γ(n + α + s + 1). Thus
and (3) is satisfied.
Now let a n := (n + α + s + 1)
Part (a) is part (a) of Lemma 1 of [2] . The other parts are proved in the same way as their counterparts in [2] .
From Lemma 1, for −1 < s < 0, a n ≥ (n + α + s + 1)
Again from Lemma 1, for s ≥ 0,
Using (4),
By the mean value theorem for integrals, there exists a number ξ, 0 < ξ < ∞, such that
Again by the mean value theorem for integrals there exists a number ζ, 0 < ζ < ∞, such that
Since ξ and η depend on the variables x and t, it is necessary to show that
is bounded away from zero, independent of ε. To this end it will be sufficient to show that I 1 is uniformly bounded away from zero, independent of ε.
Since σ is a positive measure, either there exists an interval [β,γ] over which σ is positive, or σ consists of point masses.
Define
Since the integrand is positive, there exists a rectangle R = [β,γ]×[x 1 ,x 2 ], throughout which f is bounded away from zero. By reducing the size of the interval, if necessary, we may assume that either x 2 ≤ 1 or x 1 ≥ 1. In the first case replace x (1+s)/p+ε−1 by x (1+s)/p−1 , and in the second replace it by x (1+s)/p−2 . In either case call the resulting function g(x,t,y).
Then
where m is the minimum of g over R.
If σ consists of point masses, simply select one that is positive, and repeat the above argument. It cannot be the case that σ is a point mass concentrated at zero, for this would contradict (2) .
Let B = sup ξ inf ζ inf ε>0 A. By the above argument B > 0. For any N ≥ 2,
Fix 0 < η < 1. Since B is an increasing function of y choose N large enough so that
Since
there exists an integer N such that
there exists an ε 1 > 0 such that, for 0 < ε < ε 1 ,
Finally,
The ratio of ∞ n=0 / ∞ n=N tends to 1 as ε → 0. Therefore there exists an ε 2 > 0 such that, for 0 < ε < ε 2 ,
Substituting (9)-(11) into (8) yields, for ε = min {ε 1 , ε 2 
, and the finiteness of C(p,s) is necessary for the norm of the operator T to be finite. Moreover, C(p,s) is the norm.
To prove (iii), suppose that T is bounded and consider the transformation T δ generated by restricting σ to [δ, ∞) for some positive δ.
From (a) T δ is bounded. From (b) (ii),
where the constant is best possible, and for 1 < p < ∞ the strict inequality is valid unless the sequence a is null.
Proof. In Theorem 1 choose the measure σ to be the unit mass at t = 1. Define a new generalized Abel mean A (ν,α) (x) of order ν, involving the parameter α ≥ 0, of a sequence {a n }, and the modified moments A
For α = 0, these reduce to the standard generalized Abel means and moments. If also ν = 1, then one has the ordinary Abel means and moments. 
and, for 1 < p < ∞, strict inequality is valid unless the sequence {a n } is null, or a(x) is null a.e., and the constants are best possible.
Proof. For (a) use the gamma probability density dσ(t) 
is the adjoint of the transformation T in Theorem 1. Therefore T * is a bounded transformation from L p,s [0,∞) into p,s , and T * f p,s ≤ C(p ,s) f p,s unless f is null a.e. Let σ be the gamma probability density function from part (a). Then 2 and (y+α)
where f (y) = (y + α + 1) ν−α a((y + α)/(y + α + 1)).
Theorem 2.
Consider the transformation T λ defined by
Let E t (a) be as in Theorem 1. Then, using Hölder's inequality with 1/r + 1/p + 1 − λ = 1,
Using (6) and Hölder's inequality,
unless the sequence a is null.
Proof. In Theorem 2 replace Ψ with [t ν+α−1 e −t /Γ(ν+α)]. One immediately obtains the left-hand side of (12), after changing the variable from y in terms of x. 
