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Fig. 1:
The proposed system overview non-cooperative approach to object identification. For this reason, they cannot be used in certain situations, such as people entering the stadium. Therefore, authors decided to develop the system that will come up against these requirements. In the proposed concept two widefield of View (WFOV) and two narrow-field of View (NFOV) cameras will be used. The WFOV cameras will observe the entire scene and locate potential objects that are to be identified in three dimensional space. Once the system decides that the distance and pose of a tracked subject is sufficient to perform the recognition, the NFOV cameras will be directed to a specific point of the scene to capture high quality images with required features. This is somewhat similar to WheelerŠs image acquisition system setup presented in [25] . Such structure of the vision system will allow to track several individuals at the same time. Fig. 1 presents an example use case of the presented idea.
The identification process will consist of the fusion of face, ear, periocular and iris biometrics. Because of using multiple traits the images will not have to be schematic, the identification will be possible for various poses and distances. Periocular biometrics is relatively a new field of research and has become a promising feature that can be used independently or as a complement to other biometrics. In many cases, periocular recognition is used together with the iris recognition because of their spatial proximity and the fact that one camera is able to acquire good quality image of both regions. Moreover, the area of interest can be also obtained from the face image.
This means that periocular recognition can be performed from various distances. Being relatively stable and seldom veiled, the image region used for recognition in this biometric trait becomes particularly useful if the identified person is wearing a mask or a shawl. Furthermore, it appears to be well resistant to pose variations, aging effects and the changes due to growth of male facial hair [21] .
For this reasons, when using periocular recognition, the requirements of high user cooperation can be somewhat relaxed.
This work aims at the verification of periocular recognition performance for images taken from two acquisition devices having entirely different specifications. Moreover, the databases were collected in separate work stations under different lighting conditions. Individuals participating in studies were asked to change facial expressions in order to reflect less cooperative scenarios. Such studies should allow the authors to assess periocular biometrics usefulness for the proposed system and locate issues that can occur during its implementation. The paper is organized as follows. Section 2 contains the review of related work. Section 3 describes implementation details. Section 4 presents database description, Section 5 contains obtained results, and finally, Section 6 concludes the paper.
Background
In this section a brief description of related work and methods developed on periocular recognition is presented.
The concepts presented below were used as an inspiration for the work described in this paper.
2.1 Park et al. [20, 21] 2.2 Juefei-Xu et al. [28] Authors inspired by Park et al. [20] work examined various feature extraction methods, which can be used for periocular recognition, in order to find the most reliable one [28] . Apart from HOG, LBP and SIFT, they tried to use Welsh masks [3] , Law's masks [11] , DCT [1] , DWT [13] , Force Fields [10] , SURF [2] , Gabor Filters [5] and Laplacian of Gaussians (LoG). Subsequently, different metrics were used in order to match the features. Authors applied and compared Normalized Cosine distance, Euclidian distance and Manhattan distance. Best results were obtained for the fusion of DWT and LBP, worst results were reported for SIFT and SURF. Finally, authors concluded, that the quality of used images was weak, which had a significant impact on poor SIFT and SURF performance.
2.3 Woodard et al. [26, 27] In their first work [26] [20] . Color information was encoded only for FRGC images, using color histograms for green and red channels. It was investigated that texture information is more distinctive than color. [7] while periocular recognition was operating as described in authorsŠ first work [26] . Results showed that poor performance of iris recognition for images from distance can be significantly improved when it is fused with periocular recognition. Authors were able to obtain 96.5% rank-1 accuracy.
2. 4 Miller et al. [14, 15] Miller et al. in their first work [14] modified proposed by Park et al. [20] method and performed texture feature extraction using Uniform Local Binary Pattern (ULBP) [18] .
It is an extension to the original LBP codes, more resistant to image rotation and scaling. Authors were able to obtain 90% recognition accuracy for FRGC database. [20] .
Blood vessels, skin and eye shapes were reported to be the most useful features for humans to recognize people in visible light.
Padole and Proenca [19]
Padole and Proencÿa in their work [19] examined the effectiveness of periocular algorithms for complex, unpredictable data. They used the same techniques for recognition as those described by Park et al. in [20] . These studies focused on veryfing the impact of properties like wearing glasses, changes in position, distance from the camera on algorithmsŠ performance. As expected, different pose variations and occurence of eyeglasses decreased the reliability of periocular recognition. Interesting results were obtained for various object distances, worst recognition accuracy was noted for 4 meters and best for 7 meters.
Furthermore the authors investigated that both skin color and gender affect algorithms performance. The best results were achieved for medium skin pigment and female subjects. They were easier to identify than male ones.
Finally, authors checked score fusion methods. They concluded that the difference between linear and non-linear methods is negligible.
Nie et al. [16]
Nie et al. developed a periocular recognition system based on unsupervised feature learning by means of Convolutional Restricted Boltzmann Machine. The performance of the system was investigated and significantly superior results were achieved using the novel feature extraction method. The authors also evaluated the effectiveness of supervised metric learning for periocular biometrics matching. They suggest that the supervised metric learning can be effectively used to achieve better performance results than the conventional Euclidean distance metric for the periocular identification. Moreover, in order to fuse results from different descriptors, the nonlinear score level combination should be used as it can better separate genuine pairs from impostor ones than the traditional weighted sum or linear SVM fusion techniques.
The EER for the combination of CRBM features with LBP and DSIFT has been reduced from 20database.
Database Description
All experiments were carried out on specially collected for these studies database that consists of 32 people. The first acquisition device was Dalsa TS-C2500 camera and a system, which utilized this camera, had aperture parameter set to 2.8. The second one was HVDUO-10M and a system, which utilized this camera, had aperture parameter set to 11. In both cases, focus ring was set to infinity. 
Periocular recognition
This section gives a detailed description of the algorithm, which is used in this work.
Segmentation
Periocular region is the area surrounding the eye. Its proper detection is essential for high performance rates.
On the one hand, such region cannot be too large, because too much irrelevant details would be visible. On the other hand, too small area means that many important features are ignored. In the approach presented in this paper periocular region is determined based on the iris location and its size. This is somewhat similar to "black hole search method" proposed by Teo et al. in [23] . This algorithm uses the fact that in near infrared light pupil is the dark- in the image. It is found by using the Sklansky's algorithm described in [22] 5. Iris location is estimated based on the position of the pupil. We assume, that the size of iris is proportional to the size of the pupil 6. Iris size is aligned to fixed value. It is chosen arbitrarily, taking into account the resolution of the camera is fully sufficient for the purpose of these studies.
Feature Extraction
Feature extraction is based on several methods that are described below: Fig. 5 and Fig. 6 . Optimal values were marked by red color. For the images varying in scale, as in the database used in this research, greater radius gives better performance results than the small one.
Images taken by different devices vary in scale and
However, there is no point in increasing the radius parameter over the value of 12, which is the chosen optimal value, as it exhibits asymptotic behavior over this value and the equal error rate stops decreasing.
The relation between EER and neighbors is more irregular but it stabilizes for the number of neighbors greather than 6. As an optimal value, 8 was chosen. 
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Matching
SIFT matching is performed according to LoweŠs approach described in [12] . Suppose that one has a random key-point from the first image and want to find the best match in the second image. In the first step, the euclidean distance between the descriptor of the point from the first image to all descriptors from the second image is calcu- 
Score level fusion
Final score is determined as a score level fusion of SIFT, LBP and HOG results. The way the scores generated by each descriptor are fused is very important for periocular recognition performance. As mentioned in [19] there is only a slight difference in performance of the linear and non-linear fusion of above mentioned descriptors. 
Experimental results
The experiments intended to examine each feature extrac- The three feature extraction methods were tested on different subsets of the gathered database. The collected data set is not large and will be expanded in the future, how- is not sufficient result to utilize this biometric trait as an individual decision module. However, it can be successfully introduced to a biometric system as an auxiliary information source, that will support more reliable systems (for example iris system).
In the future additional feature extraction methods, like DSIFT or WHT-LBP will be examined in the inter-device scenario. Region detection methods will be optimized, so that they will adopt better to unconstrained conditions.
The area of interest will probably be found on the basis of eye corners position, not iris position. Moreover the research on computing performance of both feature extraction and matching methods will be carried out.
