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Abstract
By a well-known result of Grothendieck, a Banach space X has the approximation property if and
only if, for every Banach space Y , every weak*-weak continuous compact operator T :X∗ → Y can
be uniformly approximated by finite rank operators from X ⊗ Y . We prove the following “metric”
version of this criterion: X has the approximation property if and only if, for every Banach space Y ,
every weak*-weak continuous weakly compact operator T :X∗ → Y can be approximated in the
strong operator topology by operators of norm  ‖T ‖ from X⊗Y . As application, easier alternative
proofs are given for recent criteria of approximation property due to Lima, Nygaard and Oja.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
Let X and Y be Banach spaces. We denote by L(X,Y ) the Banach space of all contin-
uous linear operators from X to Y , and by F(X,Y ), K(X,Y ) and W(X,Y ) its subspaces
of finite rank, compact and weakly compact operators. If A is F , K, W or L, then
Aw∗(X∗, Y ) denotes the subspace of A(X∗, Y ) consisting of those operators which are
weak*-weak continuous. The algebraic tensor product X⊗ Y is always canonically iden-
tified with a linear subspace of F(X∗, Y ). Let us recall that X ⊗ Y = Fw∗(X∗, Y ) and
X∗ ⊗ Y =F(X,Y ).
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K ⊂X and every 
 > 0, there is a finite rank operator T ∈F(X,X) such that ‖T x−x‖< 

for all x ∈K . It is clear that if X has a Schauder basis (xk), then X has the approximation
property, since the natural projections Pn(∑∞k=1 akxk)=∑nk=1 akxk will serve as the finite
rank operators of the definition. The basis problem [1, p. 111], whether every separable
Banach space has a Schauder basis or not, is thus closely related to the question whether
every Banach space has the approximation property. When Enflo [5] in 1972 solved the
basis problem, in the negative, he actually constructed not only a separable Banach space
without a Schauder basis but even one without the approximation property.
The approximation property was thoroughly studied by Grothendieck in his famous
memoir [8] appeared in 1955. Eight conditions are given there (see [8, Chapter I, p. 165])
equivalent to the approximation property. We state two of them.
Theorem 1 (Grothendieck). Let X be a Banach space. Then the following assertions are
equivalent:
(a) X has the approximation property.
(b) For every Banach space Y , one has K(Y,X)= F(Y,X).
(c) For every Banach space Y , one has Kw∗(X∗, Y )=X⊗ Y .
Let us consider the following “metric” versions of (b) where K is replaced by W and
the norm operator topology is replaced by the strong operator topology:
(b1) For every Banach space Y and for every operator T ∈W(Y,X), there exists a net
(Tα) ⊂ F(Y,X) with supα ‖Tα‖  ‖T ‖ such that T ∗α → T ∗ in the strong operator
topology.
(b2) For every Banach space Y and for every operator T ∈W(Y,X), there exists a net
(Tα) ⊂ F(Y,X) with supα ‖Tα‖  ‖T ‖ such that Tα → T in the strong operator
topology.
From these two conditions, the seemingly weaker (b2) was studied by Grothendieck
who proved [8, Chapter I, Corollary 2, p. 141] that the approximation property of the dual
space X∗ of X implies (b2). Grothendieck also claimed [8, Chapter I, Corollary 1, p. 184]
a stronger result that (a) implies (b2), but his proof only goes through for the particular
case of (b2) where Y is complemented in Y ∗∗ by a norm one projection (this proof was
thoroughly analyzed by Reinov [16]; for a discussion of related questions see [17]). The
result of Grothendieck was strengthened by Lima et al. [9] who established the equivalence
of (a) and (b2). Recently Lima and Oja [12] proved that also (a) and (b1) are equivalent.
Theorem 2 (cf. [9, Corollary 1.5] and [12, Theorem 3.1]). Let X be a Banach space. Then
assertions (a), (b1) and (b2) are equivalent.
In this article, we show that Theorem 2 remains true if one replaces “metric” versions
(b1) and (b2) of (b) by the corresponding “metric” versions (c1) and (c2) of (c) below.
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(a) X has the approximation property.
(c1) For every Banach space Y and for every operator T ∈Ww∗(X∗, Y ), there exists a
net (Tα)⊂ X⊗ Y with supα ‖Tα‖ ‖T ‖ such that T ∗α → T ∗ in the strong operator
topology.
(c2) For every Banach space Y and for every operator T ∈Ww∗(X∗, Y ), there exists a
net (Tα) ⊂ X ⊗ Y with supα ‖Tα‖  ‖T ‖ such that Tα → T in the strong operator
topology.
(c3) For every reflexive Banach space Y and for every operator T ∈ Kw∗(X∗, Y ), there
exists a bounded net (Tα)⊂X⊗Y such that Tα → T in the strong operator topology.
Theorem 2 can be easily deduced from Theorem 3 (see Section 3). Using a similar
argument and, moreover, relying on the isometric version of the Davis–Figiel–Johnson–
Pełczyn´ski factorization theorem due to Lima et al. [9] (or, alternatively, on the principle
of local reflexivity), one can also deduce Theorem 3 from Theorem 2.
For the proof of Theorem 2 in [9,12], a roundabout way was used relying on criteria
(established in [9,10]) that characterize the approximation property in terms of ideals [7]
via the position of finite rank operators in the spaces of compact and weakly compact
operators. Moreover, the result in [12] also relied on the main theorem of [11] on the
structure of Hahn–Banach extension operators.
For Theorem 3, we shall give, in Section 2, a self-contained direct proof (an obvious
modification of which would yield a self-contained proof also for Theorem 2). In the fi-
nal Section 3, we make an easy deduction of Theorem 2 from Theorem 3. We also give,
relying on Theorem 3, an alternative proof of Theorem 1. As an immediate application of
Theorem 3, we characterize the approximation property of the dual space X∗ of X (see
Theorem 5).
Our notation is rather standard. A Banach space X will always be regarded as a subspace
of its bidual X∗∗. The closure of a set A⊂ X is denoted by A¯. The closed unit ball of X
is denoted by BX and the identity operator on X by IX . Let us recall that T ∈ L(X∗, Y ) is
weak*-weak continuous if and only if ranT ∗ ⊂X.
2. Proof of Theorem 3
For the proof of Theorem 3, we shall use the following well-known description of duals
of spaces of compact operators due to Feder and Saphar [6] that we state in the particular
case of reflexive spaces.
Lemma 1 (cf. [6, Theorem 1]). Let X be a Banach space and let Z be a reflexive Banach
space. Then, for every f ∈ (K(X∗,Z))∗, there exists u ∈ Z∗ ⊗ˆπ X∗∗∗ such that ‖f ‖ =
‖u‖π and f (S)= trace(S∗∗u) for every S ∈K(X∗,Z).
Let us remark that, from the results on the approximation property, the proof of
Lemma 1 (see [6]) only uses that (a) implies (b) (see Theorem 1), which is a very easy
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alent to the following well-known condition (also due to Grothendieck [8]):
(d) For all sequences (xn) ⊂ X and (x∗n) ⊂ X∗ such that
∑∞
n=1 ‖xn‖‖x∗n‖ < ∞ and∑∞
n=1 x∗n(x)xn = 0, whenever x ∈X, one has
∑∞
n=1 x∗n(xn)= 0.
Let us also remark that the equivalence of (a) and (d) is a simple consequence of the
description of the linear functionals on L(X,X) which are continuous in the locally convex
topology of uniform convergence on compact sets in X (see, e.g., [14, pp. 31–32]).
Another tool that we shall need for the proof of Theorem 3 is the famous Davis–Figiel–
Johnson–Pełczyn´ski factorization lemma [2], but with some “cosmetic” modifications
made by Lima et al. [9].
Let X be a Banach space and let a bounded set K ⊂ X be absolutely convex and
closed. Fix a ∈ (1,∞) and put, for each n ∈ N, Bn = an/2K + a−n/2BX . The gauge
of Bn gives an equivalent norm ‖ · ‖n on X. Let ‖x‖K = (∑∞n=1 ‖x‖2n)1/2 and define
XK = {x ∈X: ‖x‖K <∞}. With a = 4, this is exactly the original construction of Davis
et al. [2]. Let f : (1,∞)→R be defined by
f (a)=
( ∞∑
n=1
an
(an + 1)2
)1/2
.
The function f is continuous, strictly decreasing, lima→1+ f (a)=∞ and lima→∞ f (a)
= 0. The following lemma presents the most elementary facts on the above construction.
Notice that in Diestel’s book [3, p. 228] one can find a very easy proof of (iv).
Lemma 2 (cf. [2,9]). With notation as above, the following holds:
(i) XK = (XK,‖ · ‖K) is a Banach space.
(ii) The identity embedding JK :XK →X is in L(XK,X) and J ∗∗K is injective.
(iii) JK is compact if and only if K is compact.
(iv) XK is reflexive if and only if K is weakly compact.
Moreover, if K ⊂ BX , then
(v) K ⊂ f (a)BXK ⊂ BX .
(vi) For x ∈K , one has ‖x‖2K  (1/4+ 1/lna)‖x‖.
The Davis–Figiel–Johnson–Pełczyn´ski factorization is the following. If T ∈W(Y,X),
then K = T (BY ) is absolutely convex, closed and weakly compact, so the space XK de-
fined as above is reflexive by Lemma 2. Define TK ∈ L(Y,XK) by TKy = Ty , y ∈ Y .
Then T is factorized as T = JKTK . This shows that every weakly compact operator can
be factorized through a reflexive space. Properties of the function f imply the existence of
a unique a0 ∈ (1,∞) such that f (a0)= 1. Constructing XK with K = ‖T ‖−1T (BY ) and
with a = a0, it is straightforward to verify that ‖TK‖ = ‖T ‖ and ‖JK‖ = 1. This isomet-
ric version of the Davis–Figiel–Johnson–Pełczyn´ski factorization will also be used in the
following proof.
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F(X,X) so that Sβ → IX uniformly on compact subsets of X. Let g ∈ (X ⊗ Y )∗. Since
X⊗Y ⊂K(X∗, Y ) and Y is reflexive, Lemma 1 gives, through the Hahn–Banach theorem,
u ∈ Y ∗ ⊗ˆπ X∗∗∗,
u=
∞∑
n=1
y∗n ⊗ x∗∗∗n ,
where we may assume that y∗n → 0 and
∑∞
n=1 ‖x∗∗∗n ‖<∞, so that
g(S)= trace(S∗∗u)=
∞∑
n=1
S∗∗x∗∗∗n (y∗n)
for every S ∈X⊗ Y , and ‖g‖ = ‖u‖π .
If T ∈Ww∗(X∗, Y ), then T S∗β ∈X⊗ Y and∣∣trace(T ∗∗u)− g(T S∗β)∣∣= ∣∣trace(T ∗∗u)− trace(T ∗∗S∗∗∗β u)∣∣
=
∣∣∣∣∣
∞∑
n=1
T ∗∗x∗∗∗n
(
y∗n
)− ∞∑
n=1
T ∗∗S∗∗∗β x∗∗∗n
(
y∗n
)∣∣∣∣∣
∞∑
n=1
∣∣x∗∗∗n ((IX∗∗ − S∗∗β )T ∗y∗n)∣∣
 sup
n
∥∥(IX∗∗ − S∗∗β )T ∗y∗n∥∥
∞∑
n=1
∥∥x∗∗∗n ∥∥= sup
n
∥∥(IX − Sβ)T ∗y∗n∥∥
∞∑
n=1
∥∥x∗∗∗n ∥∥,
where the last equality holds since ranT ∗ ⊂ X. The set {0, T ∗y∗1 , T ∗y∗2 , . . .} is compact,
so supn ‖(IX − Sβ)T ∗y∗n‖→
β
0. Hence
lim
β
∣∣trace(T ∗∗u)− g(T S∗β)∣∣= 0.
This makes it possible to define a norm one linear operator by
Φ : (X⊗ Y )∗ → (Ww∗(X∗, Y ))∗,
Φg(T )= lim
β
g
(
T S∗β
)= trace(T ∗∗u).
For an arbitrary T ∈ Ww∗(X∗, Y ), consider Φ∗(T ) ∈ ‖T ‖B(X⊗Y )∗∗ . By Goldstine’s
theorem, there is a net (Tα)⊂X⊗ Y , ‖Tα‖ ‖T ‖, such that Tα →Φ∗(T ) in the weak*-
topology of (X⊗ Y )∗∗. In particular, for any y∗ ⊗ x∗, we have
T ∗α y∗(x∗)= y∗(Tαx∗)= (y∗ ⊗ x∗)(Tα)→Φ∗(T )(y∗ ⊗ x∗)
=Φ(y∗ ⊗ x∗)(T )= trace(T ∗∗(y∗ ⊗ x∗))= y∗(T ∗∗x∗)= T ∗y∗(x∗).
By the weak*-weak continuity, T ∗α y∗ ∈ X and T ∗y∗ ∈ X. Hence the above implies that
T ∗α y∗ converges weakly to T ∗y∗ in X. Considering T ∗α and T ∗ as operators in L(Y ∗,X),
this means that (T ∗α ) converges to T ∗ in the weak operator topology. Since the weak and
strong operator topologies yield the same dual space [4, Theorem VI.1.4], we may, by
passing to convex combinations, assume that (T ∗α ) converges to T ∗ in the strong operator
topology on L(Y ∗,X). That is, T ∗α y∗ → T ∗y∗ for all y∗ ∈ Y ∗, which is what we wanted.
718 E. Oja, A. Pelander / J. Math. Anal. Appl. 286 (2003) 713–723Suppose now that Y is an arbitrary Banach space. Let T ∈Ww∗(X∗, Y ). By the iso-
metric version of the Davis–Figiel–Johnson–Pełczyn´ski factorization, there are a reflexive
space Z and operators S ∈ L(X∗,Z) and J ∈ L(Z,Y ) with ‖S‖ = ‖T ‖ and ‖J‖ = 1 so
that T = JS. By Lemma 2, J ∗∗ is injective, thus J ∗(Y ∗) = Z∗. This implies that S ∈
Ww∗(X∗,Z), since ranS∗ = S∗(Z∗)= S∗(J ∗(Y ∗))⊂ S∗(J ∗(Y ∗))= T ∗(Y ∗)⊂X =X.
Since Z is reflexive, there is, by the above, a net (Sα) ⊂ X ⊗ Z, ‖Sα‖  ‖S‖, such
that S∗αy∗ → S∗y∗ for all y∗ ∈ Y ∗. It is now clear that Tα = JSα is a net with the desired
properties.
(c1) ⇒ (c2) The convergence in the strong operator topology of (T ∗α ) to T ∗ implies that
(Tα) converges to T in the weak operator topology. By passing to convex combinations,
we may assume that (Tα) converges to T in the strong operator topology.
(c2) ⇒ (c3) This is obvious.
(c3) ⇒ (a) We shall apply (d) to show that X has the approximation property. For this
end, we shall develop the idea of the proof of [12, Theorem 3.2, (e)⇒ (a)].
Let (xn)⊂X and (x∗n)⊂X∗ satisfy
∑∞
n=1 ‖xn‖‖x∗n‖<∞. Assume that
∑∞
n=1 x∗n(x)xn
= 0 for all x ∈X. We need to prove that ∑∞n=1 x∗n(xn)= 0.
We may (and shall) assume that xn → 0, supn ‖xn‖ 1 and
∑∞
n=1 ‖x∗n‖<∞. Denote
by K the closed absolutely convex hull of (xn) in X. Since K ⊂ BX and K is compact, by
Lemma 2, the Banach space Y :=XK is reflexive, the identity embedding J := JK :Y →X
is compact and ‖J‖  1. Moreover, since (xn) ⊂ K ⊂ Y , denoting by yn the element xn
considered as an element of the Banach space Y , we have supn ‖yn‖ =:m<∞.
Since J ∗ ∈ K(X∗, Y ∗) and Y is reflexive, we have ranJ ∗∗ ⊂ X, so that J ∗ ∈
Kw∗(X∗, Y ∗). There is thus a net (Tα) ⊂ X ⊗ Y ∗ with supα ‖Tα‖ =:M <∞ such that
Tαx
∗ → J ∗x∗ for all x∗ ∈X∗.
We know that
∞∑
n=1
x∗n(x)Jyn =
∞∑
n=1
x∗n(x)xn = 0, ∀x ∈X.
Hence (notice that all the series below converge absolutely),
J
( ∞∑
n=1
x∗n(x)yn
)
= 0, ∀x ∈X,
and therefore, since J is an identity embedding,
∞∑
n=1
x∗n(x)yn = 0, ∀x ∈X.
This implies that
∞∑
n=1
Tαx
∗
n(yn)= 0, ∀α.
In fact, Tα being of the form Tα =∑lk=1 zk ⊗ y∗k with zk ∈X and y∗k ∈ Y ∗, one has
∞∑
Tαx
∗
n(yn)=
∞∑ l∑
x∗n(zk)y∗k (yn)=
l∑
y∗k
( ∞∑
x∗n(zk)yn
)
= 0.n=1 n=1 k=1 k=1 n=1
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∑∞
n=1 x∗n(xn)= 0, let us fix an arbitrary 
 > 0. Choose N ∈N so that∑
n>N
∥∥x∗n∥∥< 
2(M + 1)m.
Let us also fix Tα so that∥∥Tαx∗n − J ∗x∗n∥∥< 
2Nm, n= 1, . . . ,N.
Then ∣∣∣∣∣
∞∑
n=1
x∗n(xn)
∣∣∣∣∣=
∣∣∣∣∣
∞∑
n=1
x∗n(Jyn)
∣∣∣∣∣=
∣∣∣∣∣
∞∑
n=1
J ∗x∗n(yn)
∣∣∣∣∣
=
∣∣∣∣∣
∞∑
n=1
Tαx
∗
n(yn)−
∞∑
n=1
J ∗x∗n(yn)
∣∣∣∣∣=
∣∣∣∣∣
∞∑
n=1
(
Tαx
∗
n − J ∗x∗n
)
(yn)
∣∣∣∣∣

N∑
n=1
∥∥Tαx∗n − J ∗x∗n∥∥‖yn‖ +∑
n>N
(‖Tα‖ + ‖J ∗‖)‖yn‖∥∥x∗n∥∥
<


2
+ 

2
= 
.
Hence,
∑∞
n=1 x∗n(xn)= 0 and X has the approximation property. ✷
Remark. The idea to define a norm one linear operator departing from a (generally) un-
bounded net of (compact) operators, as in the definition of Φ in the proof of (a)⇒ (c1), and
using, for this end, the Feder–Saphar description of duals of spaces of compact operators
was firstly employed in [9, proof of Theorem 1.2].
3. Applications, notes and remarks
Alternative proof of Theorem 1. In Grothendieck’s Theorem 1, the proof of the implica-
tions (a)⇒ (b) and (a)⇒ (c) consists in a straightforward verification. We shall reproduce
these arguments for the sake of completeness.
(a) ⇒ (b) If T ∈ K(Y,X), then the set K = T (BY ) ⊂ X is compact. Hence, for every

 > 0, there is an operator S ∈ F(X,X) so that ‖Sx − x‖< 
 for every x ∈K . Therefore
‖ST − T ‖ 
 and (b) holds.
(a) ⇒ (c) If T ∈ Kw∗(X∗, Y ), then T ∗ ∈Kw∗(Y ∗,X) and the set K = T ∗(B∗Y )⊂ X is
compact. Hence, as above, for every 
 > 0, there is S ∈ F(X,X) so that ‖ST ∗ − T ∗‖ =
‖T S∗ − T ‖ 
 and (c) holds because T S∗ ∈Fw∗(X∗, Y )=X⊗ Y.
A traditional proof of (b) ⇒ (a) originated in [8] may be found, for instance, in [14,
pp. 32–33]. An easier alternative proof was recently given in [9, Theorem 1.2, (v) ⇒
(i)] based on the Davis–Figiel–Johnson–Pełczyn´ski factorization lemma. Our alternative
proof—which is essentially the proof of (c3) ⇒ (a) in Theorem 3 above—goes as follows.
(b) ∨ (c) ⇒ (a) Notice that, whenever Y is reflexive, the spaces K(Y ∗,X) and
Kw∗(X∗, Y ) are canonically isometrically isomorphic (under the mapping T → T ∗) and
720 E. Oja, A. Pelander / J. Math. Anal. Appl. 286 (2003) 713–723so are F(Y ∗,X) and X⊗Y . Therefore, if (b) or (c) holds, then, for every reflexive Banach
space Y and for every operator T ∈ Kw∗(X∗, Y ), there exists a sequence (Tn) ⊂ X ⊗ Y
with ‖Tn − T ‖→ 0. Hence condition (c3) of Theorem 3 holds. Implication (c3) ⇒ (a) has
been proved in Section 2. ✷
Remark. Unlike the proof in [9], our proof above does not rely on the injectivity of J ∗∗K
(see Lemma 2), instead it uses inequality (vi) of Lemma 2.
Proof of Theorem 2. Let us recall that the original proof of Theorem 2 was discussed in
the Introduction. Theorem 2 asserts that (a) ⇔ (b1) ⇔ (b2). For completeness we intro-
duce, similarly to (c3), condition (b3).
(b3) For every reflexive Banach space Y and for every operator T ∈K(Y,X), there exists
a bounded net (Tα)⊂F(Y,X) such that Tα → T in the strong operator topology.
The equivalences (a) ⇔ (bi), i = 1,2,3, are almost immediate from Theorem 3. In fact,
implications (a) ⇒ (c2) and (c3) ⇒ (a) have been established in Theorem 3, (b1) ⇒ (b2)
holds similarly to (c1) ⇒ (c2) in Theorem 3 and (b2) ⇒ (b3) is obvious. Let us look at the
remaining two implications (c2) ⇒ (b1) and (b3) ⇒ (c3) which both can be easily verified.
(c2) ⇒ (b1) If T ∈W(Y,X), then T ∗ ∈Ww∗(X∗, Y ∗) because ranT ∗∗ ⊂ X. By (c2),
there is a net (Sα) ⊂ X ⊗ Y ∗ with supα ‖Sα‖  ‖T ‖ such that Sαx∗ → T ∗x∗ for all
x∗ ∈X∗. Therefore Tα = S∗α ∈ Y ∗ ⊗X=F(Y,X) gives a desired net because T ∗α = Sα .
(b3) ⇒ (c3) Let Y be any reflexive Banach space. If T ∈ Kw∗(X∗, Y ), then T ∗ ∈
K(Y ∗,X), so there is a bounded net (Sα) ⊂ F(Y ∗,X) = Y ∗∗ ⊗ X = Y ⊗ X such that
Sαy
∗ → T ∗y∗ for every y∗ ∈ Y ∗. Let Tα = S∗α ∈X⊗Y . Then for every x∗ ∈X∗ and every
y∗ ∈ Y ∗, we have
y∗(Tαx∗)= x∗(Sαy∗)→ x∗(T ∗y∗)= y∗(T x∗),
i.e., Tα → T in the weak operator topology. Passing to convex combinations, a bounded
net in X⊗ Y converging to T in the strong operator topology can be obtained. ✷
Since also implications (a) ⇒ (c1) ⇒ (c2) have been established in Theorem 3 and
(c2) ⇒ (c3) is obvious, the above proof actually shows that (bi ) and (ci ), i = 1,2,3, are
all equivalent to (a), i.e., to the approximation property of X.
Approximation property of dual spaces. Grothendieck [8, Chapter I, pp. 167–168] also
discovered that if one reverses the roles of X and Y in condition (b) of Theorem 1, then
one obtains a criterion of the approximation property for the dual space X∗ of X.
Theorem 4 (Grothendieck). Let X be a Banach space. Then the following assertions are
equivalent:
(a∗) X∗ has the approximation property.
(b∗) For every Banach space Y , one has K(X,Y )=F(X,Y ).
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equivalence (a) ⇔ (c) of Theorem 1 applied to X∗ because K(X,Y ) and Kw∗(X∗∗, Y ) are
canonically isometrically isomorphic under the mapping T → T ∗∗ andF(X,Y )=X∗⊗Y .
For contrast, let us notice that, e.g., the proof of (a∗)⇔ (b∗) in [14, pp. 33–34], which only
uses the equivalence (a)⇔ (b) of Theorem 1 and not condition (c), has to rely on the prin-
ciple of local reflexivity.
Exactly in the same way like (c) enables us to reverse the roles of X and Y in (b) for
characterizing the approximation property of X∗, condition (c1) does the same with (b1).
Theorem 5. Let X be a Banach space. Then the following assertions are equivalent:
(a∗) X∗ has the approximation property.
(b∗1) For every Banach space Y and for every operator T ∈W(X,Y ), there exists a net
(Tα) ⊂ F(X,Y ) with supα ‖Tα‖  ‖T ‖ such that T ∗α → T ∗ in the strong operator
topology.
(b∗K) For every reflexive Banach space Y and for every operator T ∈K(X,Y ), there exists
a bounded net (Tα)⊂F(X,Y ) such that T ∗α → T ∗ in the strong operator topology.
Proof. (a∗) ⇔ (b∗1) This is immediate from the equivalence (a) ⇔(c1) of Theorem 3
applied to X∗, condition (c1) of Theorem 3 is precisely (b∗1) because W(X,Y ) andWw∗(X∗∗, Y ) are isometrically isomorphic under the mapping T → T ∗∗ and F(X,Y )=
X∗ ⊗ Y .
(b∗1)⇒ (b∗K) is obvious.
(b∗K)⇒ (a∗) It suffices to show that X∗ satisfies (c3) and apply the implication (c3) ⇒(a) of Theorem 3. Let Y be a reflexive Banach space and let T ∈ Kw∗(X∗∗, Y ). Then
S = T |X∈K(X,Y ) and by (b∗K) there is a bounded net (Tα)⊂ F(X,Y )= X∗ ⊗ Y such
that T ∗α y∗ → S∗y∗ for every y∗ ∈ Y ∗. Since ranT ∗ ⊂X∗, we have S∗y∗ = T ∗y∗ for every
y∗ ∈ Y ∗, and thus
y∗(Tαx∗∗)= x∗∗(T ∗α y∗)→ x∗∗(S∗y∗)= T ∗y∗(x∗∗)= y∗(T x∗∗),
i.e., Tα → T in the weak operator topology. Using convex combinations as above we are
done. ✷
Remark. (1) Equivalence (a∗)⇔ (b∗1) is implicitly contained in [9] (see Theorem 3.4 and
the proof of Corollary 4.3). The proof in [9] relies on the fact, also proved in [9, Theo-
rems 3.4 and 3.5], that X∗ has the approximation property if and only if F(X,Z) is an
ideal in W(X,Z) (in the sense of [7]) for all reflexive Banach spaces Z if and only if
F(X,Y ) is an ideal inW(X,Y ) for all Banach spaces Y . Other criteria for the approxima-
tion property of X∗ have recently been established in [12, Theorem 3.2 and Corollary 3.3]
in terms of Hahn–Banach extension operators and approximability in the strong operator
topology (one of them is in Theorem 6 below).
(2) Notice that reversing the roles of X and Y in Grothendieck’s condition (b2) does
not yield a condition equivalent to (a∗), i.e., (b∗2) is not equivalent to (a∗). In fact, let us
consider the example given in [14, Theorem 1.e.7(b)] of a Banach space X with a monotone
Schauder basis for which the dual space X∗ does not have the approximation property. If
722 E. Oja, A. Pelander / J. Math. Anal. Appl. 286 (2003) 713–723we denote by Pn the natural projections in F(X,X) associated to the Schauder basis, then
‖Pn‖ = 1 and, for any Banach space Y and for any T ∈W(X,Y ), it is clear that T Pn → T
in the strong operator topology, so (b∗2) is fulfilled.
Questions. Theorem 3 is optimal in the sense that the operator ideal W (of all weakly
compact operators) in its conditions cannot be replaced by any larger operator ideal (in the
sense of Pietsch [15]). The reason is, in fact, simple: if one takes the largest operator ideal
L of all bounded linear operators, then Lw∗(X∗, Y ) =Ww∗(X∗, Y ) (if T ∈ L(X∗, Y ) is
weak*-weak continuous, then T (BX∗) is weakly compact because BX∗ is compact in the
weak* topology). One either cannot drop the index w∗ inWw∗(X∗, Y ) because this would
mean (this is clear from Theorem 6 below) that (a) implies (a∗) which is well known to be
false.
Theorem 6 (cf. [12, Corollary 3.3]). Let X be a Banach space. Then (a∗) holds if and
only if for every Banach space Y and for every operator T ∈W(X∗, Y ), there exists a net
(Tα)⊂X⊗ Y with supα ‖Tα‖ ‖T ‖ such that Tα → T in the strong operator topology.
On the other hand, developing Grothendieck’s arguments [8, Chapter I, pp. 183–184],
Reinov showed in [16, Corollary 2 of Theorem 4] that if (a∗) holds, then, for every Banach
space Y and for every operator T ∈ L(X∗, Y ) whose adjoint T ∗ is a Radon–Nikodým op-
erator, there exists a net (Tα)⊂F(X∗, Y ) with supα ‖Tα‖ ‖T ‖ such that Tα → T in the
strong operator topology. Using the principle of local reflexivity like in [12, Corollary 3.3,
(c) ⇒ (b)], one may ensure that (Tα)⊂X⊗ Y . This together with Theorem 6 means that,
in Theorem 6, the operator ideal W may be replaced by the larger operator ideal RN dual
of operators whose adjoints belong to the operator idealRN of all Radon–Nikodým oper-
ators (see, e.g., [13] for relations of RN to other operator ideals).
Questions. We do not know whether Theorems 2 and 5 (that we obtained as simple con-
sequences of Theorem 3) are optimal. In particular, we do not know whether the operator
idealW can be replaced by some larger operator ideal in conditions (b1), (b2) or (b∗1)?
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