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While  ordinary  least  squares  regression  has  The  assumption  that  explanatory  variables  are
become  a  standard  statistical  technique,  there  are  known,  fixed  numbers  is  also  far  from  reality.  In
problems  frequently  overlooked  or  ignored  by  re-  economic  data, explanatory  variables are just as likely
searchers  in  applying  this  statistical  method.  Two  to  be  generated  by  a  stochastic  process  as  the
basic  assumptions  of  the  OLS  regression  model-  dependent  variable.  This  problem  is usually  referred
(1)  that  the explanatory  variables  are independent of  to  as  errors-in-the-variables.  In  the  case  of errors-in-
each  other and  (2)  that  the explanatory  variables  are  the-variables,  OLS  regression  coefficients  are  biased
known,  fixed  numbers-do  not  hold  for  most  eco-  and  variances  are not only inconsistent, but are likely
nomic  data,  particularly  time  series  data.  This  has  to  be  seriously  underestimated  [8].  While  the  two
been  a consternation  for econometricians,  if not for  problems,  multicolinearity  and errors-in-the-variables,
the general  researcher,  for many years.  are  usually  treated  separately  both theoretically  and
In  the  case  of nonindependence  of explanatory  in  practice,  there  may  in  fact  be  confounding  of the
variables  (multicollinearity),  signs  of  the  regression  two. If the errors among the explanatory  variables are
coefficients  often  are  inconsistent  with  economic  not  independent  of  each  other,  then  they  may
theory  and  with  correlation  coefficients  calculated  exacerbate  or  even  be  the  major  cause  of  multi-
from  the  data.  Also,  variances  of  the  estimated  collinearity.
regression  coefficients  are  inconsistent  [6].  In  Modifications  of the  OLS  regression  model  have
practice  for  prediction  equations,  multicollinearity  been  suggested  in  attempts  to  correct  for  errors-in-
can usually be sufficiently reduced  by either dropping  the-variables.  Most  of  these  modifications  rely  on  a
one  or  more  multicollinear  variables  or  by indexing  priori knowledge  of error structure  of the variables-
them and  using the index  as  a regressor, thus circum-  both  variances  and  covariances  of  the  errors  in  the
venting  the  assumption  regarding  independence  of  explanatory variables  [8]. The problem with practical
the  explanatory  variables.  A  chi-square  test  for  application  of these  OLS  modifications  is that rarely,
multicollinearity  is available  [6], and can  be used as a  if ever, does knowledge  of the error structure exist on
guide  to  alert  a  researcher  to the problem.  Still,  if  a  an a priori  basis.
set  of  variables  has  been  selected  to  represent  a  If the  matrix  depicting  the error structure of the
certain  relationship  on  the  basis  of  observation  and  explanatory  variables  is  or  can  be  assumed  to  be
theory,  then  dropping  variables  to  reduce  multi-  diagonal,  i.e., errors  among  the explanatory  variables
collinearity  problems  is a questionable  practice.  Yet,  are  not  intercorrelated,  then  the  ridge  regression
for economists,  the multicollinearity  problem persists  procedure  might  be  used  [17].  Also,  if  multi-
in OLS  regression  analysis  because  there  has been  no  collinearity  existed  in  this  case,  it  would  not  have
good alternative  method for estimating regression.  been  the  result  of errors-in-the-variables.  It has  been
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145shown  in  monte  carlo  experiments  that  in  this  set  of  variables  (m<h).  As  multicollinearity  among
situation  ridge  regression  gives  estimates  with smaller  the variables  increases,  the number  of factors needed
mean square error than OLS estimates [18].  to explain  the  variances  becomes  smaller  relative  to
A  number  of  authors  in  recent years  have used  the number of real  variables.
factor  analysis  in their economic  research  [1,  2,  3, 4,
5,  7, 11, 12,  19, 25].  Factor analysis has been used in
pattern  analysis  when  there  is a  large  variable  set,  to  COMBINING  REGRESSION  AND FACTOR
identify  underlying  causes  in  the  data,  to  develop  ANALYSIS
indexes  for  other  use  and  to  develop  regressors  to  A way  to combine  factor analysis with regression
enter  as  regression  variables  in  OLS  analysis.  These  as  reported  here  is,  for  purposes  of  differentiation,
uses  are  fairly  standard  or traditional  ways  in which  called  "Classical  Factor  Analysis  Regression"  or
factor analysis  is employed.  CFAR.  CFAR  is  intuitively  easier  to understand  and
More  recently,  regression  equations  have  been  easier  to  calculate  than  earlier  factor  analysis
developed  directly  from  the  factor  analysis  model  regression  derivations.
rather  than  using  a  factor  index  as  a  regressor,  Using  standardized  variables  in  ordinary  least
because  assumptions  of  the  model  fit  existing  data  squares regression,  the estimating equation is:
better  than the  classic  OLS  regression  model.  Factor
analysis  regression  has  been  suggested  as  a  replace-  B  R-x  Rxy  (2)
ment  of  the  OLS  regression  model  when  there  are
errors-in-the-variables  or high  multicollinearity  exists  where
among  explanatory  variables  [7, 15, 21].  Recent
monte  carlo  results  also  indicate  that  factor analysis  B = kX 1 vector of regression coefficients
regression  performs  much  better  than  OLS  under  RXX  = kXk  correlation  matrix  of  the  explana-
small sample  conditions  when  there  are errors-in-the-  tory variables and
variables,  and  especially  if  there  is  multicollinearity  Rxy  = kX1  vector  of  correlations  between  the
[24].  dependent and explanatory  variables.
THE FACTOR ANALYSIS MODEL THE FACTOR ANALYSIS  MODEL  This  is  the  formulation  actually  used  in  most
The  factor  analysis  statistical  model  which  has  computer  programs  rather  than  the  usual  textbook
been  long  used  in  psychology  can  be  defined  as  formula,  B=[X' X]-1 X'  Y,  [8]  because  it reduces  size
follows:  and  range  of  numbers  involved  and,  therefore,
increases  both  accuracy  and  speed  of  matrix
Z = AF+U  (1)  inversion.
Using  the same general  formula, CFAR  estimates
where  of the regression  are:
-Z=  hXn  matrix  of n  observations  of  all  h  real  B =  Rx  Rxy  (3)
variables involved
A = hXm  matrix  of  regression  coefficients,  where
usually  referred  to  as  factor coefficients  or
factor loadings, m<h  B = kX 1 vector of CFAR coefficients
F = mXn matrix of n values of the m factors  Axx  = kXk  factor reproduced  correlation matrix
U = hXn  matrix  of  the  n  residuals  associated  of the explanatory variables  and
with the h variables.  Axy  = kX1  factor reproduced  correlation  vector
of  the  explanatory  variables  with  the
Both  F and  U  are  assumed  to be multivariate  normal  dependent variable.
with  zero  means  and  uncorrelated  with  each  other;
also  that E(FF')=I, and E(UU')=V,  a diagonal  matrix  The  factor  analysis  reproduced  correlation
[14].  This  is  a  simultaneous  equation  set  which  matrix  is  one  of  the  results  normally  obtained  by
assumes  all  variables  stochastic  and  errors  in  all  most  factor  analysis  computer  routines.  If  the
variables,  i.e.,  there  is  a  vector  of  errors  in  U  explanatory  variables  are  entered  in  the  factor
associated  with each of the variables in -.  Also, factor  analysis  model,  equation  (1),  as  the variables zl,...  ,Zk
analysis  provides  for  multicollinearity  through  the  and  the dependent variable  is zk+l where k+l=h, then
assumption  that  variances  of all real  variables  can  be  factor  analysis  is  performed  on  the  hXh  correlation
explained  by a  set  of factors less  in number than the  matrix  formed  from both explanatory  and dependent
146variables.  If  a  maximum  likelihood  or  least  squares  independent  variables.  For example,  in the  following
factor  analysis  routine  is  used  to  obtain  the  factor  correlation  matrix,  (5)  of six  explanatory  variables,
loading matrix,  A, then:  XI  and X2 are  one  subset of multicollinear variables,
while  each  is relatively  independent  of all others:  X3,
AA' + V = R  (4)  X4 and  Xs  form  another  such  subset,  and  X6 is
relatively  independent  of  all  of  the  other  five  varia-
where  bles.  Here  the  recommendation  would  be  to extract
three  factors-one  for  each of the  two multicollinear
A = hXm factor loading matrix  subsets  and  one  for  the  variable  which  is  relatively
V  = hXh  diagonal  matrix  of  specific  variancesl  independent  of all  others.  Decision  on the number of
and  factors  to  extract  may  not  always  be  this  clear cut.
A
R = hXh  maximum  likelihood  estimate  of  the
full  correlation  matrix  of  all  the  variables  X1 X2 X3 X4 Xs  X 6
[9, 13,  26].  Xi  1.00
X2 .92  1.00
Then  R can  be  partitioned.  The  upper  lefthand  kXk  X3 .33  .21  1.00
A
part  is  Rxx  and  the  first  k  elements  of  the  most  X4 .26  .17  .93  1.00
A  A
righthand  column vector of  R  is  Rxy,  which  are used  Xs  .15  .27  .87  .89  1.00
in  equation  (3)  to obtain  the CFAR  estimates.  X6 .23  .12  .22  .09  .14  1.00  (5)
A
The  variances  for  B  in  classical  regression  are
calculated  using  variance  of  the  dependent  variable  Then  one can resort to the  Lawley criterion suggested
from  the estimated regression  surface and elements in  earlier.
R-x1x.  The  stochastic  part is variance  of the dependent  The  concept  underlying  these  recommendations
variable  from  the  regression  surface  since  the  X  flows from the  assumptions and results obtained from
variables  in  OLS  are  assumed  to  be  known,  fixed  factor analysis.  If  the factor loading  matrix  A shown
values.  in  the  factor model (equation  1)  is hXh,  which means
Now,  however,  R 1 in  CFAR  is  also  stochastic.  that  the number of factors extracted is h, then AA'  in
While  it  has  been  shown  that the  correlation  matrix  equation  (4)  will  reproduce  the  original  empirical
of  normally  distributed  variables  follows the  Wishart  correlation  matrix  exactly,  implying that there are no
A
distribution  [27],  distribution  of  R  from  factor  errors  in  the  variables.  If  m  is the  number of factors
analysis,  is  still  unknown.  Therefore,  there  is  cur-  extracted  and  m=h-1,  then  there  is  allowance  for
rently  no  direct  way  to  calculate  a  test  statistic for  errors  in  the  variables.  The  factor analysis  model  is,
the  individual  CFAR  coefficients except  by  multiple  then,  a  true  stochastic  model rather  than the mathe-
F tests as previously  suggested  [21, p.  559]. Thus far,  matical  principal  components  model  which  has  no
however,  this test is only heuristic.  error component in the model:
%Z  = AP  (6)
THE NUMBER OF FACTORS  TO EXTRACT
When  there  are  only  errors  in  the  variables  and  where
multicollinearity  is not a problem, then the assumption
is still  that there are k independent explanatory  varia-  -Z = hX 1 vector of real variables
bles.  Therefore,  there  should  be  k factors extracted-  P = hX 1 vector of principal components  and
one  for each  independent  explanatory  variable, or al-  A =  coefficient matrix, but is now hXh.
ternatively Lawley's  X 2 test may be used to determine
the optimum number of factors to extract [14].  As  m  is  further  reduced,  the  inference  is  that
When  the additional problem  of multicollinearity  multicollinearity  exists  among  the explanatory  varia-
is  involved,  the  real  explanatory  vector  space  is  bles and explanatory  vector space is less than explana-
reduced  and the number of  factors to extract will  be  tory  variable  space.  Therefore,  a researcher  may  use
equal  to  the  number  of  independent  explanatory  the  heuristic  recommendations  suggested  in  this
vectors  rather  than  the  number  of  explanatory  section; or he may prefer to use the Lawley test [14],
variables.  This will  be equal  to the number of subsets  which  is a  statistical  test to determine the number of
of  multicollinear  variables  plus  the  number  of  factors to extract.
1 In equation (4),  V is also  I-diagonal (AA ), where I is the unity matrix.
147MONTE CARLO  RESULTS  themselves  and  for  the  prediction  of  Y  were
examined  for  both  OLS  and  CFAR.  These  results
A  monte  carlo  study  of  the  characteristics  of  show  that  CFAR  has  a  very  substantial  advantage
CFAR  estimators  relative  to those  of  ordinary  least  over  OLS.  Depending  upon  sample  size,  the  CFAR
squares  was  recently  conducted.  The  approach  used  mean  square  error  for  the  estimators  ranges  from
was  that a  dependent  variable  was to be explained  by  eight  to  as  much  as  50  times  smaller  than  for  OLS
12 explanatory  variables  when there were errors in all  with  greatest  advantage  for  CFAR  at  small  sample
variables,  with  different  sample  size,  and  different  sizes.  This  result  is  most  important  to  economists
degrees  of  statistical  dependence  among  explanatory  since  we  generally  deal  with relatively  small  samples.
variables  [24].  The  mean  square  error  for  the  prediction  also  is
In  this  study,  the  ordinary least  squares  estimates  smaller  for  CFAR  estimators,  again  with  greatest
were  taken  as  the  parameters  before  adding  random  advantage  at small  sample  sizes  where  the MSE  from
errors  to the variable  set. Then, random normal errors  CFAR  predictions  is about  one-fourth  to one-fifth as
were  added  repeatedly  to all  variables.  Each time  the  large  as the  MSE for predictions from  OLS.
regression  coefficients  were  estimated by both  CFAR  The  other  variable  in  the  monte  carlo  study
and  OLS.  These  parameter  estimates  with  errors-in-  mentioned  earlier  was  statistical  dependence  or level
the-variables  were  then  compared  with  parameters  of  multicollinearity  among  explanatory  variables.
estimated before adding  the errors.  Results  here  are  also  important  to  economists:  as
Normality  of the parameter  estimates from  CFAR  multicollinearity  among  explanatory  variables  in-
was  inferred  by  examining  skewness  and  kurtosis,  creased,  advantages  are  greater  for  CFAR  relative  to
both  of  which  approached  zero  as  sample  size  OLS  based  on  the  MSEs  of  both  estimators  and
increased.  This  is  what we would expect if the CFAR  predictions.
estimators were  normally  distributed.  Conclusions  drawn  are  that  CFAR  is an  excellent
CFAR  estimators  appear  to  have  a small  negative  alternative  to OLS,  especially  for economists,  because
bias, but the  bias  assymptotically  approaches  zero as  of  identified  problems  where  CFAR  shows  the
sample size increases.  greatest  advantage.  These  problems  are errors-in-the-
Mean  square  errors  for  both  the  estimators  variables,  multicollinearity  and  small sample size.
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