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Abstract—Software-as-a-Service (SaaS) providers increasingly
rely on multi-cloud setups to leverage the combined benefits
of different enabling technologies and third-party providers.
Especially, in the context of NoSQL storage systems, which are
characterized by heterogeneity and quick technological evolution,
adopting the multi-cloud paradigm is a promising way to deal
with different data storage requirements. Existing data access
middleware platforms that support this type of setup (polyglot
persistence) commonly rely on (i) configuration models that
describe the multi-cloud setup, and (ii) the hard-coded logic in
the application source code or the data storage policies that define
how the middleware platforms should store data across different
storage systems.
In practice, however, both models are tightly coupled, i.e. the
hard-coded logic in the application source code and data storage
policies refer to specific configuration model elements, leads to
fragility issues (ripple effects) and hinders reusability. More
specifically, in multi-cloud configurations that change often
(e.g., in dynamic cloud federations), this is a key problem.
In this paper, we present a more expressive way to specify
storage policies, that involves (i) enriching the configuration
models with metadata about the technical capabilities of the
storage systems, (ii) referring to the desired capabilities of the
storage system in the storage policies, and (iii) leaving actual
resolution to the policy engine.
Our validation in the context of a realistic SaaS application
shows how the policies accommodate such changes for a number
of realistic policy change scenarios. In addition, we evaluate
the performance overhead, showing that policy evaluation is on
average less than 2% of the total execution time.
Index Terms—Data storage policies, NoSQL, Multi-cloud, Pol-
icy rewriting, Data access middleware
I. INTRODUCTION
Cloud computing platforms inherently enable building scal-
able application services. Typically, these services are required
to store and manage large volumes of data in an efficient
and scalable way. To address this, not only SQL (NoSQL)
storage systems have become more and more popular in
the last couple of years for data storage and management
in the cloud [6], [7], [8], [10], [17]. Consequently, there
has been an explosion of NoSQL storage systems, such as
Cassandra [3], MongoDB [15], etc., commonly referred to as
cloud-based data storage services and are currently supported
by a number of cloud storage providers [2]. These providers
offer several storage systems with different characteristics,
such as performance, cost, scalability, availability, durability,
etc [8], [20]. As opposed to traditional Relational Database
Management Systems (RDMBSs), NoSQL systems are not
general-purpose: the capabilities, guarantees, and the features
of each NoSQL storage system vary widely [12], [25].
Applications are increasingly being built on a multi-cloud
setup. In practice, cloud applications realize composite benefits
by combining a number of storage systems in a multi-cloud
setup [21]. For instance, both the relational and a number
of NoSQL storage systems can be used at the same time to
satisfy the different storage requirements of an application. In
a production deployment environment, typically these storage
systems rely on configuration models (e.g., Puppet, Chef,
Docker) that describe the configuration details to deal with
the complexity of multi-cloud storage setups.
In essence, exploiting the diversity of storage systems for an
efficient data management in a multi-cloud setup is far from
straightforward [19]. In particular, the storage logic is hard-
coded within the application source code, which expresses how
a part of the application data is to be stored within the multi-
cloud setup. In addition, a growing number of research [9],
[24], [26], [27] has taken away the storage logic within the
application source code and rather focused on using policies
or rules for the data and computation management. The hard-
coded storage logic in the application source code and data
storage policies help storing the part of the application data in
storage locations (i.e. multi-cloud setup) that enable efficient
data access while also optimizing the performance.
However, in the current state-of-the-art, both the hard-coded
storage logic in the application source code and the data
storage policies are typically tightly coupled to the config-
uration model (i.e. configuration files). Hence, changes in the
configuration model easily cause ripple effects to both the
application source code and the data storage policies, which
do not capture the actual storage logic well. Especially, in the
context of multi-cloud configurations that change often leads
to fragility issues. Additionally, a change in the configuration
model not only requires the hard-coded storage logic in
the application source code and data storage policies to be
changed, but also requires the application to be (re)compiled
and (re)deployed, as well as the data storage policies to be
(re)evaluated.
In this paper, we present a different way of specifying
policies, which is more expressive, flexible, and decoupled
from the configuration model. Our validation in the context
of a realistic SaaS application shows that an application can
benefit from an expressive data storage policy by accommo-
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dating policy changes for a number of realistic policy change
scenarios. In addition, we evaluate the performance overhead
introduced by our approach, showing that it is minimal:
not more than 2% additional overhead is introduced when
compared to tightly coupled data storage policy evaluation.
The remainder of this paper is organized as follows: Sec-
tion II presents the background knowledge on configuration
model and data storage policies. Section III motivates the use
of policies for the management of data with a realistic SaaS
application case. Then, discusses two possible policy change
scenarios and elaborates the problem statement. Section IV is
the core of the paper and presents the design of our expressive
data storage policy which is flexible and more decoupled from
the configuration model. Section V presents the setup and
discusses the results of our experimental evaluation. Finally,
Section VI reviews related work, while Section VII concludes
our work and indicates future research directions.
II. BACKGROUND
In this section, first we present the background knowledge
on current state-of-the-art on configuration models. Then, we
discuss two possible approaches (i.e. hard-code storage logic
in the source code and data storage policies) to distribute a
part of the application data across multiple NoSQL storage
systems in a multi-cloud setup.
The configuration of underlying object-relational-mapping
engines or the data access middleware platforms (e.g., Hiber-
nate ORM [13], Kundera [14]) is done in the configuration
model (i.e. persistence.xml configuration file). This
contains information about the configuration details of back-
end storage systems that might be distributed across a multi-
cloud setup. In a multi-cloud setup, the configuration model
contains an array of persistence units where each persistence
unit has a unique name with a set of data storage properties
(e.g., host, port, etc.), required to connect to the back-end
storage system. Listing 1 shows an example of a configuration
model containing persistence units along with properties for
the Cassandra storage system deployed in a private and a
public environment.
The application then either uses the hard-coded storage logic
in the source code or the data storage policies to connect to
the specific back-end system using the name specified in the
persistence unit. Listing 2 shows an example of hard-coded
logic in the application source code required to store part of
the application data across multi-cloud storage providers using
object-relational mapping engines or data access middleware
platforms. As shown in Listing 2, the hard-coded storage
logic in the application source code distributes the part of
the application data across multiple NoSQL systems (i.e.
Cassandra-Private, Cassandra-Public) in a multi-cloud setup.
For example, the confidential data is stored in Cassandra-
Private which is hosted in a private environment as shown
in Listing 2 from lines 7 - 10, whereas the non-confidential
data is stored in Cassandra-Public which is hosted in a public
environment as shown in Listing 2 from lines 12 - 15.
Listing 1: Example of a configuration model that defines
persistence units for the Cassandra datastore.
1 <?xml v e r s i o n =” 2 . 0 ” encod ing=”UTF−8”?>
2 <p e r s i s t e n c e>
3 . . .
4 <p e r s i s t e n c e−u n i t name=” Cassandra−P r i v a t e ”>
5 <p r o p e r t i e s>
6 . . .
7 <p r o p e r t y name=” nodes ” v a l u e = ” ( . . . ) ” />
8 <p r o p e r t y name=” p o r t ” v a l u e =” 9042 ”/>
9 <p r o p e r t y name=” keyspace ” v a l u e =”LMaaS”/>
10 . . .
11 </ p r o p e r t i e s>
12 </ p e r s i s t e n c e−un i t>
13 <p e r s i s t e n c e−u n i t name=” Cassandra−Pub l i c ”>
14 <p r o p e r t i e s>
15 . . .
16 <p r o p e r t y name=” nodes ” v a l u e = ” ( . . . ) ” />
17 <p r o p e r t y name=” p o r t ” v a l u e =” 9042 ”/>
18 <p r o p e r t y name=” keyspace ” v a l u e =”LMaaS”/>
19 . . .
20 </ p r o p e r t i e s>
21 </ p e r s i s t e n c e−un i t>
22 . . .
23 </ p e r s i s t e n c e>
Listing 2: Example of hard-coded storage logic in the applica-
tion source code to connect to Cassandra-Private for storing
confidential raw log entries and Cassandra-Public for storing
non-confidential raw log entries using Kundera platform.
1 / / D a t a S t o r a g eS e r v i c e . j a v a
2 p u b l i c c l a s s D a t a S t o r a g eS e r v i c e {
3 En t i t yManage rF a c t o r y emf = n u l l ;
4
5 p u b l i c vo id s t o r eD a t a ( Ob j e c t d a t a ) {
6 / / Connect t o ” Cassandra−P r i v a t e ” f o r s t o r i n g
c o n f i d e n t i a l raw log e n t r i e s
7 i f ( d a t a . i s C o n f i d e n t i a l ( ) == t r u e &&
da t a . ge tType . e q u a l s ( ” rawlog ” ) ) {
8 emf= P e r s i s t e n c e . c r e a t e E n t i t yMan a g e r F a c t o r y (
9 ” Cassandra−P r i v a t e ” ) ;
10 }
11 / / Connect t o ” Cassandra−Pub l i c ” f o r s t o r i n g
n o n c o n f i d e n t i a l raw log e n t r i e s
12 i f ( d a t a . i s N o n c o n f i d e n t i a l ( ) == t r u e &&
da t a . ge tType . e q u a l s ( ” rawlog ” ) ) {
13 emf= P e r s i s t e n c e . c r e a t e E n t i t yMan a g e r F a c t o r y (
14 ” Cassandra−Pub l i c ” ) ;
15 }
16 }
17 }
The data storage policy file usually contains a set of rules.
Each rule has a set of conditions and an action part. The action
part of the rule indicates the action that needs to be taken
when all the conditions in a rule match. Listing 3 shows an
example of a data storage policy which is tightly coupled to
the configuration model. As shown in Listing 3 from lines 5 -
7 and 13 - 15, the action part of each rule points to the name
of the persistence unit (i.e. Cassandra-Private, Cassandra-
Public) where the part of the application data needs to be
stored when all the conditions within the rule match. The
application then gets the details of the persistence unit from
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Listing 3: Example of tightly coupled data storage policy that
directly uses the persistence unit name (i.e. Cassandra-Private
and Cassandra-Public) specified in the configuration model.
1 . . .
2 r u l e ” d e a l i n g wi th c o n f i d e n t i a l raw log e n t r i e s ”
3 when
4 d s S e l e c t o r : E n t i t y ( d a t a == ” c o n f i d e n t i a l ” , t y p e == ”
rawlog ” )
5 t h en
6 d s S e l e c t o r . s e t D a t a s t o r e ( ” Cassandra−P r i v a t e ” ) ;
7 end
8
9
10 r u l e ” d e a l i n g wi th non−c o n f i d e n t i a l raw log e n t r i e s ”
11 when
12 d s S e l e c t o r : E n t i t y ( d a t a == ” n o n c o n f i d e n t i a l ” , t y p e ==
” rawlog ” )
13 t h en
14 d s S e l e c t o r . s e t D a t a s t o r e ( ” Cassandra−Pub l i c ” ) ;
15 end
16 . . .
the configuration model using a simple lookup call.
III. MOTIVATION
The motivation for this paper is based on our experience
with a number of industrial Software-as-a-Service (SaaS)
applications, obtained in the context of several applied research
projects in collaboration with the industry partners. In Sec-
tion III-A, we first present a realistic SaaS application case
which motivates the use of policies for the management of
data in Section III-B. Then, in Section III-C, we discuss two
possible policy change scenarios that reflect the configuration
model to be changed from which we derive our problem
statement in Section III-D.
A. Application Case
This SaaS application in practice relies on a multi-cloud
setup to deal with different and sometimes even contrasting
requirements with respect to data storage in terms of privacy,
scalability, availability, and performance.
1) Log Management as a Service (LMaaS): This business-
to-business (B2B) cloud offering application enables orga-
nizations to get an insight into their IT infrastructure and
application logs. The LMaaS application relies extensively on
storing and processing large amounts of heterogeneous data for
which there are different storage requirements. For example,
the application stores both the sensitive and the nonsensitive
data and therefore data confidentiality requirements must be
taken into account. In addition, the application stores different
types of data, such as raw log entries, archived logs, log meta-
data, historical logs, and incident reports.
The different types of the application data have contrasting
and continuously changing requirements with respect to how
the data should be stored in back-end storage systems to
satisfy different storage needs. For example, the raw log
entries require high write and read throughput as well as
high availability. Similarly, archived logs and historical logs
have requirements only with respect to high write throughput,
whereas log meta-data requires high read throughput, but at
the same time also requires high availability.
B. Data storage policies
The above-mentioned SaaS application needs to exploit the
diversity of systems that might be distributed in a multi-
cloud setup in order to achieve the dynamic and contrasting
storage requirements. This requires the SaaS application to be
able to change the storage systems and thus also the storage
providers at run-time for any reason without excessive cost.
However, a hard-coded storage logic in the application source
code quickly becomes complex which hinders the reusability
and maintainability, as well as increases development cost
(i.e. cost of change). In addition, changes in the source code
to accommodate dynamic storage requirements also lead to
(re)compilation and (re)deployment of an application. There-
fore, a specification of a data storage policy is needed for
the partitioning of data across multiple storage systems in a
multi-cloud setup. The data storage policy expresses how a
part of the application data needs to be partitioned without
affecting the application source code.
C. Policy Change Scenarios
In this section, we discuss two relevant change scenarios; the
first modifying an existing storage system in the configuration
model (scenario #1) and the second adding a new storage sys-
tem in the configuration model (scenario #2). These scenarios
reflect that the configuration model needs to be changed to
meet different storage needs.
1) Scenario #1 - Modifying an existing storage system
in a configuration model: SaaS applications usually handle
a large number of end users. However, in some situations,
the application resources become bottlenecks. For example,
consider a scenario where a large number of end users connect
simultaneously to the SaaS application. In such a scenario, the
on-premise data center is confronted with high peaks in load
for a short period of time. Subsequently, either an application
needs to add a new data center in an on-premise infrastructure
or spill-over to public clouds to deal with high peaks in load.
To address this, details of an existing storage system need to
be modified in the configuration model.
2) Scenario #2 - Adding a new storage system in a con-
figuration file: The above-mentioned SaaS application needs
to store data across multiple storage systems to deal with
different storage requirements. The use of multiple storage sys-
tems corresponds to what is popularly referred to as polyglot
persistence [21]. In general, NoSQL are specialized solutions
and the number of NoSQL systems keeps on growing. For
example, consider a scenario where a new storage system
emerged which suits best to store raw log entries1 and offers
more optimal performance (i.e. high write throughput). In
order to use the new storage system, the details of the storage
system need to be specified in the configuration model. Hence,
the transition to the new storage system for storing part of
1In the LMaaS, raw log entries require high write and read throughput, as
well as high availability.
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the LMaaS application data (i.e. raw log entries) requires the
existing storage policies which refer to the storage system to
be changed.
D. Problem Statement
To address the dynamic storage requirements of the SaaS
application discussed above, changes are often required in
the configuration model (e.g., adding a new cloud storage
provider) as well as in the data storage policies (e.g., replacing
a cloud storage provider which offers optimal performance for
storing a part of the application data). In practice, however,
both models are tightly coupled, i.e. the data storage policies
refer to specific configuration model elements.
This tight coupling, easily leads to costly fragility issues and
ripple effects, i.e. changes to one model unexpectedly causes
changes to the other.
IV. ENABLING EXPRESSIVE DATA STORAGE POLICIES
This section presents a different way of specifying policies
which is more expressive, flexible, and decoupled from the
configuration model.
A. Expressive Data Storage Policies
Our approach is to define policies which are more expressive
and loosely coupled to the configuration model and contain
an application-specific properties as well as the technical
capabilities of the storage system required to store data. The
loosely coupled data storage policy evaluates in the opposite
direction compared to the current state-of-the-art. For example,
instead of reasoning from the policy file to the configuration
model, the proposed strategy reasons from the configuration
model to the policy file. Listing 4 shows an example of a
configuration model that contains a set of storage properties
(e.g., nodes, keyspace) for Cassandra and MongoDB storage
systems.
In addition, the configuration model also encapsulates ad-
ditional metadata (e.g., hosted, secure, encrypted) about the
technical capabilities of each data storage system as shown
in Listing 4 from lines 10 - 17 and from lines 25 - 33.
The configuration model not just encapsulates the additional
metadata, but also stores an information about the application-
specific (e.g., data) properties. For example, the additional
capabilities of the Cassandra storage system define that the
Cassandra is hosted in a private and a secure environment
which does not support encryption and is best suited for storing
raw log entries. Likewise, the additional capabilities of the
MongoDB storage system define that the MongoDB is best
suited for storing incident reports. Since the MongoDB is
hosted in a public environment which is not secure, therefore
the data needs to be encrypted first before storing in the
MongoDB storage system.
Listing 5 shows an example of data storage policy that uses
an additional metadata and application-specific properties in
the rules rather than directly using the names of the storage
systems. The rules specified in Listing 5 also contain a set of
conditions and actions that are similar to the rules specified
in see Listing 3. However, the key difference is that the
Listing 4: Example of a configuration model that defines
storage units for Cassandra and MongoDB storage systems.
In addition each storage unit also contains additional metadata
about the technical capabilities of the storage system along
with application-specific properties.
1 <?xml v e r s i o n =” 2 . 0 ” encod ing=”UTF−8”?>
2 <P e r s i s t e n c e c o n f i g u r a t i o n>
3 . . .
4 <S to r age>
5 . . .
6 <d a t a s t o r e>Cassandra </ d a t a s t o r e>
7 <nodes>i p a dd r e s s </ nodes>
8 <keyspace>LMaaS</ keyspace>
9 . . .
10 <p r o p e r t i e s>
11 . . .
12 <hos t ed>p r i v a t e </ hos t ed>
13 <s e cu r e>t r u e </ s e cu r e>
14 <enc ryp t ed>f a l s e </ e n c ryp t ed>
15 <da ta>rawlog</ da t a>
16 . . .
17 </ p r o p e r t i e s>
18 </ S to r age>
19 <S to r age>
20 . . .
21 <d a t a s t o r e>MongoDB</ d a t a s t o r e>
22 <nodes>i p a dd r e s s </ nodes>
23 <keyspace>LMaaS</ keyspace>
24 . . .
25 <p r o p e r t i e s>
26 . . .
27 <hos t ed>pub l i c </ hos t ed>
28 <s e cu r e>f a l s e </ s e cu r e>
29 <enc ryp t ed>t r u e </ e n c ryp t ed>
30 <da ta>i n c i d e n t−r e p o r t </ da t a>
31 . . .
32 </ p r o p e r t i e s>
33 </ S to r age>
34 . . .
35 </ P e r s i s t e n c e c o n f i g u r a t i o n>
action parts (see lines 5 - 8 and lines 14 - 17 in Listing 5)
are independent of the configuration model and no longer
directly point to the name of the persistence unit (i.e. name
of the storage system). The action part rather refers to the
desired capabilities of the storage system. As a result, changes
in the configuration model do not affect the data storage
policy. For example, adding a new storage system best suited
for storing part of the application data only requires a new
storage unit with the extra capabilities of the storage system
and the application-specific properties to be added in the
configuration model. This has no impact on the data storage
policy, whatsoever, and the data storage policy does not need
to be changed.
Obviously, the gain in flexibility comes at the cost of
performance, mainly because there is no simple lookup call
involved and the extra capabilities of a storage system need
to be matched in both the configuration model and the data
storage policy. We discuss this further in Section V-C.
V. EVALUATION
The data storage policies are evaluated in two different
ways. In order to evaluate the performance impact, we have
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Listing 5: Example of loosely coupled data storage policy that
refers to desired capabilities of the storage system.
1 . . .
2 r u l e ” d e a l i n g wi th a c o n f i d e n t i a l raw log e n t r i e s ”
3 when
4 d s S e l e c t o r : E n t i t y ( d a t a == ” c o n f i d e n t i a l ” , t y p e == ”
rawlog ” )
5 t h en
6 d s S e l e c t o r . s u p p o r t C o n f i d e n t i a l i t y ( t r u e ) ;
7 d s S e l e c t o r . b e s t S u i t e d ( ” rawlog ” ) ;
8 end
9
10
11 r u l e ” d e a l i n g wi th non−c o n f i d e n t i a l raw log e n t r i e s ”
12 when
13 d s S e l e c t o r : E n t i t y ( d a t a == ” n o n c o n f i d e n t i a l ” , t y p e ==
” rawlog ” )
14 t h en
15 d s S e l e c t o r . s u p p o r t C o n f i d e n t i a l i t y ( f a l s e ) ;
16 d s S e l e c t o r . b e s t S u i t e d ( ” rawlog ” ) ;
17 end
18 . . .
conducted a series of experiments, while considering both
policy change scenarios discussed in Section III-C for the
change impact analysis. Section V-A presents the benchmarks
and their setup. Then in the next sections, we present the
details of the conducted experiments and discuss their results.
A. Experimental Setup
The experiments are conducted in the context of the log
management SaaS (LMaaS) application (discussed in Sec-
tion III-A1). For all the experiments, we have defined two
equivalent versions of the same policy: the rules in Listing 6
(version #1) are more tightly coupled to the configuration
model when compared to their counterparts in Listing 7
(version #2). The rules specified in both policy versions are
supposed to select the same back-end storage storage systems.
As shown in Listings 6 and 7, both the data storage policies are
identical, encode exactly the same storage logic, and contain
4 different rules. However, the rules are specified in different
ways in both versions where one is being more expressive than
the other. These policies use a combination of five different
deployment environments for storing a part of the LMaaS
application data having different storage requirements across
multiple cloud storage providers:
• Cassandra-Private contains a single node Cassandra in-
stance deployed in a private environment.
• Cassandra-Public contains a three-node Cassandra clus-
ter deployed in a private IaaS cloud lab.
• MongoDB-Private contains a MongoDB instance de-
ployed on a single node in a private environment.
• MongoDB-Public contains a single MongoDB instance
deployed in a Morpheus public cloud.
• Elasticsearch-Private contains a Elasticsearch instance
deployed on a single node in a private environment for
indexing the data.
We compared two application setups of the LMaaS case, one
with the version #1 of the data storage policy enabled and the
other with the version #2 of the data storage policy enabled.
Both application setups run all 4 rules and are configured to
use different deployments which reflect a typical production
environment:
1) Rule #1: The LMaaS application is configured to use
Cassandra-Private deployment environment setup for
storing 1000000 confidential raw log entries. This rule
is implemented from lines 2 - 7 in Listing 6 and from
lines 2 - 8 in Listing 7.
2) Rule #2: The application is configured to use Cassandra-
Public deployment environment for storing 1000000 non-
confidential raw log entries. This rule is implemented
from lines 10 - 15 and from lines 11 - 17 in Listing 6
and Listing 7 respectively.
3) Rule #3: The application is configured to use Mongodb-
Private deployment environment for storing 1000000
confidential incident reports of size < 20 MB. This rule
is implemented from lines 18 - 23 in Listing 6 and from
lines 20 - 27 in Listing 7.
4) Rule #4: The application is configured to use Mongodb-
Public deployment environment for storing 1000000 non-
confidential incident reports of size > 20 MB. In addi-
tion, the data must be indexed in Elasticsearch-Private
deployment environment to achieve low latency search
requirements. This rule is implemented from lines 26 -
32 and from lines 30 - 38 in Listing 6 and Listing 7
respectively.
The specification of machines used for the evaluation on
both client and server sides is shown in Table I.
TABLE I: Hardware Setup
Client Node
Processor Intel(R) Core(TM) i5 @ 2.60GHz (Dual)
Memory 8GB
Operating System Windows 8
Server: 1 to 3 Nodes
Processor 2 X Intel(R) Core(TM) 6400 @ 2.13 Ghz
Memory 4GB
Operating System 64-bit Ubuntu 14.04 LTS
Network Link 1 Gigabit
B. Change Impact Analysis
In this section, we analyze the impact of change by taking
into account the two policy change scenarios discussed in
Section III-C: (i) modifying an existing storage system in the
configuration model (scenario #1) and adding a new storage
system in the configuration model (scenario #2). For the
change impact analysis, we have considered both application
setups discussed above. The goal is to analyze the impact of
the change on application setups when the configuration model
is changed. We specifically focus on the number of policies
that were changed for both application setups.
333
Listing 6: Version #1 of data storage policy containing rules to
distribute part of the application data having different storage
requirements across multiple deployment setups that refers
directly to the configuration model elements.
1 . . .
2 r u l e ” d e a l i n g wi th c o n f i d e n t i a l raw log e n t r i e s ”
3 when
4 d s S e l e c t o r : E n t i t y ( d a t a == ” c o n f i d e n t i a l ” , t y p e == ”
rawlog ” )
5 t h en
6 d s S e l e c t o r . s e t D a t a s t o r e ( ” C a s s a n d r a P r i v a t e ” ) ;
7 end
8
9
10 r u l e ” d e a l i n g wi th n o n c o n f i d e n t i a l raw log e n t r i e s ”
11 when
12 d s S e l e c t o r : E n t i t y ( d a t a == ” n o n c o n f i d e n t i a l ” , t y p e ==
” rawlog ” )
13 t h en
14 d s S e l e c t o r . s e t D a t a s t o r e ( ” Ca s s a nd r a Pub l i c ” ) ;
15 end
16
17
18 r u l e ” d e a l i n g wi th c o n f i d e n t i a l i n c i d e n t r e p o r t s
where t h e s i z e o f each i n c i d e n t r e p o r t i s l e s s
t h an 20 MB”
19 when
20 d s S e l e c t o r : E n t i t y ( d a t a == ” c o n f i d e n t i a l ” and
documentType == ” i n c i d e n t−r e p o r t ” and s i z e < 20)
21 t h en
22 d s S e l e c t o r . s e t D a t a s t o r e ( ”Mongodb Pr iva te ” ) ;
23 end
24
25
26 r u l e ” d e a l i n g wi th n o n c o n f i d e n t i a l i n c i d e n t r e p o r t s
where t h e s i z e o f each i n c i d e n t r e p o r t i s
g r e a t e r t h an 20 MB and low l a t e n c y s e a r c h i s t h e
key r e q u i r emen t ”
27 when
28 d s S e l e c t o r : E n t i t y ( d a t a == ” n o n c o n f i d e n t i a l ” and
documentType == ” i n c i d e n t−r e p o r t ” and s i z e > 20)
29 t h en
30 d s S e l e c t o r . s e t D a t a s t o r e ( ”Mongodb Public ” ) ;
31 d s S e l e c t o r . s e t D a t a s t o r e ( ” E l a s t i c s e a r c h P r i v a t e ” ) ;
32 end
33 . . .
The results of the change impact analysis are presented
in Table II. The first row of the Table II indicates that
modifying the name of an existing storage system (Scenario
#1) from “Cassandra-Private” to “Cassandra-Private-DC1”
in the configuration model requires 1 out of the 4 rules to be
changed in the application setup that uses version #1 of the
data storage policy. However, in case of the application setup
that uses version #2 of the data storage policy, no change is
required.
The second row of the Table II shows that adding a new
storage system (i.e. “HBase”) in the configuration model
(Scenario #2) to store raw log entries requires 2 out of the 4
rules to be changed in the application setup that uses version
#1 of the data storage policy. On the other hand, no change
is required in the application setup that uses version #2 of the
data storage policy.
Consequently, a change in the data storage policy file also
Listing 7: Version #2 of data storage policy containing rules to
distribute part of the application data having different storage
requirements across multiple deployment setups that refers to
the desired capabilities of the storage system.
1 . . .
2 r u l e ” d e a l i n g wi th c o n f i d e n t i a l raw log e n t r i e s ”
3 when
4 d s S e l e c t o r : E n t i t y ( d a t a == ” c o n f i d e n t i a l ” , t y p e == ”
rawlog ” )
5 t h en
6 d s S e l e c t o r . s u p p o r t C o n f i d e n t i a l i t y ( t r u e ) ;
7 d s S e l e c t o r . b e s t S u i t e d ( ” rawlog ” ) ;
8 end
9
10
11 r u l e ” d e a l i n g wi th n o n c o n f i d e n t i a l raw log e n t r i e s ”
12 when
13 d s S e l e c t o r : E n t i t y ( d a t a == ” n o n c o n f i d e n t i a l ” , t y p e ==
” rawlog ” )
14 t h en
15 d s S e l e c t o r . s u p p o r t C o n f i d e n t i a l i t y ( f a l s e ) ;
16 d s S e l e c t o r . b e s t S u i t e d ( ” rawlog ” ) ;
17 end
18
19
20 r u l e ” d e a l i n g wi th c o n f i d e n t i a l i n c i d e n t r e p o r t s
where t h e s i z e o f each i n c i d e n t r e p o r t i s l e s s
t h an 20 MB”
21 when
22 d s S e l e c t o r : E n t i t y ( d a t a == ” c o n f i d e n t i a l ” and
documentType == ” i n c i d e n t−r e p o r t ” and s i z e < 20)
23 t h en
24 d s S e l e c t o r . s u p p o r t C o n f i d e n t i a l i t y ( t r u e ) ;
25 d s S e l e c t o r . suppor tLa rgeDocumen t s ( f a l s e ) ;
26 d s S e l e c t o r . b e s t S u i t e d ( ” i n c i d e n t−r e p o r t ” ) ;
27 end
28
29
30 r u l e ” d e a l i n g wi th n o n c o n f i d e n t i a l i n c i d e n t r e p o r t s
where t h e s i z e o f each i n c i d e n t r e p o r t i s
g r e a t e r t h an 20 MB and low l a t e n c y s e a r c h i s t h e
key r e q u i r emen t ”
31 when
32 d s S e l e c t o r : E n t i t y ( d a t a == ” n o n c o n f i d e n t i a l ” and
documentType == ” i n c i d e n t−r e p o r t ” and s i z e > 20)
33 t h en
34 d s S e l e c t o r . s u p p o r t C o n f i d e n t i a l i t y ( f a l s e ) ;
35 d s S e l e c t o r . suppor tLa rgeDocumen t s ( t r u e ) ;
36 d s S e l e c t o r . s u p p o r t I n d e x i n g ( t r u e ) ;
37 d s S e l e c t o r . b e s t S u i t e d ( ” i n c i d e n t−r e p o r t ” ) ;
38 end
39 . . .
requires the application to (re)compile and (re)evaluate the
policies. Therefore, the application setup that uses the version
#1 of the data storage policy requires the policies to be
(re)compiled and (re)evaluated, whereas this is not the case
with the application setup that uses the version #2 of the data
storage policy.
C. Performance Impact Analysis
For the performance impact analysis, we compared the total
time of executing rules by the application setup that uses
version #1 of the data storage policy with the time of executing
the same rules by the application setup that uses version #2 of
the data storage policy. The above is repeated multiple times
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TABLE II: Change impact analysis of both application setups
that use version #1 and the version #2 of data storage policies.
# of Rules Effected in Policies
Policy Change Scenarios Version #1 Version #2
Scenario #1 1/4 0/4
Scenario #2 2/4 0/4
for each rule and the average results are considered to avoid
the effects of any noisy measurements that can be caused by
external factors such as network overhead.
The performance impact results of application setups that
uses both versions of policies to distribute part of the LMaaS
application data across multiple storage systems in a multi-
cloud setup is presented in Figure 1.
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Fig. 1: Total time in seconds to execute different rules for both
application setups that use version #1 and version #2 of the
data storage policy.
As shown in Figure 1, the application setup that uses
version #1 of data storage policy takes 126.15 seconds for
executing the Rule #1, 3517.56 seconds for executing the Rule
#2, 690.48 seconds for executing the Rule #3, and 4360.26
seconds for executing the Rule #4. On the other hand, the
application setup that uses version #2 of data storage policy
takes 128.63 seconds, 3525.14 seconds, 696.08 seconds, and
4372.42 seconds for executing the Rules #1, #2, #3, and
#4 respectively. Both application setups take more time for
executing the Rule #2 and the Rule #4 because for both rules
the application setups are configured to use public clouds.
For example, for the Rule #2, the application setups are
configured to use Cassandra-Public, whereas for the Rule #4,
the application setups are configured to use MongoDB-Public.
The application setup that uses version #2 of the data storage
policy introduces a relative overhead of 1.96% for the Rule
#1, 0.21% for the Rule #2, 0.81% for the Rule #3, and 0.27%
for the Rule #4 when compared to the application setup that
uses version #1 of the data storage policy. The results show
that the application setup that uses version #2 of data storage
policy imposes a low and negligible overhead and is always
less than 2%.
VI. RELATED WORK
This section discusses two domains of related work: (i)
multi-cloud storage, and (ii) data storage policies.
A. Multi-cloud Storage
Multi-cloud storage has captured a significant attention
from a number of researches [4], [18], [29]. Several previous
researches (e.g., RACS [1], DEPSKY [5], SPANStore [28])
have considered using multi-cloud setups for storing data.
These are comprehensive works that in many aspects are
similar to ours. However, almost all of these systems focus on
availability, consistency, security, and vendor lock-in issues,
whereas our focus is to store data in storage locations that
offer efficient data storage and access. In addition, we have
used policies for the management of data, while they do not
consider this explicitly.
B. Data Storage Policies
A lot of work has been carried out in the domain of using
policies for the management of tasks [11], [27]. In addition,
over the last few years, researchers have also focused on
formulating policy languages [22], [16], [23] for a variety of
application domains.
In our previous work [9], we have presented “PaaSHop-
per”, a policy-driven and context-aware middleware platform
that allows organizations to keep fine-grained control over
the execution of their applications using policies. However,
the research presented in this paper adds to the work done
previously and is a logical next step which is based upon
policies configured for the storage environment. The focus
is on applying policy research and using expressive storage
policies for the management of data across multiple storage
systems in a multi-cloud setup.
Papaioannou et al. [18] proposed Scalia, a cloud storage
brokerage solution that significantly lowers the storage cost
by placing data based on its access pattern. Although, they
focused on data placement optimization by following the rules
set by the data owner, there is still a significant difference
from our research. The focus of Scalia is to address the issues
concerning efficient data placement with an objective of cost
optimization, while we focus on efficient data placement with
an objective of performance optimization.
VII. CONCLUSION
The benefits of multi-cloud setups are significant. However,
managing a multi-cloud setup in practice is non trivial as it
relies on a configuration model which changes frequently and
is tightly coupled to the current state-of-the-art data storage
policies.
This paper presents a more flexible way of specifying data
storage policies which is decoupled from the configuration
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model when compared to the current state-of-the-art. We have
validated the core concept by building a log management
prototype implementation that uses multiple cloud storage
providers. In particular, we presented two realistic policy
change scenarios that can benefit from our approach, resulting
in a rich set of data storage policies to achieve flexibility,
reusability, and reduced cost of changes. We then conducted
a set of experiments to investigate the performance impact by
taking into account both application setups that either refer
directly to the configuration model elements, i.e. using the
name specified or indirectly to the configuration model, i.e.
using the desired capabilities of the storage system. Lastly, we
provided evidence that the performance overhead is modest.
There are a number of interesting variants to be explored in
future work. Firstly, we want to focus on an extensive evalua-
tion of our prototype implementations by taking into account
policy files which contain a large number of rules. Secondly,
we intend to investigate the built-in middleware primitives
to enable common storage-related and security-related tactics
(e.g., cross-cloud data replication, encryption/decryption). We
believe this use case poses many interesting challenges in
terms of rethinking policy specification and ensuring data
consistency.
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