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Abstract
We provide a rigorous numerical computation method to validate tubular neighborhoods
of normally hyperbolic slow manifolds with the explicit radii for the fast-slow system{
x′ = f(x, y, ),
y′ = g(x, y, ).
Our main focus is the validation of the continuous family of eigenpairs {λi(y; ), ui(y; )}ni=1
of fx(h(y), y, ) over the slow manifold S = {x = h(y)} admitting the graph representation.
In order to obtain such a family, we apply the interval Newton-like method with rigorous
numerics. The validated family of eigenvectors generates a vector bundle over S determining
normally hyperbolic eigendirections rigorously. The generated vector bundle enables us to con-
struct a tubular neighborhood centered at slow manifolds with explicit radii. Combining rate
conditions for providing smoothness of center-(un)stable manifolds, we can validate smooth
tubular neighborhoods with diffeomorphic family of affine change of coordinates, as well as
several extensions such as conic and star-shaped neighborhoods. Our procedure provides a
systematic construction of smooth neighborhoods of slow manifolds in an explicit range [0, 0]
of  with rigorous numerics.
Keywords: fast-slow systems, tubular neighborhoods of slow manifolds, rigorous numerics.
AMS subject classifications : 34A26, 34A30, 37D20, 57R25, 65L11
1 Introduction
In this paper, we consider the dynamical system in Rn × Rl of the following form:{
x′ = f(x, y, ),
y′ = g(x, y, ),
(1.1)
where ′ = d/dt is the time derivative and f, g are Cr-functions with r ≥ 1. The factor  is
a nonnegative but sufficiently small real number. We shall write (1.1) as (1.1) if we explicitly
represent the -dependence of the system. The system (1.1) can be reformulated with a change of
time-scale variable as {
x˙ = f(x, y, ),
y˙ = g(x, y, ),
(1.2)
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where ˙ = d/dτ and τ = t/. One tries to analyze the dynamics of (1.1), equivalently (1.2), by
suitably combining the dynamics of the layer problem{
x′ = f(x, y, 0),
y′ = 0,
(1.3)
and the dynamics of the reduced problem{
0 = f(x, y, 0),
y˙ = g(x, y, 0),
(1.4)
which are the limiting problems for  = 0 on the fast and the slow time scale, respectively. Notice
that (1.4) makes sense only on f(x, y, 0) = 0, while (1.3) makes sense in whole Rn+l as the y-
parameter family of x-systems. The meaning of the “ → 0-limit” is thus different between (1.1)
and (1.2). This is why (1.1) or (1.2) is a kind of singular perturbation problems. In particular, (1.1)
or (1.2) is known as fast-slow systems (or slow-fast systems), where x dominates the behavior in
the fast time scale and y dominates the behavior in the slow time scale.
1.1 Our aim in this paper
There are mainly two approaches for understanding dynamics of (1.1): an analytic approach
(asymptotic expansion of solutions) and a geometric one (geometric singular perturbation theory).
We shall focus on the geometric one here. The key concept in the geometric singular perturbation
theory is a slow manifold, a perturbation of critical manifolds which are subsets of nullcline {(x, y) |
f(x, y, 0) = 0}. Fenichel has proved in [16] that, under the normal hyperbolicity, critical manifolds
perturb to slow manifolds for sufficiently small  > 0. A series of his results, which is often called
invariant manifold theorems for fast-slow systems, is nowadays the basis of geometric singular
perturbation theory (e,g, [18, 19, 20, 21, 22, 23, 24, 26, 27, 29, 32, 33, 34, 35]).
Concrete studies of dynamics around slow manifolds are often operated under the assumption
that slow manifolds are given by the graphs of smooth functions, e.g., S = {(x, y, ) | x = h(y, )}.
Moreover, for simplicity, the slow manifold S is assumed to lie in the subspace {x = 0} via a
nonlinear smooth transformation (e.g. [22, 24]), which consequently yields the coordinate system
around S so that
S = {(0, y, )},  ∈ [0, 0] (1.5)
for some 0. Furthermore, the coordinate system can be chosen so that stable and unstable fibers
with base points on S are linear invariant subspaces. A series of transformation yields the resulting
vector field which is often called Fenichel normal form and is the center of considerations for
advanced analysis in fast-slow systems such as the Exchange Lemma (e.g. [23, 24, 27, 35]).
Our focus in this paper relates to such coordinate systems and neighborhoods of slow manifolds
in these coordinates from the viewpoint of numerical validations. The above change of coordinates
is realized in the abstract setting in general. If we apply the above ideas to concrete systems,
we have to obtain the (nonlinear) change of coordinates rigorously, which is a nontrivial problem
and deeply depends on systems. If we do not have an explicit way to compute such change of
coordinates, which will be almost cases, it is natural to apply numerical calculations to computing
slow manifolds first. In this case, we can never obtain rigorous change of coordinates to the desiring
one, which is due to various numerical errors (roundings, truncations and so on). On the other
hand, several works to validate slow manifolds as well as global trajectories for (1.1) in an explicit
range [0, 0] of  with rigorous numerics based on interval arithmetic (e.g., [36]) have appeared very
recently (e.g. [10, 19, 29]). All of approaches therein produce neighborhoods of slow manifolds
corresponding to tubular neighborhoods in appropriate senses for their aims. Nevertheless, they
include more or less restrictions on applicability, such as dimensions of phase spaces, choice of
candidates, geometry of neighborhoods and so on (see Section 1.2 for details).
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In this paper, we aim at providing a procedure of tubular neighborhoods of slow manifolds
in a non-empirical way with computer assistance. An essence of our procedure is the rigorous
continuous families of eigenpairs of the linearized matrix fx(h(y), y, ) on slow manifold S =
{x = h(y) | y ∈ Y } for some compact set Y ⊂ Rl, which is a standard issue of numerical linear
algebra, to obtain the coordinate system (a, b, y) as follows:
S = {x = h(y) = 0}, (1.1) ⇔

a′ = A(y)a+ F1(a, b, y, ),
b′ = B(y)b+ F2(a, b, y, ),
y′ = g(a, b, y, )
around S,
where A and B are diagonal matrices such that 0 < λA < Reλ holds for all λ ∈ Spec(A(y))
and y ∈ Y , and that 0 > λB > Reλ holds for all λ ∈ Spec(B(y)) and y ∈ Y . We combine an
enclosing procedure of eigenpairs with validations of slow manifolds to obtain vector bundles over
slow manifolds, which is a byproduct for constructing tubular neighborhoods. A standard approach
for constructing isolating blocks [41] with the validated families of eigenpairs gives a smooth family
of isolating blocks, namely, a tubular neighborhood of slow manifolds with explicit radii.
The rest of this paper is organized as follows. In Section 2, we gather preliminaries of isolating
blocks, and invariant manifold validations with computer assistance as well as related topics for
general systems provided by Capin´ski and Zgliczyn´ski [5, 6]. In Section 3, we apply these prelimi-
naries to (1.1) for validating smooth slow manifolds. Discussions there contain existence arguments
in [29]. In Section 4, we provide a validation procedure of a continuous family of eigenpairs with
fixed norms of eigenfunctions for continuous real matrix-valued functions. This procedure works
not only for real eigenvalues but also complex ones. In Section 5, we provide algorithms for val-
idating slow manifolds, associated vector bundles and tubular neighborhoods of validated slow
manifolds with explicit radii, which can be validated for general fast-slow systems with rigorous
numerics. We also provide a procedure of extended neighborhoods of slow manifolds called conic
and star-shaped neighborhoods centered at slow manifolds. Sample validation results are shown
in Section 6 for demonstrating the applicability.
1.2 Preceding approaches for validating enclosures of slow manifolds
Before moving to concrete discussions, we briefly compare several preceding works for validating
slow manifolds with rigorous numerics. The essential issues of unsolved problems in corresponding
preceding works are written in bold letters.
1.2.1 Gameiro-Gedeon-Kalies-Kokubu-Mishcaikow-Oka [17]
In [17], a rigorous numerical procedure of singular isolating neighborhoods, a terminology of iso-
lations in the (singularly perturbed) Conley index theory (e.g. [31, 32]), is discussed. This is
a purely topological approach. Authors provide a systematic way to construct singular isolating
neighborhoods with the help of polygonal approximation of flows in [2], which gives us a polygonal
decomposition of critical manifolds so that flows intersect all boundaries of polygons transversely.
An essential question in our direction remains open there whether we can validate isolations of
slow manifolds as well as slow flows with an explicit range [0, 0] of . Moreover, constructions of
isolating neighborhoods based on multi-value map validations may contain extra regions enclosing
true trajectories, which cause the wrong accuracy of targeting objects.
1.2.2 Guckenheimer-Johnson-Meerkamp [19]
Authors of [19] discuss validations of enclosures of slow manifolds. In that paper authors concen-
trate on fast-slow systems with one fast variable and two slow variables, which aims at validations
of singular Hopf bifurcations. The basis of their procedure is the triangulation of critical manifolds
3
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and computations of left and right correction (perturbation) terms of slow manifolds which enclose
rigorous slow manifolds with an explicit range [0, 0]. Extension of this method in more general
systems remains open.
1.2.3 Czechowski-Zgliczyn´ski [10]
In [10], rigorous numerical validations of periodic orbits for the FitzHugh-Nagumo system, which is
well-known as an example of (1.1), with an explicit range [0, 0] of  is discussed. Authors validate
periodic orbits of the FitzHugh-Nagumo system with specific parameter values by a topological
notion called covering relations (e.g. [39]) with appropriate estimates of vector fields with computer
assistance. Validation of slow manifolds in their context is a construction of isolating segments,
rectangular domain containing compact potion of slow manifolds such that flows intersect boundary
transversely in the fast direction. A remarkable point of this work is a realization of the bridge
between singularly perturbed trajectories and ones with a standard approach such as Newton-like
method via the -continuation. On the other hand, the choice of isolating segments may contain
more or less artificial trial and error. It remains open whether we can choose appropriate isolating
segments corresponding to tubular neighborhoods in a non-empirical way.
1.2.4 Matsue [29]
In [29], rigorous numerical validations of global trajectories for (1.1) such as periodic, homoclinic
and heteroclinic orbits with an explicit range [0, 0] of  is discussed. Ideas for validating slow
manifolds are based on Jones’ discussion in [22] as well as a systematic procedure of isolating blocks
by [41]. The author also validate cone conditions based on [22] and [39], which guarantees normal
hyperbolicity of slow manifolds as well as invariant foliations of stable and unstable manifolds.
This approach takes account of the essence of geometric singular perturbation theory. Unlike [10],
however, there is a restriction of the parameter range [0, 0] validating trajectories, which is mainly
because small pieces of slow manifolds are attached globally and systematically, but not smoothly
via fast-saddle-type blocks; a counterpart of tubular neighborhoods in local setting. Comparing
[10], the realization of smooth blocks, or smooth and global attachments of small blocks
is of importance for larger -continuation of trajectories and extension to multi-dimensional slow
variables. Finally note that the above unsolved tasks in the paper [29] motivate the current issue.
2 Preliminaries
In this section, we gather fundamental tools we need in this paper, which consists of quick reviews
of isolating blocks, invariant manifolds and their validations, and related topics.
2.1 Validations of isolating blocks : review
A concept of isolating blocks are typically discussed in the Conley index theory (e.g. [9, 31]),
which studies structures of isolated invariant sets from the algebraic-topological viewpoint. Central
notions are isolating neighborhoods or index pairs in the Conley index theory, but we concentrate
our attentions on isolating blocks defined as follows. In our case, the blocks can be considered very
flexible from the viewpoint of rigorous numerics. Moreover, isolating blocks play central roles for
the existence of slow manifolds, which is discussed in Section 3. Here we review the definition
of isolating blocks and its applications to fast-slow systems with computer assistance. Detailed
discussions in our setting are shown in [29].
Definition 2.1 (Isolating block). Let N ⊂ Rm be a compact set. We say N an isolating neigh-
borhood if Inv(N) ⊂ int(N) holds, where
Inv(N) := {x ∈ N | ϕ(R, x) ⊂ N}
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for a flow ϕ : R×Rm → Rm on Rm. Next let B ⊂ Rm be a compact set and x ∈ ∂B. We say x an
exit (resp. entrance) point of B, if for every solution σ : [−δ1, δ2] → Rm through x = σ(0), with
δ1 ≥ 0 and δ2 > 0 there are 0 ≤ 1 ≤ δ1 and 0 < 2 ≤ δ2 such that for 0 < t ≤ 2,
σ(t) 6∈ B (resp. σ(t) ∈ int(B)),
and for −1 ≤ t < 0,
σ(t) 6∈ ∂B (resp. σ(t) 6∈ B)
hold. Bexit (resp. Bent) denote the set of all exit (resp. entrance) points of the closed set B. We
call Bexit and Bent the exit and the entrance of B, respectively. Finally B is called an isolating
block if ∂B = Bexit ∪Bent holds and Bexit is closed in ∂B.
Obviously, an isolating block is also an isolating neighborhood. There is a preceding work for
the systematic construction of isolating blocks around equilibria [41]. This method is generalized to
(1.1) in [29], which validates slow manifolds as shown in Section 3. Here we review the predictor-
corrector approach for detecting approximate centers of blocks. One will see that such procedures
are very suitable for analyzing dynamics around invariant manifolds.
Definition 2.2 (cf. [40, 39, 5]). Let also Bm(x,R) be the m-dimensional open ball with the center
at x ∈ Rm and radius R. Let also Bm(R) be the m-dimensional open ball with the center at the
origin, namely, x = 0 and radius R. Similarly, let Bm be the m-dimensional open unit ball, namely,
x = 0 and R = 1.
An h-set consists of the following set, integers and a map:
• A compact subset N ⊂ Rm.
• Nonnegative integers u(N) and s(N) such that u(N) + s(N) = n with n ≤ m.
• A homeomorphism hN : Rn → Ru(N) × Rs(N) satisfying
hN (N) = Bu(N) ×Bs(N).
Similarly, a ch-set consists of the following set, integers and a map:
• A compact subset N ⊂ Rm.
• Nonnegative integers u(N), s(N) and c(N) such that u(N) + s(N) + c(N) = n with n ≤ m.
• A homeomorphism hN : Rn → Ru(N) × Rs(N) × Rc(N) satisfying
hN (N) = Bu(N) ×Bs(N) ×Bc(N).
Finally define the dimension of an h-set or a ch-set N by dimN := n.
We shall write an h-set (N, u(N), s(N), hN ) or a ch-set (N, u(N), s(N), c(N), hN ) simply by N
if no confusion arises.
Let 0 > 0 be given and (x¯, y¯) be a (numerical) equilibrium for (1.3), i.e., f(x¯, y¯, 0) ≈ 0, such
that fx(x¯, y¯, 0) is invertible. Let Y be a compact neighborhood of y¯ in Rl. We set the candidate
of “center line” as follows:(
x¯+
dx
dy
(y¯)(y − y¯), y
)
≡ (x¯− fx(x¯, y¯)−1fy(x¯, y¯)(y − y¯), y) , (2.1)
where x = x(y) is the parametrization of x with respect to y such that x¯ = x(y¯) and that
f(x(y), y, 0) = 0, which is actually realized in a small neighborhood of y¯ in Rl since fx(x¯, y¯) is
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invertible. Obviously, the identification in (2.1) makes sense, which thanks to the Implicit Function
Theorem.
Around the center line, we define the affine transformation T : (z, w) 7→ (x, y) as
(x, y) = T (z, w) :=
(
Pz + x¯− fx(x¯, y¯)−1fy(x¯, y¯)w,w + y¯
)
.
where P is a nonsingular matrix diagonalizing fx(x¯, y¯). In the new (z, w)-coordinate, the fast
system x′ = f(x, y, ) is transformed into the following:
z′ = P−1
(
x′ + fx
−1
fyw
′
)
= P−1
(
f(x, y, ) + fx
−1
fyg(x, y, )
)
= P−1
(
fx(Pz − fx−1fyw) + fˆ(z, w, ) + fx−1fyg(x, y, )
)
= Λz + P−1
(
−fyw + fˆ(z, w, ) + fx−1fyg
(
Pz + x¯− fx−1fyw,w + y¯, 
))
≡ Λz + F (z, w, ), (2.2)
where fx = fx(x¯, y¯) and fy = fy(x¯, y¯), and
Λ =
(
A O
O B
)
, A = diag(λa1 , · · · , λanu), B = diag(λb1, · · · , λbns)
with nu + ns = n. Here every λ
a
j and λ
b
j is assumed to be real
1 for simplicity. The function
fˆ(z, w, ) denotes the higher order term of f with O(|z|2, |w|). Dividing z into (a, b) corresponding
to eigenvalues with positive real parts and negative real parts, respectively, we can construct a
candidate of desiring blocks.
Note that the higher order term fˆ(z, w, ) contains the linear term of w as fyw with small errors
in a sufficiently small neighborhood Y of y¯. (2.2) indicates that the w-linear terms are also canceled
out in the predictor-corrector approach. In particular, the residual term F (z, w, ) is chosen to be
O(|z|2, |z||w|, |w|2).
We rewrite (2.2) as the (approximately) block diagonal form:
a′ = Aa+ F1(a, b, y, ), b′ = Bb+ F2(a, b, y, ). (2.3)
F1 and F2 are higher order terms depending on p0 and y0. Equivalently, writing (2.3) component-
wise,
a′j = λ
a
jaj + F1,j(x, y, ), λ
a
j > 0, j = 1, · · · , nu,
b′j = λ
b
jbj + F2,j(x, y, ), λ
b
j < 0, j = 1, · · · , ns.
Let E ⊂ Rn be a compact set containing p0. Now we assume that each Fi,ji , i = 1, 2, j1 = 1, · · · , nu,
j2 = 1, · · · , ns, admits the following enclosure with respect to E × Y × [0, 0]:
{Fi,ji(x, y, ) | (x, y) = T (z, w) ∈ E × Y,  ∈ [0, 0]} ( [δ−i,ji , δ+i,ji ]. (2.4)
Define the set Dc ⊂ Rn+l by the following:
Dc :=
nu∏
j=1
[a−j , a
+
j ]×
ns∏
j=1
[b−j , b
+
j ]× Y, [a−j , a+j ] :=
[
−δ
+
1,j
λaj
,−δ
−
1,j
λaj
]
, [b−j , b
+
j ] :=
[
−δ
−
2,j
λbj
,−δ
+
2,j
λbj
]
.
(2.5)
1 For the case that eigenvalues {λj} contain complex conjugate pairs, see [41] or [29]. Here we note that we also
have the corresponding procedure of isolating blocks even in such a case.
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A series of estimates for error terms involves E × Y and it only makes sense if it is self-consistent,
namely, TDc ⊂ E × Y . Under this self-consistence, we immediately know that
a′j > 0 ∀(a, b, y, ) ∈ Dc × [0, 0] with aj = a+j ,
a′j < 0 ∀(a, b, y, ) ∈ Dc × [0, 0] with aj = a−j ,
b′j < 0 ∀(a, b, y, ) ∈ Dc × [0, 0] with bj = b+j ,
b′j > 0 ∀(a, b, y, ) ∈ Dc × [0, 0] with bj = b−j .
If  = 0, the set Dc is nothing but the isolating block for (2.3)0, equivalently (1.3). Once such an
isolating block Dc is constructed, one obtains an equilibrium in TDc.
Proposition 2.3 (cf. [41]). Let TDc be an isolating block constructed as above. In particular,
TDc ⊂ E × Y is assumed. Then TDc contains an equilibrium of (1.3) for all y ∈ Y .
This proposition is the consequence of general theory of the Conley index ([30]). Note that
the construction of isolating blocks stated in Proposition 2.3 around points which are not nec-
essarily equilibria implies the existence of rigorous equilibria inside blocks. With an additional
property such as uniqueness or hyperbolicity of equilibria, this procedure will provide the smooth
y-parameter family of equilibria, which is stated in Theorem 3.5.
Remark that the above inequalities hold for all  ∈ [0, 0]. This observation is the key point of
the construction not only of limiting critical manifolds but of slow manifolds for  ∈ (0, 0].
Definition 2.4. Let Dc ⊂ Rn+l be a ch-set constructed by (2.5). Assume that Y = Bl ⊂ Rl. We
say Dc, equivalently D := TDc, an affine fast-saddle-type block. Moreover, set
Df,−c := {(a, b, y) ∈ Dc | aj = a±j , j = 1, · · · , nu},
Df,+c := {(a, b, y) ∈ Dc | bj = b±j , j = 1, · · · , ns},
Dslowc := {(a, b, y) ∈ Dc | y ∈ ∂Bl},
Df,− := TDf,−c , D
f,+ := TDf,+c , D
slow := TDslowc .
We say Df,−c (equivalently D
f,−) the fast-exit of D and Df,+c (equivalently D
f,+) the fast-entrance
of D.
Remark 2.5. We do not assume the transversality of flows on Dy¯ = D ∩ {y = y¯} with T (x, y¯) ∈
Bnu ×Bns × ∂Bl.
This construction can be slightly extended as follows. Let {ηα}α=u,s be a pair of positive
numbers. Defining
Dˆc :=
nu∏
j=1
[aˆ−j , aˆ
+
j ]×
ns∏
j=1
[bˆ−j , bˆ
+
j ]× Y,
[aˆ−j , aˆ
+
j ] :=
[
−δ
+
1,j
λaj
− ηu,−δ
−
1,j
λaj
+ ηu
]
, [bˆ−j , bˆ
+
j ] :=
[
−δ
−
2,j
λbj
− ηs,−δ
+
2,j
λbj
+ ηs
]
, (2.6)
we can prove that Dˆc is also an affine fast-saddle-type block if TDˆc ⊂ E × Y holds. We further
know
a′j > 0 ∀(a, b, y, ) ∈ Dˆc × [0, 0] with aj ∈ [a+j , aˆ+j ],
a′j < 0 ∀(a, b, y, ) ∈ Dˆc × [0, 0] with aj ∈ [aˆ−j , a−j ],
b′j < 0 ∀(a, b, y, ) ∈ Dˆc × [0, 0] with bj ∈ [b+j , bˆ+j ]
b′j > 0 ∀(a, b, y, ) ∈ Dˆc × [0, 0] with bj ∈ [bˆ−j , b−j ].
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This extension leads to the explicit lower bound estimate of distance between Dˆf,± and slow
manifolds.
2.2 Logarithmic norms
The basic strategy of our smoothness validation is an application of the following result shown
in [5] to time-t maps ϕ(t, ·) for (1.1) with sufficiently small t > 0. Here we briefly review the
smoothness validation procedures of center-(un)stable manifolds discussed in [5, 6].
Before our main discussions, we give several notations in this subsection.
Definition 2.6. For a squared matrix A ∈ Rn×n, define the matrix norm m(A) by
m(A) = inf
z∈Rn,‖z‖=1
‖Az‖,
which in general depends on the norm ‖ · ‖ on Rn. The logarithmic norm of A denoted by l(A) is
given by
l(A) = lim
h→+0
‖I + hA‖ − 1
h
and the logarithmic minimum of A is given by
ml(A) = lim
h→+0
m(I + hA)− 1
h
.
We gather several fundamental facts of l(A), m(A) and ml(A) in the following lemma.
Lemma 2.7 (cf. [5, 6]). 1. The limits in the definition of l(A) and ml(A) exist and we have
ml(A) = −l(−A).
2. For the Euclidean norm, we also have
l(A) = max{λ ∈ Spec((A+AT )/2)}, ml(A) = min{λ ∈ Spec((A+AT )/2)}.
3. Assume A ∈W for some compact set W ⊂ Rn×n. Assume that h ∈ (0, h0] for some h0 > 0.
Then we have
‖I + hA‖ = 1 + hl(A) + r1(h,A), ‖r1(h,A)‖ ≤M1h2,
m(I + hA) = 1 + hml(A) + r2(h,A), ‖r2(h,A)‖ ≤M2h2
for some constants Mi = Mi(h0,W ) > 0.
We further have the following lemma, which is used for validating existence and smoothness of
slow manifolds for (1.1).
Lemma 2.8. Let A be a square matrix and B is a square positive semidefinite matrix. Then, with
the matrix operator norm ‖A‖ induced by the Euclidean norm, we have
l(A) ≤ l(A+B), ml(A) ≤ ml(A+B).
Proof. Let S(A) be the symmetrization of A: namely, S(A) = (A + AT )/2. Now Lemma 2.7-2
shows that l(A) is the maximum eigenvalue of S(A). Let z be the associated eigenvector of l(A)
with |z| = 1. Then we have
l(A) = l(A)|z|2 = zTS(A)z
≤ zTS(A)z + zTS(B)z = zTS(A+B)z
≤ l(A+B)|z|2 = l(A+B),
8
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which shows l(A) ≤ l(A+B).
Similarly, let w be the associated eigenvector of ml(A + B) with |w| = 1. Now Lemma 2.7-2
again shows that ml(A+B) is the minimum eigenvalue of S(A+B). Thus we have
ml(A+B) = ml(A+B)|w|2 = wTS(A+B)w = wTS(A)w + wTS(B)w
≥ wTS(A)w
≥ m(A)|w|2 = ml(A),
which shows ml(A) ≤ ml(A+B).
Lemma 2.9. Let A ∈ Rn×n be a matrix and x ∈ Rn. Then, under the standard Euclidean norm,
the following inequality holds:
ml(A)|x|2 ≤ xTAx ≤ l(A)|x|2.
Proof. In general, xTAx = (xTAx)T = xTATx, and hence we have
xTAx =
1
2
(xTAx+ xTATx) = xTS(A)x, S(A) =
1
2
(A+AT ).
In general, the inequality λmin|x|2 ≤ xTBx ≤ λmax|x|2 holds for any symmetric matrix B, where
λmin and λmax are the minimum and the maximum eigenvalue of B, respectively. Apply this
inequality to B = S(A), and we have our statement by using Lemma 2.7-2.
2.3 Rate conditions for flows and maps
In this subsection, we review results in [5, 6] concerning with the existence and smoothness of
invariant manifolds, called rate conditions with a few modifications, which is partially discussed in
[29] for proving the existence of slow manifolds for (1.1).
First consider the vector field2:
z′ = F (z), F : Rnu+ns+l → Rnu+ns+l, (2.7)
z = (a, b, y)T ∈ Rnu+ns+l, F (z) = (Fa(z), Fb(z), Fy(z))T .
The map F is assumed to be Ck+1 for k ≥ 1.
Definition 2.10 (Rate conditions for flows, cf. [6]). Consider (2.7) and D ⊂ Rnu+ns+l be a ch-set.
2 If the vector field depends on parameters , we incorporate parameters into center variable y with trivial
evolution ′ = 0.
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For M > 1, let
−−→µs,1 = −−→µs,1(D) = sup
z∈D
{
l
(
∂Fb
∂b
(z)
)
+
1
M
∥∥∥∥ ∂Fb∂(a, y) (z)
∥∥∥∥} ,
−−→µs,2 = −−→µs,2(D) = sup
z∈D
{
l
(
∂Fb
∂b
(z)
)
+M
∥∥∥∥∂F(a,y)∂b (z)
∥∥∥∥} ,
−−→
ξu,1 =
−−→
ξu,1(D) = inf
z∈D
ml
(
∂Fa
∂a
(z)
)
− 1
M
sup
z∈D
∥∥∥∥ ∂Fa∂(b, y) (z)
∥∥∥∥ ,
−−→
ξu,2 =
−−→
ξu,2(D) = inf
z∈D
{
ml
(
∂Fa
∂a
(z)
)
−M
∥∥∥∥∂F(b,y)∂a (z)
∥∥∥∥} ,
−−→µss,1 = −−→µss,1(D) = sup
z∈D
{
l
(
∂F(b,y)
∂(b, y)
(z)
)
+M
∥∥∥∥∂F(b,y)∂a (z)
∥∥∥∥} ,
−−→µss,2 = −−→µss,2(D) = sup
z∈D
{
l
(
∂F(b,y)
∂(b, y)
(z)
)
+
1
M
∥∥∥∥ ∂Fa∂(b, y) (z)
∥∥∥∥} ,
−−→
ξsu,1 =
−−→
ξsu,1(D) = inf
z∈D
ml
(
∂F(a,y)
∂(a, y)
(z)
)
−M sup
z∈D
∥∥∥∥∂F(a,y)∂b (z)
∥∥∥∥ ,
−−→
ξsu,2 =
−−→
ξsu,2(D) = inf
z∈D
{
ml
(
∂F(a,y)
∂(a, y)
(z)
)
− 1
M
∥∥∥∥ ∂Fb∂(a, y) (z)
∥∥∥∥} .
We shall call these constants the (local) rates of F in D.
For k ≥ 1, we say that the vector field F satisfies the rate condition of order k in D if, for all
j ∈ {1, · · · , k},
−−→µs,1 < 0 < −−→ξu,1, (2.8)
−−→µss,1 < −−→ξu,1, −−→µs,1 < −−→ξsu,1, (2.9)
(j + 1)−−→µss,1 < −−→ξu,2, −−→µs,2 < (j + 1)−−→ξsu,1, (2.10)
−−→µss,2 < −−→ξu,1, −−→µs,1 < −−→ξsu,2. (2.11)
Note that the rate condition of order 0 is also discussed in [29] for the existence of (un)stable
manifolds of slow manifolds.
Similarly consider the map evolution3
(Rnu+ns+l 3)z = (a, b, y)T 7→ G(z) ∈ Rnu+ns+l, (2.12)
z ∈ Rnu+ns+l, G(z) = (Ga(z), Gb(z), Gy(z))T .
The map G is assumed to be Ck+1 for k ≥ 1.
Definition 2.11 (Rate conditions for maps, cf. [5]). Consider (2.12) and D ⊂ Rnu+ns+l be a
ch-set. For M > 1, let
µs,1 = sup
z∈D
{∥∥∥∥∂Gb∂b (z)
∥∥∥∥+ 1M
∥∥∥∥ ∂Gb∂(a, y) (z)
∥∥∥∥} , µs,2 = sup
z∈D
{∥∥∥∥∂Gb∂b (z)
∥∥∥∥+M ∥∥∥∥∂G(a,y)∂b (z)
∥∥∥∥} ,
ξu,1 = inf
z∈D
m
(
∂Ga
∂a
(z)
)
− 1
M
sup
z∈D
∥∥∥∥ ∂Ga∂(b, y) (z)
∥∥∥∥ , ξu,2 = infz∈D
{
m
(
∂Ga
∂a
(z)
)
−M
∥∥∥∥∂G(b,y)∂a (z)
∥∥∥∥} ,
µcs,1 = sup
z∈D
{∥∥∥∥∂G(b,y)∂(b, y) (z)
∥∥∥∥+M ∥∥∥∥∂G(b,y)∂a (z)
∥∥∥∥} , µcs,2 = sup
z∈D
{∥∥∥∥∂f(b,y)∂(b, y) (z)
∥∥∥∥+ 1M
∥∥∥∥ ∂Ga∂(b, y) (z)
∥∥∥∥} ,
ξcu,1 = inf
z∈D
m
(
∂G(a,y)
∂(a, y)
(z)
)
−M sup
z∈D
∥∥∥∥∂G(a,y)∂b (z)
∥∥∥∥ , ξcu,2 = infz∈D
{
m
(
∂G(a,y)
∂(a, y)
(z)
)
− 1
M
∥∥∥∥ ∂Gb∂(a, y) (z)
∥∥∥∥} .
3 If the map depends on parameters , we incorporate parameters into center variable y with trivial evolution
 7→ .
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As in the case of vector fields, we shall call these constants the (local) rates of G in D.
We say that G satisfies the rate condition of order k ≥ 1 if ξu,1, ξu,2, ξcu,1 and ξcu,2 are strictly
positive, and for all j ∈ {1, · · · , k}, the following inequalities hold true:
µs,1 < 1 < ξu,1, (2.13)
µcs,1 < ξu,1, µs,1 < ξcu,1, (2.14)
(µcs,1)
j+1 < ξu,2, µs,2 < (ξcu,1)
j+1, (2.15)
µcs,2 < ξu,1, µs,1 < ξcu,2. (2.16)
We say that G satisfies the rate condition of order 0 if only (2.13) and (2.14) are satisfied.
Rate conditions with additional geometric conditions yield the existence and smoothness of
invariant manifolds. Let Φ be the flow generated by (2.7) and Φh = Φ(h, ·) be the corresponding
time-h map. Then we have the correspondence of rates between for flows and for time-h maps,
as stated in Proposition 2.12 below. Following notations in [5], we shall use one of the pair of
variables:
• x = a, y = (b, y),
• x = (a, y), y = b.
For M > 0 and h > 0, define
−−−−→
ξ1(M) = inf
z∈D
m
(
∂Fx
∂x
(z)
)
−M sup
z∈D
∥∥∥∥∂Fx∂y (z)
∥∥∥∥ , −−−−→ξ2(M) = infz∈D
{
m
(
∂Fx
∂x
(z)
)
−M
∥∥∥∥∂Fy∂x (z)
∥∥∥∥} ,
−−−−→
µ1(M) = sup
z∈D
{∥∥∥∥∂Fy∂y (z)
∥∥∥∥+M ∥∥∥∥∂Fy∂x (z)
∥∥∥∥} , −−−−→µ2(M) = sup
z∈D
{∥∥∥∥∂Fy∂y (z)
∥∥∥∥+M ∥∥∥∥∂Fx∂y (z)
∥∥∥∥} ,
ξ1(h,M) = inf
z∈D
m
(
∂Φx
∂x
(h, z)
)
−M sup
z∈D
∥∥∥∥∂Φx∂y (h, z)
∥∥∥∥ ,
ξ2(h,M) = inf
z∈D
{
m
(
∂Φx
∂x
(h, z)
)
−M
∥∥∥∥∂Φy∂x (h, z)
∥∥∥∥} ,
µ1(h,M) = sup
z∈D
{∥∥∥∥∂Φy∂y (h, z)
∥∥∥∥+M ∥∥∥∥∂Φy∂x (h, z)
∥∥∥∥} ,
µ2(h,M) = sup
z∈D
{∥∥∥∥∂Φy∂y (h, z)
∥∥∥∥+M ∥∥∥∥∂fΦx∂y (h, z)
∥∥∥∥} .
Proposition 2.12 (Correspondence of rate conditions. cf. Theorem 31 in [6]). Let M,M1,M2 > 0.
Then the following assertions hold true:
1.
ξ1(h,M) = 1 + h
−−−−→
ξ1(M) +O(h
2), (2.17)
ξ2(h,M) = 1 + h
−−−−→
ξ2(M) +O(h
2), (2.18)
µ1(h,M) = 1 + h
−−−−→
µ1(M) +O(h
2), (2.19)
µ2(h,M) = 1 + h
−−−−→
µ2(M) +O(h
2). (2.20)
2. If the inequality −→µ2(M1) < (j + 1)−→ξ1(M2) holds for j ≥ 0, there is a sufficiently small h0 > 0
such that, for any h ∈ (0, h0), the following inequality holds:
µ2(h,M1) < ξ1(h,M2)
j+1.
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Similarly, if the inequality (j + 1)−→µ1(M1) < −→ξ2(M2) holds for j ≥ 0, there is a sufficiently
small h0 > 0 such that, for any h ∈ (0, h0), the following inequality holds:
µ1(h,M1)
j+1 < ξ2(h,M2). (2.21)
3. If −→µ1(M1) < −→ξ1(M2) holds, there is a sufficiently small h0 > 0 such that for any h ∈ (0, h0)
the following inequality holds:
µ1(h,M1) < ξ1(h,M2).
4. If
−→
ξ1(M) > 0 holds, there is a sufficiently small h0 > 0 such that for any h ∈ (0, h0) the
inequality ξ1(h,M) > 1 holds.
5. If −→µ1(M) < 0 holds, there is a sufficiently small h0 > 0 such that for any h ∈ (0, h0) the
inequality µ1(h,M) < 1 holds.
Proof. All statements except (2.18) and (2.21) are exactly Theorem 31 in [6].
The expansion (2.18) can be proved by the same arguments in Statement 1 of Theorem 31 in
[6]. We shall prove (2.21). Since
µ1(h,M1)
j+1 =
(
1 + h
−−−−−→
µ1(M1) +O(h
2)
)j+1
= 1 + h(j + 1)
−−−−−→
µ1(M1) +O(h
2),
from the assumption (j + 1)−→µ1(M1) < −→ξ2(M2), we have
µ1(h,M1)
j+1 = 1 + h(j + 1)
−−−−−→
µ1(M1) +O(h
2)
< 1 + h
−−−−→
ξ2(M2) +O(h
2) = ξ2(h,M2) +O(h
2),
and the claim holds true for all sufficiently small h > 0.
The proposition indicates that rate conditions for flows yield those for time-h maps with suffi-
ciently small h > 0. Combining the correspondence of invariant manifolds between for flows and
for time-h maps stated in Proposition 2.19 below, all arguments for invariant manifolds for flows
are reduced to the case for maps stated in [5].
2.4 Summaries for normally hyperbolic invariant manifolds in [5]
Here we gather central results about invariant manifold validations stated in [5].
Definition 2.13 (Center-(un)stable manifolds, [5]). Consider the map (2.12). Let D ⊂ Rnu+ns+l
be a ch-set. We define the center-stable set in D as
W cs = {z ∈ D | Fm(z) ∈ D for all m ∈ N}.
Similarly, define the center-unstable set in D as
W cu = {z ∈ D | there is a full backward trajectory of Z in D}.
Finally, define the maximal invariant set in D as
Λ∗ = {z ∈ D | there is a full trajectory of Z in D}.
Next we state the following topological and geometric conditions, which is known as covering
relations in e.g., [40, 39].
Proposition 2.14. Assume that D = Bnu ×Bns ×Bl is an isolating block for (2.7) such that
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• ∂Bnu ×Bns ×Bl is an exit;
• Bnu × ∂Bns ×Bl is an entrance;
• Bnu ×Bns × ∂Bl is either of an entrance or an exit,
and let Ft(q) = Φ(t, q). If t is sufficiently small, then Ft satisfies “covering condition”; namely,
1. There exists a continuous homotopy h : [0, 1]×Nc → Rnu × Rns satisfying
h0 = fc,
h([0, 1], N−c ) ∩Mc = ∅,
h([0, 1], Nc) ∩M+c = ∅,
where hλ = h(λ, ·) (λ ∈ [0, 1]).
2. There exists a mapping A : Rnu → Rnu such that
h1(p, q) = (A(p), 0),
A(∂Bnu(0, 1)) ⊂ Ru \Bnu(0, 1),
deg(A,Bnu , 0) 6= 0
(2.22)
holds for p ∈ Bnu(0, 1), q ∈ Bns(0, 1).
Proof. Let C : (x, y)→ (x,−y) and for α ∈ [0, 1/2], let
Hα = (1− 2α)f + 2αC.
For any q ∈ ∂Bnu ×Bns ,
(pixHα(q) | pixq) = (1− 2α)(pixf(q) | pixq) + 2α(pixq | pixq) > 0,
and for any q ∈ Bnu × ∂Bns ,
(piyHα(q) | piyq) = (1− 2α)(piyf(q) | piyq)− 2α(piyq | piyq) < 0.
Let φα(t, q) be the flow generated by q
′ = Hα(q). Note that
φ1/2(t, (x, y)) = (e
tx, e−ty).
Fix a time t being sufficiently small and define
hα(x, y) =
{
φα(t, q) α ∈ [0, 1/2)
(etx, (2− 2α)e−ty) α ∈ [1/2, 1] .
All conditions of covering condition follows from the definition of hα and the isolation. See [5] for
example.
Definition 2.15 (Definition 13 in [5]). We say that the map F satisfies backward cone conditions
if the following condition holds: If Z1, Z2, F (Z1), F (Z2) ∈ D and F (Z1) ∈ CsM (F (Z2)), then we
have Z1 ∈ CsM (Z2), where CsM (Z0) is the stable cone with the vertex Z0 = (a0, b0, y0) defined by
CsM (Z0) =
{
(a, b, y) ∈ Rnu+ns+l | ‖b− b0‖2 ≥M2(‖a− a0‖2 + ‖y − y0‖2)
}
4.
4 The corresponding definition in [5] is Cs
1/L
(Z0) ≡ Js(Z0;L) =
{
L2‖b− b0‖2 ≥ (‖a− a0‖2 + ‖y − y0‖2)
}
, in
which case the constant L is assumed to be L < 1. The constant L is known as the slope of cone. We choose our
current definition of cones following arguments in [29].
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The main result for the existence of smooth invariant manifolds is the following, which is stated
in [5] replacing Bl by an l-dimensional torus Λ = (R/Z)l with slight modifications of all concepts
stated in Section 2.3 and here.
Proposition 2.16 (Theorem 16 in [5]). Let k ≥ 1, R < 12RΛ5, and f : D = Bnu(R)×Bns(R)×
Λ → Rnu × Rns × Λ be a Ck+1 map, where Λ is an l-dimensional torus. If f satisfies rate
conditions of order k with covering conditions and backward cone conditions with M satisfying
1/M ∈ (2R/RΛ, 1), then W cs,W cu and Λ∗ ≡ W cs ∩W cu are Ck manifolds in D, which are the
graphs of Ck functions
wcs : Bns(R)× Λ→ Bnu(R), wcu : Bnu(R)× Λ→ Bns(R), wc : Λ→ Bnu(R)×Bns(R),
respectively. That is,
W cu = {(λ,wcs(y, λ), y) | λ ∈ Λ, y ∈ Bns(R)},
W cs = {(λ, x, wcu(x, λ)) | λ ∈ Λ, x ∈ Bnu(R)},
Λ∗ = {(λ,wc(λ)) | λ ∈ Λ}.
Moreover, f |W cu is an injection, wcs and wcu are Lipschitz with constants 1/M , and wc is Lipschitz
with the constant
√
2/
√
M2 − 1. The manifolds W cs and W cu intersect transversally, and W cs ∩
W cu = Λ∗. See Remark 2.20 for treatments of Λ.
In the above result, we omitted statements about invariant foliations of manifolds because they
are out of our focus in present arguments.
Remark 2.17. Briefly speaking, inequalities (2.13) and (2.14) describe the invariance of cones,
which yields the existence of W cs, W cu and their invariant foliations. The additional inequalities
(2.15) and (2.16) show the Ck-smoothness of validated manifolds.
Remark 2.18. In [6], only the rate condition for center-unstable manifolds is considered. In the
above definition we also state the rate condition for center-stable manifolds: namely, (j+1)−−→µcs,1 <−−→
ξu,2 and
−−→µs,1 < −−→ξcu,2.
The key point of the existence and smoothness of invariant manifolds for flows is to reduce the
problem into those for time-t maps for sufficiently small t > 0. The reduction is realized by the
following.
Firstly, the following proposition shows that the coincidence of center-(un)stable manifolds for
flows and those for time-t maps.
Proposition 2.19 (Correspondence of center-(un)stable manifolds. cf. Proof of Theorem 30 in
[6]). Let Φ be a flow on Rnu+ns+l. For h > 0, let Φh = Φ(h, ·). The sets W cu(Φ) and W cu(Φh)
denote the center-unstable manifolds for the flow Φ and the map Φh, respectively. Similarly, the
sets W cs(Φ) and W cs(Φh) denote the center-stable manifolds for the flow Φ and the map Φh,
respectively.
Let Nu = Bnu×Bns×Bl be an isolating block for Φ with the entrance Nu,+ = Bnu×∂Bns×Bl
and the exit Nu,− = ∂Bnu × Bns × ∂Bl. Then there is a positive number h0 > 0 such that
W cu(Φ) ∩Nu = W cu(Φh) ∩Nu holds for all h ∈ (0, h0).
Similarly, let Ns = Bnu × Bns × Bl be an isolating block for Φ with the entrance Ns,+ =
Bnu × ∂Bns × ∂Bl and the exit Ns,− = ∂Bnu ×Bns ×Bl. Then there is a positive number h0 > 0
such that W cs(Φ) ∩Nu = W cs(Φh) ∩Nu holds for all h ∈ (0, h0).
Proof. The first assertion is discussed in the proof of Theorem 30 in [6]. Although the proof of the
second assertion is basically the same as the first, we state the proof of the second assertion for
readers who are not familiar with arguments in this direction.
5 RΛ is a positive number associated with Λ. See Remark 2.20 for details.
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The inclusion W cs(Φh) ⊃ W cs(Φ) is obvious for any h > 0. We then prove that, for suitable
small h > 0, W cs(Φh) ⊂W cs(Φ). We shall rewrite Ns ≡ N for simplicity. Since N is an isolating
block, then the exit N− is compact and hence there is a δ > 0 such that
Φ(s, z) 6∈ N for all s ∈ (0, δ] and z ∈ N−. (2.23)
Choose h < δ. Such a choice will prove our claim; namely, for any z ∈ W cs(Φh) we can prove
Φ(t, z) ∈ N for any t > 0.
Assume that z ∈W cs(Φh). Then, for any m ∈ N, we have
Φmh (z) = Φ(mh, z) ∈ N. (2.24)
Assume further that for some t > 0, Φ(t, z) 6∈ N . By (2.24), we have mh < t < (m+ 1)h for some
n ∈ N. Since N is an isolating block, the only possibility to leave N is that the trajectory cross
the exit N−. We thus know that, for some τ∗ ∈ (mh, t), z∗ ≡ Φ(τ∗, z) ∈ N−. We then see that
Φ((m+ 1)h− τ∗, z∗) = Φ((m+ 1)h− τ∗,Φ(τ∗, z)) = Φ((m+ 1)h, z) ∈ N
from the assumption z ∈W cs(Φh). But it contradicts (2.23) by taking s = (m+ 1)h− τ∗ ∈ (0, δ).
We thus have, Φ(t, z) 6∈ N for any t > 0, which indicates z ∈ W cs(Φ) and hence W cs(Φh) ⊂
W cs(Φ).
Secondly, the covering condition for time-t maps with sufficiently small t > 0 is derived from
isolating blocks, as stated in Proposition 2.14. Finally, we can prove that backward cone conditions
for time-t maps (Definition 2.15) can be automatically constructed by the rate condition of order
0 for flows. We see this consequence in the next section.
As a consequence, Propositions 2.12 and 2.19 as well as the above observations reduce prob-
lems concerning with center-(un)stable manifolds for flows to those for maps. Therefore, the rate
condition in Definition 2.10 gives the existence as well as their smoothness of invariant manifolds
for flows.
Remark 2.20. We gather several comments about discussions in [5, 6] and our present focus. In
[5], the center variable is assumed to belong to an l-dimensional closed manifold Λ such as a torus.
In this case, we have to care about a good chart in terms of, say, a covering map φ : Rl → Λ.
Constants for rate conditions (Definition 2.11) are then considered for both original Ck+1 map
f : N → Rnu × Rns × Λ and that defined on a set in the same good chart given by
P (q) = {z ∈ N | ‖piyz − piyq‖ ≤ RΛ/2},
where RΛ > 0 is such that φ |Bl(y,RΛ) is homeomorphic onto its image for each y ∈ Λ. A difference
arises in the definition of constants ξu,i and ξu,i,P , i = 1, 2, in [5]. Note that constants ξu,i in the
current definition corresponds to ξu,i,P in [5]
6. In our current setting, the set Λ is assumed to be
an h-set Y ⊂ Rl, which leads to simpler treatments of charts.
On the other hand, we have to care about treatments of isolating blocks and center-(un)stable
manifolds of invariant manifolds for flows when we apply a series of arguments with Λ = Y ⊂ Rl
being an h-set or compact manifold with boundary. In [6], isolating blocks of the form D =
Bnu×Bns×Λ with Λ being a torus do not assume transversal intersections between Bnu×Bns×∂Λ
and flow, in which case there is no problem since ∂Λ = ∅. If we apply the same arguments as [5, 6]
with replacements of Λ by an h-set Y , however, we need isolation arguments in center variables.
The same kind of problems appear in treatments of center manifolds, since center manifolds as
graphs defined on an h-set Y are neither positively nor negatively invariant in general (compare
with Definition 2.13). We then modify the original vector field on an extended h-set so that the
same arguments as [5, 6] can be applied to the modified vector field on the extended h-set. The key
6 Our stated conditions gives stronger ones than [5], since ξu,i,P ≤ ξu,i holds in general.
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requirement is isolation of the extended h-set in the center (namely, slow) direction with respect
to modified flow, which essentially concerns with the existence of center-(un)stable manifolds. In
fact, such a modification for fast-slow systems already appears in [22, 29]. In the next section, we
state the concrete modification and complete arguments about smoothness of slow manifolds.
3 Validating the existence and smoothness of slow mani-
folds
Here we review a verification theorem of slow manifolds as well as their stable and unstable mani-
folds stated in [29], which provides sufficient conditions to validate not only the critical manifold
S0 but also the perturbed slow manifold S of (1.1) for all  ∈ (0, 0] in given regions. We also
add the smoothness arguments of S, which is an application of arguments in Section 2.
Recall that Fenichel’s results, which are ones of the origin of geometric singular perturbation
theory (Remark 3.11 below), assume normal hyperbolicity and graph representation of the critical
manifold S0 for (1.3). These assumptions are nontrivial, but very essential to prove the per-
sistence. Our verification theorem contains verification of both normal hyperbolicity and graph
representation of S0.
The main idea is based on discussions in [22]. For technical reasons, we use a multiple of  as
the new auxiliary variable. We set  = ησ and σ := 0 > 0, where 0 is a given positive number.
We add the equation η′ = 0 to (1.1). Furthermore, we consider the following system instead of
(1.1) for simplicity: 
a′ = A(y)a+ F1(x, y, )
b′ = B(y)b+ F2(x, y, )
y′ = g(x, y, )
η′ = 0
. (3.1)
Here A(y) denotes the u×u matrix which all eigenvalues have positive real part and B(y) denotes
the s× s matrix which all eigenvalues have negative real part7. This formulation is natural when
the construction of fast-saddle-type blocks stated in Section 2 is taken into account.
Let N be a fast-saddle type block for (1.1). Section 2.1 implies that the coordinate rep-
resentation, Nc, is given by (2.5) (or (2.6)), which is directly obtained from the system (3.1). A
fast-saddle-type block N has the form (2.5), which has a-coordinate, b-coordinate and y-coordinate
following (3.1). With this in mind, we put following notations.
Notation 3.1. Let pia, pib, piy, pia,b, pia,y and pib,y be the projection onto the a-, b-, y-, (a, b)-,
(a, y)- and (b, y)-coordinate in N , respectively. If no confusion arises, we drop the phrase “in N”
in their notations.
We identify nonlinear terms F1(x, y, ), F2(x, y, ) and g(x, y, ) with F1(a, b, y, ), F2(a, b, y, )
and g(a, b, y, ), respectively, via an affine transform x(∈ Rn) 7→ (a, b) ∈ Rnu+ns .
For a squared matrix A(y) with Spec(A(y)) ⊂ {λ ∈ C | Reλ > 0}, λA > 0 denotes a positive
number such that
λA < Reλ, ∀λ ∈ Spec(A(y)). (3.2)
Similarly, for a squared matrix B(y) with Spec(B(y)) ⊂ {λ ∈ C | Reλ < 0}, λB < 0 denotes a
negative number such that
λB > Reλ, ∀λ ∈ Spec(B(y)). (3.3)
Finally, let dist(·, ·) be the distance between compact setsN1, N2 ⊂ Rn+l given by dist(N1, N2) =
infz1∈N1,z2∈N2 |z1 − z2|.
7 In [29], matrices A and B are assumed to be (locally) constant. For practical validation of slow manifolds in
this section, we consider (3.1) with locally constant matrices A and B around numerical equilibria of x˙ = f(x, y, 0).
In Section 4 we consider y-dependent matrices A(y) and B(y).
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The basic concept for verifying the existence and smoothness of slow manifolds is rate con-
ditions discussed by Fenichel [14, 15] for the modified vector field of (3.1), which compares the
expanding and decay rates of variational trajectories along invariant manifolds. The (generalized)
Lyapunov-type numbers are considered there and these numbers estimate the smoothness of (nor-
mally hyperbolic) invariant manifolds as well as their invariant foliations. Here we apply arguments
based on [5, 6], which are reviewed in Section 2 and are in the same spirit as Fenichel’s arguments,
to slow manifolds for fast-slow systems. The approximate diagonal system (3.1) relates to (2.7) in
the following correspondence. The variable z in (2.7) corresponds to Z = (z, η)T ≡ ((a, b, y)T , η)T ,
where a is the (fast-)unstable variable, b is the (fast-)stable variable and y is the slow variable8, in
which case (3.1) has the form Z ′ = F (Z), where
F (Z) = (Fa(Z), Fb(Z), Fy(Z), Fη(Z))
T ,

Fa(Z)
Fb(Z)
Fy(Z)
Fη(Z)
 =

A(y)a+ F1(a, b, y, )
B(y)b+ F2(a, b, y, )
g(a, b, y, )
0
 . (3.4)
Definition 3.2 (Rate condition for fast-slow systems). Define the (local) rates for fast-slow system
(1.1) as those in Definition 2.10 for F in (3.4) with the coordinate (a, b, y). We say that (1.1) satisfies
the (local) rate condition of order k (in a ch-set D = N × [0, 0] ⊂ Rnu+ns+l+1) if F satisfies the
rate condition of order k in terms of local rates in Definition 2.10.
Remark 3.3. As in [5], inequalities (2.8) and (2.9) show the existence of W s(S) and W
u(S).
Inequalities (2.10) describe Cj-smoothness of W s(S) and W
u(S). Inequalities (2.8) and (2.11)
yield
(j + 1)−−→µs,1 < −−→ξsu,2, −−→µss,2 < (j + 1)−−→ξu,1,
showing the existence of (local) invariant foliations and Cj-smoothness fibers of W s(S) and
Wu(S).
Unless otherwise noted, the terminology “rate condition” always means that in Definition 3.2
in the context of fast-slow systems.
We would like to apply a series of results in Section 2.2 to F in a fast-saddle-type block N
and  ∈ [0, 0]. However, we cannot directly apply these results to N because N is not actually
an isolating block. More precisely, the flow ϕ does not always intersect the boundary in the slow
direction, Nslowc = Bnu ×Bns × ∂Bl, transversely. Nevertheless, we can prove the smoothness of
Wα(S), (α = u, s) under careful treatments of discussions in [5]. Before stating our result in this
section, we put the following assumption, which covers direct applications with rigorous numerics.
Assumption 3.4. The y-component of fast-saddle-type blocks, YN ≡ piyN , is an interval set,
namely,
YN =
l∏
i=1
[y−i , y
+
i ], (3.5)
which obviously keeps the structure of N as an h-set. Let mN (yi) :=
1
2 (y
−
i , y
+
i ) be the middle point
of the interval [y−i , y
+
i ]
We then have the following result.
8 In fast-slow systems, the multiple time scale parameter  can be considered as a component of the center
variable. The center variable y in Sections 2.3 and 2.4 therefore corresponds to the pair (y, ), or (y, η), of the slow
variable and the multiple time scale parameter in this section.
In (3.4), we do not consider other parameter dependence of systems explicitly. In our setting, several components
of slow variable y can be considered as parameters. In such a case, parameters y˜i1 = , y˜i2 , · · · , y˜ip can be considered
to evolve following the trivial vector field d
dt
y˜ij = 0. Whenever the system (1.1) contains parameters, the above
treatment enables us to apply arguments in Sections 2, 3 and later.
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Theorem 3.5. Consider (3.1), where F1, F2, g are C
k+1 for all variables including . Let N =
Bnu×Bns×YN ⊂ Rnu+ns+l be a fast-saddle-type block constructed in Section 2.1 being of the form
(3.5). Assume that the vector field F satisfies the rate condition of order k in N × [0, 0]. Then,
for each  ∈ [0, 0], N contains locally invariant manifolds S, Wα(S), α = u, s, which form
S = W
u(S) ∩W s(S) ∩N,
{Wu(S)}∈[0,0] = {(a, b, y, ) ∈ N × [0, 0] | b = hu(a, y, ), a ∈ Bnu , y ∈ YN},
{W s(S)}∈[0,0] = {(a, b, y, ) ∈ N × [0, 0] | a = hs(b, y, ), a ∈ Bns , y ∈ YN}.
Moreover, all these manifolds are Ck. That is, functions hu and hs determining Wu and W s are Ck
functions. In particular, for any  ∈ [0, 0], the validated slow manifold has a graph representation
S ∩N = {(x, y) ∈ Y | x = h(y), y ∈ YN}
such that the graph h is C
k on YN .
Proof. We only prove of the existence and smoothness for W s(S). The existence and smoothness
of Wu(S) follows from similar arguments. The smoothness of S follows from the fact that S is
the intersection of Ck-manifolds Wu(S) and W
s(S), and that the intersection is transversal.
Step 1. Modified vector fields and isolation of blocks.
First of all, we slightly extend N to N˜ , where
N˜ = Bnu ×Bns ×
l∏
i=1
[y˜−i , y˜
+
i ] ≡ Bnu ×Bns × YN˜ ,
and (y˜−i , y˜
+
i ) ≡ int[y˜−i , y˜+i ] ⊃ [y−i , y+i ] for all i = 1, · · · , l. Taking YN˜ smaller if necessary, we may
assume that |y˜+i −mN (yi)| = |y˜−i −mN (yi)| for all i ∈ {1, · · · , n}.
Next, we modify the vector field (3.1) of the form
a′ = A(y)a+ F1(x, y, )
b′ = B(y)b+ F2(x, y, )
y′ = g(x, y, ) + δρ(y)ny
η′ = 0
(3.6)
so that the vector field is inflowing invariant with respect to the slow-boundary N˜slow ≡ Bnu ×
Bns × ∂YN˜ . In other words, N˜slow should be a subset of the entrance of N˜ for (3.6) 9.
More precisely, let ρi : R→ R be a C∞ function satisfying
ρi(yi) =
{
0 yi ≤ y+i −mN (yi)
1 yi ≥ y˜+i −mN (yi)
, ρ′i(yi) ≥ 0 for all yi ∈ R.
We then construct a function ρ˜i : R→ R as follows:
ρ˜i(yi) =
{
ρi(yi −mN (yi)), yi ≥ mN (yi),
ρi(−yi +mN (yi)), yi ≤ mN (yi).
Finally, set
ρ(y) := (−sgn(y1 −mN (y1))ρ˜1(y1), · · · ,−sgn(yl −mN (yl))ρ˜l(yl))T , y ∈ Rl.
9 In the case of Wu(S), N˜slow should be a subset of the exit of N˜ . Namely, the vector field should be overflowing
invariant with respect to N˜slow.
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Note that the function ρ˜ is C∞ on R and that ny = ±ei (the standard i-th unit vector) for y with
yi = y˜
±
i , which indicate that the slow boundary N˜
slow is indeed inflowing invariant for sufficiently
large δ > 0 and hence N˜ is an isolating block for the modified system (3.6)10.
Arguments discussed in [29] (cf. [22]) indicate that, if necessary choosing N˜ being sufficiently
small so that N ⊂ N˜ , the new compact set N˜ is an isolating block for the modified vector field
(3.6) with the exit N˜− and the entrance N˜+ given as follows11:
N˜− = ∂Bnu ×Bns × YN˜ ,
N˜+ = Bnu × ∂Bns × YN˜ ∪Bnu ×Bns × ∂YN˜ .
In particular, the modified vector field (3.6) satisfies the covering condition in N˜ stated in Propo-
sition 2.14.
Step 2. Rate conditions in N × [0, 0] and N˜ × [0, 0].
Next, we discuss the relationship of local rates between on N × [0, 0] and on N˜ × [0, 0]. The
Jacobian matrix of the modified vector field (3.6) at Z˜ = (z˜, η˜) = ((a˜, b˜, y˜)T , η˜)T is
J(Z˜) =

A(y) + (∂F1/∂a)(Z) (∂F1/∂b)(Z) (∂F1/∂y)(Z) (∂F1/∂η)(Z)
(∂F2/∂a)(Z) B(y) + (∂F2/∂b)(Z) (∂F2/∂y)(Z) (∂F2/∂η)(Z)
(∂g/∂a)(Z) (∂g/∂b)(Z) (∂g/∂y)(Z) + δJyρ(y) σg(Z) + (∂g/∂η)(Z)
O O O O

Z=Z˜
,
where
Jyρ(y) = diag
(
−dρ1
dy1
(y1), · · · ,−dρl
dyl
(yl)
)
.
By our construction of ρ, the matrix
Jρ(Z) ≡

O O O O
O O O O
O O δJyρ(y) O
O O O O

is negative semidefinite for all z ∈ N˜ . Applying Lemma 2.8 to A = J(Z) and B = −Jρ(Z), we
know that the rate condition with respect to the modified vector field (3.6) in N˜ × [0, 0] is always
satisfied under the rate condition of F in N × [0, 0]. Indeed, the local rates which are changed
with the replacement of N by N˜ in Definition 3.2 are −−→µss,1 and −−−→µsu,212. Since the original vector
field F is Ck+1, then the inequalities (2.8) - (2.11) replacing N by N˜ still hold true by choosing N˜
sufficiently close to N . We shall write corresponding constants as −−−−→µss,1;N˜ , and so on. Then, with
the help of Lemma 2.8, we have
−−−−→µss,1;N˜ = sup
Z∈N˜×[0,0]
{
l
(
∂F(b,y)
∂(b, y)
(Z)
)
+M
∥∥∥∥∂F(b,y)∂a (Z)
∥∥∥∥}
≥ sup
Z∈N˜×[0,0]
{
l
(
∂F(b,y)
∂(b, y)
(Z) + Jρ(Z)
)
+M
∥∥∥∥∂F(b,y)∂a (Z)
∥∥∥∥} ,
−−−−→µsu,2;N˜ = inf
Z∈N˜×[0,0]
{
ml
(
∂F(a,y)
∂(a, y)
(Z)
)
− 1
M
∥∥∥∥ ∂Fb∂(a, y) (Z)
∥∥∥∥}
≤ inf
Z∈N˜×[0,0]
{
ml
(
∂F(a,y)
∂(a, y)
(Z) + Jρ(Z)
)
− 1
M
∥∥∥∥ ∂Fb∂(a, y) (Z)
∥∥∥∥} .
10 In the case of Wu(S), replace ρ by (sgn(y1 −mN (y1))ρ˜1(y1), · · · , sgn(yl −mN (yl))ρ˜l(yl))T .
11 In the case of Wu(S), the exit N˜− is ∂Bnu × Bns × YN˜ ∪ Bnu × Bns × ∂YN˜ , and the entrance N˜+ is
Bnu × ∂Bns × YN˜ .
12 Actually, constants −−−→µsu,1 and −−−→µss,2 also have effects on modifications to (3.6). However, these constants are
only used in discussions about Wu(S).
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The rightmost constants in the above inequalities are corresponding ones for (3.6) in N˜ . Note that
these inequalities are all necessities for existence and smoothness of W s(S). As a consequence,
the rate condition in N yields the rate condition in N˜ , provided N˜ is chosen sufficiently small so
that N ⊂ N˜ .
Step 3. Cone conditions in N˜ × [0, 0].
Finally, we discuss the existence of cones in N˜ × [0, 0]. To this end, we consider a series of
arguments about cones in N × [0, 0].
Proposition 3.6 (Unstable M -cone, cf. [29]). Consider (3.1). Let N ⊂ Rn+l be a ch-set and fix
M > 1. Assume that the following inequalities hold in N × [0, 0]:
−−→
ξu,1 > 0, (3.7)
−−→
ξu,1 −−−→ξss,1 > 0. (3.8)
Then, letting a function QuM (t) := |∆a(t)|2 − M2|∆ζ(t)|2, QuM ′(t) > 0 holds for all points in
N × [0, 0] with QuM (t) ≥ 0, where ζ = (b, y, η).
Before going back to the proof in Step 3, we derive the analogous statements for dynamics in
stable direction.
Proposition 3.7 (Stable M -cone). Consider (3.1). Let N ∈ Rn+l be a ch-set and fix M > 1.
Assume that the following inequalities hold in N × [0, 0]:
0 >
−→
ξs,1, (3.9)
−−→
ξsu,1 −−→ξs,1 > 0. (3.10)
Then, defining a function QsM (t) := |∆b(t)|2−M2|∆ν(t)|2, QsM ′(t) > 0 with the time-reversal flow
holds for all points on N × [0, 0] with QsM (t) ≥ 0, where ν = (a, y, η).
We go back to the proof in Step 3. Arguments in Step 2 show that inequalities (3.7), (3.8),
(3.9) and (3.10), estimated in N × [0, 0], lead to the same inequalities in N˜ × [0, 0].
Step 4. Final arguments.
Notice that inequalities (3.7), (3.8), (3.9) and (3.10) are contained in the rate condition (or order
0) in N × [0, 0]. As a consequence, under the rate condition of order k in N × [0, 0], we have the
following statements:
(From Step 1) the covering condition on N˜× [0, 0] for the time-h map Φh generated by the flow
of (3.6).
(From Step 2) the local rate condition in N˜ × [0, 0] for (3.6) and, by Proposition 2.12, for the
time-h map Φh generated by the flow of (3.6).
(From Step 3) Cone conditions in N˜ × [0, 0]. An alternative condition for the time-h map Φh;
namely, the backward cone condition (Definition 2.15), follows from Lemma 3.9 below.
A series of arguments in Section 2.2 to (3.6) in N˜ × [0, 0] show that the positively invariant
manifold W˜ s ⊂ N˜ × [0, 0] is Ck. Since the restriction of W˜ s to N × {} is exactly W s(S), then
we know that W s(S) is also C
k and the proof is completed.
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Definition 3.8 (M -cone conditions). We shall call inequalities (3.7) and (3.8) the unstable M -cone
condition in N . Similarly, we shall call inequalities (3.9) and (3.10) the stable M -cone condition
in N . When these conditions are satisfied, the unstable M -cone and the stable M -cone with the
vertex Z0 = (a0, b0, y0, η0) (in the (a, b, y)-coordinate) are given as follows, respectively:
CuM (Z0) := {(a, b, y, η) | |a− a0|2 ≥M2(|b− b0|2 + |y − y0|2 + |η − η0|2)},
CsM (Z0) := {(a, b, y, η) | |b− b0|2 ≥M2(|a− a0|2 + |y − y0|2 + |η − η0|2)}.
Propositions 3.6 and 3.7 show the transversality of flows on the boundary of cones as well as
invariance. In particular, these properties for stable M -cones yield the backward cone condition
for time-t maps with sufficiently small t > 0.
Lemma 3.9. Let N ⊂ Rnu+ns+l be a ch-set. Assume that the stable M -cone condition holds
in N × [0, 0]. Then, for sufficiently small t > 0, the time-t map Φt satisfies the backward cone
condition in N × [0, 0] in the sense of Definition 2.15.
Proof. Let Z1, Z2 ∈ N × [0, 0] be points such that Φ[0,h](Z1),Φ[0,h](Z2) ⊂ N × [0, 0] hold for
sufficiently small h > 0. Assume that Φh(Z1) ∈ CsM (Φh(Z2)). This implies QsM (t) = |∆b(t)|2 −
M2|∆ν(t)|2 ≥ 0, where
∆b(t) = pibΦt+h(Z1)− pibΦt+h(Z2),
∆ν(t) =
(
piaΦt+h(Z1)− piaΦt+h(Z2)
piyΦt+h(Z1)− piyΦt+h(Z2)
)
.
If QsM (0) > 0, then Q
s
M (−t) > 0 still holds for sufficiently small t > 0. The remainder is the case
QsM (0) = 0. The stable cone condition indicates that dQ
s
M/d(−t) > 0 on the boundary QsM (0) = 0.
Therefore, for any point Z1 on (N × [0, 0])∩{QsM (0) = 0}, there is a positive number tZ1 > 0 such
that QsM (−tZ1) > 0. Since (N × [0, 0]) ∩ {QsM (0) ≥ 0} is compact, then there is t0 ∈ (0, h) such
that QsM (−t0) > 0 holds for any Z1, Z2 ∈ N × [0, 0] satisfying Φh(Z1) ∈ CsM (Φh(Z2)). Setting
F (z) := Φh−t0(z), we know that the above arguments yield the backward cone condition in the
sense of Definition 2.15.
Let D and Dˆ be fast-saddle-type blocks given by (2.5) and (2.6), respectively. Theorem 3.5 says
that, under cone conditions, the slow manifold S is contained in the smaller block D. Obviously
S is also contained in Dˆ since D ⊂ Dˆ. Moreover, S is uniquely determined in Dˆ. If d0 ≤
dist(∂(pia,bDˆ), pia,bD), then our observations imply that the distance between S and ∂Dˆ in fast
components is greater than d0. Summarizing these arguments, we have the following result, which
is a simpler one than [29] and the key result for constructing tubular neighborhoods of S.
Corollary 3.10 (Fast-saddle-type blocks with spaces. cf. [29]). Consider (2.3). Let D, Dˆ ⊂ Rn+l
be fast-saddle-type blocks for (2.3) such that the coordinate representations Dc and Dˆc are actually
given by (2.5) and (2.6), respectively, for a given pair of positive numbers {ηu, ηs}. Assume that
stable and unstable cone conditions hold in Dˆc. Then the same statements as Theorem 3.5 holds
in Dˆc. Moreover, the distance between ∂Dˆc and the validated slow manifold S is estimated by
dist(pia(∂Dˆc), pia(W
s(S))) ≥ ηu,
dist(pib(∂Dˆc), pib(W
u(S))) ≥ ηs for  ∈ [0, 0].
The main feature of Corollary 3.10 is that slow manifolds as well as their stable and unstable
manifolds in Fenichel’s theorems are validated in given blocks with an explicit range  ∈ [0, 0].
Our criteria can be explicitly validated with rigorous numerics, which can be seen in [29].
Remark 3.11 (Fenichel’s original invariant manifold theorems). A series of invariant manifold
theorems in Fenchel’s theory (e.g., [16]) mainly consists of the following two parts. Consider (3.1)
and let S0 ⊂ {f(x, y, 0) = 0} be a subset. We assume
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(F) S0 is given by the graph of the C
∞ function h0(y) for y ∈ Y , where the set Y is a compact,
simply connected domain whose boundary is an (l − 1)-dimensional C∞ submanifold. S0
is normally hyperbolic. Finally, under a suitable nonlinear transformation, S0 is given by
{(x, y, 0) | x = h0(y) = 0, y ∈ Y }.
Then, for sufficiently small  > 0 and small ∆ > 0, and an appropriate coordinate system (a, b, y, ),
1. there are smooth functions hs(b, y, ) and hu(a, y, ) such that
W sloc(S) := {(a, b, y, ) | a = hs(b, y, ), |a| ≤ ∆, |b| ≤ ∆, y ∈ Y },
Wuloc(S) := {(a, b, y, ) | b = hu(a, y, ), |a| ≤ ∆, |b| ≤ ∆, y ∈ Y },
S := W
s
loc(S) ∩Wuloc(S)
are locally invariant (see [22]).
2. W sloc(S) and W
u
loc(S) admit invariant foliations. Namely, for each p ∈ S, its stable and
unstable manifolds W sloc(p) and W
u
loc(p), respectively, are locally invariant.
In particular, W sloc(S) and W
u
loc(S) admit fiber bundle structures over S. These bundles are
constructed in a tubular neighborhood {|a| ≤ ∆, |b| ≤ ∆, y ∈ Y } of S0. The assumption S0 =
{x = h0(y) = 0} is often imposed in abstract settings. Moreover, in the Fenichel’s normal form13
(e.g., [24])
a′ = Λ(a, b, y, )a
b′ = Γ(a, b, y, )b (3.11)
y′ = h(y, ) + H(a, b, y, )⊗ a⊗ b,
the assumption S = {x = h(y) = 0} is also imposed for sufficiently small  > 0. In concrete
systems, they are intrinsically two nontrivial problems; one is the concrete form for realizing such
assumptions, and another is the choice of radius ∆ of tubular neighborhoods so that they are
fast-saddle type blocks. Corollary 3.10 provides lower bounds of ∆.
4 Validating continuous family of eigenpairs
As shown in Section 2, fast-saddle-type blocks and cone conditions validate slow manifolds as the
graphs of Lipschitzian functions. This validation leads to considerations of computing eigenpairs
of the linearized matrix fx(h(y), y, ) on the validated slow manifold S = {x = h(y)}. As
seen in construction of blocks, eigenpairs of fx(h(y), y, ) on S are essential to obtain concrete
transformation of coordinate systems from the original ones to the simpler ones like mentioned in
Remark 3.11 along with S itself.
In this section we consider the eigenvalue problem
A(y)u(y) = λ(y)u(y) (4.1)
of continuous real matrix-valued functions A(y). In particular, we study this problem for validating
the family of eigenpairs (λ(y), u(y)) depending continuously on y with computer assistance.
Assume that we have approximate eigenpairs {(λ˜j , u˜j)}nj=1 of A. We want to validate rigorous
eigenpairs of A by means of {(λ˜j , u˜j)}nj=1 even in the case that A depends continuously on pa-
rameters y. We apply the Newton-like iteration method to (4.1). A benefit of such an iteration
13 In (3.11), Λ and Γ are Ck smooth, nu×nu and ns×ns dimensional matrix-valued functions, respectively, h is
a Ck smooth function in Rl, and H is a Ck rank there tensor, for all k <∞, with ⊗ denoting the tensor product. In
component-wise notation, the y component of the vector field is expressed as y′i = hi(y, ) +
∑nu
u=1
∑ns
s=1 Hiusaubs.
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approach is that we can easily extend it to the interval Newton or the Krawczyk method (e.g.,
[36]), which enables us to validate a continuous parameter family of eigenpairs.
First consider real eigenpairs. Our aim is the family of eigenpairs {λi(y), ui(y)}ni=1 which varies
continuously, not only locally but globally on y ∈ Y . We then consider the following formulations
for applying problems to (not necessarily small) Y :
FR(u, λ; y) :=
(
A(y)u− λu
|u|2 − 1
)
=
(
0
0
)
, y ∈ Y, λ ∈ R, u ∈ Rn, (4.2)
where Y is a compact, contractible subset of Rl. Without the loss of generality, we assume that Y
is an interval set [Y ], namely, the interval hull of a set. The n× n matrix-valued function A(y) is
assumed to be continuous with respect to y ∈ Y .
Next consider the problem involving complex eigenvalues. An expected formulation for complex
eigenpairs from real ones will be the following system:
F˜C(u, λ; y) :=
(
A(y)u− λu
|u|2 − 1
)
=
(
0
0
)
, y ∈ Y, λ ∈ C, u ∈ Cn,
which actually fails to provide unique determination of eigenvectors. Indeed, given an eigenpair
(λ, u) ∈ C1+n with |u| = 1, where u is complex, then (λ, eiθu) ∈ C1+n is also an eigenpair and
|eiθu| = 1 for any θ ∈ [0, 2pi). In other words, we need add a restriction of θ so that an eigenvector
u locates a certain direction. To this end, we add an equation Im(u1) = 0 to the equation F˜C = 0;
namely, the first component of u should be real. The new equation is
FˆC(u, λ; y) :=
A(y)u− λu|u|2 − 1
Imu1
 =
00
0
 , y ∈ Y, λ ∈ C, u ∈ Cn.
We further divide the original problem into the real part and the imaginary part, which is our
system for complex eigenpairs:
FC(u, λ; y) :=

A(y)ur − (λrur − λiui)
A(y)ui − (λrui + λiur)∑n
j=1((u
r
j)
2 + (uij)
2)− 1
ui1
 =

0
0
0
0
 , (4.3)
where u = ur + iui and λ = λr + iλi. The linearized matrix of FC at (u0, λ0, y0) is
AˆC =

A− (λ0)rIn (λ0)iIn −(u0)r (u0)i
−(λ0)iIn A− (λ0)rIn −(u0)i −(u0)r
2ui 2ur 0 0
0 eT1 0 0
 , (4.4)
where eTj = (0, · · · , 0, 1, 0, · · · , 0) is the unit vector whose j-th component is the only nontrivial
element. In the present paper, we apply the Krawczyk iterations to validating y-continuous family
of solutions.
Let y0 ∈ [Y ] be fixed and {λ(y0), u(y0)} ≡ {λ0, u0} be an (approximate) eigenpair. First we
focus on real eigenvalues and associated eigenvectors. Define then the Krawczyk-type operator
KR : Rn+1 → Rn+1 associated with (4.2) as
KR([u], [λ]) = KR([u], [λ]; y0, u
0, λ0)
:=
(
u0
λ0
)
− CR
(
(A(y0)− λ0I)u0
|u0|2 − 1
)
+ (I − CR ·DFR([u], [λ]; [Y ])) ·
(
[u]− u0
[λ]− λ0
)
, (4.5)
where we use the following notations:
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• CR is a nonsingular matrix close to the inverse of
AˆR(y0) =
(
A(y0)− λ0I −u0
2(u0)T 0
)
,
which AˆR(y0) is expected to be nonsingular.
• [u] ⊂ Rn is an interval set in the u-component containing u0.
• [λ] ⊂ R is an interval in the λ-component containing λ0.
The Krawczyk-type operator KC : R2(n+1) → R2(n+1) associated with the complex eigenpair is
defined in the similar manner to KR as follows:
KC([u], [λ]) = KC([u], [λ]; y0, u
0, λ0)
:=

(u0)r
(u0)i
(λ0)r
(λ0)i
− CCFC(u0, λ0, y; p) + (I − CC ·DFC([u], [λ]; [Y ])) ·

[ur]− (u0)r
[ui]− (u0)i
[λr]− (λ0)r
[λi]− (λ0)i
 ,
(4.6)
where we use the following notations:
• CC is a nonsingular matrix close to the inverse of AˆC in (4.4), which is expected to be
nonsingular.
• [ur] ⊂ Rn is an interval set in the ur-component containing (u0)r.
• [ui] ⊂ Rn is an interval set in the ui-component containing (u0)i.
• [λr] ⊂ R is an interval in the λr-component containing (λ0)r.
• [λi] ⊂ R is an interval in the λi-component containing (λ0)i.
If the matrix CK, K = R or C, is nonsingular, then KK is well-defined. Regularity of CK corresponds
to the simpleness of eigenvalues, which is shown in the following lemma.
Lemma 4.1. For an eigenpair satisfying FR(u, λ; y0) = 0, λ ∈ R is simple if and only if
JR(u, λ) :=
(
A− λIn −u
2uT 0
)
is nonsingular, where A = A(y0).
Similarly, for a complex eigenpair (λ, u) ∈ Cn+1 satisfying FC(u, λ; y0) = 0, λ ∈ C is simple if
and only if
JC(u, λ) :=

A− λrIn λiIn −ur ui
−λiIn A− λrIn −ur ui
2(ur)T 2(ui)T 0 0
0 eT1 0 0

is nonsingular.
Proof. See Lemma 2 in [38] for λ ∈ R and JR. The proof for λ ∈ C and JC is similar, but we give
a precise proof here.
Assume first that J = JC is singular. Then there is a nonzero vector v = (zr, zi, αr, αi)T such
that Jv = 0, which implies
Azr − (λrzr − λizi)− (αrur − αiui) = 0,
Azi − (λizr + λrzi)− (αrui + αiur) = 0,
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i.e., Az − λz = αu, where z = zr + izi and α = αr + iαi. We also have zrur + ziui = 0,
which indicates Re〈z, u〉 = 0 with the standard inner product 〈·, ·〉 on Cn. Moreover, the vector
w = (−zi, zr, αi,−αr)T is nonzero and leads the same conclusions as v with Im〈z, u〉 = 0 instead of
Re〈z, u〉 = 0. There are two cases for these statements; the first is α = 0 and the second is α 6= 0.
The first case means z 6= 0, Az = λz and 〈z, u〉 = 0, which implies that z is another eigenvector of
λ independent of u. The second case means Az−λz = αu 6= 0 and (A−λIn)2z = α(A−λIn)u = 0
since u is the eigenvector of λ. Therefore, λ is at least double eigenvalue and hence λ is not simple.
Conversely, suppose that λ is not simple. Assume further that there is an eigenvector z˜ of
λ, which can be chosen so that 〈z˜, u〉 = 0. In particular, z˜ 6= 0 and Az˜ = λz˜ hold. Now there
is an element θ1 ∈ [0, 2pi) such that the first component of eiθ1 z˜ is real. From the linearity of
eigenvalue problems, eiθ1 z˜ 6= 0 and A(eiθ1 z˜) = eiθ1Az˜ = eiθ1λz˜ = λ(eiθ1 z˜) still hold. Thus the
vector v˜ := ((eiθ1 z˜)r, (eiθ1 z˜)i, 0, 0)T satisfies Jv˜ = 0 and hence J is singular. If there is no second
eigenvector, then there is a vector zˆ 6= 0 such that (A − λIn)zˆ = u and 〈zˆ, u〉 = 0 and that the
first component of eiθˆ1 zˆ is real for some θˆ1 ∈ [0, 2pi), since λ is not simple. Hence the vector
vˆ := ((eiθˆ1 zˆ)r, (eiθˆ1 zˆ)i, 1, 0)T is nonzero and satisfies Jvˆ = 0, which implies that J is singular.
Given an initial region X0 ≡ ([u]0, [λ]0) ⊂ Rn+1 or ([ur]0, [ui]0, [λr]0, [λi]0) ⊂ R2(n+1), define
the sequence of interval sets
Xk+1 := K(Xk, [Y ]) ∩Xk, k = 0, 1, 2, · · · ,
where K = KK. As a consequence of ordinary Krawczyk iterations, we obtain the following result.
Proposition 4.2. Let K = R or C. Assume that K(X, [Y ]) = KK(X, [Y ]) in (4.5) or (4.6) is well-
defined, namely, K(X, y) is well-defined for all y ∈ [Y ]. Further assume that one of components
of [u]0 in X0 does not contain 0 ∈ R. Then the following statements hold: for some k ≥ 0,
1. if Xk contains a zero x
∗ of FK(·, y), then so does K(Xk+1, y) ∩Xk;
2. for each y ∈ Y , if K(Xk, y) ∩Xk = ∅, then Xk contains no zeros of FK(·, y);
3. If K(Xk, [Y ]) ⊂ int(Xk), then for all y ∈ [Y ], Xk contains exactly one zero of FK. Moreover,
the family of zeros {x∗(y) = (λ∗(y), u∗(y))} depends continuously on y ∈ [Y ]. As a conse-
quence, we have a continuous family {λ∗(y), u∗(y)} of an eigenpair of A(y) on [Y ]. Suppose
further that the validated eigenvalue λ(y) is simple for all y ∈ [Y ]. Then the associated
eigenvector u(y) is uniquely determined.
Proof. All the statements with fixed y ∈ Y are just consequences of Krawczyk iterating method
(e.g., Theorem 5.9 in [36]). The rest is the proof of the third statement. The assumption
K(X, [Y ]) ⊂ int(X) implies that K(X, y) ⊂ int(X) holds for each y ∈ Y . The ordinary Krawczyk
iteration results thus holds true for all y ∈ K, namely, we have a family {x(y) | y ∈ Y } ⊂ X such
that x(y) is the unique zero of FK(·, y) for each y ∈ Y . Zeros {x(y)} of FK corresponds to the
eigenpair (u(y), λ(y)). The continuous dependence of x(y) follows from the continuous dependence
of eigenpairs of continuous matrix-valued functions on y. The second equation |u(y)|2 = 1 restricts
the norm of eigenfuctions, and hence u(y) is uniquely determined up to signatures. Now the sig-
nature of u(y) is also uniquely determined, since one of components [u]0 3 u(y) does not contain
0. This fact shows the uniqueness of u(y) for all y ∈ [Y ].
In the next section, we apply Proposition 4.2 to A(y) = fx(h(y), y, ) with y and  as pa-
rameters, and obtaining a continuous family of eigenvectors at normally hyperbolic slow manifolds
S = {(x, y, ) | x = h(y)}. As an immediate consequence, we obtain vector bundles over S.
Using these bundles, we validate tubular neighborhoods of S with explicit radii.
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5 Validations of tubular neighborhoods of slow manifolds
We have already seen in Sections 2.1 and 3 that fast-saddle-type blocks and cone conditions validate
slow manifolds with their stable and unstable manifolds. Note that fast-saddle-type blocks in
practical validations are rectangular up to affine transformations and hence they are candidates
of tubular neighborhoods. The essence for constructing blocks is the choice of an appropriate
coordinate. This is locally realized as shown in Section 2.1, but it is a non-trivial question if such
a coordinate, possibly depending on slow variables, can be chosen continuously and globally. The
problem relates to the whole continuations of bases on fibers regarding a compact domain of slow
variables as a base space of vector bundles.
Validations of eigenpairs of fx(h0(y), y, 0) along the critical manifold S0 on an interval set Y
give bases of vector bundles over S0 below. As Fenichel’s theorems show, normally hyperbolic
invariant manifold S0 ⊂ {f(x, y, 0) = 0} = {x = h0(y)} for (1.1)0 admits an invariant foliation of
its stable and unstable manifold:
W s(S0) =
⋃
p∈S0
W s(p), Wu(S0) =
⋃
p∈S0
Wu(p).
It follows that, for each p ∈ S0, eigenvectors {vs1(p), · · · , vsns(p)} of fx(h0(y), y, 0) associated with
eigenvalues with negative real part generate a basis of TpW
s(p) with p = (h0(y), y). Similarly,
eigenvectors {vu1 (p), · · · , vunu(p)} of fx(h0(y), y, 0) associated with eigenvalues with positive real
part generate a basis of TpW
u(p). Since eigenvectors vary continuously on p ∈ S0, the collections
V s0 ≡
⋃
p∈S0
TpW
s(p) and V u0 ≡
⋃
p∈S0
TpW
u(p)
become vector bundles over S0. In other words, families of eigenvectors {vsi (p) | i = 1, · · · , ns, p ∈
S0} and {vui (p) | i = 1, · · · , nu, p ∈ S0} generate vector bundles over S0. These bundles can
be actually constructed by arguments in Section 4 with rigorous numerics, as shown below.
Moreover, the validation procedure in Section 4 gives eigenvectors {vs,1(p), · · · , vs,ns(p)} and{vu,1(p), · · · , vu,nu(p)} of the linearized matrix fx(h(y), y, ) at p = (h(y), y) ∈ S for  > 0.
These families of eigenvectors generate vector bundles
V s ≡
⋃
p∈S
V s (p) and V
u
 ≡
⋃
p∈S
V u (p)
where V s (p) = span{vs,1(p), · · · , vs,ns(p)} and V u (p) = span{vu,1(p), · · · , vu,nu(p)}.
In this section, we firstly provide algorithms for constructing vector bundles V α (∗ = s, u) over
S as well as validating S itself. Secondly, we apply such validated bundles and the procedure
in Section 2.1 to constructing enclosures of S with explicit and uniform lower bounds of radius.
We then show that, for each  ∈ [0, 0], these enclosures contain tubular neighborhoods centered
at S with certain radii, which is our validation methodology of tubular neighborhoods of S. The
numerical validation of tubular neighborhoods leads geometrically simple settings for considering
dynamics around slow manifolds like the Exchange Lemma (e.g., [23, 24]). Thirdly, we extend
the idea of tubular neighborhood validations to cones. Note that these methodologies can be
incorporated with rigorous numerics to various concrete fast-slow systems. Also note that, if we
add rate conditions in Definition 3.2 in our validations, we can validate various neighborhoods
of smooth slow manifolds, which are usually considered as tubular neighborhoods of invariant
manifolds (e.g., [1]).
5.1 Vector bundles V α
First we validate vector bundles over slow manifolds. Our procedure of V α stated in the beginning
of this section consists of the following validation processes:
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• Validate slow manifolds S with the graph representation x = h(y) on Y ;
• Validate eigenvectors of fx(h(y), y, ) at each point on S.
In order to compute eigenvectors of fx(h(y), y, ), we have to know where the slow manifold
S is. Fast-saddle-type blocks for all y ∈ Y ⊂ Rl and cone conditions validate neighborhoods of
slow manifolds with graph representations on Y as shown in Sections 2.1 and 3. Eigenvectors of
fx(h(y), y, ) can be thus validated by the procedure discussed in Section 4 with these blocks.
Iterating these steps with details below, we can validate S and vector bundles over S at the same
time. In any cases, we need to validate small neighborhoods of slow manifolds as seeds in our
iteration steps. We then use the following terminologies as simplified notations.
Definition 5.1 (Seeds). Construct an affine fast-saddle-type block following the procedure in Sec-
tion 2.1: in particular, D in (2.5). We shall say an affine fast-saddle-type block D, or equivalently
TD with an affine transformation T and ηα ≡ 0 in Section 2.1 satisfying cone conditions a seed.
Seeds describe enclosures of S in the present validation steps. The detailed algorithm for
constructing S and V
α
 is the following.
Algorithm 1 (Construction of S and V
α
 ). Let Y ⊂ Rl be a compact, contractible set and 0 > 0
be a given positive number. Divide Y into small pieces of interval sets Y =
⋃m0
j=1 Yj. For each
j = 1, · · · ,m0,
1. Construct a seed TjDj on Yj, with an affine transformation Tj, containing a branch of slow
manifolds for  ∈ [0, 0] (cf. Section 2.1). Here keep the information of numerical (right)
eigenpairs {λji , uji}ni=1 at a point (xj , yj) ∈ TjDj used in constructing TjDj, which are re-used
in Step 3. Let P j = [uj1, · · · , ujn] be the corresponding eigenmatrix, which is used in Algorithm
2 later. Note that we may set  = 0 for calculating eigenpairs of fx(xj , yj , ). Moreover, we
prepare the left eigenpairs {λji , pji}ni=1 of fx(xj , yj , 0) for Step 3.
2. Apply Gershgorin’s Circle Theorem to validating enclosures of eigenvalues {λi(TjDj)}ni=1 of
fx(x, y, ) on TjDj and verify if these enclosures are mutually disjoint.
3. For each eigenpair of fx(xj , yj , 0), apply Krawczyk-type operator KK to verifying conditions in
Proposition 4.2. We use the numerical right and left eigenpairs, {λji , uji}ni=1 and {λji , pji}ni=1,
to define the matrix CK in the definition of KK. In the practical verifications involving KK,
apply the bound of A(y) ≡ fx(h(y), y, ) given by
{fx(x, y, ) | (x, y) ∈ TjDj ,  ∈ [0, 0]}.
4. (Optional.) Verify the rate condition in Definition 3.2 by calculating the following numbers :
k′su,j :=
−−→µs,2(TjDj)−−→
ξsu,1(TjDj)
, ksu,j := bk′su,jc − 1, ksu := min
j=1,··· ,m0
ksu,j ,
k′ss,j :=
−−→µss,2(TjDj)−−→
ξsu,1(TjDj)
, kss,j := bk′ss,jc − 1, kss := min
j=1,··· ,m0
kss,j ,
k := min{ksu, kss}.
If some step fails, then consider the refinement of Y =
⋃m0
j=1 Yj and try again.
Theorem 5.2. Assume that all steps in Algorithm 1 returns succeeded for all j = 1, · · · ,m0. Then
we obtain the following objects; for each  ∈ [0, 0],
1. a slow manifold S = {(x, y, ) | x = h(y), y ∈ Y } for some Lipschitz function x = h(y)
defined on Y ;
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2. (right) eigenvectors {u,i(y) | y ∈ Y }ni=1 of fx(h(y), y, ).
These validated objects make vector bundles V α , α = s, u, over S. Moreover, if further assume
that Step 4 returns k ≥ 1, then the validated slow manifold S is Ck in Y .
Proof. Step 1 indicates the existence of slow manifolds with the graph representation in the seed.
Cone conditions guarantee that the validated pieces of slow manifolds are uniquely attached in the
intersection of seeds (e.g., Lemma 4.9 in [29]). As a consequence, we obtain the whole branch of
slow manifolds S = {(x, y, ) | x = h(y), y ∈ Y }.
Step 2 indicates that all eigenvalues of fx(h(y), y, ) are simple for each (y, ) ∈ Y × [0, 0].
Therefore, assumptions in Lemma 4.1 with respect to eigenvalues are satisfied and we can appro-
priately construct a nonsingular matrix CK so that the Krawczyk-type operator KK is well-defined.
Step 3 guarantees the existence of eigenvectors by Proposition 4.2. Obviously, validated en-
closures contain eigenvectors {u,i(y)}ni=1 for each (y, ) ∈ Y × [0, 0], which can be determined
uniquely for each (y, ). Since fx(h(y), y, ) varies continuously on (y, ), then so do {u,i(y)}ni=1,
and these vectors on the seed constructs a product {(h(y), y), u,i(y)} for each i, which is exactly
a trivial vector bundle over S ∩ TjDj for each j. The uniqueness statement of eigenpairs by the
Krawczyk method and simpleness of eigenvalues show that, if Yi ∩ Yj 6= ∅ with i 6= j, validated
eigenpairs coincides, at least up to signatures, in Yi ∩ Yj . This fact implies that the spanning
eigenspaces is uniquely determined in Yi ∪ Yj . As a consequence, the collections V u and V s given
by
V u (h(y), y) := span{u,1(y), · · · , u,nu(y)}, V s (h(y), y) := span{u,nu+1(y), · · · , u,n(y)}
V u :=
⋃
p=(h(y),y)∈S
V u (p), V
s
 :=
⋃
p=(h(y),y)∈S
V s (p)
determine vector bundles over S. Here eigenvectors {u,1(y), · · · , u,nu(y)} are associated with
eigenvalues with positive real part and {u,nu+1(y), · · · , u,n(y)} are associated with eigenvalues
with negative real part.
The final assertion directly follows from the fact that S is the intersection of C
kss -manifold
W sloc(S) and C
ksu -manifold Wuloc(S).
5.2 Tubular neighborhoods of slow manifolds with explicit radii
In Section 5.1, we have validated slow manifolds S = {(h(y), y) | y ∈ Y } as well as eigenvectors
of fx(h(y), y, ) on S. These eigenvectors can be applied to constructing fast-saddle-type blocks,
as discussed in Section 2.1. Moreover, construction of blocks with positive numbers {ηα}α=u,s in
(2.6) yields the block with explicit lower bounds of radii ηu, ηs centered at (h(y), y) for each (y, ).
Furthermore, since h(y) depends continuously (possibly smoothly) on (y, ), we expect that we
can validate slices of blocks at each (y, ) so that they depend continuously on (y, ). The collection
of such slices are our targeting tubular neighborhoods of S.
Before providing the algorithm for constructing tubular neighborhoods of S, we prepare an
auxiliary concept similar to seeds. Fix 0 > 0. Let {ηα}α=s,u be given nonnegative numbers.
Assume that all steps in Algorithm 1 with j = j0 ∈ {1, · · · ,m0} on [0, 0] are succeeded, and let
B˜j be the validated seed on Yj0 . We define a target as a fast-saddle-type block constructed by the
following steps.
Fix j0 ∈ {1, · · · ,m0} and B˜ = B˜j0 . Let {[λi(B˜)]}ni=1 be a sequence of interval enclosures of
eigenvalues of fx(x, y, ) on B˜; namely,
[λi(B˜)] = {λ ∈ C | λ is the i-th eigenvalue of fx(x, y, ) for some (x, y) ∈ B˜,  ∈ [0, 0]}.
We divide {[λi(B˜)]}ni=1 into two groups: {[λai (B˜)]}nui=1∪{[λbi (B˜)]}nsi=1, where [λai (B˜)] is the enclosure
of the i-th eigenvalues with positive real part, and [λbi (B˜)] is the enclosure of the i-th eigenvalues
28
Kaname Matsue Rigorous Numerics of Tubular Neighborhoods of Slow Manifolds
with negative real part. Also, let [P (B˜)] be the interval enclosure of eigenmatrices associated with
{[λi(B˜)]}ni=1 validated in Step 3 of Algorithm 1. For a given ch-set E × Y containing the seed B˜,
we compute the following enclosures:{
[P (B˜)]−1P j0F (x, y, ) | (x, y) ∈ [T (z, w)] ⊂ E × Y,  ∈ [0, 0]
}
i,ji
( [δ−i,ji , δ
+
i,ji
],
i = 1, 2, j1 = 1, · · · , nu, j2 = 1, · · · , ns,
where [P (B˜)]−1 = {P−1 | P ∈ [P (B˜)]} and P j0 is the sample eigenmatrix computed in Step 1 of
Algorithm 1. The enclosure [T (z, w)] is given by
[T (z, w)] :=
{(
Pz + x¯− fx(x¯, y¯)−1fy(x¯, y¯)w,w + y¯
) | P ∈ [P (B˜)]} ,
where (x¯, y¯) is a (numerical) equilibrium for (1.3), i.e., f(x¯, y¯, 0) ≈ 0, for constructing the seed B˜.
Then define the set Dj0 ⊂ Rn+l by the following:
Dj0 :=
nu∏
i=1
[a−i , a
+
i ]×
ns∏
i=1
[b−i , b
+
i ]× Yj0 ,
[a−i , a
+
i ] :=
[
− δ
+
1,i
inf[λai (B˜)]
− ηu, − δ
−
1,i
inf[λai (B˜)]
+ ηu
]
,
[b−i , b
+
i ] :=
[
− δ
−
2,i
sup[λbi (B˜)]
− ηs, − δ
+
2,i
sup[λbi (B˜)]
+ ηs
]
.
If we validate [TDj0 ] ⊂ E×Yj0 , then Dj0 becomes a fast-saddle-type block by arguments in Section
2.1.
Definition 5.3 (Targets). Let Dj0 be a fast-saddle-type block with {ηα}α=u,s satisfying [TDj0 ] ⊂
B × Yj0 . We further assume that cone conditions are satisfied in Dj0 . We then say Dj0 a target
on Yj0 with radii {ηα}α=u,s.
Now we are ready to construct tubular neighborhoods of S.
Algorithm 2. Let Y ⊂ Rl be a compact, contractible set and 0 > 0 be a given positive number.
Divide Y into small pieces of interval sets Y =
⋃m0
j=1 Yj. For each j = 1, · · · ,m0,
1. Run Steps 1 ∼ 3 in Algorithm 1.
2. Construct a target Dj on Yj with the sequence of radii {ηα}α=u,s for  ∈ [0, 0] containing
the seed B˜j.
3. Verify
ηu > diag(pia([P (B˜j)]
−1P jB˜j)) and ηs > diag(pib([P (B˜j)]−1P jB˜j)). (5.1)
4. (Optional.) Verify rate conditions in Definition 3.2 by calculating the following numbers :
k′su,j :=
−−→µs,2(Dj)−−→
ξsu,1(Dj)
, ksu,j := bk′su,jc − 1, ksu := min
j=1,··· ,m0
ksu,j ,
k′ss,j :=
−−→µss,2(Dj)−−→
ξsu,1(Dj)
, kss,j := bk′ss,jc − 1, kss := min
j=1,··· ,m0
kss,j ,
k := min{ksu, kss}.
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If all steps are succeeded, return true.
Remark 5.4 (Geometric meaning of (5.1)). Note that the seed B˜j is constructed in the fixed
coordinate via Tj(z, w) = (P
jz + xj − fx(xj , yj)−1fy(xj , yj)w,w + yj) in Yj . Inequalities (5.1)
estimate the location of seeds and the desiring slice N |{(y,)=(y¯,¯)} in the coordinate depending on
y ∈ Yj via T (z, y) = (h(y) + P (y)z, y).
Theorem 5.5. Assume that Algorithm 2 returns true. Then, for each  ∈ [0, 0], the union of
targets
⋃m0
j=1Dj contains the fast-saddle-type block N = N (S; {ηα}α=u,s) of the following form:
N = TD(ηu,ηs) = {(h(y) + P(y)z, y) | z ∈ R(ηu, ηs), y ∈ Y } with
D(ηu,ηs) = R(ηu, ηs)× Y, R(ηu, ηs) =
nu∏
j=1
[−ηu, ηu]×
n∏
j=nu+1
[−ηs, ηs].
Here P(y) denotes the n × n matrix whose i-th column is the eigenvector u,i(y) associated with
eigenvalues {λ,i(y)}ni=1 validated in Step 1. The construction of D(ηu,ηs) is considered in the
following form of (1.1):
a′i = λ
a
,i(y)ai + F1,i(x, y, ), Reλi > 0, i = 1, · · · , nu,
b′i = λ
b
,i(y)bi + F2,i(x, y, ), Reλi < 0, i = 1, · · · , ns
via the transformation x = h(y) + P(y)(a, b), where {λ,j(y)}nj=1 is the family of eigenvalues
validated in Step 1. If we further validate Step 4 in Algorithm 2 for all j = 1, · · · ,m0, then we
have W s(S) as a C
kss-manifold in N , Wu(S) as a Cksu-manifold in N and S as a Ck-manifold
in N .
Proof. By the definition, for all y ∈ Yj , a target Dj on Yj contains the slice TDj(y; ). The block
Dj(y; ) is given by
Dj(y; ) :=
nu∏
i=1
[a−,i(y), a
+
,i(y)]×
ns∏
i=1
[b−,i(y), b
+
,i(y)]× Yj ,
[a−,i(y), a
+
,i(y)] :=
[
− δ
+
1,i(y)
λa,i(y)
− ηu, − δ
−
1,i(y)
λa,i(y)
+ ηu
]
,
[b−,i(y), b
+
,i(y)] :=
[
− δ
−
2,i(y)
λb,i(y)
− ηs, − δ
+
2,i(y)
λb,i(y)
+ ηs
]
.
Remark that, by our construction, [δ−i,ji(y), δ
+
i,ji
(y)] ⊂ [δ−i,ji , δ+i,ji ] holds for each y ∈ Yj . Ob-
viously, every slice N |{(y,)=(y¯,¯)} with y¯ ∈ Yj is contained in the slice TDj(y¯; ¯). The rest is to
prove that N is of fast-saddle-type. Note that cone conditions for both seeds and targets indicate
that the validated slow manifold in targets is actually contained in seeds. This fact and inequalities
(5.1) for all j imply that the slice of seeds B˜j |{(y,)=(y¯,¯)} is contained in the interior of the slice
N |{(y,)=(y¯,¯)} and that ∂B˜j |{(y¯,¯)} ∩∂N |{(y¯,¯)}= ∅. From the construction of blocks in (2.6),
we then know that all points on the boundary of D(ηu,ηs) for all (y, ) are either exit or entrance
points, which shows that N is a fast-saddle-type block.
Our construction naturally gives the definition of the fast-exit N f,− and the fast-entrance N f,+
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of tubular neighborhood N by
N f,− = TDf,−ηu,ηs , N f,+ = TDf,+ηu,ηs ,
Df,−ηu,ηs = R(ηu, ηs)f,− × Y
≡
nu⋃
J=1
J−1∏
j=1
[−ηu, ηu]× {±ηu} ×
nu∏
j=J+1
[−ηu, ηu]×
n∏
j=nu+1
[−ηs, ηs]
× Y,
Df,+ηu,ηs = R(ηu, ηs)f,+ × Y
≡
n⋃
J=nu+1
 nu∏
j=1
[−ηs, ηs]×
J−1∏
j=1
[−ηs, ηs]× {±ηs} ×
ns∏
j=J+1
[−ηs, ηs]
× Y.
The proof of Theorem 5.5 induces an important property of tubular neighborhoods, which is
just a case of Theorem 5.5 with m0 = 2.
Corollary 5.6 (Unique continuation of tubular neighborhoods). Let Y1, Y2 ⊂ Rl be compact
contractible sets such that Y1 ∩ Y2 6= ∅ is also contractible. Also let Di (i = 1, 2) be targets on
Yi with common radii {ηα}α=u,s validated for all  ∈ [0, 0]. Then, for any  ∈ [0, 0], the union
D1 ∪ D2 contains the tubular neighborhood N on Y = Y1 ∪ Y2.
This corollary indicates that we can extend tubular neighborhoods of slow manifolds in arbitrary
range of slow variables as long as assumptions of Corollary 5.6 are satisfied.
5.3 Conic and star-shaped neighborhoods of slow manifolds
Our validations of tubular neighborhoods are easily extended to validation of cones. Recall from
Section 3 that (un)stable cones with the vertex (z0, η0) = ((a0, b0, y0), η0) ∈ Rn+l+1 are described
by
CuM (z0, η0) := {(a, b, y, η) | |a− a0|2 ≥M2(|b− b0|2 + |y − y0|2 + |η − η0|2)},
CsM (z0, η0) := {(a, b, y, η) | |b− b0|2 ≥M2(|a− a0|2 + |y − y0|2 + |η − η0|2)},
which is considered in the coordinate (a, b, y) through, say, the transformation
(x, y) = (h(y) + P(y)(a, b), y), P(y)
−1fx(h(y), y, )P(y) = diag(λ,1(y), · · · , λ,n(y))
to obtain (3.1). Like the slow manifold S, the above representation of cones depends continuously
on y in general. We can then apply the continuous family of eigenpairs {(λ,i(y);u,i(y))}ni=1 to
validating cones which depend continuously on y, which yields cone-like neighborhoods of slow
manifolds as follows.
Definition 5.7 (Conic neighborhoods). Let S = {x = h(y) | y ∈ Y } be a normally hyperbolic
slow manifold with the graph representation on an interval set Y ⊂ Rl. Let also N = {(h(y) +
x, y) | x ∈ P(y)R(ηu, ηs), y ∈ Y } be a tubular neighborhood of S for some ηu, ηs > 0, where
P (y) : Rn → Rn is a homeomorphism. Let Mu,Ms ≥ 1 and lu, ls ≥ 0.
Define the set CuMu,lu(ηu, ηs) := T(CuMu,lu(ηu, ηs)× Y ), where
CuMu,lu(η
u, ηs) = [R(ηu, ηs) ∪ {(a, b) | |a− a0| ≥Mu|b− b0|,
(a0, b0) ∈ R(ηu, ηs)f,−, (a− a0, b− b0) · ν(a0, b0) > 0} ] ∩R
(
ηu + lu, ηs +
lu
Mu
)
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and ν(a0, b0) is the outer unit normal vector of R(η
u, ηs) at (a0, b0) ∈ ∂R(ηu, ηs).
Similarly, define CsMs,ls(ηu, ηs) := T(CsMs,ls(ηu, ηs)× Y ), where
CsMs,ls(η
u, ηs) = [R(ηu, ηs) ∪ {(a, b) | |b− b0| ≥Ms|a− a0|,
(a0, b0) ∈ R(ηu, ηs)f,+, (a− a0, b− b0) · ν(a0, b0) > 0} ] ∩R
(
ηu +
ls
Ms
, ηs + ls
)
.
We say the set Cu ≡ CuMu,lu(ηu, ηs) (resp. Cs ≡ CsMs,ls(ηu, ηs)) the unstable (resp. stable) conic
neighborhood of S if the unstable M
u-cone condition (resp. the stable Ms-cone condition) is
satisfied in CuMu,lu(ηu, ηs) (resp. CsMs,ls(ηu, ηs)). See Figure 1-(b).
Finally, we call the set S := Cu ∪ Cs a star-shaped neighborhood of S. See Figure 1-(c).
Conic neighborhoods consist of tubular neighborhoods and points inside corresponding cones
whose vertices are on the boundary N f,±. Properties of cones and the definition of Cα, α = u, s,
immediately yield the following properties.
Theorem 5.8. Let Cu and Cs be unstable and stable conic neighborhoods of a slow manifold
S = {x = h(y)}. Then both Cu and Cs are homeomorphic to N . The fast-exits of Cu and Cs are
given as follows, respectively (compare with N f,−) :
(Cu)f,− = T
(
(Cu)f,− × Y ) ,
(Cu)f,− = R
(
ηu + lu, ηs +
lu
Mu
)f,−
,
(Cs)f,− = T
(
(Cs)f,− × Y ) ,
(Cs)f,− = R (ηu, ηs)f,− ∪ {(a, b) ∈ Cs | |b− b0| = Ms|a− a0|, (a0, b0) ∈ R(ηu, ηs)f,− ∩R(ηu, ηs)f,+},
where Cu = CuMu,lu(η
u, ηs) and Cs = CsMs,ls(η
u, ηs). Similarly, the fast-entrances of Cu and Cs
are given as follows, respectively (compare with N f,+) :
(Cu)f,+ = T
(
(Cu)f,+ × Y ) ≡ T ((CuMu,lu(ηu, ηs))f,+ × Y ) ,
(Cu)f,+ = R (ηu, ηs)
f,+ ∪ {(a, b) ∈ Cu | |a− a0| = Mu|b− b0|} \ (Cu)f,−,
(Cs)f,+ = T
(
(Cs)f,+ × Y ) ≡ T ((CsMs,ls(ηu, ηs))f,+ × Y ) ,
(Cs)f,+ = R
(
ηu +
ls
Ms
, ηs + ls
)f,+
\ (Cs)f,−.
Proof. We give a proof only for Cu. The case Cs is similar.
The first assertion immediately follows from the definition of Cu and N . Note that it is suf-
ficient to consider the structure of (Cu)f,± since Y does not affect the fast-boundary and the
homeomorphism T preserves the exit-entrance information of boundary.
We know that
∂Cu ⊂ R(ηu, ηs)f,+
∪ {(a, b) ∈ Cu | |a− a0| = Mu|b− b0|, (a0, b0) ∈ R(ηu, ηs)f,− ∩R(ηu, ηs)f,+}
∪ {(a, b) ∈ Cu | a = ± (ηu + lu)} .
It is thus sufficient to study the dynamics on the right-hand side. The first set R(ηu, ηs)f,+
corresponds to a part of fast-entrance, and hence to a part of (Cu)f,+. Consider the second set
{(a, b) ∈ Cu | |a − a0| = Mu|b − b0|, (a0, b0) ∈ R(ηu, ηs)f,− ∩ R(ηu, ηs)f,+}. The unstable cone
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condition indicates that the flow intersects the set transversely so that points enter Cu. Namely,
the second set is the fast-entrance of Cu, which is regarded as the part of (Cu)f,+. Move to the final
set {(a, b) ∈ Cu | a = ± (ηu + lu)}. We only consider the case a = ηu + lu. Another part follows
from mirror arguments. Notice that any points (a, b) on the set is included in the closure of the
unstable Mu-cone centered at a point (a0, b0) on R(η
u, ηs)f,−. The expansion result in the unstable
cone under the unstable cone condition (Proposition 3.6) indicates that the differential ddt |a− a0|2
is positive, which shows the final set is the exit. Indeed, since (a0, b0) is on the fast-exit N f,−,
then (a0, b0) penetrates Cu \N , which indicates that piaϕ(t, (a0, b0, y, )) > ηu for sufficiently small
t > 0. At the same time, the inequality ddt |a− a0|2 > 0 indicates that piaϕ(t, (a, b, y, )) > ηu + lu
for the same t. This observation indicates that the final set is a part of (Cu)f,−.
Validation of conic neighborhoods is quite simple, as shown in the following proposition, which
immediately follows from the geometry of cones and evolution of disks.
Proposition 5.9. Let N = TD(ηu,ηs) be a tubular neighborhood of S validated in Theorem
5.5. Assume further that the unstable Mu-cone condition is satisfied in the set N u(Mu, lu) ≡
S + P(y)R
(
ηu + lu, ηs + l
u
Mu
)
. Then the set N u(Mu, lu) contains the conic neighborhood CuMu,lu
of S.
Similarly, assume that the stable Ms-cone condition is satisfied in the set N s(Ms, ls) ≡ S +
P(y)R
(
ηu + l
s
Ms , η
s + ls
)
. Then the set N s(Ms, ls) contains the conic neighborhood CsMs,ls of S.
Proof. This immediately follows from the inclusion
CuMu,lu(ηu, ηs) = T(CuMu,lu(ηu, ηs)× Y ) ⊂ TD(ηu+lu,ηs+ luMu ).
The statement for Cs is similar. Compare with Definition 5.7.
Figure 1: Sections of tubular, conic and star-shaped neighborhoods of S
Unlike the usual validations of equilibria in terms of isolating blocks or radii polynomials (e.g.,
[7, 8]), the center of all neighborhoods is not the approximate equilibrium but the
rigorous equilibrium.
As a corollary of Invariant Manifold Theorem (Theorem 3.5), we obtain the following extended
representation of W s(S) and W
u(S) in conic neighborhoods.
Corollary 5.10. Consider (3.1). Let Cu and Cs be unstable and stable conic neighborhoods of S,
respectively, for  ∈ [0, 0], and S = Cu ∪ Cs be a star-shaped neighborhood. Assume that the stable
Ms-cone condition in Cs and the stable Ms-cone condition in Cs are satisfied. Then
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1. the smooth function hs(b, y, ) validated in Theorem 3.5 is extended to
∏n
i=nu+1
[−(ηs +
ls), ηs + ls] × Y × [0, 0] with the range
∏nu
i=1[−(ηu + ls/Ms), ηu + ls/Ms]. The graph
(hs(b, y, ), b, y) is included in CsMs .
2. the smooth function hu(a, y, ) validated in Theorem 3.5 is extended to
∏nu
i=1[−(ηu+ lu), ηu+
lu]×Y×[0, 0] with the range
∏n
i=nu+1
[−(ηs+lu/Mu), ηs+lu/Mu]. The graph (a, hu(a, y, ), y)
is included in CuMu .
5.4 Remark : an aspect of parameterization
We comment about relationships to parameterization method (e.g., [3, 4]) as well as their rigorous
numerics.
Definition 5.11 (e.g., [3]). Consider a nonlinear vector field F on Rm and another vector field G
on Rm. A parameterization of F to G is a homeomorphism K : Rm → Rm such that the following
equation holds:
F ◦K = K ◦G,
namely, K is a topological conjugacy between F and G.
Validated slow manifolds S = {x = h(y)} and eigenpairs {λi(y; ), ui(y; )}ni=1 gives a param-
eterization between (1.1) and (3.1) on Y ⊂ Rl, which can be shown as follows. Let P(y) be a
nonsingular matrix whose j-th column is uj(y; ). Then the mapping
K(y) : Rn → Rn, K(y)(z) := h(y) + P(y)z (5.2)
gives a Ck-family of change of coordinates between (1.1) and (3.1). In particular, the following
statement holds true.
Corollary 5.12. Assume that there is a compact Ck-slow manifold S = {x = h(y) | y ∈ Y }
with k ≥ 1, where Y ⊂ Rl is an h-set. Then the Ck-diffeomorphic family of mappings K =
[K]× idl, [K] = {K(y) : Rn → Rn | y ∈ Y,  ∈ [0, 0]} gives a family of parameterizations of (1.1)
to (3.1) in the sense that
(
f(K(y)z, y, )
g(K(y)z, y, )
)
= {(h(y), 0)}+ (P(y) idl)
(A(y)a+ F1(K(y)z, y, )B(y)b+ F2(K(y)z, y, )
)
g(K(y)z, y, )

for some smooth functions F1 and F2, such that
P(y)fx(h(y), y, )P(y)
−1 =
(
A(y) 0
0 B(y)
)
≡ diag(λ,1(y), · · · , λ,n(y))
and that Fi(0, y, ) ≡ 0 for y ∈ Y , where idl is the identity map on Rl.
Proof. By assumption of S and smooth dependence of eigenpairs with respect to the vector field
f , the mapping K(y) is C
k for all (y, ). It is also Ck with respect to (y, ). The rest of statements
directly follows from definitions.
The above statement shows that our change of coordinate around slow manifolds stated in
Theorem 5.5 gives a parameterization K of vector field (1.1) for all  ∈ [0, 0] up to the first (namely,
linear) order term. Applications of general (namely, up to higher order) parameterization with both
non-rigorous and rigorous numerical calculations open the door for calculating Fenichel normal
forms around concrete slow manifolds for concrete fast-slow systems. Numerical applications of
parameterization can be seen in e.g., [8].
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6 Numerical validation examples and discussions
In this section, we demonstrate validations of tubular neighborhoods centered at slow manifolds.
Our procedure also validates associated vector bundles over slow manifolds. We further demon-
strate validations of conic and star-shaped neighborhoods associated with tubular neighborhoods
centered at slow manifolds. Our examples here focus on the following three points:
• twisted tubular neighborhoods (Section 6.1);
• global and smooth neighborhoods along nonlinear curves (Section 6.2); and
• applicability of our procedures for fast-slow systems with multi-dimensional fast and slow
variables (Section 6.3).
All computations are done by MacBook Pro Early 2015 model (3.1 GHz, Intel Core i7 Processor,
16GB 1867 MHz DDR3 Memory), GCC version 7.0 (with option -O3 -DNDEBUG -DKV FASTROUND)
and kv library [25] version 0.4.43. Computation times in our validation results in these environ-
ments stated here are listed in Table 3; at the end of this section. Validation codes are available
at [28].
6.1 Twisted slow-periodic motion
The first example is an artificial but simple system in cylindrical coordinate in R3 given by
r′ = r(1− r2) cos θ − z sin θ,
z′ = r(1− r2) sin θ + z cos θ,
θ′ = .
(6.1)
The aim of this example is to construct “twisted” neighborhoods of slow manifolds.
First consider the case  = 0, in which case θ is just a parameter. Obviously the set S = {r =
1, z = 0} consists of equilibria, which is actually an invariant circle. We then follow Algorithms 1
and alg-nbh, which validate, if succeeded, slow manifolds S near S as well as vector bundles over
S and tubular neighborhoods centered at S.
Computer Assisted Result 6.1. Consider (6.1). We validate a tubular neighborhood centered
at the slow manifold S near or equal to the nullcline S = {r = 1, z = 0, θ ∈ [0, 2pi]} with radii
ηu = ηs = 1.0× 10−4. The vector bundles V u and V s over S are shown in Fig. 2.
Note that  gives no effect on whole validations in this example. This example, we show that
we can validate twisted vector bundles as well as tubular neighborhoods of slow manifolds which
reflect the twistedness.
6.2 The FitzHugh-Nagumo system
The second example is the FitzHugh-Nagumo system
u′ = v
v′ = δ−1(cv − f(u) + w)
w′ = c−1(u− γw),
(6.2)
where a ∈ (0, 1/2), c, γ and δ are positive parameters, and f(u) = u(u − a)(1 − u). (6.2) is well-
known as the system of traveling wave solutions (U,W ) = (ψU (x−ct), ψW (x−ct)) of the following
partial differential equation:{
Ut = Uxx + f(U)−W
Wt = (U − γW )
, t > 0, x ∈ R. (6.3)
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(a) (b)
Figure 2: The center of validated vector bundles V u and V
s
 for (6.1)
(a) : The bundle V u . The base space is S with θ ∈ [0, 2pi] colored by green. Each fiber is spanned
by the unstable eigenvector u(θ) colored by red.
(b) : The bundle V s . The base space is S with θ ∈ [0, 2pi] colored by green. Each fiber is spanned
by the stable eigenvector s(θ) colored by blue.
Validation of slow manifolds for (6.2) with explicit ranges of  are discussed in [10, 29]. In [29], fast-
saddle-type blocks are constructed independently on intervals [y−j , y
+
j ] centered at sample points
yj , which violates the smoothness of the union of blocks. On the other hand, isolating segments,
which is a counterpart of fast-saddle-type blocks in [10], are constructed which forms an h-set.
Here we focus on how we construct smooth neighborhoods, say h-sets, of nonlinear slow manifolds
with arbitrary length systematically. A series of our validation procedures stated in Section 5 gives
an answer to this problem; that is, smooth neighborhoods can be extended in arbitrary length as
long as Algorithms 1 and 2 return true. In the following result, we only set parameters including
the radii ηu, ηs of our desire, approximate initial equilibria (one equilibrium for each branch of S0)
in advance.
Computer Assisted Result 6.2. Consider (6.2). Set a = 0.3, γ = 10.0 and δ = 9.0. For all
c ∈ [0.799, 0.801] and  ∈ [0, 1.0 × 10−4], we validate a tubular neighborhood centered at the slow
manifold S near or on the portion of nullcline S = {f(u) = w} ∩ {w ∈ [−0.0002, 0.08]} with radii
ηu = ηs = 1.0 × 10−3. Slope {Mα}α=u,s and length {lα}α=u,s of cones for validating conic and
star-shaped neighborhoods are
Mu = 5, Ms = 10, lu = 0.01, ls = 0.09 for branch containing (u,w) = (0, 0),
Mu = 4, Ms = 6, lu = 0.008, ls = 0.08 for branch containing (u,w) = (1, 0).
Validated tubular and star-shaped neighborhoods are shown in Figures 3 - 5.
Moreover, the leftmost branch of S is C
17 and the rightmost branch of S is C
7 for all  ∈
[0, 1.0× 10−4].
The parameter values in Computer Assisted Result 6.1 is those for validating homoclinic orbits
for (6.2) with  > 0 in [29].
Smoothness validations in terms of rate conditions (Figure 6) estimate normal hyperbolicity
of slow manifolds. From Figure 6, we expect that slow manifolds as well as their tubular neigh-
borhoods can be extended arbitrarily in suitable directions. Indeed, we also obtain the following
result, for example. What we changed from Computer Assisted Result 6.2 is just the number of
iterations m0.
Computer Assisted Result 6.3. Under the same settings as Computer Assisted Result 6.2, for
all c ∈ [0.799, 0.801] and  ∈ [0, 1.0×10−4], we validate a tubular neighborhood centered at the slow
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θ λ1(θ) u1(θ)
0 [0.999992741958, 1.000006791375]
(
[−6.673440138039× 10−4, 6.772434334871× 10−7]
[0.9999979331077, 1.000002155782]
)
pi/2 1.41432554407505544072
(
0.57785144359090155092804
−0.81614418380337315376799
)
pi [1.999994416494, 2.000003915277]
(
[0.9999977581224, 1.000002285772]
[−1.063112822102× 10−3, 2.72908020214× 10−4]
)
3pi/2 1.413918226976898226973
(
0.577518956619266828025463
0.81696649747173794854755
)
θ λ2(θ) u2(θ)
0 [−2.00000489336,−1.999992839973]
(
[0.9999974324377, 1.000002323118]
[−1.345486294031× 10−6, 1.334678804813× 10−3]
)
pi/2 −1.41410187084821870851
(
0.5776851432715684921267
0.81684900322622618998034
)
pi [−1.000005814453,−0.9999935855922]
(
[−1.364580534662× 10−4, 5.31560477539× 10−4]
[0.9999980145027, 1.000002146471]
)
3pi/2 −1.41450924661129246614
(
0.578017857622171816924196
−0.81602633732076141008822
)
Table 1: Several validated eigenpairs in Computer Assisted Result 6.1.
(λ1(θ), u1(θ)) denotes the parameter family of eigenpairs associated with unstable eigenvalue.
(λ2(θ), u2(θ)) denotes the parameter family of eigenpairs associated with stable eigenvalue.
manifold S near or on the portion of nullcline S = {f(u) = w}∩{u ≤ 0.01, w ∈ [−0.002, 82.4716]}
with radii ηu = ηs = 1.0× 10−3.
6.3 The predator-prey system
The third example is the predator-prey system
u˙ = w,
w˙ = −θw − uf1(u, v),
v˙ = z,
z˙ = −(θz + vf2(u, v)),
(6.4)
where
f1(u, v) := (1− u)(u− v), f2(u, v) := au− b− v. (6.5)
This system is regarded as the traveling wave system of the partial differential equations with the
following form: 

∂u1
∂t
= 2
∂2u1
∂x2
+ u1f1(u),
∂u2
∂t
=
∂2u2
∂x2
+ u2f2(u),
t > 0, x ∈ R, (6.6)
where u = (u1, u2) is restricted to the nonnegative quadrant {u1, u2 ≥ 0}. The nonlinearities f1
and f2 satisfy suitable assumptions reflecting biological phenomena, which are not stated here.
The reaction-diffusion system (6.6) is motivated by predator-prey system from ecology, in which
case u1 and u2 represents the living predator and prey, respectively. This model is an example of
(modified) Rosenzweig-MacArthur equations, and the existence of periodic traveling wave solutions
of this system is considered in [18], which is based on the Conley index theory. Arguments in
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Figure 3: Tubular neighborhood of slow manifolds for (6.2)
Black curve represents the nullcline f(u)−w = 0. Two tubular neighborhoods are validated around
(u, v) = (0, 0) and (1, 0). Red surfaces are fast exit. Blue surfaces are fast entrance.
(a) (b)
Figure 4: Tubular neighborhood of slow manifolds for (6.2) : Projections of sections {w = const.}
(a) : Sections of tubular neighborhoods around (u, v) = (0, 0). (b) : Sections of tubular neighbor-
hoods around (u, v) = (1, 0). Red surfaces are fast exit. Blue surfaces are fast entrance.
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(a) (b)
(c) (d)
Figure 5: Fast-saddle-type stars (star-shaped neighborhoods) of slow manifolds for (6.2)
(a) : Sections of star-shaped neighborhoods around (u, v) = (0, 0): the 3D plot.
(b) : Sections of star-shaped neighborhoods around (u, v) = (1, 0): the 3D plot.
(c) : Sections of star-shaped neighborhoods around (u, v) = (0, 0): the 2D plot.
(d) : Sections of star-shaped neighborhoods around (u, v) = (1, 0): the 2D plot.
The central blocks of stars correspond to slices of tubular neighborhoods shown in Figs. 3- 4. Red
surfaces are fast exit. Blue surfaces are fast entrance. All star-shaped domains drawn here are
validated ones replacing ls in Computer Assisted Result 6.3 by 0.02.
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(u,w)
(
[−1.041095921349× 10−6, 3.362281652217× 10−4]
[−1.0× 10−4, 0.0]
) (−0.1393648241443400372866998
[0.0699, 0.0700]
)
λ1 0.23
30656780011
13774849585 0.33
18664771135
03365343961
u1
(
0.974466342782936944780339
0.227070919677353340238595
) (
0.949732004448189022030275
0.315063023421335775665615
)
λ2 −0.14247698569241882997479 −0.241444465963929806561325
u2
(−0.9895735154845901936675038
0.142692867538410723669084
) (−0.97154003722822545527814
0.236125267081846861516551
)
(u,w)
(
[0.9997685653125, 1.000577904404]
[−1.0× 10−4, 0.0]
) (
0.851221761727903581502084
[0.0699, 0.0700]
)
λ1 0.32
277846534857
61480456307 0.2
21146299268
187758769091
u1
(
0.95091136372520552084232
0.3115662745882099857738407
) (
0.977100213511162048927254
0.216016434435636346494841
)
λ2 −0.237256002518588987929435 −0.1298752159966322689543302
u2
(−0.972443649407331768060885
0.232373004838108352040574
) (−0.99117529438098632571519
0.1310982954026288226770962
)
Table 2: Several validated data associated with Computer Assisted Result 6.2.
As in Table 1, (λ1, u1) denotes the parameter family of eigenpairs at (u,w) associated with unstable
eigenvalue, while (λ2, u2) denotes the parameter family of eigenpairs at (u,w) associated with stable
eigenvalue.
[18] are revisited in [17] and several trajectories of (6.6) are validated via rigorous numerics for
sufficiently small  > 0. The aim of this section is to validate smooth tubular, conic and star-shaped
neighborhoods of slow manifolds with an explicitly given range [0, 0]. The validation indicates that
our validation procedure is applicable to systems with multi-dimensional fast and slow variables.
Our basic verification strategy is exactly same as preceding subsections.
Computer Assisted Result 6.4. Consider (6.4). Set a = 1.65, b = 0.25 and θ = −0.25.
Then, for all  ∈ [0, 1.0 × 10−4], tubular neighborhood centered at the slow manifold S near or
on the portion of nullcline S = {u = 0, 1, w = 0} are validated in the slow variable range (v, z) ∈
[0.2, 0.8] × [−0.6, 0.2]. Validated radii of the neighborhood near u = 0 are ηu = ηs = 1.3 × 10−4.
Validated radii of the neighborhood near u = 1 are ηu = ηs = 1.5× 10−4.
Conic and star-shaped neighborhoods of S are also validated with slope {Mα}α=u,s and length
{lα}α=u,s of cones given by
Mu = 1.1, Ms = 1.1, lu = 0.001, ls = 0.005 for branch containing (u,w) = (0, 0),
Mu = 1.1, Ms = 1.1, lu = 0.001, ls = 0.005 for branch containing (u,w) = (1, 0).
Moreover, the slow manifold near u = 0 is C8 and the slow manifold near u = 1 is C4.
The local smoothness of slow manifolds as well as their (un)stable manifolds is listed in Figure
7 and, as in Computer Assisted Result 6.2, the smoothness of slow manifolds stated in Computer
Assisted Result 6.4 is put as the minimum of these validated smoothness indices. The right graph
in Figure 7 indicates that S near u = 1 loses smoothness near v = 1. Indeed, direct calculations
show that the eigenvalue of the fast component of linearized vector field (6.4) at (u,w) = (1, 0) is(
0 1
3u2 − 2(v + 1)u+ v −θ
)
(u,w)=(1,0),θ=−0.25
=
(
0 1
1− v 0.25
)
.
Eigenvalues are λ = 18 ± 12
√
1
16 − 4(1− v), which becomes 0 at v = 1. This indicates that normal
hyperbolicity of S near u = 1 breaks near v = 1. Our result in Figure 7 reflects this observation.
Also note that eigenvalues become complex in v ≥ 65/64.
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(a) (b)
Figure 6: Validated local smoothness of S for (6.2)
(a) : Local smoothness of S near u = 0. (b) : Local smoothness of S near u = 1.
In both graphs, the horizontal axis is w and the vertical axis is k, where k = bmin{ksu,j , kss,j}c− 1
in the target block Dj with piy(Dj) = {−0.002} + [j∆, (j + 1)∆], ∆ = 1.0 × 10−4. These
graphs indicate that the slow manifolds lose their smoothness near fold points (ufold, wfold) ≈
(0.137060186089,−0.0192716562198), (0.729606480577, 0.0847531377013), as described in the geo-
metric singular perturbation theory including non-hyperbolic points (e.g., [26]).
(a) (b)
Figure 7: Validated local smoothness of S for (6.4)
(a) : Local smoothness of S near u = 0. (b) : Local smoothness of S near u = 1.
In both graphs, the height describes the smoothness k of S at j = (j1, j2), where k =
bmin{ksu,j, kss,j}c − 1 in the target block Nj with piy(Nj) = {(0.2,−0.6)} + [j1∆v, (j1 + 1)∆v] ×
[j2∆z, (j2 + 1)∆z], ∆v = 0.003,∆z = 0.004. These graphs indicate that, as in Figure 6, the
slow manifolds lose their smoothness near a non-hyperbolic curve {(u,w, v, z) | (unh, wnh, vnh) =
(1, 0, 1)}.
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Computer Assisted Result Computation time
6.1 7.109 sec.
6.2 3.552 sec.
6.3 26 min. 10.872 sec.
6.4 2 min. 53.418 sec.
Table 3: Total computation times of Computer Assisted Results.
Computation time for 6.2 and 6.4 sums up corresponding times for two branches of slow man-
ifolds. Note that, in Computer Assisted Results 6.1, 6.2, 6.3 and 6.4, there are totally m0 =
3142, 800, 824736, 40000 iterations of calculations in Algorithms 1 and 2, respectively. We easily
see that the number of iterations m0 directly affects computation times.
7 Conclusion
In this paper, we have discussed a validation method to construct isolating blocks continuously
depending on points on slow manifolds with computer assistance. Essential arguments in our
methodology are summarized as follows:
• Validations of continuous families of eigenpairs of fx(h(y), y, ) on slow manifolds S = {x =
h(y)}.
• Validations of tubular, conic and star-shaped neighborhoods centered at slow manifolds with
computer assistance.
• Smoothness of slow manifolds as well as tubular neighborhoods with the help of rate condi-
tions.
Our procedure realizes nonlinear (diffeomorphic) transformations of tubular neighborhoods of slow
manifolds as well as manifolds themselves. Note that our validations of continuous families of
eigenpairs of fx(h(y), y, ) on slow manifolds S = {x = h(y)} yields vector bundles V u and V s
over S which reflects the normal hyperbolicity of S. Tubular neighborhood validations like ours
will be the basis of computer assisted analysis of fast-slow systems when we want to apply general
and abstract arguments in geometric singular perturbation theory to concrete systems.
We conclude this paper providing several applications and perspectives of the current work.
One is the validation of global trajectories of fast-slow systems with multi-dimensional slow
variables with an explicit range of , which is one of our essential motivations of this work as the
sequel to [29]. A numerical validation of global trajectories for (1.1) with an explicit range [0, 0] of
 is discussed there. A topological concept called slow shadowing plays a role to validate trajectories
which shadow slow manifolds. This concept measures the strength of normal hyperbolicity relative
to the speed of slow dynamics. An essential estimate in this notion is constructed in locally
constructed fast-saddle-type blocks, while there is a trade-off of validations, which is mainly because
of non-smooth attachments of local blocks. Such a trade-off prevents us from validating true
trajectories with a range [0, 0] with large 0. We believe that our present results overcome this
difficulty because tubular neighborhoods of slow manifolds are viewed as smooth attachments
of local blocks. Indeed, there is a numerical validation evidence in [10] that (piecewise) smooth
neighborhoods of slow manifolds enable us to validate trajectories for (1.1) for  ∈ (0, 0] with large
0 enough to bridge the standard analysis. However, a choice of candidate blocks in [10] requires
artificial trail and error, which makes applications of preceding works to multi-dimensional slow
variables very difficult. On the other hand, our proposing method does not need heuristic processes
for constructing fast-saddle-type blocks under the suitable assumption to eigenvalues. Our result
in this paper will thus bridge ideas in preceding works to fast-slow systems with multi-dimensional
slow variables in a systematic way.
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We also note that our results in this paper contain constructions of vector bundles with com-
puter assistance. It is then natural to consider topological invariants of such bundles, say char-
acteristic classes. In our case, these topological invariants measure how twist slow manifolds are.
Twists of bundles over invariant manifolds can involve bifurcations of infinitely many global trajec-
tories (e.g. [11, 12, 13]) and is of great importance for understanding global dynamics. Note that
numerical validation of vector bundles over trajectories are already presented in, e.g. [7, 8] with
different motivations from ours. A well-known application of characteristic classes to dynamical
systems is the stability index (e.g. [21]) relating to stability of self-similar (traveling) wave solutions
V (ξ) of reaction diffusion systems with the linearized operator L along V (ξ).
Finally, we put a comment in a direction to higher order parameterizations of slow manifolds.
As indicated in Section 5.4, our validated change of coordinates is considered as a parameterization
of slow manifolds as well as their (un)stable manifolds up to the linear order term. Readers who
are familiar with parameterization method expect that this parameterization can be generalized
to that with higher order terms. There are several preceding studies of numerical computation,
possibly with rigorous numerics, of invariant manifolds (e.g., [37]), and these studies open the door
to rigorous numerics of normal forms around invariant manifolds. As for the Fenichel normal form
(3.11) well-known in the theory of fast-slow systems, we need to straighten slow manifolds, their
(un)stable manifolds as well as all fibers. We believe that parameterization method opens the door
to rigorous numerics of Fenichel normal forms with various numerical applications to fast-slow
systems, and that our procedure presented here is a basis of this direction from the geometric
viewpoint.
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