The paper describes an iterative algorithm for computing the limiting,o< steady-state,solution of the matrix Riccati differential equation associated with quadratic minimisation problems in linear systems. It i s shown that the positive-definite solution of the algebraic equation P F + F'P -PGR-'G'P + S = 0,provided that it exists and i s unique,can be obtained as the limiting solution of a quadratic matrix difference equation that converges from any nonnegative definite initial condition. The dcorithm is simele.and.at least for moderate dimensions of the ~~~ solution <atrix,competitive in computational effort with other current techniques for obtaining the limiting solution of the Riccati equation.
INTRODUCTION
The bilinear transformation of complex-function theory has long been a useful tool in the analysis of linear time-invariant systems,particularly in relating stability criteria for continuous time and discrete time svstems. Steielitzl has
shown that the sequence of operations, Laplace transformation + bilinear transforrnat~on -tnvrrse Z transformation, establishes an explicit isomorphism between the spaces of square integrable functions and square snmmable sequences.
In this paper,it will he shown that,hy means of an application of the bilinear transformation to the state-soace realisation of a transfer-functlon rnatr1x.a cont~nuous-tlme quadratlc mllumlsatlon problem over an lnilnlte tlme Interval can be transformed into a discrete-time problem. More precisely, an algebraic matrix equation This yields a new algorithm for computing the limiting solutions of Riccati differential equations that i s simple,numerically stable and competitive in computational effort with other known methods. Before developing the details of the method,it will be convenient in Section 2 of the paper to summarise the relevant results on the Riccati difference eanation havine a oositive-. ~~ semidefimte limiting solution,and to develop 3 necessary extension. The algorithm Itself will be described in Section 3,Iollowed in Section 4 by a discussion of its computational efficiency.
2 RICCATI DIFFERENCE EQUATION It will be assumed that the reader is familiar with the discrete-time and continuous-time versions of the state-rermlator problem and the Kalman filtering theory,which are the two main areas in which the Riccati difference equation, Paper 6762 C,paper first received 30th July I97I and in revisedfovm 31sl May 1972 Dr. Hitz is with the Department oi Mechanical Ewineerin,? and P/of.Anderson i s wilh the Departmenl of Electrical Engineering of the University of Newcastle, Newcastle, NSW2308,Auslralia 1402 eqn. 3, arises. Detailed expositions may be found inReferences 2-4. In the seque1,the coefficient matrices A,B,U and Q in eqn. 3 will be assumed to be real constant matrices of dimension n x n,n x m,m x m and n x n,respectively;U will be assumed to be positive-definite symmetric,and Q will he assumed to be wsitive-semidefinite svmmetric. even when A i s singular,so that there exists some positive constant B such that 11*(K,O)115 p < for all integers K 2 0. This,together with the fact that YAcll < 1 by theorem 1, shows, by eqn. 4, that lim I I A~I I = 0.
We point out,in passing,that,by means of theorems 1 and 2, it i s not hard to show that,under the hypotheses of theorem 2,the system of eqn. 5 is,in fact,asymptotically stable, whether or not A i s singular.
3
MAIN RESULT Let F,G,R and S be a set of constant real matrices of dimensions n X n,n x m,m x m and n x n,respectively,R being positive-definite symmetric and S being positive-semidefinite symmetric. The limiting,or steady-state solution Proof: The proof proceeds in several steps. In the first, eqn. 1 will be transformed into the form of eqn. 2. It will then be shown that the conditions that guarantee the existence of a unique positive-definite solution of eqn. l imply that the conditions of theorems 1 and 2 hold for the transformed a l e - and simplification yields
and
Then,from eqn. 17,
and,from eqn. 18,
From eqn. 19,
Using eqns. 20 and 21,
by eqns. l l , l 4 and 16. 
Equating this to eqn. 20 and using eqn. 22 gives
Substituting into eqn. 23, and expanding,gives Both terms on the right-hand side of eqn. 30 are evidently nonnegative. Therefore,if Q1x.= 0, both terms on the righthand side are zero, which imphes that x'@ = 0, o r e = 0. Clearly,@ = 0 implies that Q,x = 0. Therefore, the null spaces of Q and Ql, and therefore of Ql12, and Q:/2, are the same,and accordingly, [Al,Q:/2] IS completely observable, because [A1Q"2] is. Moreover,it has been shown that Q, i s positive-semidefinite.
By theorem 1, the difference equation
converges to a matrix that is theunique positive-definite solution of eqn.25,bown to he Q. Theorem 2 then guarantees 1404 that eqn. 31 converges from any positive-semidefinite initial condition. Finally, the proof of the theorem i s completed by noting that the right-hand sides of eqns. 23 and 25 were shown to be identical, with their equality not depending on the fact that each i s equal to Q . Consequently ,the difference equations eqns.6 and 31 must have the same solutions for the same initial conditions. 4
COMPUTATIONAL ASPECTS
The ease of implementation of many of the results of linear optimal-control and filtering theory depends largely on efficient algorithms for the solution of eqn. 1,and the problem has received much attention in the literature. It appears to be accepted now that a very efficient way to solve eqn. It is obviously desirable to check the effectiveness of a new algorithm by comparingthe solution times for a wide range of problems with those of current methods, such a s Fath's, obtained on the same computer. This we are unable to do a s yet. However,our initial experience with the algorithm has been quite encouraging. A number of equations were solved on an IBM 1130 computer,and the results a r e summarised in Table 1 . In most of the examples,S and R were identity matrices of aooroDriate dimension.and F and G were in the .. .
'control cmon~czi' form of Anderson and L~e n b e r g e r ,~ in which F has p 5 rn blocks of companion matrix form centred on the m a n d i w n a l , the blocks being coupled by some nonzero entries below the diagonal. The eigenvalues of F were within a radius of 8 in all cases. In Table l , k i s the   TABLE 1  SOLUTION TIMES FOR THE ITERATIVE ALGORITHM  ALGORITHM OF THEOREM 3 Number of Execution equations n m k time a 25 6 1 10-62, 65 average 27 av.
number of iterations of the difference equation, eqn. 6, reauired for the norm of the solution matrix to converee to an ~~ ->~ -~-accuracy of iive s~q l i r c a n t iigures, the solutlon starnng from an Initill value 410) = 0. The norm was taken as the sum of me absolute values oi the elements so that the examples with larger n are somewhat penalised by this convergence criterion. The execution times quoted were obtained on an IBM 1130 without hardware floating-point arithmetic and quite a slow printer. Bearing in nund that the speeds of the IBM 360-44 and the IBM 1130 differ by a factor of the order of 25 for problems with a high content of floating-point arithmetic with subscripted varlables, the average execution time for our 6th-order examnles should be about 2 s on the faster machine, and this compares favourably with the 4 s quoted by Fatb for his example.
The problems of Table 1 were all solved with a value of unity for the scalar a in theorem 3,and no attempt was made to influence the convergence rate of the difference equation by a suitable choice of o. However,the convergence rate does depend on a,and some care i s necessary in its choice. The dependence i s illustrated in Fig. 1 for some typical examples.
The main feature of the curves is the increase,quite sharp in some cases,in the number of iterations required a s a becomes either very large or very small. A consideration of of a by analytical methods, but the curves of Fig. 1 suggest that an o equal to the average of the absolute values of the eigenvalues of F will be quite close to the optimum. A complication arises if F has a real positive eigenvalue, such as curve e on Fia. 1. A choice of or close to this eieenvalue will result in some very large entries in ( a l -FI-';'and, hence, in all the coeificienls of eqn. 6, so that, after a few iteratrons, the solution oi eqn. 6 is computed as the dlfIerence of matrices with very large (and so 'nearly equal') entries, with a serious loss in the number of significant figures obtainable in the solution. In examnle (e) on Fie. 1. where F has an .. . Fig. 1 Dependence of convergence ynte of eqn. 6 on parameter or eqns. 6-11 readily shows why this occurs. Eqn. I shows that the eigenvalues of A a r e related to those of F by Ai(A) = {ru -hi(F)}-l{o +hi@)}, SO that, a s a becomes either very large or very small, all the moduli of the eigenvalues of A tend to unity, and, consequently, the difference in the magnitude of the elements of A'QA and Q becomes quite small. As a possible future extension of the ideas of this paper, we envisage the application of the bilinear transformation to problems of singular optimal control. In discrete time, one can expect the singular problem to be much more tractable.
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