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Symboles et notations
Convention typographique:
Les grandeurs vectorielles et tensorielles sont représentées en caractères gras lorsque la
variance n'est pas explicitement écrite.
Tableau 1. Grandeurs hydrodynamiques
Symbole Nom Unité
~ épaisseur de la couche limite thermique m
Ôv épaisseur de la couche limite cinématique m
D tenseur du taux de déformation S-1
E taux de dissipation de l'énergie cinétique de la turbulence m2 S-3
g accélération de la pesanteur m S-2
k énergie cinétique de la turbulence m2 S-2
J..1 viscosité dynamique Pa s
v viscosité cinématique m2 S-1
-t tenseur des contraintes de cisaillement Pa
T tenseur des contraintes Pa
V vecteur vitesse m S-1
Tableau 2. Propriétés physiques
Symbole Nom Unité
a diffusivité thermique m2 s-l
p coefficient de dilatation thermique K-1
0' tension superficielle Nm-1
O'T coefficient de tension superficielle NmK-l
Cp chaleur massique à pression constante J kg-1 K-l
le conductivité thermique W m-1 K-l
T température K
Tb température d'évaporation K
Tf température de fusion K
6Tableau 2. Propriétés physiques (Suite)
Symbole Nom
Ts température de solidification
p masse volumique
q, Q densité de flux thermique
P puissance



















éléments de longueur, surface et volume
dérivation d'un tenseur a
produit tensoriel
produit scalaire
Tableau 4. Variance des tenseurs
Symbole Nom
Di, D (0 composantes contravariantes (physiques)
Di' D (i) composantes covariantes (physiques)
Introduction
Le sujet de ce mémoire concerne l'étude des structures d'écoulement engendrées par l'effet
Marangoni thermique, ou effet thermocapillaire, lorsqu'un métal liquide est chauffé par un
apport localisé d'énergie, comme dans les procédés industriels d'élaboration des métaux à haut
point de fusion, tels que le Titane et ses alliages, qui utilisent un faisceau électronique pour
fondre et purifier un lingot métallique.
Mais, d'une façon plus générale, l'effet thermocapillaire intervient dès lors que la surface libre
d'un liquide n'est pas à une température uniforme. Citons par exemple les traitements de sur-
face (par faisceau laser ou électronique), les procédés de fusion de zone ou les méthodes Brid-
gman et Czochralski.
L'originalité du travail présenté réside dans les aspects suivants:
• Etude du comportement thermohydrodynamique du bain dans le cas de fortes
densités de puissance thermique
• Approche analytique du problème et vérification des prédictions par un modèle
numérique
• Utilisation de ce modèle numérique pour le calcul d'écoulements dans des con-
figurations industrielles
Le premier point sera présenté en détail aux chapitres 1 et 6 où nous montrerons que les confi-
gurations étudiées et les puissances envisagées n'ont pas fait l'objet d'études approfondies.
Le second point permettra de mettre en évidence les paramètres pertinents liés à notre pro-
blème et illustrera les possibilités de notre modèle numérique, en particulier l'efficacité des
méthodes exposées aux chapitres 2 à 5. Ceci constituera la matière des chapitres 7 et 8.
Le dernier point constitue une application directe des études précédentes, il concernera en par-
ticulier l'influence de la focalisation sur l'évaporation d'un bain de Titane lorsque les effets de
la turbulence et du creusement de la surface sont ou non pris en compte.
Nous avons limité notre étude au cas de matériaux purs, autrement dit les effets des éléments
d'alliage sur la tension superficielle (effet Marangoni solutal) et leur évaporation ne seront pas
pris en compte. De même, l'aspect solidification et l'influence éventuelle d'un tirage ont été
écartés de cette étude.
Nous avons par contre porté notre attention sur l'influence de la convection naturelle et son
importance vis à vis de l'effet thermocapillaire. Cette démarche simplificatrice à l'avantage de
pouvoir être confrontée à une analyse paramétrique et donc de permettre une étude précise des
mécanismes mis en jeu.
8 Introduction
1 Présentation générale
Nous présentons dans ce premier chapitre le contexte industriel et les éléments fondamentaux
concernant les travaux actuels sur l'effet thermocapillaire.
1.1 Le contexte industriel
Les métaux réfractaires utilisés dans l'aéronautique doivent répondre à des normes de compo-
sition et teneur en impuretés très strictes. Dans le cas du Titane, l'enjeu économique est impor-
tant car il entre dans la composition de la majorité des organes mobiles des réacteurs civils et
militaires. Il suffit de savoir que depuis 1977 cinq accidents aériens1 ont été attribués à la pré-
sence d'impureté de type Hard Alpha2 dans des composants de moteur pour comprendre que,
sous la pression des pouvoirs publics, une étude approfondie des mécanismes de formation,
d'élimination et de détection de ces particules a été entreprise - principalement aux Etats-
Unis - dès 1983. Les conclusions de cette enquête démontrent que le procédé triple VAR
généralement utilisé pour purifier le Titane (voir figure 1) est inadapté pour l'obtention d'un
Titane "zéro défaut" puisque pas moins de 28 sources potentielles d'impuretés ont été identi-
fiées. Parmi les procédés susceptibles de remplacer le triple VAR figurent en bonne place les
procédés PAM (Plasma Arc Melting) et EBM (Electron Bearn Melting) tel que le procédé
EBCHR de la figure 2.
Une autre étude, basée sur les résultats d'expériences d'ensemencement contrôlé de lingots de
Titane, tendrait à montrer la capacité des procédés EBM à éliminer, grâce à la possibilité de
vaporiser localement le métal, la quasi-totalité des impuretés.
Depuis quelques années, les procédés EBM ont la préférence des constructeurs et des fondeurs
aéronautiques et il est envisagé de modifier les normes de qualité des alliages afin de rendre
caduque les lingots obtenus par les autres procédés. Les conséquences d'un tel changement
dans les règlements auraient un fort impact sur l'économie aéronautique française, car les prin-
cipales sources de métaux réfractaires (CEZUS entre autres) des constructeurs tels que la
SNECMA ne sont pas équipés de procédés EBM.
Dès lors se pose la question de l'investissement en procédés EBM et de leur réelle efficacité.
En effet, les rares données disponibles sur les conditions d'exploitation des sites industriels
sont sujettes à cautiC?n car protégées par le secret industriel. C'est dans ce contexte qu'a été
constituée en 1989 sous l'impulsion du PIRSEM une ARC (Action de Recherche Concertée)
intitulée "Refusion - Purification par bombardement électronique des métaux et alliages
réfractaires" regroupant quatre laboratoires3 dont l'objectif est de parvenir à une bonne COffi-
1 Source GE Aircraft Engine
2 Solution solide nitrurée de Ti, C, W...




Electrode consommable (Ti) Figure 1. Schéma de principe du
procédé Triple VAR (Vacuum Arc
Remelting). Dans une enceinte
sous vide poussé, l'électrode à
purifier est fondue par un arc élec-
trique généré entre les parties
métalliques. Le lingot obtenu est
ensuite utilisé comme électrode
consommable dans une autre opé-
ration de fusion. Cette opération,




préhension des mécanismes de purification intervenant principalement à l'interface liquide/
vide, avec la contrainte que les résultats obtenus doivent pouvoir s'appliquer dans les procédés
discontinus Drip Melting et continus EBCHR (puisque dans les deux cas il s'agit de l'interac-
tion d'un métal avec une source thermique de grande puissance). La répartition des études
entre les différents partenaires, retenue en fonction de leurs compétences, est la suivante:
• Le LSG2M étudie l'hydrodynamique globale grâce à un modèle quasi-station-
naire du lingot secondaire en portant son effort sur les phénomènes de convec-
tion thermique et sur les aspects thermodynamiques .du processus de
purification.
• Les données concernant le comportement des alliages et les différents équilibres
thermodynamiques (inclusion/matrice, éléments d'addition/matrice) sont déter-
minées par le LTPCM.
• Les moyens d'analyse du Centre des Matériaux de Corbeil sont mis à profit
pour caractériser des échantillons, en particulier les profils de concentration à













Figure 2. Schéma de principe du procédé continu Electron Bearn Cold Hearth Refining (ESCHR)
mécanismes de dissolution proposés par le LTPCM.
• Le MADYLAM étudie, par une approche plus fondamentale, les phénomènes
couplés de transfert de masse et de chaleur à l'interface métal liquide/vide en
portant son attention sur les modifications apportées par l'effet Marangoni et la
turbulence interfaciale, cette démarche devant permettre le choix des phénomè-
nes à introduire dans une modélisation globale du procédé EBCHR et de déga-
ger les tendances dans le comportement du puits liquide en fonction des
conditions opératoires.
Les conséquences de ce programme d'étude sur le travail présenté dans ce mémoire concerne
essentiellement les configurations géométriques étudiées et le mode de dépôt du flux thermi-
que. Ainsi, nous nous sommes restreint à l'étude de géométries axisymétriques et à des fais-
ceaux de puissance et de focalisation variables dont la densité d'énergie suit une loi
gaussienne. D'autre part les modifications introduites par la présence d'un front de solidifica-
tion n'ont pas été abordées, toutes nos simulation ont été effectuées dans une cavité maintenue
à la température de fusion du métal.
Cependant, afin que ces travaux conservent leur cohérence vis à vis du procédé à modéliser,
nous avons conçu notre modèle numérique de façon à pouvoir prendre en compte les phéno-
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mènes de solidification et de tirage dans des géométries quelconques.
1.2 Présentation générale de l'effet Marangoni
Présentation générale
La convection capillaire (ou Marangoni) apparaît dans les liquides présentant une surface libre
pour lesquels la tension de surface a est susceptible d'être modifiée par la présence d'éléments
tensio-actifs (même en très faible teneur) ou par des gradients de température. En effet, l'équi-
libre des contraintes tangentielles en surface s'écrit, d'une façon générale:
da(t .. - pô ..) t. = t.
1) 1)) ) dXi
Cette expression traduit le fait que les contraintes tangentielles du fluide doivent compenser
celles induites par les variations de tension superficielle le long de l'interface, la conséquence
directe de cette relation étant que le fluide est nécessairement en mouvement si la tension
superficielle n'est pas constante. Le gradient de tension superficielle est en général inconnu,
mais on peut l'écrire, en supposant que a = a (T, en) est une fonction de la température et
des concentrations Cn des éléments d'addition1, de la façon suivante:
Cette relation constitutive nous montre que les gradients thermiques et solutaux sont des forces
motrices. Dans la suite de ce travail nous ne considérerons que les corps purs pour lesquels
seule la contribution du gradient thermique sera prise en compte. Il se trouve que pour la plu-
part des métaux liquides nous avons :
et la condition d'équilibre en surface, ou condition thermocapillaire, s'écrit dans un repère
local (n, t) lié à l'interface:
Puisque ici aT < 0, le liquide subit une force dirigée vers les gradients négatifs, c'est-à-dire
qu'il est "poussé" des régions chaudes vers les régions froides. Cette relation indique aussi que
le moteur de l'effet thermocapillaire est le gradient thermique le long de la surface, un mouve-
l Cette hypothèse suppose aussi qu'il n'y a pas d'interaction entre plusieurs constituants, ce qui est loin d'être le
cas, sauf pour les solutions infiniment diluées.
Travaux antérieurs sur l'effet Marangoni
ment peut donc être généré même dans le cas de très faibles températures.
1.3 Travaux antérieurs sur l'effet Marangoni
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Historiquement, la reconnaissance de l'importance du phénomène capillaire a été faite en 1855
par J. Thomson (frère aîné de Lord Kelvin) sur des "larmes de vin", c'est-à-dire la formation
de films minces de substances alcoolisées. L'explication donnée par Thomson était exacte
mais n'a pas suscité d'intérêt jusqu'en 1889, date à laquelle Gustav van der Mensbrugghe
publie une étude complète des mouvements résultants de variations de la tension superficielle.
Mais, deux années plus tard, Carlo Marangoni se proclame l'auteur de l'étude et le nom de
Thomson tombe dans l'oubli, alors que celui de Marangoni passe à la postérité.
Plus récemment, l'étude de l'effet "Marangoni" a suscité l'intérêt des métallurgistes s'intéres-
sant aux méthodes d'élaboration en microgravité ou sous champ magnétique. En effet, dans les
conditions opératoires ordinaires les forces volumiques de thermoconvection agissent au
même titre que les forces capillaires, mais dès lors qu'un contrôle de la convection naturelle est
nécessaire (le plus souvent en la supprimant) les effets capillaires deviennent prépondérants.
Presque tous les travaux sur l'effet Marangoni utilisent des géométries simples, rectangulaires
en général, avec un chauffage différentiel des parois latérales, le fluide utilisé étant soit une
huile soit un métal à bas point de fusion (étain, plomb, métal de Wood), les premiers ayant
l'avantage d'être transparents mais les seconds ayant un nombre de Prandtl proche de ceux uti-
lisés en élaboration.
Les aspects théoriques ont été étudiés par un grand nombre d'auteurs dont Levich, Ostrach et,
pour les aspects dynamiques et la stabilité de la surface, Davis. A partir de 1989, une démarche
alliant une approche expérimentale et une approche numérique a été conduite par H. Ben
Hadid de l'Ecole centrale de Lyon et le CEREM du Centre d'Etudes Nucléaires de Grenoble
sur une cavité rectangulaire avec un chauffage différentiel remplie d'un alliage Sn-Bi (voir
[Tosello 93]). L'étude paramétrique du chapitre 7 s'inspire de leurs travaux et observations.
De façon similaire, l'étude des instabilités capillaires à fort nombre de Marangoni dans les pro-
cédés de fusion de zone est entreprise à l'aide de moyens numériques dès 1990 par l'équipe de
A. Roux et P. Bontoux à Marseille.
En ce qui concerne l'étude des effets thermocapillaires dans des configurations du type bom-
bardement électronique, nous avons utilisé les travaux analytiques de Sanochkin et de Chan
pour leur modèle d'écoulement sous la tâche chaude et les résultats- des simulations de Sanoch-
kin et Rivàs. Notons que d'autres auteurs ont proposé des calculs dans des configurations simi-
laires sur de l'Aluminium (Tsaï, Kou, Szekely) mais fournissent. peu d'informations
quantitatives.
Enfin, nous n'avons pas eu accès à des résultats expérimentaux (tels que le débit d'évaporation
ou la température maximale en surface) fiables - difficiles à obtenir en tout état de cause -
concernant le Titane: seuls les articles de Soubbaramayer et Blumenfeld du CEA de Saclay
sur du Cerium ont permis une analyse critique de nos prédictions.
14 Présentation générale
2 Equations de conservation en
coordonnées curvilignes générales
Les équations servant à décrire le comportement du fluide sont parfaitement connues, mais
leur utilisation dans le cadre d'une procédure de résolution numérique soulève quelques pro-
blèmes. Ce sont ces difficultés que nous allons analyser, notre but étant d'obtenir in fine un
système d'équations se prêtant aux exigences des méthodes numériques (discrétisation facile,
stabilité, coût en calcul faible) et pouvant s'adapter à une large gamme de problèmes physiques
(nombre d'inconnues principales variable, topologie du domaine de calcul la moins restrictive
possible). Afin d'alléger la présentation, nous avons reporté à l'annexe A les notations et défi-
nitions des méthodes de calcul tensoriel que nous allons utiliser.
2.1 Equations de conservation et de transport
La conservation de la masse, de la quantité de mouvement et d'une quantité scalaire (tempéra-
ture, concentration, ... ) peuvent s'écrire sous la forme suivante :
~~ + div(pV) = 0
;/PV) + div(pV ® V - T) = Sv
;/p<j» + div(p<j>V - q) = Scjl
(1)
Dans ce système, la densité p, la vitesse Vet le scalaire <1> sont les variables dépendantes princi-
pales. Pour la fermeture du système, il faut établir des relations définissant le tenseur des con-
traintes et le vecteur flux en fonction de ces variables. Dans le cas d'un fluide Newtonien, le
tenseur des contraintes est donné par la loi de Stokes :
T = - (p + jJ.1diV(V) )1 + 2J.1D
dans laquelle p est la pression, flla viscosité, 1 le tenseur unité et D le tenseur du taux de défor-
mation correspondant à la partie symétrique du tenseur gradient de vitesse.
Le vecteur flux est en général donné par une loi de Fourier:
q = hepgrad<l> dans laquelle hep est la diffusivité ou la conductivité du scalaire.
Les termes de droite des équations du système (1) représentent les sources ou les puits des
variables correspondantes. .
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Ces équations, écrites sous forme vectorielle, sont compactes et traduisent bien le phénomène
physique qu'elles modélisent. Mais pour obtenir une forme pratique - calculable - des opé-
rateurs divergence et produit tensoriel il faut se donner une base de projection. La théorie du
calcul tensoriel permet d'uniformiser la notation et d'en alléger la lecture, mais elle laisse à
l'utilisateur un certain nombre de choix. En particulier, les vecteurs et tenseurs peuvent êtres
exprimés en termes de composantes covariantes ou contravariantes1. Une difficulté supplé-
mentaire vient du choix de la base de projection pour ces composantes, choix qui conditionne
la forme des équations (conservative ou non, faible ou forte).
Nous allons donc analyser les divers cas possibles et expliciter notre choix.
2.2 Formes conservatives faibles et fortes.
Dans cette discussion, nous utiliserons les composantes contravariantes, les conclusions étant
générales. Le développement le plus simple de (1) fait intervenir les composantes contrava-
riantes, l'opérateur divergence prenant la forme définie par les relations (47) et (49) de
l'annexe A. On obtient alors :
L'opérateur divergence s'exprime à l'aide des dérivées covariantes et pour un champ de vec-
teurs il prend la forme conservative suivante :
(3)
dans laquelle g1l2 est le Jacobien de la transformation locale de coordonnées.
Nous noterons par la suite ~.~ (J8 (...» =~ (... ) afin de simplifier l'écriture des
'"g dxJ ~xJ
équations. Avec cette notation la définition (3) devient: div(a)
De la même façon pour un champ de tenseurs A :
1 Auxquelles il faut ajouter les composantes dans les bases normées physiques et duales physiques.
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La principale différence entre les systèmes (2) et (4) vient de la présence de termes non diffé-
rentiels exprimés à l'aide des symboles de Christoffel issus de l'opérateur divergence: dans le
second système ces termes ont étés incorporés à l'opérateur différentiel N 1ixj . De ce fait,
l'intégration de ces équations selon les lignes de coordonnées xj conduit à des intégrales diffé-
rentielles exactes qui ne dépendent que des valeurs aux limites. En termes numériques, après
une discrétisation appropriée, les termes de flux s'annulent par paire aux faces des volumes de
contrôle et seuls les termes aux limites subsistent1 : la discrétisation est alors conservative.
Dans le cas du système (2) les termes non différentiels représentent l'influence de la courbure
de l'espace sur le transport de la variable et n'ont pas a priori de raison de respecter la conser-
vation de la quantité correspondante: ces équations sont faiblement conservatives2.
2.3 Projection des équations de quantité de mouvement
Les équations de quantité de mouvement font intervenir les vecteurs de base ei, il faut donc
définir une projection sur cette base. Cette projection devant se faire dans des directions spéci-
fiques rend plus délicate l'application d'une forme conservative forte. En effet, la quantité con-
servée étant le vecteur quantité de mouvement, ses composantes ne le sont pas si les directions
de projection ne sont pas constantes dans l'espace: il faut alors tenir compte d'un transfert de
quantité de mouvement d'une direction à l'autre.
2.3.1 Forme conservative semi-forte
La projection la plus naturelle consiste à utiliser la base ei et à effectuer le produit scalaire avec
la base duale ei. Le système (4) devient alors :
Syi (5)
1 Bien entendu il s'agit d'un cas simplifié dans lequel les propriétés physiques sont constantes et en l'absence de
sources. Cependant, comme le montre Patankar [Patankar 80] les discrétisations des équations doivent vérifier ces
caractéristiques de base avant d'envisager des formes plus complexes.
2 Dans un système de coordonnées cartésiennes les symboles de Christoffel étant identiquement nuls les deux for-
mes sont équivalentes.
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L'apparition des symboles de Christoffel dans cette projection montrent que la forme n'est
plus fortement conservative. Cependant, ce terme supplémentaire - qui traduit la redistribu-
tion de la quantité de mouvement entre les différentes directions de projection - peut être
conservatif lorsqu'une discrétisation appropriée (par quart de maille, interpolation par des
polynômes de Lagrange) est utilisée. Afin de distinguer entre le système (4) naturellement for-
tement conservatif et le système (4) associé à la projection (2), ce dernier est dit semi-forte-
ment conservatif.
2.3.2 Forme conservative forte
Pour obtenir une forme conservative forte il faut donc projeter (4) dans des directions invarian-
tes dans l'espace. Ceci peut être accompli de deux façons:
• Soit en exprimant les vecteurs de base ei suivant une base constante fi par com-
binaison linéaire : ei = C~f m
• Soit en exprimant les composantes du vecteur vitesse et du tenseur des contrain-
tes dans cette base: V = Vifi, T = T,ij <fi ® fi)
Dans le premier cas on conserve pour inconnues les composantes contravariantes de la vitesse,
l'équation de quantité de mouvement devient:
(6)
Dans le second cas, ce sont les composantes de la vitesse dans le repère fixe qui sont
calculées:
(ai il j m jm i )-a (pU) + -. [(pU U - t ) dm] fi = S mfit il~ u avec : d~ = f m · ei (7)
En ce qui concerne l'équation (6), un inconvénient majeur au niveau du stockage et du temps
de calcul l'empêche d'être pratiquement utilisable dans une procédure itérative de résolution
(cf. [Demirdzic 82]). Ce problème n'existe pas pour l'équation (7) qui est plus facilement cal-
culable puisque les composantes du tenseur t ij sont plus simple que celles de Tij et font réfé-
rence à une base fixe et ne contiennent donc pas de termes de courbure.
Les équations de transport d'un scalaire et de continuité sont inchangées si on utilise la projec-
tion (6), par contre dans l'autre système elles prennent les formes suivantes:
ap ~ ( Umdj ) = S
a + . p m mt ilxJ
(8)
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Les équations (8) sont plus compliquées que leur contrepartie dans (2) puisqu'il y a une som-
mation supplémentaire sur m. D'une façon générale les formes conservatives fortes (6), (7) et
(8) contiennent plus de termes que la forme conservative semi-forte, notamment en raison de la
forme linéaire des vecteurs de base fi. De plus un phénomène d'instabilité numérique a été ren-
contré lorsqu'un algorithme itératif de type SIMPLE est utilisé (voir [Piquet 89]). Pour cet
ensemble de raisons, nous avons choisi d'utiliser la formulation conservative semi-forte (sys-
tème (4) associé à (2)).
2.4 Formes covariantes et contravariantes
Nous avons précisé en préambule que la forme des équations est inchangée lorsqu'on les
exprime à l'aide des composantes covariantes. Par contre la structure finale dépend du choix
de la base. Nous allons maintenant examiner les propriétés des équations retenues en vue d'une
formulation numérique pratique.
2.4.1 Composantes contravariantes
Le tenseur des contraintes et le vecteur flux s'écrivent:
( jmd<p Jq = hIP g oxm ej
Les équations de transport prennent la forme conservative semi-forte contravariante suivante:
dp L1 j
-+-.(pV) = Sdt L1xJ m
avec le tenseur métrique gij et l'opérateur différentiel iii~.x} définis -à l'annexe A.
2.4.2 Composantes covariantes
Dans la base ei :
Le système complet a pour expression :
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2.5 Forme finale retenue
(10)
Les principales difficultés que l'on rencontre dans la conception d'une méthode numérique de
résolution sont le traitement des termes de gradient de pression (la pression est une "pseudo-
variable" qui n'a pas d'équation propre) et de convection, notamment ceux de la vitesse (ter-
mes non linéaires). Si nous examinons les propriétés des systèmes (9) et (10) de ce point de
vue, nous constatons que le premier contient trois termes de convection par équation et trois
termes de gradient de pression (sommation sur j). Le second dispose de neufs termes de con-
vection (sommation sur m et j) mais un seul terme de gradient de pression. Ce sont les termes
de gradient de pression qui affectent le plus la stabilité des algorithmes de résolution puisqu'il
n'existe pas d'équation spécifique pour cette variable, alors que la présence de termes addi-
tionnels de convection impliquent "seulement" davantage de calculs. L'expérience montre tou-
tefois que dans le cadre d'une procédure de type SIMPLE, par nature itérative, on peut
négliger les gradients de pressions croisés devant les gradients normaux, au prix d'une vitesse
de convergence plus faible!. Nous avons donc retenu le système d'équations (9), mais exprimé
en termes de composantes physiques, celles-ci permettant de garder une certaine cohérence sur
l'interprétation physique des grandeurs principales.
(11)
1 d r: ~ [ (j) (jm)d<t>]
r:-d (",gp<t» + -(-0) p<t>V -h<J>g ~ = S<I>
'"g t ~x J dx
avec:
2 ~V(m)
p = p + 3~ Ax(m)
1 Ceci est d'autant plus vrai que le maillage est faiblement non orthogonal, les termes hors diagonale du tenseur
métrique étant dans ce cas négligeables.
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Les équations présentées au chapitre 2 conviennent bien aux écoulements laminaires à faible
nombre de Reynolds, mais sont insuffisantes dans le cas d'écoulements turbulents. Nous allons
rapidement présenter le modèle de turbulence k-E basé sur le concept de viscosité turbulente.
Ce modèle disposant de quelques paramètres empiriques, nous passerons en revue trois formu-
lations possibles, chacune ayant des avantages et des inconvénients selon le phénomène physi-
que que l'on veut modéliser.
3.1 Equations de Reynolds
Dans l'approche statistique de la turbulence, toute grandeur physique 'l'est décomposée en
partie moyenne et partie fluctuante selon :
1 Ôt/2
'" = 'il + ",' dans laquelle 'il = Ôt J'" Ct + 't) d't est la moyenne temporelle de "'.
-Ôt/2
L'intervalle de temps Ôt est supposé grand devant l'échelle de temps de la partie fluctuante
(temps de retournement des gros tourbillons), et inférieur au temps caractéristique d'évolution
de l'écoulement moyen. Les équations de transport ont la même forme que dans le système
(11) en remplaçant V(i) par V(i) et font intervenir:
• Le tenseur des contraintes turbulentes: 't (ij) = 't (ij) + 't?j) = 't (ij) -pV (i) V (j)
où 't (ij) est le tenseur des contraintes exprimé à l'aide des vitesses moyennes.
• Le flux scalaire turbulent: q (j) = q (j) + qt(j) = q (j) - P<l>' V (j)
Il s'agit maintenant de relier les grandeurs fluctuantes aux variables principales afin de définir
complètement le système d'équations.
3.2 Fermeture de la turbulence
Trois grandes familles de modèles permettent de fermer le système d'équations :
• Les modèles de simulation des grandes échelles de la turbulence (modèles
L.E.S).
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• Les modèles directs de calcul des tensions de Reynolds (modèles R.S.M).
• Les modèles basés sur le concept de viscosité tourbillonaire de Boussinesq fai-
sant intervenir soit une longueur de mélange (modèle k-l) soit un taux de dissi-
pation de la turbulence (modèle k-E).
Les deux premières familles sont moins utilisées car ces modèles requièrent un temps de calcul
et de capacité mémoire importants, accessibles uniquement avec les supercalculateurs.
Dans cette étude nous avons donc opté pour le modèle k-E.
3.2.1 Equations de transport de k et E
A la base de ce modèle se trouve la notion (discutable) de viscosité et diffusivité turbulente
définies par :
(12)
avec CJl une constante empirique et O't le nombre de Prandtl turbulent. Nous noterons par la
suite III la viscosité moléculaire, la viscosité effective du fluide est alors Il = III + Il t
L'énergie cinétique de la turbulence k et son taux de dissipation E sont définis par :
ê = Jll (jn)V V(m)V. V(i)p g (im) g (n) (1)
Les équations de transport de ces nouvelles variables sont les suivantes :
1 a r= L\ [ v(j) ( Ilt) (jm)ak ]r=-a (",gpk) + -(-') pk - III + - g ~ = Pk + Gk - pE
'"g t L\x ] 0'k ax
(13)
(14)
Ces équations diffèrent de la forme standard uniquement par les termes sources qui font inter-
venir, outre les fonctions de dissipation et les constantes, des termes de production/destruction
de la turbulence.
Ainsi Pk représente la production d'énergie turbulente par cisaillement et a pour expression:
(ij) (k)
Pk = g (ik) 'tt V (j) Y dans laquelle
(ij) = (jm) V y(i) (im) V y(j)) 2 k (ij)
'tt Il t g (m) +g (m) -3P g
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Ok représente l'influence de la stratification thermique sur la production d'énergie turbulente
(étirement ou compression des échelles turbulentes). Il s'écrit:
A f..L t A f..L t (i) (jm) dTGk = p-g. gradT = p~ g(ij)g g d (m)cr t V t X
(15)
dans laquelle ~ est le coefficient de dilatation thermique et g l'accélération de la pesanteur pro-
jetée dans la base locale: g = g (i) e (i)
pE représente le taux de dissipation de la turbulence par unité de volume.
Les équations (12) à (14) associées au système (11) définissent complètement un écoulement
turbulent. Il faut maintenant déterminer les diverses fonctions et constantes du modèle.
3.2.2 Constantes du modèle k-E
Les paramètres du modèle k-E sont issus d'un grand nombre d'expériences et nous donnons
dans le tableau 5 leurs valeurs couramment admises. Notons que le nombre de Prandtl turbu-
lent crt est le paramètre qui dépend le plus du fluide et des conditions expérimentales : la valeur
choisie correspond à celle utilisée pour les métaux liquides tels que l'aluminium.
Tableau 5. Constantes empiriques du modèle k-e
Cil
0.09 1.44 1.92 0.8 1 1 1.3
* C3 :::::: 1 pour les écoulements horizontaux
3.3 Interaction fluide-paroi, conditions aux limites
Le modèle k-E présenté suppose une turbulence développée isotrope, il n'est donc pas valable
près des parois solides pour lesquelles les effets visqueux peuvent être prédominants. En effet,
il est bien connu expérimentalement (voir [Schlichting 69]) que près d'une paroi existent deux
zones dans lesquelles la vitesse varie de façon significative. On mesure habituellement l'épais-
seur de ces sous-couches à l'aide de la distance à la paroi adimensionnelle y+ Gouant le rôle
d'un nombre de Reynolds local) définie par: / = yU*
v
où y est la distance à la paroi et U* la vitesse de frottement définie à partir de la contrainte de
. ·11 " 1 · · - U2 U (y) - U (0)CISaI ement a a parOI · 'to - -p *IIU (y) _ U (0) Il
Pour y+ < 10 les effets visqueux sont prédominants par rapport à ceux de la turbulence et le




Au-delà et jusqu'à y+::= 100 le profil est logarithmique selon la loi universelle:
U 1 +
= -ln (Ey )
U* K
(16)
dans laquelle K =0.41 est la constante de Karman et E un facteur de rugosité (E::= 9 pour une
paroi lisse).
La modélisation de l'écoulement près d'une paroi nécessite donc un effort supplémentaire.
Deux approchent sont en général utilisées: les fonctions de paroi et les modèles "bas Rey-
nolds".
3.3.1 Les fonctions de paroi
L'idée de base est d'éviter un calcul explicite dans les régions proches de la paroi en utilisant
un traitement global. Dans cette approche on considère que la contrainte de cisaillement totale
est donnée par : 'to = Pu;
Cette hypothèse conduit à supprimer les sous-couches visqueuse et logarithmique et à utiliser
la loi universelle (16) comme condition à la limite pour la vitesse. Dans cette zone la viscosité
turbulente est bien représentée par la relation: v t = KU*y
U:
Les variables k et E prennent alors les valeurs suivantes : k =
~ E = Ky
Le principal avantage de cette méthode est de ne pas nécessiter un maillage dense près des
parois. En contrepartie elle impose au premier nœud de calcul d'être dans la zone logarithmi-
que 10 < y+ < 100 ce qui n'est pas toujours possible, la couche logarithmique pouvant être très
mince, voire inexistante. De plus ces conditions aux limites forment un système non linéaire
qui impose une importante sous-relaxation des équations pour k et E. Cette méthode donne de
bons résultats qualitatifs dans le cas d'écoulements simples mais est inadaptée aux écoule-
ments faiblement recirculants ou en cas de séparation de la couche limite (courbure de la paroi
par exemple).
3.3.2 Les modèles "bas Reynolds"
Ces modèles proposent de modifier les coefficients du modèle original afin de prendre en
compte les effets de paroi. Ceci est réa~isé en multipliant les constantes C~, Cl et C2 respective-
ment par les fonctions de dissipation f~, fI et f2 telles que:
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O<fJl~ 1
k2Ces fonctions dépendent de deux nombres de Reynolds locaux: Ret =
VE
Les conditions aux limites pour k et E sont alors simplement: U = Uparoi
Re = JkY..y V
aE
- = k = 0ay
Le principal avantage de ces modèles résident dans leur simplicité, mais ils posent le problème
de la détermination des fonctions de dissipation. En effet, les fonctions fJl' fI et f2 dépendent du
modèle choisi et leur influence concerne essentiellement les transferts d'énergie turbulente aux
parois où les effets visqueux sont prédominants. Nous avons examiné trois modèles a priori
intéressants :
• Le modèle de Jones & Launder [Launder 72] qui est la référence historique. Les
fonctions utilisées ont un caractère général et conviennent à la majorité des
écoulements.
• Le modèle de Lam & Bremhorst [Lam 81] améliore le précédent au niveau de la
turbulence près des parois. Il est surtout utilisé pour les écoulements aérodyna-
miques qui n'ont pas de transfert thermique aux parois.
• Le dernier modèle est une variante du précédent revu par Davidson et semble
mieux adapté au calcul d'écoulements recirculants en convection mixte (voir à
ce sujet [Blay 92]).
Les expressions des fonctions de dissipation pour ces différents modèles sont résumées dans le
tableau 6. Un autre point critique concerne le nombre Rey qui fait intervenir la distance à la
paroi dont le calcul peut être problématique dans les coins ou les géométries complexes.
Tableau 6. Fonctions de dissipation du modèle k-e selon plusieurs auteurs
Modèle fJl fI f2
[ -2 S ] _R2Jones & Launder exp --Ii; 1 1-0,3e t
1 + 50
~ (1 - A) 2 [ 1 + JI + ~~( 1 _ e (1 - A) 2)]
Lam & Bremhorst 1 + (Oj:SY _R21-e t





Lam & Bremhorst [ -34 ] 1 +(Oj~4Y 1- 0,27e t
revu par Davidson exp (1 + :~r ( 1 _ e-Rk )
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4 Discrétisation des équations de
transport
Nous présentons ici la méthode des volumes finis, la discrétisation des équations de transport
et des conditions aux limites. Cette présentation sera l'occasion de montrer quelques aspects
concernant la programmation, et plus particulièrement l'apport des langages dits orientés
objets au calcul scientifique.
4.1 Présentation de la méthode des volumes finis
Dans la méthode des volumes finis, le domaine de résolution est décomposé en éléments de
volume dont les faces suivent les lignes de coordonnées. Chacun de ces éléments représente un
volume de contrôle associé à une inconnue. Le principe de la méthode des volumes finis con-
siste à exprimer la conservation du flux de la variable en question à travers les faces de ces
volumes de contrôle en utilisant le théorème de la divergence:
fdiv<pdv = f (<p · ds) = f<Psds z ~<pjds j
i} di} di} 1
(17)
Notons que contrairement à la méthode des éléments finis, l'intégration ne fait pas appel à une
base polynômiale, mais utilise le théorème de la moyenne en supposant que la valeur de la
variable donnée au centre est constante sur tout le volume de contrôle. La solution obtenue est
donc continue par morceaux, le principal défaut de cette méthode est donc de conduire à des
discontinuités non physiques : une attention toute particulière doit être portée au calcul des
flux traversant chaque face des volumes de contrôle. En particulier, les termes de convection
V • V et dp/dx doivent être évalués avec précision. Une méthode couramment employée con-
siste à utiliser un système de grilles décalées - staggered grids - pour discrétiser les incon-
nues de type scalaire (T, p, k, E, ... ) et vectorielles (V, F, ... ). L'arrangement relatif de ces
différentes grilles est schématisé figure 3. Celui-ci présente les avantages numériques
suivants:
• Les composantes de la vitesse sont accessibles sans interpolation aux faces des
volumes de contrôle scalaires pour le calcul des flux de convection.
• La pression est localisée au milieu de deux faces opposées d'un même volume
de contrôle pour la vitesse: les gradients de pression (calculés aux noeuds de
vitesse) sont précis à l'ordre deux.
Afin de simplifier l'écriture, nous utiliserons la notation de la rose des vents pour localiser les
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Figure 3. Grilles décalées dans l'espace curviligne et notations de voisinage
Compte tenu de (17) les équations de transport prennent alors la forme générale suivante,
écrite pour chaque volume de contrôle :
(18)
Dans cette équation nous reconnaissons les termes instationnaire, de convection, de diffusion
et les sources. Ces différents éléments, que nous appellerons intégrants, font intervenir une
intégration et une opération de dérivation pour lesquelles il faut définir une méthode de calcul.
1 En 3 dimensions il convient d'ajouter les noeuds F (front) et B (back)
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En général, l'intégration est donnée par le théorème de la valeur centrale : Ja · ds = ap · S
s
Pour les différentes dérivations nous utiliserons une décomposition en série de Taylor tronquée
à un certain ordre, et faisant intervenir, comme dans le cas des différences finies, la valeur de la
variable aux noeuds adjacents. On obtient ainsi pour chaque volume de contrôle P une équa-
tion pour une variable principale 'V de la forme :
ap"'p + Lai"'i = b
i
(19)
Ces équations forment un système matriciel AX =B. La matrice A possède la propriété remar-
quable d'être creuse et diagonale par blocs, il est alors intéressant d'utiliser une méthode de
résolution qui conserve cette structure afin d'économiser la place de stockage des éléments
nuls. Parmi celles existantes - une étude exhaustive des méthodes d'inversion de matrices en
mécanique des fluides peut être trouvée dans [Wesseling 91] et une implémentation pratique
des plus courantes d'entre elles dans [Press 92] - nous avons choisi la méthode itérative de
Gauss-Siedel par bloc (TDMA) relaxée avec balayage alterné dans chaque direction.
Nous allons maintenant décrire la discrétisation associée à chaque intégrant de l'équation~(18).
4.2 Discrétisation de l'équation de transport
Les différents coefficients ~ de l'équation (19) sont en fait la somme des contributions ~ de
chaque intégrant: ai = Lai (n) · Ce sont ces contributions que nous allons expliciter.
n
4.2.1 Terme instationnaire
L'intégration entre les temps t et t+~t s'écrit au noeud P :
~tf [!~:t (Jgp",) dV] dt == 1t[(p'Ô",); - (p'Ô",)~] où (... )0 représente les valeurs à
l'instant t et (... )0 celles à l'instant t+~t, i} le volume de la maille.
L'identification avec l'équation (19) est immédiate: ap = 1t (p'Ô); - 1 0b = !lt (P'Ô"') p
Notons que cette discrétisation implique de conserver en mémoire les anciennes valeurs de 'V.
1 Pour une puissance fournie au système.
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4.2.2 Terme de diffusion
Diffusion d'une variable scalaire
La divergence du vecteur flux s'écrit sous la forme intégrale suivante:
Dans cette formule nous notons :
• m ={e,W,n,s,f,b} les facettes du volume de contrôle
• n(i) la normale extérieure de la facette
• g(ij ) le tenseur métrique évalué au centre de la facette m
• ilxG) l'élément de longueur le long de la ligne de ·coordonnée j centré sur m
• il'II une estimation du gradient en m
• ds la surface de la facette m
Habituellement, en coordonnées orthogonales le tenseur métrique est diagonal et seule la com-
posante du gradient normale à la facette intervient, mais en non orthogonal il faut nécessaire-
ment calculer le vecteur complet pour chaque facette. Nous allons détailler le calcul pour la
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Nous pouvons estimer les composantes du gradient par les relations suivantes:
La composante tangentielle nécessite une estimation par interpolation avec les noeuds
principaux :
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1
"'ne ::= .4 (",p + '"E + "'NE + '"N)
1
"'se ::= .4 (",p + '"S + "'SE + '"E)
a'II l 'IINE - 'IISE + 'IIN- 'IIS
=::} ax (2) e ::= 4 .!lx (2) le
31
Nous devons calculer le produit des différents éléments:
a'II 'IIE-'IIP
ax(l)
[(11) (12)] .!lx (1) le [~]dSee - h g g





L'identification des coefficients donne:
Des formules identiques peuvent être obtenues pour les autres facettes.
Remarquons que la non orthogonalité a deux conséquences :
• Les coefficients ne sont pas tous du même signe et cela peut pénaliser la procé-
dure de résolution du système linéaire s'il ne vérifie plus le critère de Scarbo-
rough. La discrétisation ne suit plus les règles proposées dans [Patankar 80].
• Une équation qui était linéaire à coefficients constants ne l'est plus en raison du
terme source additionnel fonction de la variable discrétisée.
Divergence du tenseur des contraintes
Dans l'équation de quantité de mouvement le terme de diffusion fait intervenir les dérivées
covariantes de la vitesse :
't (ij) = J.L (D (ij) + D (ji») où t7 V(j) av(j) (j) (m)= V (i) = ax (i) + r (mi) V
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La divergence du tenseur des contraintes est alors discrétisée de la manière suivante, par exem-
ple pour la composante V(1) :
J~ (lj)d - ( (ll)d) _ ( (ll)d ) (12)d) _ ( (12)d )( ') t v - 't set S w + t S n t S sLlx J
'Ô
Rappelons que :
(11) 2 (ll)n y(l) (12)n y(l»)
t = fl. g v (1) + g v (2)
(22) 2 ( (22) n y(2) (21) n y(2) )
t = fl. g v (2) + g v (1)
". ( 12) _ (21) _ ( Il) n y (2) ( 12) n y (2) (22) n y (2) (21) n y ( 1) )
" - t - fl. g v (1) + g v (2) + g v (2) + g v (1)
Développons l'expression de t e(l1) :
(11) _ 2 [ (11) (av(1) r( 1) v(1) r( 1) V(2») (12) (av(l) r( 1) v(1) r( 1) v(2») ]
'te - Jl g (1) + (11) + (12) + g (2) + (12) + (22)
ax ax e
De même que précédemment, il faut calculer le gradient de vitesse complet:
e
ay(l) y(l) _ y(l)
ax (2) e Z :x (2) Cainsi que y(l) et y(2) sur la facette e.
Pour la seconde composante, on applique simplement une interpolation linéaire :
V;2) Z ~ (V~~) + V;:») les indices e, ne et se étant relatifs à la grille de y(l).
La discrétisation de l'autre composante nécessite un peu de réflexion. Nous pouvons utiliser
~ 1··1·"" l ""d 1 y(l) 1 (y(l) y(l») 1une 10rmu e Slffil aIre a a prece ente, auque cas nous avons e = 2 E + p et e
. (11) d· 2 ( (11) r( 1) (12) r( 1») y(l) (y(l) y(l»)terme complet ISSU de t eVlent: fl. g (11) + g (12) e. = a e E + P
Le coefficient a e peut être négatif et donc diminuer la valeur de ap dans l'équation discrétisée,
ce qui pénalise la procédure de résolution en diminuant son caractère "à diagonale dominante".
Il convient donc de considérer la discrétisation suivante de la contribution des termes en V(l)e :
· <0SI a e - si a e > 0
Notons que ce serait une erreur de faire intervenir un schéma de convection (tel que Upwind)
pour calculer V(l)e car il s'agit ici de la partie diffusion de l'équation de transport: V(l)e n'a
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donc aucun rapport avec une vitesse de convection. Ce problème est développé au paragraphe
suivant.
4.2.3 Terme de convection
Le terme de convection de l'équation intégrale s'écrit, aussi bien pour un scalaire que pour une
composante de vecteur :
Cette équation développée fait apparaître les flux convectés à travers chaque face:
La variable convectée 'IIm doit être discrétisée selon une méthode appelée schéma de convec-
tion, chacune ayant des avantages et des inconvénients. Nous allons en présenter quelques
unes.
Schéma aux différences centrées
On suppose que 'II varie linéairement entre chaque noeud et on pose que 'IIm est la valeur
moyenne:
Cette relation conduit à une discrétisation de la forme :
- _ E V(lou2)d - +1
am - ï Pm sm' E - -
Ces contributions à l'équation finale peuvent conduire à des solutions non physiques ou empê-
cher la convergence de la méthode de résolution dans les cas suivants :
• Ecoulement à grand nombre de Reynolds.
• ap ~ 0 pour les fluides à faible nombre de Prandtl.
Schéma amont (upwind)
Ce schéma est basé sur le fait que l'information vient toujours de l'amont. On calcule 'IIm de la
34
. 'l'm = 'l'Pfaçon SUIvante:
'l'm = 'l'M
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si Fm ~ 0 (1 ou 2)
. avec : Fm = (p V ds) m
SI Fm < 0
Les inconvénients liés au schéma aux différences centrées disparaissent, mais au prix d'une
perte de précision: son ordre faible lui donne un comportement lissant en absorbant les forts
gradients. De plus on peut montrer [Revel 93] qu'il fait apparaître de la diffusion numérique.
Schémas du premier ordre: formulation générale
Patankar propose dans [Patankar 80] une généralisation des schémas précédents en introdui-
Fm
sant une fonction A(Pe) où Pe est le nombre de Peclet local défini par Pem = dans
Dm
laquelle Fm sont les coefficients du terme de convection et Dm ceux de diffusion.
Nous reportons ici l'expression finale des coefficients de l'équation discrétisée (coefficients de
diffusion + convection) :
am = DmA(IPelm) +max(-êmFm, 0) ap = L(am+êmFm)
m
avec: mE {e,n,f} => Em = +1 mE {w,s,b} => Em =-1
Le tableau 7 résume l'expression de A(Pe) pour quelques schémas.
Tableau 7. Expression de A(Pe) pour différents sché-












max( 0, [ 1 - I~el] )
( [ IPel] 5)max 0, 1-10
IPel
IPel 1e -
Outre ces schémas du premier ordre, il existe une famille dont l'ordre est plus élevé tels que
QUICK [Leonard 79] et des variantes plus stables comme SMART (voir [Gaskell 88]).
Nous avons entrepris une étude de cette famille dans le cadre du travail de D.E.A de
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Jean-François Revel [Revel 93] dont les conclusions mettent en évidence une meilleure réduc-
tion de la diffusion numérique et une bonne capacité à représenter de forts gradients.
Ces schémas sont basés sur une interpolation quadratique à trois points décalés amont. Une
interpolation du second ordre étant à l'origine d'oscillations non physiques, ces schémas sont
la plupart du temps pondérés par un schéma du premier ordre visant à les stabiliser et à dimi-
nuer les dépassements - overshoot - de la variable convectée.
Plusieurs fonctions de pondération ad hoc ont été proposées faisant en général intervenir une
quantité adimensionnelle. Plus récemment, T. Hayase a proposé dans [Hayase 92] une formu-
lation plus générale ainsi qu'une méthode permettant d'obtenir un schéma précis, stable et pré-
sentant peu d'effets de dépassement.
Nous reprenons ici l'idée générale de son article, les notations utilisées supposent, sans perte
de généralité, un problème unidimensionnel.
Il remarque en premier lieu que tous les schémas du second ordre peuvent se ramener à la for-
mulation suivante :
ue > 0, Uw > 0:
ue < 0, Uw < 0:
+
<Pe = a1<Pi-1 + a2<Pi+ a3<Pi+l +Se
<Pw = b1<Pi- 1 + b2<Pi + b3<Pi+ 1 + S:'
<Pe = b3<Pi- 1 + b2<Pi + b1<Pi+ 1 + S~
<Pw = a3<Pi -1 + a2<Pi + al <Pi + 1 + S~
dans laquelle les termes S sont des sources s'écrivant:
s; = (-~-al)q>i-l +(~-a2)q>i+(~-a3)q>i+1
S:, = -~q>i-2+(~-bl)q>i-1 +(~-b2)q>i-b3q>i+1
S: = -~q>i+2 + (~- b l )q>i+ 1+ (~- b2)q>i-b3q>i-1
S~ = (-~-al)q>i+l +(~-a2)q>i+(~-a3)q>i-1
Les valeur~ des coefficients a et b sont reportées tableau 8 pour quelques schémas et celui pro-
posé par Hayase. L'auteur remarque à juste titre qu'en l'absence de termes sources dans
l'équation de convection/diffusion, la plupart de ces schémas ne respectent pas les règles d'une
"bonne" discrétisation. Il propose donc des relations algébriques entre les coefficients a et b
afin que les conditions suivantes soient vérifiées :
• RI: Identité des flux entrant et sortant par une face commune à deux nœuds
adjacents: (<pe) i = (<Pw ) i + 1
• R2: Coefficients de l'équation discrétisée du même signe.
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• R3: Linéarisation du terme source respectant la contrainte Sp < o.
m
Ses calculs l'amène à proposer les valeurs du tableau 8 comme une bonne discrétisation pour
un schéma du second ordre, les expressions finales sont alors :
ue > 0, Uw > 0:
ue < 0, Uw < 0:
1
<1>e = <1>i + g (-<1>i- 1- 2<1>i + 3<1>i+1)
1
<l>w = <l>i-l +g (-<I>i-2- 2<1>i-1 +3<1»
1
<1>e = <l>i +1+ g (3<1>i - 2<1>i +1- <l>i +2)
1
<l>w = <l>i+ g (3<1>i-I- 2<1>i-<I>i+l)
Les termes entre parenthèses correspondent aux sources. Rappelons que les coefficients de
convection de l'équation discrétisée finale sont toujours de la forme: Am = EmPmUm~mdsm
Tableau 8. Valeur des coefficients a et b pour différents schémas type QUICK et niveau
de satisfaction des règles R1 à R4
Coefficients Règles*
al a2 a3 b1 b2 b3 RI R2 R3 R4
Leschziner (1980) -1/8 6/8 3/8 6/8 3/8 0 P P 0 N
Han et al. (1981) 0 6/8 4/8 4/8 3/8 0 N P 0 N
Pollard & Siu (1982) -1/8 7/8 -6/8 6/8 -6/8 0 N 0 0 0
Freitas et al. (1985) -1/8 6/8 -1/8 6/8 3/8 0 N 0 0 N
Hayase (1992) 0 1 0 1 0 0 0 0 0 0
* Degré de satisfaction: P (partiel), 0 (oui), N (non)
T. Hayase suggère d'utiliser avec ce schéma des conditions aux limites du deuxième ou troi-
sième ordre. Mais nous avons constaté que, dans le cas de l'effet thermocapillaire, le couplage
entre champ de température et de vitesse en surface provoque des dépassements néfastes à la
précision et ralenti considérablement la convergence (apparition d'oscillations dans le résidu
de masse et de la température). Le moyen le plus efficace pour supprimer ces problèmes a été
d'appliquer un schéma du premier ordre tel que UPWIND ou HYBRID pour les nœuds à la
limite. Nous proposons à l'annexe C des exemples permettant de juger de l'efficacité des diffé-
rents schémas vis-à-vis de la diffusion numérique et de la précision.
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4.2.4 Termes sources
Nous distinguons trois types de termes sources :
• Les termes sources "physiques" tels que les forces de volumes ou de production
de la turbulence
• Les sources d'origine "géométrique" provenant des termes de courbure dans les
équations de quantité de mouvement
• Les termes "numériques" issus de la discrétisation des différents opérateurs
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Dans tous les cas il faut tenir compte d'une éventuelle linéarisation qui conduit à une discréti-
sation de la forme S'V = Sc + Sp . 'JIp avec la contrainte Sp ~ 0 afin de respecter le caractère "à
diagonale dominante" du système linéaire.
Termes sources "numériques"
Nous avons déjà rencontré de telles sources aux paragraphes précédents. Elles apparaissent
principalement dans l'opérateur de dérivation avec un maillage non orthogonal. On ne peut
malheureusement ni les supprimer, ni contrôler leur signe, ce qui implique que la présence de
non orthogonalités dégrade les performances globales de la procédure de résolution.
Termes de courbure
Les équations de quantité de mouvement contiennent les termes sources correspondant au ten-
seur des contraintes: fr~m~~ -r(mj ) z r~m~~ -r(mj ) 'Ôlp ' On écrira par exemple:
~
( 11 ) _ 2 [ (11) ( av (1 ) r ( 1) V (1) r ( 1) V (1) ) (12) ( av(1) r ( 1) V (1) r ( 1) V (1) )]
1:p - J..l g (1) + (11) + (11) + g (2) + (12) + (22)
ax ax p
Du fait des grilles décalées, les termes de dérivation ne s'expriment pas simplement en fonc-













Il est possible d'écrire une linéarisation pour -r~ll) en regroupant les termes contenant V(1),
mais l'expérience montre que le terme Sp ainsi obtenu reste petit (la viscosité et la courbure
sont en général faibles) et vérifie rarement la condition Sp ~ 0, nous avons donc choisi de ne
pas linéariser les termes sources correspondant au tenseur des contraintes. Par contre, les équa-
tions de quantité de mouvement contiennent aussi une contribution due au terme de
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convection· J-r( i~ [py(m)y(j)] z-r( i~ [py(m)y(j)]i}1
• (ml) (ml) p
i}
Développé in extenso, ce terme amène quatre contributions (par exemple pour V(l)) :
Il est alors intéressant de linéariser les termes contenant V(l) :
S21 - [_r ( 1) Y (2) t} ] y (1)
- (21) Ppp p
Si le terme entre crochets est négatif, il est ajouté à Sp, sinon l'ensemble est ajouté à Sc.
Termes sources des équations de la turbulence
Les équations pour k et E étant couplées et non linéaires, il faut apporter un soin particulier à la
linéarisation de leurs termes sources.
• Pour l'énergie cinétique de la turbulence :
• Pour le taux de dissipation :
Cette linéarisation donne en général de bons résultats, surtout si elle est associée - dans le cas
d'écoulements fortement turbulents - à une sous-relaxation de la viscosité turbulente:
Jld p = (1 - ail) Jltl~ + allJlt , Jltl~ étant la viscosité turbulente au point P à l'itération
précédente
En présence d'un champ de température non uniforme, il faut tenir compte du terme Gk de pro-
duction / destruction de k due à l'action des forces d'accélération de la pesanteur (équation
(15) page 23).
Termes sources physiques
Nous n'envisageons ici que le cas des forces d'Archimède pour un fluide dont la densité est
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fonction de la température: P (T) = Po [ 1-~ (T - T0)] dans laquelle Po est la densité à la
température Toet ~ le coefficient d'expansion thermique du fluide.
Selon l'hypothèse de Boussinesq, les forces de volume correspondantes se décomposent en
une partie variable et une partie constante: Fg = F; + F v = Pog-po~ (T - To) g
Le premier terme est intégré à la pression: p* = p + Pollgllz tandis que la partie variable est
ajoutée aux équations de quantité de mouvement: S (i) 1 = -Po~ (T - T0) g (i) 'Ô 1
v P P
Partout ailleurs dans les équations, la masse volumique est supposée constante égale à Po.
4.3 Discrétisation des conditions aux limites
Bien que les conditions aux limites fassent appel à des formes mathématiques similaires (en
général des conditions de type Neumann ou Dirichlet) pour toutes les variables principales,
leurs discrétisations doivent tenir compte de la topologie de la grille sur laquelle elles s'appli-
quent. Nous allons donc présenter séparément les conditions hydrauliques et celles sur les sca-
laires. Nous noterons pour simplifier l'écriture ex, et ~ les directions normale et tangentielles à
la facette où s'applique la condition à la limite et avec un indice b les quantités connues sur
cette frontière.
4.3.1 Conditions aux limites pour les scalaires
Les nœuds principaux des scalaires ne se situant pas sur les frontières, il faut déterminer une
relation entre la valeur au nœud principal et celui sur la paroi tenant compte du profil supposé
de la variable entre ces nœuds. Nous allons en présenter quelques unes relatives au problème
physique traité, à savoir l'effet thermocapillaire créé par une tâche chaude en surface.
Condition de type Neumann (flux imposé)
Dans ce cas particulier la discrétisation est immédiate puisque dans la méthode des volumes
finis, après intégration et application du théorème de la divergence, ce sont les flux à travers
les facettes du volume de contrôle qui interviennent dans l'équation discrétisée. On obtient
donc pour la facette concernée: Su = <PCbds sp = <PPbds -avec <P = <PCb + <PPb'l'P le
flux imposé linéarisé. Nous donnons dans le tableau 9 quelques expressions de <p.
Condition de type Dirichlet (variable imposée)
C d· ° ~, dO ° d fl h (aa) '1'b - '1'P AeUe con thon est tranSlormee en une con thon e UX: \jIg Ax(lX) = <i>CbLlS
La discrétisation conduit donc à : Cl P = h
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Tableau 9. Expression de quelques flux thermiques
Phénomène physique
Paroi adiabatique
Faisceau électronique (flux gaussien)
P : puissance efficace
a: rayon
D : dimension de l'espace (3 ou 2)
x : distance au point d'impact
Pertes radiatives: E(j (T~mb - T~aro;)
E : émissivité
3 2 2 3
h = Ecr (Tamb + TambT + TambTp + Tp)
Flux d'évaporation (loi de Langmuir) :
T* : température en surface
P sat (T*) : pression de vapeur saturante
Mlv (T*) = Lv (T*) + (Cp. - Cp ) (Tb - T*)llq vap
M : masse molaire
4.3.2 Conditions aux limites pour la vitesse




Il est nécessaire de distinguer les conditions qui concernent les composantes tangentielles de
celles qui s'appliquent à la composante normale à la paroi du fait des grilles décalées. Nous
résumons dans le tableau 10 les différentes expressions utilisées.








Su = Vb a p = 1
Les autres coefficients sont
mis àO
*ap = -a = 1
-a
Les autres coefficients sont
mis àO
Composantes tangentielles
âp = h Su = hV~~)
avec h = Jlg (~~) L\s/L\x (a.)
Pas de modification des
coefficients
Condition de symétrie
(lignes de courant tangentes
à la facette)
Pas de modification des
coefficients
Effet marangoni V(a) = 0
* On note a_a le coefficient correspondant au noeud symétrique par rapport à la paroi dans la direction Cl
Quelques aspects de la programmation objet
4.4 Quelques aspects de la programmation objet
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Le calcul tensoriel utilisé pour la mise en équations est une écriture synthétique possédant
quelques règles algébriques simples mais dont la mise en œuvre sur un calculateur peut être
longue, fastidieuse et source d'erreurs difficiles à détecter. Par exemple, le calcul des termes
sources des équations de quantité de mouvement et du tenseur des contraintes représente envi-
ron 250 termes et il est difficile de connaître a priori quels sont ceux qui contribuent le plus
aux transferts de quantité de mouvement.
Une autre difficulté vient du fait que les différents opérateurs sont discrétisés, il faut donc
effectuer les calculs pour chaque contribution aux coefficients ap, ~, Su : on conçoit alors que
la clarté mathématique initiale soit perdue au moment de la programmation.
Nous avons donc cherché un moyen de retrouver cette simplicité en utilisant un langage dit
orienté objet, le C++ dans notre cas. En effet ce langage permet une description homogène des
données et des actions les concernant et ce concept, associé à d'autres fonctionnalités, nous a
permis d'écrire une bibliothèque de calcul tensoriel assurant une correspondance simple et
directe avec l'écriture mathématique.
4.4.1 Terminologie du C++ et notions fondamentales
Notre objectif n'étant pas un cours sur la programmation objet, nous reportons le lecteur inté-
ressé par une description approfondie des éléments présentés aux ouvrages de S.C. Dewhurst
[Dewhurst 90] et B. Stroustrup [Stroustrup 89], nous nous contenterons d'expliciter ici les ter-
mes et principes que nous utiliserons.
En C++ on désigne par objet l'ensemble des données et des fonctions les manipulant. Un objet
appartient à une classe qui en défini le type (au sens informatique). Un objet particulier (une
"variable") de cette classe est appelé une instance. Les fonctions ou actions que l'on peut
effectuer sur un objet font partie de celui-ci et sont appelées des fonctions membres. Celles-ci
se répartissent en plusieurs catégories dont nous citerons les plus importantes :
• Les constructeurs: ces fonctions sont appelées implicitement à la création
d'une instance et lors d'une affectation.
• Les opérateurs: ce sont certainement les fonctions les plus intéressantes dans
notre cas car ils permettent de redéfinir les principaux opérateurs algébriques
(+, *, /, etc). Ils sont aussi utilisés pour les opérations de conversion d'un objet
en un autre.
• Les fonctions utilisateur: ce sont les fonctions définies par le programmeur,
elles agissent sur les données contenues dans l'instance. Très souvent elles res-
treignent et contrôlent l'accès à ces données permettant l'encapsulation. Autre-
ment dit, la nature réelle des données (leur implémentation) est cachée à
l'utilisateur, seulles moyens de les utiliser (l'interface) lui sont accessibles.
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4.4.2 La bibliothèque de calcul tensoriel
Cette bibliothèque repose sur deux concepts :
• Un objet de classe Tens représente un tenseur (au sens mathématique).
• La surcharge des opérateurs algébriques implémente les règles du calcul tenso-
riel (transposition, addition, produit tensoriel contracté, etc) ainsi que la conver-
sion d'un nombre pur en tenseur d'ordre O.
Les données contenues dans chaque instance de la classe Tens sont :
• Sa variance représentée par une chaîne de caractères, un '+' signifiant une com-
posante contravariante et un '-' une composante covariante. Le nombre total de
caractères défini donc l'ordre du tenseur.
• Ses indices, là aussi sous la forme d'une chaîne de caractères. Le nom des indi-
ces est restreint à un seul caractère par indice mais n'a pas de signification
intrinsèque et peut être modifié à tout moment (notion d'indices muets).
• Les valeurs des composantes du tenseur sont organisées sous la forme d'un
tableau de DO éléments où D est la dimension de l'espace et n l'ordre du tenseur.
La variance d'un tenseur est immuable et définie à la création de l'instance (par un argument
du constructeur de la classe Tens), mais ses indices peuvent être modifiés à tout moment à
l'aide d'un opérateur spécifique (nous avons choisi de surcharger l'opérateur [], mais c'est
une des possibilités). Nous donnons dans le tableau Il quelques exemples d'utilisation de cette
librairie. Nous pouvons apprécier la simplicité de mise en œuvre du calcul tensoriel avec en
outre les avantages suivants:
• Le programme informatique ne change pas quelque soit la dimension de
l'espace puisque ce sont les opérateurs de la classe Tens qui sont modifiés et
non leur interface.
• Les contrôles d'erreurs sur la variance, la compatibilité des indices, etc, sont
effectués par les opérateurs eux-mêmes, garantissant le respect des règles du
calcul tensoriel.
• Cette bibliothèque peut être testée de façon indépendante et modifiée en laissant
le programme qui l'utilise inchangé.
Un effort supplémentaire doit cependant être fait pour que cette bibliothèque puisse s'intégrer
parfaitement à notre méthode numérique. Pour résoudre le problème posé par la manipulation
d'opérateurs discrétisés nous avons introduit un niveau d'abstraction supplémentaire en consi-
dérant que les composantes des tenseurs ne sont plus des nombres simples mais des tableaux
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tenseurs : utilisation du cons-
tructeur de la classe Tens
avec comme premier argu-
ment la variance et en second
un jeu d'indices.
Produit tensoriel contracté,
modification des indices, con-
version d'un nombre réel en
tenseur d'ordre 0 et affecta-
tion du résultat à un nouveau
tenseur
Expression
tensorielle Transcription en C++
Tens vi ( "+ " l " i " ) ;
Tens gij("++","ij");
Tens Ci j k ( " +- - " l "i j k " ) ;
double a = 0.5;
Tens gij("++","ij");
Tens Vj ( " - " l "x" ) ;
Tens vi = a * gij * Vj["j"];
de valeurs dotés de leurs propres opérateurs algébriques et regroupés dans une classe particu-
lière que nous avons appelé ArraylD. Les instances de cette nouvelle classe représentent
l'ensemble des coefficients de l'équation discrétisée pour un volume de contrôle donné, la
valeur particulière d'un coefficient est accessible comme un élément de ce tableau et est repéré
par des constantes symboliques comme dans l'exemple suivant:
[ae aw an as su sp ap]
2D
[ae aw an as af ab su sp ap]
3D
Figure 5. Exemple d'affectation des éléments dans un objet ArraylD
Le cas particulier d'un nombre pur correspond à un objet ArraylD dont tous les éléments
prennent cette valeur. La classe ArraylD implémentant l'opérateur de conversion nécessaire,
cette conversion est totalement transparente pour l'utilisateur, nous noterons par la suite [x] un
tel objet. Examinons l'utilisation des divers éléments présentés pour calculer le flux d'un sca-
laire à travers la facette d'un volume de contrôle, comme dans le cas de l'intégrant de diffu-
sion. Supposons connues les quantités suivantes :
Tens grad ( " - " l "j " ) Coefficients discrétisés du gradient d'une variable
Tens gij ( "++" l "ij " ) Le tenseur métrique g (ij) au centre de la facette
Tens ni ( " - " l "i " )
double h, ds
ArraylD Ai
La normale orientée n (i) relative à cette facette
Le coefficient de diffusion de l'équation de transport et
la surface de la facette
La variable contenant l'équation discrétisée pour le
volume de contrôle considéré
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Le flux à calculer a pour expression: -hg (ij) a",{ ') n (i) ds
ax ]
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Sa traduction en C++ est alors: Ai = -h * (gij * grad * ni) * ds;
Dans cette expression les termes entre parenthèses représentent un tenseur contracté deux fois
(par l'opérateur * de la classe Tens), donc un "nombre", c'est à dire un objet ArraylD qui
est ensuite multiplié par h et ds, eux-mêmes convertis au préalable en objets ArraylD.
Numériquement parlant, si on considère la facette "est" et la discrétisation proposée au para-
graphe 4.2.2, nous avons en une seule ligne de programme effectué les opérations suivantes:
Données initiales :
grad
[~ ooooo-~ldx dx ~
r0 0 1 l '"NE - '"SE 0 olL 4dx(2) 4dx(2) 4dx(2) J
gij
~ (11)J [g (2l)J
~ (12)J ~ (22)J
[
(11) (12)
Terme gij * grad * ni: g 0 .....;g~_
ilx (1) 4ilx (2)
(12) g (12) (llf _ llf) (11)]g 't'NE 't'SE 0 __g__
4ilx(2) 4ilx(2) ilX(l)
[
(11) (12) (12) h (12) ( _ ) ds (11)]
Finalement: Ai = hg ds 0 hg ds hg ds g '"NE '"SE 0 hg ds
ilx (1) 4ilx (2) 4ilx (2) 4ilx (2) ilx (1)
Cet exemple montre que le niveau d'abstraction obtenu en considérant les tenseurs comme des
objets dont les composantes sont des tableaux de valeurs représentant l'équation discrétisée
permet d'approcher de très près la formulation mathématique originale, la difficulté du calcul
étant reportée dans les classes d'objets et dans quelques fonctions spécifiques (tel que le calcul
d'un gradient, des dérivées covariantes, etc.). Un autre avantage de cette méthode résulte de la
localisation dans quelques opérateurs de la discrétisation proprement dite, permettant ainsi une
grande souplesse dans le choix et la modification des coefficients.
L'inconvénient majeur réside dans les calculs superflus qui sont systématiquement effectués,
par exemple si le tenseur métrique est diagonal, dégradant un peu les. performances de
l'ensemble. Ceci est partiellement compensé par la généralité du programme qui permet de
traiter indifféremment des maillages fixes ou évolutifs en 2 ou 3 dimensions.
5 Méthodes de résolution des équations
de transport
Dans le cas d'écoulements incompressibles, la pression ne peut être déterminée par une loi
d'état. Elle n'a donc pas d'équation propre et il est naturel de l'extraire de l'équation de conti-
nuité qui n'a pas ses propres variables dépendantes. Ceci a été réalisé de différentes façon par
HARLOW et AMSDEN en 1971, PATANKAR et SPALDING en 1972.
La méthode la plus utilisée est SIMPLE, proposée par Patankar en 1980. Une autre méthode,
qui semble particulièrement efficace, est apparue en 1985 à l'issue des travaux de Vanka et
Brandt sur les méthodes multigrilles. Dans ce travail nous avons adopté la méthode SCGS
(Symmetric Coupled Gauss-Siedel) de Vanka décrite dans [Vanka 86], adaptée aux maillages
non orthogonaux. Afin de justifier notre choix nous la comparerons à SIMPLE en terme de
performance et de robustesse.
5.1 Procédure de résolution SIMPLE
Nous rappelons brièvement les grandes lignes de cette méthode.
5.1.1 Equations de correction de la vitesse et de la pression
Supposons le champ de pression et la vitesse connus. Ces variables sont les solutions d'un sys-
tème linéaire d'équations dont la forme discrétisée canonique est la suivante:
ap"'*p + Lam",*m = S'V*
m
dans laquelle les quantités étoilées sont des approximations de la solution.
Le terme source pour les équations de quantité de mouvement contient la contribution du gra-
dient de pression :




On se propose de déterminer une procédure permettant au champ de vitesse de vérifier l'équa-
tion de continuité.
Correction de la vitesse
Supposons que le champ de pression soit dans ce cas donné par:
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p = p* + p'
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p' étant la correction de pression nécessaire pour obtenir le champ de pression vrai à partir de
son approximation p*. De manière similaire, cherchons le nouveau champ de vitesse sous la
forme:
Si nous introduisons ces deux relations dans l'équation discrétisée de la vitesse, nous consta-
tons que nous pouvons écrire au premier ordre une relation entre les corrections de vitesse et
de pression :
(i)
V(i) = av . (ij)_a__ ,~ g (j)pa --l!.- axax(i)
Le premier terme du membre de droite s'exprime à l'aide des coefficients de l'équation
discrétisée1 :
av(i) i}
~ Z -ô-(-i)-V-(i)a P (i) x ap pax p
Le gradient de correction de pression est discrétisé comme celui de la pression, nous rappelons
que dans le cas de coordonnées non orthogonales il faut tenir compte des gradients croisés. On




=V * (1) _ g 'Ô (' ') gu
p ~ (1) V(l) • P e - P w - -----(2-)-(-1)
ux a Ôx aVppp p
ou plus simplement:
V~l) = Vp*(l) -dp(p'e-P'w) -ep(p'n-P's)
avec les notations de la grille de V(l) et des expressions similaires pour les autres composantes.
Correction de la pression
L'équation de continuité intégrée sur un volume de contrôle de la pression permet alors
d'écrire une équation pour la correction de pression :
1Nous négligeons l'influence des voisins immédiats, pour la justification de cette omission voir [Patankar 80]
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b = (p ~:)i) + (pdv*(l)lw- pdV*(l)le)ox(2) + (pdv*(2l- pdV*(2)ln)ox(l)
p
les notations étant maintenant celles de la grille des scalaires.
47
Dans cette discrétisation nous avons omis les gradients croisés e de la correction de pression :
ces termes peuvent être négatifs et affecter la stabilité de la procédure de résolution.
Les conséquences de cette omission concernent principalement la vitesse de convergence de la
procédure globale de résolution et, dans une moindre mesure, la précision des résultats. En
effet, les gradients de pression normaux sont en général plus importants que les gradients croi-
sés comme le montre le rapport suivant:
dl (11) Ô (1) Ô (1)
- = g (12) · X (2) 'Z -cosae · x (2) ,ae étant l'angle local des vecteurs de base
e e g Ôx Ôx
e e e
L'approximation est donc restreinte aux petits défauts d'orthogonalité et de rapport d'aspect
des volumes de contrôle.
5.1.2 Algorithme de résolution SIMPLE
Les étapes de la résolution itérative des équations sont, pour un pas de temps, les suivantes:
1. Initialiser les variables principales V, p, T, k, E aux valeurs du pas de temps précédent
(ou à des valeurs arbitraires pour le premier).
2. Résoudre les équations de quantité de mouvement pour obtenir une approximation V* de
la vitesse.
3. Construire et résoudre l'équation pour la correction de pression p' .
4. Ajouter p' à p* (éventuellement sous-relaxer) et corriger les vitesses.
5. Résoudre les autres équations si elles influencent l'écoulement.
6. Calculer les résidus et le défaut de masse (terme b de l'équation de correction de pres-
sion) pour l'ensemble des équations.
7. Si la convergence n'est pas atteinte, recommencer à l'étape 2 en prenant pour p* la pres-
sion corrigée.
8. Résoudre les équations qui n'influencent pas l'écoulement.
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5.1.3 Conditions aux limites pour la correction de pression
La seule possibilité simple pour prendre en compte des conditions aux limites est de considérer
les vitesses connues. Dans ce cas on fixera la correction de pression nulle au nœud de vitesse
concernant en posant ai = 0 dans l'équation de correction de pression.
Notons que plusieurs auteurs ont proposé d'autres méthodes (tels qu'un bilan de masse sur le
volume de contrôle de la vitesse), mais que les résultats ne sont pas concluants.
5.2 Procédure de résolution SCGS
La méthode SIMPLE et ses variantes (SIMPLER, SIMPLEST), bien qu'efficace dans la majo-
rité des cas, souffre d'un certain nombre de limitations que nous allons énumérer:
• L'équation de conservation n'est vérifiée qu'à convergence.
• Nécessité de sous-relaxer fortement les corrections de pression et les équations
de qdm quand le nombre de Reynolds devient important (typiquement Cl =0.3
pour la vitesse et 0.5 pour la pression quand Re ~ 103).
• Taux de réduction des résidus (Rn+l / Rn) faible impliquant un grand nombre
d'itérations.
• Performances liées à la taille des mailles et à la qualité de la discrétisation : la
correction de pression n'est liée aux équations de qdm que par le coefficient Ap
et des termes géométriques.
En 1985, Vanka proposa dans [Vanka 86] une alternative permettant de s'affranchir de ces
problèmes grâce à une méthode appelée SCGS que nous allons présenter en la généralisant aux
maillages non-orthogonaux. Pour ne pas alourdir les notations, les explications données ici
concernent un espace de dimension deux, mais sa généralisation ne pose aucun problème.
L'idée est de considérer un volume de contrôle de la pression et les nœuds de vitesse adjacents





Figure 6. Notations de voisi-
nage pour un nœud de pres-
sion dans SCGS
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Les équations à résoudre sont celles de la quantité de mouvement, discrétisées de la même
façon que précédemment mais dont les termes sources ne contiennent pas le gradient de pres-
sion, ainsi que l'équation de continuité. Pour un nœud de pression, nous avons donc le système
suivant:
(A p) wUw = - LAmum + bw - ( g (11) Ô~I) )w (pp - Pw)
m
(A p) eUe = - LAmum + be - ( g (lI) Ô~I)) (PE - pp)
m e
(A p) nUn = - LAmum + bn - ( g(22) Ô~2») (PN- pp)
m n







L'indice m représente, pour chaque équation les nœuds de vitesse voisins du nœud central e,
W, n et s. Comme dans le cas de SIMPLE, cherchons des corrections de vitesse et de pression
qui permettent de satisfaire ce système sous la forme :
U = u* + u' * 'Pp = Pp + Pp
Séparons les quantités connues des corrections :
(A) '+( (11) t}) , - ~A *+b (A) * ((11)~) (* *)p wU w g Ôx(1) wPp - -~ mUm w- P wUw - g Ôx(1) w Pp -Pw
(20)
Le système à résoudre en terme de corrections s'écrit alors, en notant Rm et Rp les résidus cor-
respondants aux membres de droite :
(A) , (11) i} ) , - RP eU e - g ÔX(l) eP P - e
(A) , (22) i} ) , - RP nUn - g ÔX(2) nPP - n
LtmPmu'mdsm = R p
m
(A) , (11)~) , - RPwU w + g Ôx(l) wPP - w
(A) , (22) i} )' Rp sU s + g Ôx (2) sP p = s
Ce système peut se mettre sous la forme matricielle suivante:
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A pe 0 0 0 -(g(ll)~ )Ôx(l) e
(g(ll)~ ) u' Ree0 A pw 0 0 u' RwÔX(l) w w
_(g(22)~) U' = Rn0 0 A pn 0 nÔx (2) n U' Rss
0 0 0 A ps (g(22)~ ) p'p RpÔx (2) s
pedse -Pwdsw pndsn -Psdss 0
li peut être résolu analytiquement en remarquant qu'il est de la forme [~ ~] ~J = ~p]
L'identification avec le système précédent montre que A est diagonale, son inversion est
-1Ap
e








La solution est alors (sous forme matricielle) : p' = T P
CA-lB
Nous donnons ici le calcul complet des corrections:
u' = A-1 (R-Bp')
TCA- 1B = _( (11)~ds) _( (11)~ds) _( (22)~ds) _( (22)~ds)pg ~ (1) A pg ~ (1) A pg ~ (2) A pg ~ (2) A
uX Peux P w uX P n uX P s
T ( ds ) (ds ) (ds ) (ds )CA-IR-Rp = PA Re - PA Rw + PA Rn- PA Rs-Rp
Pe Pw Pn Ps
Ces relations permettent le calcul de p', les corrections de vitesse sont alors:
(21)
, - (R ( Il) t} ) ')lAu e - e+ g (h(l) eP Pe
, - (R (22) t} ) ')IAUn - n+ g <>X(2) lIP Pn
, - (R (11) t} ) ')IA
u w - w - g ÔX(l) wp Pw
, - (R (22) t} ) ')IAUS - s- g ÔX(2) sp ·ps (22)
Notons que la sous-relaxation des équations de qdm se fait simplement en posant:
On termine le calcul en corrigeant les vitesses et la pression (qui peut éventuellement être
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sous-relaxée) :
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- * 'um U m + U m * 'Pp = P p+ flpP p (23)
Ce calcul doit bien entendu être répété pour l'ensemble des nœuds de pression.
5.2.1 Améliorations de SCGS
Les performances de cette méthode peuvent être améliorées en effectuant plusieurs balayages
en pression avant de reconstruire les équations de qdm. Nous avons trouvé que N / 2 itérations,
où N est le nombre moyen de nœuds de pression selon une direction, suffisait largement pour
atteindre la vitesse de convergence maximale.
Dans le cas de conditions aux limites complexes, on peut encore améliorer les performances en
effectuant des balayages alternés. Ceci s'explique par le fait que, dans son essence, SCGS n'est
autre qu'une méthode de Gauss-Siedel point par point connue pour propager les conditions aux
limites nœud par nœud à chaque itération.
5.2.2 Algorithme pour SCGS
La procédure SCGS se décompose donc ainsi pour chaque pas de temps :
1. Discrétisation des équations de quantité de mouvement
2. Calculer les coefficients des matrices B et C (optimisation des performances)
3. Pour chaque sous-itération de SCGS :
3.1. Pour chaque nœud de pression :
3.1.1 Calculer les résidus Rmet Rp par (20)
3.1.2 Sous-relaxer les coefficients (AP)m
3.1.3 Calculer la correction de pression par (21)
3.1.4 Calculer les corrections de vitesse par (22)
3.1.5 Corriger la pression et les vitesses par (23)
3.2. Calculer les résidus globaux pour la vitesse et la pression (défaut de masse)
3.3. Si la convergence ou le nombre maximum de sous-itérations n'est pas atteint,
retour en 3.1
4. Construire et résoudre les autres équations
5. Si la convergence n'est pas atteinte, retour en 1
5.2.3 Avantages de SCGS sur SIMPLE
• L'équation de continuité est satisfaite à chaque itération pour chaque nœud de
pression.
• Al'exception des nœuds en limite de domaine, chaque nœud de vitesse est mis
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à jour deux fois au cours du balayage des nœuds de pression
• L'ensemble des coefficients des équations de qdm intervient par le biais des
résidus Rm
• Surcoût en calcul faible : la résolution du système local est plus rapide que la
construction et la résolution d'une équation de correction de pression, surtout
pour de grands maillages
• Economie de mémoire: pas de correction de pression ou de vitesse à stocker,
les résidus globaux peuvent être calculés de façon incrémentale
La pratique montre que, même pour de grands nombres de Reynolds, il n'est pas nécessaire de
sous-relaxer la pression et que les coefficients de sous-relaxation pour la vitesse sont en géné-
ral élevés (<lu ~ 0.7). Le lecteur intéressé par les performances relatives de SIMPLE et SCGS
pourra se reporter à l'annexe C.
5.2.4 Conditions aux limites en pression
On peut facilement introduire des conditions aux limites sur la pression en modifiant les rési-
dus. Considérons un volume de contrôle dont la facette west soumise à la condition Pw =Pb
L'équation de qdm du système local est modifiée comme suit:
Si c'est le gradient ~p qui est imposé, on se ramène à la forme précédente en posant:
_ * Ôx(l) ~p
Pb - Pp - 2g(ll)
Lorsque la vitesse Uw est connue, il faut appliquer une condition de type Neumann en posant:
5.3 Conclusion sur les méthodes numériques
Quelques tests et essais préliminaires nous ont rapidement convaincu de la supériorité de
SCGS sur SIMPLE. Tous les calculs que nous présenterons par la suite ont étés obtenus en uti-
lisant cette méthode, nous avons ainsi pu réduire dans un rapport de 100 à 1000 le nombre
d'itérations nécessaires, ce qui correspond à un gain en temps de calcul proportionnel.
6 Ecoul~ment thermocapillaire sous la
tâche chaude
Chan [Chan 88a] et Sanochkin [Sanochkin 89] ont établi un modèle analytique donnant une
solution explicite des équations de Navier-Stokes et de l'énergie dans le cas d'un fluide incom-
pressible en géométrie semi-infinie. Dans ces deux travaux l'effet thermocapillaire résulte
d'un chauffage non uniforme de la surface libre et le comportement du fluide est examiné dans
le cas où la densité de puissance incidente décroît paraboliquement. Les auteurs se sont intéres-
sés à la forme que prennent les solutions pour les faibles et grands nombres de Prandtl, bien
que Sanochkin propose une formulation générale. Nous présenterons brièvement leurs démar-
ches et les hypothèses liées à ces modèles. Cet exposé sera suivi des principaux résultats et
plus particulièrement de ceux qui seront utilisés en relation avec le modèle numérique. Nous
aurons ainsi la possibilité de valider notre modèle numérique une première fois en comparant
nos résultats avec ceux obtenus par Sanochkin dans [Sanochkin 87] et une seconde fois en le
confrontant avec les prédictions des modèles analytiques. Cette démarche nous permettra de
mettre en évidence un changement de régime d'écoulement et la nécessité d'une approche glo-
bale du problème.
6.1 Le modèle de Chan et Sanochkin
Le fluide occupe une région bidimensionnelle semi-infinie définie par y > 0, la surface libre
y =0 est soumise à un flux de chaleur q(x) =qo - ql x2 (qo et ql > 0). Le problème étant symé-
trique par rapport au plan x =0, seul le cas x ~ 0 sera étudié l . Les conditions aux limites sont
les suivantes :
v = 0 p = ete
y=oo:u=o T = T oo x=o:u=o aT = 0dx
Les auteurs proposent, en combinant les équations de quantité de mouvement et de l'énergie
avec les conditions aux limites précédentes de chercher les solutions affines sous la forme :
u = J'x v = -J p = pF 2T - T 00 = g - hx
dans lesquelles f, F, g et h sont des fonctions de y seulement.
1 Nous présentons ici les résultats dans le cas d'une configuration plane, mais les auteurs ont aussi étudié le cas
d'une géométrie axisymétrique.
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Ces équations sont ensuite adimensionnalisées pour aboutir au système suivant (après
simplification) :
l'" + Il'' - 1,2 = 0 - -- - -f (0) = f(oo) = 0 fil (0) + h (0) = 0
1 -II 1-' 0 g' (0) = -1 g(00) = 0-g + g =Pr
l.-h" + j'it' - 21'h = 0 - -h' (0) = -1 h (00) = 0Pr
A partir de ce système, les méthodes de résolution des deux auteurs diffèrent, mais ils aboutis-
sent aux mêmes résultats lorsqu'ils examinent les solutions à faible et grand nombre de
Prandtl. Chan résout ces équations par une méthode numérique (Runge-Kutta à l'ordre 4) alors
que Sanochkin propose une méthode simple et directe basée sur une décomposition en séries
d'exponentielles (cette méthode est détaillée à l'annexe B et est accompagnée d'un programme
permettant de calculer tous les paramètres du modèle). Leur analyse conduit aux solutions sui-
vantes pour la température maximale sous le faisceau Tmax (x = 0) et le profil de vitesse en sur-
face Ux (y =0, x ~ 0) :
(
20 q )1/2 m
Ux = Bvx k;VIpr U
_ qo( kJlV )1/4 mTTmax - A-k 2-- Pr°Tql
où les constantes A, B, mT et mu sont données dans le tableau 12.
Tableau 12. Constantes du modèle de Chan et Sanochkin
A* mT B* mu
Pr« 1 31/4 -3/4 3-1/2 -1/2
2D
Pr» 1 1.410 -3/8 0.791 -1/4
Pr« 1 0.915 -3/4 0.608 -1/2
axi
Pr» 1 1.103 -3/8 0.790 -1/4
* Valeurs calculées par la méthode de Sanochkin
6.1.1 Domaine de validité des équations (24) et (25)
(24)
(25)
Ces équations représentant des comportements asymptotiques, il est nécessaire de déterminer
sur quels intervalles du nombre de Prandtl elles peuvent être appliquées. Pour cela nous utili-
sons le programme de l'annexe B qui permet de calculer pour tout nombre de Prandtlles coef-
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ficients APrmu et RPrmr • Sur les figures 7 et 8 nous pouvons comparer ces valeurs avec celles
données par les lois limites.
--- [Sanochkin 89]
-------- Pr« 1
- Pr » 1
Figure 7. Coefficient de la loi de
vitesse en fonction du nombre
de Prandtl obtenus avec le pro-



















Figure 8. Coefficient de la loi de
température en fonction du
nombre de Prandtl obtenus avec

















En utilisant ces résultats, nous pouvons déterminer le domaine de validité des lois asymptoti-
ques. Ces intervalles, résumés dans le tableau 13, montrent que d~ns le cas du titane
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(Pr = 0.08) nous pouvons utiliser les lois limites.
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Tableau 13. Domaine de validité des lois asymptotiques
Pr« 1 Pr» 1
Ur 0 < Pr ::; 0.2 1 < Pr ::; 20
Tm 0<Pr::;0.5 2<Pr::;20
6.1.2 Structure de la couche limite
Les modèles permettent d'avoir un ordre de grandeur des couches limites thermiques et vis-
queuses, et plus précisément de leur rapport :
~ ~ -1/3Pr» 1 : u k / Uv =Pr
Nous constatons que pour les métaux liquides (pour lesquels Pr < 1) la couche limite thermi-
que est plus importante que la couche limite visqueuse. De plus, si nous comparons ce rapport
avec le résultat classique obtenu en convection forcée pour lequel a/av = Pr- I12 , nous
voyons que l'écoulement engendré par les forces thermocapillaires aura une structure diffé-
rente de celle d'un écoulement en convection forcée. Cet aspect sera à prendre en compte lors
de la modélisation numérique, notamment lorsque nous considérerons les échanges thermiques
en surface.
6.1.3 Température en surface
La relation (25) donnant la température au centre fait intervenir, outre les propriétés physiques
du matériau, les caractéristiques du faisceau. Par conséquent, si nous comparons Tm pour un
fluide soumis à deux faisceaux différents A et B, nous obtenons:
T! A( B)1/4max _ qo ql
-B- - B A
Tmax qo ql
(26)
Nous utiliserons cette relation pour vérifier et définir les limites de validité respectives des
modèles analytiques et numériques.
6.1.4 Profil de vitesse en surface
La relation (24) permet de constater que sur une portion (à définir) de la surface libre le profil
de vitesse est linéaire et de la forme Ux =x f(ql) pour un matériau donné. Cette relation est
importante et caractérise en partie l'écoulement capillaire puisque nous voyons que le gradient
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horizontal de vitesse est constant pour un matériau donné et ne dépend que de la courbure (ql)





du modèle grâce à la correspondance suivante: q =qae R :::::} qo =qa
6.1.5 Correspondance entre loi parabolique et distribution gaussienne
Rappelons que l'hypothèse de base de ces modèles est un dépôt d'énergie à décroissance para-
bolique. En pratique le flux thermique d'un faisceau électronique ou laser a une répartition
proche d'une distribution de Gauss (nous utiliserons d'ailleurs une telle loi dans nos simula-
tions). Néanmoins, un développement en série de Taylor de cette loi montre qu'elle peut être




Nous avons ainsi une mesure de la "tâche chaude" où les effets thermocapillaires sont les plus
significatifs. Remarquons aussi que R est le rayon qui annule q(r) dans la loi parabolique, et
définit donc le domaine de validité du modèle par la condition q(r) ~ O. De ce fait nous avons
r = Jqolq1 dans la relation (24) et nous obtenons une vitesse caractéristique Uc de l'effet
( 20" q )1/2 athermocapillaire: Uc = Bv k~V0 Pr U
Dans le cadre d'une modélisation numérique, nous devons vérifier l'hypothèse d'un milieu
semi-infini : les simulations se faisant dans un domaine borné, il faut interpréter cette notion
d'infini. Nous pouvons le faire à la lumière de ce qui vient d'être dit puisque, pour r > R, les
effets thermocapillaires perdent de leur importance. Nous pouvons ainsi considérer que les
effets de bords numériques sont négligeables lorsque la longueur caractéristique L du domaine
d'étude est grande devant R.
6.2 Comparaison entre les modèles numériques et analytiques
Nous avons dans un premier temps comparé nos résultats numériques avec ceux disponibles
dans [Sanochkin 87] afin de juger de la qualité de notre modèle dans le cas de l'effet thermoca-
pillaire. Dans un second temps, une confrontation avec le modèle analytique permettra la véri-
fication des lois d'évolution de la température et de la vitesse en surface en fonction des
caractéristiques du faisceau et la mise en évidence d'un changement dans la nature de l'écoule-
ment pour un nombre de Marangoni critique.
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6.3 Comparaison avec les résultats de [Sanochkin 87]
On considère une cavité rectangulaire de longueur L et de hauteur h contenant un liquide
chauffé à sa partie supérieure par un flux de chaleur de densité q(x) = qa exp(-x2/a2) où a repré-
sente le "rayon efficace" du faisceau ainsi modélisé. En choisissant L » h > a, nous nous pla-
çons dans de bonnes conditions pour simuler un chauffage local de la surface.
Le flux de chaleur étant symétrique par rapport à x =0, l'écoulement l'est aussi, nous n'étudie-





Figure 9. Schéma de
la cavité et caractéris-
tiques géométriques
6.3.1 Formulation du problème
Sanochkin propose de prendre comme unités h pour la longueur, vlh pour la vitesse et pv2/crTh
pour la température où v est la viscosité cinématique, p la densité et crT le coefficient de ten-
sion superficielle. Ces propriétés sont constantes et indépendantes de la température. Dans ce
nouveau système d'unités, l'auteur exprime les équations de quantité de mouvement et de
l'énergie en utilisant la formulation en fonction de courant 'If et vorticité co. Le système à
résoudre est alors le suivant:
co = -~'If
auquel il convient d'ajouter les conditions aux limites suivantes:
x = °: co = 0, 'If = 1, (fJ'/dx =° x =A : T =0, 'If = 1
Y =°: T = 0, 'If = 1 Y =1 : 'If = 1, co =(fJ'/ax, (fJ'/()y =Qf(x)
Ces équations dépendent du nombre de Prandtl Pr, du rapport d'aspect A = LIh de la cavité et
du paramètre adimensionnel Q représentant un flux énergétique dont l'expression est:
Q= = MaPr (28)
Comparaison avec les résultats de [Sanochkin 87J
où Ma est le nombre de Marangoni exprimé à l'aide du gradient de température qah/k :
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Ma = (29)
Sanochkin utilise pour résoudre ces équations une méthode aux différences finies.
Pour notre part, la méthode des volumes finis étant utilisée, la formulation en (00,'1') n'est pas
adéquate l . Aussi avons-nous préféré utiliser les équations de transport et de l'énergie sous la
forme classique adimensionnelle (exprimées en coordonnées cartésiennes) :
au au ap
u-+v- = liu--ax ay ax
av av ap
u-+ v- = liv--ax ay ay pr[uaT + vaT] = liTax ay





dv/ax =0, u =0, dT/iJx =°
u =v =0, T= °
u = v= 0, T= °
t.D =- aTlax, v =0, aTlay =Qf(x)
Afin de pouvoir comparer nos résultats avec ceux de [Sanochkin 87] nous avons pris les
valeurs suivantes pour les différents paramètres du modèle :
h =1, a =0.5, A =10, Pr =1, maillage 20x20 devenant plus dense vers les parois.
Nous montrons aux figures 10 à 12 les isothermes et le champ de vitesse obtenus pour Q = 1.
La figure 13 présente les profils de vitesse et de température le long de la surface.
6.3.2 Caractéristiques de l'écoulement thermocapillaire
Ces figures mettent en évidence les caractéristiques génériques d'un écoulement thermocapil-
laire lorsque la surface libre est modérément chauffée (Ma ~ 1) par un faisceau focalisé :
• L'écoulement est symétrique par rapport au faisceau et s'organise dans chaque
demi-plan en une cellule de convection, le fluide étant entraîné des régions
chaudes vers les régions froides puisque CJT < O. Cette' cellule est de faible
dimension (~4a) et n'interfère pas avec la paroi froide (nous vérifions la condi-
tion L» a).
• Le maximum de la vitesse intervient en x ~ a, au-delà les forces thermocapillai-
res ne sont plus motrices et le fluide n'est plus sensible qu'aux forces d'inertie.
1 Le programme permet tout de même le calcul de œ et 'II par œ = rotz(n puis résolution de -L\'II = ro. Nous
pouvons ainsi visualiser la fonction de courant associée au champ de vitesse calculé, ce qui est utile pour l'exploi-
tation des résultats.
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Figure 10. Isothermes
pour 0=1. L'axe de
symétrie se trouve à
gauche.
Figure 11. Champ de
vitesse pour 0 =1.












Figure 13. Profils de
température (Ts) et de
vitesse (Us) le long de
la surface.
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• Pour x ::;; a le profil de vitesse est pratiquement linéaire, une confrontation avec
le modèle analytique de Sanochkin sera donc possible dans cette zone.
• Le champ de température est peu perturbé par les effets de la convection, la
forme des isothermes étant proche de celles obtenues pour la diffusion à partir
d'un point chaud. En dehors du faisceau le bain est homogène en température.
• La température maximale est atteinte au centre du faisceau. Là encore, une con-
frontation des modèles analytiques et numériques nous renseignera sur leur
validité respective.
6.3.3 Analyse et comparaison des résultats
Plusieurs calculs ont été faits en faisant varier Q de 1 à 104 par décade, les autres paramètres
étant identiques aux valeurs déjà présentées. Dans chaque cas nous avons relevé la température
et la vitesse maximale en surface. Ces données sont comparées avec celles de [Sanochkin 87]
et sont présentées dans le tableau 14.
Nous constatons un bon accord général des résultats, notamment pour les faibles valeurs de Q.
Les écarts restent de l'ordre de 10 %, aussi bien pour la température que pour la vitesse, et peu-
vent pour une bonne part être attribués aux différences entre les méthodes numériques.
Comparaison avec le modèle de Chan/Sanochkin
Tableau 14. Température et vitesse maximale en surface pour différentes valeurs de Q
Q 1 10 100 103 104
*
Sanochkin 0.48 4.95 44.2 262 1280
Tmax Présent calcul 0.54 5.33 46.7 283 1403
t
Sanochkin 0.09 0.87 6.22 24.0 81.2
Umax Présent calcul 0.08 0.80 5.89 22.7 79.2
* ., 2/ hunItes: pv O'r
t unités: v/h
6.4 Comparaison avec le modèle de ChanlSanochkin
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Comme nous l'avons précisé lors de l'exposé de ce modèle, nous devons restreindre son
domaine de validité à la zone du faisceau dont la densité de puissance décroît paraboliquement,
autrement dit dans l'intervalle 0 :::; x :::; a. D'autre part, les équations (24) et (25) du modèle ana-
lytique font intervenir la quantité 2
k
(JTql. En posant h = 1 dans l'expression de Q, nous pou-
Jlv
2
, . ('JTq0 a ('JTq 1
vons ecrlre : Q = -- =
kJlV kJlv
Nous avons alors l'équivalence des relations (24) et (25) en fonction de Q :
~Q muU = Bv -Pr Xx 2
a
6.4.1 Vérification du caractère linéaire de la vitesse sous le faisceau
(30)
(31)
L'équivalent adimensionnel de la relation (27) s'exprime maintenant en fonction de Q :
u: = ~. <' les exposants A et B étant relatifs à deux faisceaux de caractéristiques
u ~QB r
(QA,~) et (QB,~). Nous reportons dans le tableau 15 les valeurs théoriques de ce rapport et
celles obtenues par nos calculs en prenant par exemple QA / QB = 10 et en faisant varier QB de
1 à 103. Les pentes u' calculées à partir des simulations font intervenir la vitesse maximale en
u (x )
surface et l'abscisse correspondante: u' = max max
X max
Ces valeurs diffèrent très nettement, la pente u' obtenue par le calcul étant toujours supérieure
62 Ecoulement thermocapillaire sous la tâche chaude
à celle prédite par le modèle. Cependant, l'accord semble meilleur pour Q ~ 103, nous auront
l'occasion de revenir sur une explication possible au paragraphe 6.5.
Tableau 15. Comparaison entre les pentes théorique et numérique
pour différentes valeur de QA
QA 10 100 103 104
u' théorique* 3.16 3.16 3.16 3.16
u' numérique 10 6.30 3.85 3.25
* ici u' théorique = JQA /QB = JW = 3.16
6.4.2 Evolution de la température maximale en surface en fonction de Q
[
AJ3/4
La relation (26) est reformulée en fonction de Q: eAB = ~B
De même que pour la vitesse nous reportons dans le tableau 16 les valeurs théoriques de SAB et
celles calculées à partir des données du tableau 14.
Tableau 16. Comparaison entre SAB théorique et calculé pour différen-










Là encore les simulations et le modèle ne concordent pas, mais pour les valeurs élevées de Q
l'accord est, comme pour la vitesse, meilleur.
6.5 Analyse des résultats
Les modèles analytiques de Chan et Sanochkin font l'hypothèse d'une couche limite thermi-
que et visqueuse mais ne précise pas dans quelles conditions celles-ci existent. De ce fait, si les
simulations ne permettent pas le développement de ces couches, l'écoulement thermocapillaire
en surface et celui de cœur ne sont pas indépendants. Pour savoir si nous vérifions cette hypo-
thèse, nous avons calculé leurs épaisseurs ~ et Ôv à partir des résultats de simulation. Ces don-
nées sont reportées dans le tableau 17, ainsi que leur rapport puisque le modèle analytique
prédit que ~/Ôv - Pr -1 =1. Dans le cas de la couche limite thermique nous voyons que, pour
les faibles valeur de Q, Ôk est de l'ordre de h/2, ce qui est insuffisant pour garantir l'hypothèse
d'un écoulement de cœur découplé de celui de surface. Remarquons que pour Q> 103 celle-ci
Analyse des résultats
diminue fortement, le rapport des épaisseurs se rapprochant de la valeur théorique.
Tableau 17. Epaisseur des couches limites thermique et cinématique pour
différentes valeurs de Q
Q 1 10 100 103 104
&e 0.548 0.540 0.472 0.285 0.142
Ôv 0.164 0.164 0.179 0.165 0.130
&el Ôv 3.3 3.3 2.6 1.7 1.1
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Ce comportement, ajouté au fait que Ôv varie peu avec Qet que les résultats des tableaux 15 et
16 sont meilleurs pour Q élevé, nous indique que le modèle analytique prédit mal le couplage
avec le champ de température pour les faibles puissances. En effet, dans ce cas les vitesses
induites par les forces thermocapillaires sont faibles et leur influence sur le champ de tempéra-
ture négligeable : nous sommes donc dans une situation dominée par la diffusion où la tempé-
rature décroît presque hyperboliquement avec x et y. Nous pouvons tout de même essayer
d'améliorer les résultats, par exemple en augmentant h ou, ce qui revient au même, en dimi-
nuant le rayon a du faisceau.
Nous avons donc repris les calculs précédents avec a =0.1. Cette diminution devant s'accom-
pagner d'une adaptation du maillage, les nouveaux calculs ont été effectués sur une grille
60x30. Les résultats sont résumés dans le tableau 18. L'épaisseur de la couche limite thermi-
que est maintenant nettement plus petite, mais le rapport &e/Ôv est quasiment identique. aux cal-
culs pour a = 0.5 puisque l'épaisseur de la couche limite visqueuse a diminué dans le même
rapport. Nous pouvons donc écarter un problème lié aux conditions de calcul et chercher un
changement de régime dans l'écoulement.
Tableau 18. Résultats pour a =0.1
Q 1 10 50 100 500 103 5 103 104
Tm 0.18 1.75 9.41 18.50 79.80 139 426 670
U max 0.03 0.28 1.43 2.77 10.9 17.9 49.7 74.5
rmax 0.16 0.16 0.16 0.16 0.16 0.16 0.16 0.16
Ôk 0.182 0.181 0.194 0.191 0.164 0.143 0.087 0.068
Ôv 0.068 0.069 0.070 0.070 0.068 0.066 0.058 0.054
Ôk 1Ôv 2.8 2.6 2.8 2.7 2.4 2.1 1.5 1.2
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6.6 Mise en évidence d'un nombre de Marangoni critique
6.6.1 Pour la température maximale en surface
Si nous utilisons les données du tableau 18 pour tracer la courbe Tmax =f(Q), nous pouvons
voir figure 14 que pour les faibles valeurs de Q, Tmax oc Q et que Tmax oc QO.71 lorsque Q est
élevé, la transition s'effectuant pour Qc z 500. Cette valeur correspond dans le tableau 18 à une
chute du rapport des épaisseurs des couches limites vers la valeur prévue par le modèle analy-
tique. De plus, le coefficient 0.71 trouvé par interpolation est assez proche de la valeur 0.75
attendue : le modèle de Chan et Sanochkin décrit donc correctement le champ de température
pour Q > Qc. Dans le cas des faibles valeurs de Q, il semble que champ de vitesse et champ de
température soient découplés, comme on peut le voir figure 15. En effet, jusqu'à Q z 1000 les
















en fonction de Q





Avec cette hypothèse, le champ de température en surface est grossièrement donné par une
relation de la forme k~~ = q (x) qui permet de supposer que Tmax oc qo oc Q. Nous retrou-
vons ainsi la valeur 1 obtenue par interpolation des résultats de simulation.















Figure 15. Champ de température et lignes de courant pour différentes valeurs de Q (a = 0.1). Chaque
isovaleur représente 1/10e de l'écart maximum.
6.6.2 Pour la vitesse maximale en surface
La même démarche, appliquée à la pente maximale de la vitesse en surface permet de tracer
(figure 16) la courbe u'max = Umax/rmax = f (Q) . Pour les fortes valeurs de Q nous avons
u'max oc QO.64 tandis que u'max oc QO.96 pour les faibles valeurs de Q, le changement de régime
s'effectuant là aussi pour Qc = 500.
Le modèle analytique prévoit u'max oc QO,5, la valeur 0.64 trouvée est assez proche de cette
valeur théorique, mais l'écart est plus important que dans le cas de la température. Nous expli-
quons cet écart par l'augmentation du couplage vitesse-température en surface avec Q puisque
ce paramètre est de la forme Ma / Pr dans lequel le nombre de Marangoni Ma traduit l'impor-
tance de la convection d'origine thermocapillaire par rapport à la conduction. Nous pouvons
ainsi fixer le domaine de validité pour le modèle analytique tel qu'il est présenté:












vitesse en surface en
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Notons que le calcul de la pente à l'origine u'max devient moins précis lorsque Q augmente car
le profil de vitesse perd un peu de son caractère linéaire sous le faisceau. On peut aussi suppo-
ser que le maillage influence fortement la précision des résultats puisque la vitesse maximale
en surface est multipliée par un facteur 2600 lorsqu'on passe de Q=1 à Q=104• Les gradients
sont proportionnellement plus importants puisque le maillage est le même dans tous les cal-
culs. En toute rigueur il faudrait diminuer dans la même proportion la taille des mailles, mais
cela conduirait à des maillages et des temps de calcul trop importants.
6.7 Conclusions sur le modèle de Chan et Sanochkin
Nous venons de voir que les modèles analytiques proposés par Chan puis Sanochkin reprodui-
sent bien le comportement thermohydraulique sous le faisceau, sous réserve que le paramètre
Q soit suffisamment grand. La présence de régimes d'écoulements différents (écoulement type
visqueux à faible valeur de Q, en couche limite au-delà de Qc) indique clairement qu'il doit
exister une adimensionnalisation plus satisfaisante faisant apparaître l'équivalent d'un nombre
de Reynolds pour les écoulements thermocapillaires.
Cette étude fait l'objet du chapitre suivant où nous nous proposons d'étudier le cas des liquides
à faible nombre de Prandtl et une géométrie axisymétrique afin de nous rapprocher des condi-
tions les plus répandues en métallurgie d'élaboration.
7 Modèle complet à grand nombre de
Reynolds de l'effet thermocapillaire
L'étude précédente nous a montré la nécessité d'une meilleure adimensionnalisation pour les
écoulements thermocapillaires, en particulier nous proposons à la place du paramètre Q un
nombre de Reynolds thermocapillaire Rea et une étude en ordre de grandeur basée sur ce nom-
bre. L'adimensionnalisation proposée suit celle d'Ostrach (Ostrach 82] étendue à une géomé-
trie axisymétrique et sera confrontée aux résultats obtenus par notre modèle numérique.
7.1 Analyse en ordre de grandeur
Nous nous intéressons ici à une géométrie axisymétrique de rayon L et de profondeur D telle





Figure 17. Géométrie et prin-
cipales dimensions utilisées
pour l'étude globale de l'écou-
lement engendré par l'effet
thermocapillaire
Par la suite nous noterons (R, Z, U, V, T, P) les variables principales et (r, z, u, v, 8, p) leur
équivalent adimensionnel. Les équations du mouvement (continuité, quantité de mouvement et
énergie) sont les suivantes :
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Les conditions aux limites associées sont données par :
avU(O, Z) = aR(O, Z) = U(L, Z) = V(L, Z) = UeR, 0) = VeR, 0) = °
au aT
Jlaz (R, D) = -(jT aR (R, D) VeR, D) =° (32)
aT
aR(O,Z) =° T(L,Z) = T(R,O) = Ta
7.1.1 Formulation adimensionnelle
Les quantités suivantes sont utilisées comme références: L, D,UR' VR, PR et ilT. Nous note-
rons A =D / L le rapport d'aspect de la cavité et B =L / a l'indice de focalisation.
Le rayon caractéristique du faisceau étant a, nous prendrons comme référence de température
I1T = Qoa = ~ et nous noterons Gr = ~gl1;a3 le nombre de Grashof formé à l'aide de
K 1taK V
cette différence. La vitesse de référence UR est obtenue par la condition thermocapillaire (32)
en surface écrite à l'aide des quantités adimensionnelles :
au
az - -
Pour que l'équilibre des contraintes soit réalisé en surface ces deux termes doivent être du
même ordre de grandeur, ce qui implique:
(33)
Le nombre de "Reynolds thermocapillaire" formé avec cette vitesse s'écrit:
(34)
Lorsque A ~ 1 il est intéressant de considérer le nombre de Reynolds effectif A2 Rea' nombre
pertinent dans les écoulements de type "lubrification".
Analyse en ordre de grandeur
7.1.2 Ecoulement visqueux: A2Recr « 1
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Dans l'hypothèse d'un écoulement visqueux, les contraintes en surface pénètrent dans le fluide
par action de la viscosité et D est l'échelle de longueur adéquate selon Z. L'équation de conti-
nuité permet alors d'écrire VR = AUR et la pression de référence est donnée par ~URL/ D2
plutôt que pUR2 • Les équations du mouvement et de l'énergie s'écrivent maintenant :
dans laquelle le nombre de Marangoni Ma a pour expression Ma = PrRea
7.1.3 Ecoulement en couche limite: A2Recr » 1
Ecoulement de surface
Pour un nombre de Reynolds suffisamment grand une couche limite apparaît en surface et son
épaisseur Ô est l'échelle de longueur appropriée. Nous noterons par la suite Us et Res les quan-
tités concernant la couche limite. Les vitesses et la pression de référence ont pour expression :
L'équilibre des termes d'inertie et des contraintes dans l'équation pour u conduit à une estima-




( a~~2TL2VJ1/3La vitesse de référence en surface a donc pour expression : Us = r
2 2 2/3
Nous avons alors d'après (34) la correspondance suivante: ARes = (A Rea) (35)
Les équations s'écrivent maintenant:
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Ecoulement de cœur
(36)
Pour l'analyse de l'écoulement de cœur D est à nouveau l'échelle pertinente mais les référen-
ces de vitesse et de pression (notées avec un indice c) sont déduites de la conservation du débit
entre la couche limite et l'écoulement de cœur, autrement dit nous supposons que:
Le nombre de Reynolds correspondant à cette vitesse de référence vérifie maintenant:
Les équations pour cette région sont similaires aux précédentes :
(37)
7.1.4 Influence de la convection naturelle
L'importance relative des forces de convection thermogravitaire est donnée par le groupement
contenant le nombre Grashof. TI est intéressant d'exprimer cette quantité en faisant apparaître
le nombre de Bond dynamique Bd qui représente le rapport entre les forces de gravité et d'ori-
gine thermocapillaire :
3 2 ( 2)AB Gr = p~gL = pgL ~~T = Bd ~~T
Rea O'T O'TI1T
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Dans le cas d'un écoulement en couche limite, cette expression doit être comparée au gradient
de pression qui est le terme de plus haut degré dans l'équation de v, nous avons alors:
Cette relation montre que pour des nombres de Reynolds suffisamment grands, l'effet thermo-
capillaire peut masquer complètement l'influence de la convection naturelle, celle-ci n'affec-
tant dans ce cas que l'écoulement de cœur.
7.1.5 Caractéristiques d'un écoulement thermocapillaire à grand nombre de Reynolds
et faible nombre de Prandtl
Si nous examinons l'équation de l'énergie dans les systèmes (36) et (37) nous constatons que
l'importance relative des flux de convection et de conduction exprimés par le nombre de Peclet
est différente dans la couche limite et dans l'écoulement de cœur:
• Pe = Pr en surface
2 1/3
• Pe = Pr (A Rea) en volume
Pour les métaux liquides Pr « 1 et la convection est négligeable dans la couche limite: la dis-
tribution de température en surface n'est pas perturbée par l'écoulement thermocapillaire
généré à la surface libre. En revanche, c'est l'écoulement de cœur qui peut modifier le champ
de température si la condition Pr (A2Rea) 1/3 > 1 est remplie. Ce fait remarquable caractérise
les écoulements thermocapillaires à faible nombre de Prandtl et conduit à de nombreuses con-
figurations d'écoulement selon la géométrie de la cavité (paramètre A) et les caractéristiques
de faisceau (nombre de Reynolds Re(1' focalisation B). Dans tous les cas, nous nous attendons à
l'existence de deux régions aux caractéristiques thermiques et hydrauliques distinctes.
7.2 Modélisation - application au mercure
Nous avons choisi de vérifier les lois d'échelle proposées en prenant comme fluide du mer-
cure, prototype des métaux liquides à faible nombre de Prandtl, et en faisant varier le nombre
de Reynolds thermocapillaire par modification de la puissance et de la focalisation du faisceau.
7.2.1 Choix des paramètres
La cavité modélisée est un cylindre de 3 cm de profondeur et de 10 cm de rayon soit un rapport
d'aspect A = 0.3. Nous désirons atteindre des nombres de Reynolds élevés et examiner les
cas où la convection naturelle et les effets thermocapillaires sont tour à tour prépondérants.
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Si nous exprimons les vitesses caractéristiques (Ug pour la convection thermogravitaire et Us
pour l'effet thermocapillaire) en fonction de la puissance P et de la focalisation a du faisceau
nous avons:
u = 'i.JGr = nrg JP
g a ~1tK
et leur rapport :
Nous constatons que la vitesse caractéristique de la convection naturelle ne dépend que de la
puissance, alors que pour l'effet thermocapillaire puissance et focalisation interviennent.
Nous avons tracé figure 18le rapport UsIUg en coordonnées logarithmiques pour deux foca-
lisations (a =0.5 et 1 cm) en faisant varier la puissance de 1 à 100 W. Pour la gamme de varia-
tion de ces paramètres nous constatons que les effets thermocapillaires dominent aux fortes
puissances et focalisations et que les effets de la convection naturelle ne seront pas négligea-






Figure 18. Evolution du rapport UsiUg en fonction de la puissance pour différentes focalisations
7.2.2 Vérification des lois d'échelle pour l'effet thermocapillaire
Nous avons modélisé la cavité avec un maillage 50x30 devenant plus dense vers les parois. Le
critère de convergence pour la température est max (ldTI) < 0.01 et pour la vitesse
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IIRpl .
N N < 10-9 dans laquelle Rp est le résidu de pression de l'algorithme SCGS défini par (20)
et N le nombre total de volumes de contrôle de la pression. Avec ces données, nous reportons
dans le tableau 19 les différentes valeurs du nombre de Reynolds et la vitesse maximale en sur-
face.
Tableau 19. Principaux résultats pour la modélisation de l'effet thermocapillaire sur du mercure
a (cm) 1 0.5
P(W) 1 10 50 100 1 10 50 100
A2Re * 8.15 104 8.15 105 4.08 106 8.15 106 1.63 104 1.63 105 8.15 106 1.63 106cr
Umax 0.59 2.75 6.6 9.8 1.4 6.4 Il.4 20.6(cmls)
* Avec les données physiques du mercure nous avons A 2ReC1 = 81.5~
a
Nous comparons sur le graphique de la figure 19 le nombre de Reynolds calculé à partir de la
vitesse maximale en surface avec les lois d'échelle pour le modèle de couche limite
2 (2U L)1/2A ReG = A m~x et la relation (35). Ces résultats montrent que l'adimensionnalisa-
tion proposée est satisfaisante pour des nombres de Reynolds élevés et que la vitesse de réfé-
rence Us est une bonne échelle en surface.
5~-----+-------+------+------+-------+-------+-------+-
--- Ostrach
...... -.-- Couche limite . . .
4 --- 0 a = 1 cm -------------------r-----------------------T------------------------r-~-------------------------------------------
>' ~ ~ =0.5 cm : i i :
:J 3 + + ~ r····tJ,.····· ············+····················~·:·:·r·-::··········· .
?~ . . 1 ; _ .---,----. --- 1






Figure 19. Vérification des lois d'échelle pour des nombres de Reynolds élevés
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7.2.3 Importance relative de la convection naturelle et de l'effet thermocapillaire
Nous avons effectué trois types de simulation pour diverses puissances et focalisations, dans la
première seul l'effet thermocapillaire est pris en compte (modèle TC), dans la seconde il n'y a
que les forces d'origine thermogravitaire (modèle CN), et dans la dernière nous avons pris en
compte simultanément tous ces effets (modèle TCCN).
Nous analysons ici deux cas représentatifs, l'un à convection thermocapillaire dominante
(P =lOOW, a = lem), l'autre à convection naturelle dominante (P =1W, a =lem).
Configurations d'écoulement lorsque l'effet thermocapillaire domine (P =1DOW)
Les lignes de courant et champ de température sont présentés figure 20 pour les trois modèles.
• Dans le cas de l'effet thermocapillaire il existe deux cellules bien identifiées, le
vortex principal est issu de l'interaction entre l'écoulement surfacique et la
paroi latérale, le second est créé par conservation de la quantité de mouvement.
L'effet du courant de retour de cette recirculation secondaire est visible sur le
champ de température puisque les isothermes sont notablement déformées dans
cette région. Cet aspect de l'écoulement est en accord avec l'analyse faite au
2 1/3
paragraphe 7.1.5 puisque nous avons dans le cœur Pr (A Rea) - 4> 1 .
Etant donné que nous sommes dans une configuration à nombre de Reynolds
élevé et que le tourbillon principal est formé de lignes de courant fermées, nous
pouvons supposer que le théorème de Batchelor (voir [Batchelor 67]) pour les
écoulements permanents en régime laminaire s'applique dans cette région,
autrement dit nous devons vérifier que r: = -0)c avec p* = ~ + ~u2 la
pression modifiée, '1' la fonction de courant et roc la vorticité au cœur du tour-
billon. La figure 21 nous permet de valider cette hypothèse puisque, en dehors
des couches limites, la vorticité le long d'une verticale traversant le tourbillon
est pratiquement constante et que cette valeur est confirmée par interpolation
sur la partie linéaire du graphe p* = f('I').
• Lorsque la convection naturelle seule est prise en compte, d'importantes modi-
fications ont lieu dans la région du faisceau, zone d'influence des forces
d'Archimède. Nous constatons tout d'abord que la recirculation secondaire est
bien moins active que la première et ne perturbe pas le champ de température,
contrairement à la cellule principale. La différence majeure avec un écoulement
thermocapillaire, outre une couche limite en surface moins marquée, vient de
l'apport sous le faisceau de fluide froid depuis le fond de la cavité, ce qui
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• Dans le modèle complet nous retrouvons en quelque sorte une superposition de
ces caractéristiques puisque la convection naturelle et l'effet thermocapillaire
agissent sur des zones différentes du fluide. Nous avons donc un écoulement
similaire au modèle CN sous le faisceau et une couche limite en surface proche









8 . . . . .

























Figure 21. Vérification du modèle de Batchelor au centre du vortex principal: r: =:; -0)c
(a) vorticité le long d'une verticale (r = 8.2 cm), (b) pression modifiée en fonction de '1'
Ces modifications sont clairement visibles sur les profils présentés figure 22. Ces courbes
montrent bien que la convection naturelle contrôle globalement le champ de température, mais
que l'effet thermocapillaire reste le moteur de l'écoulement en surface.
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r (cm)
r (cm) (b)
Figure 22. Profils surfaciques de température (a) et de vitesse (b) pour ditférents modèles (P = 100W,
a = 1cm)
Conftgurations d'écoulement lorsque I.a convection naturelle domine (P = IW)
Les lignes de courant et champ de température sont présentés figure 23 pour les trois modèles.
A l'évidence, mis à part un resserrement des lignes de courant dans la couche limite en surface,
il n'y a pas de différence notable entre les modèles avec et sans effet Marangoni. Comme pré-
cédemment, nous constatons sur les profils de la figure 24 que le champ de température est
contrôlé par la convection naturelle. Remarquons aussi que les vitesses maximales en surface
avec et sans convection naturelle sont du même ordre de grandeur, comme prédit par I'analyse
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Figure 24. Profils de température (a) et de vitesse (b) pour différents modèles (P =1W, a =1cm)
7.3 Déformation de la surface libre
On peut s'interroger au vu des profils de pression de la figure 25 sur l'hypothèse d'une surface
plane et rigide.
En effet, la composante tangentielle de la contrainte de cisaillement induite par l'effet thermo-
capillaire est prise en compte par notre modèle, mais pour la composante normale nous avons
seulement imposé une vitesse nulle. Or, la condition à satisfaire dans le cas d'une surface libre
est la continuité de la contrainte normale, soit ici (l'air au-dessus de la surface étant traité
comme un vide parfait) :
------------------------------------------
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Figure 25. Profil de la pression normalisée pour P = 50W et a = 1cm. Des courbes similaires sont
obtenues pour l'ensemble des simulations.
avec n la direction de la normale à la surface, Pa la pression ambiante, 0' la tension superficielle
et R j , R2 les rayons de courbure principaux et Prefune pression de référence.
Cette équation est en général pratiquement vérifiée pour des écoulements sans couche limite
pour lesquels les gradients de pression transverses sont négligeables. Dans notre cas deux élé-
ments nous permettent de supposer que nous ne vérifions pas ces hypothèses : la présence
d'une couche limite et le point d'arrêt imposé au jet de surface sur la paroi latérale qui doit
nécessairement générer des gradients de pression.
Nous avons donc introduit dans notre procédure numérique une méthode de calcul de la défor-
mation de la surface basée sur la connaissance a priori du champ de vitesse et de pression. Il
s'agit donc d'une méthode itérative qui suppose des déformations faibles.
7.3.1 Présentation de la méthode de calcul de la surface libre
En introduisant dans l'équation de Laplace l'expression des contraintes normales et des rayons
de courbure nous avons :
( h" h')tnn-P+Pa+Pref = -0' 2 3/ 2 + 2 1/ 2( 1 + h' ) r (1 + h' ) (38)
dans laquelle Pref est une pression de référence, h (r) = D - z (r) est la déformation locale
2
d 1 ri h' ah h" a he a su ace, =:\ et = -2 .
ur ar
Nous associons à cette équation les contraintes et conditions aux limites suivantes:
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• -21tr. h (r) rdr = 0 (conservation du volume1)
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• h' (r =0) = 0
• h (r =L) = 0
(continuité de la surface sur l'axe de symétrie)
(le bord du creuset est considéré comme un point fixe)
Le membre de gauche de l'équation (38) n'est connu ou calculable avec précision qu'au centre
des volumes de contrôle de la pression, nous noterons par la suite K n (r) = [~nn - P + Pal n
la valeur au nœud n de cette expression.
L'équation (38) est intégrée, après transformation en un système d'équations différentielles du
premier ordre, par une méthode de Runge-Kutta à l'ordre 4 avec pas adaptatif et contrôle de
l'erreur:
at (k (r) + Pre! 2 312 t (l + l) )
-ar = - cr (1 +t) +--r- (39)
Dans ce nouveau système k (r) est une approximation continue de K n (r) , par exemple par
interpolation spline (cette approximation est nécessaire puisque les points d'intégration ne sont
pas connus). La méthode de Runge-Kutta ne s'utilise qu'avec des conditions initiales, il faut
donc transformer les conditions aux limites. Nous présentons brièvement la démarche adoptée.
Condition initiale pour h(r =L) =0
La condition h' (r =0) = 0 étant aussi une condition initiale, il n'y a pas de transformation à
faire. Pour l'autre condition, nous utilisons une méthode de tir en posant:
h(r=O) = u
et en modifiant la valeur du paramètre inconnu u par une méthode de la tangente :
h.u. 1 - h. lU.1 1- 1- 1
h.-h. 11 1-
(40)
Dans cette expression i représente l'itération courante de la méthode de tir, ui la valeur du para-
mètre pour cette itération et hi = h (r = L) le résultat obtenu après intégration du système
(39) avec comme condition initiale U = ui • En pratique, il faut se donner les deux premières
valeurs du paramètre. Nous avons utilisé les conditions Uo = 0, u l = -ho avec succès puis-
1 Le signe '-' provient de la définition de h
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que nous obtenons en général h (r =L) < 10-10 en deux ou trois essais.
Conservation du volume
La conservation du volume se fait par le choix de la pression de référence. Nous déterminons
cette pression par la méthode de la tangente similaire à la précédente, la relation de récurrence
s'appliquant maintenant sur la pression et la conservation du volume :
ref
Pj+1 =
~ ref ~ ref
uv.p. 1- uV . 1P'] ]- ]-]
Ôv. - ÔV. 1] ]-
(41)
Ce calcul est itérativement appliqué jusqu'à ce que l'erreur sur le volume soit la plus petite
possible, nous obtenons en général Ôv < 10-12 en utilisant la formule d'intégration suivante sur
l N-Irn+lles N points d'intégrations: Ôv = -21t h (r) rdr == -21t L r hn (r) rdro n = 1 n
N-1 b
· ~ [an 3 3 n 2 2 ]
on obtient: Ôv = -21t Li "3 (rn + 1 - r n ) +"6 (rn + 1 - rn )
n = 1
Pour démarrer la méthode, nous posons sucessivement Pref = -Kn (r) pour tous les points du
maillage (sur lesquels K est connu) et nous choisissons pour p7~ 0 la valeur qui conduit au
plus faible Ôv (en valeur absolue). Cette méthode est très efficace car nous recherchons une
perturbation de la surface et il est probable qu'il existe déjà un point en équilibre mécanique
pour lequel Kn(r) +Prej=O. Nous posons ensuite P7~1 = (1+1O-3)p7~o' ce qui nous
permet en général d'atteindre Ôv < 10-15 en moins de 10 itérations.
7.3.2 Algorithme complet de calcul de la déformation
La séquence complète des opérations est résumée ci-dessous:
1. Calculer un champ de pression et de vitesse (par l'algorithme SCGS dans notre cas)
2. Calculer pour chaque volume de contrôle le long de la surface la suite K n (r)
3. Résoudre le système (39) et trouver les conditions initiales et la pression de référence
3.1. Pour déterminer u = h (r =0) tel que h (r =L) < Eh' utiliser la relation (40)
3.2. Pour chaque valeur de u, déterminer la pression de référence par (41) jusqu'à ce
que Ôv < Ev
3.3. Retourner en 3.1 jusqu'à ce que toutes les conditions soient satisfaites
,
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4. Avec la nouvelle surface libre z (r) = D - h (r) remailler le domaine de calcul et cal-
culer les nouveaux tenseurs métriques et les symboles de Christoffel.
s. Retourner en 1 si la convergence sur les variables principales de l'écoulement n'est pas
atteinte
Nous avons choisi Eh = 10-1°, Ev = 10-12 , mais ces valeurs doivent être ajustées pour chaque
problème traité.
7.3.3 Analyse des simulations avec surface libre
Nous présentons un exemple de simulation pour P =SOW et a = lcm avec surface libre défor-
mable à la figure 26. Des profils similaires ont été obtenus avec les autres puissances, seule la
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Figure 26. Déformation de la surface pour P = 50W et a = 1cm. Le minimum de la déflection est
obtenu pour le minimum de la pression et correspond aux cœur du vortex principal.
Nous constatons que la déformation est principalement due au minimum de pression créé par
le vortex principal qui provoque, par conservation du volume, une élévation de la surface sur
l'axe de symétrie. Ce comportement est confirmé par les résultats obtenus par D. Rivàs dans
[Rivas 91a] et [Rivas 9Ib]. Notons que l'apparente contradiction avec les observations expéri-
mentales, qui montrent presques toutes un creusement sous le faisceau, provient du fait que
nous ne prenons pas en compte une éventuelle pression extérieure, telle que la vapeur satu-
rante.
Nous pouvons donc vérifier a posteriori l'hypothèse d'une surface plane et rigide puisque les
déformations obtenues ne modifient pas l'écoulement. Ceci n'est sans doute plus vrai dans les
configurations où l'effet de recul de la vapeur devient le principal mécanisme de déformation.
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8 Application à la refusion du Titane
Nous présentons dans ce chapitre un exemple de simulation sur du Titane en mettant l'accent
sur le rôle de la turbulence et de la déformation de la surface. Les débits d'évaporation calculés
sont comparés avec les résultats des expériences menées au CEA de Pierrelatte.
8.1 Paramètres de la simulation
Nous considérons un lingot de Titane de 10 cm de rayon et de profondeur, maintenu à sa tem-
pérature de fusion par les parois latérales et le fond. Le faisceau énergétique a une puissance
efficace de 50 kW et nous faisons varier sa focalisation de 4 à 0.1 cm. Les nombres de Grashof
et Reynolds thermocapillaire correspondants sont résumés dans le tableau 20.
Tableau 20. Nombre de Reynolds thermocapillaire et de Grashof pour la simulation Titane
a (cm) 4 3 2 1 0.5 0.3 0.2 0.1
A2Reo 1.22 108 1.64 108 2.45 108 4.91 108 9.81 108 1.64 109 2.45 109 4.91 109
Gr 1.17 109 6.55 108 2.91 108 7.28 107 1.82 107 6.55 106 2.91 106 7.28 105
Clairement, ces chiffres indiquent que les calculs devront être effectués avec un modèle turbu-
lent en tenant compte de la convection naturelle et que le creusement dû au recul de la vapeur
risque d'être important.
8.2 Caractéristiques de la turbulence interfaciale
Les configurations d'écoulement obtenues sont similaires à celle présentée figure 27 pour
a =3 cm et partagent les caractéristiques suivantes :
• La turbulence, par le biais de la viscosité turbulente, fait diffuser le vortex prin-
cipal qui occupe toute la cavité
• Un important creusement est observé sous le faisceau
• Le faisceau est générateur de turbulence, au même titre que la paroi latérale
Précisons le troisième point à l'aide des profils de la figure 28.
Le terme de production de la turbulence par cisaillement, Pk, présente non seulement un maxi-
mum sur la paroi latérale (ce qui est conforme au modèle de loi de paroi utilisé), mais aussi à
une distance proche du rayon caractéristique du faisceau.
































































































Figure 28. Profils de long de la surface des grandeurs principales
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Figure 28. Profils de long de la surface des grandeurs principales (Suite)
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Ceci traduit le fait que l'effet thermocapillaire, générateur de contrainte, a une influence non
négligeable sur la turbulence par le biais des termes de production et explique le maximum
observé pour l'énergie cinétique de la turbulence en r =a. Nous rapellons que le moteur de
l'effet thermocapillaire est le gradient de température: celui-ci étant très faible sous le fais-
ceau, les autres variables le sont aussi. Remarquons enfin l'effet du rayonnement et de l'évapo-
ration sur l'aplatissement du profil de température sous le faisceau qui conduit à un maximum
moins marqué pour la vitesse. Ces profils permettent aussi de rendre compte de l'adéquation
du maillage adopté puisque tous les forts gradients sur la paroi latérale sont correctement
représentés.
8.3 Evolution du débit d'évaporation en fonction de la focalisation
Pour chacune des simulations nous avons relevé le débit global d'évaporation calculé à partir
de la loi de Langmuir: D = 21tr. J2~TPsat (T) rdr, avec M la masse molaire du Titane et
T la température de surface. Ces valeurs sont reportées sur la courbe de la figure 29 en fonction
du rayon caractéristique du faisceau.
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Figure 29. Débit d'évaporation en fonction de la densité de puissance. Les valeurs obtenus pour une
densité de puissance supérieure à 10 kW/cm2 sont largement surestimées par rapport aux données
expérimentales, le désaccord semble provenir de l'insuffisance de la déformation et du modèle
d'évaporation en surface. Les points en blanc ont étés obtenus sans déformation de l'interface.
L'allure générale de cette courbe rapelle celle obtenue par Antoni et al et présentée dans
[Antoni 93]. Cette courbe en "5" traduit le fait que la température maximale en surface ne peut
dépasser une valeur limite en raison de l'importance croissante des pertes par évaporation et
rayonnement, ce qui conduit à une saturation pour le débit de vapeur. La chute de celui-ci au-
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delà d'une focalisation limite (environ 3 mm dans notre cas) est attribuée par les expérimenta-
teurs à une dégradation de la qualité du faisceau et peut-être à un phénomène de masquage par
la vapeur au-dessus du point chaud. Dans notre cas, il s'agirait plutôt d'un artefact numérique
principalement causé par une "dégradation" de la discrétisation du maillage pour les très fortes
focalisations, comme le tableau et les figures suivantes le montrent.
Tableau 21. Grandeur maximales relevées pour différentes focalisations (P = 50 kW)
a (cm) Q (kW/cm2) T (K) U (cmls) k Pray (%) Pevap (%)
0.1 1591.5 3120 94.0 0.895 15.1 13.3
0.2 397.89 3260 60.0 0.300 15.4 58.7
0.3 176.84 3315 50.0 0.064 16.0 61.6
0.5 63.662 3313 41.0 0.036 17.1 45.4
1 15.915 3000 29.0 0.011 18.0 24.0
2 3.9789 2615 17.5 4.88 10-3 19.6 3.8
3 1.7684 2440 10.5 1.4 10-3 18.7 2.0
4 0.9947 2360 5.50 5.2 10-4 18.7 1.1
La figure 30 permet de supposer que la vaporisation, en absorbant la majeure partie de l'éner-














































Figure 30. Pertes par évaporation et rayonnement en fonction de la densité de puissance: l'évapo-
ration est le phénomène dominant dès que la focalisation augmente.
Pour les fortes densités de puissance les calculs sont en désaccord avec les expériences, les
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pertes par évaporation étant au maximum de l'ordre de 10%. Nous discuterons ce point au
paragraphe 8.4 traitant des limitations du modèle de déformation de l'interface.En ce qui con-
cerne la turbulence, la figure 31 permet de se rendre compte qu'elle augmente avec la focalisa-
tion, ce qui explique sans doute le changement de régime apparent dans l'évolution de la
UmaxL
vitesse en surface: le nombre de Reynolds turbulent défini par Ret = augmente
v t
comme le montre les données du tableau 22.
Tableau 22. Nombre de Reynolds turbulent en surface en fonction de la focalisation
a (cm) 0.1 0.2 0.3 0.5 1 2 3 4
Jl t 0.144 0.110 0.099 0.134 0.132 0.130 0.127 0.124
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Figure 31. Evolution de la vitesse et de l'énergie de la turbulence maximale en surface. Le change-
ment de régime apparent dans l'écoulement de surface peut être attribué à l'augmentation de la vis-
cosité effective lorsque la turbulence se renforce et conduit à une diminution du nombre de Reynolds
thermocapillaire turbulent.
Ces résultats nous semblent qualitativement en accord avec les différentes obervations expéri-
mentales, sauf en ce qui concerne les très fortes focalisations. Nous remarquons tout de même
que la chute de la température de surface peut s'expliquer par l'augmentation brusque des
transferts turbulents, le brassage en surface facilitant l'évacuation de la chaleur vers le cœur de
l'écoulement.
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8.4 Limites du modèle d'évaporation et de déformation de la surface
Le principal mécanisme de déformation de la surface est la contre-pression exercée par la
vapeur sous le faisceau. Dans notre modèle de déformation nous avons introduit cet effet en
posant Pext = YPsat (T) avec y un coefficient de corrélation compris habituellement entre 0.5
et 1. Nous avons choisi y =0.8 car nous supposons une enceinte suffisament grande devant le
libre parcours moyen des molécules de vapeur, minimisant ainsi les effets de choc élastique
dans la vapeur elle-même.
Malgré cela, la méthode de déformation utilisée s'est avérée inadaptée aux fortes focalisations
(typiquement pour Q > 10 kW/cm2) puisqu'il n'a pas été possible de déformer la surface de
façon satisfaisante. Plus précisement, nous n'avons obtenu qu'une déformation approchée
mais nous avons tout de même effectué les calculs avec cette approximation afin d'observer un
éventuel effet par rapport à des simulations sans déformation. Nous pensons, d'après les résul-
tats de la figure 30, que la (très) forte surestimation des pertes par évaporation pour
Q > 10 kW/cm2 provient de l'insuffisance de notre modèle de déformation.
Ceci nous conduit à penser que le principal mécanisme limitant le débit de vapeur est bien la
déformation de la surface. Un effort supplémentaire doit être fait pour modéliser ce phéno-
mène, par exemple à l'aide d'une méthode aux éléments finis ou un calcul analytique. TI sem-
ble aussi que le problème de la stabilité de l'interface se posera nécessairement pour les plus
fortes focalisations.
Conclusion
Nous avons abordé le problème des écoulements thermocapillaires par le biais de modèles ana-
lytiques en comparant leurs prédictions avec un modèle numérique.
Dans un premier temps nous nous sommes intéressés aux caractéristiques de l'écoulement
dans la zone d'impact du faisceau grâce au modèle de Chan et Sanochkin. Nous avons alors
montré que ce modèle décrit correctement le champ de vitesse et de température en surface
pourvu que l'hypothèse d'une couche limite développée soit vérifiée, ce qui implique une
limite inférieure au paramètre Q. Le principal intérêt de ce modèle réside dans sa simplicité et
il permet de calculer avec une bonne précision la température sous le faisceau et la vitesse
maximale, atteinte à une distance égale au rayon caractéristique de faisceau. Ce modèle reste
par contre limité aux écoulements non confinés et ne donne pas d'indication sur le comporte-
ment global.
Cet aspect a été étudié avec un autre modèle, basé sur un nombre de Reynolds thermocapillaire
Rea' qui a permis de caractériser avec une bonne précision l'influence de la focalisation, de la
convection naturelle et d'une éventuelle déformation de la surface. En particulier, les résultats
suivants ont étés obtenus avec des simulations sur du Mercure:
• Dès lors que la convection naturelle est présente, elle contrôle le champ de tem-
pérature dans l'ensemble de la cavité.
• Le champ de vitesse en surface est principalement contrôlé par l'effet thermoca-
pillaire.
• L'écoulement de cœur est contrôlé par la convection naturelle pour les faibles
valeurs de Rea' et résulte plus ou moins de la superposition des différents effets
pour les fortes valeurs.
• Les effets de la déformation de la surface induits par l'effet thermocapillaire
sont négligeables dans cette configuration.
L'extension du modèle précédent au calcul de la fusion d'un cylindre de titane (la x la cm,
faisceau de 50 kW) nécessite la prise en compte de la convection naturelle, des pertes par éva-
poration et rayonnement, de la turbulence et de la déformation de la surface (principalement
due à la pression de vapeur saturante au point d'impact). L'analyse des résultats a montré que
le faisceau électronique est générateur de turbulence (par cisaillement puisque l'effet thermo-
capillaire est une contrainte) et qu'un phénomène de saturation intervient aux fortes focalisa-
tions, l'évaporation et le rayonnement consommant pratiquement toute l'énergie fournie.
L'évolution des débits d'évaporation calculés en fonction de la densité de puissance s'accorde
qualitativement avec celle issue de résultats expérimentaux pour les densités de puissance
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allant jusqu'à 10 kW/cm2. Au-delà, les limitations de notre modèle de déformation conduit à
une surestimation du débit de vapeur, indiquant par là qu'il s'agit du principal mécanisme limi-
tant l'efficacité du procédé de fusion par bombardement électronique.
Nous résumons sur la figure 32 les différentes configurations d'écoulement et les modèles cor-
respondant en fonction du nombre de Reynolds thermocapillaire qui est le paramètre pertinent
pour caractériser un écoulement thermocapillaire.
Pour mener à bien l'ensemble des simulations nous avons utilisé un modèle numérique basé
sur la méthode des volumes finis et le modèle k-E pour la turbulence. Cette méthode à été éten-
due aux maillages curvilignes non orthogonaux et nous avons utilisé l'algorithme SCGS, plus
performant que le classique SIMPLE, pour résoudre les équations de qdm.
Le logiciel réalisant ces calculs a été écrit en C++, un langage orienté objet qui a permis une
grande simplification dans l'écriture des expressions tensorielles.
Nous terminerons en remarquant qu'il serait souhaitable de confirmer (ou d'infirmer... ) les
prédictions des simulations à l'aide d'une expérience bien instrumentée, par exemple sur du






































































































A Eléments de calcul tensoriel
A.t Transformation de coordonnées
Définissons par (yi) les coordonnées cartésiennes relatives à une base fixe ii et par (Xi) les coor-
données curvilignes générales dans une base arbitraires :
Si le Jacobien de la transformation (42) défini par :
(42)









est non nul, la transformation est dite non singulière, et il existe une transformation inverse
telle que:
On définit deux bases de vecteurs notées ei et ei appelées respectivement base naturelle et base
duale par :
Ces deux bases possèdent des propriétés de réciprocité et d'orthogonalité que l'on peut résu-
mer par :
. 1 si i =j
avec : Ô~ = {
1 O···SIl ;t: J
Les vecteurs de ces bases sont suffisants pour représenter des vecteurs, mais pour les tenseurs
d'ordre supérieur ont doit introduire de nouvelles bases construites par produit tensoriel des






Eléments de calcul tensoriel
(44)
A.2 Composantes covariantes, contravariantes, mixtes
Un vecteur a a des composantes uniques liées à une base, en particulier relativement aux bases
naturelles et duales :
Les champs scalaires ai et ~ sont respectivement appelées les composantes contravariantes et
covariantes du vecteur a.
De façon analogue, dans le cas d'un tenseur A du second ordre exprimé dans les bases définies
par (44) :
Les éléments Aij, Aij , Aij, Aj i sont respectivement appelés les composantes tensorielles contra-
variantes, covariantes et mixtes du tenseur A.
A.2.1 Métrique
La topologie dans R3 est définie par la métrique, forme quadratique définie positive associant
un élément de longueur à tout déplacement (dxi) :
2 i jds = g ..dx dxIj
dans laquelle ds est la longueur de l'arc différentiel et gij les composantes covariantes du ten-
seur métrique défini par :
d m d m
gij' = e.·e. = L .L
1 J dxi dx j




La relation entre le Jacobien de la transformation (43) et le déterminant g des cofacteurs de gij
est alors:
Composantes covariantes, contravariantes, mixtes
2g = det(gij) = J
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Les composantes mixtes du tenseur métrique se déduisent de la définition des vecteurs de
base:
g j - e i e = ~~i - . j U,
Les composantes de gij et gij sont symétriques par rapport aux indices i et j et peuvent être
reliées aux normes des vecteurs de base par :
Finalement, les composantes du tenseur métrique, en permettant le passage entre les bases
naturelles et duales permettent d'écrire :
i im
a = g am
La définition des différentes bases est résumée figure 33.
Xl =ete
Figure 33. Coordonnées curvilignes générales: bases naturelles et duales
A.2.2 Symboles de Christoffel
La dérivation des vecteurs de base e peut être écrite sous la forme compacte suivante :
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(45)
Ces relations font intervenir les symboles de Christoffel l r j ~ dont les composantes peuvent
s'exprimer en fonction du tenseur métrique :
A.2.3 Dérivées covariantes
Un champ de vecteur ne se dérive pas comme un champ de scalaire puisqu'il faut tenir compte
des relations (45) :
(46)
(Vpi) ei est la dérivée covariante des composantes contravariantes du vecteur a et s'exprime
par:
t7; da; m i
v).a = -+a r .dxj rnJ
On peut définir de façon analogue les dérivées covariantes des composantes covariantes :
da d i da; i dei i da; rn
- = - (a.e) = - e +a·- = (V.a.) e avec V ·a· = - - a r ..
dX j dX j 1 dXj 'dX j ) 1 ) 1 dX j m 1J





dXk dXk 1 J
A.3 Composantes physiques
En coordonnées générales les composantes contravariantes des tenseurs n'ont pas les mêmes
dimensions que les variables physiques correspondantes. De plus les composantes contra- ou
1 Ces symboles n'ont pas le caractère tensoriel et ne suivent donc pas les règles de linéarité, d'associativité et de
non commutativité des espaces tensoriels.
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covariantes d'un même tenseur ne sont souvent pas les mêmes. Pour éviter tout risque d'erreur
dans d'interprétation physique de ces coordonnées, RICCI et LEVI-CIVITA ont proposé en
1901 de définir de nouvelles composantes pour les vecteurs :
v.
1
Les vecteurs de la base naturelle associés à ces composantes sont définis par :
ei e.e(i) = - = Ile:"~ (pas de sommation sur i)Ji;; ·
(i) .
et ceux de la base duale par: e = Ji;;e'
Notons que:
• Les vecteurs e(i) sont adimensionnels et unitaires, colinéaires aux vecteurs ei.
• Les vecteurs e(i) sont adimensionnels mais non unitaires, colinéaires aux vec-
teurs normaux ei .
(50)
(51)
Les composantes des vecteurs et tenseurs exprimés dans ces nouvelles bases sont appelées
composantes physiques, leurs définitions, compte tenu de (50) et (51), sont:
Pour les composantes physiques contravariantes :
(i) (ij) (i) Ji;;ai A (ij) Ji;; Ji;A ija = a e(i) A = A (e(i) ® e(j) ) a = =
Pour les composantes physiques covariantes :
(i) A = A (ij) (e (i) ® e (j» a· A ..a 1 A (ij) 1)= a(i) e a(i) = =Ji;; Ji;;Ji;
A.3.t Composantes physiques du tenseur métrique
De la définition des vecteurs de base physique on tire immédiatement:
g (ij) = e (i) · e (j) =
gij (m)
Jgiigjj
e (i) = g (im) e
A (ij) (im) A (j) _ (im) (jn) A(ij) (i) ( .) ~ij = g (m) - g g (mn)g = e . e ) = giigjjg
2 (i) (j)
(j) (j) o~ ds = g (ij) dx dxg (i) = e (i) . e = 1
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A.3.2 Symboles de Christoffel physiques
Les dérivées des vecteurs unitaires e(i) peuvent s'écrire:
ae (i) 1 a ( ei ) 1 m 1 n
--(-') = ~-. rio = Mrijem- Mrijgineiax 1 g ..ax1 g.. g ..g.. g .. g ..g ..11 Il Il 11 Il Il 11
Exprimée dans la base physique, la relation devient :
définissant ainsi les symboles de Christoffel physiques par analogie avec la relation (45).
On peut de même écrire :
ae (i) (i) (m)
--(-') = -r (mj)eax 1
Notons que contrairement aux symboles de Christoffel, les symboles de Christoffel physiques
ne sont pas symétriques par rapport aux indices i et j.
A.3.3 Dérivées covariantes des composantes physiques
La définition des symboles de Christoffel physiques permet une analogie complète entre les
expressions en termes de composantes physiques et les expressions (46) à (49) :
aa a (i) (i)
-(-') = -(-') (a e (i») = (V (j) a ) e (i)ax 1 ax 1
où (Vpi) e i est la dérivée covariante des composantes physiques contravariantes du vecteur a
et s'exprime par :
(i) aa (i) (m) (i)
V (j) a = --(-') + a r (mj)ax 1
On peut définir de façon analogue les dérivées covariantes des composantes physiques
covariantes :
V A (ij) - aA (ij) A (mj)r( i) A (im)r( j)
(k) - ax (k) + (mk) + (mk)
Opérateurs algébriques
A.4 Opérateurs algébriques
Nous reportons ici l'expression des divers opérateurs utilisés:
















En introduisant l'opérateur différentiel :
L\ _Ji; a (Ji J
---w (...) - r:. ---w r::- (... )
ilx '"g dx Aj gjj
On peut écrire :
(
CO) Jil (ij) ilA IJ (mj) (i)
div A = -(-") [A e(i)l = --(-") +A r(rnj) e(i)
ilx J ilx J
ila (j) il (jm)
diva = - [g a l(") - ---w (m)
ilx J ilx
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B Calcul des paramètres du modèle de
Sanochkin
Dans [Sanochkin 89] l'auteur propose une méthode simple permettant de calculer les paramè-
tres des équations (24) et (25) sous la forme suivante:
( 2a q )1/2Ur = B (Pr) Vr k~V 1
dans lesquelles A(Pr) et B(Pr) sont des fonctions du nombre de Prandtl uniquement.
C'est la méthode permettant de calculer ces fonctions que nous allons décrire.
B.l Algorithme de calcul
Selon les notations de l'auteur, la température en surface est de la forme:
et le profil de vitesse :
2 (2aTq1)1/2
u(x) = k x --
Kf..lV
Ces équations font intervenir deux fonctions k(Pr) et i}(k,Pr). L'expression de i} ne présente
pas de difficultés majeures :
'Ô (Pr) = 1eP-Pln(p)y (P, P) ("«a,x) est la fonction gamma incomplète)
Par contre le calcul de k nécessite quelques étapes intermédiaires : .
Ldm
k4 = __m_~_O _
L (Pr+m)dm
m~O
dans laquelle dm est donné par :
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= (_l)m. Prm. (Pr-2) (Pr-l) ... (Pr+m-3)
m! (Pr+l) (Pr+2) ... (Pr+m)
Le programme suivant permet le calcul de k et i) pour tout nombre de Prandtl.
Le calcul de k est fait (sous une forme compacte se prêtant bien à la programmation) dans la
fonction calc_k.
Toutes les libraires C ne comportant pas la fonction gamma ou gamma incomplète, nous avons
programmé celles-ci sous une forme particulièrement bien adaptée à nos calculs, en nous inspi-
rant des algorithmes décrits dans [Press 92].






* Calcul de la temperature sous le faisceau et de la vitesse en surface *









calcul de la fonction 'gamma incomplete' pour [Sanochkin 89] par
les algorithmes de [Press 92] pp. 214-218
* Avare Christophe le 05/08/93
*
*
* Ce programme ecrit pour Pr variant de 1e-4 a 20 les valeurs
* mt mu
* A Pr et B Pr calculees par les formules exactes et approchees
* (Pr « 1 et Pr » 1)
*
SUIn = deI = 1.0/aj






Il lnGamma : calcul du logarithme de la fonction gamma ([Press 92] p 214)
Il




double x = xx,y = x,tmp = x+5.5,ser = 1.000000000190015j
trop -= (x+0.5)*log(tmp)j
for (int j=Oj j<=5j j++) ser += cof[j]/++Yj
return -tmp+log(2~5066282746310005*ser/x)j
double iGamma (double a, double x)
double sUIn,del,ap = aj





Il Dans le modele de Sanochkin on utilise seulement iGamma(Pr,Pr),
Il nous sommes donc toujours dans le cas ou x < a+1 et la convergence est
Il plus rapide en utilisant le developpement en series (programme gser dans






















































Listing du programme Hsanochkin.cxx"
59 deI *= x/ap;
60 sum += deI;
61 if (fabs(del) < fabs(sum)*EPS) break;
62
63
64 Il Calcul de P(a,x)
65
66 double P = SUffi * exp(-x+a*log(x)-lng);
67






74 Il calc_k calcul du parametre k de [Sanochkin 89]
75 Il
76




81 for (int rn=l; rn<ITMAX; rn++) {
82 double a = 1.0;
83 double b = 1.0;
84 for (int i=-2; i<=rn-3; i++) a *= P+i;
85 for (int j=l; j<=rn; j++) b *= P+j;
86 double dm = s*(p*a);
87 dm 1= (f*b);
88 if (fabs(dm)<e) break;
89 S += dm;
90 D += (P+rn)*dm;
91 p *= P;
92 f *= m+1;
93 s *= -1;
94 }
95 k = sqrt (S/D) ;





101 Il main : programme principal
102 Il Ecriture en sortie des differents parametres pour chaque valeur de Pr
103 Il Note: la valeur maximale pour Pr est environ 20, au-dela les erreurs
104 11 d'arrondis dans calc_k donnent des valeurs aberrantes pour k
105 Il





111 cout « UPr\tUr\tUr (Pr«l)\tUr (Pr»l)\tTm\tTm (Pr«l)\tTm (Pr»l)"
112 « endl;
113 while (Pr<=20.0) {
114 double k=calc_k(Pr);
115 Il 2
116 Il Ur = k (Eq. (1.2) p 114)
117 double Ur=k*k;
118 Il 1 Pr-Pr log (Pr)
119 Il Tm(x=O) = - e iGamma(Pr,Pr) (Eq. (1.13) P 115)
120 Il k
121 double Tm=exp(Pr-Pr*log(Pr»*iGamma(Pr,Pr)/k;
122 Il Ecriture de la valeur exacte de Ur et des valeurs limites
123 cout « Pr « '\t' « Ur
124 « '\t' « 1/sqrt(3.0*Pr)
125 « '\t' « 0.791*pow(Pr,-0.25)
126 Il Ecriture de la valeur exacte de Tm et des valeurs limites
127 « '\t' « Tm
128 « '\t' « 1.31G*pow(Pr,-3.0/4.0)
129 « '\t' « 1.410*pow(Pr,-3.0/8.0)
130 « endl;
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C Validation des méthodes numériques
C.I Ecoulement de Couette plan
L'objet de ce test est de contrôler l'aptitude de l'algorithme SIMPLE à calculer correctement
le champ de vitesse en présence d'un gradient de pression longitudinal imposé. La précision du
résultat est directement liée à la qualité de la discrétisation des différents opérateurs :
• Les termes de convection doivent s'annuler le long des lignes de coordonnées.
• Les gradients de pressions croisés, dans le cas d'un maillage non orthogonal, ne
doivent pas empêcher la convergence.
• Les conditions aux limites (de type Neumann pour la composante horizontale et
à "symétrie sans flux" pour la composante tangentielle) à l'entrée et à la sortie
du domaine de calcul doivent permettre de vérifier l'équation de continuité bien
que la vitesse ne soit pas a priori connue.
C.I.I Maillage orthogonal












Figure 34. Caractéristiques géométriques et conditions aux limites pour l'étude de l'écoule-
ment de Couette plan
La solution classique adimensionnelle des équations de Navier-Stokes pour ce problème est
donnée par les relations suivantes :
il = y+P(I-y)y li = 0 avec: u = !!.. Y= ~ et P = L(_ ap )u' h 2JlU ax
Le gradient de pression adimensionnel P est le principal paramètre qui conditionne la nature de
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l'écoulement: pour P =0 on retrouve le profil linéaire d'un écoulement cisaillé simple, et pour
P < 0 il existe une zone du fluide dont l'écoulement s'inverse. Ces différentes caractéristiques





























Figure 35. Comparaison entre les profils de vitesse U(y) analytique (trait plein) et calculée (sym-
boles) pour différentes valeurs du gradient de pression adimensionnel P.
C.l.2 Maillage non orthogonal
Les possibilités de résolution d'écoulements avec un maillage non orthogonal sont présentées
ici en considérant une cavité comme celle de la figure 36. L'angle a formé par les lignes de









Figure 36. Géométrie utilisée et conditions aux limites.
Lorsque l'écoulement aval est établi, nous avons pour la composante horizontale de la vitesse
le long d'une ligne de coordonnées verticale l'équation suivante:
10- --
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y(l) =4U l (1 _ l )
max H sinn H sinn
En posant U = y(l) / Umax et y = l /H sinn nous obtenons le profil parabolique
adimensionnel : U = 4Y ( 1 - y)
Nous présentons figure 37 les résultats obtenus pour a =10 et 45° avec un maillage 20x30 tel













Figure 37. Comparaison entre les profils de vitesse analytique et numérique pour différentes
valeur de l'angle a.
Figure 38. Un exemple de maillage (20x30) et de champ de vitesse obtenu pour a = 30°.
L'accord est excellent et montre que la discrétisation des différents opérateurs, des conditions
aux limites et le calcul des quantités géométriques (tenseur métrique, symboles de Christoffel)
permet de modéliser de façon satisfaisante des écoulements sur des maillages fortement défor-
més. Notons que le prix à payer est une plus forte sous-relaxation des équations, donc un allon-
~~~---------------------------
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gement du temps de calcul. A titre indicatif, le tableau 24 résume les différents paramètres
utilisés pour la résolution comparés au cas orthogonal a = 90°.
Tableau 24. Paramètres de contrôle de l'algorithme SCGS utilisés pour différents angles Cl.
angle a Facteurs de sous-relaxation* Nombre d'itérationst Temps de résolution+
10 0.8, 0.8, 0.9 50 7.4
30 0.9, 0.9, 0.9 30 5.1
45 0.9, 0.9, 1.0 5 1.2
90 1.0, 1.0, 1.0 3 1
* PourU, VetP
t Le résidu pour U et V est fixé à 10-5 et à 10-7 pour la pression
:j: Rapporté au temps CPU pour Cl = 90°
C.2 Diffusion numérique des schémas de convection
Nous nous proposons de montrer dans ce test l'effet de la diffusion numérique dans le cas d'un
écoulement purement convectif en présence d'une discontinuité. Pour cela on considère la






Figure 39. Conditions aux limites
pour le test de diffusion numérique
des schémas de convection.
Dans cet écoulement le champ de vitesse est donné et la température est imposée aux parois,
les lignes de courant étant parallèles à 45° par rapport aux lignes du maillages afin de maximi-
ser la diffusion numérique. L'équation pour la température se réduisant aux termes de convec-
tion, la solution exacte correspond au partitionnement du champ de température en une zone
triangulaire supérieure à T = 2 et inférieure à T = 1.
La figure 40 compare les profils de température le long de la ligne y = 0.5 obtenus avec les
schémas Upwind et QUICK modifié selon [Hayase 92]. On constate que le schéma du second
ordre permet de mieux représenter la discontinuité en x = 0.5, mais au prix d'un léger dépasse-
ment des valeurs extrêmes. Le caractère lissant des schémas du premier ordre est ici évident.
Le comportement diffusif se comprend mieux à partir des isothermes de la figure 41.
Convection naturelle à grand nombre de Rayleigh
2
Figure 40. Comparaison
entre les profils de tempéra-












Dans le cas du schéma Upwind elles s'écartent notablement des lignes de courant: tout se
passe comme si un terme diffusif supplémentaire était introduit dans l'équation de la tempéra-
ture. Pour le schéma Quick, ce phénomène reste limité et ne s'amplifie pas.
Figure 41. Isothermes pour QUICK (gauche) et Upwind (droite).
C.3 Convection naturelle à grand nombre de Rayleigh
Nous nous proposons de modéliser le problème classique de convection naturelle dans une
boite fermée avec les conditions aux limites de la figure 42.
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aTjan = u = v = 0 Figure 42. Schéma de la
cavité et conditions aux
limites: les calculs ont étés








aTjan = u = v = 0
Le but de ce test est de montrer l'efficacité de l'algorithme SCGS en présence de forces de
volume et de quantifier l'influence des différents schémas de convection dans les couches
limites thermique et cinématique. Les figures suivantes montrent que les écoulements obtenus
sont conformes à ceux attendus et que l'influence des schémas de convection se fait essentiel-
lement au niveau de la résolution de l'écoulement de cœur: le schéma QUICK permet une
meilleure prédiction de la position des deux vortex et du palier horizontal de température (figu-















Figure 43. Convection thermogravitaire (Ra = 105 et Pr = 0.17).
(a) profils de température le long de la ligne y = 0.5 pour QUICK (trait continu) et Upwind (pointillé)
(b) profils de la vitesse normalisée U(x) = f(y =0.5) et U(y) = f(x = 0.5) pour QUICK (trait continu) et
Upwind (pointillé)
D'une manière générale, les schémas du premier ordre ont tendance à sous-estimer les trans-
ferts de quantité de mouvement et de chaleur des couches limites vers le cœur, cet aspect pre-
nant d'autant plus d'importance que la convection domine.
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Figure 44. Convection thermogravitaire (Ra = 105 et Pr = 0.17).
Isothermes pour QUICK (a) et Upwind (b), lignes de courant avec QUICK (c) et Upwind (d).
C.4 Convection dans une boite fermée à paroi défilante
En complément au test précédent, une étude plus significative des problèmes liés aux écoule-
ments à grand nombre de Reynolds est celle concernant la convection dans une boite à paroi
mobile telle que celle représentée figure 45. Ce test numérique a été largement abordé dans la
littérature en raison des exigences imposées aux codes numériques en termes de robustesse
jusqu'à des nombres de Reynolds de l'ordre de 104 et de sensibilité au maillage. D'autre part,
l'analogie avec un écoulement capillaire nous permettra de mettre en évidence la supériorité de
l'algorithme SCGS sur SIMPLE dans nos simulations. Nous présentons tout d'abord figure 46
l'évolution du résidu de masse dans le cas d'un maillage 20x20 et Re =1000, le critère de con-
vergence étant RSIMPLE < 5 10-5 et RscGS < 10-6• L'accélération due à SCGS est significative et
s'explique par le fait que les coefficients de sous-relaxation optima sont plus élevés que pour
SIMPLE, ainsi que le montre les données du tableau 25. Les figures suivantes illustrent les
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Figure 45. Schéma de la
cavité à paroi défilante et
conditions aux limites
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Figure 46. Evolution des résidus de masse dans le cas de SIMPLE et de SCGS.
le cas de SIMPLE, la position et l'intensité du vortex principal et les zones d'eau morte ne sont
pas correctement prédites et il n'a pas été possible d'obtenir une solution convergée satisfai-
sante avec le schéma QUICK pour le maillage utilisé. Les données du tableau 26 montrent que
le gain en précision apporté par la combinaison SCGS-QUICK est significatif puisque pour un
maillage aussi grossier les résultats sont très proches de ceux obtenus par Vanka dans
[Vanka 86] avec un maillage 321x321 et une méthode multi-grilles.










* Pour SIMPLE le premier chiffre indique le nombre de sous-itérations de
l'algorithme TDMA pour les équations de qdm et le second pour la correction
de pression. Dans le cas SCGS le chiffre indique le nombre de balayages
(alternés) des nœuds de pression.
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Tableau 26. Synthèse des principaux résultats.
Schéma 'IImax x Y
[Vanka 86] (321x321) Hybride 0.1034 0.62 0.74
QUICK 0.0850 0.60 0.70
SCGS (20x20)
Upwind 0.0506 0.70 0.75
QUICK
SIMPLE (20x20)
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Figure 47. Fonction de courant et champ de vitesse pour SCGS + QUICK (haut), SCGS + Upwind
(milieu), SIMPLE + Upwind (bas).
Propriétés physiques
Tableau 27. Propriétés du titane
Propriété Symbole Valeur Unité
Masse volumique* P 4110 kg/m3
Viscosité dynamique* Jl 5.2 10-3 Pa s
Viscosité cinématique v 1.27 10-6 m2/s
Conductivité thermique K 22.6 W/mK
Diffusivité thermique Cl 6.91 10-6 m2/s
Coefficient de dilatation thermique* ~ 1.7 10-4 K-1
Température de fusion Tf 1942 K
Capacité calorifique Cp 795.2 J/kg K
Coefficient de variation de la tension superficielle crT -4.6 10-4 Nm/K
Tension superficielle* cr 1.65 Nm-1
Coefficient de diffusion liquide/liquidet D 0.38 10-8 m/s2
Nombre de Prandtl Pr 0.18
* A la température de fusion
t Calculé numériquement par A. Pasturel du LTPCM de Grenoble
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Tableau 28. Propriétés du mercure
Propriété Symbole Valeur Unité
Masse volumique p 13700 kg/m3
Viscosité dynamique Ji 1.7 10-3 Pa s
Viscosité cinématique v 1.24 10-7 m2/s
Conductivité thermique K 10 W/mK
Diffusivité thermique ex 5.21 10-6 m2/s
Coefficient de dilatation thermique ~ 1.74 10-4 K-l
Température de fusion Tf 234 K
Capacité calorifique Cp 140 J/kg K
Coefficient de variation de la tension superficielle crT -2.0 10-4 Nm/K
Tension superficielle cr 0.498 Nm-1
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Laboratoire EPlVl - MADYLAM
RÉSUi"Y1É
Les variations de la tension superficielle avec la tem-
pérature, ou effet Marangoni ou thermocapillaire,
génèrent des écouleIllents qui peuvent être très
importants, notamment dans les procédés de refusioll
par bOlnbardement él~ctroniqlle des métaux réfrac- .
taires et superalliageso L'étllcte de ces écoulements
lorsque le flux énergétique est important à été con-
duite à l'aide d'un modèle analytique permettant de
caractériser les grandeurs principales (température et
vitesse) au point d'impact et d'une étude paralnétri-
que concernant la structure globale de l'écoulement.
Les prédictions de ces modèles ont été vérifiées à
l'aide de simulations nUlnériques lltilisant une for-
mulation tensorielle généralisée des équations de
Navier-Stokes et intégrées par la méthode des volu-
mes finis adaptée aux maillages non orthogonaux.
L'algorithme SCGS (Symmetric Coupled Gauss-Sie-
deI) est préféré aux méthodes de type SIMPLE pour
calculer la pression et vérifier la conservation de la
masse. L'application de ce modèle aux écoulements
laminaires obtenus avec du mercure et un faisceau de
quelques watts met en évidence un contrôle du
champ de température par les forces de convection
thermogravitaire et du champ de vitesse par l'effet
thermocapillaire. L'extension de cette étude au cas
industriel de la fusion du titane (faisceau deo 50 kW)
nécessite la prise en compte de la turbulence par un
modèle type k-epsilon et des pertes thermiques par
rayonnement et évaporation. L'accent est mis sur
l'évolutidn des débits d'évaporation en fonction de la
densité de puissance et montre un phénomène de
saturation qui est confirmé par l'expérience.
MOTS CLÉS
Effet Marangoni, Modélisation, Bombardement élec-
tronique, Turbulence, Evaporation, Surface libre
