We develop a fault simulator for input stuck-at faults in SpeedIndependent circuits by extending Eichelberger's method. In order to achieve higher accuracy, a 13-valued algebra is adopted, the relative order of causal signal transitions is maintained, and time frames are unfolded in a careful manner. Based on this simulator, we propose a random test generation algorithm which reduces the probability that the circuit finds itself in non-deterministic states and helps it recover when this happens. Experimental results show that the combination of the two techniques achieves an average improvement of 18% in fault coverage.
INTRODUCTION
Interest in asynchronous circuits has recently been revived, not only because of their potential for high performance, low power and design reusability, but also because of the difficulties associated with traditional synchronous design such as clock skew. As an alterative to synchronous circuits, asynchronous circuits have already started to demonstrate their potential, even in many commercial products.
However, one of the main obstacles in the widespread development of asynchronous circuits is the difficulty in testing them. Without a global clock for synchronization, asynchronous circuits operate in a rather independent manner, which is sensitive to race conditions and hazards. In addition, it is much harder to control and observe internal nodes in asynchronous circuits. Moreover, there are several classes of asynchronous circuits such as DelayInsensitive, Speed-Independent, Timed circuits, and so on. Fault simulation and test generation methods for one class of circuits might not work for other classes, which makes the problem even more complicated.
In recent years, numerous efforts have been devoted to fault modelling, fault simulation and test generation for asynchronous circuits. Several researchers [1, 2, 11] studied the problem of testing asynchronous circuits using available commercial testers for synchronous circuits. In order to avoid uncertainty, fault effects have to be observed when the circuit is in a stable state. Since many asynchronous circuits operate in fundamental mode, test vectors can only be applied after the circuit has stabilized. Hazard/race analysis is critical in simulation and test generation of asynchronous circuits. Eichelberger [7] first used ternary logic simulation for detecting hazards in both combinational and sequential logic. He also proposed a method for simulation of sequential circuits. Subsequently, multi-valued logic has been used in different contexts. For instance, Chakraborty, Bushnell and Agrawal [4] used the 13-valued algebra for delay fault test generation. Fsimac, a gate-level fault simulator for stuck-at and gate-delay faults in extended burst mode machines was developed in [12] , using min-max timing analysis [3] and 13-valued logic. Fsimac assumes fundamental mode of operation and simulates both the good circuit and the bad circuit in a time-unfolding manner until the primary outputs and state signals stabilize.
The Fsimac assumption of fundamental operation mode is valid only for Huffman circuits. Speed-Independent circuits, however, do not impose any restrictions on the order that inputs, outputs, and state signals change, except that they must behave according to the protocol [10] . Hence, simple time-frame unfolding simulation methods for Huffman circuits might be invalid for these circuits, since they ignore the additional race conditions and hazards imposed by changes of state signals before the circuit has stabilized. Eichelberger's method [7] for simulation of sequential circuits can be adapted for simulation of Speed-Independent circuits as in [11] , but it is unacceptably conservative to be used for a fault simulator. In many cases, it fails to determine the actual circuit state and simply reports an unknown state.
In this paper we propose a fault simulation algorithm for SpeedIndependent circuits by extending Eichelberger's method. We first describe our algorithm in section 2. Then, a random test generation method based on the proposed fault-simulator is given in section 3. Experimental results are provided in section 4.
PROPOSED SIMULATION METHOD
Eichelberger developed an algorithm for determining the next stable state of an asynchronous circuit in [7] , which can be adapted and used for simulation of Speed-Independent circuits. His method used In order to overcome these problems, we extend Eichelberger's method in several ways. First, we use the 13-valued algebra, as in [3, 4, 12] , to represent signal transitions more accurately. In addition, this method is compact since it avoids unnecessary event proliferations by abstracting the details of multi-transition waveforms. The extension of gate functions from the 3-valued logic to the 13-valued logic is not difficult and is detailed in the above references. Another reason for using 13-valued logic is that it facilitates the expression of functions of some complicated gates, such as Muller C-elements, latches and complex domino gates, which are widely used in asynchronous circuits.
Second, the relative order of signal transitions is maintained by keeping a simple time stamp during gate evaluation. Since in SpeedIndependent circuits we normally assume the unbounded gate delay model [9] , (i.e. delay elements are attached only to gate outputs and the delay magnitude is positive and finite but unknown,) and the pure delay type, (i.e. waveforms are shifted in time and do not change shape,) the relative order of causal signal transitions is necessary for correct simulation in many cases. tion, and a glitch on e is reported. But in fact the circuit assumes that a and b fall simultaneously, and since the gate delay for c is positive, c rises after a falls, hence after b falls, so there is no glitch on e. Since d = c =< 0, ↑, 1 >, it's easy to find that Q =< 1, 1, 1 > and QBAR =< 0, 0, 0 >. If we simulate the circuit under the above stimulus using Eichelberger's method, Q and QBAR are set to X at the end of Procedure A, and they are not recovered in Procedure B, so the simulation gives an undetermined result. In the proposed algorithm, one simple time stamp is maintained for each transition that has a causal order with other transitions. Therefore, we can correctly evaluate when input transitions have a relative order, and we can deal with isochronic forks.
Third, our method carefully unfolds time frames. Unlike in Procedure A of Eichelberger's algorithm, which treats transitions and hazards in the same way, if there is any hazard but no transition detected on any PPO after evaluation, the corresponding PPI is set to the undefined value and the process is repeated until no more hazards are detected. Then, if there is any transition detected on any PPO, the corresponding PPI is set to the transition, the circuit is reevaluated and any hazards are handled as previously. This process is repeated until no more hazards or transitions occur on PPOs or until the number of iterations exceeds the pre-specified maximum limit. It's necessary to set a maximum number of iterations to break the loop if the circuit oscillates, in which case the first terminating condition will never be satisfied. After this step, a procedure similar to Procedure B of Eichelberger's algorithm takes place to determine the stabilizing values on some POs and state signals.
Moreover, the proposed method collapses faults before simulation. We adopt the definitions and notation in [5] , and refer to the concepts of fault equivalence/dominance in a single gate as gequivalence/dominace, in a combinational circuit as c-equivalence/ dominace. It is obvious that the equivalence relationship in a single gate remains valid in a Speed-Independent circuit. Unfortunately, a c-equivalent pair of faults might not be equivalent in a Speed-Independent circuit, since the circuit under each fault might have different hazard conditions that lead to different nondeterministic states. Therefore, a test for one fault in a c-equivalent pair might be invalid for the other. For the same reason, as well as due to self-hiding and delayed reconvergence [5] , a c-dominant and cdominated pair of faults might not be a dominant and dominated pair in a Speed-Independent circuit. In this work we only collapse conservatively, i.e. only g-equivalent faults.
RANDOM TPG METHOD
In Speed-Independent circuits, random test pattern generation remains an efficient and important method. However, the special properties of Speed-Independent circuits may degrade its efficiency. A Speed-Independent circuit is guaranteed to work only on input stimuli allowed by the specification. Since random test generation does not consider the specification of the circuit under test, invalid test patterns are very likely to be generated. Moreover, once it is trapped into an unknown state, the circuit normally will have difficulty in getting out. Therefore, long yet meaningless sequences of test patterns are typically generated by random test generation algorithms.
We overcome this problem by resetting the circuit with a probability that is dynamically adjusted. The proposed random test generation algorithm can be aware of invalid circuit states by checking the values on the feedback lines. Moreover, the algorithm decides whether or not to reset the circuit based on a probability that is in proportion to the number of unstable feedback lines. A larger number of unstable feedback lines normally means a greater need for initializing the circuit, although it might not be necessary to reset the circuit since the fault may still be detected through another stable output. An unstable value on any feedback line always means the circuit needs to be initialized. By monitoring the circuit states and by probabilistically initializing, the circuit can recover from undetermined states. Although a Speed-Independent circuit responds correctly only to the specified interface behavior, it doesn't put any restrictions on the speed or order of the input changes. Therefore, if an input vector with multiple-input changes (MIC) is valid for a SpeedIndependent circuit and the circuit goes to a certain state after applying the vector, it must go to the same state after applying a sequence of vectors which is obtained by arbitrarily breaking down the MIC vector into several vectors, each of which only allows single-input change (SIC). For example, if a circuit transfers to state B from state A under the input stimulus 0110 after 0000, and it's obvious that the MIC sequence 0000 → 0110 can be broken down into SIC sequences 0000 → 0100 → 0110 or 0000 → 0010 → 0110, the circuit must also go to state B from A after applying any of the above SIC sequences. From a test generation perspective, if a fault in a Speed-Independent circuit is detected under a test sequence which includes MIC vectors, the fault must also be detected under the SIC test sequence which is obtained by arbitrarily breaking down each of the MIC vectors into a sequence of SIC vectors. So our random test generation algorithm only allows SIC test sequences. One reason for this restriction is that a MIC vector, particularly with a large number of input changes, is more hazardous and more likely to lead the circuit into an undetermined state. By applying only relatively safer SIC test vectors the circuit has fewer opportunities to encounter hazard conditions. A disadvantage of this technique is that it may lead to longer test sequences because it allows only one-bit change at a time. However, these longer test sequences can be compacted in a later phase.
It is interesting to look at the difference between the probability of generating a MIC vector in the normal random test generation algorithm and that of generating the corresponding SIC sequence, called a MIC vector alternative, in the proposed algorithm. We assume that the number of inputs is n, and each input has a uniform and independent probability of 1 2 of being flipped in the normal algorithm, and every input has equal opportunity to be chosen to change in the algorithm only allowing SIC. Therefore, the probability of generating a MIC vector with k inputs changed in the normal algorithm is
while the probability of generating its SIC sequence alternative in the proposed algorithm is
since any possible alternative has k vectors hence the probability of generating it is ( 1 n ) k , and there is a total of k! such possible alternatives. By plotting the difference (lg P 2 − lg P 1 ) between P 1 and P 2 in figure 2 , we can find out that P 2 is larger than P 1 when k is much smaller than n, but P 2 is smaller than P 1 when k becomes large and comparable to n. That is to say, the proposed method prefers to generate a MIC vector alternative with a small number of input changes than that with a large number of input changes. Fortunately, this is in line with the fact that, typically, only a limited number of inputs change at each time in an asynchronous circuit. Therefore the proposed method has a high probability of generating patterns that are likely to be valid and a low probability of generating patterns that are unlikely to be valid.
EXPERIMENTAL RESULTS
We developed a fault simulator for Speed-Independent circuits based on HOPE [8] . The input circuit netlist is in ISCAS89 format, and the stuck-at fault list can be defined in a input file or generated automatically by the tool. In the latter case, all stuck-at faults on gate inputs and outputs are injected and g-equivalent faults are collapsed. The proposed simulation algorithm for Speed-Independent circuits is applied for each test vector, first on the good circuit, then on faulty circuits with a single stuck-at fault injected. Output values are then compared to identify detected faults. The proposed random test generation algorithm was implemented as described in section 3. It terminates when there is no new fault detected for 20 consecutive test vectors. The generated patterns are guaranteed to detect single stuck-at faults assuming any possible combination of gate delays.
We experimented with the proposed algorithms on a set of SpeedIndependent circuits synthesized by Petrify [6] . Complex gates like Muller C-elements are replaced by their gate-level implementations since the simulator cannot yet handle them directly. Note that a Speed-Independent circuit might not remain Speed-Independent any longer after such replacements. In each of the benchmark circuits, a reset input port is assumed to be connected to every memory element to appropriately initialize the circuit.
In order to demonstrate the efficiency of the proposed fault simulation and random test generation algorithms, we also implemented Eichelberger's simulation method and a normal random test generation algorithm for the purpose of comparison. We implemented Eichelberger's method as in [7] except that 13-valued algebra is adopted during the simulation. The normal random test generation algorithm assumes that each input has an independent probability of 1 2 to change. For each setting and each circuit we repeated the experiment for 100 times and we report the average. Table 1 illustrates the experimental results of the proposed fault simulation and random test generation methods for Speed-Independent circuits. The total number of stuck-at faults before collapsing, after collapsing, and the collapsing rate for each circuit are listed in the second, third, and fourth columns, respectively. Note that the number of total faults for each circuit is normally larger than that in [11] , because we substituted complex gates with gate-level implementations, hence there are more gates and more possible faults in each circuit. Unfortunately some of the new faults have been proven to be redundant. Although we only collapsed g-equivalent faults, the fault collapsing rate is still considerable, averaging at 42.1%. The fifth and sixth columns present the average number of detected faults and the average fault coverage for each circuit. An average fault coverage of 76.5% is achieved across all circuits. In order to present the detailed behavior of the random test generation algorithm, we also list the maximum fault coverage and the standard deviation in the 100 experiments for each circuit in the seventh and eighth columns, respectively. We compare the proposed fault simulation and random test generation methods to Eichelberger's method and a normal random method. Figure 3 presents the experimental results of three combinations of the methods for each circuit. The three combinations of the methods are Eichelberger's method and the normal random method (E-sim, N-ram), the proposed simulation method and the normal random method (P-sim, N-ram), and the proposed simulation and random methods (P-sim, P-ram) respectively. On average, the proposed simulation method increases the fault coverage by 7%, and the proposed random test generation algorithm achieves additional 11%.
CONCLUSION
Speed-Independent circuit simulation requires consideration of hazard conditions caused by changes of feedback lines before the circuit stabilizes. Similarly, Speed-Independent circuit testing necessitates that faults be detected when the circuit is in a stable state. Towards this end, we proposed a fault simulation algorithm for input stuck-at faults in Speed-Independent circuits by extending Eichelberger's method [7] . In addition to adopting a 13-valued algebra, we also maintain the relative order of causal signal transitions in the circuit, and we carefully unfold time frames to achieve better accuracy at a low computational cost. We discussed fault collapsing in Speed-Independent circuits, and we proposed a random test generation method that assists Speed-Independent circuits in exiting from nondeterministic states by resetting with a dynamically adjustable probability. Moreover, we reduced the probability that circuits enter nondeterministic states by only allowing test vectors with SIC. Experimental results demonstrate a fault collapsing rate of 42%. The proposed fault simulation algorithm improves fault coverage by 7%, while random test generation yields an additional 11%.
