In his volume [5] on "Symmetry Breaking for Compact Lie Groups" Mike Field quotes a private communication by Jorge Ize claiming that any bifurcation problem with absolutely irreducible group action would lead to bifurcation of steady states. The proof should come from the fact that any absolutely irreducible representation possesses an odd dimensional fixed point space. In this paper we show that there are many examples of groups which have absolutely irreducible representations but no odd dimensional fixed point space. This observation may be relevant also for some degree theoretic considerations concerning equivariant bifurcation. Moreover we show that our examples give rise to some interesting Hamiltonian dynamics and we show that despite some complications we can go a long way towards doing explicit computations and providing complete proofs. For some of the invariant theory needed we will depend on some computer aided computations. The work presented here greatly benefited from the computer algebra program GAP [6] , which is an indispensable aid for doing the required group theory computations.
Introduction
Symmetric systems may have solutions with less symmetry than the original problem. In bifurcation theory one can have the situation that branching of fully symmetric solutions leads to less symmetric solutions. Here the notion of a solution refers to steady states of some dynamical problem. Questions on symmetries of solutions come up in pattern formation and other applied problems. The general problem can be stated as follows: let X be a state space with a group action, let us say by a compact Lie group G, let P be a parameter space and suppose that F : X × P → X is the right hand side of a differential equation which is equivariant with respect to this action, i.e.
F (gx, p) = gF (x, p)
for all g ∈ G, p ∈ P . If x 0 for given p 0 is a steady state solution which is fully symmetric, then we have F (gx 0 , p 0 ) = 0 for all g ∈ G. Symmetry breaking occurs if for p near p 0 we find steady state solutions x(p) with gx(p) = x(p) for at least one g ∈ G. Steady state bifurcation with symmetry has a long history, see for example Vanderbauwhede [18] , Sattinger, [17] , Golubitsky et al. [7, 8] , Chossat and Lauterbach [3] . One of the main results is the so called Equivariant Branching Lemma. It addresses the situation when X is a real Banach space and the branching comes from a change of stability of the steady state solution where at criticality the linearisation has a kernel which is an absolutely irreducible representation of G. Let us briefly recall these notions. If X is a Banach space, F : X × P → X is sufficiently smooth and equivariant. Let F (x 0 , p 0 ) = 0 and assume that K = D x F (x 0 , p 0 ) is the kernel of the linearisation of F at this point. If D x F (x 0 , p 0 ) is an isomorphism of X, then locally near p 0 the solution manifold can be parameterized over p. If we assume the parameter space to be one-dimensional, then the solution manifold is locally a one dimensional manifold. If we assume, that at p 0 the operator D x F (x 0 , p 0 ) is not an isomorphism, and moreover if we assume, that dim ker D x F (x 0 , p 0 ) > 0, then the kernel K = D x F (x 0 , p 0 ) is invariant under the group action. It is a generic property that K is an absolutely irreducible representation, i.e. that a linear map commuting with the group action is a multiple of the identity. In such a situation the eigenvalue 0 can be prolonged to neighboring parameter values and the group action will remain the same [3] . Therefore the multiplicity of the critical eigenvalue will not change and we have to look at solutions in the kernel K. The geometry of the group action helps to overcome some of the problems of the higher multiplicity of the eigenvalue. Here we assume that the space of parameters is one-dimensional and σ(p) is the curve of eigenvalues prolonging the critical eigenvalue.
It is an open question whether the loss of stability through an absolutely irreducible kernel always leads to a bifurcation of a branch of steady states. In the abstract we find a strategy to prove such a result. It relies on a slight generalization of the Equivariant Branching Lemma. Here as before we write σ for the prolongation of the critical eigenvalue. Then, if we can show that each group with an absolutely irreducible group action has an isotropy subgroup with an odd dimensional kernel, then a general result on bifurcation of equilibria in the presence of absolutely irreducible group actions would follow from the above statement. As far as we are aware, this property holds for all group actions previously considered in the context of equivariant bifurcation theory. In particular, it is true for all absolutely irreducible group actions on R 2 and R 3 . In dimension 2 the groups acting absolutely irreducible are D m , m ≥ 3 and O (2) . These groups all contain reflections which have a one-dimensional fixed point space. In R 3 , the relevant groups are O(3) and some of its subgroups, and all of these groups contain a rotation with a one-dimensional fixed point space.
In this paper, we will show that this strategy cannot be successful, by providing infinite series of finite groups each of which acts absolutely irreducibly on R 4 , for which the only non-trivial isotropy subgroups have two dimensional fixed point subspaces. In section 2, the powerful and compact quaternion notation for actions on R 4 is introduced. The subgroups of interest and our main results are given in section 3. The equivariant vector fields and their Hamiltonian structure are discussed in sections 4 and 5, followed by the proofs of the main results in section 6. Some computational results are given in section 7.
The group SO(4), its subgroups and quaternion notation
A classification of subgroups of SO(4) and O(4) goes back to Goursat [9] ; some data relevant for bifurcation theory has been given by Becker and Krämer [1] . Here we use the classification of subgroups as it is presented by Conway and Smith [4] . In this recent (and very nice) book the quaternions are used to give a geometric way to describe the subgroups of SO(3), O(3), SO(4) and some others. This quaternion notation provides a much more compact and elegant description of SO(4) than the use of 4 × 4 matrices. Although we will use the form described by [4] , it is worth noting that an equivalent notation was described by Felix Klein [12, 13] , who in turn attributes the key result to Cayley [2] . We will denote the set of unit quaternions by Q. The set of pairs of such quaternions forms a six-dimensional group, called the spinor group and denoted by Spin 4 . We get a map
where a vector in R 4 is identified with a quaternion via
It is obvious that
and [4] show that this is the only way that injectivity fails, so the map is two-to-one. In a similar way we can obtain a map Spin 4 → O(4) \ SO(4) by
but this form will not be used in this paper. Using the map (1), composition of elements of SO(4) can be written in a natural way,
since l 1 l 2 =l 2l1 (recall that for any unit quaternion q,q = q −1 ). A number of other properties can easily be obtained. If l = r, then the real (x 1 ) axis is preserved, so this special case represents an element of SO(3) acting on (x 2 , x 3 , x 4 ).
Elements in SO(4) are either single rotations, that fix all points on a twodimensional plane, or double rotations that fix only the origin. These two types of rotation can be easily be distinguished in the quaternion notation (see Lemma 6.5) .
Using the map (1), Conway and Smith [4] use the classification of subgroups of O(3) to present a complete list of subgroups of SO(4).
Series of Groups
In a search for examples of groups with an absolutely irreducible action on a finite dimensional space, where all the isotropy subgroups have even dimensional fixed point spaces, we came across three groups of order 48 having this property. Further investigation showed that these formed part of three infinite series of such groups.
We are interested in three series of groups G j (m), j = 1, 2, 3 and m ≥ 3 an odd integer. We follow the notation in [4] , where each group is related to two subgroups of O(3). The groups can also be defined by a (non-minimal) set of generators in the quaternion notation described above (see [4] , Tables 4.1 and 4.2). Let us write
The orders of these groups are (see [4] ):
· 8 · 4m = 16m and |G 3 (m)| = 2 · 2m · 4 = 16m. So we get group orders 48, 80, 112, . . ., all of which have the form 16 + 32 · ℓ, ℓ ∈ N and m = 2ℓ + 1. Observe that in the notation of [4] the group D 2n has 2n elements. Table 1 translates this notation for small values of m into the SmallGroupLibrary notation of GAP [6] . For some of the computations this program and its library are extremely useful (some computational results are given in section 7). 
Each of the groups
5. The closure of the unions of all F j (m) are again subgroups of SO (4), denoted by F j , which are compact one dimensional Lie Groups which are contained in G j and which commute with J.
The elements in
The following theorem describes the actions of these groups on R 4 . 
Flows
In this section we want to look at the set of G j (m)-equivariant vector fields on R 4 and we show that generically we find that loss of stability leads to bifurcating equilibria. In order to determine the fine structure of the equivariant maps we need to know the number of equivariant polynomial maps in a given dimension. Computing the Poincare series gives this information. The dimension of the space of equivariant polynomials can be computed directly using a formula given in Sattinger [17] . The computations needed for such a detailed study are given in Section 8. Tables 2, 3 and 4 show the number of invariant polynomials and equivariant polynomial maps respectively in the various degrees for the groups G j (m), F j (m) for j = 1, 2, 3 and m ≥ 3, m odd. Looking at the lowest order nontrivial The information on the invariants/equivariants for the groups in G 2 (m). Here e stands for equivariants, i for invariants and the number behind these letters for the degree of the polynomial map. The number in the table gives the dimension of the space of equivariants/invariants in the given degrees. maps of order three. In the cases j = 1, 2 we expect two of these maps to be variational. This is because i4 = 2 and the gradient of an invariant of degree 4 is an equivariant of degree 3 that is variational. In the case j = 3 all of the equivariants are variational. For fixed j the numbers e3, i4, e5 (which are not displayed in the tables) are monotonically decreasing in m. So if we find 3 independent equivariant maps of order 3, which are equivariant for all m, we see that these three maps are the ones to be looked at. Moreover they are equivariant with respect to G j , which is a compact Lie group. In order to discuss specifics for each group, one has to look at higher order equivariants. However we expect, that generically the bifurcation scenario will be decided at the cubic level. In the case j = 3, the equivariant maps up to order 3 are variational, so restricting to third order we will have bifurcation to equilibria. We collect the results in the following two theorems, which will proved in Section 6. The information on the invariants/equivariants for the groups in G 3 (m). Here e stands for equivariants, i for invariants and the number after these letters for the degree of the polynomial map. The number in the table gives the dimension of the space of equivariants/invariants in the given degrees.
Theorem 4.2 The third order polynomial equations lead to bifurcation to one or more circles of equilibria. At least one of these circles intersects one fixed point spaces in discrete points. Each of these points is a regular point, so if we restrict the map to the complement of a ball around zero in the nontrivial fixed point spaces, we find at least one point which persists under perturbation with higher order terms.
In a short form we have shown: In this sense the Ize conjecture holds for the groups under consideration.
Hamiltonian structure
In this section we want to describe a Hamiltonian structure which we have in all the groups discussed here, but has not been well studied. Whether the generic behaviour for this type of group is different from the usual one is not clear, it could well be that there are new phenomena. Let us briefly describe the situation of equivariant Hamiltonians. On R 2n we look at linear operators J with J 2 = −1l. We call a vectorfield v : R 2n → R 2n Hamiltonian, if there exists a function H : R 2n → R with
The vectorfield v is equivariant with respect to a group G if one of two conditions hold:
1. H is an invariant for G, and J commutes with g ∈ G. Then ∇H is equivariant, and
Observe that J is not a multiple of the identity and commutes with g ∈ G, therefore the action of G is not absolutely irreducible.
2. In this case we require an index 2 subgroup F of G and H is an invariant of F , J commutes with F and for g ∈ G \ F we have H(gx) = −H(x) and g −1 Jg = −J. Then, obviously v is equivariant. In such a case G can act absolutely irreducibly.
In all our examples we have a pair (G, F ) of index 2 subgroups and we have functions H and operators J which are invariant under F and anti-commute with elements in G \ F . The details can be found in the next section.
6 Proofs [4] give a set of generators for these groups. For elements a, b, c, . . . of a group we write a, b, c, . . .
for the smallest subgroup containing these elements. Following [4] we define elements using the short notation
s .
With this notation the groups are given by (see [4] , Tables 4.1 and 4.2)
Observe that these sets of generators do not form minimal sets of generators. A first observation is the following: if we multiply the first two elements in Q × Q, then the product generates the same group as the two elements. 6.1 Proof of Theorem 3.1.
In this section we give the proof of the six parts of Theorem 3.1 on the structure of the groups.
2. The closure of the union of all the groups G 1 (m) is
where θ ∈ [0, 2π]. This is a compact one-dimensional Lie group. For the group G 2 , we also have elements of the form [e iφ , j], but these are already included in
By the same argument the closure of G 3 (m) is a compact Lie group, but this is not the same group as G 1 .
Note that H(m)
is in the intersection of all G j (m). The closure of the union over all groups H(m) is a one-parameter group and hence isomorphic to S 1 with the generator of its Lie algebra given by [i, 0]. The group generated by H(m) and the remaining generators of G j (m) produce a extension of finite index, therefore the connected component of this group is isomorphic to S 1 .
4. We define
Let us write Before we enter the proof of Theorem 3.2, we state some useful little lemmas which should be well known, but we could not find a reference.
Lemma 6.2 If a Lie Group G acts on a real space V and the condition
is true, then the action is absolutely irreducible.
Proof. First observe that the action is irreducible: assume U ⊂ V is a Ginvariant subspace with an orthogonal complement W . Then the orthogonal projection onto U along Q and vice versa commute with G. Especially the operator I which acts as 1l on U and as −1l on W commutes with G. But this operator is in O(V ) and therefore I = ±1l and one of these spaces is {0} and the other equal to V . Now the set of commuting matrices forms a division algebra and if the action is not absolutely irreducible it contains a subspace isomorphic to C. let J be the operator corresponding to i, then J is skew and J T J = 1l. Let α, β ∈ R, α = 0, β = 0 with α 2 + β 2 = 1. Then α1l + βJ commutes with G and it is orthogonal, since
Therefore α1l + βJ is a multiply of the identity and therefore we have a contradiction.
Lemma 6.3 Elements g ∈ SO(4) with g 2 = 1l and which are not equal to ±1l have a two-dimensional fixed point space.
Proof. All eigenvalues λ of g satisfy λ 2 = 1 and hence they are equal to ±1. det g = 1 implies that the number of eigenvalues equal to −1 is even, and so this number is 0, 2, 4. The cases 0, 4 are excluded by our assumption g = ±1l. 
In the same fashion we get
This leads to a two-dimensional space except in the case
for some real number r ∈ R. Since the nonzero quaternions form a multiplicative group, we have r = a. Therefore a ∈ R. Since [a, b] 2 = 1l, we have a 2 = ±1 and so a = ±1 and a
which contradicts our assumption. 
So l and r are conjugate. Note that p is mapped to p and lp is mapped to lp, so we have a two-dimensional fixed-point space (except in the case l = 1, but in that case [l, r] is the identity). This lemma is useful to determine whether elements have fixed point subspaces. It also distinguishes between the single rotations and double rotations in SO(4). To make use of this we need the following observation. Proof. This follows from the work of Janowskà and Opfer [11] . They prove that two quaternions are conjugate, if they have the same length and same real parts.
It is also useful to have an explicit form of the space fixed by a single rotation. . Since m ≥ 3, the property e m · l = l · e m implies that l = p 1 + ip 2 . Now we also have in each group an element of the form [j, * ], implying p 2 = 0. Therefore the only commuting elements are of the form [p 1 , q 1 ] with p 1 , q 1 ∈ R. Since l and r are unit quaternions, we conclude p 1 , q 1 = ±1. Therefore all the commuting elements in O(4) are of the form ±1l and we deduce absolute irreducibility from Lemma 6.2.
Lemma
To prove our main results concerning the isotropy subgroups of G j (m), we begin with some general observations which are relevant for all three groups; the second part of the proof will address each group separately. If r is odd this equation cannot be satisfied since the right-hand side is zero but the left-hand side is not zero, because m is odd. If r is even the condition can only be satisfied if r is a multiple of m. If r = 2m then the left-hand side is 1 and the right-hand side is −1. For r = 4m the equation is satisfied but that element is the identity. For any isotropy subgroup we conclude that it intersects H(m) only at the trivial element. The remaining argument for parts 2,3 and 4 of the theorem is different for the three groups in question and we discuss each case separately. None of these elements has order 2, because i r j = ±j or ±k which when squared gives −1, but e Since the square of the second component of the first element is never ±1 the first element is never of order 2. So, we concentrate on the second element. We begin with two simple remarks:
and therefore for z ∈ C we find jzj = −z.
From this we conclude for |z| = 1 that zjzj = −1. In particular, for p ∈ N we get e p je p j = −1. where q = 3 if m = 1 mod 4 and q = 1 if m = 3 mod 4. This proves that all elements of order 2 in this coset are conjugate and hence there is precisely one isotropy type with two dimensional fixed point space. 4. Let S 1 (m) be a representative of this isotropy type. Now we have 4m objects (either the subgroups or their invariant planes) that are permuted by the group G 1 (m), so by the orbit-stabilizer theorem, the stabilizer of any of these objects must be of order 4. The stabilizer is also the normalizer of S 1 (m), that is, the largest subgroup of G 1 (m) in which S 1 (m) is normal. Clearly the stabilizer includes −1l, so the stabilizer is isomorphic to D 2 and acts on Fix(S 1 (m)) as minus the identity, i.e. as a rotation through π. We get four solutions in the set 0 ≤ r ≤ 4m − 1: writing m = 2τ + 1 then (obviously) the solutions r have the form r = τ mod m.
r j = τ + qm, for q = 0, 1, 2, 3.
From Lemma 6.3 it follows that the dimension of the corresponding fixed point space is two. Depending on the parities of q and τ the exponent τ + qm can be even or odd: for each parity of τ there are two parities of q leading to an odd exponent and also two parities leading to an even exponent. In the odd case the element takes the form , j] is of order 2m, these two elements generate a group Z 2m × Z 2 of order 4m which must be the normalizer. The action of the normalizer on the two-dimensional space is the normalizer quotient which acts as Z 2m , a rotation through an angle π/m. In the other class of isotropy subgroups we have 4m elements, so each one is fixed by 4 elements and the normalizer acts as D 2 / Z 2 = Z 2 , as in the case of G 1 (m).
(c) The case G 3 (m): The argument here is very similar to that for G 1 (m). It has already been shown that there are no isotropy subgroups in
, which is an index 2 subgroup of G 3 (m). Therefore isotropy subgroups of G 3 (m) can only be of order 2 and must be generated by an element in the nontrivial coset of F 3 (m) in G 3 (m), F 3 (m) [j, 1] . We find 6m elements of order 2:
[e r m j, ε], where r ∈ {0, . . . , 2m − 1} and ε ∈ {i, j, k}.
Each of these elements is clearly of order 2 and hence generates a subgroup isomorphic to Z 2 . The second entry determines the conjugacy class, since there is no possible conjugating element in G 3 (m) that could alter the second entry. In fact any two of those elements with the same second element are conjugate. So the subgroups of order two come in three conjugacy classes, each of the subgroups has a two-dimensional fixed point space and the length of each conjugacy class under G 3 (m) is 2m. Each element is fixed by 8 elements, the normalizer of the group Σ = [e r m j, ε] has the form
Therefore it consists of a group of order 8 with two generators, isomorphic to Z 4 × Z 2 . The quotient is a cyclic group of order 4. This concludes the proof. Proof of Theorem 4.1. We begin to investigate the structure of the invariant polynomials. We will not give a complete description of all invariants, but just enough to prove the bifurcation results. The results and the arguments are slightly different for the three cases, so we discuss them partially separately. Since the groups G j (m) operate absolutely irreducibly there is no linear invariant, this means we look only for invariants which are at least quadratic. Let us write
This is clearly a quadratic invariant for all groups in question. Now we restrict our attention to the groups F j (m), j = 1, 2. We recall the generating elements:
In both cases we have as one of the generating elements the element [e m , 1]. In order to describe its invariant functions we introduce complex notation via
In order to describe further invariants let us look at the action of [e m , 1] on the complex variables z 1 , z 2 . By
This means the first generator sends the pair (z 1 , z 2 ) to (e
For the third one we obtain in the case F 1 (m)
and in the case F 2 (m) the third generator maps
We look at monomials in the form z
2 . So for the action of the first element we simply get
In order that this is invariant under the action of the first element and which has an order at most 4 we have
This implies that functions of
are invariant under this particular action. The second element multiplies the last two expressions with −1, so we should look at the squares of these elements of products of two sign changing functions, i.e. we look at functions of
Since the third element, in the case of F 1 (m), basically interchanges z 1 , z 2 the invariants for F 1 (m) have to be symmetric in z 1 , z 2 . Therefore invariants for F 1 (m) have to be functions of
In the case of F 2 (m) we find it leaves the same functions invariant, observe that the extra factors multiply to 1.
With this information we construct fourth and six order invariants for F j (m). Of course I 2 2 is a fourth order invariant for F j (m), j = 1, 2, 3. Let us consider
). This is invariant under F j (m). We now write down the invariants up to order 6 (for m sufficiently large, for small m there might be additional invariants): I 2 is the unique quadratic invariant, I 2 2 , I 4,1 , I 4,2 are the quartic invariants, and I 3 2 , I 4,1 · I 2 , I 4,2 · I 2 , I 6 are sextic invariants. In a similar way we can construct 7 invariants of order 8 and 9 invariants of order 10.
The case G 1 (m)
We provide the explicit form of the generating elements outside F 1 (m) in complex notation. We get
We can write this as (z 1 , z 2 ) → (e 4z2 , −ē 4z1 ). Obviously I 2 , I . This substitution applied to I 6 changes the signs of both factors and hence I 6 is invariant.
2. Since the invariants we have constructed are the same for F 1 (m) and F 2 (m) they have to be the same for the groups G 1 (m) and G 2 (m), because the extension is defined with the same element.
3. The case G 3 (m). In this case F 3 (m) = F 1 (m) and therefore we just have to look at the remaining generating element [j, 1] which acts as
Therefore we get the substitution (z 1 , z 2 ) → (z 2 , −z 1 ). Applying this to the invariants I 2 , I 2 2 , I 4,1 , I 3 2 , I 2 · I 4,1 we easily see that they are invariant as well. Note however, that I 4,2 is invariant under this element as well, so we find three independent quartic polynomial invariants in this case.
If we look at the gradients of I 2 2 , I 4,1 , I 4,2 they give rise to three independent equivariant maps. In the case of G 1 (m) and G 2 (M) the first two are gradient vector fields, the third gives rise a Hamiltonian field as we discussed before. In the case G 3 (m) we get three equivariant gradients, so up to cubic level a G 3 (m)-equivariant vector fields is a gradient. Observe that our proof so far shows only that there are at least three equivariant vector fields for the given groups. However, the character formula for the number of equivariant fields in Section 8 yields three equivariant cubic fields (compare Tables 2, 3 and 4) . Since for a given degree the number of equivariant vector fields is as a function of m non increasing, we conclude that we have precisely three cubic equivariants for all j = 1, 2, 3 and all odd m ≥ 3.
Proof of Theorem 4.2. We use the standard theory of complex structures (see e.g. Range [15] , Chapter III, Section II) to derive the real vectorfield from the complex form of the invariants. We differentiate with respect toz s , s = 1, 2 and write the resulting differential equation in complex form aṡ
For the last equivariant map we observe in real coordinates we take J∇I 4,2 . We get ∇I 4,2 in the complex form by computing the gradient with respect ∂/∂z j and multiplying with J. The last operation is obtained by multiplying acting with [i, 1] on the equation. This is the same as multiplying thezgradient with i. Observe that in the case G 3 (m) we have to take the real gradient of this invariant and obtain up to order 3 a fully gradient map. Let us add one more remark: the number of cubic equivariant fields is non increasing function in m. From the character formula we find, that for m = 3 we have three equivariant maps. So the vectorfield given here is the cubic truncation in each case.
In a similar way we can construct the four sextic terms from I listing is not complete, the character formula predicts 9 sextic equivariant maps. Due to our method to require invariance for all m, we have constructed the invariants and equivariants for the Lie groups G j . Therefore equilibria occur in circles, therefore they are not hyperbolic. Of course this means that they could be destroyed by adding higher order terms. Next we are looking at the fixed point subspaces. Since these spaces are different for the three groups, we discuss them one by one.
The case G 1 (m).
There is one isotropy type, a representative of this type is given by the nontrivial element of order 2: Z 2 = [j, je 4 ] , where · denotes the group generated by the listed elements. Its fixed point space can be explicitly computed by Lemma 6.4. We get
The case G 2 (m).
From the computation which we have given in the proof of Theorem 3.2 we can read off, two representatives for the two classes of isotropy subgroups. We have
The fixed point spaces are given
and Fix(Σ 2 ) = α(1 +ē 2m e 4 ) + β(e 2m +ē 4 )j α, β ∈ R .
The case G 3 (m).
We had seen that we have three conjugacy classes of groups of order 2, in each class we look at one representative, i.e. we look at
with fixed point spaces given by Lemma 6.4 as
The next observation comes from the equivariance with respect to the Lie groups G j . As a consequence the equations are equivariant with respect to the action
The only fixed point of this group action is the origin and therefore all equilibria are not isolated and therefore perturbations with higher order terms might destroy all equilibria. Now we look at restriction of the equation to the various fixed point spaces. We do it again case by case. This gives the equation
We can look for solutions (λ, α, β) ∈ R 3 with αβ = 0. However then we get sign conditions on the coefficients c 1 , c 2 , c 3 . As a consequence we would not prove generic bifurcation results. Let us look for solutions of the form (λ, 0, β) with β = 0. With the ansatz α = 0 the first equation is identically satisfied, the second equation then leads to 0 = λβ + c 1 β 3 which gives
where we assume 0 < |c 1 | < ∞ and we choose λ such that the term on the right hand side is positive. With the additional assumptions c 2 + c 3 = c 1 we obtain the linearisation of the map along the given branch as λ −
which is regular and yields the persistence of this branch under higher order perturbation.
G 2 (m)
In this case we use the second fixed point space and we obtain precisely the same system as in the case before, therefore we obtain the same result.
G 3 (m)
Here we use the third fixed point space, again, we get the real equation and therefore the same result
Proof of Theorem 4.3. In each case we have constructed a branch in a generic third order equation which is stable under higher order perturbation and hence the result follows.
GAP Computations

General remarks
In this paper we have shown that there are three infinite series of groups of orders 48+32µ, µ ∈ N, which act absolutely irreducibly on R 4 and which have no odd-dimensional fixed point space. In this section we collect together some data obtained with the computational group theory package GAP [6] , using the groups in the Small Group Library. For any of these groups, it is possible to obtain its character table and hence determine whether it acts irreducibly on R 4 . The subgroup lattice is obtained and then character formulas are used to determine the isotropy subgroups and the dimension of their fixed point spaces (see [14] for further details). This approach was applied to actions on R 4 and also to actions on R N , for 4 < N ≤ 20 with N even. The results lead us to the following conjectures: For dimensions N = 0 mod 4, there are infinitely many groups acting absolutely irreducibly on R N that have no isotropy subgroups with odddimensional fixed point spaces. But for dimensions N = 2 mod 4, there are no such groups.
We have checked most of the groups of order up to 1000, however in the dimensions 4, 8 we did not look at the groups of order 512, due to the sheer number of such groups: there are 10494213 groups of order 512. Even if this number of groups can be checked with a computer, there are 49487365422 groups of order 1024 and this number of groups is certainly out of reach for present day computers.
The case 0 mod 4
The following tables gives the GAP numbers for finite groups of orders up to 1000 (and some cases higher) which act absolutely irreducibly and have only even dimensional fixed point spaces. Some of these groups have several inequivalent representations in these dimensions with the same properties. However we do not provide this information. The tables are based on computations on different computers using the computer algebra package GAP.
R 4
The results of the GAP computations for actions on R 4 are summarised in Tables 5 and 6 , which list the Small Group Library number of groups that act on R 4 and have no isotropy subgroup with an odd-dimensional fixed point space. Note that this list contains the groups from the series G 1 (m), G 2 (m), G 3 (m) (compare Table 1 ), but also many other groups. Most of the groups in this table belong to the two-parameter families
in the notation of [4] . These families include G 1 (m), G 2 (m), G 3 (m) in the case n = 2. The remaining groups belong to four of the one-parameter families in In most of these cases the isotropy subgroups are isomorphic to Z 2 . But in some cases, for example the group 144:127, there is an isotropy subgroup isomorphic to Z 3 . All the groups which we have discussed here are subgroups of SO(4). It is easy to see, that groups with elements in O(4) \ SO(4) do have odd dimensional fixed point spaces. If g is such an element, its determinant is −1, so −1 is an eigenvalue of multiplicity 1 or 3. In the second case, 1 is an eigenvalue of multiplicity one. In the first case, 1 is an eigenvalue of multiplicity 1 or 3. So in any case the group generated by g has an odd dimensional fixed point space. Table 7 is a similar list for groups acting absolutely irreducibly on R 8 . The case of groups of order 512 has not been checked. In the case of groups of order 768 we have the complete answer, the list presented here is only part of the list we have obtained so far. Table 8 is a list of groups acting on R 12 , with the same property.
R 8
R 12
R
16
A similar list for groups acting on R 16 is given in Table 9 . The gap numbers of all groups of order 768 have been determined, but the number is too large to present all of them here.
Order Groups  880  18 20 121  1320 17 19 20  1760 36 38 329   Table 10 : As Table 5 but for actions on R 20 .
R 20
Here we present the list for the groups acting on R 20 .
The case 2 mod 4
We have already remarked that in the case of R 2 there is no absolutely irreducible representation without an odd dimensional fixed point space. We have checked all groups up to the following orders in the various dimensions and have not found any groups which act absolutely irreducibly and have no odd dimensional fixed point spaces.
dimension Order 2 ∞  6  1013  10  999  14  1007  18 1151
At this point we mention a recent result by Ruan [16] : in dimension 6 all solvable groups which act absolutely irreducibly have an odd dimensional fixed point space.
Characters and Invariant Theory
In Sattinger [17] we find a formula which allows to compute the vector space dimensions of the space of invariant polynomials for a group action of a given degree. Consider the action of a compact Lie group G on some finite dimensional space V . We write C ∞ G (V ) for the G invariant smooth functions. It is well known that they form an algebra which is finitely generated by invariant polynomials. Therefore we are interested in the space of homogeneous invariant polynomials of some given degree d. The dimension of this space is denoted by c d and in a similar way we write C d for the dimension of the space of homogeneous equivariant polynomial maps for V → V . Sattinger [17] defines the quantities
and obtains the following representations for c d , C d :
and
We obtain for (following Sattinger [17] )
For the next values we derive the following expressions (using that 
