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Abstrak 
Wajah manusia merupakan entitas yang memiliki fitur semantik. Pendeteksian wajah merupakan tahap 
awal sebelum dilakukan proses pengenalan wajah. Teknik pengenalan wajah merupakan proses 
identifikasi berdasarkan gambaran raut wajah. Salah satu pendekatan ekstraksi fitur untuk teknik 
pengenalan wajah adalah metode Principal Component Analysis (PCA). Metode PCA digunakan untuk 
menyederhanakan fitur dan karakteristik wajah sehingga diperoleh proporsi yang mampu mewakili 
karakteristik wajah asli. Tujuan penelitian ini adalah melakukan konstruksi pola wajah yang tersimpan 
pada database citra digital. Proses konstruksi pola dan pengenalan wajah dimulai dari objek berupa 
citra wajah, deteksi sisi, konstruksi pola hingga dapat menentukan kesamaan pola wajah untuk 
dilanjutkan sebagai pengenalan wajah. Dalam penelitian ini telah dirancang sebuah program untuk 
menguji beberapa sampel data wajah yang tersimpan pada database citra digital hingga dapat 
memberikan suatu kesamaan pola wajah yang sedang diamati dan pengenalannya menggunakan PCA. 




The human face is an entity that has semantic features. Face detection is the first step before face 
recognition. Face recognition technique is an identification process based on facial features. One feature 
extraction approach for facial recognition techniques is the Principal Component Analysis (PCA) method. 
The PCA method is used to simplify facial features and characteristics in order to obtain proportions that 
are able to represent the characteristics of the original face. The purpose of this research is to construct 
facial patterns stored in a digital image database. The process of pattern construction and face 
recognition starts from objects in the form of face images, side detection, pattern construction until it can 
determine the similarity of face patterns to proceed as face recognition. In this research, a program has 
been designed to test some samples of face data stored in a digital image database so that it can provide a 
similarity in the face patterns being observed and its introduction using PCA 
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Wajah manusia merupakan sebuah 
entitas yang memiliki fitur semantik. 
Pendeteksian wajah merupakan tahap 
awal sebelum dilakukan proses 
pengenalan wajah. Teknik pengenalan 
wajah merupakan proses identifikasi 
berdasarkan gambaran raut wajah. 
Algoritma yang digunakan dalam 
pengenalan wajah memang cukup 
bervariasi, Namun ada tiga tahap dasar 
yang sama, yaitu tahap deteksi wajah (face 
detection), Tahapan ekstraksi komponen-
komponen wajah (facial features 
extraction), serta tahap pengenalan wajah 
(face-recognition). Pengenalan wajah 
manusia dapat diimplementasikan 
kedalam banyak aplikasi salah satunya 
adalah pencarian database individu pada 
database citra digital. Citra wajah dapat 
digunakan untuk menganalisa identitas 
seseorang.  
Pendeteksian wajah (face detection) 
merupakan tahapan awal sebelum 
dilakukannya proses pengenalan wajah 
(Kresimir D & Mislav G, 2007). Salah satu 
pendekatan yang digunakan untuk 
pengenalan wajah adalah menggunakan 
pendekatan Principal Component Analysis. 
Pendekatan berbasis PCA biasanya 
mencakup dua fase: pelatihan dan 
klasifikasi. Dalam fase pelatihan, eigenface 
dibentuk berasal data sampel pelatihan 
menggunakan PCA dan gambar wajah 
pelatihan dipetakan ke eigenface untuk 
diklasifikasikan. Dalam fase klasifikasi, 
wajah input diproyeksikan ke dalam 
eigenface yang sama dan diklasifikasikan 
oleh kategori yang sesuai (Eleyan, A. & 
Demirel, H. 2005). 
PCA memberikan hasil yang baik 
ketika diterapkan pada data saling 
berkorelasi. Dalam penelitian ini, PCA 
digunakan untuk mengidentifikasi pola 
dalam kumpulan data, menemukan 
persamaan dan perbedaannya diantara 
masing-masing atribut (Nasution, MZ. 
2018).  
Karena PCA berfungsi sebagai model 
yang kuat untuk menganalisis data. Data 
asli dan rata-rata data asli dipilih. Matriks 
kovarians dihitung dimana hasilnya 
digunakan dalam menghitung vektor eigen 
dengan nilai eigen tertinggi dipilih sebagai 
komponen utama dari data (Jolliffe, I.T. 
2002).  
Metode PCA digunakan untuk 
mengkonstruksi pola input wajah digital 
menggunakan teknik propagasi dalam 
pengenalan wajah. Dalam proses 
konstruksi pola dan pengenalan wajah 
mulai dari objek berupa citra wajah, 
deteksi sisi, konstruksi pola hingga dapat 
menentukan suatu karakteristik baru 
untuk dilanjutkan sebagai pengenalan 
wajah.  
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Tujuan dari penelitian ini adalah 
melakukan konstruksi pola wajah yang 
tersimpan pada database citra digital. 
Proses konstruksi pola dan pengenalan 
wajah dimulai dari objek berupa citra 
wajah, deteksi sisi, konstruksi pola hingga 
dapat menentukan kesamaan pola wajah 
untuk dilanjutkan sebagai pengenalan 
wajah. Dalam penelitian ini telah 
dirancang sebuah program untuk menguji 
beberapa sampel data wajah yang 
tersimpan pada database citra digital 
sehingga dapat memberikan sebuah 
kesamaan pola wajah yang sedang diamati 
dan pengenalannya menggunakan PCA. 
Sehingga membantu mempercepat proses 
pengenalan wajah. 
 
II. STUDI PUSTAKA 
A. Pengolahan Citra 
Pengolahan citra digital (Digital 
Image Processing) adalah penggunaan 
algoritma komputer untuk melakukan 
pengolahan citra pada citra digital. Citra 
yang dimaksud adalah gambar diam 
maupun gambar bergerak. Sedangkan 
pengertian digital berarti pengolahan 
citra/gambar dilakukan secara digital 
mengunakan komputer. Secara matematis, 
citra merupakan fungsi continue dengan 
intensitas cahaya pada bidang dua 
dimensi. Agar dapat diolah dengan 
komputer digital, maka citra harus 
dipresentasikan secara numerik dengan 
nilai–nilai diskrit. Representasi dari fungsi 
continue menjadi nilai-nilai diskrit disebut 
digitalisasi citra. Sebuah citra digital dapat 
direpresentasikan oleh matriks 2 dimensi 
f(x,y) yang terdiri dari M kolom dan N 
baris, dimana diagonal antara  kolom  dan  
baris disebut pixel atau elemen terkecil 
dari  sebuah citra. 
B. Principal Component Analysis  
PCA merupakan kombinasi linear 
dari variabel awal yang secara geometris 
kombinasi linear ini merupakan sistem 
koordinat baru yang diperoleh dari rotasi 
system semula. Metode PCA sangat 
berguna digunakan jika data yang ada 
memiliki jumlah variabel yang besar dan 
memiliki korelasi antar variabelnya. 
Perhitungan dari principal component 
analysis didasarkan pada perhitungan nilai 
eigen dan vektor eigen yang menyatakan 
penyebaran data dari suatu dataset 
(Johnson, W.A. & Wichern, D.W. 2007).  
Dengan menggunakan PCA, variabel 
yang tadinya sebanyak n variabel akan 
diseleksi menjadi k variabel baru yang 
disebut principal component, dengan 
jumlah k lebih sedikit dari n. Dengan hanya 
menggunakan k principal component akan 
menghasilkan nilai yang sama dengan 
menggunakan n variabel. Variabel hasil 
dari seleksi disebut principal component 
(Kotu, V. & Deshpande, B. 2015). 
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PCA digunakan untuk menjelaskan 
struktur matriks varians-kovarians dari 
suatu set variabel melalui kombinasi linier 
dari variabel-variabel tersebut. Secara 
umum principal component (PC) dapat 
berguna untuk seleksi fitur dan 
interpretasi variabel–variabel.  
Skema konseptual yang 
diilustrasikan bagaimana PCA dapat 
membantu untuk menyederhanakan 
dimensi dari data melalui hipotesa dataset 
berjumlah m variabel dapat ditunjukkan 
pada gambar berikut : 
Gambar 1. Model Konseptual PCA 
(Sumber: Kotu & Deshpande, 2015) 
 
Menurut (Jolliffe, 2002), Prosedur 
pengerjaan Principal Component Analysis 
bertujuan untuk menyederhanakan dan 
menghilangkan faktor atau indikator 
skrining yang kurang dominan dan kurang 
relevan tanpa mengurangi maksud dan 
tujuan dari data asli dari variabel acak x 
(matrik berukuran n x n, dimana baris-
baris yang berisi observasi sebanyak n dari 
variabel acak x) adalah sebagai berikut: 
1. Menghitung matrik varians kovarian 
dari data observasi. Varians (Var(x)) 
dapat dihitung untuk menemukan 
penyebaran data dalam set data untuk 
menentukan penyimpangan data dalam 
set data sampel. Matrik Kovarian atau 
Cov (x,y) merupakan matriks yang nilai-
nilai kovariansi pada tiap cell-nya 
diperoleh dari sampel. Misalkan x dan y 
adalah variabel acak. (Jolliffe, 2002).  









           (1) 














Dengan  µx dan µy merupakan rata-rata 
(mean) sampel dari variabel x dan y,  
dimana variabel xi dan yi merupakan 
nilai observasi ke-i dari variabel x dan 
y. Dari data nilai yang ada, maka 
diperoleh matrik kovarian n x n. 
2. Mencari eigenvalues dan eigenvector 
dari matrik kovarian yang telah 
diperoleh yaitu: Nilai eigen dan vektor 
eigen untuk matriks kovarians 
dihitung. Nilai eigen yang dikomputasi 
kemudian ditransformasikan (rotasi 
orthogonal varimax) menggunakan 
persamaan berikut : 
     Det (A – λI) = 0  (3) 
dimana: 
A = matrik nxn 
λ = nilai eigenvalue 
I = matriks identitas (matriks persegi  
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 dengan elemen diagonal utama 
bernilai  1 sedangkan elemen lain 
bernilai 0) 
3. Menentukan nilai proporsi Principal 
Component (proporsi Principal 
Component (%) dengan persamaan : 
PC (%) %100var xianVarianceCo
NilaiEigen
=   (4) 
4. Menghitung bobot factor (factor 
loading) berdasarkan eigenvector 
dengan persamaan (Jhonson & Wichern, 
2007): 
Ax = λx (5) 
Sehingga diperoleh kombinasi linear 
yaitu: 
a. λ1, λ2, λ3… λn adalah eigenvalue 
matrik A 
b. x1, x2, x3… xn adalah eigenvector 
sesuai eigenvalue-nya (λn)  
 
Persamaan eigenvalue & eigenvector 
merupakan Eigen Value Decomposition 
(EVD), dengan persamaan sebagai 
berikut: 
AX = XD (6) 
                   A= X D X-1 
dimana: 
A = matrik nxn yang memiliki n  
 eigenvalue (λn) 
D = eigenvalue dari eigenvector-nya 
X = eigenvector dari matrik A 
X-1= invers dari eigenvector X 
 
III. METODE PENELITIAN  
Penelitian ini bertujuan untuk 
membangun sebuah aplikasi pengenalan 
wajah dengan menerapkan metode PCA 
sebagai ekstraksi fitur pada masukan citra 
wajah digital sehingga dapat memberikan 
visualisasi hasil subcitra termasuk 
informasi yang terikat dalam citra 
tersimpan.  
Aplikasi yang telah dirancang 
memungkinkan untuk mampu membantu 
mempercepat proses pengenalan wajah 
berdasarkan input citra terhadap sejumlah 
citra digital yang telah tersimpan didalam 
database citra sehingga informasi yang 
terikat citra tersebut dapat dimanfaatkan 
dengan baik.  
Untuk lebih rinci dan jelas dalam 
mendeskripsikan proses dalam penelitian 
ini maka akan dijelaskan tahapan demi 
tahapan. Adapun secara garis besar dapat 
dilihat pada skema gambar berikut: 
Gambar 2. Tahapan Umum Penelitian 
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Berdasarkan Gambar 2, Tahapan umum 
penelitian terlihat bahwa terdapat proses 
pengumpulan data karakteristik citra, dapat 
diuraikan sebagai berikut : 
1. Mengumpulkan data citra dan 
menyeleksinya sesuai dengan 
persyaratan dalam  batasan berupa 
resizing window menjadi maksimum 
200 x 200 pixels. 
2. Menyusun dan mengelompokkan 
formula untuk setiap item proses, serta 
membuat rancangan relasi antar proses 
hingga integrasi proses dalam sistem 
pengenalan wajah.  
3. Merancang dan membangun input-
process-output berbasis CLI.  
 
Tahapan selanjutnya adalah ekstraksi fitur 
menggunakan Principal Component Analysis 
(PCA), Ekstraksi fitur merupakan proses 
yang bertujuan untuk menentukan ciri dari 
suatu citra ekspresi wajah. Adapun tahapan 
ekstraksi fitur menggunakan PCA sebagai 
berikut: 
1. Hitung rata-rata seluruh sampel data 
diperoleh dengan menggunakan 
persamaan: 
 (7) 
2. Adjusted data (data yang telah 
disesuaikan) adalah hasil pengurangan 
dari setiap data dengan rata-rata setiap 
data yang diperoleh dengan persamaan 
berikut: 
    (8) 
           𝑋′= Adjusted Data 
3. Hitung matrik kovarian (𝑐) dihitung 
dengan menggunakan persamaan 
berikut: 
(9) 
4. Hitung nilai eigen dan vektor eigen dari 
matrik kovarian dihitung dengan 
menggunakan persamaan karakteristik 
berikut ini: 
 (10) 
Dimana 𝑐 adalah matrik kovarian, 𝐼 
adalah matrik Identitas, 𝜆 adalah nilai 
eigen dan 𝑣 adalah vektor eigen. 
5. Hitung nilai eigen yang terbesar yang 
berkorespondensi terhadap nilai vektor 
eigen yang terbesar dipilih menjadi 
Principal Component. Vektor eigen yang 
disusun dari yang terbesar ke yang 
terkecil dipilih menjadi vektor fitur. 
(11) 
6. Untuk mencari Principal Component 
dengan ′ sebagai rata-rata. 
𝑃𝐶 = 𝑋′× 𝑣 (12) 
7. Langkah berikutnya untuk melakukan 
transformasi data untuk menghasilkan 
data PCA. 
PCA data = PCT x X’T  (13) 
Muhammad Zulfahmi Nasution, Face Recognition based Feature Extraction using Principal Component Analysis 
188 
IV. HASIL DAN PEMBAHASAN  
A. Hasil Pengumpulan Data Citra 
Proses awal dalam membangun 
aplikasi pengenalan citra wajah adalah 
mengumpulkan data - data citra yang akan 
digunakan dan disimpan sebagai database 
citra guna menganalisis karakteristik citra 
tersebut. Oleh karena itu, data citra yang 
telah dikumpulkan kemudian akan dibagi 
menjadi data latih citra dan data uji citra. 
Citra wajah yang diperoleh dari hasil 
capture wajah menggunakan camera 
device. Adapun data citra yang diujikan 
dapat dilihat pada tabel berikut: 
Tabel 1. Data Citra Fahmi 
  
 
   
 
Tabel 2. Data Citra Syahril 
   
   
B. Hasil Transformasi Citra Warna ke 
Citra Grayscale 
Berikut adalah hasil transformasi citra 
warna ke citra grayscale sebagai tahapan 
awal menggunakan dukungan bahasa 
pemrograman Python versi 3.7.3 berikut: 
import os 
import cv2  
import numpy as np 
def unFlatten(vector,rows, cols): 
    img = [] 
    cutter = 0 
    while(cutter+cols<=rows*cols): 
        try: 
        img.append(vector[cutter:cutter+cols]) 
        except: 
            img = vector[cutter:cutter+cols] 
        cutter+=cols 
    img = np.array(img) 
    return img 
w=200 
h=200    
face=['fahmi','syahril'] 
 
Berikut adalah tampilan proses pembacaan 
file database citra digital: 
 
       Gambar 3. Proses Pembacaan File Database Citra 
JITE (Journal of Informatics and Telecommunication Engineering), 3 (2) Januari 2020: 192-201 
 
189 
Berikut adalah tampilan hasil transformasi 
citra warna ke citra grayscale yaitu: 




C. Hasil Ekstraksi Fitur Principal 
Component Analysis (PCA) 
Data latih yang diperoleh dari hasil 
transformasi citra warna ke citra hasil 
grayscale dilakukan ke tahap berikutnya 
yakni proses ekstraksi fitur menggunakan 
pendekatan Principal Component Analysis 
(PCA). Berikut adalah kode program 
ekstraksi fitur menggunakan pendekatan 
Principal Component Analysis (PCA) 
menggunakan dukungan bahasa 
pemrograman Python versi 3.7.3 sebagai 
berikut: 
# input citra   
for v in face: 
 in_matrix = None  
 imgcnt=0 
 print ('Read from: ' + v + ' Directory ') 
 for f in os.listdir(os.path.join('training/',v)): 
imgcnt+=1 
print(f) 
# baca citra as a gray level image  
img = cv2.imread(os.path.join('training/',v, f), 
cv2.IMREAD_GRAYSCALE) 
 img_resized = cv2.resize(img,(w,h)) 
# resize ke w * h  
vec = img_resized.reshape(w * h) 
# stack to form the matrix 
try: 
in_matrix = np.vstack((in_matrix, vec)) 
except: 
 in_matrix = vec 
# Proses Ekstraksi PCA  
if in_matrix is not None: 
mean,eigenvectors=cv2.PCACompute(in_matrix, 
np.mean(in_matrix, axis=0).reshape(1,-1)) 





D. Hasil Pencocokan Fitur Wajah 
Proses selanjutnya adalah mencocokan 
fitur hasil pelatihan citra atau hasil 
ekstraksi fitur menggunakan PCA yang 
telah disimpan pada database citra dengan 
fitur citra uji menggunakan metode 
Euclidean Distance agar dilakukan 
pencocokkan fitur-fitur citra hasil grayscale 
sebelumnya. Berikut adalah kode program 
untuk proses pencocokan fitur 
menggunakan pendekatan Euclidean 
Distance menggunakan dukungan bahasa 
pemrograman Python versi 3.7.3 sebagai 
berikut: 
import os 
import cv2  




def dist(x,y):    
    return np.sqrt(np.sum((x-y)**2)) 













npaFlattenedImage = imgThresh.reshape((1, w 
* h))  
 print (npaFlattenedImage.shape) 




 for v in vowels: 




img2 = cv2.imread(f, cv2.IMREAD_GRAYSCALE) 
img_resized2 = cv2.resize(img2,(w,h)) 
imgBlurred2 = cv2.GaussianBlur(img_resized2, 






w * h))   
distance = dist(npaFlattenedImage, 
npaFlattenedImage2) 
 m.append(distance); 
 print ('Euclidean Distance Array: ') 
 print (m) 
 print ('Min Distance: ') 
 print (min(m)) 
 print ('Array Position: ') 
 pos=m.index(min(m)) 
 print (pos) 
 print ('The Face Recognized Is : ') 




Berikut adalah output dari proses akhir 
pengenalan wajah Fahmi: 
 
Gambar 4. Hasil Pengenalan Wajah Fahmi 
Berikut adalah pengenalan wajah Syahril: 
 
Gambar 5. Hasil Pengenalan Wajah Syahril 
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V. SIMPULAN  
Metode PCA digunakan untuk 
mengkonstruksi pola input wajah digital 
menggunakan teknik propagasi dalam 
pengenalan wajah. Dalam proses 
konstruksi pola dan pengenalan wajah 
mulai dari objek berupa citra wajah, 
deteksi sisi, konstruksi pola hingga dapat 
menentukan karakteristik dan ciri wajah. 
Sementara itu, Metode Euclidean Distance 
digunakan sebagai metode pencocokan 
fitur wajah melalui citra hasil grayscale 
dan ekstraksi PCA sehingga dapat 
dilakukan pencocokkan fitur-fitur untuk 
dilanjutkan sebagai pengenalan wajah. 
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