Development and validation of an automated essay scoring engine to assess students’ development across program levels by Link, Stephanie Maranda
Graduate Theses and Dissertations Iowa State University Capstones, Theses andDissertations
2015
Development and validation of an automated essay
scoring engine to assess students’ development
across program levels
Stephanie Maranda Link
Iowa State University
Follow this and additional works at: https://lib.dr.iastate.edu/etd
Part of the Linguistics Commons
This Dissertation is brought to you for free and open access by the Iowa State University Capstones, Theses and Dissertations at Iowa State University
Digital Repository. It has been accepted for inclusion in Graduate Theses and Dissertations by an authorized administrator of Iowa State University
Digital Repository. For more information, please contact digirep@iastate.edu.
Recommended Citation
Link, Stephanie Maranda, "Development and validation of an automated essay scoring engine to assess students’ development across
program levels" (2015). Graduate Theses and Dissertations. 14567.
https://lib.dr.iastate.edu/etd/14567
i 
 
 
 
 
Development and validation of an automated essay scoring engine  
to assess students’ development across program levels 
 
 
by 
 
 
Stephanie Maranda Link 
 
 
 
 
A dissertation submitted to the graduate faculty 
in partial fulfillment of the requirements for the degree of 
DOCTOR OF PHILOSOPHY 
 
Major: Applied Linguistics and Technology 
Program of Study Committee: 
Tammy Slater, Major Professor 
Volker Hegelheimer 
Evgeny Chukharev-Khudilaynen 
Katherine Gossett 
Linda Hagedorn 
 
 
 
 
 
 
Iowa State University 
Ames, Iowa 
2015 
Copyright © Stephanie Maranda Link, 2015. All rights reserved. 
 
ii 
 
DEDICATION 
 
The hard work that has gone into this dissertation must first be dedicated to my newfound 
love, my baby boy Liam. Since his arrival, he has been nothing but a true inspiration in 
my life. He has also granted me a more profound appreciation for my mother, who as a 
single parent, new to this country, was able to raise two children that are both graduating 
from college this semester. I want to dedicate my research to her for enduring all that she 
has throughout her lifetime. Then finally, I would not have made it to the point of writing 
this dedication if it were not for my husband who is my rock, my heart, and my forever 
love. 
 
 
 
 
 
 
 
 
 
 
 
iii 
 
TABLE OF CONTENTS 
Page 
LIST OF FIGURES ........................................................................................................... vi 
LIST OF TABLES ........................................................................................................... viii 
NOMENCLATURE ............................................................................................................x 
ACKNOWLEDGEMENTS .............................................................................................. xii 
ABSTRACT ..................................................................................................................... xiii 
CHAPTER I: INTRODUCTION .........................................................................................1 
Purpose of the Study ........................................................................................................3 
Theoretical Foundation ....................................................................................................5 
Complexity Theory ......................................................................................................5 
Systemic Functional Linguistics ..................................................................................7 
CHAPTER II: LITERATURE REVIEW ..........................................................................10 
Identification of Target Domain ....................................................................................10 
Overview of Computerized Writing Assessment ..........................................................12 
The Debate About Computerized Writing Assessment .............................................13 
Addressing the Current Limitations in Computerized Writing Assessment ..............17 
Development of Writing Tools for Computerized Assessment .....................................21 
Validation of Automated Essay Scoring Engines for Computerized Assessment .........25 
Research on the Association with Human Scores......................................................26 
Research on Alternative Measures for Assessing Reliability ....................................28 
Utilizing an Argument-based Approach to AES Validation......................................30 
The Interpretive Argument for CAFFite ........................................................................34 
Research Questions ........................................................................................................39 
Chapter Summary ..........................................................................................................40 
CHAPTER III: TOOL DEVELOPMENT .........................................................................41 
Development Relevant to the Domain Definition Inference .........................................42 
The Collection of a Representative Training Set .......................................................42 
Identification and Selection of Appropriate Measurements ......................................43 
iv 
 
Development Relevant to the Evaluation Inference ......................................................55 
Creation of CAFFite Algorithms ...............................................................................55 
Training of the CAFFite Scoring Model ....................................................................60 
Chapter Summary ..........................................................................................................72 
CHAPTER IV: METHODOLOGY ...................................................................................73 
Research Design.............................................................................................................74 
Phase I: Testing Context ................................................................................................77 
Data Collection ..........................................................................................................78 
Data Processing and Analysis ....................................................................................79 
Phase II: Classroom Context ..........................................................................................90 
Participants .................................................................................................................91 
Data Collection ..........................................................................................................93 
Quantitative/Qualitative Data Processing and Analysis ............................................95 
Chapter Summary ..........................................................................................................96 
CHAPTER V: RESULTS AND DISCUSSION-TESTING CONTEXT ..........................97 
Results Relevant to the Evaluation Inference ................................................................97 
Results Relevant to the Generalization Inference ........................................................109 
Human-human Reliability ........................................................................................109 
Human-computer Reliability ...................................................................................111 
Reliability Across Writing Prompts .........................................................................119 
Chapter Summary ........................................................................................................121 
CHAPTER VI: RESULTS AND DISCUSSION-CLASSROOM CONTEXT ...............124 
Results Relevant to the Explanation Inference ............................................................124 
Results Relevant to the Extrapolation Inference ..........................................................129 
Chapter Summary ........................................................................................................141 
CHAPTER VII: SUMMARY AND CONCLUSION......................................................143 
Domain Definition Inference .......................................................................................145 
Evaluation Inference ....................................................................................................148 
Generalization Inference ..............................................................................................150 
Explanation Inference ..................................................................................................153 
v 
 
Extrapolation Inference ................................................................................................154 
Summary of Validity Argument ..................................................................................155 
Implications for Research, Theory, Educational Practice ............................................156 
Limitations and Suggestions for Future Research .......................................................161 
Conclusion ...................................................................................................................163 
REFERENCES ................................................................................................................166 
APPENDIX A: ACTFL PROFICIENCY GUIDELINES ...............................................180 
APPENDIX B: CODING GUIDELINES ........................................................................182 
APPENDIX C: ASSUMPTIONS TESTS FOR CORRELATION .................................191 
APPENDIX D: WRITING PROMPTS USED FOR PRE AND POSTTESTS ..............192 
APPENDIX E: SCATTERPLOTS FOR HUMAN-HUMAN CODING ........................193 
APPENDIX F: DESCRIPTIVE STATISTICS FOR CODING OF CAFF .....................194 
APPENDIX G: DEMOGRAPHICS QUESTIONNAIRE ...............................................197 
APPENDIX H: STUDENTS’ ESSAYS FOR CASE-STUDY ANALYSIS ...................198 
 
vi 
 
LIST OF FIGURES 
       Page 
Figure 1    Interpretive argument structure for CAFFite development ..............................33 
Figure 2    Complexity, accuracy, fluency, and functionality measures ............................44 
Figure 3    Simplified architecture of the hybrid approach to automated tool           
development .....................................................................................................56 
Figure 4    Example visual syntactical tree diagram to facilitate rule-based feature 
detection...........................................................................................................57 
Figure 5    Example sentence with two t-units represented in a compound sentence........58 
Figure 6    Iterative process of testing the accuracy of rule-based feature detection.........60 
Figure 7    Perl code for the regression equation predicting students’ placement into      
two developmental levels of pass or fail..........................................................72 
Figure 8    Triangulation design: Multiphase mixed-methods model ................................75 
Figure 9    Placement decisions into three levels of writing courses based on an in-     
house  English Placement Test........................................................................78 
Figure 10  Precision and recall of relevant and irrelevant CAFF features in students’ 
writing..............................................................................................................81 
Figure 11  Example from the CyWrite output file used for linguistic analysis.................89 
Figure 12  Example CAFFite rule error in detecting dependent clauses.........................102 
Figure 13  Example learner language problem in detecting dependent clauses..............104 
Figure 14  Example CAFFite rule error in detecting relational processes.......................116 
Figure 15  Level 1 and Level 2 Group Variation in Complexity and Fluency................125 
Figure 16  Visualization of Low and High Performing Students in Level 2 Section 1      
on Measures of Complexity and Fluency......................................................128 
Figure 17  Student 1’s scores on complexity and fluency from Time 1 to Time 3 in 
comparison to benchmark scores...................................................................130 
vii 
 
Figure 18  Student 2’s scores on complexity and fluency from Time 1 to Time 3 in 
comparison to benchmark scores...................................................................132 
Figure 19  Student 3’s scores on complexity and fluency from Time 1 to Time 3 in 
comparison to benchmark scores...................................................................135 
Figure 20  Student 4’s scores on complexity and fluency from Time 1 to Time 3 in 
comparison to benchmark scores...................................................................137 
Figure 21  Student 5’s scores on complexity and fluency from Time 1 to Time 3 in 
comparison to benchmark scores...................................................................138 
Figure 22  Student 6’s scores on complexity and fluency from Time 1 to Time 3 in 
comparison to benchmark scores...................................................................140 
Figure 23  Backing collected for each step in the validity argument for the CAFFite 
scoring engine................................................................................................144 
 
 
 
 
 
 
 
 
 
 
 
 
 
viii 
 
LIST OF TABLES 
      Page 
Table 1     Limitations in Computerized Writing Assessments and Suggestions for       
Use and Development......................................................................................18 
 
Table 2     Overview of Four Major Developers of Computerized Writing Assessment ..22 
Table 3     Sample AES Reliability Studies between Computerized and Human scores...27 
Table 4     Summary of the Interpretive Argument for Assessing Students’    
Development across Program Levels using CAFFite ......................................38 
Table 5     Description of English Placement Test Essays for Training the AES Engine ..43 
Table 6     Process Types in English  .................................................................................52 
Table 7     Writing Components, Evaluation Questions, and Functional Language  
                  Analysis Strategies ...........................................................................................54 
Table 8     Listing of Dependent Variables and Descriptive Statistics for Regression- 
based Analysis.................................................................................................62 
Table 9    Listing of Independent Variables and Descriptive Statistics for Regression- 
based Analysis.................................................................................................62 
Table 10   Pearson’s Correlations for Developmental Category with Complexity,  
Accuracy, Fluency, and Functionality Measures (N=199)..............................65 
Table 11   Collinearity Statistics for Thirteen Independent Variables (N = 199)..............67 
Table 12   Classification Table for Models 1 to 3 Showing Prediction Accuracy into 
Three Developmental Levels (Level 1, 2, 3)...................................................68 
Table 13   Classification Table for Models 4 to 6 Showing Prediction Accuracy into    
two Developmental Levels (Pass/Fail)............................................................69  
Table 14   Regression Coefficients Using Pass/Fail as the Dependent Variable...............70  
Table 15   Description of Testing Sets from Fall 2012 (N=90) and Spring 2013       
(N=84)  English Placement Test (EPT) ...........................................................79 
Table 16  Number of Participants for Comparison of Group Differences Using          
Level 1 and Level 2 pretests............................................................................92 
Table 17   Demographic Information of Students for Analysis of Individual 
Developmental Trajectories.............................................................................93 
Table 18   Precision, Recall, and F1-score of the CAFFite scoring engine with Lexical 
Frequency Profile (LFP) as standard reference (N = 86).................................98 
ix 
 
Table 19   Precision, Recall, and F1-score of the CAFFite scoring engine with human 
codes as standard reference (N = 86).............................................................100 
Table 20   Source of errors in feature detection of the CAFFite engine (N = 19)...........101 
Table 21   Spearman’s Rank Order Correlation for Human-Human and Human- 
Computer Inter-coder Reliability from the Fall 2012 Testing Set.................110 
Table 22   List of conjunctions manually coded but not included in CAFFite      
algorithms......................................................................................................113 
Table 23   Spearman’s Rank Order Correlation for Computer-Computer Inter-coder 
Reliability from the Fall 2012 Testing Set
 
(N = 86)......................................117 
Table 24   Spearman’s Rank Order Correlation for Inter-coder Reliability from the  
Spring 2013 Testing Set (N = 82)..................................................................119 
Table 25   Summary of the Validity Evidence in Support of the Use and             
Interpretation of Scores from the CAFF Features..........................................122 
Table 26   Descriptive Statistics of Group Differences at Level 1 (N = 64) and             
Level 2 (N = 90).............................................................................................126 
Table 27   Independent-sample T-test for Mean Difference between Level 1 (N = 64)            
and Level 2 (N =90).......................................................................................127 
Table 28   Examples of the most complex sentences from Student 1’s essays at            
Time 1-3  with dependent clauses underlined................................................131 
Table 29   List of sophisticated words used in Student 4’s writing from Time 1 to 3.....138 
Table 30   Warrant, Assumptions, and Types of Backing for the Domain Definition 
Inference........................................................................................................145 
Table 31    Warrant, Assumptions, and Types of Backing for the Evaluation 
Inference........................................................................................................148 
Table 32    Warrant, Assumptions, and Types of Backing for the Generalization 
Inference........................................................................................................151 
Table 33   Warrant, Assumptions, and Types of Backing for the Explanation 
Inference........................................................................................................153 
Table 34   Warrant, Assumptions, and Types of Backing for the Extrapolation 
Inference........................................................................................................154 
 
 
x 
 
NOMENCLATURE 
(in alphabetical order) 
Accuracy: the ability to avoid error in performance, possibly reflecting higher levels of 
control in the language, as well as a conservative orientation, that is, avoidance of 
challenging structures that might provoke error (Skehan & Foster, 1999, p. 96). 
Automated Essay Scoring (AES): a general reference to the historical development of 
scoring engines that automatically score essays specifically for standardized testing 
purposes and provide a summative holistic score on students’ overall writing quality. 
Automated Writing Evaluation (AWE): an evolution of AES where developers 
coupled the summative holistic scores from scoring engines with more detailed formative 
feedback on some rhetorical (e.g., organization) and language-related dimensions (e.g., 
grammar and language usage) and writing assistant resources (e.g., prewriting tools and 
portfolio options). 
Complexity: the capacity to use more advanced language, with the possibility that such 
language may not be controlled so effectively. This may also involve a greater 
willingness to take risks, and use fewer controlled language subsystems. This area is also 
taken to correlate with a greater likelihood of restructuring, that is, change and 
development in the interlanguage system (Skehan & Foster, 1999, p. 96-97). 
Complexity, Accuracy, Fluency (CAF): traditional measures for assessing L2 language 
performance and proficiency    
Complexity, Accuracy, Fluency, and Functionality (CAFF): a term used in this 
research to account for an expanded view of the CAF triad in order to account for 
students functional proficiency.     
Complexity, Accuracy, Fluency, and Functionality Writing Tool (CAFFite): The 
name for the scoring engine developed in this study as a precursor to AWE tool 
development.   
Computer assisted language learning (CALL): the search for and study of applications 
of the computers in language teaching and learning (Levy, 1997) 
xi 
 
Computerized writing assessment: a term used in this study to refer to both automated 
essay scoring (AES) used in testing contexts and automated writing evaluation (AWE) 
used in classroom contexts. 
English as a Second Language: (ESL): an acronym frequently used to talk about 
teaching or learning English in an English-speaking country.   
English Placement Test (EPT): an in-house test for assessing writing, reading, and 
listening in order to place students appropriately into proficiency levels. 
First and second Language (L1 and L2): Shorthand for referring to your own or other’s 
first, second, or additional languages. 
Fluency: the capacity to use language in real time, to emphasize meanings, possibly 
drawing on more lexicalized systems (Skehan & Foster, 1999, p. 96). 
Functionality: the ability to structure and organize language to achieve and use 
particular functions that the language system has to serve (Halliday & Matthiessen, 
2014). 
Interpretive argument: specifies the proposed interpretations and uses of assessment 
results by laying out a network of inferences and assumptions leading from the observed 
performances to the conclusions and decisions based on the assessment scores (Kane, 
2012, p. 8). 
Natural Language Processing (NLP): a field of computer science, artificial intelligence, 
and computational linguistics concerned with the interactions between computers and 
human (natural) languages (Wikipedia).    
Validity: an integrated evaluative judgment of the degree to which empirical evidence 
and theoretical rationales support the adequacy and appropriateness or inferences and 
actions based on test scores or other modes of assessment (Messick, 1989, p. 13). 
Validity argument: provides an evaluation of the interpretive argument’s coherence and 
the plausibility of its inferences and assumptions (Kane, 2012, p. 8). 
 
xii 
 
ACKNOWLEDGEMENTS 
I would like to take this opportunity to express my deepest gratitude to my advisor, Dr. 
Tammy Slater, for her excellent guidance, patience, and support during this dissertation 
process. I am also thankful for each member of my dissertation committee for their 
individual attention to details of my research. A special thanks goes to Dr. Evgeny 
Chukharev-Khudilaynen, who exposed me to natural language processing and helped me 
when my programing skills were seriously lacking. I would also like to thank Dr. Volker 
Hegelheimer for creating opportunities not only for me but also many of my colleagues 
so that we can become more experienced researchers, especially in the area of automated 
writing evaluation. My friends and colleagues have also played a large role in my 
success. Their encouragement and cheerful attitudes have brought me a long way, so I 
would like to take the time to thank them and acknowledge their pure goodness. Finally, I 
thank my family, especially my husband for putting up with me throughout the good 
times and the bad. 
 
 
 
 
 
 
 
 
 
 
xiii 
 
ABSTRACT 
As English as a second language (ESL) populations in English-speaking countries 
continue to grow steadily, the need for methods of accounting for students’ academic 
success in college has become increasingly self-evident. Holistic assessment practices 
often lead to subjective and vague descriptions of learner language level, such as 
beginner, intermediate, advanced (Ellis & Larsen-Freeman, 2006). Objective 
measurements (e.g., the number of error-free T-units) used in second language production 
and proficiency research provide precise specifications of students’ development 
(Housen, Kuiken, & Vedder, 2012; Norris & Ortega, 2009; Wolfe-Quintero, Inagaki, & 
Kim, 1998); however, the process of obtaining a profile of a student’s development by 
using these objective measures requires many resources, especially time. In the ESL 
writing curriculum, class sizes are frequently expanding and instructors’ workloads are 
often high (Kellogg, Whiteford, & Quinlan, 2010); thus, time is at its limits, making the 
accountability for students’ development difficult to manage. 
The purpose of this research is to develop and validate an automated essay 
scoring (AES) engine to address the need for resources that provide precise descriptions 
of students’ writing development. Development of the engine utilizes measures of 
complexity, accuracy, fluency, and functionality (CAFF), which are guided by 
Complexity Theory and Systemic Functional Linguistics. These measures were built into 
computer algorithms by using a hybrid approach to natural language processing (NLP), 
which includes the statistical parsing of student texts and rule-based feature detection. 
Validation follows an interpretive argument-based approach to demonstrate the adequacy 
and appropriateness of AES scores. Results provide a mixed set of validity evidence both 
xiv 
 
for and against the use of CAFFite measures for assessing development. Findings are 
meaningful for continued development and expansion of the AES engine into a tool that 
provides individualized diagnostic feedback for theory- and data-driven teaching and 
learning. The results also underscore the possibilities of using computerized writing 
assessment for measuring, collecting, analyzing, and reporting data about learners and 
their contexts to understand and optimize learning and teaching. 
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CHAPTER I  
INTRODUCTION 
 
Accounting for students’ success throughout their college career can be a 
daunting obstacle faced by institutes of higher education. While attrition rates seem to be 
increasing in the STEM fields (48%) and non-STEM fields (56-62%) (Chen & Soldner, 
2013), the pressure to retain students has become a more integral part of college 
curriculums. Some argue that the key to students’ success in college is through strategic 
support groups, such as learning communities (Price, 2005; Tinto, 1998) and first-year 
experience initiatives (Hunter, 2006; Schness & Doetkott, 2003); however, the 
effectiveness of introductory classes, such as freshman composition courses and English 
as a second language (ESL) writing curriculums, can also play an integral role in student 
retention by preparing students for writing in the academic community. 
English as a second language writing curriculums are particularly important due 
to a lasting concern that the writing skills of ESL students do not always meet the 
expectations set forth by academia. Beyond the ESL classroom, instructors and 
professors can struggle to teach ESL students or even talk to them about how to improve 
their writing skills because practitioners not trained in teaching English as a second 
language frequently lack skills in providing effective corrective feedback on errors 
(Bitchener & Ferris, 2012). Moreover, “it is often assumed that someone else should and 
will deal with student writing” (Feak, 2014). As a result, instructors and professors 
outside of the English department often blame ESL course administrators, curriculum 
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advisors, and instructors for passing students out of the ESL curriculum before they 
demonstrate adequate writing proficiency.  
However, due to the complex and multifaceted role that instructors play in the 
classroom and beyond, it is difficult to account for students’ individual writing needs and 
to warrant their success in other courses. Though it is easy to insist that instructors are 
trained well enough to ensure that students’ diverse needs are not being overlooked, the 
provision of effective individualized feedback requires a lot of time and thus becomes a 
real challenge for instructors (Ferris, Brown, Liu, & Stine, 2011; Kellogg, Whiteford, & 
Quinlan, 2010). More resources, therefore, are needed to understand, support, and assess 
student learning. 
An option for understanding, supporting, and assessing student learning is through 
the use of automated writing evaluation (AWE) tools that can provide timely and 
constant feedback to learners and make the process of providing corrective feedback 
more manageable for instructors (Li, Link, & Hegelheimer, 2015). Various AWE tools 
have been developed to provide summative and formative feedback on some rhetorical 
(e.g., organization) and language-related dimensions (e.g., grammar and word usage) and 
also to provide supplementary resources to assist students in the writing process (see 
Cotos, 2014, for an overview of several AWE tools). However, the feedback from these 
tools has been scrutinized for being too vague (Chen & Cheng, 2008) and formulaic 
(Grimes & Warschauer, 2006; Yang, 2004) and can thus build frustration in students 
(Grimes & Warschauer, 2010) and cause them to challenge their instructors when the 
AWE feedback deviates from the instructor’s feedback (Li, Link, Ma, Yang, & 
Hegelheimer, 2014).  
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In addition, the diagnostic information directly gleaned from the AWE feedback 
provides limited indication of students’ interlanguage development, the development of a 
systemic knowledge of a language at different stages of learning (Selinker, 1972). 
Information on language development is important for assessing students’ writing 
progress; however, many of the AWE tools are not grounded in language development 
theory. Instead, they are most often established in theories of artificial intelligence or 
natural language processing (NLP), which are theories focusing primarily on quality of 
computation versus quality of learning. Arguably, the focus is then on the tool with a 
secondary interest in users, or stakeholders. To benefit all stakeholders, the development 
and evaluation of tools for language learning should more strongly consider the 
relationship between theory and computer assisted language learning (CALL) in general 
(Chapelle, 2001, 2009) and AWE tools in particular (Cotos, 2011).  
Purpose of the Study 
The purpose of this dissertation research is to address the need for more resources 
in the ESL writing classroom by developing and validating an automated essay scoring 
(AES) engine, a common precursor to AWE tool development. AES engines have been 
traditionally used in standardized testing contexts before being expanded for use as 
classroom tools. For example, the AES engine e-rater
®
 was first used for the Test of 
English as a Foreign Language (TOEFL) and has since been integrated into an AWE tool 
called Criterion
®
 for classroom use. The intended use of the AES engine in this study is 
to provide diagnostic feedback to instructors, researchers, and students to better 
understand, support, and assess writing development across program levels. For the 
purposes of this dissertation research, the tool is context- and population-specific to 
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minimize the scope of development and validation before arguing for further 
development into an AWE tool for classroom integration and applicability in a broader 
context.  
The development of the AES engine is informed by results from a pilot study. The 
pilot argued for the combined use of four constructs grounded in second language (L2) 
development theory (measures of complexity, accuracy, and fluency) and the theory of 
Systemic Functional Linguistics (measures of students’ functional development) to assess 
students’ systematic writing development across program levels. Findings demonstrated 
that the measures of complexity, accuracy, fluency, and functionality offer valuable 
insight into interlanguage development across program levels and thus have a role in the 
classroom for informing teaching and learning. Thus, the engine is referred to in this 
study as CAFFite (The Complexity, Accuracy, Fluency, and Functionality Writing Tool), 
and the ultimate intent is for this AES engine to evolve into a fully functional AWE tool. 
The pilot provided one set of validity evidence in support of the development of 
the AES engine. Now the goal is to provide ongoing validity evidence throughout the 
development process. Therefore, validation of CAFFite will be conducted using an 
interpretive argument-based approach (Chapelle, Enright, & Jamieson, 2008; Kane, 1992; 
2012). This approach can serve as a conceptual benchmark to expand and refine the range 
of empirical evidence that is needed to support or refute the use and interpretations of 
AES feedback. The approach can also help draw conclusions about the engine prior to 
making suggestions for continued AWE development and classroom integration. The 
overarching claim that the validity evidence will seek to support is that CAFFite is able to 
assess students’ writing development across program levels in a real-life academic 
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context of an English-medium institution of higher education. Specifically, validity 
evidence will be provided to show the extent to which CAFFite is able to produce scores 
that reflect students’ writing development across three program levels at Iowa State 
University.  
Theoretical Foundation 
Given the limitations in automated feedback and the limited focus on theory and 
CALL in pre-existing tools, it is important to explore further avenues for tool 
development. In this research, the process begins with a strong theoretical foundation that 
is used to describe and explain the phenomena of students’ L2 writing development. 
Thus, the theories utilized in developing the AES engine are Complexity Theory and the 
theory of Systemic Functional Linguistics. 
Complexity Theory 
Since the 1970s, SLA researchers have attempted to operationalize the construct 
of L2 development in order to assess students’ second language acquisition (Hakuta, 
1976; Larsen-Freeman, 1976). The absence of a suitable measurement for gauging 
development motivated researchers in the field of applied linguistics to introduce 
objective measures that would replace the subjective and vague delineations of learner 
language levels, such as beginner, intermediate, advanced (Ellis & Larsen-Freeman, 
2006). These measures for operationalizing L2 development became known as CAF 
(complexity, accuracy, and fluency). 
The introduction of the CAF triad was accompanied by working definitions which 
are still widely accepted and are adopted for use in this study (see Skehan & Foster, 
1999). In short, complexity has been characterized as the elaboration of the language that 
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is produced, accuracy as the ability to produce error-free language, and fluency as the 
ability to process the L2 with “native-like rapidity” (Lennon, 1990, p. 390). Learner 
development in each of the three aspects simultaneously is not expected, but a balance 
among the three areas needs to be established to analyze performance over time (Skehan 
& Foster, 1999); that is, “one would like to see development in each of the areas, and 
without one area compromising development in the others” (p. 97).  
Early research utilized CAF measures to build an index of L2 development, also 
defined as a developmental ladder (Skehan, 1996; 1998). This index or ladder attempted 
to predict students developmental path; however, research has now been drawn towards a 
complex systems perspective. From this perspective, the developmental index is an over-
simplification of development. Development is instead viewed as a dynamic process 
within a system. The many interacting parts of a system give rise to a system’s behavior 
and how the system interacts with its environment. The notion of “complex” within a 
complex system means that the elements in a system are ever-changing and continuously 
adapting in response to feedback. A students’ development, therefore, is non-linear and 
impossible to predict. Rather, the types of behavior likely to occur are mapped to 
“possible and probable patterns” within the specific system (Larsen-Freeman & 
Cameron, 2008, p. 17). 
The patterns of development, in place of an index of development, can be 
visualized by use of CAF measures, which together serve the purpose of demonstrating 
how the L2 develops, “by documenting what parts of the interlanguage system change as 
acquisition unfolds, in what ways anticipated change proceeds, and perhaps why 
sometimes not much change seems to take place” (Norris & Ortega, 2009, p. 557). For 
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SLA researchers focusing on natural acquisition in the classroom, or instructed SLA, 
CAF measures increase understanding of what makes a difference in teaching and 
learning, “to account for how and why language competencies develop for specific 
students and target languages, in response to particular tasks, teaching, and other stimuli, 
and mapped against the details of developmental rate, route, and ultimate outcomes” (p. 
557). The measurements, therefore, serve as an empirical link between a phenomenon, in 
this case, L2 writing development, and the theoretical claims made based on the 
phenomena (Norris & Ortega, 2003).  
The theoretical claims made within complexity theory focus on the study of 
behavior of complex systems. This understanding of complex systems is quite general 
and lacks the specificity needed to fully understand a phenomena. According to Larsen-
Freeman and Cameron (2008), complexity theory “needs to be complemented with other, 
compatible, theories that together cover all that needs to be described and explained about 
the phenomena of interest” (p. 17). As an example, complexity theory allows researchers 
to make general claims about a student’s developmental behavior, but if the goal is to 
theorize about students’ ability to develop resources to function in a given context, a 
theory of functional language development is needed. Similar to complexity theory, in the 
theory of Systemic Functional Linguistics (SFL), language is modeled as a complex 
adaptive system (Matthiessen, 2009).  
Systemic Functional Linguistics 
Systemic Functional Linguistics, or SFL, is a theory of language that can be used 
to analyze language features related to how meaning is constructed in various instances 
of social needs (e.g., in particular genres, specific fields, or domains of knowledge and 
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skills). In 1979, Michael Halliday developed the theory of SFL as a grammar that instead 
of being “formal; rigid; based on the notion of ’rule’; syntactic in focus, and oriented 
toward the sentence” was “functional; flexible, based on the notion of ’resource’; 
semantic in focus, and oriented towards the text” (Halliday, 1979, p. 186). The theory of 
grammar is “functional” in that it is designed to account for how language is used 
(Halliday & Matthiessen, 2014), offering a principled basis for describing language 
variation in relation to both who is using the language and the purposes for which it is 
used (Halliday & Hasan, 1989). 
In SFL, language is a higher order semiotic system, “a system not only for 
carrying meaning, the central property of primary semiotic systems, but also for creating 
meaning” (Matthiessen, 2009, p. 207). Along these lines, language is a social process that 
contributes to the realization of different social contexts. The central characteristic of 
language is that it is a resource for meaning making (Halliday, 1979). In a text, patterns 
of meaning, or acts of meaning, unfold to reveal a students’ meaning-making potential. 
This potential contributes to the system of language in the context of culture, evolving 
over long periods of time (Matthiessen, 2009). The evolution of language in the form of 
meaning-making patterns can be modeled under subsystemic patterns that operate under 
contextual conditions. That is, patterns of language evolve under different contexts and 
situations. The different contexts are also referred to as “registers.” A register is defined 
as “functional varieties of language that have evolved as adaptations to different 
institutional settings- different uses of language according to the nature of the context of 
use” (Matthiessen, 2009, p. 207). The different situations are also referred to as “text 
types,” such as newspaper articles, summaries, and critical syntheses.  
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Therefore, SFL complements complexity theory by adding a functional 
perspective to language development. As a complement, the theory also strengthens the 
CAF triad because CAF measures are heavily influenced by assessing word- and 
sentence-level abilities of learners, focusing on context-independent, decontextualized 
language and displays of grammatical forms and lexical items. On the other hand, 
functionality takes into account context-dependent, contextualized features of language at 
the discourse level. 
 Due to the complementary role that the two theories hold, the present research 
adds functionality to the CAF triad as a fourth construct of L2 writing development. The 
developmental measures are referred to for the remainder of this paper as CAFF 
(complexity, accuracy, fluency, and functionality). These four constructs can together 
contribute to the development of an AWE tool that provides clear and objective feedback, 
gauges students’ development of systemic knowledge of a language, and assists ESL 
instructors and curriculum advisors in accounting for students’ language acquisition. 
Such a tool could provide a theory- and data-driven approach to learning and teaching 
and challenge the current approaches to AWE tool development and validation.  
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CHAPTER II 
LITERATURE REVIEW 
 
This chapter outlines the concepts that underline the development and validation 
of CAFFite (The Complexity, Accuracy, Fluency, and Functionality Writing Tool). The 
chapter begins with a description of the target domain motivating this dissertation 
research. An overview of research exploring the positive and negative characteristics of 
computerized assessment of writing is then introduced. Next, models for developing AES 
engines is discussed to address issues controversial to automated scoring. The section 
then leads into past methods of obtaining validity evidence in support of pre-existing 
AES engines. The chapter continues with a summary of the validity theory that grounds 
the development and validation process of CAFFite. At this point, the interpretive 
argument for CAFFite score interpretation and use is presented, detailing inferences that 
require validity evidence to support or refute the argument that CAFFite is adequate and 
appropriate for assessing students’ writing development across program levels. The 
chapter ends with research questions for the study.  
Identification of Target Domain 
The target domain, or the conceptual realm of this study, consists of English 
language learners in the ESL writing classrooms of a real-life academic context of an 
English-medium institution of higher education. The learners in this target domain can 
come from a wide range of language backgrounds and may include (1) international/visa 
students who arrive to the United States in pursuit of an education, (2) resident 
immigrants who arrive as adolescents or young adults, and (3) children of resident 
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immigrants who arrive at a young age or are born in the US (Ferris, 2011). In fact, the 
number of international/visa students entering US universities is at a record high, with 
nearly 820,000 students in the 2012-2013 school year (Institute of International 
Education, 2013). In regards to resident immigrants and their children, immigration has 
become a lasting feature of many societies and has diversified the composition of 
populations across the globe. Between 1990 and 2010, the number of foreign-born US 
residents nearly doubled from 20 million to 40 million (Martin & Midgley, 2010) and 
over 47 million US residents older than age five speak a language other than English at 
home (Rong & Preissle, 2009).  
Given the large fluctuation in the number of multicultural, multilingual 
individuals, a focus on the understanding, support, and assessment of next generation 
English language learners is important. Specifically, the impact on universities has 
become more prominent and presumably permanent. That is to say, progressively more 
international/visa students and first- and second generation Americans will likely enter 
universities in seek of further education. Together, international and immigrant 
populations form a large portion of ESL students on college campuses where they often 
seek additional support for their English skills.  
Of particular interest in the present research are individuals in ESL writing 
courses. ESL writing courses are an important concentration because they are known to 
be a gateway to success in the academic community; however, the writing skills of ESL 
students do not always meet the expectations set forth by academia. The inadequate 
writing proficiency of students is often attributed to ESL course administrators, 
curriculum advisors, and instructors who pass students out of their courses before they 
12 
 
are fully equipped. These practitioners, nevertheless, frequently play multidimensional 
roles in the classroom and beyond, which make accounting for students’ individual 
writing needs difficult. The time and effort required for the provision of effective 
individualized feedback creates a real challenge for instructors (Ferris et al., 2011; 
Kellogg et al., 2010). More resources, therefore, are needed, and this is where 
computerized writing assessment can become an important component in understanding, 
supporting, and assessing student learning. 
Overview of Computerized Writing Assessment 
Computerized writing assessment is a term used in this study to refer to both 
automated essay scoring (AES) used in testing contexts and automated writing evaluation 
(AWE) used in classroom contexts. AES is a general reference to the historical 
development of scoring engines that automatically score essays specifically for 
standardized testing purposes and typically provide a summative holistic score on 
students’ overall writing quality (Warschauer & Ware, 2006). AWE is an evolution of 
AES where developers coupled the summative holistic scores from scoring engines with 
more detailed formative feedback on some rhetorical (e.g., organization) and language-
related dimensions (e.g., grammar and language usage) and writing assistant resources 
(e.g., prewriting tools and portfolio options) for use in the classroom. Upon completion of 
this dissertation research, the intent is for CAFFite to become a complete AWE tool or 
part of an existing AWE framework. However, for the purposes of this research, the 
focus is narrowed down to the scoring engine, which is the foundation for the 
development of many AWE tools.  
13 
 
The Debate About Computerized Writing Assessment 
A long history of AES use in the testing context and the upward use of AWE in 
the classroom setting suggest a positive overall view of computerized writing assessment; 
however, the adequacy and appropriateness of AES and AWE systems have been well 
debated. Throughout the years, language assessment specialists have viewed AES in a 
positive light. Xi (2010) suggested that “computer capabilities, if used appropriately and 
responsibly, can expand the resources and improve the efficiency of language learning 
and assessment” (pp. 297-298). Along similar lines, testing researchers in educational 
measurement proposed eight advantages of computerization over humans, namely: 
reproducibility, consistency, tractability, item specification, granularity, objectivity, 
reliability, and efficiency (William, Bejar, & Hone, 1999). Researchers in language 
testing have also examined the use of AWE and found prospects for the scores in 
placement testing (Herrington & Moran, 2006, James, 2006; Jones, 2006). 
The advantages of computerized writing assessment extends to the classroom. As 
one of the primary stakeholders, instructors utilize the feedback as a forewarning, 
meaning that the scores flag students’ writing that is certainly flawed and could use 
supplementary feedback (Li et al., 2014). The effectiveness of AWE feedback also 
includes the provision of timely and constant feedback and the enhancement of student 
autonomy and motivation. Timely and constant feedback can provide students with 
individualized comments that have shown to somewhat lighten instructors’ loads of 
reading student writing (Kellogg et al., 2010), add to the potential for facilitating 
language learning (Cotos, 2011), and reliably reduce errors of grammar, mechanics, 
usage, and style (Kellog et al, 2010). This immediate feedback is also an influential factor 
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in heightening students’ learner autonomy attitudes, another perceived benefit of AWE 
(Wang, Shang, & Briody, 2013).  
Wang et al. (2013) showed that when working with AWE tools, students’ learner 
autonomy attitudes were uplifted because students were able to find their own writing 
weakness through the use of resources within the AWE tool and complete writing tasks 
“at any time and at any place” (p. 250). Some researchers have also asserted that AWE 
tools can create autonomy awareness by managing the writing process through planning 
guidance (Griffiths & Nicolls, 2010) and draft organization (Dikli, 2006). Additional 
research underlined the significance of AWE as a source of motivation for learners. 
When paired with instructors’ mindful use of AWE in the classroom, students have 
demonstrated a willingness to engage in writing practices (Li et al., 2015) and to practice 
writing more often (Grimes & Warschauer, 2010). The provision of holistic scores has 
also been used to set benchmark expectations for students, requiring students to achieve a 
minimum score before final paper submissions (Chen & Cheng, 2008; Li et al., 2014; 
Link, Dursun, Karakaya, & Hegelheimer, 2014), thus motivating them to revise and edit 
their papers (Li et al., 2014).  
Although positive perceptions exist, skepticism towards AES and AWE has long 
been around as the use of AES in high-stakes testing is often questioned, most commonly 
by those outside of language testing (e.g., Calfee, 2000). One objection is that “writing-
to-a-machine violates the essentially social nature of writing” (CCCC, 2004, A Current 
Challenge section, para. 2), making writing less humanistic (Deane, 2013; Page & 
Petersen, 1995) and without meaning for real world interaction (Hamp-Lyons, 2001). The 
Conference on College Composition and Communication (CCCC) states that the criteria 
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by which the computer scores writing is not known, or not transparent, and may be 
biased. The unknown criteria, therefore, may measure aspects of writing that are not 
really important in an essay (Page & Petersen, 1995) or that are solely based on expert 
intuitions (as in the scoring model of e-rater V.2, see Attali & Burstein, 2006). 
Furthermore, knowing how the system evaluates a piece of writing may be a reason for 
why students can fool the system into assigning a higher score than what is warranted, a 
concern described in Powers, Burstein, Chodorow, Fowles, and Kukich (2001).  
Some additional uncertainty towards computerized assessment has come from 
students. Students have criticized the descriptions of the holistic scores for being too 
vague (Chen & Cheng, 2008) and formulaic (Grimes & Warschauer, 2006; Yang, 2004), 
which builds frustration (Grimes & Warschauer, 2010) and can cause students to 
challenge their instructors when holistic scores do not match their final grades (Li et al., 
2014). Here is an example of how Criterion
®
 provides holistic feedback on an 
‘unsatisfactory’ essay with a score of 1 out of 6: 
Criterion Score of 1:  Unsatisfactory 
 Attempts a response, but may only paraphrase the prompt or be extremely 
brief. 
 Exhibits no control over organization. 
 Exhibits no control over sentence structure. 
 Contains inaccurate word choices throughout most of the essay. 
In this score description, students receive generic diagnostic, summative feedback that is 
not individualized. Although the holistic comments are typically accompanied by 
formative feedback directing students to individual errors and other language-related 
issues, the pedagogical value of holistic feedback is relatively unknown.  
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 Additional skepticism was shown in Chen and Cheng’s (2008) study. In their 
study, the effectiveness of My Access! in assisting writing improvement was investigated 
by examining instructors’ and students’ perspectives on using the AWE tool in three 
English as a foreign language (EFL) undergraduate writing classes in Taiwan. Their 
findings indicated that the students’ general perception of the AWE system was not 
positive because they found that it favors lengthiness, overemphasizes the use of 
transition words, ignores coherence and content development, and discourages 
unconventional ways of essay writing. 
 What is most relevant to this dissertation research is that none of the 
aforementioned studies found the scores useful for gauging students’ writing 
development. In fact, a needs analysis by Lee, Li, Link, Yang, and Hegelheimer (2012) 
showed that on a scale from one to six (not useful to very useful), two of three 
undergraduate ESL writing curriculum coordinators gave the AWE tool, Criterion, a 
score of 1 and 2 for tracking students’ progress. One of the coordinators even stated, 
“Based on some of the things we’ve looked at, some of the problems that students had or 
teachers had with Criterion…some of the inconsistency in terms of grading, and 
recognizing some mistakes...I’m beginning to doubt as to whether or not it really helps 
instructors” (“Coordinator views of AWE” section, slide 17). This finding demonstrates 
the clear skepticism that some hold towards computerized writing assessment. 
 Although computerized writing assessment continues to gain followers, the list of 
concerns is seemingly much longer. According to the reviewed research, computerized 
writing assessments: 
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(1) violate the social nature of writing, 
(2) are not humanistic, 
(3) lack transparency in how the scores are produced, 
(4) are easy to fool, 
(5) provide vague and formulaic holistic feedback, 
(6) favor lengthiness, 
(7) overemphasize the need for transitions, 
(8) largely ignore coherence and content, and 
(9) discourage unconventional ways of writing. 
Although some criticisms are difficult to address, most provide impetus for ongoing 
development of computerized writing assessment. Thus, developers of systems have 
made efforts to counter many of the limitations. 
Addressing the Current Limitations in Computerized Writing Assessment 
 Table 1 highlights the limitations in computerized writing assessment. 
Suggestions for AES use and development are also provided. The focus in the following 
discussion is on AES scoring engines that provide holistic feedback and how the engines 
can be improved to address these current concerns. 
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Table 1 
Limitations in Computerized Writing Assessments and Suggestions for Use and 
Development 
Computerized writing assessments: Computerized writing assessments 
should: 
violate the social nature of writing and are not 
humanistic 
be used as a supplement to human 
interpretations 
lack transparency in how the scores are 
produced 
be developed to include a small set 
of meaningful and intuitive features 
are easy to fool be developed using a cognitive 
linguistic approach to language 
acquisition 
provide vague and formulaic holistic feedback 
and favor lengthiness 
be developed to consider 
multidimensional measures of 
writing development that 
meaningfully measure a construct 
and its sub-constructs 
overemphasize the need for transitions and 
largely ignore coherence and content 
be developed to focus on students’ 
meaning-making abilities 
discourage unconventional ways of writing be used to provide an evaluation that 
differs from what humans can do 
 
The first three concerns from the list in Table 1 are that computerized writing 
assessments violate the social nature of writing, are not humanistic, and lack transparency 
in how the scores are produced. Attali and Burstein (2006), the developers of a new 
version of e-rater (V.2), attempted to address these issues. They argued that because 
computers do not understand written text as humans do, human evaluations should be 
included in the assessment process (i.e., computerized assessment should be used as a 
supplement to human interpretations). In agreement with critics, the developers also 
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acknowledged that, “AES was always based on a large number of features that were not 
individually described or linked to intuitive dimensions of writing quality” (p. 7), thus 
transparency in scoring models was heavily advocated. They suggested a scaled down 
approach that includes a small set of meaningful and intuitive features that are most 
important characteristics of quality writing, claiming that evaluating a small set of 
features allows for greater understanding and control over the automated scores.  
The remaining list of concerns from the previous section can arguably be 
addressed by a more sound consideration of the theory used in the scoring engine 
development process. As an example, e-rater
®
 was mainly developed with first language 
(L1) learners in mind while L2 learners became a target audience much later in 
development. Hence, tools like e-rater
®
 are based on the study of artificial intelligence, 
natural language processing, and human computer interaction, and not on a theory of 
second language acquisition (SLA), which merits added attention when developing and 
evaluating materials for computer assisted language learning (Chapelle, 2001, 2009; 
Cotos, 2011). 
The use of SLA has potential for addressing the remaining concerns by limiting 
students’ abilities to trick systems, centering less on essay length, providing more tailored 
feedback to the target users, and focusing on measures of content and other higher-order 
aspects of writing (rather than overemphasizing transitions). For one, second language 
development studies, from a cognitive linguistic approach to language acquisition, 
investigate “characteristics of writing that do not seem to be under a typical student’s 
conscious control” (Wolfe-Quintero et al., 1998, p. 5). These characteristics of writing 
are represented through measures that have shown to be indicators of language 
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development such as the number of words produced per T-unit to demonstrate 
complexity (Oh, 2006). Without conscious awareness of how the AES engine scores 
writing, students should be less likely to trick the system so that the scores can be a truer 
representation of writing development rather than of a students’ ability to apply witty 
tactics to improve scores. 
Current systems are also questioned because they favor lengthiness and often do 
not tailor the feedback for users. Studies in SLA argue for multidimensional measures of 
writing development that measure a construct and its sub-constructs to determine overall 
proficiency while avoiding redundancy in the measures used (Norris & Ortega, 2009). In 
other words, Norris and Ortega advised using one measure that assesses each sub-
construct of writing performance instead of using hundreds of measures in hopes of 
assessing the construct as a whole. The construct of complexity in writing, as one 
example, contains sub-constructs of general complexity, complexity via subordination, 
and phrasal elaboration (Norris & Ortega, 2009), each of which should be assessed 
through a valid measure of that sub-construct to provide evidence of acquiring the overall 
construct of complexity. Measuring multiple sub-constructs can then limit the focus on 
length by emphasizing a range of writing features. 
AES system developers have also been scrutinized for not prioritizing measures 
of content and other higher-order aspects of writing; therefore, developers can consider 
using theory that focuses on students’ meaning-making abilities, like in the tenants of 
Systemic Functional Linguistics. As a pilot study for this research showed, such a theory 
has the capacity to tackle concerns about the overemphasis on transitions and the lack of 
focus on coherence and content by organizing language into three functions, or 
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metafunctions. These metafunctions exist simultaneously to construct meaning in 
contexts by focusing on content (Halliday & Matthiessen, 2014). The first is reflective in 
nature and represents human experience (the ideational); the second is an active function 
that establishes and maintains interaction between individuals (the interpersonal); and 
finally, the third function assists in actualizing the first two functions through the creation 
of coherent and connected discourse (the textual). By viewing language as part of these 
metafunctions, more emphasis is granted towards content formation while at the same 
time there is a balance in the importance of each; for example, the textual is not more or 
less important than the ideational or interpersonal.  
 A final concern about computerized writing assessments is that they discourage 
unconventional ways of writing. The underlying assumption about the use of technology 
in assessment is often that a computer should be able to do what humans can do. Perhaps 
a more suitable perspective is to think about what the technology can do that humans 
cannot or that differs from what humans do (Chapelle & Douglas, 2006). The limitations, 
ranging from the ethics of using computers rather than humans to the lack of clarity in 
feedback, provide motivation for developing an engine that can do what humans cannot 
and impose the necessity to continue developing models to avert criticisms. This process 
can start by first exploring pre-existing models for AWE development.  
Development of Writing Tools for Computerized Assessment 
The development of AES dates back to the 1960s (Page, 1966) and since then has 
grown into a range of scoring engines, including e-rater
®
 V.2 by the Educational Testing 
Service
®
 (Attali & Burstein, 2006), Intellimetric
SM
 (IM) by Vantage Learning (Elliot, 
2003), and Intelligent Essay Assessor
TM
 (IEA) by Knowledge Analysis Technologies
TM
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(Landauer, Laham, & Foltz, 2003) that are used for tests like TOEFL iBT, Graduate 
Management Admissions Test (GMAT), and the Pearson Test of English (PTE), 
respectively. The commercial success of AES in the testing context has demonstrated a 
great potential for classroom use (e.g., Chen & Cheng, 2008; Cotos, 2011). Table 2 
shows a summary of four major AES engines, their AWE counterparts, the scoring 
models, feedback categories, and developers.  
Table 2 
Overview of Four Major Developers of Computerized Writing Assessment 
  
AES engine AWE tool Scoring 
Models 
Feedback Categories Developers 
Project Essay 
Grade (PEG) 
Folio 
(Measurement Inc., 
2012) 
Statistical: 
trins and 
proxes 
Organization, 
support, sentence 
structure, word 
choice, mechanics 
Page, 1966 
Intelligent 
Essay 
Assessor 
(IEA) 
WriteToLearn™ 
(Pearson 
Knowledge 
Technologies, 
1999) 
Latent 
Semantic 
Analysis   
Organization, ideas, 
conventions, sentence 
fluency, word choice, 
voice 
Landauer et 
al., 1997 
e-rater ® Criterion (ETS, 
2001) 
NLP
a
: 12 
writing 
features 
Organizational 
segments, grammar, 
usage, mechanics, 
style, vocabulary 
content 
ETS
b
 
(Burstein et 
al., 1998) 
IntelliMetric My Access! 
(Vantage Learning, 
2007) 
NLP: 500 
writing 
features 
Content, word 
variety, grammar, 
text complexity, 
sentence variety 
Elliot, 2003 
a 
 Natural Language Processing  
b 
 Educational Testing Service     
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 Ellis Page and his colleagues are by many considered the pioneers in the area of 
AES for their Project essay grade (PEG); its AWE counterpart, FOLIO writing 
assessment system (https://www.foliopractice.com), however, has only recently been 
revived after Measurement Inc. acquired the scoring engine in 2002. The scoring method 
is statistical, based on trins and proxes. Trins refers to the intrinsic variables of an essay, 
such as grammar and punctuation, and proxes refer to the actual counts in an essay, used 
to establish correlation through a prediction equation (see Page, 1994, for details).  
 The Intelligent Essay Assessor (IEA) was released many years later by 
Knowledge Analysis Technologies (KAT) and the developers Landauer, Foltz, Laham, 
and others in 1997. Their work was quickly incorporated into Pearson Knowledge 
Technologies’ vision for an AWE tool called WriteToLearn™ 
(http://www.writetolearn.net/). Information on their scoring model is highlighted in 
Landauer, Laham, and Foltz (2003). In short, IEA was derived from a semantic text-
analysis approach called Latent Semantic Analysis, which focuses on meaning and 
content rather than on surface features such as spelling, grammar, and lists of words. For 
machine learning, the IEA scoring engine examines the relationships between the scores 
provided by the human scorers and the extracted features in order to learn how the 
different features are weighted and combined to provide a score that models how humans 
score the essays. 
The trend towards automated scoring quickly caught on, and other developers 
(e.g., Vantage Learning and Educational Testing Services) released their versions of 
automated essay scoring engines around 1998. IntelliMetric, which was later used by 
Vantage Learning for developing My Access! (http://www.vantagelearning.com), takes 
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on a traditional scoring approach with around 500 component features that can be 
grouped into five consolidated sets: content, word variety, grammar, text complexity, and 
sentence variety (see Elliot, 2003 for a comprehensive review of the model).  
E-rater
® 
by ETS was combined with an engine called Critique
®
 to produce the 
AWE tool, Criterion
® 
(http://www.ets.org/criterion). Their scoring model has gone 
through several adjustments throughout the years but is currently the most simplistic out 
of the AES engines mentioned here (scoring 12 features in six areas of analysis). The 
scoring technique is based on natural language processing (NLP), which identifies 
specific lexical and syntactical cues in a text to analyze essays (Burstein, 2003). The 
developers argue that their modeling procedures add transparency and flexibility to their 
engine, and thus “strengthen the standardization and communicability of scores, 
contribute to their validity, and may contribute to greater acceptability of AES” (Attali & 
Burstein, 2006, p. 6).  
The scoring models for developing computerized writing assessment tools are 
valuable in their own ways and for their specific purposes; many of them even overlap in 
approaches and techniques used to produce scores. There are differences, however, “in 
their philosophical foundations, their intended purposes, methods used to identify and 
extract measurable features, methods used to model scoring processes, and the criteria 
used in modeling and testing the system” (Yang, Buckendahl, Juszkiewicz, & Bhola, 
2002, p. 394). For the purposes set forth in the present research, aspects of each of the 
four major AES systems were considered. First, the aim was for the CAFFite scoring 
model to resemble the simplicity of e-rater
®
 to add transparency to the engine for added 
validation of scores. Second, the model was constructed using rule-based feature 
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detection, similar to both e-rater
® 
and IntelliMetric. Comparable to IEA, features of 
content and meaning were also detected, but using a Systemic Functional Linguistics 
approach to NLP versus Latent Semantic Analysis. Lastly, IEA developers have 
demonstrated success with their machine-learning approach in which the engine is trained 
to score essays based on trained human scorers (Foltz, Rosenstein, Lochbaum, & Davis, 
2012); machine-learning was also implemented into CAFFite in an effort to optimize 
reliability between human-computer holistic scoring.  
Although the developers of the aforementioned tools have justified their 
approaches to development, providing rationales for development is not sufficient for 
warding off criticism about AES and AWE systems. Evidence that validates the 
development of the scoring models is also required in order to demonstrate that the 
systems meet expected standards.  
Validation of Automated Essay Scoring Engines for Computerized Assessment 
 Various studies have been conducted to validate AES-system-generated scores. 
The majority have focused on agreement between human and computer scoring (e.g., 
Elliot, 2003; Burstein & Chodorow, 1999). However, the process of establishing 
reliability should not start and stop with the calculation of inter-coder reliability (Attali & 
Burstein, 2006; Chung & Baker, 2003; Phakiti, 2011; Weir, 2005) because automated 
scoring poses some distinctive validity challenges such as “the potential to under- or 
misrepresent the construct of interest, vulnerability to cheating, impact on examinee 
behavior, and score users’ interpretation and use of scores” (Williamson, Xi, & Breyer, 
2012, p. 3). Thus, some researcher have also demonstrated reliability by using alternative 
measures, such as the association with independent measures (Attali, Bridgeman, & 
26 
 
Trapani, 2010; Powers et al., 2001) and the generalizability of scores (Attali et al., 2010). 
Others have gone a step further and suggested an argument-based approach to AES 
validation (Weigle, 2013, Williamson et al., 2012). 
Research on the Association with Human Scores 
 Reliability is the extent to which results can be considered consistent or stable 
(Brown, 2005). Early automated scoring research relied extensively on demonstrating 
reliability through association between human and computer scoring (e.g., Burstein & 
Chodorow, 1999; Elliot, 2003). This association is a natural basis for evaluation because 
human raters are “trained to apply the scoring rubrics reflecting targeted abilities, human 
scores are readily available, are based on the same response, and typically represent the 
best possible practical alternative to automated scoring” (Williamson et al., 2012, p. 7). 
Furthermore, human-computer agreement can illustrate how AES engines can produced 
scores more reliably, quickly, and at a lower cost than human raters (e.g., Hearst, 2000; 
Topol, Olson, & Roeber, 2011). That is, reliability estimates have been used to refute 
comments about the lack of synchronicity between the ways humans versus computers 
evaluate a text (Ericsson & Haswell, 2006).  
 Table 3 provides a summary of reliability statistics from three of the four major 
AES developers described in the previous section. Reliability statistics were not found for 
the fourth engine, Project Essay Grade. In one study, the performance of e-rater® was 
compared to human rater scores from the Graduate Record Examination (GRE) analytic 
writing section (argument and issues tasks) and the TOEFL iBT independent writing task 
(Attali et al., 2010). The findings showed adequate performance compared to human 
rating scores: Weighted Kappa ranged from .70 to .78 and product-moment correlations 
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from .70 to .80 across tasks with higher agreement found between human-computer vs. 
human-human on the GRE issue and TOEFL independent writing tasks. However, 
human-computer agreement (.72 to .79) was comparatively lower than human-human 
agreement (.78 to .79) for the GRE argument task.  
Table 3 
Sample AES Reliability Studies between Computerized and Human scores 
AES System Testing 
Context
a
 
Prompts Human-computer 
Reliability 
Study 
e-rater® GRE 
TOEFL 
iBT 
Argument and 
issues prompts 
 
Weighted Kappa 
.70 to .78  
Pearson’s r 
.70 to .80 
Attali, 
Bridgeman, & 
Trapani, 2010 
IntelliMetric GMAT Argument and 
issues prompts 
Pearson’s r 
.80 to .84 
Rudner, Garcia, 
& Welch, 2006 
Intelligent 
Essay Assessor 
PTE Argument, Issues, 
and Narrative 
prompts 
Pearson’s r 
.88 to .91 
Streeter, 
Bernstein, 
Foltz, & 
Deland, 2011 
a
 GRE = Graduate Record Examination 
  TOEFL = Test of English as a Foreign Language internet-based test 
  GMAT = Graduate Management Admission Test 
  PTE = Pearson Test Of English 
 
In the context of the Graduate Management Admission Test® (GMAT®), the 
performance of the IntelliMetric (IM) system on the argument and issues prompts were 
also compared to individual human raters (Rudner, Garcia, & Welch, 2006). The average 
Pearson correlation between human-computer was .833, which was comparative to the 
average human-human agreement of .830. The findings indicate that the IM system can 
replicate the scores provided by human raters. Similarly, scores from Intelligent Essay 
Assessor (IEA) were shown to have a reasonably close match to a good human score. In 
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an overview of studies on Pearson’s automated scoring of writing using IEA, Streeter, 
Bernstein, Foltz, and Deland (2011) demonstrated a consensus between IEA automated 
scores and human scores for a sample of written constructed responses (e.g., published 
essay prompts, research-level essay prompts, and synthesizing memos from multiple 
sources). Human-computer correlations ranged from .88 to .91 compared to human-
human score correlations of .79 to .86.  
 Although reliability studies have successfully provided strong correlations 
between human raters and AES engines, these positive results are not sufficient. 
Researchers have argued that reliability scores are limited in their reliance on human 
ratings for judging the success of automated scoring primarily because humans are 
fallible (Bennett & Bejar, 1998). In this sense, “…validity has not been thoroughly 
established and the usefulness of automated feedback remains uncertain in any 
generalized sense” (Chen & Cheng, 2008, p. 98). Reliability calculations alone are 
therefore not adequate as the current trend for establishing validity (Attali & Burstein, 
2006; Chung & Baker, 2003; Phakiti, 2011; Weir, 2005).  
Research on Alternative Measures for Assessing Reliability 
Although high-quality human scoring is the best basis for building statistical 
models for scoring within automated systems, there are problems and concerns with 
human scoring, including halo effects, fatigue, tendency to overlook details, and 
problems with consistency of scoring across time (Williamson et al., 2012). As a result, 
studies have compared human-computer reliability with external criteria (e.g., Powers et 
al., 2001) and evaluated the generalizability of AES scores (e.g., Attali et al., 2010).  
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 Comparison of human and automated scores to external measures is conducted 
not only to establish a relationship between a score and some independent criteria but 
also to provide interpretation of potential differences in this relationship between human 
and computer (Williamson et al., 2012). Such external criteria are variables that measure 
similar, related, or different constructs. For instance, e-rater
®
 scores and human scores 
have been compared to the analytic writing section of the Graduate Record Examination 
General Test (GRE) in several studies (Attali et al., 2010; Powers et al., 2001). Each 
study revealed significant but modest correlations between the independent measures of 
the GRE and the two scoring methods. This finding suggests that the automated and 
human scores relate in a similar manner to the external criteria and that both may reflect 
similar constructs. In addition, Attali et al (2010) found that the e-rater correlations were 
slightly higher than those of the human raters, suggesting that the engine was able to 
evaluate students’ writing with a stronger consistency than the scores from humans. 
Powers et al. (2001) and Petersen (1997), however, both showed that computer 
automated scores were somewhat weaker than for the scores awarded by humans.  
 In Powers et al. (2001), comparisons were also conducted between e-rater
®
 and 
human scores and several independent, nontest indicators of writing skills, such as 
academic, outside, and perceived success with writing. Petersen (1997) reported 
correlations with independent variables from the Praxis Series essays. Findings from both 
studies indicated that the human and computer scoring reflected similar aspects of writing 
proficiency.  
From the preceding discussion, there is some evidence, albeit limited, comparing 
the relationship between automated and human scores to other independent, external 
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criteria of writing skill. However, this form of validity evidence is somewhat problematic 
because external measures do not typically evaluate the same exact construct. The 
question of reliability can thus be addressed in part through generalizability measures. 
 Automated scoring has the ability to improve the reliability of score reporting; 
however, more evidence is needed to demonstrate that scoring is consistent across tasks 
and test forms. A comparison of the generalizability of human and computer scoring 
would provide insights into how consistently students perform and would thus help to 
validate the use and interpretations of scores from an AES engine. Nevertheless, to 
determine the adequacy and appropriateness of a computerized assessment, ongoing 
validation studies that go beyond the provision of reliability evidence should be 
conducted. 
Utilizing an Argument-based Approach to AES Validation 
Researchers have argued that increasing reliability of automated scoring starts 
from the very beginning of AES development when scoring processes and models are 
being conceptualized (Foltz et al., 2012). The validation process thus begins when essays 
are collected to train the scoring system and human raters are used to collect scores. The 
process of establishing reliability continues with the creation and testing of algorithms. 
The final stage is the use of various methods, similar to those discussed previously, to 
detect essays that may be scored less reliably by the automated scoring methods once the 
system is implemented. The trend in evaluation of AES engines, however, has taken Foltz 
et al.’s validation process a step further by using an argument-based approach to AES 
validation (Weigle, 2013, Williamson et al., 2012), which seeks to provide validity 
evidence for a chain of inferences about an assessment (Kane, 1992, 2006, 2012).  
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Over the years, disputes about the appropriateness of language assessments have 
resulted in extended discussion of how to assess proficiency. Some argue that language 
assessment should be conducted through a justifiable and unified view of validity in 
which multiple types of validity evidence support test score use and interpretation 
(AERA, APA, & NCME, 1999). From this perspective, validity is operationalized as “an 
integrated evaluative judgment of the degree to which empirical evidence and theoretical 
rationales support the adequacy and appropriateness or inferences and actions based on 
test scores or other modes of assessment” (Messick, 1989).  
 Supported by Messick’s foundational work and the logic of evaluation argument 
(Cronbach, 1982), researchers in educational measurement (e.g., Kane, 1992, 2006, 2012; 
Mislevy, Steinberg, & Almond, 2003) have shifted towards an argument-based, 
conceptual approach to validation, which involves two distinct stages of argumentation: 
(1) the development stage to evaluate certain interpretations and uses of AES scores (an 
interpretive argument) and (2) the appraisal stage to find evidence to support certain 
interpretations and uses of the feedback (a validity argument). The interpretive argument 
and validity argument have been formally defined as follows:  
An interpretive argument specifies the proposed interpretations and uses 
of assessment results by laying out a network of inferences and 
assumptions leading from the observed performances to the conclusions 
and decisions based on the assessment scores. The validity argument 
provides an evaluation of the interpretive argument’s coherence and the 
plausibility of its inferences and assumptions. (Kane, 2012, p. 8) 
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The interpretive argument can be used as a guideline to frame validity arguments for 
ongoing validation studies both before an assessment is implemented (e.g., during the 
development stage) and during implementation, and thereby outlines a research agenda 
for validation and gauges progress in the validation effort. 
The network of inferences in an interpretive argument underlying score 
interpretation and use are domain definition, evaluation, generalization, explanation, 
extrapolation, and utilization (Chapelle et al., 2008) (see Figure 1). Domain definition 
starts the chain of inferences; it involves initially presenting a warrant for defining the 
target domain, which can help guide development of an assessment tool, or in this present 
case, the development of an AES engine. This inference links the observed performance 
of academic writing ability in the target domain to the observed performance in the 
assessment domain. The evaluation inference provides observed scores that reflect 
academic writing ability. From here derives the generalization inference that is the link 
between the observed scores assigned to a student through the engine and his or her 
expected score in like conditions. At this point, estimates of agreement across raters and 
across tasks or occasions of assessment are expected to be consistent. The explanation 
inference links the expected score to the theory-based interpretation, which “moves the 
argument farther by attributing to the target score the meaning of a theory-defined 
construct” (Chapelle, 2012). Extrapolation is the next inference, which entails claims 
about the quality of performance in the real-world context, the academic domain. 
Referring back to Kane (2006), the extrapolation inference assumes that assessment tasks 
“provide adequate measures of the competencies of interest…and are not overly 
influenced by extraneous factors (e.g., test format)” (p. 24). The final inference in the 
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Chapelle et al.’s (2008) framework is that of utilization, also known as implications 
(Chapelle, 2012). Utilization links the target score to the test use, which includes decision 
making and recommendations. The final inference in the interpretive argument structure 
proposed here is that of ramification, a term proposed by Chung, 2014. Bachman and 
Palmer (2010) and Messick (1989) argued for the articulation of consequences, intended 
and unintended, of using the assessment and of the decisions that are made. Thus, 
ramification is based on the warrant that test use fully considers the consequences of 
making decisions based on scores.  
 
Figure 1. Interpretive argument structure for CAFFite development. Adapted from “Test 
Score Interpretation and Use,” by Chapelle, Enright, and Jamieson (2008), Building a 
Validity Argument for the Test of English as a Foreign Language, p. 18. 
 
 To complete the interpretive argument, specific warrants, assumptions, backing, 
and rebuttals associated with each inference are identified to describe the type of research 
necessary to provide validity evidence. A warrant is “a generalization used to justify the 
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inference from the particular data to a particular claim” (Mislevy et al., 2003, p. 9). This 
warrant is based on a set of assumptions. In turn, the assumptions need backing in the 
form of theories, research, data, or experience to strengthen the claim. Additionally, any 
circumstances that may undermine the inference are presented as a rebuttal, in which 
case additional backing may be necessary. Though the interpretive argument attempts to 
cover the majority of warrants and assumptions underlined in an assessment, additional 
components are likely to exist and can be accounted for through ongoing validation 
research and analysis of supplementary value judgments that may have been overlooked. 
The important point is that interpretive arguments should contain: (1) a clear argument, 
(2) a coherent argument, and (3) plausible inferences and assumptions (see Kane, 2012). 
The following section outlines the interpretive argument for CAFFite score 
interpretations and uses. 
The Interpretive Argument for CAFFite 
The interpretive argument for CAFFite score interpretations and use, which is 
outlined in Table 4, includes the seven major inferences: domain definition, evaluation, 
generalization, explanation, extrapolation, utilization, and ramification. In the present 
research, the overarching claim that the interpretive argument needs to support is that 
CAFFite scores reflect students’ development in complexity, accuracy, fluency, and 
functionality across ESL program levels in the target domain of a real-life academic 
context of an English-medium institution of higher education. Because the engine is not 
yet an AWE tool, backing for the assumptions underlying the utilization and impact 
inferences are beyond the scope of this study. 
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The domain definition inference is based on the warrant that the assessment task 
reflects students’ abilities to write in the target domain of a real-life academic context of 
an English-medium institution of higher education. This warrant is attributed to two 
assumptions that are supported by theoretical rationales and the empirical findings 
described in the Chapter III: Tool Development: 
(1) A representative sample of essays has been collected (Foltz et al., 2012) 
(2) Appropriate measures for assessing students’ progress have been identified prior to 
developing the automated scoring model. 
The evaluation inference entails the warrant that students’ observed performance is 
evaluated to produce automated scores that reflect students’ developmental level. This 
warrant contains three assumptions. Backing is provided for the first two in the tool 
development stage of the proposed research. The third assumption leads into the first 
research question identified below and detailed later in the chapter.  
(1) Algorithms that extract features from essays are created to measure aspects of 
student performance in CAFF. 
(2) The AES engine is trained to differentiate students’ writing at each level of 
development.  
(3) The CAFF measures are applied accurately to the automated scoring model to 
provide evidence of students’ writing abilities. (RQ1) 
The generalization inference is based on the warrant that the students’ observed scores on 
CAFF measures reflect consistency that would appear across raters, over occasions of 
assessment, and versions of tasks. This inference relies on three main assumptions:  
(1) Human raters are consistent among themselves. (RQ2) 
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(2) AES scores are estimates of expected scores from human raters. (RQ3) 
(3) AES scores are consistent across writing prompts. (RQ4) 
The explanation inference is based on the warrant that the expected scores reflect 
students’ level of academic writing based on a construct of academic writing proficiency. 
This warrant is subject to one assumption that can be supported through one research 
question:  
(1) CAFFite scores are able to differentiate between groups of learners at different 
levels of writing development (RQ5) 
The extrapolation inference is based on the warrant that the construct of academic writing 
proficiency as assessed by the AES engine accounts for the quality of linguistic 
performance in English-medium institutions. This warrant is based on one prime 
assumption:  
(1) CAFFite scores are able to assess individual students’ nonlinear development 
across program levels. (RQ6) 
The utilization inference is based on the warrant that the score obtained from the 
students’ performance is useful for understanding and supporting their needs. The 
assumptions underlining this warrant state that:  
(1) The meaning of the scores can be interpreted by decision makers, and 
(2) The writing test has a positive impact on the ESL curriculum. 
The final inference, ramification, is based on the warrant that the consequences of using 
the future AWE tool and of the decisions made based on use will be beneficial for all 
stakeholders. This warrant is based on three assumptions:  
(1) The scores are reported to stakeholders in an understandable way,  
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(2) Scores are reported in a timely fashion, and  
(3) Scores are treated confidentially. 
 In constructing the interpretive argument for CAFFite, it is evident that much 
research needs to be conducted to support or refute the use and interpretations of CAFFite 
scores. This dissertation research addresses the first four assumptions of the interpretive 
argument in Chapter III: Tool development. Validity evidence for the next six 
assumptions is outlined in Chapter IV: Methods. The remaining assumptions of the final 
two inferences have value in demonstrating the adequacy and appropriateness of the 
scores and will be pursued in future validation studies to enrich the understanding, 
support, and assessment of students’ individual needs. 
 
 
 
 
Table 4 
Summary of the Interpretive Argument for Assessing Students’ Development across Program Levels using CAFFite 
 
Inference Warrant Supporting the 
Inference 
Assumptions Underlying the Warrant Example Backing Rebuttals Underlining the 
Inference 
Example Backing to 
Support/Reject 
Rebuttals 
Domain 
Definition 
The assessment task reflects 
students’ ability to write in the 
target domain of a real-life 
academic context of an English-
medium institution of higher 
education. 
1. A representative sample of essays has been 
collected (Foltz et al., 2012) 
2. Appropriate measures for assessing students’ 
progress have been identified prior to 
developing the automated scoring model 
Empirical evidence 
from literature 
Theoretical rationales 
 
Writing tasks that reflect the 
target domain cannot be simulated 
or do not elicit performance from 
students that reflect their ability to 
write in the target domain 
Reconceptualization 
and justification of 
scoring measures 
Domain analysis 
Evaluation 
 
 
 
 
Students’ observed performance 
is evaluated to produce 
automated scores that reflect 
students’ developmental level. 
1. Algorithms that extract features from essays are 
created to measure aspects of student 
performance in CAFF 
2. The AES engine is trained to differentiate 
students’ writing at each level of development. 
3. The CAFF measures are applied accurately to the 
automated scoring model to provide evidence of 
students’ writing abilities. (RQ1) 
Tool Development 
Score modeling 
Precision-Recall 
Analysis 
Linguistic Analysis 
The scoring model is not 
sensitive enough to detect 
student development 
Linguistic analysis 
Additional score 
modeling 
Generalization 
 
 
 
The students’ observed scores 
reflect consistency that would 
appear across raters, over 
occasions of assessment, and 
versions of tasks. 
1. Human raters are consistent among themselves 
(RQ2) 
2. AES scores are estimates of expected scores 
from human raters. (RQ3) 
3. AES scores are consistent across writing 
prompts (RQ4) 
Reliability estimates Rating specifications are not well 
defined and 
inter-coder reliability is low 
Improvement of rater 
guidelines 
Rater training 
Explanation 
 
The expected scores reflect 
students’ level of academic 
writing based on a construct of 
academic writing proficiency. 
1. CAFFite scores are able to differentiate 
between groups of learners at different levels 
of writing development (RQ5) 
Comparison studies 
of group differences 
Irrelevant skills are being 
measured alongside academic 
writing ability 
Factor analysis 
Tool development 
Extrapolation 
 
 
 
 
The construct of academic 
writing proficiency as assessed 
by the AES engine accounts for 
the quality of linguistic 
performance in English-medium 
institutions. 
1. CAFFite scores are able to assess individual 
students’ nonlinear development across 
program levels (RQ6) 
Case studies using 
analysis of CAFF 
scores and examples 
from students’ essays  
 
Writing performance defined in 
CAFFite is not related to other 
criteria of language development 
Concurrent-related 
validity studies 
Utilization 
 
 
 
The score obtained from the 
students’ performance is useful 
for understanding and supporting 
their needs. 
1. The meaning of the scores can be interpreted 
by decision makers 
2. The writing test has a positive impact on the 
ESL curriculum 
Successful score 
interpretation  
Qualitative case 
study analysis 
 
Students do not reach the 
expectations of the academic 
community 
Washback studies 
 
Implication The consequences of using the 
AWE tool and of the decisions 
made based on use will be 
beneficial for all stakeholders. 
1. The scores are reported to stakeholders in an 
understandable way 
2. Scores are reported in a timely fashion 
3. Scores are treated confidentially 
Washback studies 
Time-series analysis 
AES scores hinder students’ 
motivation 
 
Case studies 
3
8
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Research Questions 
 The argument-based approach to validation has been recently applied to the testing 
context for studies on the effectiveness of automated essay scoring (Weigle, 2013; 
Williamson, et al., 2012) and to the classroom context for studies on the use and 
effectiveness of automated writing evaluation (Chapelle, Cotos, & Lee, 2013; Link & 
Dursun, 2013). However, the interpretive argument-based approach has not been used to 
validate the AES development process from start to finish. During this development 
process, developers of a language assessment are expected to produce materials and 
procedures that support the proposed interpretations and uses of scores to validate 
argumentative claims. For this reason, the current study provides validity evidence for the 
first four of six inferences and the assumptions that require backing through validity 
evidence in order to inform future development and use. The corresponding inference and 
assumption for each research question are listed in parentheses. 
(1) How accurate is CAFFite’s detection of CAFF measures? (Evaluation, 
Assumption 3) 
(2) What is the reliability between human rating scores of students’ writing? 
(Generalization, Assumption 2) 
(3) What is the reliability between human rating scores and the CAFFite scoring 
engine? (Generalization, Assumption 3) 
(4) To what extent does the relationship between human rating scores and the 
CAFFite scoring engine remain consistent across writing prompts? 
(Generalization, Assumption 4) 
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(5) How well do CAFFite scores differentiate between group of learners at different 
levels of  the ESL curriculum? (Explanation, Assumption 1)  
(6) How well do CAFFite scores demonstrate students’ individual developmental 
trajectories across program levels? (Extrapolation, Assumption 1) 
Chapter Summary 
To address some of the limitations of computerized writing assessment, this study 
provides the first steps towards developing and validating an AES engine targeting ESL 
students’ development. Grounded in complexity theory and theory of Systemic Functional 
Linguistics, the engine detects theory-driven features of students’ writing in order to 
understand, support, and assess student learning by providing individualized diagnostic 
feedback on L2 writing development. Development of an AES engine that addresses the 
limitations of current models is likely to be of great interest to curriculum advisors and 
instructors who may struggle with gauging students’ writing development as well as for 
students who seek to understand their areas of needed improvement. In the following 
chapter, the process of developing the AES engine that will fit these needs is discussed. 
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CHAPTER III  
TOOL DEVELOPMENT 
 
The automated essay scoring (AES) engine was developed as a precursor for a 
context- and population-specific automated writing evaluation (AWE) tool for theory- and 
data-driven teaching and learning. The initial target domain for AWE use is a two-level 
ESL program for undergraduate ESL students at Iowa State University. Information about 
desired levels is important throughout the AES development stage to ensure 
generalizability of scores across users. During development, special consideration was 
granted to the assumptions underlying two inferences from the interpretive argument: 
(1) the domain definition inference, which relies on support from theoretical 
rationales and prior empirical evidence from a pilot study, and  
(2) the evaluation inference, which relies on methods used to create the algorithms 
for detecting writing features and to train the AES scoring model to 
differentiate students’ writing at each program level. 
This chapter first discusses development relevant to the domain definition. Here, the 
collection of a representative sample of essays from an in-house English placement test 
and the identification and selection of writing features based on results from a pilot study 
are described. Development relevant to the evaluation inference is then detailed, starting 
with the creation of algorithms for CAFF feature detection. Finishing the chapter is a 
discussion of the regression-based analysis used to train the engine to differentiate 
between students across program levels.  
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Development Relevant to the Domain Definition Inference 
 Development of CAFFite began with two main stages in ensuring that the AES 
scores produced are reliable and valid. Foltz et al. (2012) suggested an initial stage of 
development involving the collection of a representative sample of essays that have been 
scored by human raters (Domain Definition, Assumption 1). The second stage, which is 
supported by findings from a pilot study, is the identification and selection of appropriate 
measurements for assessing students’ progress (Domain Definition, Assumption 2).  
The Collection of a Representative Training Set  
 The representative training set was collected to reflect students’ abilities to write in 
a target domain of a real-life academic context of an English-medium institution of higher 
education. The training set needs to be large enough to allow the tool to generalize to the 
population of expected responses it will score. Foltz et al. (2012) found that performance 
of a scoring model increased as the training set size increased; results indicated that at 
about 200 essays in the training set the performance began to level off. Thus, “the 
majority of the performance benefit can be obtained with 200 essays in the training set” 
(p. 5). The set of essays that was used for training the engine came from an in-house 
English placement test (EPT) at Iowa State University. This test places students into one 
of three levels of ESL writing: Level 1- intermediate high, Level 2- advanced low, and 
Level 3- advanced mid to high. More description of these levels is provided in the 
Methodology chapter. To obtain a desired score distribution that reflects the three levels at 
Iowa State University and to train the scoring engine most effectively, the training set was 
formed to reflect the placement distribution of the fall 2012 testing cycle (Table 5); the 
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remaining essays were used as a testing set to evaluate the performance of the tool. The 
testing set will be described in the Methodology section.  
Table 5 
Description of English Placement Test Essays for Training the AES Engine 
 Total Essays Training Set 
 N % N % 
Level 1- intermediate high 69 20 40 20 
Level 2- advanced low  193 55 110 55 
Level 3- advanced mid to high 89 25 49
a
 25 
Total  351 100 199 100 
a 
One essay from the original 50 Level 3 texts was excluded from the data set due 
to a server error that would not process the text. 
 
Identification and Selection of Appropriate Measurements 
The definitions of CAF as scientific constructs have been subjected to scrutiny 
because L2 studies often fail to define what is meant by these terms or do so in either 
vague or general terms or in terms of “concrete psychometric instruments and quantitative 
metrics” (Housen et al., 2012, p. 3). The inconsistencies have resulted in different 
meanings across and within studies, and difficulties in interpreting and comparing results; 
therefore, there are also challenges in determining the best measures for the constructs. In 
other words, researchers using a variety of measures have not carefully considered what is 
being measured and for what purposes in order to warrant the interpretations of the target 
measurement (Norris & Ortega, 2009). To address the challenges, the following sub-
sections synthesize some of the most commonly employed measures of CAFF. The 
measures chosen for use in this dissertation research are shown in Figure 2.  
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Figure 2. Complexity, accuracy, fluency, and functionality measures. 
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Measures of Syntactic Complexity  
 To understand the dynamic and multidimensional realities of the CAF constructs, 
Norris and Ortega (2009) advised employing measurement practices that “engage with the 
construct reality of multidimensionality” (p. 574), meaning that SLA researchers should 
seek to measure general and specific sub-constructs of CAF. Thus, they suggested 
measuring global or general complexity, complexity by subordination, and complexity via 
phrasal elaboration. Because subordination and phrasal elaboration are measures that look 
at specific features of complexity, a broader view of learners’ syntactic complexity can 
capture large-scale or long-term variation that may otherwise be missed (Norris & Ortega, 
2009). Good measures of overall or general complexity have not yet been validated; 
however, in the 27 studies included in Ortega’s (2003) research synthesis, the number of 
words per T-unit, an independent clause accompanied by any associated dependent 
clauses (Hunt, 1970), was one of the two most frequently used measures. Thus, the 
number of words per T-unit (W/T) will be employed with the intent of providing validity 
evidence to support or refute its use as a measure of general complexity in the context of 
this study.  
SLA research on complexity by subordination has relied largely on the concept of 
a T-unit. This reliance has led to a widespread acceptance that T-unit measures are 
appropriate for assessing writing development, and as a result, many researchers have 
resorted to length of T-units or ratios of clauses per T-unit, assuming that greater 
complexity is reflected in longer units and more subordination. A meta-analysis by Wolfe-
Quintero et al. (1998) determined that the best measure for assessing complexity of L2 
writing development is the number of dependent clauses per T-unit. This measure was 
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thus chosen for the present research. Other measures were considered (e.g., the mean 
length of a T-unit), but lack of measureable differences in most studies (see Ortega, 2003, 
for a meta-analysis) calls for more empirical evidence to illustrate the adequacy of these 
measures. 
Researchers have argued that the dynamic subsystems of learner language cannot 
be captured by clausal subordination because as measures of writing development, they 
have not proven to be effective discriminators of language proficiency (Biber, Gray, & 
Poonpon, 2011; 2013). These researchers argued against the preconceived notions that 
clausal subordination and the use of T-units is the best measure for grammatical 
complexity and that academic writing is more complex with respect to the dense use of 
such features. They stated in their 2011 article: 
…student writing probably does become more complex at higher 
proficiency levels, but T-unit-based measures and simple subordination 
measures are not able to capture those complexities. That is, T-unit-based 
measures confound fundamentally different kinds of grammatical 
structures, and as a result, it is not surprising that developmental studies 
have failed to observe consistent increases with respect to these measures. 
(p. 13) 
The researchers thus advocated for measures of phrasal elaboration. In an effort to fully 
capture the construct of grammatical complexity, they conducted a corpus analysis of 429 
research articles in 11 different academic journals to distinguish between conversation and 
academic writing. Their focus was on two grammatical devices: grammatical type and 
grammatical function. Three grammatical types were noted: finite dependent clauses, 
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nonfinite dependent clauses, and dependent phrases. These types were classified into three 
major syntactic functions: adverbial, complement, and noun modifier. By analyzing both 
grammatical devices, the researchers were able to capture nonclausal features embedded 
in noun phrases, which they counted and normalized.  
Biber et al’s (2011) framework provides an empirically grounded measure for 
analyzing the construct of grammatical complexity, which is used in this study to measure 
the sub-construct of phrasal elaboration. By measuring each of the three sub-constructs of 
syntactic complexity (general syntactic complexity, complexity by subordination, and 
complexity via phrasal elaboration), this study hopes to limit the redundancy of measures 
and encapsulate the distinctness of the construct.  
Measures of Lexical Complexity  
In addition to syntactic complexity, Skehan (2009) argued that lexis must also be 
assessed if a complete picture of complexity is to be achieved. For lexical complexity 
measures, it is well known that the richness of a writer’s lexicon contributes largely to 
effective communication, but lexis has been seriously omitted from developmental 
research (Skehan, 2009). In general, lexical complexity has been determined through text-
internal measures, where the text itself is sufficient for calculations, and text-external 
measures, where an external reference is used for calculations (Daller, van Hout, & 
Treffers-Daller, 2003); therefore, lexical complexity has been determined through 
measures encapsulating the sub-constructs of lexical variation (a text-internal measure) 
and lexical sophistication (a text-external measure). 
Wolfe-Quintero et al. (1998) found in their meta-analysis that the best means of 
calculating lexical variation was to use a type/token measurement, which calculates the 
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number of word types divided by the square root of two times the total number of words, 
or WT/√2W (Arthur, 1979; Carroll, 1967). The same measure was used in a more recent 
study because of its ability to take into account the length of texts produced by learners 
(Ong & Zhang, 2010). Read (2000) showed that sophistication is best determined by a 
type/type analysis where sophisticated word types are divided by total words (SWT/WT). 
The most well-established external reference for calculating lexical sophistication is 
Laufer and Nation’s Lexical Frequency Profile (1995), which is used in the present study 
to compare the accuracy of detecting both lexical complexity and fluency measures. 
Measures of Accuracy  
Researchers have suggested that accuracy (or correctness) may be the most 
straightforward and internally consistent construct of the CAF triad (Housen & Kuiken, 
2009; Pallotti, 2009). However, evaluating accuracy and identifying deviations from what 
is the norm is not without complications. Accuracy traditionally measures the ability to 
avoid “error” in performance (Skehan & Foster, 1999), but the definition of an error has 
been heavily debated throughout the years (Corder, 1967; Ferris, 2011; Williams, 1981). 
Corder (1967) would argue that error is natural in the development of a first or second 
language and should not be viewed as problematic, yet an error that is unaddressed may 
become fossilized, fixed, and not easily able to be changed (Selinker, 1972). Here, the 
following definition of error from Ferris (2011) is used with the preconceived notion that 
errors of these types should be assessed to help understand and support language learning: 
“Errors are morphological, syntactic, and lexical forms that deviate from rules of the 
target language, violating the expectations of literate adult native speakers” (p. 3).  
49 
 
 Defining what is meant by an error is only one problematical component of 
measuring accuracy. Another is ensuring that errors can be identified with high inter-coder 
reliability. Oftentimes, studies do not report reliability estimates, and therefore it is 
difficult to interpret which measures are most reliable (Polio, 1997). Furthermore, Polio 
suggested that the construct of accuracy has largely been evaluated based on quantity of 
error and not quality. In this study, the quantity of errors is measured as a general measure 
for accuracy. One of the most widely used measures for assessing the quantity of error is 
the number of error-free T-units/T-units, EFT/T (Larsen-Freeman and Strom, 1977; 
Larsen-Freeman, 1978, 1983), which is a clear measure of correctness as distinct from 
complexity because an essay may be full of EFTs but contain very simple sentences. 
Measures of Fluency  
 Previous research offering a theoretically motivated and empirically grounded 
accounts of CAF has argued for more sophistication in measuring fluency to better 
understand the inter-relationship between the constructs (Skehan, 2009). In Skehan’s 
studies, fluency was investigated using a range of measures through sub-constructs of 
breakdown fluency (e.g., pausing), repair fluency (e.g., false starts), and speed fluency 
(Skehan, 2003; 2009; Tavakoli & Skehan, 2005). Polio (2001) developed measures based 
on the sheer number of words or structural units a writer is able to include (e.g., total 
number of words, clauses, or T-units). In the current research, fluency is measured by 
speed (number of words in a set time frame) and amount of production (number of clauses 
produced).  
Speed can only be determined during timed tasks, typically through the number of 
words in a given time period or words per minute (e.g., Wolfe-Quintero et al., 1998); 
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measures of speed evaluate the learners’ complete process of conceptualizing a message 
to articulating the message (Levelt, 1989). In a factor analysis using six measures from 
previous literature as a gauge of fluency, Oh (2006) found that the number of words per 
essay, number of T-units, number of clauses, and words per minute loaded similarly as 
factors determining the amount of production, compared to the other measures which 
loaded highly as measures of complexity (e.g., words per T-unit and words per clause). A 
number of studies have applied these measures of fluency in L2 writing and found 
positive results (e.g., Larsen-Freeman, 1978). Larsen-Freeman (1978) looked at the 
average number of words per composition of EFL students. She found that there was an 
increase in the number of words per composition as proficiency level went up. She stated 
that this may have been because of students’ fluency, their expressiveness, or their 
increased self-confidence. However, the length of the composition dropped for the group 
with the highest proficiency. Larsen-Freeman explained that this was because the 
measures dependent on length are less discriminatory at the upper levels of proficiency 
than at the lower. Upper-level students experience a trade-off effect where fluency is 
offset by complexity and/or accuracy. 
Measures of Functionality 
Using functional grammar, Fang and Schleppegrell (2008) developed an approach 
called functional language analysis to provide metalanguage for talking about meaning in 
the choices authors make as they write clauses, sentences, and texts. The researchers 
utilized the approach to reveal the knowledge learners have to learn in order to become 
more specialized and complex language users. By way of developing knowledge and 
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language, learners must also develop the ability to control language in new ways and 
effectively engage with varying content areas.  
Functional language analysis has also been applied to assessing writing but not for 
gauging L2 development. Fang and Wang (2011) utilized the approach as a set of 
analytical tools for systematically evaluating the appropriateness of language choices that 
learners make in their writing. These tools align with the three metafunctions of systemic 
functional linguistics that can be realized through lexico-grammatical forms of a language 
at a clause level: (1) the ideational, (2) the interpersonal, and (3) the textual (Halliday & 
Matthiessen, 2014). The ideational metafunction, again, is the grammar of experience, or 
experiential meaning. This form of meaning can be realized through the grammatical 
system of transitivity. The transitivity system construes the world of human experiences 
into a manageable set of process types in verbal groups. Process types may be material, 
mental, behavioral, verbal, relational, or existential (see Table 6 for category meanings 
and examples from Martin, Matthiessen, and Painter, 1997, p. 228).  
These processes represent inner and outer experiences of the world and are 
significant for showing how a learner constructs content. In addition to analyzing 
processes, the ideational metafunction can be accompanied by an analysis of participants 
being directly involved in the process in some way and circumstances of primarily time, 
space, and manner. 
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Table 6  
Process Types in English  
Process Types Category Meanings 
a
 Example 
Material: 
     Action 
     Event 
 
 
Doing 
Happening 
The monarch had the power to 
dissolve the parliament. 
The communists were ousted from 
power. 
Behavioral Behaving She shrieked in agony 
Mental 
     Perception  
     Affection 
     Cognition 
 
Feeling 
Sensing 
Wanting 
Thinking 
 
I heard a noise outside. 
The boy loved the girl. 
You can visualize meeting her again. 
Verbal Saying Police described the attack as 
particularly violent. 
Relational 
     Attribution 
     Identification 
Indicating 
relationships 
Being 
Attributing 
Identifying 
 
This milk is sour. 
Jen is her brother. 
Existential Existing Maybe there’s some other darker 
pattern. 
a
 category meanings and examples are adopted from Martin, Matthiessen, & Painter  
(1997, p. 228). 
 
The interpersonal metafunction refers to meaning about people’s relationship with 
and attitudes towards each other. This function can be realized through mood, modality, 
and other appraisal resources of language. The choice of how to express attitude is 
influenced by the context (e.g., gossiping vs. academic writing) and situated into a system 
network, indicating that there are choices available. The choices involve several strategies 
including expressing feelings and opinions, making attitudes stronger or weaker, or 
opening up possibilities. A writer’s ability to express feelings and opinions, for example, 
is seen through the use of attitudinal language: describing emotions and how people feel 
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(affect), making judgments about people’s behavior (judgment), and evaluating the worth 
and quality of things and processes (appreciation). In the present study, the focus is on 
appreciation, a way of making a positive or negative evaluation based on socially 
sanctioned criteria (Martin, 2004; Martin & Rose, 2003). When providing an evaluation or 
argument towards a topic, people give an opinion on such aspects as their composition, 
their social value, or the reaction they provoke. 
 Finally, the ideational and the interpersonal can be actualized through the textual 
metafunction, or by creating coherent and connected discourse. A text that is incoherent 
might contain intelligible words and sentences but lacks meaning as a whole. Strategies 
such as theme/rheme development (Halliday & Matthiessen, 2014) and the use of 
grammatical cohesion or cohesive devices (Collerson, 1994) can help writers organize 
their message. Conjunction is one element within a text in which the structure of the 
whole text is developed; other cohesive devices include reference, ellipsis and 
substitution, lexical cohesion, and grammatical metaphor. The use of conjunctions allows 
writers to elaborate, extend, or enhance their message. Choosing a reason for using a 
conjunction can inherently help the writer communicate in a specific genre. For instance, 
using conjunctions to enhance a message may lead to the use of causal or logical 
conjunctions (e.g., so, then, therefore, consequently), which are indicators that students 
are utilizing language resources to produce cause-effect language. Table 7, which is 
adopted from Fang and Wang (2011), shows the kinds of functional analysis strategies 
that can be utilized for evaluating three areas of traditional focus in writing assessment: 
content, style, and organization. 
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Table 7 
Writing Components, Evaluation Questions, and Functional Language Analysis 
Strategies
a 
Writing Components Evaluation Questions Functional Language 
Analysis Strategies Used in 
Present Study 
Content What is going on in this text? 
What does the author tell us? 
Analyze transitivity patterns 
(e.g. participants, processes, 
circumstances) 
Style How does the author of this 
text interact with the reader? 
What is the author’s 
perspective? 
What is the tone of the text? 
Analyze mood 
Analyze modality 
Analyze word choices and 
other appraisal resources 
 
Organization How does the author organize 
this text? 
Is the text well organized? 
By what logic is the text 
produced? 
Analyze theme/rheme 
patterns 
analyze cohesion patterns 
analyze clause types and 
clause combining strategies 
 
a
 adopted from Fang &Wang (2011, p. 152)  
 
 Although many strategies exist, this study limits the scope of analysis to three 
measures to demonstrate the power potential of functional analysis for assessing L2 
writing development and to remain objective and precise like the previously described 
CAF measures. Content was analyzed according to the ratio of each process type per 
clause because a substantial amount of content in argumentative texts is conveyed through 
this one grammatical element (Derewianka, 1990). Many factors contribute to the style of 
a text, but because the interest here is in how the writer establishes a stance, the focus is 
on word choices. Specifically, an analysis of appreciation resources was conducted using 
the ratio of appreciation resources per clause. As for text organization, there are several 
elements that contribute. The focus in the present study is on conjunctions as a cohesive 
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strategy. Conjunction was chosen not only to narrow the scope of analysis but also 
because conjunctions are important resources for creating and interpreting a text and for 
transitioning between messages in a text (Halliday & Matthiessen, 2014). They are also 
typical in the argumentative genre (Derewianka, 1990). Thus, the measure includes the 
ratio of conjunctions per clause.  
Development Relevant to the Evaluation Inference 
 Development of CAFFite continued with two additional stages. The first stage is the 
creation of algorithms that extract features from essays that measure aspects of student 
performance in CAFF (Evaluation, Assumption 1). This stage is also based on the 
recommendations from Foltz et al. (2012). The next stage is training of the scoring model to 
differentiate students’ writing at each level of development (Evaluation, Assumption 2). 
Creation of CAFFite Algorithms 
Algorithms for CAFFite were based on the above argument for construct 
multidimensionality in which multiple dimensions of proficiency are measured to 
determine overall writing level (Norris & Ortega, 2009); that is, some measurements of 
complexity, accuracy, fluency, and functionality (CAFF), when used together, may be 
redundant “because they tap the same measurable dimension of the construct and, 
conversely, there are other measures that are distinct and complementary” (p. 562). To 
avoid this redundancy, the measures tested in a pilot study and additional measures 
discussed in the previous section were integrated into the AES engine. To construct the 
algorithms for multidimensional measures of CAFF, a hybrid approach to NLP was used 
(Figure 3). 
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Figure 3. Simplified architecture of the hybrid approach to automated tool development. 
Adapted from Chukharev-Hudilainen, E. & Saricaoglu, A. (2014). 
 
This hybrid approach includes: (1) statistical parsing of student texts and (2) rule-
based feature detection to support feedback generation. In the first stage, the process of 
developing the algorithms starts with a student’s text. Each sentence in a given text is 
parsed, or split into sentences, through Standford CoreNLP (Manning et al., 2014). 
Standford CoreNLP integrates a set of natural language analysis tools (e.g., part-of-speech 
(POS) tagger and the parser) into a framework so that students’ writing can be given 
linguistic annotations (e.g., clause-, phrase-, and word-level tags, also known as Stanford 
Typed Dependencies, see De Marneffe, MacCartney, & Manning, 2006). These 
annotations are exported to Extensible Markup Language (XML) format for additional 
high-level text processing techniques.  
In the second stage of the hybrid approach, the parsed text is run through an 
analyzer adopted from Chukharev-Hudilainen and colleagues at Iowa State University 
(See Chukharev-Hudilainen & Saricaoglu, 2014). This analyzer (CyWrite::Analyzer) 
processes the output from the parsed student text using Prolog logical programming 
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language, which is rooted in first-order logic (see Bramer, 2013). Use of the analyzer 
allows for separate programs (e.g., algorithms built for CAFFite) to be integrated into the 
architecture for various text analysis purposes.  
The code engineered specifically for CAFF feature detection includes both Perl 
and Prolog rule-based algorithms. Visual syntactical tree diagrams generated by the 
CyWrite Analyzer facilitated the engineering of the linguistic rules. These diagrams are 
labeled to represent the linguistic annotations, POS tags and type dependencies, from the 
Stanford CoreNLP (See Figure 4 for an example diagram). 
 
Figure 4. Example visual syntactical tree diagram to facilitate rule-based feature detection. 
 
A subset of the CAFF features (clauses, phrases, appreciation recourses, and 
conjunctions) were detected using Prolog algorithms. The remaining features were 
detected using Perl, another general purpose programming language. For example, the 
sentence in Figure 4 contains one t-unit, one independent clause. The computer was 
trained to detect this one t-unit by recognizing that there is one main clause, labeled with 
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the unique sequential number of “2” in the tree. However, t-units are more complex than 
this example reflects. Let us take the following sentence as an example: I fell asleep, but I 
still finished my dissertation (Figure 5). In this case, there are two t-units divided by a 
comma and coordinating conjunction (CC) at the same level of the tree diagram as the two 
clauses (3:S and 12:S). The computer was then trained to detect the two clauses but to not 
count the clause at “2:S” when the clause at “2:S” is a “parent,” or is direct preceding a 
“good t-unit.” Good t-units in Figure 5 include clause “3:S” and clause “12:S.” 
 
Figure 5. Example sentence with two t-units represented in a compound sentence. 
 
With linguistic knowledge of how a t-unit should be detected and the visual 
syntactical tree diagram available to assist in the process, appropriate code can be written 
to detect the CAFF features. Here is an example algorithm for t-unit detection: 
'good_tunit(X) :- type(clause, X);  token(\',\', X); type(cc, X); token(\'.\', 
X); token(\';\', X); token(\':\', X).', 
 
'parent_of_tunits(X) :- parent(X,_), \+((parent(X, Z), \+ good _tunit(Z))).', 
 
-f =>'tunit(X) :- type(clause, X), \+((sibling(X,Y), \+ good _tunit(Y))), \+ 
parent_of_tunits(X).', 
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The algorithms are then added to the CAFFite architecture through the CyWrite Analyzer 
and into the SWI-Prolog inference engine (http://www.swi-prolog.org/) to look for all 
features of interest in each parsed sentence. All detected CAFF features are then post-
processed; in other words, once features were detected, they were counted and then turned 
into ratios (e.g. EFT/T-units) by using Perl.  
It is important to emphasize that the whole process of writing rules employs an 
iterative process of ensuring accurate feature detection (Figure 6). The process starts with 
initial rule writing. The rules are tested using model sentences that are considered 
grammatically accurate. If the rule incorrectly identifies the CAFF measure, the rule is 
revised. If the rule is correct, more model sentences are tested to add to the comprehensive 
detection of the CAFF measure. At this point, expert and peer review takes place to find 
gaps in the rules and test the accuracy. From here, additional refinement of the rules 
occurs. The rules are then additionally tested using sentences from the student corpus, 
which consist of writing samples from actual students who took the EPT. Here, 
grammatical and ungrammatical sentences are passed through the algorithm resulting in 
additional rule writing, revision, and refinement. Once the algorithms are created, the 
scoring model is trained to differentiate between students’ writing at each program level. 
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Figure 6. Iterative process of testing the accuracy of rule-based feature detection. 
Training of the CAFFite Scoring Model 
 AES developers have utilized different scoring processes including conducting 
regression-based analyses (Page, 1994), setting weights and scaling parameters (Attali & 
Burstein, 2006), or utilizing step-wise hierarchical classification techniques (Roscoe, 
Kugler, Crossley, Weston, & McNamara, 2012). The CAFFite scoring model was derived 
from regression-based analysis as a start-up method of predicting students’ developmental 
level. Additional methods can be utilized in follow-up research to evaluate the most 
appropriate option for the CAFFite scoring model.  
 Regression-based analyses have been used by Landauer et al. (2003) to determine 
the optimal set of features and weights for each of the features to best model the score of 
each essay. The first version of e-rater (Burstein et al., 1998) used a stepwise regression 
technique to select the best features that are most predictive for a given set of data, and 
PEG (Page, 1994) is also based on regression analysis. The advantage of this approach is 
that optimal solutions can be discovered for constructing a reliable score with respect to 
some measure of agreement between human and automated scores. This approach is 
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limited, however, because the writing features may contribute to the regression equation 
differently depending on the kinds of information included (e.g., confounding variables 
that may or may not be included can result in different solutions in different applications) 
and the way the equation is used; that is, a writing feature may contribute positively to the 
score in one model equation and negatively in another (Attali & Burstein, 2006). These 
possibilities are common in practice because many AES engines are based on features that 
are too many to control and that overlook the serious problems that individual students 
may display. 
 With these concerns taken into account, regression analyses were run by using 
essays from the fall 2012 training set. The purpose of the analyses were to determine the 
extent to which CAFFite scores can predict students’ level of writing development into the 
three levels defined in the study. However, after conducting several analyses using 
different regression models, it was determined that the best model to incorporate into the 
early stages of CAFFite development was a binary logistic regression model for predicting 
between two levels (pass/fail) because the binary model, detailed below, was able to most 
accurately predict students’ developmental level.  
Preparing the Data for Analysis 
 An initial data screening process took place to replace outliers, those values with 
standardized residual values above about 3.3 or less than -3.3 (Tabachnick & Fidell, 
2013). Each outlier value was replaced with the highest value not considered an outlier. 
For example, an outlier of 52 t-units at Level 1 was replaced with the value of 48, which is 
high but not too different from the remaining clusters of scores. Descriptive statistics and 
the code used to label each dependent variable (DV) are shown in Table 8.  
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Table 8 
Listing of Dependent Variables and Descriptive Statistics for Regression-based Analysis 
Dependent Variables (DV) N % 
Developmental level (placement1)     
    Level 1-intermediate high 40 20 
    Level 2-advanced low  110 55 
    Level 3-advanced mid to high 49 25 
    Total 199 100 
Developmental level (placement2)     
    Fail 150 75 
    Pass  49 25 
    Total 199 100 
 
 Table 9 shows the descriptive statistics and codes for each of the independent 
variables (IV) considered for analysis. At the beginning of the table are variables that are 
raw frequency counts of each of the CAFF measures. The variables starting with 
syntactic1 to the end of the table are the ratio values for the final CAFF measures (e.g., 
EFT/T).  
Table 9 
Listing of Independent Variables and Descriptive Statistics for Regression-based Analysis 
 Independent Variables (IV) MIN MAX M SD 
Total t-units (tunits) 8.00 52.00 24.71 9.79 
Total dependent clauses (dclauses) 2.00 44.00 14.40 8.27 
Total phrases (phrases) 35.00 153.00 92.52 24.11 
Total word types (types) 90.00 211.00 151.10 26.93 
Total word tokens (tokens) 112.00 414.00 270.44 65.99 
Total academic words (awl) 0.00 14.00 6.79 3.38 
Total errors (errors) 0.00 8.00 3.00 2.19 
Total error-free t-units (eft) 5.00 33.00 17.82 5.86 
Total clauses (clauses) 13.00 68.00 35.54 10.77 
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Table 9 continued 
 
    
 Independent Variables (IV) MIN MAX M SD 
Total content words (content) 53.00 242.00 161.51 39.81 
Total material processes (material1) 19.00 88.00 52.83 15.93 
Total relational processes (relational1) 6.00 57.00 23.33 10.50 
Total mental processes (mental1) 6.00 37.00 17.93 5.51 
Total verbal processes (verbal1) 2.00 25.00 10.93 5.23 
Total existential processes (existential1) 0.00 9.00 3.42 2.30 
Total behavioral processes (behavioral1) 0.00 5.00 1.45 1.23 
Total appreciation resources (appreciation1) 0.00 5.00 0.82 1.00 
Total connectives (connectives1) 0.00 4.00 0.53 0.79 
General Complexity (syntactic1) 4.40 19.32 11.93 3.20 
       Subordination (syntactic2) 0.07 1.18 0.58 0.20 
       Phrasal Elaboration (syntactic3) 26.28 42.58 34.27 2.75 
Lexical Complexity         
       Variation (lexical1) 6.88 10.72 9.22 0.78 
       Sophistication (lexical2) 0.00 0.12 0.04 0.02 
Accuracy         
       Error-free t-units/t-units (accuracy) 0.27 1.00 0.76 0.17 
Fluency         
       Speed (fluency1) 92.00 414.00 270.34 66.24 
       Amount of production (fluency2) 13.00 68.00 35.59 10.90 
Functionality         
        Material processes/clause (material2) 0.23 1.00 0.52 0.14 
        Relational processes/clause (relational2) 0.06 0.55 0.30 0.10 
        Mental processes/clause (mental2) 0.00 0.28 0.09 0.06 
        Verbal processes/clause (verbal2) 0.00 0.19 0.04 0.04 
        Existential processes/clause (existential2) 0.00 0.15 0.02 0.03 
        Behavioral processes/clause (behavioral2) 0.00 0.12 0.01 0.02 
        Appreciation resources/clause (functionality2) 0.81 2.87 1.54 0.37 
        Conjunctions/clause (functionality3) 0.27 1.47 0.66 0.23 
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Defining the Regression Model for the Scoring Process 
 The purpose of regression analysis is to classify individuals into groups, or to best 
predict membership in a particular group (Tabachnick & Fidell, 2013). Logistic regression 
analyses were conducted in this study because the DVs are categorical (containing as few 
as two values) rather than continuous or quantitative. Continuous or quantitative DVs 
would require the use of multiple regression (George & Mallery, 2000). When the 
category contains more than two values (e.g., Level 1, Level 2, Level 3), a multinomial 
regression analysis is used; when the categorical DV contains dichotomous values (e.g., 
Pass/Fail), binary logistic regression is most appropriate (Mertler & Vannatta, 2013). Both 
multinomial and binary logistic regression models were run in order to define one model 
that could best predict students’ developmental level. Three models for both the 
multinomial and binary analyses were used: (1) a model using only variables that met the 
assumptions of logistic regression, (2) a model using only the 16 final CAFF measures, 
and (3) a model that included all 34 variables of raw frequency counts and final CAFFite 
measures. 
 To determine which CAFF features could be used in the first regression model, 
statistical assumptions were checked by using SPSS 22 (IBM Corp., 2012). First, Pearson 
Correlation was used to verify that the independent variables show at least some 
relationship with the DVs (placement1 and placement2) (see Table 10). Variables with 
coefficients above .25 remained under consideration for the regression models. 
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Table 10 
Pearson’s Correlations for Developmental Category with Complexity, Accuracy, Fluency, 
and Functionality Measures (N=199) 
  placement1 (Level 1, 2, 3) placement 2 (pass/fail) 
placement1-2 1.000 1.000 
tunits .237*** .186** 
dclauses .301*** .251*** 
phrases .265*** .193** 
types .270*** .170** 
tokens .265*** .198** 
awl .382*** .369*** 
errors -.121* -.018 
eft .062 .005 
clauses .149* .090 
content .294*** .230** 
appreciation1 .239*** .142* 
connectives1 .326*** .289*** 
material1 .230** .113† 
relational1 .096 .000 
mental1 -.032 -.069 
verbal1 -.014 -.057 
existential1 .045 .056 
behavioral1 .076 .019 
syntactic1 .044 .020 
syntactic2 .160* .095† 
syntactic3 .066 .073 
lexical1 .230** .104† 
lexical2 .299*** .324*** 
accuracy1 -.153 -.167** 
fluency1 .266*** .198** 
fluency2 .154* .097† 
material2 .014 -.093† 
relational2 .017 -.021 
mental2 -.089 -.083 
verbal2 -.050 -.055 
existential2 -.034 -.002 
behavioural2 .035 -.039 
appreciation2 .157* .100† 
connectives2 .262*** .266*** 
Note. † = p < .10, *= p < .05, **= p < .01, ***= p < .001. N = 199 for all analyses. 
 
 Table 11 shows that thirteen variables met the requirement for the multinomial 
regression model and five variables remained for the binary regression model. Also shown 
in the table are the results from the collinearity diagnostic that was run for the 13 
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correlated IVs with placement1 as the DV and for the five correlated IVs with placement2 
as the DV. This test can determine problems with multicollinearity that cannot be depicted 
in the correlation matrix (Pallant, 2007). The two values of interest are tolerance and 
variance inflation factor (VIF). Tolerance is an indicator of how much of the variability of 
the IV is not explained by the other IVs in the model (Tabachnick & Fidell, 2013). A 
value of less than .10 indicates that the multiple correlation with other variables is high, 
suggesting the possibility of multicollinearity. For VIF, the opposite is true. If the value is 
high (above 10), there is concern for multicollinearity. Of the 13 IVs in Model 1, three did 
not exceed the recommended values (dclauses, material1, connectives2). Of the six IVs in 
Model 4, five did not exceed the recommended values (dclauses, awl, connectives1, 
lexical2, connectives2). The remaining variables were removed from Model 1 and Model 
4 respectively. The resulting models are as follows:  
- Model 1: DV = placement1, IV = dclauses, material1, connectives2 
- Model 2: DV = placement1, IV = 16 CAFF variables 
- Model 3: DV = placement1, IV = 34 variables of raw counts and final CAFFite 
measures 
- Model 4: DV = placement2, IV = dclauses, awl, connectives1, lexical2, 
connectives2 
- Model 5: DV = placement2, IV = 16 CAFF variables 
- Model 6: DV = placement2, IV = 34 variables of raw counts and final CAFFite 
measures 
 
 
67 
 
Table 11 
Collinearity Statistics for Thirteen Independent Variables (N = 199) 
Model 1
a
 Model 4
b
 
Independent 
variables 
Tolerance VIF 
Independent 
variables 
Tolerance VIF 
tunits .097 10.27 dclauses .172 5.824 
dclauses .128 7.79 awl .101 9.905 
phrases .040 24.84 connectives1 .074 13.487 
types .016 61.37 lexical2 .117 8.533 
tokens .016 63.84 connectives2 .301 3.323 
awl .071 14.08    
content .026 37.90    
appreciation1 .081 12.40    
connectives1 .061 16.36    
material1 .417 2.40    
lexical1 .063 15.99    
lexical2 .094 10.67    
connectives2 .190 5.254    
a
 Dependent Variable: placement1 
b
 Dependent Variable: placement2 
 
 Before choosing a single model that would be incorporated into the CAFFite 
scoring process, standard logistic regression analyses were conducted to determine which 
model (Model 1-6) most accurately predicted students’ developmental level. Table 12 
shows the classification table for Models 1-3 with the three developmental levels (Level 1, 
2, and 3) as the DV. Results show that at 83.9% accuracy, Model 3 was the best model for 
predicting students placement into three levels. 
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Table 12 
Classification Table for Models 1 to 3 Showing Prediction Accuracy into Three 
Developmental Levels (Level 1, 2, 3) 
 
Table 13 shows the classification table for Models 4-6 with the two developmental 
levels (Pass/Fail) as the DV. Results show that at 92.0% accuracy, Model 6 was the best 
model for predicting students placement into two levels and the overall most accurate 
model of the six evaluated. Therefore, Model 6 was used to create a scoring model for 
CAFFite. Assuming that the CAFFite scoring model effectively predicts students’ 
developmental level into pass/fail categories, future development of the engine can also 
consider incorporating Model 3 to predict development into the three levels. Otherwise, a 
different approach to the scoring process should be considered altogether.  
 
 
 
 
 
 
Model 1
a
 Model 2
b
 Model 3
c
 
Observed Level 
1 
Level 
2 
Level 
3 
% 
correct 
Level 
1 
Level 
2 
Level 
3 
% 
correct 
Level 
1 
Level 
2 
Level 
3 
% 
correct 
Level 1 
5 35 0 12.5 22 10 8 55.0 34 4 2 85.0 
Level 2 
5 98 7 89.1 8 95 7 86.4 9 94 7 85.5 
Level 3 
3 37 9 18.4 4 19 26 53.1 3 7 39 79.6 
Overall 
% 6.5 85.4 8.0 56.3 17.1 62.3 20.6 71.9 23.1 52.8 24.1 83.9 
a 
Model 1: DV = placement1, IV = dclauses, material1, connectives2 
b 
Model 2: DV = placement1, IV = 16 CAFF variables 
c 
Model 3: DV = placement1, IV = 34 variables of raw counts and final CAFFite measures 
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Table 13 
Classification Table for Models 4 to 6 Showing Prediction Accuracy into two 
Developmental Levels (Pass/Fail) 
 
Building the CAFFite Scoring Model 
To build the CAFFite scoring model, the first step was to determine the index of 
model fit to provide further backing for the appropriateness of the model choice. Then, 
coefficients from the regression analysis were extracted to build into an equation for the 
CAFFite scoring model. The final step was to write an algorithm that would predict 
students’ developmental level into pass or fail.  
Based on the previous analysis, Model 6, which includes 34 IVs and the 
dichotomous IVs (pass/fail), was most accurate in predicting students’ placement. 
Complete results of the analysis indicate that the overall model of the 34 predictors was 
statistically reliable in distinguishing between pass and fail (-2 Log Likelihood = 91.230, χ 
2
(1) = 130.916, p < .000). The model correctly identified 92% of the 199 cases. 
Regression coefficients are presented in Table 14. Wald statistics indicated that 11 of the 
34 variables significantly predict developmental level. However, odds ratios for six of the 
variables (errors, connectives1, relational1, mental1, syntactic2, material2) indicate little 
change in the likelihood of passing. These variables may be used to provide interpretation 
Model 4
a
 Model 5
b
 Model 6
c
 
Observed Pass Fail %  
correct 
Pass Fail % 
correct 
Pass Fail %  
correct 
Pass 34 15 34 142 8 94.7 144 6 96.0 
Fail 139 11 92.7 26 23 46.9 10 39 79.6 
Overall %   77.4   82.9   92.0 
a
 Model 4: DV = placement2, IV = dclauses, awl, connectives1, lexical2, connectives2 
b
 Model 5: DV = placement2, IV = 16 CAFF variables 
c
 Model 6: DV = placement2, IV = 34 variables of raw counts and final CAFFite measures 
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of the results if the scoring model does not successfully predict cases into pass/fail as 
expected.  
Table 14 
Regression Coefficients Using Pass/Fail as the Dependent Variable  
Independent Variables B S.E. Wald Sig. Exp(B) 
 tunits -.121 .407 .089 .766 .886 
dclauses 1.122 .385 8.512 .004 3.071 
phrases .003 .159 .000 .987 1.003 
types -.157 .176 .795 .373 .855 
tokens .098 2009.326 .000 1.000 1.103 
awl .827 .518 2.544 .111 2.286 
errors -1.330 .614 4.694 .030 .265 
eft -.123 .488 .063 .801 .885 
clauses .014 4019.246 .000 1.000 1.015 
content .031 .056 .302 .582 1.031 
appreciation1 -.164 .143 1.301 .254 .849 
connectives1 -.385 .206 3.491 .062 .681 
material1 1.028 .366 7.912 .005 2.796 
relational1 -.951 .387 6.029 .014 .386 
mental1 -2.207 .830 7.076 .008 .110 
verbal1 -.961 1.015 .896 .344 .382 
existential1 4.761 1.872 6.468 .011 116.897 
behavioral1 .571 2.222 .066 .797 1.770 
syntactic1 1.016 .465 4.765 .029 2.762 
syntactic2 -31.546 8.651 13.298 .000 .000 
syntactic3 .066 .455 .021 .884 1.068 
lexical1 .535 2.833 .036 .850 1.708 
lexical2 -55.313 69.100 .641 .423 .000 
accuracy1 -8.380 10.455 .643 .423 .000 
accuracy2 10.716 10.980 .952 .329 45076.647 
fluency1 -.057 2009.326 .000 1.000 .945 
fluency2 .155 4019.246 .000 1.000 1.167 
material2 -45.291 14.147 10.250 .001 .000 
relational2 21.827 12.894 2.865 .091 3013978443.590 
verbal2 
31.830 36.448 .763 .382 
66647115193875
.040 
existential2 -156.699 64.847 5.839 .016 .000 
behavioural2 -1.122 76.360 .000 .988 .326 
appreciation2 .503 3.865 .017 .896 1.654 
connectives2 11.895 6.041 3.877 .049 146475.202 
Constant 10.213 23.814 .184 .668 27248.400 
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The next step in building the CAFFite scoring model was to extract coefficients to 
insert into a regression equation for the CAFFite scoring algorithm. The B values, which 
represent the unstandardized regression coefficient and represent the effect the IVs have 
on the DV, were inserted into the following binary logistic regression equation.  
 
This standard regression equation is composed of the sum of the products of weights and 
actual values on the 34 IVs (or predictor variables) in order to predict the values of the 
DVs, or the criterion variable (Mertler & Vannatta, 2013). In the equation, X is the 
estimated probability that the case is in one of the categories of the DV. The number e 
represents a constant equal to 2.718 raised to the power of β0 + β1 X1 + ● ● ●  + βp Xp. 
 Finally, the equation was written into a Perl algorithm that would predict students’ 
developmental level into pass or fail. In a logistic regression analysis, the value that is 
being predicted is a probability, which ranges from 0 to 1; that is, the analysis produces an 
equation that accurately predicts the probability of whether a student will fall into one 
category (e.g., pass) or the other (e.g. fail) (Tate, 1992). Values <= .499 were considered 
“fail”, and values >=.500 were labeled as “pass.” Figure 7 shows the Perl code for the 
regression equation.  
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Figure 7. Perl code for the regression equation predicting students’ placement into two 
developmental levels of pass or fail. 
Chapter Summary 
This chapter discussed the development of CAFFite, a context- and population-
specific automated scoring engine for theory- and data-driven teaching and learning. 
Particular consideration was prescribed to the assumptions of domain definition and 
evaluation inferences in the interpretive argument for assessing students’ development 
across program levels (see Table 4 in the previous chapter). Development regarding the 
domain definition inference was described starting with the collection of a representative 
sample of essays that have been scored by human raters. This stage was followed by the 
identification and selection of appropriate measurements for assessing students’ progress. 
Development regarding the evaluation inference was discussed through a description of 
the algorithms that were created for detecting writing features. This stage was followed by 
training of the AES scoring engine using regression-based techniques to differentiate 
students’ writing into two levels of development. In the next chapter, the use of methods 
that examine the remaining inferences and assumptions are described. 
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CHAPTER IV  
METHODOLOGY 
 
This chapter presents the methodology that was used in this dissertation. The study 
includes methods for collecting empirical evidence to support or challenge the warrants 
and claims in the interpretive argument for CAFFite as an automated essay scoring (AES) 
engine to assess student’s writing development across program levels. The chapter begins 
with a description of the multiphase mixed-methods design that was implemented in the 
study. The first phase of the methodology is then discussed with an overview of the 
analyses that were conducted to answer research questions one to four: 
(1) How accurate is CAFFite’s detection of CAFF measures? (Evaluation, 
Assumption 3) 
(2) What is the degree of agreement and consistency between human rating scores of 
students’ writing? (Generalization, Assumption 2) 
(3) What is the degree of agreement and consistency between human rating scores and 
the CAFFite scoring engine? (Generalization, Assumption 3) 
(4) To what extent does the relationship between human rating scores and the 
CAFFite scoring engine remain consistent across writing prompts? 
(Generalization, Assumption 4) 
 The final section describes the second phase of collecting writing samples from ESL 
writing courses and analyzing data for group and individual differences to answer the final 
two research questions: 
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(5) How well do CAFFite scores differentiate between group of learners at different 
levels of  the ESL curriculum? (Explanation, Assumption 1)  
(6) How well do CAFFite scores demonstrate students’ individual developmental 
trajectories across program levels? (Extrapolation, Assumption 1) 
Research Design 
A multiphase mixed-methods triangulation design was used (Creswell & Plano 
Clark, 2007), in which quantitative and qualitative data address different parameters 
within the AES engine to complete the validation procedures of the interpretive argument. 
In this design, a researcher collects and analyzes complementary data on the same 
research topic. That is, the researcher uses the data to either directly compare and contrast 
results or to validate and expand one set of results with another set, giving equal weight to 
both data types (Creswell & Plano Clark, 2007). The converging of data brings together 
the differing strengths of quantitative methods (e.g., large sample size, generalization of 
results) with those of qualitative methods (e.g., depth of description, explanatory data) 
(Dornyei, 2007). The present research utilized the quantitative and qualitative data in a 
complementary manner in order to generate an in-depth interpretation of the overall 
validity of CAFFite by broadening the repertoire of possible interpretations (Duff, 2008). 
This depth of understanding is important for building validity evidence because the rich 
data obtained can “widen the scope of our understanding and can add data-driven (rather 
than speculative) depth to the analysis of a phenomenon” (Dornyei, 2007, p. 40). 
A primary difference between the triangulation design and other mixed-methods 
designs is the timeframe in which the quantitative and qualitative methods are conducted 
and the purpose that each data set has in the design. In this dissertation research, all data 
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from the testing and classroom contexts were collected and then all quantitative and 
qualitative data analyses followed; no further data (e.g., interviews or questionnaire data) 
were needed to answer the research questions after initial collection and analysis. 
Therefore, the timeframe of data collection and analysis as well as the complementary role 
of the data sets make the triangulation design an appropriate choice for the present 
research, but to clarify its suitability, the following details the design in relation to two 
phases of the research (Figure 8). The Internal Review Board at Iowa State University 
approved all data collection procedures and analyses. 
 
Figure 8. Triangulation Design: Multiphase Mixed-methods Model. 
 
In Phase I, pre-existing scored essays were collected from the English Placement 
Test (EPT) during Fall 2012 and Spring 2013 to serve as testing sets to evaluate CAFFite. 
Essays from the writing portion of the EPT were transcribed verbatim by the researcher; 
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the essays were processed through the AES engine to obtain data for quantitative analysis. 
The quantitative results were supported by a secondary qualitative linguistic analysis of 
lexicogrammatical features affecting the accuracy of CAFFite feature detection and score 
reliability. Results from both quantitative and qualitative methods were used as validity 
evidence for the evaluation and generalization inferences to provide an overall 
interpretation of research questions one to four.  
 Phase II data collection started in Fall 2012 and ended in Spring 2014 with the 
collection of writing samples from the classroom context. During this time, data were 
collected from three different time periods: Time 1 from the beginning of Level 1, Time 2 
from the beginning of Level 2, and Time 3, which is actually at the end of Level 2 but 
represents the beginning of Level 3 when students pass out of the ESL curriculum and on 
to mainstream coursework as further described below. Data from the actual beginning of 
Level 3 courses were not able to be obtained due to restrictions set by first-year 
composition coordinators for doing research in those classes.  
 The samples from the classroom were processed in CAFFite and analyzed 
quantitatively to collect data for comparison of group differences (Explanation inference, 
Assumption 1, Research question 5). To provide support for the final claim that CAFFite 
is able to assess individual students’ development across program levels (extrapolation 
inference), qualitative linguistic analysis of writing samples were conducted using 
students that fit the selection criteria detailed below. Findings from Phase I and II of the 
research design help produce an overall interpretation of the validity of CAFFite in order 
to determine the areas in which the AES engine could be improved for future, ongoing 
development. 
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Phase I: Testing Context 
The EPT consists of a 30-minute writing section in which undergraduate ESL 
students are given a prompt asking them to make an argument by evaluating a situation 
and explaining their position. As an example, the following was the prompt from the fall 
2012 testing cycle:  
Modern conveniences such as fast food, automatic teller machines, and 
labor-saving appliances promise to make life easier. Do these products 
and services actually make our lives more convenient or do they simply 
create new problems? Explain your position with reasons and examples 
from your own experience, observations, or reading.  
The prompt aims to elicit evaluative language through the question, “Do these products 
and services actually make our lives more convenient or do they simply create new 
problems?” Explanatory language is then elicited through the final portion of the prompt, 
“Explain your position with reasons and examples from your own experience, 
observations, or reading.”  
 Each of the essays from Fall 2012 (N=351) were rated by experienced EPT raters 
who placed the students into one of three program levels (Level 1 to 3) using a holistic 
score rubric that reflects the 2012 ACTFL Proficiency Guidelines for Writing (Appendix 
A). Level 1-intermediate high is for students who lack grammatical control and the ability 
to effectively convey meaning. Classes at this level focus on sentence- and paragraph-
level writing with emphasis on form. Level 2-advanced low is for students who have a 
control of grammar but need additional support in cohesion, coherence, and organizational 
strategies. The classes at this level focus on genre, discourse, and rhetoric. Level 3-
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advanced mid to high is for students who seem to be ready to pass out of ESL classes and 
into first-year composition; that is, they are prepared for attending mainstream classrooms 
and writing in various academic genres (see Figure 9).  
 
Figure 9. Placement decisions into three levels of writing courses based on an in-
house English Placement Test. 
Data Collection 
Essay responses were marked with an ID to ensure students’ anonymity and 
confidentiality. For example, F12_U1_001 was used to represent a student who took the 
test during Fall 2012 (F12), was an undergraduate from the first rating session (U1), and 
was alphabetically the first student on the testing list (001). Based on these IDs, essays 
were randomly selected by using a random-number generator for two testing sets.  
Within each placement level (Level 1, 2, and 3), each student ID was assigned a 
random number using the random number generator function in Excel. The numbers were 
sorted in descending order. The first essays in each level were assigned to the testing 
corpus. The fall 2012 testing set contains 30 essays per level for quantitative analyses 
(N=90). Thirty essays were chosen to meet the sample size assumptions for quantitative 
analyses. An additional testing set was obtained from the Spring 2013 testing cycle in 
which 84 of 155 undergraduate essays (54.19%) were used to evaluate the performance of 
the CAFFite scoring model. In the spring testing set, 28 essays were obtained for each 
79 
 
level because only 28 students were placed into Level 1-intermediate high. Twenty-eight 
essays were thus used for Level 1 and 2 for consistency. Table 15 shows the distribution 
of each testing set.  
Table 15 
Description of Testing Sets from Fall 2012 (N=90) and Spring 2013 (N=84) English 
Placement Test (EPT) 
 Testing Set-Fall 2012 Testing Set-Spring 2013 
 N N 
Level 1- intermediate high 30 28 
Level 2- advanced low  30 28 
Level 3- advanced mid to high 30 28 
Total 90 84 
 
Data Processing and Analysis 
 Each of the essays in the testing sets was input into the engine to collect data on 
the four CAFF measures and used for Phase I analysis. Phase I consists of four research 
questions. The first research question, “How accurate is CAFFite’s detection of CAFF 
measures?” was analyzed using the evaluation measures of precision, recall and F1-score. 
The second research question, “What is the reliability between human rating scores of 
students’ writing?” was analyzed by correlation analysis. The third question, “What is the 
reliability between human rating scores and the CAFFite scoring engine?” was answered 
using correlation analysis between human-computer coding of CAFF measures and 
agreement statistics for human-computer rating of holistic scores in the fall 2012 testing 
set. The final research question in the testing context, “To what extent does the 
relationship between human rating scores and the CAFFite scoring engine remain 
consistent across writing prompts?” was analyzed using human-computer reliability of 
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coding the spring 2013 testing set. The quantitative analyses were supported by linguistic 
analysis of lexicogrammatical features potentially impacting the quantitative results. 
Precision, Recall, F1-Score Analysis 
 The analysis of precision, recall, and F1-score is a common way of evaluating the 
overall accuracy of results from machine learning experiments and automated writing 
feature detection. Researchers in NLP have recently utilized this method of analysis in the 
evaluation of automatic information extraction of discourse features in written and spoken 
TOEFL tasks (Biber & Gray, 2013), causal discourse (Chukharev-Hudilainen & 
Saricaoglu, 2014), and grammatical error detection (Leacock, Chodorow, Gamon, & 
Tetreault, 2010). To clarify, accuracy and precision are often used interchangeably. 
According to Merriam Webster’s dictionary, they are synonyms. Accuracy is defined as 
“freedom from mistake or error” or “degree of conformity of a measure to a standard or a 
true value.” Precision is defined as “the quality of being exactly or sharply defined” or 
“the degree of refinement with which a measurement is stated.” The slightest difference 
between the two is whether or not a truth or a reference standard is required. Historically, 
accuracy has been used to measure systematic bias while precision has been used to 
measure random error around an expected value (Barnhart, Haber, & Lin, 2007). For the 
purposes of this research, a broad view of accuracy is adopted where the systematic bias 
in the AES engine is evaluated by using singular measures of precision (measured error 
around an expected value defined by human coders), recall, and F1-score. 
 Precision and recall are basic measures that assume there is a set of writing 
features in a student’s text which are relevant to the measures being captured by the AES 
engine (Figure 10). Relevant items are determined through human coding in order to 
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establish a “gold standard” or expected value for the performance of the engine. The 
engine’s coding of the same features is then compared to determine whether detection is 
relevant or irrelevant in comparison to humans. 
 
Figure 10. Precision and recall of relevant and irrelevant CAFF features in students’ writing. 
 
 Also shown in Figure 10 is how precision and recall are calculated. Precision is the 
ratio of the number of relevant writing features retrieved to the total number of irrelevant 
and relevant features retrieved (usually expressed as a percentage). Recall is the ratio of 
the number of relevant writing features retrieved by the engine to the total number of 
relevant features retrieved by a human coder, also expressed as a percentage (Cowie & 
Wilks, 2000; Jackson & Moulinier, 2007; Manning & Schütze, 1999). More formally, 
precision (or confidence) and recall (or sensitivity) are calculated based on true and false 
positives (TP/FP), referring to the number of predicted positives that were 
correct/incorrect, and true and false negatives (TN/FN), the number of predicted negatives 
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that were correct/incorrect. The F1-score is a calculated mean of precision and recall 
defined by the following equation: 
F1 = 2 x (precision x recall)/(precision + recall) 
 To enhance reliability of the entire human coding process, inter-coder reliability 
was calculated by using Spearman Rho as a measure of coding consistency (See 
“Agreement Statistics” for full details about the coding procedure). In brief, two human 
coders coded CAFF features in a random set of 20 essays (22%) from the fall 2012 testing 
set. Coding was based on foundational features of complexity, accuracy, fluency, and 
functionality measures. For instance, the number of t-units was examined and not the 
number of words per t-units; the number of dependent clauses was examined and not the 
number of dependent clauses/t-unit. Thus, seven CAFF features were evaluated by human 
coders: t-units, dependent clauses, phrases, error-free t-units, processes, appreciation 
resources, and conjunctions. The consistency in coding ranged from .755 to .976
 
with the 
exception of two features that had lower than acceptable reliability. Phrases were coded 
with a reliability of .698; the functionality measure of mental processes were coded with a 
consistency of .611. A reliability coefficient of .70 or higher is considered “acceptable” in 
most social science research situations. Values above .80 are preferable (Pallant, 2007). 
The results from precision/recall analysis pertaining to phrases and mental processes 
should thus be interpreted with caution. 
 Since an acceptable reliability coefficient was obtained for the majority of the 
measures, the first coder analyzed the remaining essays in the fall testing set (Total N= 
90). Anecdotal evidence from observation of coding differences and the amount of 
experience with coding of CAFF features also suggest that the first human coder was the 
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most consistent among coders. Therefore, these codes from the first human coder were 
used as a standard reference for the precision/recall analysis. The 90 essays were then 
input into the AES engine. Due to a server error, five essays were eliminated from the 
analysis leaving 85 total essays.  
 Remaining measures related to lexical complexity (types, tokens, and awl words) 
were compared to a well-established and highly researched open-source vocabulary 
profile engine (Cobb, 2002; Heatley, Nation, & Coxhead, 2002). (For research related to 
the uses of the Lexical Frequency Profile (LFP), see 
http://www.lextutor.ca/vp/research.html). Research has shown that LFP provides similar 
stable results for two pieces of writing by the same person and discriminates between 
learners of different proficiency levels. It also correlates well with an independent 
measure of vocabulary knowledge (the Active Levels Test) (See Laufer & Nation, 1995). 
In addition, the use of a computer program is more feasible than requiring a human to 
count all words of the 90 essay corpus and compare those words to an academic word list. 
Therefore, output from LFP is an appropriate reference standard for the present research. 
Reliability Statistics 
 The assumptions of the generalization inference in the interpretive argument are all 
related to the reliability of CAFFite’s detection of target features. Assumption 1 assumes 
that human raters are consistent among themselves; Assumption 2 assumes that AES 
scores are estimates of expected scores from human raters, and Assumption 3 assumes 
consistency across writing prompts. The chosen methods of analysis for the study were 
selected under the assumption that agreement and consistency between scores given by 
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the AES system and human raters cannot be perfect; there are always variations due to 
inter-coder inconsistencies and differences (Gwet, 2010).  
 Inter-coder reliability was first established between human-human raters to 
provide a base of comparison to human-computer reliability and to account for divergence 
between human scoring that may affect the computer’s rule-based feature detection. The 
same sub-set of 20 essays from the precision/recall analysis (22% of the EPT essays from 
the testing set) were used. Five PhD students in an applied linguistics and technology 
program were trained and asked to code the 20 essays by using the CAFF measures. In 
order to limit the chances of coder fatigue, the first coder was asked to analyze all essays 
for all measures over an extended timeframe while the remaining coders were asked to 
examine all essays but only for one or two measures each.  The first coder analyzed all 
the essays, which was important for providing calibration to ensure consistency in 
analyses relevant to Assumptions 2 and 3. Of the remaining coders, the first analyzed t-
units and dependent clauses using guidelines from Polio (1997). The second was asked to 
code phrases by using guidelines from Biber et al. (2011) and error-free t-units using 
Polio’s (1997) guidelines. The third coder focused on conjunctions and used guidelines 
developed for a pilot study and further refined for this research. The fourth coder analyzed 
processes and appreciation resources. This final coder was previously trained in systemic 
functional linguistics and asked to code based on guidelines also developed during a pilot 
study. (See Appendix B for all coder guidelines).  
  To provide evidence for human-computer reliability (Assumption 2), the first 
coder analyzed the remaining essays from the fall 2012 testing set (Total = 90 essays). To 
evaluate the scoring engine’s consistency across writing prompts (Assumption 3), this 
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coder also analyzed the 84 essays from the Spring 2013 testing set. Codes were compared 
to the scoring engine’s output to evaluate the performance of CAFFite in comparison to 
humans and across writing prompts. CAFFite’s ability to reliably count the number of 
word types, tokens, and academic word types was evaluated by comparing results to the 
online Lexical Frequency Profile (Laufer & Nation, 1995); thus, types, tokens, and 
academic word types were not examined for human-human agreement for Assumption 1. 
Correlation analysis was performed to determine human-human and human-
computer consistency. Correlation measures the linear relationship between variables 
providing indicators of direction and strength between two variables (De Veaux, 
Velleman & Bock, 2011). This method of analysis was used because the variables are 
continuous and not nominal like in the holistic ratings. Previous AES studies have 
frequently used correlation to investigate the reliability of AES-generated scores by 
correlating them with human scores (e.g., Burstein et al., 1998; Page, 1994; Streeter et al, 
2011).  
Prior to determining the appropriate coefficient, preliminary analyses were 
performed to test the assumptions of normality, linearity and homoscedasticity. To assess 
normality, it is assumed that the distribution of scores on the dependent variable is 
‘normal’; that is, the skewness, which provides indication of the symmetry of the 
distribution, and the kutosis, which provides information on the ‘peakedness’ of the 
distribution, have values between +/-2 (George & Mallery, 2010). A further method of 
analyzing normality is to examine the Kolmogorov-Smirnov statistics. A non-significant 
result of more than .05 indicates normality. Based on the tests for normality, 13 of the 
variable were considered normally distributed, 12 were not (see Appendix C).  
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 Scatterplots were generated to examine whether the relationship between the two 
variables of each CAFF measure is linear and the variability in scores is similar 
(Appendix D). For the coding of process types, there is evidence that the data violates the 
assumption of linearity. The remaining variables seemed to meet the assumptions. 
However, as a result of the normality tests and the tests of linearity and variability, 
Spearman’s Rank Order Correlation (rho), the nonparametric alternative to Pearson 
Correlation, was performed.  
Of secondary interest in this research is the reliability of producing an automated 
holistic score that is in agreement with humans. As a reminder, the intent of the CAFF 
measures is not to predict students’ developmental level. According to complexity theory, 
prediction is impossible; the measures can only help to visualize patterns in students’ 
development. Nevertheless, the CAFFite engine was trained to provide a holistic 
evaluation of pass or fail, as described in Chapter III: Tool Development. This process of 
development was undertaken to determine whether the engine can provide a transparent 
view of how a holistic score is determined; previous score modeling has been criticized 
for lacking transparency.  
To evaluate the reliability of producing a holistic score of pass or fail, ratings from 
the fall 2012 EPT testing cycle were used. During the rating process, a minimum of two 
random raters evaluated each essay. On occasion a third (or sometimes a fourth) rater was 
asked to provide a final decision. Therefore, placement is determined using multiple raters 
and the same raters did not consistently rate the same set of essays. Agreement was thus 
determined using Krippendorff’s alpha (α) (Hayes & Krippendorff, 2007; Krippendorff, 
2011), which allows for the calculation of reliability “regardless of the number of 
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observers, levels of measurement, sample sizes, and presence or absence of missing data” 
(Hayes & Krippendorff, 2007, p. 77). This statistic was calculated in SPSS22 by installing 
a custom dialog file, which can be obtained through the following website by Andrew 
Hayes (http://afhayes.com/spss-sas-and-mplus-macros-and-code.html). In most AES 
research, agreement is calculated using Cohen’s kappa (Cohen, 1968); however, because 
the ratings from humans are on a three point scale and the ratings from CAFFite are 
dichotomous, all assumptions are not met, and thus Cohen’s kappa is inappropriate. 
Furthermore, it does not take into account the degree of disagreement between raters and 
all disagreement is treated equally as total disagreement. Krippendorff’s α is calculated so 
that different levels of agreement can contribute to the value of α. 
Linguistic Analysis  
Both Precision, Recall, and F1-score analysis and reliability of scores given by the 
AES system and human raters have their advantages, which is why they are so commonly 
used techniques in AES research, but they are nonetheless still biased measures. Precision, 
recall and F1-score analyses ignore performance in correctly handling negatively 
extracted language features and fail to take account the chance level performance (Powers, 
2011). For agreement statistics, variations due to inter-coder inconsistencies and inter-
coder differences are common (Gwet, 2010). Therefore, an additional qualitative linguistic 
analysis was conducted to complement the quantitative findings and provide additional 
evidence in appraising the validity of the CAFFite engine.  
To conduct this analysis, the CAFF features that were detected with low accuracy 
and low human-computer reliability were analyzed to determine what lexicogrammatical 
features may have caused errors. Acceptable accuracy was determined following the 
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research of Quinlan, Higgins, and Wolff (2009). In their study supported by Educational 
Testing Service (ETS), the “gold standard” for performance of the AES engine e-rater 
was evaluated based on the level of precision. They stated: 
Since new e-rater microfeatures must demonstrate an 80% level of 
precision … before they are approved for integration into the e-rater 
scoring engine, we might assume that they are performing well—unless we 
have evidence to the contrary. (Quinlan et al., 2009, p.18) 
Therefore, the minimum performance requirement for CAFFite was set at 80% precision 
to provide evidence in support for or rejection of the assumption underlying the evaluation 
inference. Features that did not reach the standard were analyzed qualitatively to inform 
future tool development.  
 For reliability, ETS recommends that the coefficient be at least .70 on data sets 
that show normal distribution in order to demonstrate acceptance of a scoring model 
(Williamson et al., 2012). This standard has been set because it accounts for about half of 
the variance in coding; in other words, it helps account for some of the noise that may 
occur in the coding process. Researchers should also consider potential degradation in 
human–human consistency. Degradation takes under consideration the difference between 
human-human reliability and human-computer reliability. It is recommended that human-
computer reliability should not be more than .10 lower than the human-human reliability 
(Williamson et al., 2012). This would provide evidence that the computer is just as 
reliable as humans if not more or slightly less. Using these standards, human-computer 
reliability was expected be .70 and/or reach the level of acceptability in human score 
degradation.  
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 Those features that did not reach these standards were analyzed further. First, the 
20 essays from the human-human reliability corpus were input into the engine, and the 
output file that is automatically generated by the CyWrite Analyzer was collected. The 
output file displays a list of each sentence and the CAFF features that were detected 
(Figure 11). The features relevant to the analysis were copied and pasted into an Excel 
spreadsheet. This output was compared to the manually coded texts and coded according 
to whether CAFFite correctly identified the feature (1 = correct, 0 = incorrect). Those that 
were incorrect went through a second round of coding by using a method from 
Chukharev-Hudilainen and Saricaoglu (2014) where errors were categorized into four 
categories: (1) errors due to CAFFite rule issues, (2) errors due to learner language 
problems, (3) errors due to parser failures, and (4) unclassified. When needed, tree 
diagrams produced by the CyWrite analyzer were consulted. 
 
Figure 11. Example from the CyWrite output file used for linguistic analysis. 
 
 This linguistic analysis gives an in-depth qualitative description of why some of 
the CAFF features were wrongfully detected. The results from this analysis provide 
indication of how the scoring model can improve for future development. Findings from 
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the testing context also help to determine which measures may be valid for use in the ESL 
classroom context. 
Phase II: Classroom Context 
The target domain for this study is a real-life academic context of an English-
medium institution of higher education. In this context, the English department offers 
international undergraduate and graduate students advanced courses to support academic 
English skills. Two writing courses for undergraduates are concurrently offered (Level 1 
and Level 2). In this study, passing out of these levels means that a student is considered 
to be in Level 3. Students begin in Level 1 (English 101B: Academic English I) in their 
first semester of enrollment based on results from an in-house English Placement Test 
(EPT) and then proceed to Level 2 (English 101C: Academic English II) for their second 
semester; students may also be placed directly into Level 2, or they may pass through both 
levels to first-year composition courses (Level 3).  
Level 1 is for students at intermediate high proficiency who lack grammatical 
control and the ability to effectively convey meaning. Instruction in this class concentrates 
on the essentials of academic writing at sentence and paragraph level. Students practice 
grammar, vocabulary, mechanics, style, and organizational patterns, as well as the key 
compositional processes of planning, drafting, and revising. Level 2 is for advanced low 
students who have a control of grammar but need additional support in cohesion, 
coherence, and organizational strategies. Instruction at this level focuses on writing 
professional communication, academic papers and reports and in using published source 
material in writing. It provides experience in presenting oral reports and participating in 
discussions and prepares students for academic writing in their disciplines. After 
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completion of Level 2, students are expectedly ready to pass out of ESL classes and into 
first-year composition (Level 3); that is, they are prepared for attending mainstream 
classrooms and writing in various academic genres. The skills that students need in Level 
3 are hard to define. A complete domain analysis is necessary to determine what writing 
skills students need to be successful in their academic discipline. This domain analysis is 
beyond the scope of this study; therefore, achievement of Level 3 is defined by students’ 
attainment of a benchmark level determined from EPT essays that passed the test in Fall 
2013.  
Participants 
 Students from each level were recruited for the study. They were asked to provide 
informed consent so that pretests and posttests from their ESL coursework could be 
obtained. For instance, students in Level 2 who agreed to be a part of the study allowed 
the researcher to seek out essays from their Level 1 pre/posttests the semester prior. Two 
hundred and fifty-seven students of 361 possible participants (71%) volunteered to be a 
part of the study. Pretests were used to make group comparisons between developmental 
levels; thus, 103 students were excluded from the analysis because students did not take 
all pre/posttests, the instructor had misplaced some of the essays, or files became corrupt 
and unusable. The final number of participants for group comparisons was 154 (Table 16). 
Data from these students were used to determine how well the scoring engine performs at 
distinguishing between group differences across program levels.  
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Table 16 
Number of Participants for Comparison of Group Differences Using Level 1 and Level 2 
pretests 
 Student Participants 
Class N
a
 % 
Level 1   
  Section 1 16 25 
  Section 2 15 23 
  Section 3 15 23 
  Section 4 18 28 
  Total  Level 1 64 100 
Level 2   
  Section 1 13 14 
  Section 2 8 9 
  Section 3 10 11 
  Section 4 12 13 
  Section 5 11 12 
  Section 6 9 10 
  Section 7 15 17 
  Section 8 12 13 
  Total Level 2 90 100 
a 
N-size represents the number of students who 
provided informed consent in each class and whose 
essays were collected 
 
 To collect longitudinal data for case study analysis, posttest essays from the end of 
Level 2 coursework were also obtained to represent the beginning of Level 3. Students 
were excluded from the case study if: (1) data were missing from a pretest and/or posttest 
or (2) they failed to complete the online demographics questionnaire shown in Appendix 
F. Of the remaining 154 students who provided consent, only 7 met the criteria. One 
additional student was excluded due to a server error that prevented the extraction of data 
from the scoring engine. Table 17 shows demographic information of the remaining 
students. Their data were used for a case study analysis to illustrate how well CAFFite can 
demonstrate students’ individual developmental trajectories across program levels. 
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Students’ ages ranged from 19 to 23. There were four males and two females. Two 
students were from STEM majors (mechanical engineering/physics, and chemical 
engineering); four students were from non-STEM majors (finance, marketing, 
journalism/mass communication, and pre-business). Four were native Mandarin speakers, 
and two spoke Korean as a first language. On average, the students rated the importance 
of improving their academic writing as a 7.71 out of 9 (Min. = 4, Max = 9, Mode = 9).  
Table 17 
Demographic Information of Students for Analysis of Individual Developmental 
Trajectories 
ID Age Gender Major First 
language 
Importance of 
improving academic 
writing 
a
  
Student 1 19 Female Journalism & Mass 
Communications 
Mandarin 7 
Student 2 20 Male Finance Mandarin 9 
Student 3 23 Female Marketing Mandarin 4 
Student 4 19 Male Mechanical 
Engineering & 
Physics 
Mandarin 7 
Student 5 21 Male Chemical 
Engineering 
Korean 9 
Student 6 19 Male Pre business Korean 9 
a
 rating based on a scale from 1 to 9 (1 = Not important at all, 9 = Extremely important) 
Data Collection 
 In order to arrive at valid conclusions concerning learning processes and 
outcomes, this study does not provide experimental treatments or interventions that might 
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modify the normal process of change. As stated by Duff (2008), “the data reflect natural 
changes in the students’ behavior and knowledge, influenced by numerous possible 
factors, such as the environment, physical maturation, cognitive development, and 
schooling” (p. 41). Therefore, data in the form of writing samples were collected at 
naturally occurring intervals over the span of two academic semesters (from Fall 2013 to 
Spring 2014). Time 1 data collection occurred at the beginning of Level 1 when students 
first entered the course. Time 2 occurred at the beginning of Level 2 when students had 
already completed Level 1. The final time, Time 3, occurred at the end of Level 2, which 
represents the beginning of Level 3 in the present study, when students are expected to 
have acquired the skills taught in the ESL writing curriculum in order to succeed in other 
academic coursework. Fifteen weeks occurred between Level 1 and Level 2. Seventeen 
weeks occurred between Level 2 and Level 3 due to a short semester break. Additional 
time series data will need to be collected upon validating the scoring engine in order to 
provide a more precise representation of students’ development across time. 
 The principle investigator worked with the ESL coordinators of Level 1 and Level 
2 to suggest appropriate writing prompts for the pretest and posttest at each level. The 
prompt chosen for the fall 2013 pretest for both Level 1 and 2 was on career decisions.  
In your opinion, what factors should a person consider when choosing a career? 
Should people follow their personal, intellectual, or political interests? Is salary 
the most important factor? What about status or family influence? Discuss which 
factors you think are most important for an individual to consider when choosing 
a career. Support your position with reasons and/or examples from your own 
experiences, observations, or reading. 
 
However, the prompts for the posttest varied for each class in order to enhance the validity 
of the tests (i.e., students in each class received a different writing prompt so that prompts 
were not shared between students and between classes prior to students taking the test). A 
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list of prompts that were used can be found in Appendix D. Administration of the tests 
followed similar procedures as the EPT. The difference was that students were granted a 
full 40 minutes to complete their essay under the assumption that an extra 10 minutes 
would allow students to demonstrate their true writing abilities.  
Quantitative/Qualitative Data Processing and Analysis 
 Once the writing samples from the 171 students in the classroom context were run 
through CAFFite, the output was analyzed using descriptive statistics to answer the 
question, “How well do CAFFite scores differentiate between group of learners at 
different levels of the ESL curriculum?” These statistics helped to visualize group trends 
in students’ development at each program level. They also helped to show any outliers 
that may be struggling or excelling in one or more of the CAFF measures. An additional 
analysis was conducted to determine whether their was a difference between the 
automated scores of students at Level 1 versus Level 2. Assumptions for normality and 
normality were checked in SPSS22 and met; therefore an independent samples t-test was 
conducted. This test compares mean scores on a continuous dependent variable (CAFF 
measures) for two different groups of participants (students at Level 1 and students at 
Level 2) who represent the dependent variable.  
 As a final step in the research process, the six individual cases were assessed to 
answer the final research question, “How well do CAFFite scores demonstrate students’ 
individual developmental trajectories across program levels?” Data from any measure 
fully validated in the results of the testing context were visualized in graphs. Examples 
from students’ writing were extracted to further described language use and determine 
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whether the automated scores were adequately and appropriately representing students’ 
development. 
Chapter Summary 
 The methods described in this chapter were used to achieve the final goal of 
supporting or refuting the claim that CAFFite scores reflect students’ development in 
complexity, accuracy, fluency, and functionality across ESL program levels in the target 
domain of a real-life academic context of an English-medium institution of higher 
education. The methodology included two phases. The first phase involved data from the 
testing context; the second phase involved data from the classroom context. The next two 
chapters provide the results and discussion from each context. 
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CHAPTER V 
TESTING CONTEXT: RESULTS AND DISCUSSION 
 
 This chapter presents the results and discussion of data collected and analyzed 
from the testing context to support the interpretive argument. The findings are reported as 
they address the research questions associated with the assumptions from the evaluation 
and generalization inferences that were identified in Chapter II. This chapter begins with a 
presentation of results from research questions related to the testing context (Research 
Questions 1-4). The intent is to provide evidentiary support for or against the assumptions 
underlying the inferences in the interpretive argument for the CAFFite automated essay 
scoring engine. The chapter concludes with a summary of findings from the testing 
context and an interpretation of the extent the findings support or challenge the two 
inferences.  
Results Relevant to the Evaluation Inference 
 The claim underlying the evaluation inference is that students’ observed 
performance is evaluated by the AES engine to produce automated scores that reflect 
students’ developmental level. This claim can be made assuming that the CAFF measures 
are applied accurately to the automated scoring model to provide evidence of students’ 
writing abilities. To provide backing for this assumption, the research question 
investigates CAFFite’s accuracy. In other words, how accurate is CAFFite’s detection of 
CAFF measures? In order to answer this first research question, an analysis of precision, 
recall, and F1-score using 86 essays from the fall 2012 testing set was conducted. (Note: 
four essays were excluded due to server errors.) The results that would provide the 
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evidence necessary for supporting the assumption are precision values that meet the “gold 
standard” for performance. The gold standard for performance of the engine was set based 
on the research of Quinlan et al. (2009) who suggest reaching 80% precision before 
integrating a feature into a AES scoring model.  
 To investigate the accuracy of detecting lexical complexity features, lexical 
distributions were compared to the Lexical Frequency Profile (LFP) (Laufer & Nation, 
1995). With counts from the LFP as the standard reference, findings show that CAFFite 
performed well in detecting each of the lexical complexity features (Table 18). These 
features were detected at a precision well above the 80% standard (word types =1, tokens 
=.99, and AWL types = 1). 
Table 18 
Precision, Recall, and F1-score of the CAFFite scoring engine with Lexical Frequency 
Profile (LFP) as standard reference
 
(N =86
a
) 
 
Total 
features 
detected 
by LFP 
Performance of the CAFFite scoring engine 
CAFF 
feature 
Relevant 
Features 
Retrieved 
Irrelevant 
Features 
Retrieved 
Relevant 
Features 
Not 
Retrieved 
Precision Recall 
F1-
score 
Types 12285 11396 0 889 1.00 0.93 0.96 
Tokens 20852 20852 194 0 0.99 1.00 1.00 
AWL 
Types 506 506 40 0 
1.00 1.00 1.00 
a 
Four texts were excluded due to a server error 
 
 Laufer and Nation have shown that lexical frequency profiles are useful in 
distinguishing learners across proficiency levels by examining the relationship between 
vocabulary knowledge and vocabulary use. In their study, results were stable for two 
pieces of writing by the same person, suggesting that the measures for lexical use are 
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reliable and thus useful for determining the factors that affect judgements of quality in 
writing. Although additional development may be needed to account for the relevant 
features not retrieved by CAFFite, the high precision indicates that CAFFite performs 
similarly to the LFP and thus shows promise in providing valuable information about 
learners’ vocabulary size.  
 When human codes were used as the standard reference (Table 19), findings show 
that CAFFite performed well in detecting eight CAFF features (t-units, phrases, 
conjunctions, and material, relational, mental, existential, and behavioral processes), 
demonstrating levels of precision well above the 80% standard. However, four features 
were detected with low accuracy. Dependent clauses were detected with precision = .69, 
recall = 1, F1 = .82. Error-free T-units were detected with precision = .64, recall = 1, F1 = 
.78. Appreciation resources were detected with precision = .59, recall = 1, F1 = .74. 
Verbal processes were detected with precision = .67, recall = 1, F1 = .80. 
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Table 19 
Precision, Recall, and F1-score of the CAFFite scoring engine with human codes as 
standard reference (N =86
a
) 
CAFF feature 
Total 
features 
detected  
by 
human 
coder 
Performance of the CAFFite scoring engine 
Relevant 
Features 
Retrieved 
Irrelevant 
Features 
Retrieved 
Relevant 
Features 
Not 
Retrieved 
 
Precision 
 
Recall 
 
F1-
score 
T-units 1737 1737 167 0 0.91 1.00 0.95 
Dep. Clauses 734 734 329 0 0.69 1.00 0.82 
Phrases 5666 5666 1508 0 0.79 1.00 0.88 
Error-free  
  T-units 
936 936 522 0 0.64 1.00 0.78 
Conjunctions 1679 1589 0 90 1.00 0.95 0.97 
Appreciation   
Resources  
2358 2358 1652 0 0.59 1.00 0.74 
 
Processes 
       
  Material 1251 1251 234 0 0.84 1.00 0.91 
  Relational 707 707 104 0 0.87 1.00 0.93 
  Mental 333 333 18 0 0.95 1.00 0.97 
  Verbal 117 117 59 0 0.67 1.00 0.80 
  Existential 68 68 0 0 1.00 1.00 1.00 
  Behavioral 107 107 27 0 0.80 1.00 0.89 
a 
Four texts were excluded due to a server error 
 In an attempt to account for the low precision, linguistic analysis of a random set 
of 20 essays was performed to identify sources of errors by using a method similar to 
Chukharev-Hudilainen and Saricaoglu (2014). Error-free T-units were excluded from the 
analysis because the known source of error is due to the use of an open source proof-
reading software as an external reference for error detection (see 
https://www.languagetool.org/). The types of errors identified by LanguageTool (LT) 
varied from those identified by humans who used the guidelines in Polio (1997). For 
example, LT counts spelling errors whereas the humans did not. Therefore, evidence 
cannot be provided in support of the use of the EFT/T measure for gauging students’ 
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development in accuracy. The remaining features were analyzed for false negatives 
(irrelevant features retrieved by CAFFite). There were no false positives (relevant features 
not retrieved by CAFFite) for any of the three features. 
 Table 20 shows the sources of error in detecting the three CAFF features. The 
second column identifies the total number of features identified by CAFFite. The next 
column shows how many of the total features identified were irrelevant, meaning that they 
were not identified by the human coder. The last set of columns indicates the source of the 
errors.  
Table 20 
Source of errors in feature detection of the CAFFite engine (N = 19)
a
 
CAFF feature 
Total 
features 
detected 
Irrelevant 
Features 
Retrieved 
Source of errors 
CAFFite 
rule issues 
Learner 
language 
problems 
Syntactic 
parser 
failures 
Unclassified 
N % N % N % N % 
Dependent 
Clauses 
236 73 5 6.8 44 60.3 9 12.3 15 20.5 
Appreciation 
Resources 
891 367 198 54.0 55 15.0 38 10.4 76 20.7 
Verbal 
Processes 
39 13 10 77.0 3 23.1 1 7.7 0 0.0 
a
 One essay was excluded due to a server error 
  
 
 For dependent clauses, CAFFite was trained to identify all instances when the 
parser tags an “SBAR,” defined as any instance when a clause is introduced by a (possibly 
empty) subordinating conjunction, or “SBARQ,” any direct question introduced by a wh-
word or a wh-phrase. This method of defining CAFFite rules was problematic in 6.8% of 
the 73 irrelevant features retrieved. Here are two examples with the irrelevant dependent 
clause underlined: 
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(1) However, does it lead to a better world?  
(2) I thought even the machine make our life more convient, we also should keep an 
eye on it and do something in person in order to get a healthy life.  
In the first example, when the adverb “however” is followed by a direct question, the 
parser tags the word as WHADVP (A Wh-adverb that introduces a clause with an NP gap) 
and labels the whole sentence with SBARQ (Figure 12a). When “however” is not 
followed by a direct question, the word is tagged as an ADVP (adverb phrase) and the 
whole sentence is labeled with “S,” a simple declarative clause, and CAFFite will not 
detect an irrelevant dependent clause (Figure 12b).  
 
Figure 12. Example CAFFite rule error in detecting dependent clauses. a) Sentence starting with 
“however” followed by a direct question; tagged as SBARQ. b) Sentence starting with “however” 
followed by a declarative sentence; tagged as “S.” 
 
 Interestingly, the second example sentence was tagged with a dependent clause 
because of the phrase “in order to.” Whenever this same phrase occurs in a sentence, the 
parser tags an SBAR. This error could be labelled as a parser failure; however, because 
the issue reoccurred in the corpus frequently (five different times), a rule should be written 
to accommodate for the error. It was thus coded as a CAFFite rule issue. 
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 Learner language problems were the most common source of error in the 
identification of dependent clauses (60.3%). Errors due to language use were verified by 
correcting the students’ error and then running the sentence through CAFFite a second 
time. If the irrelevant clause was no longer detected, the source of the error was coded as a 
learner language problem. Any type of grammatical, word usage, or mechanical error 
seemed to affect the accuracy of the parser and thus the precision of CAFFite’s detection 
of dependent clauses. The sentences below provide an example of each type of error. The 
underlined parts of each sentence indicate an irrelevant dependent clause that CAFFite 
identified. The first sentence is a fragment, a grammatical error. The second sentence has 
wrong word usage error; the word “convince” should be in the adjective form not the verb 
form. The third sentence has an error in mechanics. Here, the student wrote a run-on 
sentence. When the comma was omitted, the parser recognized the final independent 
clause as a dependent clause (Figure 13a). In Figure 13b, a comma was added after the 
word “money,” and the parser was able to correctly parse the sentence so that no 
dependent clause was detected. This demonstrates that the error was truly due to learner’s 
language and not the parser. 
 (1) For example, not only using them for calling, playing games, search on the 
internet, see the email and so on.  
(2) Second, in the city, there are many convince machines such as the train station , 
bus and taxi system.  
(3) Modern convenience helped us gain life and money so it must be important for our 
life.  
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Figure 13. Example learner language problem in detecting dependent clauses a) Run-on sentence 
with irrelevant dependent clause. b) Comma added to fix run-on sentence to demonstrate that the 
source of the error is a language learner problem and not a parser failure. 
 
 Occasionally, the parser would fail, which resulted in the irrelevant detection of 9 
out of 92 dependent clauses (12.3%). These failures were due to phrases that the parser 
detected as starting with a subordinating conjunction as in the following examples: 
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(1) If so, medical care should be improved.  
(2) As is, the world is full of convenience things.  
The remaining 16 dependent clauses were coded as “unclassified” (20.5%) because the 
engine correctly detected the dependent clause and the human coder did not. This finding 
shows that the choice of method is limited in that precision/recall analysis ignores 
performance in correctly handling negatively extracted language features. Furthermore, 
the analysis fails to take account the chance level performance (Powers, 2011). That is, the 
standard in computational linguistics for feature detection centers around precision, which 
reflects how many of the relevant cases the engine retrieves, but little is known about the 
relevance of the features returned. For this reason, linguistic analysis is critically 
important for providing additional insight into precision/recall findings. 
 The source of error in detecting appreciation resources was almost exclusively due 
to CAFFite rules (54.0%). This was mainly because of multi-word expressions, transition 
words, and subordinating conjunctions tagged as adverbs. Below are a few examples with 
irrelevant features underlined: 
(1) Our live become more and more easy. 
(2) Moreover, modern conveniences freed people for doing the same staff again and 
again. 
(3) As far as I am concerned, I strongly believe that modern conveniences are 
beneficial. 
In the first two examples, “more and more” and “again and again” were manually coded 
as one appreciation resource each whereas CAFFite counted two resources (more + more 
= 2, again + again = 2). Transition words and subordinating conjunctions tagged as 
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adverbs were also problematic. Words like “however,” “moreover,” “then,” “first,” and 
“second,” were all automatically tagged as appreciation resources but not manually coded. 
One fix would be to exclude any words that CAFFite recognizes as a conjunction. This 
would include any word in the list of conjunctions for the textual metafunction in the 
functionality construct. In the third example, the word “far” was not manually coded as a 
resource but was counted by CAFFite because the parser tagged the word as an adverb 
while the human coder recognized it as a set expression and thus did not count it. 
 Fifty-five of 367 irrelevant features were detected due to learner language 
problems (15.0%). The reason is similar to the errors in detecting dependent clauses; 
sometimes, students used a wrong word or a wrong word form. Syntactic parser failures 
contributed to 10.4% of the errors because of incorrect part-of-speech tags. In the 
following sentence, for example, the word “so” was tagged as an adverb when it is 
actually a coordinating conjunction.  
(1) We say America is a country of freedom, so why should we resist the things gives 
us freedom. 
Interestingly, there were many unclassified appreciation resources. As with dependent 
clauses, the unclassified resources were likely due to the limitations of the analysis and/or 
human inconsistencies. Bennett and Bejar (1998) argue that using humans as the sole 
evaluators for refining an automated scoring procedure could result in a suboptimal 
outcome. They state, “...to capitalize on automated scoring’s ability to improve 
assessment, we should not use the scores of human raters as the sole validity or calibration 
criterion” (p. 16). This statement highlights the necessity of providing multiple forms of 
validity evidence to justify the use of AES scores. 
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 Finally, verbal processes were inaccurately detected also primarily due to CAFFite 
rule issues (71.4%). The engine failed to correctly identify 14 out of 39 verbal processes. 
Ten were due to CAFFite rule issues because the rules failed to take into account gerunds 
(a noun made from a verb by adding "-ing") in the subject position. Here is an example 
where the gerund “talking” was counted as a verbal process:  
  
Another issue was with verbs in infinitive phrases when the “to” is omitted, as in the 
following example: 
 
An additional three errors were due to learner language problems (21.4%). The next two 
examples show how using the incorrect word form can lead to the incorrect identification 
of processes. In sentence 3, the word “convince” should be the adjective “convincing” but 
is instead in the verb form. In sentence 4, the word “says” should be in the noun form 
“saying” but is instead in the verb form as well.  
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However, as the following example suggests, if the student in sentence 4 correctly used 
the noun form, it is likely that the StandfordCoreNLP parser would have incorrectly 
parsed the sentence.  
 
In example sentence 5, the parser tagged the word “saying” as a verb when it is actually a 
noun in reference to the quote that follows. 
 Results from the precision/recall and linguistic analysis provide backing for the 
assumption that CAFF measures are applied accurately to the automated scoring model to 
provide evidence of students’ writing abilities. Findings indicated that four CAFF features 
(dependent clauses, error-free t-units, appreciation resources, and verbal processes) were 
detected with low accuracy and challenge the assumption. The detection of these four 
measures should be improved through additional tool development in order to argue for 
their use in the scoring model. However, eleven CAFF features (word types, tokens, 
academic word types, t-units, phrases, conjunctions, and material, relational, mental, 
existential, and behavioral processes) met the gold standard of 80% precision and thus 
provide support for the assumption underlying the evaluation inference of the interpretive 
argument. The results in support of the assumption allow us to move from the evaluation 
inference to the generalization inference in order to provide additional validity evidence to 
validate the use and interpretation of CAFFite scores.  
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Results Relevant to the Generalization Inference 
 The claim underlying the generalization inference is that students’ observed scores 
reflect consistency that would appear across raters, over occasions of assessment, and 
versions of tasks. This claim can be made assuming that the human raters are consistent 
among themselves, the AES scores are estimates of expected scores from human raters, 
and the AES scores are consistent across writing prompts. The research questions that 
were developed to provide backing for these assumptions were the following: (1) What is 
the reliability between human rating scores of students’ writing?, (2) What is the 
reliability between human rating scores and the CAFFite scoring engine?, and (3) To what 
extent does the relationship between human rating scores and the CAFFite scoring engine 
remain consistent across writing prompts? Correlation analysis was conducted to 
determine the human-human and human-computer consistency in CAFFite’s detection of 
CAFF features. Agreement statistics were calculated for comparison of holistic ratings. 
The results that would provide the evidence necessary for supporting the assumption are 
human-computer correlation coefficients that reach at least .70 and/or reach the level of 
acceptability in human score degradation, which means that human-computer reliability 
should not be more than .10 lower than the human-human reliability (Williamson et al. 
2012). 
Human-human Reliability 
 Correlation analysis was conducted to investigate the coding consistency between 
human-human coders. Coding of word types, tokens, and academic word types were 
excluded from this analysis because humans were not involved in the coding of these 
features. As shown in Table 21, the human coders were generally consistent among 
110 
 
themselves. (See Appendix D for descriptive statistics of human-human and human-
computer coding of CAFF features.) At the lower bound of significance was coding for 
phrases (Spearman’s ρ = .698) at a .05 significance level. This coefficient was only a 
slight improvement from a pilot study, which showed that phrases were the most difficult 
of all the CAFF features for humans to code consistently. Surprisingly, coding of mental 
processes (Spearman’s ρ = .611) also did not reach the standard.  
Table 21 
Spearman’s Rank Order Correlation for Human-Human and Human-Computer Inter-
coder Reliability from the Fall 2012 Testing Set
a
 
 ρ 
 human-human
a
 human-computer
b
 
CAFF feature   
T-units .976**
c
 .918** 
Dep. Clauses .756** .742** 
Phrases .698* .690* 
Error-free T-units .958** .735** 
Conjunctions .773** .295** 
Appreciation  .755** .425** 
Processes   
  Material .738** .736** 
  Relational .760** .636** 
  Mental .611** .605** 
  Verbal .885** .554** 
  Existential .877** .792** 
  Behavioral .875** .916** 
a
 Coding was based on an N-size of 20 student texts.  
b
 Coding was based on an N-size of 86 student texts. 
c
 ** Correlation is significant at the .01 level (2-tailed);  
    * Correlation is significant at the .05 level (2-tailed).
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 During further linguistic analysis to explain the low correlation, findings showed 
that the majority of disagreement was due to how coders categorized two verbs, “need” 
and “want” as in the following examples: 
(1) First of all, people who live in the modern society need to use all of those 
conveniences. 
(2) It is harmful to our health, so we need to learn how to make a schedule for us. 
(3) If they want, they can take some fast food as dinner.  
(4) For instance people do not need to go post-office to send mail and go to malls to 
buy many types of products they want to buy.  
In each of these examples, human coder 1 coded the underlined verbs as mental processes 
whereas the other coder viewed them as material processes. CAFFite was trained to 
analyze these verbs as mental processes because they offer a sense of perception or 
cognition.  
Human-computer Reliability 
Also shown in Table 21 are the results for the human-computer reliability 
estimates. Human-computer consistency was slightly lower than human-human 
consistency for each of the features except for behavioral processes where the human-
computer coding (Spearman’s ρ = .916) was more consistent than human-human coding 
(Spearman’s ρ = .875). Derewianka (1990) says that behavioral processes are “similar to 
action verbs” [Material Processes] and “tend to represent (typically human) bodily actions 
usually only with one participant.” She says behavioral processes “often lie between 
‘doing’ [Material Processes] and ‘sensing’ [Mental Processes] (p. 20). Therefore, human 
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judgement was likely to classify subjectively behavioral processes while the computer 
remained objective in its classification.  
The human-computer reliability for detecting t-units was the highest (Spearman’s 
ρ = .918). Human-computer coding of phrases was just below the .70 standard 
(Spearman’s ρ = .690); however, the standard for human score degradation was met, 
suggesting that the computer is just as consistent as humans. The lower human-computer 
reliability is not surprising, however, because although precision/recall analysis 
demonstrated high accuracy in detecting phrases, there are some known errors in the 
identification of phrases. Based on results from the linguistic analysis, it was noticed that 
the computer coded some pre-noun modifiers differently than humans. For example, 
“most of the” and “some of the” were manually identified as quantifiers. The computer 
recognized a prepositional phrase. Take the following sentence as an example: 
In sentence one, the human coder did not tag anything because “some of the” was 
recognized as a quantifier. However, as shown in sentence two, the computer identified a 
prepositional phrase functioning as an adjectival to modify “some,” which was tagged as 
the head of a noun phrase. In the Longman Grammar of Spoken and Written English, there 
is a list of quantifiers like this one. CAFFite would have to be trained to recognize when 
these quantifiers occur before a noun and to not count them as a phrase. 
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Also reaching the standards for consistency were material (Spearman’s ρ = .736) 
and existential (Spearman’s ρ = .792) processes. Interestingly, the coding of dependent 
clauses met the expected reliability standards (human-human = .756 and human-computer 
=.742) despite the results from the precision/recall analysis. This is likely due to the 
limitations of the precision/recall analysis, which supports the argument that one method 
of analysis is not sufficient for providing validity evidence for or against the use of an 
assessment. 
The remaining measures must be interpreted with caution. As stated earlier, the 
analysis of error-free t-units was different between humans and the computer because 
CAFFite was trained using LanguageTool. Although human-computer agreement meets 
the gold standard of .70, the coefficient is more than .10 lower than the human-human 
agreement, violating the standard set for human score degradation. The findings for 
appreciation resources (Spearman’s ρ = .425) and verbal processes (Spearman’s ρ = .554) 
seem to corroborate with the findings from the precision/recall analysis. While the 
accuracy in detecting these features was lower than the threshold of 80% precision, the 
human-computer reliability was also lower than the standard of .70, as would be expected.  
It is interesting to note that human-computer reliability for coding of conjunctions 
was very low (Spearman’s ρ = .295). With a closer look at the precision/recall findings 
from Table 19, the detection of conjunctions was the only measure with relevant features 
that were not retrieved. This finding seemed to largely affect the reliability between 
human-computer coding. Through an in-depth analysis of conjunctions, it was found that 
the list of conjunctions used to train the AES engine was not exhaustive. The first column 
in Table 22 provides a list of relevant conjunctions not retrieved by CAFFite. These 
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conjunctions were manually coded but not yet added to the CAFFite algorithms. The 
second column includes a list of complementary conjunctions that were included in the 
algorithm; this list needs to be updated in order to improve the reliability of detecting 
conjunctions and provide validity evidence in support of this measure of functionality. 
Table 22 
List of conjunctions manually coded but not included in CAFFite algorithms
a
 
Relevant conjunctions not retrieved Complementary conjunctions in CAFFite code 
additionally 
besides 
furthermore 
in addition 
also  
moreover 
in my opinion 
 from my point of view 
with this in view  
in other words 
at last 
in a word 
in a nutshell 
lastly 
last of all 
finally 
caused by 
causes of 
causes for 
to start with 
first 
firstly 
n/a 
as an example 
for example 
for instance 
a 
Conjunctions were identified based on the theory of systemic functional linguistics  
 
 Although updating the list of conjunctions requires minor changes, conjunctions 
alone do not fully demonstrate students’ abilities to connect various parts of a text. Other 
cohesive devices, which help to bind a text together, are also important. Devices such as 
reference, ellipsis and substitution, and lexical cohesion can be used to strength cohesion 
(Collerson, 1994). Therefore, the next step in tool development is to consider how the 
detection of these cohesive devices can be automated to contribute to the understanding of 
students’ development in textual cohesion.  
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The results from human-computer reliability also suggest that the issues with 
coding of mental processes goes beyond the issues described earlier for human-human 
reliability where the verbs “want” and “need” were problematic. Upon further analysis of 
the computer automated results, it was found that some mental verbs were coded as two 
different processes. For example, the verb “agree” and “insist” were coded as a mental 
and a verbal process. “Worry” was also coded as a behavioral process. Other verbs such as 
“conclude” and “observe” were coded as mental and material processes. This is 
understandable because depending on the context of use, some verbs have multiple 
functions; that is, they can be used to accomplish different communicative intents. For 
future CAFFite development, a decision will have to be made regarding which function of 
a verb is most commonly used in ESL student writing. This will help determine in which 
list the process should exclusively belong. Unfortunately, the approach underscores the 
major drawback of computer scoring; the notion that computers violate the social nature 
of writing and are not humanistic (CCCC, 2004; Deane, 2013; Page & Petersen, 1995).  
The final feature that was coded inconsistently was relational processes 
(Spearman’s ρ = .636), which was also more than .10 below human-human reliability of 
Spearman’s ρ = .760). Further analysis suggests that the inconsistencies were due to a 
CAFFite rule issue. The rules for CAFFite were not created to take into account the “be” 
verb in existential processes. Figure 14 provides an example. CAFFite code counts the 
root verb of a verb string and runs the verb through several lists to categorize it into the 
correct process type. For existential verbs, the coding process is different. CAFFite 
recognizes the tag “EX,” which means “existential verb.” However, all existential verbs 
contain a relational verb as well, labeled “6: VBP” in the figure. Thus, CAFFite counts the 
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feature twice, once as an existential verb and once as a relational verb. As a result, the 
human-computer reliability is lower than expected. 
 
Figure 14. Example CAFFite rule error in detecting relational processes. 
 
In the case of word types, tokens, and AWL types, human codes were not 
applicable. Instead, comparisons were made between the LFP and CAFFite (computer-
computer). Table 23 suggests that consistency was high for detection of each feature, 
reflecting the high accuracy from the precision/recall analysis. These findings provide 
further support for the use and interpretation of lexical complexity scores (lexical 
variation and sophistication) and fluency scores (speed) in which use these features serve 
as a foundation.  
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Table 23 
Spearman’s Rank Order Correlation for Computer-Computer Inter-coder Reliability from 
the Fall 2012 Testing Set
 
(N = 86) 
 ρ 
 
computer-computer 
CAFF feature 
Types
a
 .857** 
Tokens .998** 
AWL Types .952** 
The Lexical Frequency Profile was used as the external reference. 
 
Human’s holistic ratings from the EPT were also compared to CAFFite’s score to 
determine whether CAFFite can reliably place students into developmental levels. The 
human scores that were used as a base of comparison were obtained from the fall 2012 
EPT testing cycle. During the EPT, two raters evaluated each essay and provided a 
placement into one of the three levels. If there was not consensus, a third rater was asked 
to provide judgement. It should be noted that there were instances when all three raters did 
not agree; in these cases, a fourth rater was involved. Thus, the human-human inter-rater 
reliability for placement on an interval scale of 1-3 levels was interval α = .62, which is 
borderline between “fair” and “good” (Strijbos & Stahl, 2007). Agreement was the same 
when data were transformed to reflect the binary nominal variable ordinal α = .62. Using 
human’s final holistic ratings and the CAFFite holistic score, agreement was very poor 
ordinal α = .09, which means the computer’s decision was completely random.  
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Although the agreement was lower than expected, it is not completely surprising 
that the automated score did not agree with the human ratings. First, human-human 
agreement was below an acceptable level. This low agreement largely affects the 
computer’s ability to accurately predict students’ developmental level because the 
computer is trained based on human’s judgments. If human judgments are not reliable, the 
computer would have difficultly producing a reliable score as well. In addition, the 
regression-based scoring model was not designed to take into account the several 
measures that could not be validated based on the analyses (i.e., dependent clauses, error-
free t-units, appreciation resources, verbal processes, and conjunctions). The low accuracy 
and reliability in the detection of these features could have contributed to the low 
reliability in producing a holistic score. Most importantly, however, is that CAFF 
measures were not developed to be able to predict students’ level of development due to 
the nonlinear development of students’ language. Larsen-Freeman and Cameron (2008) 
argue: 
Whereas positivist research is based on the assumption that there are 
universal laws and thus sets predictability as a goal of the research process, 
from this complexity theory perspective, no two situations can be similar 
enough to produce the same behavior; thus predictability becomes 
impossible. (p. 16)  
The value of the holistic scores is therefore limited, but the patterns that emerge from the 
CAFF scores are promising. 
  
119 
 
 Results from the human-computer inter-coder reliability analysis indicate that half 
of the measures (six of 12) were consistently detected (t-units, dependent clauses, phrases, 
and material, existential, and behavioral processes). Support for the use of the remaining 
features (error-free t-units, conjunctions, appreciation resources, and relational, mental, 
and verbal processes) was not obtained. The following section describes the final analysis 
of the generalization inference for determining whether the AES scores are consistent 
across writing prompts. 
Reliability Across Writing Prompts 
 To determine whether the AES engine is consistent across writing prompts, 84 
essays from the spring 2013 testing cycle were coded. Three features (word types, tokens, 
and academic word types) were automatically coded using the LFP; the remaining 12 
features were manually coded by the same individual human coder as previous analyses. 
Due to server error, two of the 84 essays were excluded from the analysis. Codes from the 
remaining texts were compared to the automated output from CAFFite (Table 24). 
Table 24 
Spearman’s Rank Order Correlation for Inter-coder Reliability from the Spring 2013 
Testing Set
 
(N = 82)
a
 
 ρ 
 
human-computer CAFF feature 
Types
b
 .994**
 c
 
Tokens .999** 
AWL Types .946** 
T-units .733** 
Dep. Clauses .734** 
Phrases .894* 
Error-free T-units .312 
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Table 24 continued  
  
Conjunctions .479* 
Appreciation  .684** 
Processes  
  Material .786** 
  Relational .617** 
  Mental .551** 
  Verbal .763** 
  Existential .822** 
  Behavioral  .731** 
a
 Two essays were eliminated due to server error 
b
 The Lexical Frequency Profile was used to code types, tokens, and 
AWL types for computer-computer reliability. The remaining 
features were manually coded for human-computer reliability. 
c
 ** Correlation is significant at the .01 level (2-tailed);  
    * Correlation is significant at the .05 level (2-tailed).
 
 
 Not surprisingly, reliability results generally corresponded to the values from Fall 
2012. Types (Spearman’s ρ = .994), tokens (Spearman’s ρ = .999), and AWL types 
(Spearman’s ρ = .946) remained consistent. The inter-coder reliability for coding t-units 
(Spearman’s ρ =.733) and dependent clauses (Spearman’s ρ =.734) were strong albeit the 
reliability for coding t-units was lower than for the fall 2012 testing set. Consistency in 
coding phrases improved from Spearman’s ρ = .690 for the fall 2012 set to Spearman’s ρ 
= 894 for the spring 2013 set while reliability decreased drastically for coding of error-
free t-units from Spearman’s ρ = .735 to Spearman’s ρ = .312, which again is not 
surprising because of how the manual and automatic coding schemes defined the construct 
of accuracy differently. Both the reliability for coding of conjunctions (Spearman’s ρ = 
.479) and appreciation resources (Spearman’s ρ =.684) increased, but the values still 
reflect the lower than expected reliability as seen in the fall 2012 testing set. The 
reliability of coding processes nearly mirrored that of the fall 2012 set; however there was 
some fluctuation. Material (Spearman’s ρ = .786 ), relational (Spearman’s ρ = .617), and 
existential (Spearman’s ρ = .822) processes were coded with nearly the same consistency 
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as the Fall, Spearman’s ρ = .736, .636, .792, respectively. Reliability for coding mental 
(Spearman’s ρ = .551) and behavioral (Spearman’s ρ = .731) processes were slightly 
lower than reliability of the fall set, and reliability for coding verbal processes increased 
from Spearman’s ρ = .544 to Spearman’s ρ = .763.  
 Results from the calculation of reliability across writing prompts indicate that the 
majority of features (10 of 15) were consistently detected (types, tokens, AWL types, t-
units, dependent clauses, phrases, and material, verbal, existential, and behavioral 
processes). Of these, all but verbal processes remained consistent in comparison to the fall 
2012 testing set. Support for the use of the remaining features (error-free t-units, 
conjunctions, appreciation resources, and relational, mental processes) was not obtained.  
Chapter Summary  
 Results from the testing context provide support for the use and interpretation of 
scores of nine of the 15 CAFF features (Table 25). Overall support was determined if the 
features met the standards for two of the three analyses (precision/recall, human-computer 
reliability, reliability across writing prompts). Features that are used for calculating 
syntactic and lexical complexity received overall support even though the precision for 
detecting dependent clauses seemed to be lower than expected. Error-free t-units, which 
are used to calculate general accuracy (EFT/T-units), received a blanket rejection. 
Evidence in support of this feature was not obtained in any of the three analyses due to 
how the construct of accuracy was defined by humans versus by the computer. Future 
development of the accuracy construct could focus on the identification of a small subset 
of error types, for example, those relevant to the most commonly occurring ESL errors 
(Ferris, 2011) or those with high error gravity (see Rifkin & Roberts, 1995). This would 
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help to ensure more accurate detection of errors that are most relevant to understanding 
the development of ESL students’ writing.  
Table 25 
Summary of the Validity Evidence in Support of the Use and Interpretation of Scores from 
the CAFF Features 
CAFF feature 
Validity evidence in support for use and interpretation 
of scores from the CAFF feature (Yes/No) 
Precision Fall 2012 
human-
computer 
reliability 
Spring 2013 
human-
computer 
reliability 
Overall 
support 
for 
feature 
Syntactic Complexity Features     
  T-units Yes Yes Yes Yes 
  Dep. Clauses No Yes Yes Yes 
  Phrases Yes Yes Yes Yes 
Lexical Complexity Features     
  Word types Yes Yes Yes Yes 
  Word tokens
a
 Yes Yes Yes Yes 
  AWL types Yes Yes Yes Yes 
Accuracy Feature     
  Error-free T-units No No No No 
Functionality Features     
Conjunctions Yes No No No 
Appreciation Resources No No No No 
Processes     
  Material Yes Yes Yes Yes 
  Relational Yes No No No 
  Mental Yes No No No 
  Verbal No No Yes No 
  Existential Yes Yes Yes Yes 
  Behavioral Yes Yes Yes Yes 
a 
Word tokens are also needed for calculating fluency 
 
 Evidence in support of the functionality features were mixed. Conjunctions, which 
are used to measure the textual metafunction of cohesion (conjunctions per clause) 
showed promise in the precision/recall analysis but not for human-computer reliability. 
Development of this portion of the scoring engine is straightforward. The list of 
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conjunctions used to count features needs to be more complete, which will be the early 
focus of further development following this research. Unfortunately, appreciation 
resources, which are used to measure the interpersonal metafunction of style, also 
received a blanket rejection because the engine recognized all adverbs and adjectives as 
appreciation resources regardless of whether or not they were part of a multi-word 
expression, used as a subordinating conjunction, or functioned as a transition word. 
Finally, the coding of processes received some support. The main concern is that the 
algorithms are created to count main verbs in clauses only and not gerunds or verbs within 
phrases; also, the lists of processes need to be more complete and verbs should be placed 
into an exclusive list of processes. Although some of these issues were addressed during 
the iterative process of refining the code, results from the analyses suggest that more 
development needs to occur. This development would add to the validity of using process 
types as a measure of content development in the ideational metafunction and help to 
demonstrate the usefulness of counting process types in the classroom context. 
 Overall, the results from the testing context are a step in the right direction. 
Although accuracy could not be fully validated, syntactic complexity, lexical complexity, 
and fluency measures show promise in providing students and instructors with diagnostic 
feedback on writing development. In the following section, these measures are explored in 
the classroom context to provide further evidence for their use to assess students’ 
development. Although functionality received mixed support, the automation of these 
features is still in its infancy. It is thus important to explore the potential of automatically 
detecting features of functionality in future studies before continuing to argue for their use 
in the classroom. 
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CHAPTER VI  
CLASSROOM CONTEXT: RESULTS AND DISCUSSION 
 
 This chapter presents the results and discussion of data collected and analyzed 
from the classroom context to support the interpretive argument. The findings are reported 
as they address the research questions associated with the explanation and extrapolation 
inferences that were identified in Chapter II. This chapter begins with a presentation of 
empirical findings that answer Research Questions 5-6. The intent is to provide backing 
for or against assumptions underlying the inferences. The overarching objective is to 
determine the adequacy and appropriateness of using CAFFite to assess students’ writing 
development across program levels in a real-life academic context of an English-medium 
institution of higher education. 
Results Relevant to the Explanation Inference 
 The claim underlying the explanation inference is that the expected scores reflect 
students’ level of academic writing based on a construct of academic writing proficiency. 
This claim can be made assuming that CAFFite scores are able to differentiate between 
groups of learners at different levels of writing development. To determine whether the 
validated features from the testing context can be used to differentiate between learners at 
each level, the following research question was examined, “How well do CAFFite scores 
differentiate between group of learners at different levels of the ESL curriculum?” To 
answer this question, a comparison of group differences was conducted using descriptive 
statistics and an independent-samples t-test. Results that show distinct differences between 
groups would provide the evidence necessary for supporting the assumption. Because the 
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intent of CAFF measures is not to predict developmental levels but to show patterns of 
development, this distinction can be shown through the visualization of differences 
between groups or through significant findings from the t-test. 
 Group comparisons were first conducted using pretest scores from ESL students in 
the classroom context. This meant that Level 3 scores were excluded because they reflect 
the posttest scores of students in English 101C: Academic English II. The graphs in Figure 
15 illustrate the scores obtained cumulatively by the ESL students in the six measures of 
three CAF dimensions (syntactic complexity, lexical complexity, and fluency). These 
measures were chosen for the analysis because of the previous results that validate use of 
the features that form the building blocks for the measures. In the following graphs, the 
horizontal axis shows the developmental level and the vertical axis the scores obtained for 
each measure.  
Figure 15. Level 1 and Level 2 Group Variation in Complexity and Fluency. 
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 In each of the measures, there are distinct differences between the two groups (See 
Table 26 for all means and standard deviations). Students at Level 1 tended to have less 
complex writing in general (12.17 words/t-unit vs. 12.95). They also had less 
subordination (.69 dependent clauses per t-unit versus .78) and less phrasal elaboration 
(32.29 phrases per 100 words vs. 33.02). These students demonstrated less lexical 
complexity as well. Their lexical variation (WT/√2W) was 8.55 vs. 8.96. Lexical 
sophistication (the number of sophisticated words types/total types) seemed to have the 
least amount of variation between groups (Level 1 = .05 and Level 2 = .06). Students’ 
fluency at Level 2 also seemed more developed. Level 1 was less fluent (6.77 
words/minute vs 7.52) and had less production (.97 clauses/minute vs. 1.11). 
Table 26 
Descriptive Statistics of Group Differences at Level 1 (N =62)
a
 and Level 2(N=90) 
  Level Mean SD 
Std. 
Error 
Mean 
Syntactic complexity-
General: 
1 12.17 2.31 0.29 
2 12.95 3.02 0.32 
Syntactic complexity-
Subordination: 
1 0.69 0.17 0.02 
2 0.78 0.26 0.03 
Syntactic complexity-
Phrasal: 
1 32.29 3.12 0.39 
2 33.02 3.66 0.39 
Lexical complexity-
Variation: 
1 8.55 0.93 0.12 
2 8.96 1.13 0.12 
Lexical complexity-
Sophistication: 
1 0.05 0.02 0.00 
2 0.06 0.03 0.00 
Fluency- 
Speed: 
1 6.77 1.64 0.21 
2 7.52 2.67 0.28 
Fluency- 
Amount of production 
1 0.97 0.26 0.03 
2 1.11 0.39 0.04 
a
 Two essays were excluded due to server error 
 
 
127 
 
 To determine whether these differences were statistically significant, an 
independent-sample t-test was performed (Table 27). Three variables showed significant 
difference between levels. There was a significant difference in phrasal elaboration (t(152) 
= -2.42, p <.05, d = .21),  
lexical complexity-variation (t(152) = -2.66, p < .05, d = .40), and fluency-amount of 
production (t(152) = -2.41, p < .05, d = .42). These findings indicate that although there 
were visual differences between the levels, four of the seven measures do not provide 
evidence of an actual difference in scores, which again is not the intent of CAFF 
measures. CAFF measures are beneficial for visualizing patterns in development. 
Table 27 
Independent-sample T-test for Mean Difference between Level 1 (N = 62) and Level 2(N = 90) 
 CAFF measure 
  
  
t-test for Equality of Means 
t df 
Sig. 
(2-tailed) 
Mean 
Difference 
95% Confidence 
Interval of the 
Difference 
d 
Lower Upper 
Syntactic complexity-
General 
-1.73 151   0.09 -0.78 -1.67 0.11 0.29 
Syntactic complexity-
Subordination 
-1.30 151   0.20 -0.73 -1.85 0.38 0.41 
Syntactic complexity-
Phrasal elaboration 
-2.42 151   0.02* -0.41 -0.75 -0.08 0.21 
Lexical complexity-
Variation 
-2.66 151   0.01* -0.01 -0.02 0.00 0.40 
Lexical complexity-
Sophistication 
-2.01 151   0.05 -30.20 -59.90 -0.51 0.39 
Fluency- 
Speed: 
-2.01 151   0.05 -0.76 -1.50 -0.01 0.34 
Fluency- 
Amount of production 
-2.41 151   0.02* -0.14 -0.25 -0.02 0.42 
Note: T-test run at .05 significance level 
a 
 * significant at the .05 level (2-tailed); 
 
 Visuals used to show variations between students within each level and within 
each course section are given in Figure 16. Here, box plots for Level 2 Section 1 provide 
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examples of how CAFFite can be used to visually identify students who may be struggling 
with or excelling in one subconstruct or another, that is, students who are performing 
higher or lower than others in the class. 
 
Figure 16. Visualization of Low and High Performing Students in Level 2 Section 1 on 
Measures of Complexity and Fluency. 
 
 The boxplots indicate that Student 5 and Student 13 seem to be performing above 
their peers in syntactic complexity via subordination and lexical sophistication, 
respectively. On the other hand, Student 4 may be struggling with lexical complexity-
sophistication. To explore whether these scores from CAFFite adequately and 
appropriately illustrate individual students’ development, the following section provides 
findings from an evaluation of students’ linguistic performance at the individual level. 
 Together, the findings from the explanation inference provide full support for the 
assumption that syntactic complexity, lexical complexity, and fluency measures can be 
used to differentiate between groups of learners at different levels of writing development. 
The findings from the t-test suggest that three measures are best (phrasal elaboration, 
lexical variation, and amount of production) at differentiating between groups. These 
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results may be helpful when continuing to improve the scoring model for providing a 
holistic score, but again, the intent is not to predict developmental paths but to visualize 
them. Although backing has been provided for demonstrating group differences, it is still 
important to determine the appropriateness and adequacy of using the scores at an 
individual level.  
Results Relevant to the Extrapolation Inference 
 The claim underlying the extrapolation inference is that the construct of academic 
writing proficiency as assessed by the AES engine accounts for the quality of linguistic 
performance in English-medium institutions. This claim can be made assuming that 
CAFFite scores are able to assess individual students’ nonlinear development across 
program levels. To determine whether the scores adequately reflect students’ individual 
development, an evaluation of six cases was conducted through an analysis of the 
automated scores and examples from students’ essays. This analysis was conducted to 
answer the following research question, “How well do CAFFite scores demonstrate 
students’ individual developmental trajectories across program levels.” Findings to 
provide support for the assumption underlying the extrapolation inference should 
demonstrate an accurate depiction of individual students’ writing quality. A more precise 
standard of evaluating score use is not possible due to the descriptive and qualitative 
nature of the analysis. 
 The graphs in Figure 17 illustrate the scores of Student 1. The benchmark and 
baseline scores were determined using the lowest and highest scores of each measure from 
the training set. These scores provide a comparison of the individual student to his or her 
peers in the same learning context. Findings from Student 1 suggest that at Time 1 the 
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student struggled most with lexical variation, performing right at the baseline while other 
measures (phrasal elaboration, lexical sophistication, and speed) were just above the 
baseline. From Time 1 to Time 2, syntactic complexity via subordination and fluency 
seemed to decrease as lexical complexity increased. From Time 2 to Time 3, all measures 
but lexical sophistication improved.  
 
Figure 17. Student 1’s scores on complexity and fluency from Time 1 to Time 3 in comparison 
to benchmark scores. 
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  Syntactic complexity via subordination seemed to have the most variation from 
Time 1 to Time 3; from Time 1 to Time 2, subordination decreased, and from Time 2 to 
Time 3, subordination increased. To explore whether or not this variation was truly 
representative of the students’ individual trajectory, the most complex sentences from 
Time 1, Time 2, and Time 3 were extracted (Table 28) (see Appendix H for students’ 
complete essays).  
Table 28 
Examples of the most complex sentences from Student 1’s essays at Time 1-3 with 
dependent clauses underlined 
Time 1 Time 2 Time 3 
Many people should 
consider carefully (1) when 
they choosing a career (2) 
because it is the most 
important part of their life 
In my opinion, money must 
be an important challenge 
(1) that parents face in 
raising children today. 
For example, Einstein 
listed the relative theory 
(1) because he challenged 
the old theory (2) that 
stated (3) that time is 
absolute, (4) which was 
believed by almost all of 
people at that time 
 
 At Time 1, the most complex sentence contained two dependent clauses, but at 
Time 2, subordination decreased as represented in the most complex sentence in the essay, 
which only had one dependent clause. Interestingly, the illustrative example from Time 3 
shows that the student increased complexity through use of four dependent clauses, which 
supports the descriptive findings in the figure. These results suggest that the scores for 
subordination accurately represent Student 1’s syntactic complexity via subordination. 
Although select sentences cannot fully describe a students’ development, they provide 
some evidence that the measure for subordination is able to represent a students’ 
development. Time-series modeling and analysis would be a next step in researching and 
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validating the complexity measure at an individual level. In this method of analysis, data 
from a series of data points over time are used to determine causal effects on a variable or 
change in a variable over time (Imdadullah, 2013)  
 Student 2 seemed to begin Level 1 just above the baseline in all of the 
subconstructs (Figure 18) but only developed from Time 1 to Time 2 in lexical 
sophistication and improved marginally in fluency. From Time 2 to 3, little to no 
improvement was seen based on the automated complexity and fluency scores except for 
in lexical variation where the student increased from 8.47 to 10.14 WT/√2W.  
 
Figure 18. Student 2’s scores on complexity and fluency from Time 1 to Time 3 in comparison to 
benchmark scores. 
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 Phrasal elaboration seemed to be the subconstruct that continuously decreased. 
The decrease may have been partially due to the prompts used. One may argue that the 
prompts this student received became slightly more complex each time, and it can be 
speculated that the increase in task complexity resulted in the use of less complex 
language. The prompt at Time 1 was on peer pressure, a topic that most if not all young 
adults have experienced at some point in their lives. Time 2 was on career decisions. 
Although students at the university level are likely to have chosen a field of study, many 
students have not thought ahead in the future to reflect on other life decisions such as 
choosing a career, especially not during their first year of university education. The final 
prompt was about critical thinking. The prompt specifically says that high school and 
college students in the United States are encouraged to think independently, to challenge 
accepted ideas, and to question ideas and opinions. This way of thinking is not the norm in 
other cultures, which could make writing about such a topic difficult to do. Though this 
speculation about task complexity may be plausible, objectively defining the inherent 
cognitive load of a task is difficult; thus, assessing the effects of task complexity on 
language performance is problematic (Pallotti, 2009). 
 However, studies focusing on task complexity are prominent, yet the effects of 
task on non-native speakers are mixed. For example, in a study on L2 speaking 
performance, non-native students performed more poorly on complex tasks compared to 
simple tasks with respect to fluency (measured by breakdown, speed, and repair) and 
functional adequacy (measured holistically on a rating scale to account for the amount of 
information conveyed and the intelligibility of the response). For lexical variation (the 
number of words divided by the square root of two times the total number of words), non-
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native speakers used lexically more diverse language in complex tasks in comparison to 
simple tasks (De Jong, Steinel, Florijn, Schoonen & Hulstijn, 2012). On the other hand, 
task complexity, as shown by Kuiken and Vedder (2012), did not have an influence on 
lexical variation, and there was also no significant effect on syntactic complexity (the 
number of clauses per t-unit and the number of dependent clauses divided by the total 
number of clauses) although a significant effect on accuracy (the number of error-free t-
units) was detected. One might speculate that the task design has an influence on 
performance. Non-native speakers may experience more difficulty in planning complex 
tasks compared to simple tasks, but once the complex utterances have been planned, 
production may not be affected (De Jong et al. 2012). Levkina and Gilabert (2012) 
provide evidence that planning did not have any significant effects on fluency, but as 
expected, increasing task complexity by reducing planning time resulted in lexically less 
rich speech, a finding that mirrors that of several other studies (Ortega, 1999; Yuan & 
Ellis, 2003).  
 A similar effect of task complexity and task design may be reflected in the 
automated scores; this suggests that although the scores may be valid, their use and 
interpretations should take into account the task specifications before drawing conclusions 
about a student’s development. These findings open doors to an array of research 
possibilities using CAFFite to investigate the interaction between task specifications and 
the assessment of language performance.  
 Automated scores indicated that Student 3 started Level 1 at a more advanced level 
of syntactic and lexical complexity than Student 1 and Student 2 and at a lower fluency 
(Figure 19). Interestingly, the student’s fluency was the subconstruct to develop the 
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furthest from Time 1 to Time 2 while the other measures either did not improve or stayed 
the same.  
 
Figure 19. Student 3’s scores on complexity and fluency from Time 1 to Time 3 in comparison to 
benchmark scores. 
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 From Time 2 to Time 3, lexical variation seemed to show the greatest 
improvement. At a closer look, Student 3 used the word  “interest” six times in the  essay 
at Time 2, as shown in the following examples: 
 
It is difficult, however, to attribute this word repetition to a lack of development in lexical 
variation because, based on the essay prompt, the student was asked how personal, 
intellectual, or political interests affect career decisions. This finding again demonstrates 
the possible effects that prompts can have in the interpretation of scores, but the evidence 
does not go against the claim that the automated measures can be used to assess students’ 
development. Instead the task or research design would have to be carefully constructed. 
 Student 4 was identified in the boxplots of the previous section on group 
differences as a low performing student in lexical sophistication at Time 1. The graph in 
Figure 20 suggests that even though the student performed low, he was above the 
benchmark at Time 1. However, he was consistently below the benchmark at Time 2 and 
Time 3. At the same time, fluency consistently improved and syntactic complexity stayed 
relatively stable.  
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Figure 20. Student 4’s scores on complexity and fluency from Time 1 to Time 3 in comparison to 
benchmark scores. 
  
 Table 29 provides the list of sophisticated words that the student used each time. It 
is interesting to note that at Time 1, three of the six words (circumstance, positive, and 
negative) came directly from the essay prompt. Three of the remaining eight (factor, 
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computers, data) were from the prompts at Time 2 and 3. The student’s testing strategy to 
use words from the prompts may have helped boost his lexical sophistication score, but 
even so, the student was not performing in line with his peers as the automated scores 
suggest. Thus, the scores for lexical sophistication for Student 4 seem to accurately reflect 
his level of development. 
Table 29 
List of sophisticated words used in Student 4’s writing from Time 1 to 3  
Time 1 Time 2 Time 3 
circumstances  
core  
ignore  
instance  
negative  
positive  
energy  
factor  
instance  
job  
summary 
computers  
created  
data  
 
 Figure 21 illustrates the scores from Student 5. This student displayed the most 
variation of all the cases. For example, as syntactic complexity via subordination 
decreased from Time 1 to 2, syntactic complexity via phrasal elaboration increased, and 
while lexical variation increased from Time 2 to 3, lexical sophistication decreased. The 
only stable increase in development was in speed. His essays increased in words per 
minute from 5.95 to 7.03 to 8.35. However, an evaluation of the student’s full-length 
essays in Appendix H does not support this finding. The students’ number of words in 40 
minutes from Time 1 to Time 2 and 3 was 293, 281, and 330 total words, demonstrating a 
decrease in speed from Time 1 to Time 2 and an increase from Time 2 to Time 3. This is a 
curious finding that does not corroborate with the overly positive results from the 
precision/recall and reliability analyses. Therefore, more research investigating this 
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concern is needed using a larger sample size and more in-depth analysis in order to 
determine if this finding generalizes across individuals from similar contexts of learning. 
 
Figure 21. Student 5’s scores on complexity and fluency from Time 1 to Time 3 in comparison to 
benchmark scores. 
 
 The final student, Student 6, showed similar tendencies to other cases with trade-
off effects occurring at each Level (Figure 22). This student, however, was the only one of 
the cases to demonstrate abilities in any of the measures that reached almost the 
benchmark level as seen in his scores for phrasal elaboration. His scores in fluency-
140 
 
amount of production, on the other hand, were the ones to show the most dramatic 
increase. From Time 1 to Time 2, the student remained about the same, decreasing 
slightly, but from Time 2 to Time 3, he showed a large increase from .73 dependent 
clauses per minute to 1.78, which is a higher score than any of the other cases. Similar to 
the previous finding from Student 5, additional research at a larger scale would need to be 
conducted to ensure that the measure for amount of production can be generalized across 
individuals as an adequate measure of fluency.  
 
Figure 22. Student 6’s scores on complexity and fluency from Time 1 to Time 3 in comparison to 
benchmark scores. 
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 Backing for the extrapolation inference suggests that measures of syntactic and 
lexical complexity were able to adequately describe the writing development of the six 
cases in this study. Student 1 demonstrated the most variation in subordination, which was 
supported by examples of complex sentences from the students writing. From Time 2 to 
Time 3, Student 2, 3 and 4 illustrated quite different individual trajectories. Student 2 
seemed to decrease in phrasal elaboration while Student 3 increased in lexical variation and 
Student 4 decreased in lexical sophistication. There is speculation that these findings were 
due to the chosen prompt, suggesting that the effects of task complexity on language 
performance may influence scores regardless of whether or not the scores are valid. 
Therefore, situations in which these measures are used should carefully consider task and 
research design when interpreting the scores. From a bird’s eye view, fluency measures 
seemed to be appropriate for assessing development, but a closer look at Student 5 suggests 
that this may not be the case. Larger scaled research would be needed to ensure that the 
measures for fluency are valuable for intended purposes. 
Chapter Summary 
 The results in this chapter provide a set of validity evidence in support for the use 
of CAFFite for assessing students’ development across program levels. Measures that were 
validated from the testing context (syntactic complexity, lexical complexity, and fluency) 
were further evaluated using data from the ESL classroom context. Findings indicated that 
although some of the measures failed to show statistically significant differences between 
levels, all had value in visualizing patterns within classes. These findings provided support 
for the explanation inferences which assumed that CAFFite scores are able to differentiate 
between groups of learners at different levels of writing development. Analysis of 
142 
 
individual trajectories also provided evidence that the automated measures can effectively 
illustrate students’ development. These findings are preliminary, however, and cannot be 
generalized to cases beyond those analyzed in this study. Despite this limitation, each of 
the remaining CAFF measures demonstrate potential for ongoing research on assessing 
writing development and for providing information through individual learner trajectory 
profiles. These profiles can provide a snapshot of students’ developmental patterns, which 
should be interpreted with prompt and task effects taken into account. 
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CHAPTER VII  
SUMMARY AND CONCLUSION 
 
 The CAFFite automated essay scoring engine is believed to be the first known of 
its kind to objectively assess ESL students’ writing development by providing diagnostic 
feedback on complexity, accuracy, fluency, and functionality. Grounded in complexity 
theory and the theory of systemic functional linguistics, the overarching intent of the 
engine is to extract data on students’ writing that would assist in visualizing students’ 
patterns of development. These patterns can contribute to an understanding of group 
trends and individual students’ developmental trajectories in order to inform 
accountability practices and optimize teaching and learning. 
 An argument-based approach was utilized in this study to justify the development 
process of the scoring engine and validate the use and interpretations of the scores. This 
approach has emerged as a framework for evaluating automated scoring (Chapelle et al., 
2014; Weigle, 2012; Williamson et al., 2012) but has yet to be applied to the entire 
development process. As part of the framework, a chain of inferences was created to 
evaluate certain interpretations and uses of the AES scores. This study provided evidence 
as backing for five inferences in the chain (domain definition, evaluation, generalization, 
explanation, and extrapolation) in order to appraise the claim that CAFFite can be used to 
assess students’ development across program levels.  
 Overall, theoretical rationales and/or empirical data analysis provide support for 
the assumptions underlying each inference and also present some challenges. Figure 23 is 
based on the steps of the TOEFL validity argument (Chapelle et al., 2008, p. 349) and is 
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adapted from Voss (2012). It summarizes the backing that was provided in the study so 
that the validation process could continue step-by-step. The intended backing for the 
utilization and impact inferences are shown in parentheses since neither theoretical 
rationales nor empirical research have been obtained for these steps. The following 
sections of this chapter summarize the findings for each step to provide an overall 
validity argument for CAFFite score use and interpretations. The chapter ends with 
implications of the study, limitations, suggestions for future research, and a brief 
conclusion. 
 
Figure 23. Backing collected for each step in the validity argument for the CAFFite scoring 
engine. 
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Domain Definition Inference 
 The interpretive argument began with the domain definition inference, which is 
based on the warrant that the assessment task reflects students’ abilities to write in the 
target domain of a real-life academic context of an English-medium institution of higher 
education. The plausibility of the warrant was found in the support of two assumptions 
that underlie it. Backing for these assumptions came from empirical evidence from 
literature, theoretical rationales, and tool development. Table 30 shows the warrant, 
assumptions, and types of backing for the domain definition inference. 
Table 30 
Warrant, Assumptions, and Types of Backing for the Domain Definition Inference 
Warrant Supporting the 
Inference 
Assumptions Underlying the 
Warrant 
Types of backing used to 
support the assumptions 
The assessment task reflects 
students’ ability to write in the 
target domain of a real-life 
academic context of an 
English-medium institution of 
higher education. 
1. A representative sample of 
essays has been collected  
2. Appropriate measures for 
assessing students’ 
progress have been 
identified prior to 
developing the automated 
scoring model 
Empirical evidence from 
literature 
Theoretical rationales 
 
 
 The first assumption underlying this warrant indicated that a representative 
sample of essays has been collected. Backing for this assumption came from empirical 
evidence from Foltz et al. (2012) who found that a training set of about 200 essays was 
sufficient in maximizing the performance of an AES engine. Thus, a training set of 200 
essays was collected to reflect the distributions of the fall 2012 EPT testing cycle in the 
target domain. 
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 The second assumption for this warrant states that appropriate measures for 
assessing students’ progress have been identified prior to developing the automated 
scoring model. Backing for this assumption was obtained from both theoretical rationales 
and empirical findings from literature. Measures for building the engine were chosen 
based on theoretical rationales from complexity theory and the theory of system 
functional linguistics and empirical findings from literature on L2 development to capture 
the multidimensionality of the writing construct. Complexity, accuracy, and fluency 
(CAF) measures were used because, allegedly, they jointly encompass overall linguistic 
performance. Skehan (2001) argues that instead of using global holistic scales to rate 
overall performance, “researchers into tasks have tended to use more precise 
operationalizations of underlying constructs” (p. 170). From a systems perspective, these 
constructs contribute towards an understanding of the increasingly complex development 
of a system’s interacting parts (Larsen-Freeman, 2006). They also give rise to the 
influence of particular tasks, teaching, and other stimuli on a system’s behavior and 
illustrate patterns of growth and development (Norris & Ortega, 2003), or lack thereof.  
 However, these three constructs alone fail to measure students’ meaning-making 
potential, or the ability to structure and organize language to achieve and use particular 
functions that the language system has to serve (Halliday & Matthiessen, 2014). De Jong 
et al. (2012) label this communicative success as “functional adequacy,” or the degree to 
which a learner’s performance is successful in achieving a task’s goals efficiently 
(Pallotti, 2009). De Jong et al. operationalize their measures in holistic terms, using a 
rating scale to capture judgments on (1) the amount and detail of information conveyed, 
relevant to the topic, setting, and discourse type and (2) the intelligibility of the response. 
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Hartshorn et al. (2010) also established a need for measuring whether a student 
successfully addressed the writing task, demonstrated effective organization and 
development, and provided appropriate examples, details and support through a unified 
and coherent text. Their measure of “rhetorical competence” was evaluated using a 
holistic rubric, which was adapted from the TOEFL iBT. Although the researchers 
rightfully acknowledge that measuring overall performance using CAF measures is 
limited in its consideration of functional performance, both studies (De Jong et al., 2012; 
Hartshorn et al., 2010) utilize holistic measures to account for functional development, 
which contradicts the goal of providing an objective, precise representation of students’ 
development. To support the assumption, the CAFFite engine takes first steps in 
automating features of functionality in order to account for communicative success 
objectively.  
 These functionality measures were realized through lexico-grammatical forms of 
language at a clause-level. Informed by systemic functional linguistics, measures of 
content, style, and organization were developed and tested. For content development, the 
frequency of process types were counted to provide indication of what was going on in 
the text and what the author was trying to convey. Style was evaluated through the 
number of appreciation resources per clause, which allow a reader to understand the 
writer’s perspective or stance. Then, organization was analyzed through the ratio of 
conjunctions per total number of clauses as one means to knowing how well the text is 
organized. Integrating the construct of functionality with the CAF triad forms an 
expanded view of language performance, and thus sufficient evidence has been provided 
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to support the assumption that appropriate measures have been identified and selected for 
assessing students’ L2 writing development. 
Evaluation Inference 
 The evaluation inference is based on the warrant that students’ observed 
performance is evaluated to produce automated scores that reflect students’ 
developmental level. There are three assumptions underlying this warrant. Evidence for 
these assumptions were collected through tool development, score modeling, 
precision/recall analysis, and linguistic analysis. Table 31 shows the warrant, 
assumptions, and types of backing for the evaluation inference. 
Table 31 
Warrant, Assumptions, and Types of Backing for the Evaluation Inference 
Warrant Supporting the 
Inference 
Assumptions Underlying the 
Warrant 
Types of backing used to 
support the assumptions 
Students’ observed 
performance is evaluated 
to produce automated 
scores that reflect 
students’ developmental 
level. 
1. Algorithms that extract features 
from essays are created to 
measure aspects of student 
performance in CAFF. 
2. The AES engine is trained to 
differentiate students’ writing at 
each level of development. 
3. The CAFF measures are 
applied accurately to the 
automated scoring model to 
provide evidence of students’ 
writing abilities. (RQ1) 
Tool Development 
Score modeling 
Precision-Recall Analysis 
Linguistic Analysis 
 
 The first assumption underlying the warrant is that the algorithms that extract 
features from essays are created to measure aspects of student performance in CAFF. 
First, the engine was developed using a hybrid approach to natural language processing 
where statistical parsing and rule-based feature detection supported the generation of 
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automated scores. To ensure that the rules extracted CAFF features and not features 
irrelevant to the constructs, an iterative process of testing the accuracy of rule-based 
feature detection was developed and implemented. This process included multiple cycles 
of rule writing, revision, and refinement to account for possible errors. The attention to 
details throughout the process surely enhanced the reliability of feature detection and thus 
provides backing in support of the assumption; however, later findings suggest that the 
process should be slightly refined to include occasional accuracy checks through 
precision/recall analysis and reliability estimates. These findings would provide 
quantitative insight into how much of an impact the iterative process has on the accuracy 
of feature detection. 
 The second assumption required support for the training of the engine. The 
assumption was that the AES engine is trained to differentiate students’ writing at each 
level of development. How well the engine is trained was tested under the generalization 
inference. The concern about this inference was that CAFF measures are used to visualize 
patterns of students’ development and not to predict them. Nevertheless, a process of 
training the engine to predict students’ level of development was explored. Using a 
regression-based machine learning approach, the engine was trained to examine the 
relationship between holistic scores provided by humans and the extracted CAFF scores 
in order to learn how the different features are weighted and combined to provide a 
holistic score that models how humans score the essays. This approach was similar to that 
of other developers, such as the developers of Project Essay Grade (Page, 1966) and e-
rater
®
 (Burstein et al., 1998). However, the development of CAFFite embraces an angle 
different from many previous developers of AES engines. The intent was to develop a 
150 
 
technology that can do what humans cannot do or that differs from what humans do. 
Development in regards to holistic score modeling is therefore not a primary focus, and 
as a result, development in this area is very much in its infancy. Because only one binary 
regression model was explored, there is limited backing for the assumption. 
 Backing for the third assumption, that CAFF measures are applied accurately to 
the automated scoring model to provide evidence of students’ writing abilities, was 
obtained through precision-recall and linguistic analysis. The data showed that although 
there were four CAFF features (dependent clauses, error-free t-units, appreciation 
resources, and verbal processes) that challenged the assumption, eleven CAFF features 
provided support for the assumption, namely, word types, tokens, academic word types, 
t-units, phrases, conjunctions, and material, relational, mental, existential, and behavioral 
processes.  
Generalization Inference 
 The next inference, generalization, is based on the warrant that the students’ 
observed scores reflect consistency that would appear across raters, over occasions of 
assessment, and versions of tasks. This warrant rests on the assumption that (1) human 
raters are consistent among themselves, (2) AES scores are estimates of expected scores 
from human raters, and (3) AES scores are consistent across writing prompts. Table 32 
shows the warrant, assumptions, and types of backing for the generalization inference. 
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Table 32 
Warrant, Assumptions, and Types of Backing for the Generalization Inference 
Warrant Supporting The 
Inference 
Assumptions Underlying The 
Warrant 
Types of backing used to 
support the assumptions 
The students’ observed scores 
reflect consistency that would 
appear across raters, over 
occasions of assessment, and 
versions of tasks. 
1. Human raters are consistent 
among themselves (RQ2) 
2. AES scores are estimates of 
expected scores from 
human raters. (RQ3) 
3. AES scores are consistent 
across writing prompts 
(RQ4) 
Human-computer 
reliability estimates 
Computer-computer 
reliability estimates 
Linguistic analysis  
 
 
 Empirical evidence for the first two assumptions was sought using human-human 
and human-computer reliability estimates for coding of CAFF features in the fall 2012 
testing set. Human-human reliability served two purposes: (1) to provide a comparison to 
human-computer reliability in order to evaluate human score degradation for the 
detection of CAFF features and (2) to account for divergence between human holistic 
scoring of the training set to ensure careful linking of the training set and the scoring 
process of the training set to the testing set and the overall scoring process. Human-
human reliability was consistently high for all measures except phrases (Spearman’s ρ = 
.698) and mental processes (Spearman’s ρ = .611). Although human-human reliability 
was lower for these two feature than for others, human-computer reliability was not .10 
lower than human-human reliability, thus meeting the standard for human score 
degradation which suggests the engine was just as consistent as humans. Four other 
features (conjunctions, appreciation resources, relational processes, and verbal processes) 
neither met the gold standard of at least .70 correlation nor the expectations for human 
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score degradation while error-free t-units met the .70 standard but not the .10 standard for 
degradation. These measures therefore could not support the assumption, but ten others 
could (types, tokens, AWL types, t-units, dependent clauses, phrases, and material, 
verbal, existential, and behavioral processes).  
  Agreement between human-computer holistic ratings was poor, which was 
expected because of the lack of a robust process of developing a holistic scoring model. 
Lower than expected human-human reliability (ordinal α = .62) may have also contributed 
to this finding because results have shown that overall automated scoring performance 
improves with better human agreement (Foltz et al., 2012). Early AES developers are 
able to demonstrate strong reliability of assigning holistic scores between humans and the 
computer (e.g. Attali et al., 2010; Rudner et al., 2006; Streeter et al., 2011). CAFFite, 
unfortunately, could only produce a holistic score that by chance predicted a student’s 
developmental level. Consequentially, the use and interpretations of CAFFite holistic 
scores reject the assumption that AES scores are estimates of expected scores from 
human raters. 
 Backing from assumption three also came from reliability estimates, but the 
testing set was of essays from the spring 2013 EPT testing cycle in order to evaluate 
consistency across writing prompts. Findings mirrored that of the fall 2012 testing set. 
The only difference was that verbal processes were detected more consistently in the 
spring set (Spearman’s ρ = .763) than in the fall set (Spearman’s ρ = .552).  
 Overall, findings from six of the CAFF features (error-free t-units, conjunctions, 
appreciation resources, and relational, mental, and verbal processes) do not support the 
interpretive argument. These features affect the measures of accuracy and functionality 
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and therefore these two constructs could not be fully validated for use in the classroom 
context. On the other hand, the remaining nine features provided support for the 
interpretive argument (see Table 25 in Chapter V for a summary). These features were 
used to build measures for complexity and fluency and were further validated in the 
classroom context. 
Explanation Inference 
 The explanation inference is the first inference requiring support from the 
classroom context. It is based on the warrant that the expected scores reflect students’ 
level of academic writing based on a construct of academic writing proficiency. One 
assumption is associated with this warrant, which is supported by empirical analysis of 
group differences. Table 33 shows the warrant, assumption, and types of backing for the 
explanation inference. 
Table 33  
Warrant, Assumptions, and Types of Backing for the Explanation Inference 
Warrant Supporting The 
Inference 
Assumption Underlying The 
Warrant 
Types of backing used to 
support the assumptions 
The expected scores reflect 
students’ level of academic 
writing based on a construct of 
academic writing proficiency. 
1. CAFFite scores are able 
to differentiate between 
groups of learners at 
different levels of writing 
development (RQ5) 
Descriptive comparisons of 
group differences 
Independent samples t-test 
 
 
 The only assumption underlying this inference is that CAFFite scores are able to 
differentiate between groups of learners at different levels of writing development. 
Backing for this assumption was found after analysis of descriptive statistics and t-test 
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results. Although t-test results only showed statistically significant differences between 
students at Level 1 and Level 2 for three measures (phrasal elaboration, lexical variation, 
and amount of production), all measures seemed to be useful for visualizing the distinct 
patterns in development between the groups. These findings provide support for the use 
of syntactic and lexical complexity measures as well as fluency measures in 
differentiating between groups. 
Extrapolation Inference 
 The next inference in the argument is the extrapolation inference. This inference 
is based on the warrant that the construct of academic writing proficiency as assessed by 
the AES engine accounts for the quality of linguistic performance in English-medium 
institutions. The assumption is that CAFFite scores are able to assess individual students’ 
nonlinear development across program levels. Table 34 shows the warrant, assumption, 
and types of backing for the extrapolation inference. 
Table 34 
Warrant, Assumptions, and Types of Backing for the Extrapolation Inference 
Warrant Supporting The 
Inference 
Assumptions Underlying The 
Warrant 
Types of backing used to 
support the assumptions 
The construct of academic 
writing proficiency as assessed 
by the AES engine accounts 
for the quality of linguistic 
performance in English-
medium institutions. 
1. CAFFite scores are able 
to assess individual 
students’ nonlinear 
development across 
program levels (RQ6) 
Case studies using analysis 
of CAFF scores and 
examples from students’ 
essays  
 
 
 Backing for this assumption came from case studies using analysis of complexity 
and fluency scores and examples from students’ essays. Complexity and accuracy 
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measures seemed to accurately depict students’ individual trajectories. For example, 
when the scores suggested that a students’ complexity increased or decreased, analysis of 
essays suggested the same. However, the adequacy and appropriateness of fluency 
measures were difficult to determine. More than three data points would be needed to 
visualize whether there is a trend in students’ individual development. These findings 
therefore provide limited support for score use and interpretation at the individual level. 
Additional analyses would have to be conducted to provide further backing. 
Summary of Validity Argument 
 This study has provided evidence to support five of the seven inferences in the 
interpretive argument as a basis for the development of a validity argument for the use 
and interpretations of scores from the CAFFite scoring engine. Theoretical and empirical 
evidence has supported the assumptions related to the domain definition, evaluation, 
generalization, explanation, and extrapolation inferences. Support for the utilization and 
impact inferences can be collected after the engine is transformed into an AWE tool. 
Evidentiary support for the assumptions underlying each inference provides justification 
for score interpretation that is needed for the CAFFite engine so that CAFF scores 
(specifically complexity and fluency scores) can be used to contribute to the assessment 
of students’ development across program levels in the ESL writing classrooms of a real-
life academic context of an English-medium institution of higher education. Overall 
findings provide a detailed picture of students’ complexity and fluency across levels and 
is thus a useful engine for contributing to theory and research as well as for providing 
implications for educational practice. 
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Implications for Research, Theory, Educational Practice 
 AES has been historically dominated by holistic score modeling to support high-
stakes evaluation of writing quality. Findings from this study suggest that there is room to 
expand the uses for automated scoring to make it more responsive to an understanding of 
students’ second language development in the classroom context. With a broadened 
scope for AES use, this research can provide implications for contributing to research, 
theory, and educational practice  
 Currently, there are a number of existing tools that are similar to CAFFite such as 
the L2 Syntactic Complexity Analyzer (Lu, 2010), Lexical Proficiency Profiler (Cobb, 
2013; Heatley, Nation, & Coxhead, 2002), and the Tool for the Automatic Analysis of 
Lexical Sophistication (Kyle & Crossley, 2014). Each has touched on this expanded view 
of AES, but they have several limitations. First, the focus of each of these tools is on only 
one or two constructs, which do not provide a profile of a students overall development in 
writing proficiency. Second, the extraction of measures is overly redundant. For example, 
the L2 Syntactic Complexity Analyzer is designed to automatically analyze syntactic 
complexity of written English language samples (Lu, 2010). The analyzer takes as input a 
plain text file, counts the frequency of the following nine features in the text: words (W), 
sentences (S), verb phrases (VP), clauses (C), T-units (T), dependent clauses (DC), 
complex T-units (CT), coordinate phrases (CP), and complex nominals (CN), and 
computes fourteen different syntactic complexity measures proposed in the second 
language development literature. Third, the extraction of all the measures is aimed at 
supporting linguistic research while the direct usefulness for practitioners and students is 
vague. 
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 The research that has utilized these tools, however, spans a range of linguistic 
inquiry for assessing L2 learners’ productive vocabulary (e.g. Crossley, Salsbury, & 
McNamara, 2010; Meara, 2005; Meara & Fitzpatrick, 2000), writing and speaking (e.g. 
Crossley, Clevinger, & Kim, 2014; Tonkyn, 2012), and for L2 pedagogy (e.g. Morris & 
Cobb, 2004). The prominent use of these tools suggest that they are quite valuable in 
contributing to research. Ongoing development and validation of CAFFite could place it 
amongst these tools to shed light on similar research areas. As is, CAFFite can, first and 
foremost, contribute to research by assessing students’ development in complexity and 
fluency, which may be evaluated through experimental treatment or classroom 
assessment.  
 Findings from the study also provide implications for validating the development 
process of AES engines in particular but also CALL tools in general. Recent scholarship 
in language testing has shifted towards an interpretive argument-based approach to 
validation (Chapelle et al., 2008; Kane, 2006; 2012). AES researchers have adopted this 
unified view of validity for evaluating the appropriateness and adequacy of AES scores. 
However, because these researchers investigate pre-existing scoring engines, little to no 
validity evidence has been provided to justify the complete AES development process. 
Foltz et al. (2012) argue that to improve the overall reliability of scoring, consideration of 
a number of stages from the beginning of tool development must be made in order to 
maximize performance and generalizability to student essay data. 
 This present research strengthens current approaches by applying argument-based 
validation theory to CALL tool development. Specifically, the research provided and 
appraised evidence for a chain of inferences starting from very beginning of development 
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and ending with consequences of score use and interpretations. The interpretive argument 
began with the collection of a representative corpus for training the scoring system and 
the identification and selection of appropriate measures for assessing students’ 
development. This step was a major contribution to the field because past developers 
have failed to afford strong rationales for the selection of their AES measures. Some have 
used topical analysis, or bag-of-words models, to develop their classifiers of student 
texts. In these models, essays are converted to vectors of word frequencies. Other counts 
of identified syntactic and discourse features are calculated (see Burstein & Marcu, 
2000), but what those counts are and why they were chosen are not fully transparent and 
are not supported by a strong student-centered theoretical foundation. The advantage of 
CAFFite is that the measures are all strategically identified through theory and empirical 
research and the selection is made explicit. Therefore, researchers should have limited 
issues with interpreting the meaning of the scores. 
 In addition to the contribution to research, the findings from this study also have 
implications for theory. CAFFite expands beyond the capabilities of other tools by 
providing a platform to visualize not just one construct of language performance but of 
the four CAFF constructs. Special emphasis should be granted to the fact that this 
research presents the first known attempt to add measures of functionality to CAF to 
enable the scoring engine to detect how students develop their meaning-making potential 
and to understand students’ patterns of meaning making. Although findings from the 
research suggest that functionality measures need to be developed further, results from a 
pilot study demonstrated that the measures were able to delineate between one learner 
who was functionally competent and another who did not demonstrate the language 
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resources to produce the required functional language regardless of accuracy, which is in 
agreement with the findings of Mohan and Slater (2004) and Slater (2004). Research in 
this area can help to contribute to SLA theory by highlighting the limitations of the CAF 
triad and providing an expanded view of language performance through integration of the 
functionality construct. 
 Finally, in contrast to some other tools, CAFFite was developed to avoid 
redundancy in the detection of measures in order to capture the multidimensionality of 
the writing construct and to add to the accessibility of the data. That is, the choice of one 
valid measure for assessing each sub-construct of CAFF is likely to make the data from 
the engine more actionable to optimize teaching and learning. Thus, CAFFite has perhaps 
more potential than the tools mentioned at the beginning of this section for contributing 
directly to educational practice, especially once the engine is fully developed into an 
AWE tool. Further development of CAFFite into an AWE tool can expand score use and 
interpretations and reach new users of the diagnostic feedback. The tool will thus be 
important for bridging between what SLA researchers find empirically informative, what 
instructors see as pedagogically useful, and what students can use for language learning.  
 Knowledge gleaned from CAFFite also underscores the possibilities of using the 
future AWE tool for accountability practices for instructors and curriculum developers by 
highlighting students who may be at risk or are high achievers. Examples of how patterns 
can be visualized in a future AWE tool to be used in this way were shown in the results 
relevant to the explanation and extrapolation inferences where group and individual 
differences were displayed in simple line graphs and box plots. Such results can provide 
an understanding of students’ individual needs, support for instructors in assisting 
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individuals in problem areas, and assessment of students’ language learning. Most 
importantly, student users can receive feedback on their development through an 
accessible presentation of data and understand their learning in reference to other students 
at their developmental level. Such presentation of data for immediate use in the 
classroom underscores the goals of learning analytics, or the measurement, collection, 
analysis and reporting of data about learners and their contexts, for purposes of 
understanding and optimizing learning and the environment in which it occurs (Agudo-
Peregrina, Iglesias-Pradas, Conde-González, & Hernández-García, 2013). The 
implications of this dissertation research therefore help to promote data-driven language 
learning and teaching. 
 In short, this research contributes towards research, theory, and educational 
practice by:  
 providing a broadened scope for AES use by expanding score modeling 
beyond holistic scores to objective measures of L2 writing development, 
 taking first known steps in developing a technology that combines CAF 
measures with a construct of functionality to assess students’ meaning making 
potential, 
 applying argument-based validation to the complete CALL tool development 
process, 
 demonstrating the prospective value in automatic detection of CAFF measures 
for visualizing group and individual patterns of development, and by 
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 establishing a foundation for future AWE tool development in order to 
provide accessible and actionable data on students and their contexts for data- 
and theory-driven teaching and learning. 
Through these main contributions, there is much room for additional research. However, 
there are some limitations that should first be taken into account. 
Limitations and Suggestions for Future Research 
 Although findings were able to provide backing for the use of complexity and 
fluency measures, there are a number of limitations that may have contributed to the lack 
of support for the remaining measures. First, the iterative process that was designed for 
creating CAFFite algorithms did not consider the need for continuous reliability checks. 
The addition of this step into the development process would have probably enhanced the 
findings for the precision/recall analysis and reliability estimates. Future development 
should calculate human-computer reliability at regular intervals. Even though predicting 
students’ developmental level is not the purpose for using CAFF measures and is 
arguably not possible, the process of holistic scoring modeling using a regression-based 
machine learning approach was not robust enough to illustrate whether or not prediction 
into developmental levels can be done. Now that initial validation of the engine has been 
completed, findings can inform further holistic score modeling. Such modelling should 
explore several regression models including multinomial logistic regression, step-wise 
regression, forward selection, and backward elimination. Modeling should also account 
for measures that have and have not yet been validated; these results may influence the 
predictability of a model. Another drawback likely affecting the lack of support for 
remaining measures is the type of task chosen for the study. The writing tasks all focused 
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on the argumentative genre, but in order to elicit performance from students that reflect 
their ability to write in the target domain, additional task types need to be explored. This 
would begin with a domain analysis to identify what writing tasks students need to 
complete in order to be successful in the target domain of an English-medium university. 
Other task effects are also a concern. Robinson (2005) distinguishes task complexity 
(cognitive factors) from task conditions (interactional factors) and task difficulty (learner 
factors). Each of these could impact the reliability of automated scores from student to 
student and from context to context.  
 Additional shortcomings are related to choices in methods. In machine learning 
and computations linguistics, recall tends to be neglected or averaged away (Powers, 
2011) while precision receives a much higher regard. To account for this disadvantage, 
linguistic analysis was added to the study. This analysis provided more depth to the 
understanding of results. However, a goal for future research would be to achieve rates 
over 90%. In Biber and Gray (2013), their lexicogrammatical features were all identified 
with a high degree of accuracy (precision and recall rates over 90%) even though some 
features required further tag-editing. Moreover, findings in the study indicate that the 
scoring model was not sensitive enough to detect students’ development in regards to 
accuracy and functionality. For accuracy, development relied on the use of an open-
source grammar checker called LanguageTool (LT) in lieu of developing rules anew. LT 
defines the construct of accuracy differently than human coders because humans 
followed guidelines set forth in L2 development research (Polio, 1997) whereas the 
choice of error categories in LT is unknown. Although development in this direction was 
beyond the scope of this study, future tool development could focus on creating rules for 
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the most common ESL errors (Ferris, 2011) or on error gravity, errors that are most likely 
to impede communication with native speakers or disrupt comprehensibility (see Rifkin 
& Roberts, 1995, for a review). Rules can also focus on just one type of error (e.g. subject 
verb agreement) and then make implications for teaching and learning at a narrower 
scope. 
  For functionality, the findings showed that the completeness of several lists used 
for counting conjunctions and some processes was overlooked. Fortunately, tool 
development in this regard is not overly difficult. The lists would have to be made as 
exhaustive as possible. There is evidence from the study that this approach would 
improve results and thus backing in support of conjunctions and processes will be the 
early focus of continuous tool development. 
 Beyond the limitations, this research provides a conceptually strong initiative for 
AWE tool development. What is noteworthy is that the group and individual differences 
were all determined through automated detection of the complexity and fluency 
measures. Thus, the main value for the classroom context is that the measures are almost 
all completely computerized. Except for the preparation of texts for computer input, all 
the analysis and the production of learner profiles is done in a manner that is immediate 
and that can be as constant as needed. 
Conclusion 
 This chapter began with an overview of the conceptual goals for this research and 
continued with a description of how those goals provide implications for research, theory, 
and educational practice. The chapter concluded with limitations and suggestions for 
future research. In short, one immediate benefit of this study is the contribution it can 
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make to the future development of CAFFite, which can be addressed in an ongoing 
research agenda. Validity evidence gathered from this research can also provide strong 
pedagogical implications of broader significance by providing further evidence that the 
the tool is capable of highlighting individual and group trends in the classroom. Such 
results can provide an understanding of students’ individual needs, support for instructors 
in assisting individuals in problem areas, and assessment of students’ language learning. 
The knowledge acquired through this study has the potential to make additional 
contributions to the validation of CALL resources in general, the study of second 
language development in writing, and the field of learning analytics.  
Validity arguments for implementing automated scoring, at this point, have 
mainly focused on large-scale assessment (Weigle, 2013; Williamson et al., 2012) and 
have only begun to surface in classroom research (Chapelle et al., 2013; Link & Dursun, 
2013). The present research therefore provides guidelines for investigation that are 
certainly applicable to and useful for validating the development of other computer 
applications for classroom use, especially those focusing on AWE. 
Findings from this research can also enhance the study’s significance by adding to 
the knowledge of second language writing development, in which few if any attempts 
have been made to automate measures of complexity, accuracy, fluency, and 
functionality for students’ classroom use. The majority of studies have used 
developmental SLA measures strictly for research purposes; that is, complexity, 
accuracy, and fluency measures were used to inform researchers and teachers for out-of-
class use and not for direct classroom implications.  Furthermore, L2 development 
research has largely ignored students’ ability to construct meaning. A major significance 
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of this study, therefore, is both conceptual and methodological. Conceptually, the results 
aimed to expand the findings from a pilot study to further support the inclusion of 
functionality in the traditional CAF model. Methodologically, this research has provided 
initial attempts at validating the CAFF measures from an argument-based approach to the 
validation of CALL resources. 
Finally, results for this dissertation can begin to delve into the realm of learner 
analytics. Researchers, instructors, and students themselves can use the data to glean 
important information about learning processes and skill development, giving way to 
potentially great improvements in learning outcomes. However, this big data trend is 
another area of study that has only begun to surface in applied linguistics where an 
expanded knowledge of student progress, performance, and problems would be 
enlightening for both language instructors and students. 
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APPENDIX A 
ACTFL PROFICIENCY GUIDELINES  
 
Guidelines used for English Placement Test writing section 
 
Level 1: Intermediate High  
 
Writers at the Intermediate High sublevel are able to meet all practical writing needs of 
the Intermediate level. Additionally, they can write compositions and simple summaries 
related to work and/or school experiences. They can narrate and describe in different time 
frames when writing about everyday events and situations. These narrations and 
descriptions are often but not always of paragraph length, and they typically contain some 
evidence of breakdown in one or more features of the Advanced level. For example, these 
writers may be inconsistent in the use of appropriate major time markers, resulting in a 
loss of clarity. The vocabulary, grammar, and style of Intermediate High writers 
essentially correspond to those of the spoken language. Intermediate High writing, even 
with numerous and perhaps significant errors, is generally comprehensible to natives not 
used to the writing of non-natives, but there are likely to be gaps in comprehension. 
 
Level 2: Advanced Mid to Advanced Low 
 
Advanced Mid  
Writers at the Advanced Mid sublevel are able to meet a range of work and/or academic 
writing needs. They demonstrate the ability to narrate and describe with detail in all 
major time frames with good control of aspect. They are able to write straightforward 
summaries on topics of general interest. Their writing exhibits a variety of cohesive 
devices in texts up to several paragraphs in length. There is good control of the most 
frequently used target-language syntactic structures and a range of general vocabulary. 
Most often, thoughts are expressed clearly and supported by some elaboration. This 
writing incorporates organizational features both of the target language and the writer’s 
first language and may at times resemble oral discourse. Writing at the Advanced Mid 
sublevel is understood readily by natives not used to the writing of non-natives. When 
called on to perform functions or to treat issues at the Superior level, Advanced Mid 
writers will manifest a decline in the quality and/or quantity of their writing.  
 
Advanced Low  
Writers at the Advanced Low sublevel are able to meet basic work and/or academic 
writing needs. They demonstrate the ability to narrate and describe in major time frames 
with some control of aspect. They are able to compose simple summaries on familiar 
topics. Advanced Low writers are able to combine and link sentences into texts of 
paragraph length and structure. Their writing, while adequate to satisfy the criteria of the 
Advanced level, may not be substantive. Writers at the Advanced Low sublevel 
demonstrate the ability to incorporate a limited number of cohesive devices, and may 
resort to some redundancy and awkward repetition. They rely on patterns of oral 
discourse and the writing style of their first language. These writers demonstrate minimal 
control of common structures and vocabulary associated with the Advanced level. Their 
181 
 
writing is understood by natives not accustomed to the writing of non-natives, although 
some additional effort may be required in the reading of the text. When attempting to 
perform functions at the Superior level, their writing will deteriorate significantly. 
 
Level 3: Advanced High 
 
Writers at the Advanced High sublevel are able to write about a variety of topics with 
significant precision and detail. They can handle informal and formal correspondence 
according to appropriate conventions. They can write summaries and reports of a factual 
nature. They can also write extensively about topics relating to particular interests and 
special areas of competence, although their writing tends to emphasize the concrete 
aspects of such topics. Advanced High writers can narrate and describe in the major time 
frames, with solid control of aspect. In addition, they are able to demonstrate the ability 
to handle writing tasks associated with the Superior level, such as developing arguments 
and constructing hypotheses, but are not able to do this all of the time; they cannot 
produce Superior-level writing consistently across a variety of topics treated abstractly or 
generally. They have good control of a range of grammatical structures and a fairly wide 
general vocabulary. When writing at the Advanced level, they often show remarkable 
ease of expression, but under the demands of Superior-level writing tasks, patterns of 
error appear. The linguistic limitations of Advanced High writing may occasionally 
distract the native reader from the message. 
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APPENDIX B 
CODING GUIDELINES 
Guidelines for T-units, Clauses, and Errors (adopted from Polio, 1997) 
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Guidelines for Counting Phrases (adopted from Biber et al., 2011) 
 
Expanded explanation:  
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Guidelines for Coding Conjunctions: 
 
Conjunctions: a word that connects (conjoins) parts of a sentence 
 
1. Count all conjunctions at the clause- and sentence-level. 
 
2. Conjunctions may join a sentence, clause, phrase, or word. 
 
3. Here are two lists to help you out. Table 1 is a list of conjunctions from a traditional 
view. Table 2 lists conjunctions from a systemic functional standpoint. Neither list is 
all-inclusive. 
 
Table 1. Examples of conjunctive from a traditional view 
 
Coordinating 
Conjunctions 
Subordinating 
Conjunctions 
Compound 
Prepositions 
Sentence 
Transitions--
Conjunctive 
Adverbs 
Correlative 
Conjunctio
ns  
(these 
count as 
one 
conjunction
) 
For 
And 
Nor  
But 
Or 
Yet 
So 
after 
although 
as 
as if 
as long as 
as though 
because 
before 
even if 
even though 
if 
if only 
in order that 
now that 
once 
rather than 
since 
so that 
than 
that 
though 
till 
unless 
until 
when 
whenever 
where 
whereas 
wherever 
while 
due to 
because of 
reasons for 
consequences of 
effect of  
effect on 
causes of 
causes for  
result of 
therefore 
for this 
reason 
as a result 
consequently 
thus 
that is why 
nevertheless 
moreover 
however 
on the other 
hand for 
example 
meanwhile 
accordingly 
 
 
both . . . 
and 
not only . . 
. but also 
not . . . but 
either . . . 
or  
neither . . . 
nor 
whether . . . 
or 
as . . . as 
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Table 2. Examples of conjunctive from a systemic functional view
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Table 2. Examples of conjunctive from a systemic functional view (Cont’d) 
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Guidelines for Coding Processes: 
1. Count only the main verb in each clause as a process verb. 
 Note: 
o The main verb may be preceded by auxiliaries 
o A clause may be dependent or independent 
 
2. If the main verb is deleted from a clause, thus creating an erroneous expression, do 
not count the clause as having a process verb. 
 
3. Label the verb according to one of the six process types: Material, Behavioral, 
Mental, Verbal, Relational, Existential (see Table 1). 
Table 1  
Process Types in English  
Process Types Category Meanings 
a
 Example 
Material: 
     Action 
     Event 
 
 
Doing 
Happening 
The monarch had the power to 
dissolve the parliament. 
The communists were ousted 
from power. 
Behavioral Behaving She shrieked in agony 
Mental 
     Perception  
     Affection 
     Cognition 
 
Feeling 
Sensing 
Wanting 
Thinking 
I heard a noise outside. 
The boy loved the girl. 
You can visualize meeting her 
again. 
Verbal Saying Police described the attack as 
particularly violent. 
Relational 
     Attribution 
     Identification 
*Indicating relationships 
Being 
Attributing 
Identifying 
 
This milk is sour. 
Jen is her brother. 
Existential Existing Maybe there’s some other 
darker pattern. 
a
 category meanings and examples are adopted from Martin, Matthiessen, & Painter  
(1997, p. 228). 
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Guidelines for Coding Appreciation Resources: 
Appreciation, a way of making a positive or negative evaluation based on socially 
sanctioned criteria (Martin, 2004; Martin & Rose, 2003). When providing an evaluation 
or argument towards a topic, people give an opinion on such aspects as their composition, 
their social value, or the reaction they provoke. 
1. Appreciation resources may be at the word- or phrase-level. 
 For example:  
o Independent thinking is good for questioning or challenging ideas; 
group thinking with classmates is more important than independent 
thinking  
2. Appreciation resources are commonly adjectives, adverbs, or adverbial clauses  
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APPENDIX C 
ASSUMPTIONS TESTS FOR CORRELATION 
Skewness, Kurtosis, and Kolmogorov-Smirnov Statistics for Assessing Normality of 
Human-Human Coding (N = 20) 
 
 
  Kolmogorov-Smirnov 
Skewness Kurtosis Statistic df Sig. 
T-units-human 1 1.001 1.237 .140 20 .200
*
 
T-units-human 2 1.121 1.736 .146 20 .200
*
 
Dependent Clauses-human 1 1.360 2.088 .207 20 .025 
Dependent Clauses-human 2 .685 .721 .224 20 .010 
Phrases-human 1 .964 .455 .183 20 .079 
Phrases-human 2 .853 .571 .152 20 .200
*
 
Error-free T-units-human 1 .168 -.795 .100 20 .200
*
 
Error-free T-units-human 2 .707 .305 .105 20 .200
*
 
Conjunctions-human 1 -.387 -.678 .103 20 .200
*
 
Conjunctions-human 2 .201 -.999 .139 20 .200
*
 
Appreciation Resources-
human 1 
-.150 -.119 .092 20 .200
*
 
Appreciation Resource-
human 2 
-.111 -.992 .099 20 .200
*
 
Processes      
Material-human 1 .674 2.221 .198 20 .039 
Material-human 2 .113 .274 .141 20 .200
*
 
Relational-human 1 -.022 .269 .116 20 .200
*
 
Relational-human 2 .087 -1.090 .113 20 .200
*
 
Mental-human 1 1.082 .592 .190 20 .056 
Mental-human 2 .856 .538 .190 20 .056 
Verbal-human 1 1.470 2.164 .235 20 .005 
Verbal-human 2 .813 -.236 .230 20 .007 
Existential-human 1 1.104 1.067 .261 20 .001 
Existential-human 2 1.017 .260 .295 20 .000 
Behavioral-human 1 .851 -.609 .337 20 .000 
Behavioral-human 2 3.436 11.885 .520 20 .000 
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APPENDIX D 
WRITING PROMPTS USED FOR PRE AND POSTTESTS 
Career Decisions 
In your opinion, what factors should a person consider when choosing a career? Should 
people follow their personal, intellectual, or political interests? Is salary the most 
important factor? What about status or family influence? Discuss which factors you think 
are most important for an individual to consider when choosing a career. Support your 
position with reasons and/or examples from your own experiences, observations or 
reading. 
 
Raising Children 
Discuss what you consider an important challenge that parents face in raising children 
today, and explain how this challenge affects family life. Support your position with 
reasons and/or examples from your own experiences, observations or reading. 
 
Peer Pressure 
Peer pressure — the influence that friends and classmates have on one another — is 
almost always described as a negative force that leads to undesirable behavior, but it can 
also encourage positive behavior. Under what circumstances can peer pressure have 
positive effects? Write an essay exploring the potentially positive effects of peer pressure. 
Explain your position with reasons and examples from your own experiences, 
observations or reading. 
 
Too many questions? 
High school and college students in the United States are encouraged to think 
independently, to challenge accepted ideas, and to question ideas and opinions. Although 
most people agree that it is essential for students to think critically about the ideas they 
encounter, some worry that too much emphasis on independent thinking may encourage 
students to reject or ignore other people's ideas. Explain what value you think critical 
thinking has, and if you think there is a problem with asking too many questions. Explain 
your position with reasons and examples from your own experiences, observations or 
reading. 
 
Data Mining 
Many businesses now use personal computer records to collect and track information on 
their customers' shopping habits — a strategy called data mining. Retailers use this 
information to make decisions about what products to carry, and to tailor their 
advertisements to particular customers who have bought specific products in the past. 
Businesses say the practice leads to better service for their customers, but consumer 
advocates worry that consumer privacy and diversity of information is at risk. What do 
you think about the practice of data mining? Explain your position with reasons and 
examples from your own experiences, observations or reading. 
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APPENDIX E 
SCATTERPLOTS FOR HUMAN-HUMAN CODING 
Scatterplots for Assessing Linearity and Homoscedasticity for Human-Human 
Coding 
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APPENDIX F 
DESCRIPTIVE STATISTICS FOR CODING OF CAFF 
 
Table 1 
Descriptive Statistics of Human-Human Coding of CAFF Features
a
 
Feature Min Max Mean SD 
T-units-human 1 12 37 20.00 6.22 
T-units-human 2 12 37 20.00 6.04 
Dependent Clauses-human 1 3 15 7.05 2.86 
Dependent Clauses-human 2 3 13 7.15 2.46 
Phrases-human 1 43 102 66.30 15.94 
Phrases-human 2 29 82 49.30 14.95 
Error-free T-units-human 1 2 21 10.60 5.47 
Error-free T-units-human 2 4 25 11.95 5.48 
Conjunctions-human 1 7 26 18.65 5.53 
Conjunctions-human 2 12 29 20.40 4.88 
Appreciation Resources-human 1 16 37 27.80 5.42 
Appreciation Resources-human 2 15 42 29.20 7.73 
Processes     
    Material-human 1 4 28 14.60 5.00 
    Material-human 2 7 32 20.25 6.01 
    Relational-human 1 1 15 8.30 3.31 
    Relational-human 2 2 11 6.25 3.13 
    Mental-human 1 0 11 3.75 3.29 
    Mental-human 2 0 10 3.60 2.62 
    Verbal-human 1 0 6 1.35 1.63 
    Verbal-human 2 0 3 0.95 1.00 
    Existential-human 1 0 3 0.75 0.85 
    Existential-human 2 0 3 0.75 0.91 
    Behavioral-human 1 0 2 0.60 0.75 
    Behavioral-human 2 0 2 0.50 0.76 
a 
Coding was based on an N-size of 20 student texts. 
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Table 2 
 
Descriptive Statistics of Human-Computer Coding of CAFF Features (Fall 2012)
a
 
Feature Min Max Mean SD 
T-units-human 9 40 20.34 5.63 
T-units-computer 12 86 26.41 13.94 
Dependent Clauses-human 3 15 8.61 3.39 
Dependent Clauses-computer 3 50 15.68 10.64 
Phrases-human 35 103 68.94 17.24 
Phrases-computer 50 168 89.85 21.68 
Error-free T-units-human 0 21 8.63 5.90 
Error-free T-units-computer 5 41 17.75 6.23 
Conjunctions-human 6 29 17.70 5.66 
Conjunctions-computer 8 96 25.42 15.05 
Appreciation Resources-human 16 58 31.29 8.28 
Appreciation Resources-computer 23 133 52.19 19.14 
Processes     
    Material-human 3 28 13.17 5.14 
    Material-computer 5 45 18.26 6.82 
    Relational-human 1 20 10.33 3.73 
    Relational-computer 2 31 11.39 5.16 
    Mental-human 0 11 4.15 3.04 
    Mental-computer 0 13 4.00 2.52 
    Verbal-human 0 6 1.24 1.52 
    Verbal-computer 0 6 1.62 1.46 
    Existential-human 0 3 0.91 0.97 
    Existential-computer 0 5 1.01 1.18 
    Behavioral-human 0 2 0.32 0.66 
    Behavioral-computer 0 4 0.62 0.88 
a  
Coding was based on an N-size of 87 student texts. Three texts were excluded due to 
server errors 
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Table 3 
 
Descriptive Statistics of Human-Computer Coding of CAFF Features (Spring 2013)
a
 
Feature Min Max Mean SD 
T-units-human 9 25 18.23 4.38 
T-units-computer 11 47 21.23 7.55 
Dependent Clauses-human 4 17 10.00 3.64 
Dependent Clauses-computer 5 30 13.27 5.96 
Phrases-human 44 100 71.73 15.74 
Phrases-computer 56 125 83.58 17.06 
Error-free T-units-human 0 16 2.27 3.34 
Error-free T-units-computer 6 25 15.92 5.11 
Conjunctions-human 6 30 14.88 6.46 
Conjunctions-computer 9 38 19.62 6.93 
Appreciation Resources-human 14 45 23.69 6.43 
Appreciation Resources-computer 25 64 39.27 9.90 
Processes     
    Material-human 8 23 14.92 4.00 
    Material-computer 8 26 17.62 4.87 
    Relational-human 1 18 8.92 3.67 
    Relational-computer 7 25 11.85 4.71 
    Mental-human 0 9 2.65 2.77 
    Mental-computer 0 8 3.92 2.21 
    Verbal-human 0 6 1.38 1.33 
    Verbal-computer 0 7 1.69 1.69 
    Existential-human 0 4 1.19 1.23 
    Existential-computer 0 5 1.23 1.42 
    Behavioral-human 0 2 0.27 0.53 
    Behavioral-computer 0 3 0.38 0.80 
a  
Coding was based on an N-size of 82 student texts. Two texts were excluded due to 
server errors 
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APPENDIX G 
DEMOGRAPHICS QUESTIONNAIRE 
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APPENDIX H 
STUDENTS’ ESSAYS FOR CASE-STUDY ANALYSIS 
Student 1’s Essays at Time 1-3 
Time 1 Time 2 Time 3 
Career Decisions 
    Many people should consider 
carefully when they choosing a 
career because it is the most 
important part of their life. It 
depends on personal opinion 
what is the most precious thing 
when choosing a career, but I 
believe that people should follow 
their personal interests in the 
first-order. 
    First of all, the most important 
part when choosing a career is 
how much that person is 
interested in a job or work. If that 
person loves and interested in 
his/her job, the efficiency will be 
increased and it will be happy 
even though during working. For 
example, students will feel time 
goes fast when they study 
interesting subjects and they will 
feel time goes very slow when 
they study boring subjects to 
them. This case will be same as 
workers. 
    Second, people can work for a 
long period if they choose 
interesting job to them. If a job 
that a person choose for his/her 
job is not interested or not funny 
to him/her, he/she will not work 
for a long period. For instance, it 
is very hard to study for a long 
time when people are studying 
uninterested things to them. 
    To sum up, the most important 
part is how much a person is 
interested in a job. 
 
 
 
Raising Children 
    In my opinion, money must be 
an important challenge that 
parents face in raising children 
today. A lot of couples are under 
great pressure which caused by 
not enough money for raising 
children, Money will affect a 
family’s life, and it is the main 
reason that causes the happiness 
and sadness. 
    First of all, it will cost parents 
a lot of money in baby time. 
More and more babies drink milk 
powder instead of feeding by 
their mothers. Some good milk 
powder are really expensive. The 
diaper is also a big spend in a 
family. If both of the parents are 
working outside, they maybe 
need to have a baby-sister. In my 
country, baby-sister is a high-
paid job which may higher than 
most normal jobs. What’s more, 
babies are very weak which 
means they may get illness 
frequently. That’s a lot cost. 
  Finally, parents get free when 
child finish the study but not in 
my country. In China, parents 
need to prepare house for their 
child’s wedding. The house’s 
price is rising every day. I 
believe that it is the most 
common pressure for the parents 
in China. If they can’t offer the 
house, and their children may not 
get married. 
 In a word, parents are 
very tired in raising children. The 
money problem makes many 
parents crazy. It’s not easy for 
raising a child. 
 
Too many questions?     
    To challenge ideas and 
opinions is never a bad way for us 
to develop our critical thinking. 
Because of this, people can have 
their own ideas and don’t lose 
their creativity. Besides, people 
will not easily reject others’ 
opinions because they can 
critically judge those things. 
    First, people can have their 
own creativity if they question 
others’ ideas and opinions. For 
example, Einstein listed the 
relative theory because he 
challenged the old theory that 
stated that time is absolute, which 
was believed by almost all of 
people at that time. So if people 
only follow other people’s ideas, 
they can’t find new ways to go. 
    Second, to challenge ideas and 
opinions doesn’t mean to reject 
others’ opinions easily. If people 
have their own critical thinking, 
they can judge things very fairly. 
So if other opinions are right or 
make sense, people will 
understand those more profoundly 
after their questioning. When I 
study my academic courses, to 
ask why and how those theories 
work is the best way for me to 
understand the whole structures 
of the knowledge in those 
courses. 
    In conclusion, to challenge 
ideas and opinions have only 
positive impacts for people to 
think independently, critically, 
and creatively. So people are not 
expected to give this way up 
during their studying. 
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Student 2’s Essays at Time 1-3 
Time 1 Time 2 Time 3 
Peer Pressure 
    Every coin has two 
sides! This is a rule for 
things we met in our 
daily lives. Peer pressure 
which is always defined 
as a negative force to 
lead undesirable 
behavior also has a 
positive potential effect. 
    Peer pressure may 
make one to develop his 
or her disadvantages 
sometimes. It is a chance 
to let someone know that 
it is the time I should 
overcome some bad 
habits or increase some 
skills by peer pressure 
which is from friends or 
classmates. For example, 
if a student fail to his or 
her exams usually and 
not notice that it is 
important to spend more 
time on studying. The 
most efficient way to 
make sense to him or her 
may the peer pressure 
from classmates rather 
than teacher or parents’ 
blaming. The difference 
and pressure from 
classmates or friends 
may inspire him or her to 
make a change of 
attitude to things which 
may cause the difference 
and pressure. 
    It is maybe a way to 
make people notice their 
disadvantage or bad 
habits from people at a 
same age and around 
them. What is more, 
maybe people will make 
a change after knowing 
what should promote in 
order to not too different 
from their friends and 
classmates. 
Career Decisions 
    In the 21
st
 Century, different person has 
the different career. Many factors can 
make influence on people’s choice of 
their career. And now I will discuss about 
it. 
    There has many factors that can change 
people’s mind, such as their personal 
interests, political interests, salary etc. In 
my opinion, I think the most important 
factor for an individual to consider when 
choosing a career is personal interests. 
Maybe someone would ask me “why you 
choose that? The salary is the most 
important!” And here are the reasons that 
why I choose personal interests as the 
most important one. 
    First of all, I think if you choose a 
career you like. You can be happy every 
day. Happy is the most important thing in 
your life, that can make you healthy ad 
you can enjoy your career. Second, if you 
choose a career by your personal 
interests. You can learn more about it, 
and make you more knowledgeable. You 
might be get a master degree, so you can 
find a good job and earn much money. 
Moreover, if you can get a job that can 
earn much money and make yourself 
happy, your family will support you. 
There has a story about my uncle. His 
major is engineering when he was in 
university, because his father wanted him 
to be a engineer. But my uncle doesn’t 
like it , and he didn’t get a good grades in 
university. When he guatuated, he can’t 
find any job about engineering. So he 
found a job in the bank. When he works 
in the bank, he finds that he likes 
business. So he read many book about 
management and finance. Then he got a 
MBA , and be a manager in the bank. So 
he can earn much money and his family 
supported him to do what he like. That is 
a true story. It supporter that personal 
interests is the most important things. 
    In summary, I think personal interests 
can make progress and , can make people 
achieve real success in their career, so 
that must be the most important thing. 
Too many questions?     
    The importance of critical thinking 
and asking a lot of questions is well 
known to everyone in those days. Today 
we can read researches about any 
possible topic, but are those actually 
true? Can we relay on them? How can 
we know what is right and what is 
wrong about those researches? 
Therefore, we must ask questions. It is 
also well know that most people do not 
ask too many questions, they just “go 
with the flow”. The people who are not 
afraid to ask question when they are not 
sure about something, are the people 
with the critical thinking.  
    A very smart person named Albert 
Einstein said, “the most important thing 
is to never stop asking questions”. There 
is no such a thing “too many questions” 
and there is nothing wrong about it. If 
you do not know something, you have a 
good reason to ask and expend your 
knowledge. If you are questioning 
something, you have a good reason to 
ask and understand why things are 
working in certain way or how things are 
working. Asking questions is the best 
tool to improve your knowledge. 
Sometimes when you ask questions, you 
make other people to think about it too, 
and maybe more questions will come up 
in the future. Asking a question does not 
mean that you are ignoring or rejecting 
other people’s ideas, it means that you 
want to know more, you want to know 
the reasons behind things, and you want 
to understand how things were 
determined. A very good example from 
my experience is my uncle, my uncle is 
a doctor to physics and chemistry, and as 
he was writing his research paper he 
read a lot of different researches on the 
same topic. He questioned few of them, 
so he decided to redo those researches. 
At the end he found out that there were 
few mistakes in those researches and 
that it is need to be fixed. If he would 
not question, those mistakes were still 
out there, and other people could relay 
on them. 
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Student 3’s Essays at Time 1-3 
Time 1 Time 2 Time 3 
Career Decisions 
    As the society is developed, 
many things are changing, and 
many things are emerging. One of 
these is the changing of life 
patterns of human. For instance, in 
the past, people want to earn 
money a lot, so they consider only 
sally to choose their job, but it is 
changing. In modern life, people 
consider their personal interest, 
intellectual interest, social honor, 
money, family environment, and 
so on. There are many of opinion 
that can be considered to choose 
their career. 
    In one person's life, the person 
will live having their own job, so 
the 
person will work in their work 
place for about 25-30 years. It is 
so long 
time. Therefore, in my opinion, 
their personal interest is the most 
important factor to choose the job. 
If someone considers other 
factors, 
it may bring boring during 
working for 25-30 years, it is 
terrible. When 
I was elementary school, I studied 
music, it means playing the piano, 
but I did not like to play the piano, 
so I stopped to study music in 
middle school. However, my 
parents could not give up so I 
restart to study music when I was 
16 years old, but eventually I 
totally stopped to study music, 
piano, composition, when I was 
19 years old. It says that the 
personal interest is one of the most 
important factor to success in own 
career part. 
    To sum up, every person want 
to live happy, so to live happy, 
they have to work in their interest 
part to avoid boring life. If 
someone does not consider their 
personal interest the person will 
be not happy in life. 
Raising Children 
    As the society developed, various 
families are emerging. Some families 
want to have only child and some 
families want to have lots of children. 
However, every parent wants to care 
about their children perfectly, so they 
usually face a lot of challenges. The 
respect about option and dream of their 
children is one of the most important 
challenges that parents face. 
    There are two reasons why the 
respect about opinion and dream of 
children is the most important 
challenge. First, if parents want their 
children to be a person, who has a job 
parents want, children cannot have 
interest about studying and cannot 
know why they have to try to enter 
university. Then, they will lose 
freedom about their life. For example, 
when I was 7 years old, I started to 
study music such as playing the piano 
and composition of classic song. The 
reason is my mother wants me to be a 
pianist and music college professor. 
However, I didn’t want to do that, so 
when I was 19 years old, I stopped 
studying music, although I had been 
studied for 13 years. Therefore, if 
parents want to give a happy life to 
their children, they have to respect their 
children’s opinion, and dream. 
    The second reason is the creativity. 
One of the main factors to be a success 
person is the creativity. However, if the 
children cannot suggest their opinion, 
and just follow their parents, they 
cannot have creativity. Therefore, if 
parents want their children to be a 
success person, they have to respect 
their children’s opinion and dream for 
making children’s creativity. If they 
don’t respect their children, their 
children will be passive person and 
their family cannot be happy. To be a 
happy family life, their children have to 
feel freedom and happy. 
    To sum up, the best way to express 
love of parents for their children is 
respect as one person like them. 
Data Mining 
    According to the definition of 
data mining, I think it is unfair 
that costumers will lose their 
private information without 
awareness. In other words, if 
businesses use this kind of 
strategy, a lot of customers will 
suffer from privacy lost. Although 
it might be helpful for the market, 
businesses should respect 
consumers’ privacy. When 
consumers’ privacy and diversity 
information is at risk, they 
probably suffer from disturbing 
by others. Thus, I do not agree 
this kind of strategy. 
    Privacy should be respected in 
the life. Base on the statement of 
data mining, I found that retailers 
use personal computer to collect 
and track information from the 
customers. In my mind, even 
though the practice leads to better 
service the customers, they do not 
respect their customers because 
they may be not allowed to save 
the information from the 
customers. Private information is 
very important in our daily life 
that is why so many people are 
very concern about their personal 
information. No matter doing 
what kind of behaviors, the most 
essential things is protecting 
privacy and respecting private 
information.  
    When personal information is 
at risk, customers’ might be suffer 
from disturbing. If personal 
information is known by other 
people, such as phone numbers or 
others contact information, people 
are always suffer å disturbing. For 
example, if businesses give their 
customers’ phone numbers to 
other people, they will do lots of 
survice on phone 
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Student 4’s Essays at Time 1-3 
Time 1 Time 2 Time 3 
Peer Pressure 
    People sometimes are easy to be 
influenced by other one like 
classmates or friends. That is what 
we called “Peer pressure”. There 
are some negative effect to people 
by peer pressure. But we also 
cannot ignore there are a lot of 
positive effect on people. And the 
positive effect in some 
circumstances are as follows. 
    Peer pressure can make people 
more hard-working. Since people 
will compare themselves with the  
other like friends . If they find they 
are lazy than somebody. People 
will fell sham and pressure. And 
then they will work or study more 
hard. For example, my friend Kim, 
used to sleep more than 10 hours 
per day But when he start t live in 
dorm with his roommate. He start 
sleep less and study more. Because 
his roommate study really hard and 
make him fell pressure. 
    Peer pressure can give another 
way to people to help them solve 
promble. When people meet some 
problem they may force on their 
own way even the way is wrong. In 
this time if they find how their 
friend solve the problem. May be 
their brain will bright. And they 
will got the solvation. For instance, 
last mouth I was doing math 
homework. But I find some 
problem and I cannot solve it. It 
cost me a long time. At last when 
my friend kim went to my home. 
We were talking about the math. 
His world make me know the 
solution and solve the core 
problem. So I finished that work as 
soon as Kim said his world. 
    Peer pressure really can 
influence people in a positive way. 
It can make people work ore hard 
give some solution to people and 
so on. 
 
 
 
Career Decisions 
     Career is very important for 
people. How to choosing 
career will influence people’s 
whole life. I believe the most 
important factor for people to 
consider when choosing career 
is their personal interest. 
    First of all, people who 
choose job follow their 
personal interest are easier get 
a good mood. When people 
working on something they 
have interest, but people will 
be hard to feel tired. People 
who working on something 
they are not interested, they 
will very easy to get bored. 
    What is more, people 
working on something they 
interested can be more 
effective. For instance, my 
brother used to work for a 
bank. Although he earned a 
good salary that time, he was 
not happy and hard to force on 
his job. And the reason is that 
he did not like the job. So he 
changed the job and now he is 
a sport car seller. Now he 
earned less money than before 
but he fell full of energy 
everyday, and he can enjoy his 
work. 
    In summary, people choose 
career by their personal 
interest can get a good mood 
and work more effectively. 
The most important factor for 
people to choosing career is 
their personal interest. 
 
Data Mining 
      We can get a lot of advertisements 
everyday through the e-mail. Sometimes I 
was confused about how can they got my 
information? Until I noticed some of the 
personal computers record to collect and 
track information on their customers’ 
shopping habits. There is no doubt that 
businesses think they are trying to give a 
better service to the customers, but still I 
think these data collecting is dangerous to 
the customers privacy. I said these for a 
several following reasons. 
    First, there is a company named “Teng 
Xun” in China. It is a really large 
company, and gets millions of customers 
from internet. However, one product they 
offered were being told collecting 
customers information and sending them 
back to the company. People were 
shocked by the news and deleted the 
product right away. Millions of customers 
said they would never use any products 
that created by TengXun. From this event 
that I can tell the customers Thinking 
about getting information from the user, 
and they really hate that. 
    Second, most of time, the advertising 
e-mail just annoys me so much. To avoid 
getting endless trash e-mail, I even 
change my e-mail account twice. I am so 
anger about the company that collecting 
my records. What is more, some 
companies even sell the information to 
others and make fortune by using this 
way. That is the reason why we get so 
much advertising e-mail or texting, even 
the phone call. I believe the first thinking 
come into the customers mind can ne 
warm heart or happy.  
    Last but not the least, I have read some 
news about hacker gets the way how the 
company collecting the information from 
the customer and plant many attacking 
program by that. Just thinking about 
these, a company which have billions 
users gets hack at the same time and even 
get a risk of steeling bank account. 
      All in all, what I am trying to say here 
is, collecting customers data is really a 
bad idea. User will never and ever like the 
risk of losing the privacy information. 
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Student 5’s Essays at Time 1-3 
Time 1 Time 2 Time 3 
Career Decisions 
    Nowadays, almost all people 
choose their job after they 
graduate high school, university or 
graduate school. However, they 
have each different factors when 
they choosing a career. It can be 
political interests or personal 
interests or salary and so on. For 
example, in South Korea, most of 
people choose their jobs for salary 
like doctor, engineer, and 
businessman etc. Moreover, 
Korean parents want their children 
to be these jobs regardless of their 
personal interests and intellectual 
interests. Therefore, many of 
people in Korea change their job 
because they think their job is not 
fit to them. Now, it is a big social 
problem in Korea. 
    In my opinion, I think personal 
interests and intellectual interests 
are most important factors. As I 
mentioned about the example of 
Korea, people should choose their 
job what they want. I have another 
example. Before I enter the Iowa 
State University, I did part-time 
job at the noodle shop as hall 
serving during three month. The 
shop was very big and customers 
were always full. I was very hard 
to work in that place, but the CEO 
of noodle shop looks so fun. He 
loves his job. At that time, I felt 
that I will choose my job which I 
do well and prefer. I am good at 
chemistry and math, so I decided I 
will be an engineer and choose the 
major which is chemical 
engineering. 
    To sum up, many people choose 
their jobs for salary. Many of them 
do not consider their personal 
interests or talents. However, they 
work minimum 30 years for their 
job before they retire. Thus, they 
choose their job that they do well 
or interesting. Also, I think they 
exert their ability more when they 
choose by personal interests or 
intellectual interests. 
Raising Children 
    Nowadays, the challenges of 
raising children are important issue 
in our society. Also, I think it is 
important. There are several 
challenges to raise childrens. 
    First, the living place can affect 
raising children. For example, 
living place is very important in 
South Korea. Because almost all 
parents want their children study 
well and go to great university. 
Thus, they send their children to 
academic institute since they are 
young. Also, well-known academic 
institutes are located in big cities. 
Therefore, parents tend to move 
their house in the big cities. 
Second, home education is also 
important. Lots of children do the 
crime than ever. I think the reason 
why the children did is due to lack 
of home education. In modern 
times, most of parents work in their 
company, so they have no enough 
time to take care or educate their 
children. It cause the increasing of 
children and adolescent crime. 
    Third, making conversation time 
is important. Due to parents work in 
their company during day time, the 
conversation time between parents 
and children is very short. The lack 
of conversation time can cause the 
psychological distance between 
them. For example, in South Korea, 
most of parents and their children 
do not talk over thirty minutes. 
Because they are so busy. Parents 
work on daytime and go back home 
at evening, but children go to 
academic institute as soon as they 
finished their school schedule. 
Thus, the time of whole family 
members in the house is only late 
evening, midnight, and sleeping 
time. It is serious problem in South 
Korea. 
    In conclusion, I think the living 
place, home education time, and 
increasing converstaion time among 
family members are important for 
raising children. 
Data Mining 
    Nowadays, more and more people prefer 
to buy things on the Internet because it is 
very convenient and fast. However, many 
companies use customer’s computer to 
record and track their shopping habits in 
order to know what goods the customer 
like. As they recorded and tracked 
consumer’s shopping habit, they will carry 
what things the customer prefer to buy and 
move their advertisement from other goods 
to this specific good. As a result, many 
customers begin to worry about their 
privacy and diversity because companies 
can easily enter into their computer and 
know private documents in the computer. 
Many companies say that they can give 
consumers a better service although they 
have already entered into personal 
computers. However, I do not believe 
companies statement because consumers 
privacy will in a dangerous condition as 
companies did like that and companies real 
goal is not to give customers a better 
service but money. 
    The fist reason is that the consumers’ 
privacy will be in a dangerous condition if 
businesses enter customers’ personal 
computer. Imaging that if you just bought 
something on amazon and then they will 
know your personal ID and what you like 
to buy even know what documents in your 
computer. What a dangerous condition 
your privacy in. According to a News, a 
company A bought lots of metal from 
other countries’ company B through 
Internet. Then company B entered into A’s 
computer and stolen tons of money.  
    The second reason is that many 
companies state that they will give a better 
service to customers. However, their real 
goal is to earn more and more money. 
They can earn more and more money if 
they know what customers like to buy 
during daytime. They will put into more 
and more money and people to carry this 
specific good.  
    To sum up, I do not agree the statement 
that business can give customers a better 
service after they enter into personal 
computer but customers’ privacy will be in 
a dangerous condition 
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Career Decisions 
    There are many different kinds of factors 
are exists on choosing a career. Someone 
insists consider personal interests when 
choosing a career. On the other hand, another 
person consider other factors such as salary 
or another interests. From my point of view, I 
think personal interest is the most important 
factor when choosing a career. This essay 
will explain some reasons about my opinion 
and suggest some examples to understand 
more easier.  
    There are many reasons are exists why 
people should consider personal interests 
when choosing a career. First of all, everyone 
has own personal interests in different kinds 
of parts. Someone has talent in sports and 
another person is interested in literature. 
Therefore if, if this person consider their 
talent and personal interests when choosing a 
career. The efficiency of career will be 
increasing rapidly. In addition, these people 
can feel more satisfaction due to they work 
with own personal interests. For example, 
one of my best friend is baseball player, he is 
interested in baseball and he starts this sports 
in elementary school. For this reason, he 
always enjoy playing baseball and then 
finally enter the one of greatest professional 
baseball team. 
    In contrast, if other people when choosing 
a job with other factors such as salary or 
political factors, it is easy to getting a lot of 
stress. They didn't consider personal interests, 
therefore they cannot enjoy his career and 
then getting lots of stresses. For this reason, 
they cannot satisfy his career. For instance, 
my academy teach always told me when 
choosing a job consider your personal 
interests. He studied in business in the 
university because of his score. Therefore he 
cannot satisfy his life. He always getting a lot 
of stresses entire university life. 
    In conclusion, I think we have to consider 
personal interests when choosing a career. if 
we choosing other factors such as salary or 
political factors. It has a lot of possibility to 
getting stress and it is hard to satisfy his 
career. For this reason, personal interest is the 
most important factor when choosing a 
career. 
 
Raising Children 
    When people get married, 
almost of they have babies soon. 
Especially in American, people 
regard their baby as a present from 
god. However, parents have lots of 
problem with their children even 
their home looks very happy. One 
of common problems, but really 
important factor is financial 
problem.  
    Parents should raise their 
children including teaching, eating 
and other else. According to the 
data which was searched in Korea, 
parents spend nearly 3 billion 
dollars for one child until their 
child get married. It is really huge 
amount, so it must affect family 
life. Parents can’t enjoy their life if 
they cannot afford their child’s 
stuff or education fee. However, 
some people cannot understand 
about that. They think parents can 
reduce their money to spend in 
other way. These people should 
think as parent’s mind. Parents 
cannot reduce their money to their 
child since unpredictable outcome 
can be made. When I asked about 
parent’s financial problem to my 
boy friend, he said “I will raise just 
one child, because I want to enjoy 
my life when I am old with rich 
condition.” Of course, raising 
children is very thankful present 
and blessing in our life. But like 
my boy friend, some parents worry 
about their entire life. Therefore, 
they choose more comfortable life 
than their children because of 
financial problem. Sometimes, 
people do not want marriage 
because they don’t want to make 
baby. They want their wonderful 
life, not their baby’s. They also 
know how family is very beautiful 
group, but they don’t want border 
their life.  
    As a result, all reasons are 
related with money. Therefore, 
financial point is most important 
point when parents raise their 
babies. Raising babies means that 
parents exchange their life (with 
money) with their adorable babies.  
 
Data mining 
    Nowadays, technology develops quickly 
as time flies. As a result, a new thing called 
data mining come out. It is used to track the 
information and collect what the customers 
like. However, whether data mining should 
be used to track and collect the customers 
lead to a series of problems. In my opinion, 
I think it should not be used for three 
reasons: customers’ rights, customers’ 
privacy, and business ways. 
    Every customer has his/ her rights. They 
can choose what they want to buy and they 
have rights to require the computer should 
not record their history of buying 
something. It is not good to record what 
customers bought before because they did 
not ask the customer if they want. For 
example, if I buy something I do not want 
other people know, then I know it someone 
is recording and they know what I bought. I 
am very angry as a customer because if they 
want to know it they can ask me whether I 
want to share it. 
    Privacy is one of the most important 
things for customers. Some customers want 
to keep their important things in private. 
Customers have their own life, some of 
them do not want to let other know their 
life. They do not want others see that what 
they buy. If the customers know the 
companies use this method to record what 
customers like. As far as I am concerned, it 
will be a bad business because every 
customer has his/ her own privacy and they 
break rule before asking the customers. 
    There is many ways to make the business 
successful. Nowadays, there are a lot of 
ways to make a company stronger. For 
instance, some companies send out some 
people to do the customer survey; some 
companies let customers rate different kinds 
of staff to collect what they like. It is also a 
good way to record what customers like. So 
it is not the only way to use this new 
technology to collect the information 
without asking. 
    To sum up, I am still on the side that I 
mentioned for three reasons:  customers’ 
rights, customers’ privacy, and business 
ways. In my opinion, the customers’ choice 
is the most important thing in the business. I 
think it does more good than harm. 
 
