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Contexte général
La modélisation mathématique de certains problèmes naturelsconduit généralement à des modèles qui sont continus ou dis-
crets. Dans les modelès continus, on suppose que l’évolution au
cours du temps se fait d’une manière continue. Ils sont présentés
par des équations différentielles, des équations aux dérivées par-
tielles, ou par des équations intégrales.
Les équations différentielles à retard surviennent dans la formali-
sation de nombreux phénomènes dynamiques où certains éffets ne
sont pas instantanés, mais interviennent avec retard, autrement dit
lorsque l’état à un instant donné est une fonction de son passé.
On peut les rencontrer dans plusieurs domaines d’applications, no-
tament en économie, physique, médecine, biologie, écologie,..., et
la signification du retard dans un tel ou tel modèle peut étre dif-
férente : le temps de gestation en biologie, le temps de réaction en
conduite automobile, la période d’incubation d’une maladie conta-
gieuse, le temps d’accumulation, le temps nécéssaire pour la matu-
ration des cellules ou la transformation d’un type de cellules en un
autre,....
Depuis les travaux d’Elsgolc dans les années 60, (47), il existe un
calcul des variations pour les systèmes à retard, et par ailleurs une
théorie du contrôle optimal de systèmes gouvernés par des équa-
tions différentielles à retard. Un tel travail a été developpé par
Hughes, (59), et Sabbagh, (68). Plus précisement ils considèrent le
problème variationnel de la forme
Minimiser
∫ b
a
F(t, x(t), x(t− τ), x′(t), x′(t− τ))dt. (1)
L’équation d’Euler-Lagrange associée à (1) est divisée en deux par-
ties :
Fx(t)(t, x(t− τ), x(t), x′(t− τ), x′(t)) + Fx(t)(t + τ, x(t + τ),
x(t), x′(t + τ), x′(t)) = ddt [Fx′(t)(t, x(t), x(t− τ), x′(t), x′(t− τ))
+Fx′(t)(t + τ, x(t + τ), x(t), x′(t + τ), x′(t))], a ≤ t ≤ b− τ
Fx(t)(t− τ, x(t), x(t− τ), x′(t), x′(t− τ))
= ddt [Fx′(t)(t, x(t− τ), x(t), x′(t− τ), x′(t))], b− τ ≤ t ≤ b.
(2)
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Afin de prouver l’existence de solutions périodiques du problème
du second ordre de la forme{
(p(t)x′(t− r))′ + f (t, x(t), x(t− r), x(t− 2r)) = g(t)
x(0) = x(2kr), x′(0) = x′(2kr)
(3)
Y. Li (62) a étudié le problème variationnel de la forme{
Minimiser
∫ 2kr
0 [
p(t)
2 |x′(t)|2 − F(t, x(t), x(t− r)) + g(t)x(t)]dt
Avec x ∈ H10 [0, 2kr],
(4)
où H10 [0, 2kr] :=
{
x(t) ∈ L2[0, 2kr] : x(0) = x(2kr), x′(0) = x′(2kr)} .
Par ailleurs les fonctions presque-périodiques ou multi-
fréquentielles, apparaissent naturellement dès qu’on est en pré-
sence de plusieurs mouvements périodiques simultanés (par
exemple deux ressorts d’élasticités différentes accrochés à deux
masses différentes). Elles ne sont pas des fonctions qui sont presque
des fonctions périodiques, mais sont des fonctions qui possèdent
de nombreuses presque-périodes. L’une des propriétés importantes
des fonctions p.p. est d’admettre un développement en série de
Fourier généralisée :
f (t) ∼
∞
∑
n=0
aλn e
iλnt.
La notion est issue, au début du vingtième siècle, des travaux de Es-
clangon, Bohl, Bohr, Besicovitch, Bochner, Stepanov.... Des contribu-
tions importantes sont dues à Von Neumann, Fréchet,... Une théorie
générale des oscillations passera forcément par les oscillations p.p..
Sur les solutions p.p. des équations différentielles ordinaires un tra-
vail initiateur est celui de Jean Favard dans les années 1920 (c.f.
(49)). Une synthèse importante est un livre de A. M. Fink dans les
années 1970 (c.f. (50)). Ces travaux concernent surtout les systèmes
dissipatifs. Sur les systèmes hamiltonniens ou lagrangiens, dans
le cas autonome, les solutions p.p. sont surtout étudiées à travers
les tores invariants par la célèbre théorie de Kolmogorov-Arnold-
Moser (K.A.M.).
Depuis une vingtaine d’années, il existe un calcul des variations
adapté aux fonctions presque-périodiques, developpé notamment
par Joël Blot,(13, 14, 16, 17, 18, 19, 20, 21, 23, 24, 25, 26, 27, 28, 29,
32, 33), destiné à l’étude des solutions p.p. des systèmes lagrangiens
forcés de façon p.p. de la forme
∂L
∂x
(x(t), x′(t))− d
dt
∂L
∂x′
(x(t), x′(t)) = f (t),
notamment les systèmes du second ordre :
x′′(t) +∇V(x(t)) = f (t).
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Ces systèmes sont de la forme :
∂L
∂x
(t, x(t), x′(t)) = d
dt
∂L
∂x′
(t, x(t), x′(t)).
Pour aborder ces questions, son approche consiste à introduire une
fonctionnelle qu’on appele une fonctionnelle d’action moyenne :
J(x(.)) := lim
T→∞
1
2T
∫ T
−T
L(t, x(t), x′(t))dt
sur un espace adéquat de fonctions p.p..
Les points critiques de cette fonctionnelle sont exactement les
solutions p.p. de l’équation différentielle ci-dessus. L’étude des
fonctionnelle constitue le Calcul des Variations en Moyenne Tem-
porelle.
Le travail présenté dans cette thèse se situe à la confluance de
ces deux courants pour construire un Calcul des Variations en
Moyenne Temporelle à Retard, dont le but est d’étudier les so-
lutions presque-périodiques de quelques classes d’équations diffé-
rentielles fonctionnelles à retard (d’origine variationnelle), ce qui
nous permettra d’obtenir des resultats d’existence, de structure et
de densité.
Descriptif de la thèse
Dans le Chapitre I, une collection de résultats sur les fonc-
tions p.p. sera donnée. On débute ce chapitre par les fonctions
p.p. au sens de Harald Bohr, puis on aborde les fonctions p.p.
uniformément par rapport à un paramètre, ensuite on parlera des
fonctions p.p. au sens de Besicovitch, ce qui nous permettra de
décrire l’espace de Blot. Enfin on expose un resultat de continuité
et de différentiabilité de l’opérateur de Nemytskii.
Dans le chapitre II, on développe un principe variationnel asso-
cié à l’équation différentielle fonctionnelle du second ordre du type
Neutre de la forme :
D1L(x(t− r), x(t− 2r), x′(t− r), x′(t− 2r), t− r)
+D2L(x(t), x(t− r), x′(t), x′(t− r), t)
= ddt [D3L(x(t− r), x(t− 2r), x′(t− r), x′(t− 2r), t− r)
+D4L(x(t), x(t− r), x′(t), x′(t− r), t)]
(5)
où Dj, j = 1...4, désigne la dérivée partielle par rapport à la j-ème
composante, et r ∈ (0,∞).
Le principe consiste à minimiser la fonctionnelle
Φ(x(.)) := lim
T→+∞
1
2T
∫ T
−T
L(x(t), x(t− r), x′(t), x′(t− r), t)dt, (6)
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sur un espace adéquat des fonctions p.p., ainsi les points critiques
de cette fonctionnelle sont exactement les solutions p.p. de (5).
Dans un premier temps, en travaillant sur l’espace des fonctions
p.p. au sens de Bohr, en étudiant l’opérateur de Nemytskii sur cet
espace, on établit rigoureusement le principe général énoncé ci des-
sus. Une première classe d’équations sur lesquelles ce point de vue
variationnel est utilisé est celui des lagrangiens convexes où il per-
met d’obtenir des nouveaux résultats sur la structure des solutions
p.p. de (5).
Théorème 0.1 On suppose que L ∈ C1((Rn)4,R), et que L est convexe. Alors les asser-
tions suivantes sont bien vérifiées.
(i) L’ensemble des solutions p.p. au sens de Bohr de (5) est sous-ensemble
fermé et convexe de AP1(R,Rn).
(ii) Si x1 est une solution T1-periodique, non constante de (5), x2 est une
solution T2-periodique, non constante de (5), et si T1/T2 n’est pas
un rationnel, alors (1− θ)x1 + θx2 est une solution p.p. au sens de
Bohr, non périodique de (5) pour tout θ ∈ (0, 1).
Une deuxième étape du développement de Calcul de Variations
en Moyenne Temporelle à Retard est l’utilisation d’espaces de Blot
notés par B1,2 ; sont des espace du type Sobolev analogues à l’espace
H1 du cas périodique, qui utilisent la dérivée généralisée (notée par
∇) de Vo Khac (définie dans sa thèse de 1966) et conduit à une no-
tion de solution p.p. faible qui s’interprète en termes de série de
Fourier généralisée. On étudie les opérateurs de Nemytskii sur ces
espaces et on y étend le principe variationnel général exposé au
début de cette description. Dans ces nouveaux espaces nous établis-
sons un théorème d’existence et d’unicité de solutions p.p. faibles
en utilisant des techniques de l’Analyse Fonctionnelle Non Linéaire.
Théorème 0.2 Soit L : (Rn)4 × R → R une fonction qui satisfait (2.10)(2.11). On
suppose qu’elle satisfait aussi aux deux conditions suivantes :
L(., t) : (Rn)4 → R est convexe pour tout t ∈ R.
Il existe j ∈ {1, 2}, k ∈ {3, 4} et c ∈ (0,∞)
tels que, pour tout (x1, x2, x3, x4, t) ∈ (Rn)4 ×R,
on a : L(x1, x2, x3, x4, t) ≥ c(
∣∣xj∣∣2 + |xk|2).
Alors il existe une fonction u ∈ B1,2(Rn) qui est une solution Besicovitch-
p.p. faible de l’équation (5).
Si de plus on suppose que la condition suivante est satisfaite :
Il existe i ∈ {1, 2}, l ∈ {3, 4} et c1 ∈ (0,∞)
tels que la fonction M : (Rn)4 ×R→ R, définie par
M(x1, x2, x3, x4, t) := L(x1, x2, x3, x4, t)− c12 |xi|2 − c12 |xl|2 ,
est convexe par rapport à (x1, x2, x3, x4, t) pour tout t ∈ R,
alors la solution Besicovitch-p.p. faible de (5) est unique.
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Dans le cas des équations différentielles forcées par un terme
p.p. le théorème d’existence de solutions p.p. faibles se traduit en
resultat de densité sur les solutions p.p. fortes (forte=usuelle). Préci-
sément il s’agit de densité des forces extérieures p.p. pour lesquelles
l’équation forcée admet des solutions p.p..
Un résultat d’existence des solutions p.p. via des méthodes de mo-
notonie a été établi.
Théorème 0.3 Soit K ∈ C2((Rn)4,R) une fonction qui satisfait aux conditions sui-
vantes :
Il existe a0 ∈ [0,∞) tel que |K(X)| ≤ a0 |X|2 pour tout X ∈ (Rn)4.
Il existe j ∈ {1, 2}, k ∈ {3, 4} et c ∈ (0,∞)
tels que la fonction G : (Rn)4 → R, définie par
G(x1, x2, x3, x4) := K(x1, x2, x3, x4)− c2
∣∣xj∣∣2 − c2 |xk|2 ,
est convexe et positive dans (Rn)4
La différentielle DK est Lipschitzienne dans (Rn)4 .
Alors on a les résultats suivants :
(i) Pour tout b ∈ B2(Rn) il existe une unique u ∈ B1,2(Rn) qui est
une solution Besicovitch-p.p. faible de l’équation (5).
(ii) L’ensemble des b ∈ AP0(R,Rn) pour lesquels il existe une solution
Bohr-p.p. de l’équation différentielle
D1K(x(t− r), x(t− 2r), x′(t− r), x′(t− 2r))
+D2K(x(t), x(t− r), x′(t), x′(t− r))
− ddt [D3K(x(t− r), x(t− 2r), x′(t− r), x′(t− 2r))
+D4K(x(t), x(t− r), x′(t), x′(t− r))] = b(t),
est dense dans AP0(R,Rn) pour la norme
‖b‖∗ := sup{M{b.h} : h ∈ B1,2(Rn), ‖h‖1,2 ≤ 1}.
Dans le chapitre III, on s’intèresse aux solutions p.p. d’une
classe d’équations différentielles fonctionnelles du second ordre à
retard fini de la forme :
u′′(t) =
∫ 0
−r
D1 f (u(t), u(t+ θ))dθ+
∫ 0
−r
D2 f (u(t− θ), u(t))dθ+ e(t),
(7)
où Dj, j = 1, 2, désigne la dérivée partielle par rapport à la j-ème
composante, et e est une ’force extérieure’ p.p.. Pour cela on consi-
dère le problème variationnel qui consiste à minimiser la fonction-
nelle
J(u(.)) := lim
T→∞
1
2T
∫ T
−T
(
1
2
∣∣u′(t)∣∣2 + ∫ 0
−r
f (u(t), u(t + θ))dθ + u(t).e(t)
)
dt
(8)
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dans un premier temps sur l’espace des fonctions p.p. au sens de
Bohr. Ainsi (7) apparaît comme l’équation d’Euler-Lagrange, et les
points critiques de la fonctionnelle (8) sont exactement les solutions
p.p. de (5), ce qui nous permet d’obtenir un résultat sur la structure
des solutions p.p..
Théorème 0.4 Soit f ∈ C1(Rn×Rn,R). On suppose que f est convexe, alors l’ensemble
des solutions p.p. fortes de (7) est sous-ensemble convexe de AP2(E).
En deuxième temps, en utilisant la notion de la dérivée faible, on
étend le principe variationnel à l’espace de Blot, où nous établissons
un théorème d’existence de solutions p.p. faibles,
Théorème 0.5 Soit f ∈ C1(Rn ×Rn,R). On suppose que
1. f est convexe.
2. ∃c ∈ (0,∞), ∃d ∈ R, ∀(x, y) ∈ Rn ×Rn, f (x, y) ≥ c. |x|2 + d.
3. ∃a ∈ (0,∞), ∃b ∈ R, ∀(x, y) ∈ Rn ×Rn, |D f (x, y)| ≤ a(|x|+
|y|) + b.
Alors pour tout e ∈ B2(E), il existe au moins une solution p.p. faible
u ∈ B2,2(E) de (7). Par ailleurs l’ensemble des solutions p.p. faibles de (7)
est un ensemble convexe.
Ainsi qu’un résultat de densité.
Théorème 0.6 Sous les mêmes conditions que le thèorème précédent, pour tout e ∈
AP0(E), et pour tout e ∈ (0,∞), il existe ee ∈ AP0(E) telle que
‖e− ee‖B2(E) ≤ e et telle qu’il existe ue ∈ AP2(E) qui est une solu-
tion p.p. forte de
u′′e (t) =
∫ 0
−r
D1 f (ue(t), ue(t+ θ))dθ+
∫ 0
−r
D2 f (ue(t− θ), ue(t))dθ+ ee(t).
Dans le chapitre IV nous étudions l’existence de solutions
presque-périodiques faibles d’une classe d’équations différentielles
fonctionnelles du second ordre à retard infini de la forme
D1L(u(t), ut, u′(t), u′t, t) + T∗D2L(u(t), ut, u′(t), u′t, t)
=
d
dt
[
D3L(u(t), ut, u′(t), u′t, t) + T∗D4L(u(t), ut, u′(t), u′t, t)
]
,
(9)
où Dj désigne la dérivée partielle par rapport à la j-ème compo-
sante, T∗ est un opérateur linéaire continu, et pour tout t ∈ R, la
fonction mémoire ut est donnée par
ut(θ) := u(t + θ), pour θ ∈ (−∞, 0].
Les techniques utilisées sont similaires aux celles des chapitres II et
III. Notre approche variationnelle consiste à minimiser la fonction-
nelle
Φ(u(.)) := lim
T→+∞
1
2T
∫ T
−T
L(u(t), ut,∇u(t), (∇u)t, t)dt, (10)
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sur les espaces de Blot. Ainsi l’équation (9) apparaît comme l’équa-
tion d’Euler-Lagrange, et les solutions p.p. faibles de (9) sont carac-
térisées par les points critiques de la fonctionnelle (10). Ce qui nous
permettra d’avoir des résultats d’existence et d’unicité des solutions
p.p. faibles de (9).
Théorème 0.7 (Existence) On suppose que les conditions (H3), (H4), (H5), et (H6) 1 sont
satisfaites. Alors il existe une fonction u ∈ B1,2(R,Rn) qui est une solu-
tion Besicovitch-p.p faible de (9).
Théorème 0.8 (Unicité) On suppose que les conditions (H3), (H4), (H5), et (H6) sont
satisfaites. On suppose aussi que la condition suivante est satisfaite,
Il existe a4 ∈ [0,+∞), tel que la fonction
K : H×R→ R définie par
K(x1, ϕ1, x2, ϕ2, t) := L(x1, ϕ1, x2, ϕ2, t)− a42 (β+ γ) ,
est convexe par rapport à (x1, ϕ1, x2, ϕ2) pour tout t ∈ R,
(11)
alors il existe une unique fonction u ∈ B1,2(R,Rn), qui est une solution
faible presque-périodique au sens de Besicovitch de (9).
Ce travail est composé de deux articles parus et d’un article sou-
mis pour publication. Plus précisement une partie du deuxième
chapitre fait partie d’un article paru dans ’Abstract and Applied
Analysis’, (co-écrit avec J. Blot), (8). Une partie du troisième cha-
pitre fait partie d’un article paru dans ’Differential Equations and
Applications’, (co-écrit avec J. Blot), (7). Enfin une partie du qua-
trième chapitre est soumise pour publication (6).
1. Voir chapitre 4
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Les fonctions presque-périodiques ont été introduites par des as-tronomes, et en particulier par E. Elsclangon (1902) pour géné-
raliser les fonctions périodiques. Un peut plus tard (1922), Harald
Bohr, s’intéressant à la fonction Zeta de Riemann et aux séries de
Dirichlet, était amené à les étudier en liaison avec des problèmes de
nature arithmétique. Depuis, la notion de presque-périodicité a été
généralisée dans diverses directions notamment par Favard, Besico-
vitch, Fink, Levitan, et Corduneanu.
Dans ce chapitre, nous rappelons quelques notions et résultats
sur la presque-périodicité au sens de Bohr et de Besicovitch, que
nous utiliserons dans la suite de la thèse.
E désigne un espace de Banach réel, et ‖.‖E sa norme. On note
C0(R,E) l’espace des fonctions continues de R vers E et Ck(R,E)
l’espace des fonctions de classes Ck sur R à valeurs dans E.
1.1 Fonctions presque-périodiques au sens de Bohr
Définition 1.1 Un ensemble I deR est dit relativement dense s’il existe un nombre réel l >
0 (dit longueur d’inclusion), tel que, tout intervalle [a, a + l] de longueur
l de R contient un nombre de I.
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Définition 1.2 Soit f une fonction continue de R dans E et e > 0 un nombre réel stric-
tement positif. Un nombre réel τ est une e-presque-période de f si on a
sup
t∈R
‖ f (t + τ)− f (t)‖E < e. (1.1)
Définition 1.3 (Bohr) Soit f ∈ C0(R,E). On dit que f est presque-périodique au sens de
Bohr si ∀e > 0, f possède un ensemble de e-presque-périodes relativement
dense. i.e. ∀e > 0, il existe un nombre l = l(e) > 0, tel que tout intervalle
[a, a + l] contienne un nombre τ = τe satisfaisant (1.1).
C.f. (34, 48, 50, 61).
Il est clair que toute fonction périodique continue est une fonc-
tion presque-périodique au sens de Bohr. En effet si f est une
fonction T-périodique, alors tous les nombres de la forme nT ;
n = (±1,±2,±3, · · · ) sont aussi des périodes de f , et donc
sont des presque-périodes de f , pour tout e > 0. Or l’ensemble
{nT; n = ±1,±2,±3, · · · } est relativement dense, ce qui implique
que f est presque-périodique au sens de Bohr. Par contre la réci-
proque est fausse. On cite comme contre exemple la fonction numé-
rique f (t) = cos(t) + cos(
√
2t) ; (t ∈ R).
Figure 1.1 – Un exemple de fonction presque-périodique.
On notera par AP0(R,E) (ou aussi AP0(E)) l’espace des fonc-
tions presque-périodiques au sens de Bohr à valeurs dans E.
Proposition 1.1 AP0(R,E) muni de la norme de convergence uniforme
‖ f ‖∞ := sup {‖ f (t)‖E ; t ∈ R}
est un espace de Banach.
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C.f. (5, 34, 50, 61).
Proposition 1.2 AP0(R,E) jouit des proprietés suivantes :
1. Tout élément de AP0(R,E) est uniformément continu.
2. Tout élément de AP0(R,E) est à image relativement compacte sur
E, donc borné sur R.
3. Si F est un espace de Banach, et si g : E → F est une application
continue sur l’adhérence de l’image de f , alors g ◦ f ∈ AP0(R,F).
4. Si pour i = 1, 2, · · · , p, fi ∈ AP0(R,Ei), Ei étant un espace de
Banach, alors ( fi)1≤i≤p ∈ AP0(R,∏1≤i≤pEi).
5. Si ( fn)n est une suite des fonctions presque-périodiques et qu’elle
converge uniformément vers une fonction f , alors f ∈ AP0(R,E).
C.f. (5, 34, 61).
Proposition 1.3 Soit f : R→ E, et a ∈ R. On définit l’opérateur de translation
τa( f )(t) := f (t + a).
Si f ∈ AP0(R,E), alors pour tout a ∈ R, on a τa( f ) ∈ AP0(R,E).
Notons par BC(R,E), l’ensemble de fonctions continues, bor-
nées de R à valeurs dans E.
Théorème 1.1 (Bochner) Soit f ∈ C0(R,E). Alors f ∈ AP0(R,E) si et seulement si
{τa( f ); a ∈ R} est relativement compact dans BC(R,E) munit de la
norme de la convergence uniforme.
C.f. (5, Chapitre VIII, page 9).
Du Théorème de Bochner, on tire les proprietés suivantes :
Proposition 1.4 1. Si f et g ∈ AP0(R,E), alors f + g ∈ AP0(R,E).
2. Si f ∈ AP0(R,E) et φ ∈ AP0(R,R) alors φ. f ∈ AP0(R,E).
C.f. (5, 34, 50, 61).
Tout polynôme trigonométrique Pn(t) = ∑nk=1 ake
iλkt, (ak ∈
E,λk ∈ R) est une fonction presque-périodique, et donc en utili-
sant le point (5) de la Proposition 1.2, toute fonction f obtenue par
la limite uniforme d’une suite de polynômes trigonométriques est
presque-périodique. Ainsi on introduit une troisième définition dite
d’approximation, pour les fonctions presque-périodiques.
Définition 1.4 (Approximation) AP0(R,E) est la fermeture de l’espace des polynômes tri-
gonométriques à valeurs dans E, noté Trig(R,E), dans BC(R,E) pour
la topologie de convergence uniforme. i.e. f ∈ AP0(R,E) si et seulement
si pour tout e > 0, il existe Pe ∈ Trig(R,E) tel que
sup
t∈R
‖ f (t)− Pe(t)‖E < e.
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Ou encore f ∈ AP0(R,E) si et seulement si il existe une suite (Pn)n ∈
Trig(R,E) telle que
lim
n→∞ supt∈R
‖ f (t)− Pn(t)‖E = 0.
C.f. (5, Chapitre I, page 15).
Lorsqu’une fonction périodique est dérivable, sa dérivée est au-
tomatiquement périodique. En ce qu’il sagit des fonctions presque-
périodiques ceci n’est pas vraie, puisque rien n’assure que la dérivée
soit uniformément continue sur R, ce qui est nécessaire pour être
presque-périodique. Cependant on a le résultat suivant.
Proposition 1.5 Si f ∈ AP0(R,E) ∩ C1(R,E) et f ′ est uniformément continue sur R,
alors f ′ ∈ AP0(R,E)
C.f. (5, Chapitre VI, page 6).
Pour k ∈N∗, on note
APk(R,E) :=
{
f ∈ AP0(R,E) ∩ Ck(R,E); ∀i = 1, · · · , k d
i f
dti
∈ AP0(R,E)
}
.
Proposition 1.6 APk(R,E) muni de la norme
‖ f ‖Ck := sup
t∈R
‖ f (t)‖E +
k
∑
i=1
sup
t∈R
∥∥∥∥di f (t)dti
∥∥∥∥
E
est un espace de Banach.
Définition 1.5 Pour f ∈ AP0(R,E),
M { f } =Mt { f (t)} := lim
T→∞
1
2T
∫ T
−T
f (t)dt
désigne la moyenne temporelle de f .
Proposition 1.7 Soit f ∈ AP0(R,E), alors M { f } existe dans E.
Proposition 1.8 Soit f ∈ AP0(R,E), et a ∈ R, alors
Mt { f (t + a)} =Mt { f (t)} .
Notons que pour tout λ ∈ R et f ∈ AP0(R,E), l’application[
t 7−→ f (t)e−iλt] ∈ AP0(R,E) et donc sa moyenne existe dans le
complexifié de E.
Définition 1.6 Pour f ∈ AP0(R,E) et λ ∈ R, on définit le coefficient de Fourier-Bohr
d’indice λ de f par :
a( f ;λ) :=Mt
{
f (t)e−iλt
}
.
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Proposition 1.9 Soit f ∈ AP0(R,E). L’ensemble
Λ( f ) := {λ ∈ R; a( f ;λ) 6= 0}
est au plus dénombrable.
Proposition 1.10 Soit f ∈ AP0(R,E). Alors f est développable en série de Fourier-Bohr
f (t) ∼ ∑
λ∈R
a( f ;λ)eiλt.
La convergence ayant lieu en moyenne quadratique. De plus si E est un
espace de Hilbert, on a l’égalité de Parseval :
Mt
{
‖ f (t)‖2E
}
= ∑
λ∈R
‖a( f ;λ)‖2E .
C.f. (5, Chapitre III, page 22 et chapitre VIII, page 29).
À partir de cette Proposition on déduit le théorème suivant.
Théorème 1.2 (Unicité) Si deux fonctions presque-périodiques ont la même série de
Fourier-Bohr, alors elles sont identiques.
Proposition 1.11 Soit f ∈ AP0(R,R). Alors on a :
1. Si limt→+∞ f (t) = l (l ∈ R), (respectivement −∞), alors pour tout
t ∈ R, f (t) = l.
2. Si pour tout t ∈ R, f (t) ≥ 0, alors Mt { f (t)} ≥ 0 et Mt { f (t)} =
0 si et seulement si pour tout t ∈ R, f (t) = 0.
C.f. (9, Proprieté 5, page 353 et Corollaire 2, page 357).
1.2 Fonctions presque-périodiques avec un paramètre
On considère la fonction F ∈ C0(R×R,R) définie par F(x, t) =
sin(xt). Il est clair que pour tout x ∈ R, la fonction F(., t)
est périodique, donc certainement presque-périodique au sens de
Bohr. Malgré que [t 7−→ sin(t)] est presque-périodique, la fonc-
tion [t 7−→ F(sin(t), t)] ne peut pas être presque-périodique, car
elle n’est pas uniformément continue sur R. Plus généralement, si
F ∈ C0(E×R,F), où E et F sont deux espaces de Banach, est telle
que F(x, .) est presque-périodique pour tout x ∈ E, et ϕ : R −→ E
est presque-périodique, la fonction [t 7−→ F(ϕ(t), t)] ne sera pas for-
cément presque-périodique. Il faut une certaine uniformité par rap-
port à x (sur le choix de t). Pour cette raison on retient la définition
suivante.
Définition 1.7 Soit F ∈ C0(E×R,F). On dit que F est presque-périodique en t uni-
formément par rapport à x sur tout compact de E (p.p. en t unif.p.r. à x)
lorsque : pour tout compact K de E,
∀e > 0, ∃l > 0; ∀α ∈ R, ∃τ ∈ [α, α+ l] tels que
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sup
t∈R
sup
x∈K
‖F(x, t + τ)− F(x, t)‖E ≤ e.
On note par APU(E×R,F) la classe de telles fonctions.
Théorème 1.3 Soit F ∈ C0(RN ×R,RM). F est p.p. en t unif.p.r. à x si et seulement si,
pour toute suite (τn) de réels, il existe une sous-suite (τ′n) de (τn) et une
fonction G ∈ C0(RN ×R,RM) telles que pour tout compact K de RN,
lim
n→∞ supt∈R
sup
x∈K
∥∥F(x, t + τ′n)− G(x, t)∥∥E = 0.
Proposition 1.12 APU(RN ×R,RM) jouit des proprietés suivantes :
1. Si F et G sont p.p. en t unif.p.r. à x, alors F + G l’est aussi.
2. Pour tout compact K de RN, si F est p.p. en t unif.p.r. à x alors elle
est bornée continue sur K×R.
Théorème 1.4 Si F ∈ C0(E×R,F) est p.p. en t unif.p.r. à x et ϕ ∈ AP0(R,E), alors
l’application [t 7−→ F(ϕ(t), t)] ∈ AP0(R,F).
Ce théorème est démontré dans (75, Théorème 2.7, page 16)
lorsque E = RN et F = RM, et sa démonstration se généralise
aux espaces de Banach séparables. Ce théorème a été généralisé par
P. Cieutat (37) pour les espaces de Banach non nécessairement sé-
parables.
Lorsque F ∈ APU(RN ×R,RM), on note
Λ(F) :=
⋃
x∈RN
{
λ ∈ R : Mt
{
F(x, t)e−iλt
}
6= 0
}
.
Le module de F, noté Mod(F) est le sous-groupe de R, ou le sous-
module sur Z, engendré par Λ(F).
Théorème 1.5 Soit F et G ∈ APU(RN ×R,RM). Si pour tout compact K de RN, et
pour toute suite (τn)n de réels ayant une limite finie ou infinie telle que la
suite de fonctions [(x, t) 7−→ F(x, t + τn)] est uniformément convergente
surK×R, implique que la suite de fonctions [(x, t) 7−→ F(x, t + τn)] est
uniformément continue sur K×R, alors
Mod(G) ⊂ Mod(F).
C.f. (75, Théorème 2.8, page 18).
1.3 Fonctions presque-périodiques au sens de Besico-
vitch
Notre référence est (67, Chapitre I) et (10, Chapitre II) pour le
cas de la dimension finie.
Si f est un élément de l’espace de Lebesgue L1loc(R,R), on note
Mt { f (t)} := lim sup
T→∞
1
2T
∫ T
−T
f (t)dt.
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Si p ∈ [1,+∞), on note Bp(R,E) la fermeture dans Lploc(R,E) de
AP0(R,E) (ou aussi de Trig(R,E)) pour la semi-norme
f 7−→M {‖ f ‖pE} 1p .
On note f ∼p g 1 si Mt
{‖ f (t)− g(t)‖pE} = 0. Le quotient deBp(R,E) pour cette relation d’équivalence se note Bp(R,E) et s’ap-
pelle l’espace des fonctions presque-périodiques au sens de Besico-
vitch.
Proposition 1.13 Bp(R,E) muni de la norme
‖ f ‖p :=Mt
{‖ f (t)‖pE} 1p ,
est un espace de Banach.
C.f. (67, Chapitre I).
Proposition 1.14 Lorsque E est un espace de Hilbert, B2(R,E) muni du produit scalaire
〈 f |g〉B2(R,E) :=M {( f |g)E}
est un espace de Hilbert.
C.f. (67, Chapitre I).
Théorème 1.6 Si f ∈ Bp(R,E), alors sa moyenne existe, est finie, et vérifie
lim
T→∞
1
2T
∫ T
−T
f (t)dt = lim
T→∞
1
T
∫ 0
−T
f (t)dt = lim
T→∞
1
T
∫ T
0
f (t)dt.
C.f. (10, page 104), (11, page 262), (35, page 45).
Proposition 1.15 Si (um)m est une suite dans AP0(R,Rn) et si u ∈ Lploc(R,Rn) (l’espace
de Lebesgue), satisfaisant
M
{|um − u|p} 1p = (lim sup
T→∞
1
2T
∫ T
−T
|um − u|p dt
) 1
p
→ 0 (m→ 0),
alors u ∈ Bp(Rn) et on a ‖um − u‖p → 0 (m→ 0).
On peut bien entendu développer les éléments de B2(R,E) en
séries de Fourier-Bohr, et si E est un espace de Hilbert, leur déve-
loppement vérifie la relation de Parseval suivante :
Mt
{
‖ f (t)‖2E
}
= ∑
λ∈R
‖a( f ;λ)‖2E .
Théorème 1.7 (Riesz-Fisher-Besicovitch) L’application Φ : B2(R,E) −→ l2(R,E) donnée
par Φ( f ) := (a( f ;λ))λ∈R, où E est un espace de Hilbert, définit un
isomorphisme isométrique d’espaces de Hilbert.
C.f. (10, page 110), (67, page 18).
Notons que B2(R,E) est l’espace de la synthèse harmonique.
1. Pour alléger l’écriture, ∼2 sera notée ∼.
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1.4 Espace de type Sobolev sur les espaces de Besico-
vitch, dit ’espace de Blot’
Ces espaces du type Sobolev, inspirés de l’espace classique
H1(]0, T[,E) du cas périodique, ont été construits et développés par
J. Blot dans (23), pour E de dimension finie. Les modifications né-
cessaires pour les généraliser à un espace de Hilbert ont été indi-
quées par P. Cieutat dans sa thèse (c.f. (37)).
Soit E un espace de Hilbert sur R, dont ‖.‖E et (.|.)E sont sa
norme et son produit scalaire. Soit r ∈ R ; et f ∈ Bp(R,E), par
l’invariance de la moyenne par translation, on a
M
{‖τr f ‖pE} 1p =M {‖ f ‖pE} 1p .
Donc f ∼p g implique τr f ∼p τrg , ce qui permet de définir τrη dans
Bp(R,E) quand η ∈ Bp(R,E). Ces opérateurs de translation per-
mettent de définir une dérivée généralisée pour certains éléments
de Bp(R,E) en suivant la méthode de Vo-Khac (73). Le générateur
infinitésimal du groupe (τr)r∈R est noté ∇ selon Vo-Khac :
∇ f := lim
r→0
1
r
(τr f − f ) .
L’opérateur ∇ est un opérateur linéaire, non borné de B2(R,E) ; en
outre ∇ est de graphe fermé dans B2(R,E)× B2(R,E).
On note B1,2(R,E) = Dom(∇), c’est-à-dire :
B1,2(R,E) =
{
f ∈ B2(R,E) : ∇ f ∈ B2(R,E)
}
.
B1,2(R,E) est l’espace de Blot. On munit B1,2(R,E) du produit sca-
laire
〈 f |g〉B1,2(R,E) := ( f |g)B2(R,E) + (∇ f |∇g)B2(R,E)
qui en fait un espace de Hilbert (c.f. (23, Proposition 5)).
Proposition 1.16 Soit k ∈N∪+∞. Alors APk(R,E) est dense dans B1,2(R,E).
C.f. (23, Proposition 8).
Ce résultat permet de considérer
(
B1,2(R,E), 〈 f |g〉B1,2(R,E)
)
comme le complété hilbertien de AP1(R,E).
Signalons sans démonstration les proprietés suivantes de l’es-
pace de Blot.
Proposition 1.17 Les proprietés suivantes sont vraies :
1. Si f ∈ B1,2(R,E) et r ∈ R, alors
∇(τr f ) ∼2 τr(∇ f ).
2. Si f ∈ AP1(E), alors f ∈ B1,2(R,E), et ∇ f ∼2 f ′.
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3. Si f ∈ B1,2(R,E), alors a(∇ f ;λ) = iλa( f ;λ).
4. Si f ∈ B1,2(R,E), alors M {∇ f } = 0.
Remarque 1.1 Le point (2) montre que∇ est une généralisation de la dérivation ordinaire.
Proposition 1.18 Soit f , g ∈ B2(R,E), alors les deux assertions suivantes sont équiva-
lentes :
1. g ∈ B1,2(R,E) et ∇g ∼2 f .
2. ∀h ∈ AP1(R,E), M {( f |h)E} = −M {(g|h′)E}.
C.f. (23, Proposition 10).
Proposition 1.19 Si f ∈ B1,2(R,E), et g ∈ AP1(R,E). Alors :
1. ( f |g)E ∈ B1,2(R,R).
2. ∇ ( f |g)E ∼2 (∇ f |g)E + ( f |g′)E.
3. M {(∇ f |g)E} = −M {( f |g′)E}.
C.f. (23, Proposition 9).
On a aussi la proprieté qui caractérise l’espace B1,2(R,E), via les
séries de Fourier-Bohr.
Proposition 1.20 Soit f ∈ B2(R,E), telle que f (t) ∼2 ∑λ∈R a( f ;λ)eiλt. Alors on a :
f ∈ B1,2(R,E)⇐⇒ ∑
λ∈R
λ2 ‖a( f ;λ)‖2E < ∞
et dans ce cas ∇ f ∼2 ∑λ∈R iλa( f ;λ)eiλt.
C.f. ((23, Proposition 3, et Proposition 6)).
1.5 Fonctions presque-périodiques et le compactifié de
Bohr.
Définition 1.8 Soit G un groupe abélien localement compact. On appelle compactifié de
Bohr de G, le couple (bG, ib), où bG est un groupe abélien compact et
ib : G −→ bG est un homomorphisme de groupe, tels que pour tout
homomorphisme Ξ : G −→ Γ dans un groupe abélien compact Γ, il existe
un unique homomorphisme Ξb : bG −→ Γ tel que
Ξ = Ξb ◦ ib.
Les proprietés suivantes découlent directement de la définition.
Proposition 1.21 1. ker ib = {0}, et l’image ib(G) est dense dans bG.
2. Le compactifié de Bohr est définit d’une façon unique, i.e. si
(
b˜G, i˜b
)
est un autre compactifié de Bohr, alors il existe un unique isomor-
phisme α : bG −→ b˜G tel que i˜b = α ◦ ib.
Pour construire bG on utilise la dualité de Pontryagin (57, 69).
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Théorème 1.8 f ∈ AP0(R,E) si et seulement si il existe une fonction f¯ ∈ C0(bR,E),
telle que
f = f¯ ◦ ib =: i∗b ◦ f¯
(i.e. f possède une extension continue sur bR).
(67, page 7)
Remarque 1.2 L’extension f¯ est unique et satisfait
sup
t∈R
‖ f (t)‖E = sup
s∈bR
∥∥ f¯ (s)∥∥
E
.
Ainsi on peut établir un isomorphisme isométrique entre AP0(R,E)
et C0(bR,E), et toute fonction de AP0(R,E) peut étre identifiée à une
fonction continue sur bR
Notons par µ la mesure de Haar normalisée sur bR. D’après (67), il est
possible de voir que Bp(R,E) est isomorphe à Lp(bR,E), où Lp est muni
de la mesure de Haar définie sur bR. Il est connu aussi que
‖ f ‖pp =

∥∥ f¯∥∥pLp(bR,E) = ∫bR ∥∥ f¯ (s)∥∥pE dµ(s), 1 ≤ p ≤ ∞
ess sups∈bR
∥∥ f¯ (s)∥∥
E
, p = ∞.
1.6 Distributions presque-périodiques.
Notre référence pour cette section est le livre de L. Schwartz (71, cha-
pitre VI, §9).
Conformément aux notations de L. Schwartz, nous désignons par (D)
l’ensemble des fonctions ϕ : R −→ R, indéfiniment dérivables à support
compact. Son dual topologique noté par (D′) est l’espace des distributions.
Notons par (B) l’espace des fonctions indéfiniment dérivables bornées
sur R. Son dual topologique noté par (B′) est l’espace des distributions
dites bornées.
Soit ϕ ∈ (B). On dit que ϕ est presque-périodique dans (B), si les
translatées T(ϕ) := {τaϕ}a∈R est un ensemble relativement compact dans
(B). Cela revient à dire que ϕ ainsi que toutes ses dérivées sont des fonc-
tions continues presque-périodiques au sens usuel de Bohr. Ces fonctions
ϕ forment un sous-espace vectoriel fermé noté (Bpp) de (B).
Prenons maintenant une distribution T dans (B′). On dit que T
est une distribution presque-périodique si l’ensemble de ses translatées
{TaT}a∈R est un ensemble relativement compact dans (B′). Cela revient
à dire que l’application [a 7−→ TaT] est une fonction continue presque-
périodique au sens de Bohr de R à valeurs dans (D′). Ainsi on en dé-
duit que l’ensemble des distributions preque-périodiques noté (B′pp) est un
sous-espace vectoriel fermé de (B′).
Notons que si f est une fonction dans AP0(R,R) ∩ C1(R,R), alors
sa dérivée n’est pas forcément une fonction presque-périodique, mais elle
est bien une distribution presque-périodique.
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Théorème 1.9 Pour qu’une distribution T ∈ (D′) soit presque-périodique il faut et il suf-
fit qu’elle soit une somme finie de dérivées des fonctions continues presque-
périodiques au sens (usuel) de Bohr.
C.f. (71, chapitre VI, §9).
On rappelle que l’opérateur de la moyenne
M : AP0(R,R) −→ R
se prolonge d’une manière unique à B′pp.
Comme toute fonction presque-périodique, toute distribution presque-
périodique T ∈ B′pp, possède des coefficients de Fourier-Bohr a(T;λ), (λ ∈
R), donnés par la formule
a(T;λ) :=M
{
e−2ipiλtT
}
,
dont le module de fréquences Mod(T) := {λ ∈ R : a(T;λ) 6= 0} est au
plus dénombrable. Cependant on a le théorème d’unicité de développement
de Fourier suivant :
Théorème 1.10 (Unicité) Soit T ∈ B′pp. Alors on a :
∀λ ∈ R a(T;λ) = 0⇐⇒ T est la distribution nulle.
C.f. (71, chapitre VI, §9).
On énonce sans démonstration les deux résultats suivants dus à J. Blot
(c.f.(16, Proposition 1 et Proposition 2)).
Proposition 1.22 Si T ∈ (B′pp), alors M {DT} = 0.
Proposition 1.23 Soit T ∈ (B′pp) et φ ∈ AP∞(R,R), alors on a :
M {φ.DT} = −M {φ′.T} .
1.7 Opérateur de Nemytskii entre les espaces des fonc-
tions presque-périodiques au sens de Bohr.
Soit E et F deux espaces de Banach, et F : E×R −→ F, (x, t) 7−→
F(x, t).
On appelle opérateur de Nemytskii (ou aussi opérateur de superposition)
construit sur F, l’opérateur NF de la forme suivante :
[t 7−→ u(t)] 7−→ NF(u) := [t 7−→ F(u(t), t)] ,
où u est une fonction de R à valeurs dans E.
Dans ce paragraphe nous étudions la continuté et la dérivabilité
de l’opérateur de Nemytskii entre les espaces des fonctions presque-
périodiques au sens de Bohr. Rappelons que la théorie des opérateurs de
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Nemytskii dans les espaces de classe Ck sur les domaines bornés est traitée
dans (3, page 168) et (51, page 211), pour les espaces Lp, elle est traité dans
(60, Chapitre I et II). Pour les espaces de Sobolev usuels on peut consulter
(40, 64).
Lemme 1.1 Soit K une partie compacte de AP0(R,E), alors
S := {u(t) : t ∈ R, u ∈ K}
est une partie relativement compacte de E.
Démonstration.
• Rappelons qu’une partie d’un espace de Banach est compacte si et
seulement si cette partie est complète, et pour tout e > 0, il existe un
recouvrement fini de cette partie par des boules de rayon e.
• Soit e > 0, K est une partie compacte de l’espace de Banach
AP0(R,E), donc il existe p fonctions
{
u1, u2, · · · , up
}
de AP0(R,E)
telles que
K ⊂
p⋃
i=1
{
v ∈ AP0(R,E) : ‖v− ui‖∞ ≤
e
2
}
.
• Sachant que ui(R) est une partie relativement compacte de E (c.f. (5,
page 5)) pour tout i = 1, · · · , p, donc l’ensemble ⋃pi=1 {ui(t) : t ∈ R}
est une partie relativement compacte de E, et par conséquence, il existe q
réels
{
t− 1, · · · , tq
}
tels que
p⋃
i=1
{ui(t) : t ∈ R} ⊂
p⋃
i=1
q⋃
j=1
{
x ∈ E : ∥∥x− ui(tj)∥∥ ≤ e2} (1.2)
• Si x ∈ S, donc il existe v ∈ K et t ∈ R, tels que v(t) = x, et donc il
existe p fonctions
{
u1, · · · , up
}
de AP0(R,E) telles que ‖v− ui‖∞ ≤ e2 .
Ce qui implique ‖x− ui(t)‖ ≤ e2 .• En utilisant (1.2) on obtient :
∃k ∈ {1, · · · , p} , j ∈ {1, · · · , q} tel que ∥∥ui(t)− uk(tj)∥∥ ≤ 2.e2 = e
ainsi on obtient l’inclusion suivante :
S ⊂
p⋃
i=1
q⋃
j=1
{
x ∈ E : ∥∥x− ui(tj)∥∥ ≤ e}
ce qui implique que S est une partie précompacte de E, et vu que E est
complet, on obtient S relativement compact (c.f. (44, Théorème 3.17.5, page
63)).
Proposition 1.24 Soit E et F deux espaces de Banach. Si F ∈ APU(E×R,F), alors l’opé-
rateur de Nemytskii construit sur F, NF : AP0(R,E) −→ AP0(R,F),
défini par NF(u)(t) := F(u(t), t) est continu.
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C.f. (31, Théorème 3.5).
Démonstration.
Il est clair que NF(u) ∈ AP0(R,F) lorsque u ∈ AP0(R,E)
Soit K une partie compacte de AP0(R,E), soit u ∈ K et e un nombre
strictement positif. On pose
S := {u(t) : t ∈ R, u ∈ K} ,
en utilisant le Lemme 1.1, S est une partie relativement compacte de E,
donc S est une partie compacte de E. F étant dans APU(E×R,F), donc
il existe l > 0, tel que tout intervalle de longeur l contient un nombre τ
satisfaisant la condition suivante :
sup {‖F(x, s + τ)− F(x, s)‖F : s ∈ R, x ∈ S} (1.3)
S × [0.l] étant un compact, comme produit de deux compacts, donc
F est uniformément continue la dessus, par conséquence il existe δ =
δ
(
S× [0.l] , e) > 0, tel que pour tout s1 et s2 dans [0, l], et pour tout x1
et x2 dans S on a
(‖x1 − x2‖E ≤ δ, |s1 − s2| ≤ δ) =⇒ ‖F(x1, s1)− F(x2, s2)‖F ≤
e
3
doù
‖x1 − x2‖E ≤ δ =⇒ ‖F(x1, s1)− F(x2, s2)‖F ≤
e
3
, ∀s ∈ [0, l] .
(1.4)
Soit v ∈ K, tel que ‖u− v‖∞, en utilisant (1.3) et (1.4), on obtient,
pour tout t ∈ R
‖F(u(t), t)− F(v(t), t)‖F ≤ ‖F(u(t), t)− F(u(t), t− τ)‖F
+ ‖F(u(t), t− τ)− F(v(t), t− τ)‖F
+ ‖F(v(t), t− τ)− F(v(t), t)‖F
≤ 3.e
3
= e,
ce qui implique
sup {‖F(u(t), t)− F(v(t), t)‖F : t ∈ R} ≤ e,
ou encore
‖NF(u)−NF(v)‖∞ ≤ e.
Ainsi la restriction de NF à tout compact K de AP0(R,E) est continue,
sachant que AP0(R,E) et AP0(R,F) sont deux espaces de Banach. Ce
qui prouve que NF est continu sur AP0(R,E). ♠
Théorème 1.11 On suppose que F ∈ APU(E × R,F), telle que la dérivée partielle
DxF(x, t) existe pour tout (x, t) ∈ E × R, et que DxF ∈ APU(E ×
R,L(E,F)). Alors l’opérateur de Nemytskii construit sur F, NF :
AP0(R,E) −→ AP0(R,F) est de classe C1 et
(DNF(u).h) (t) = DxF(u(t), t).h(t)
pour tout t ∈ R, u, h ∈ AP0(R,E)
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C.f. (31, Théorème 5.1).
Démonstration.
On a F ∈ APU(E×R,F) donc d’après la Proposition 1.24, NF ∈
C0(AP0(R,E), AP0(R,F)). De même, DxF ∈ APU(E×R,L(E,F))
donc d’après la Proposition 1.24,
NDxF ∈ C0(AP0(R,E), AP0(R,L(E,F))),
avec
[NDxF(u)] (t) = DxF(u(t), t),
pour tout t ∈ R. D’après (5, chapitre VII page 6, et chapitre IX page 10),
si [t 7−→ h(t)] est dans AP0(R,E), alors [t 7−→ DxF(u(t), t).h(t)] est
dans AP0(R,F).
Notons par Lu l’opérateur linéaire défini de AP0(R,E) dans AP0(R,F)
par
[Lu.h] (t) = DxF(u(t), t).h(t)
pour tout t ∈ R. Pour ‖h‖∞ = sup {‖h(t)‖E : t ∈ R} ≤ 1 on a
‖[Lu.h] (t)‖F = ‖DxF(u(t), t).h(t)‖F
≤ ‖DxF(u(t), t)‖L(E,F) . ‖h(t)‖F
≤ ‖NDxF‖L(E,F)
≤ sup
t∈R
‖DxF(u(t), t)‖F
< +∞
(sachant que la fonction [t 7−→ DxF(u(t), t)] est dans AP0(R,L(E,F)),
donc bornée sur R). Ainsi on a démontré que pour tout h ∈ AP0(R,E),
telle que ‖h‖∞ ≤ 1, on a ‖[Lu.h]‖∞ est bornée, ce qui implique que Lu est
continu.
De plus pour ‖h‖∞ ≤ 1 on a
‖[DxF(u(t), t)− DxF(v(t), t)] .h(t)‖F ≤ ‖NDxF(u)−NDxF(v)‖F .
Puisque NDxF est continu, l’application
Lu : AP0(R,E) −→ L
(
AP0(R,E), AP0(R,F)
)
est continue.
Soit u et h dans AP0(R,E), et θ ∈ [0, 1]. Il est clair que
[t −→ u(t) + θv(t)] ∈ AP0(R,E), et d’après le théorème de la moyenne
(c.f. (3, page 144)), on obtient pour tout t ∈ R
‖F(u(t) + h(t), t)− F(u(t), t)− DxF(u(t), t).h‖F
≤
∫ 1
0
‖[DxF(u(t) + θh(t), t)− DxF(u(t), t)] .h‖F dθ
≤
∫ 1
0
‖DxF(u(t) + θh(t), t)− DxF(u(t), t)‖F dθ. ‖h‖∞
≤ ξ(h). ‖h‖∞
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où
ξ(h) = sup{‖DxF(u(t), t)− DxF(v(t), t)‖F
;v ∈ AP0(R,E), ‖u− v‖∞ ≤ ‖h(t)‖∞}.
Ainsi on a démontré que
‖NF(u + h)−NF(u)− Lu.h‖ ≤ ‖h(t)‖∞ .ξ(h)
or limh→∞ ξ(h) = 0 (car NDxF est continu en u), doù NF est Fréchet-
différentiable et DNF(u).h = Lu.h i.e.
(DNF(u).h) (t) = DxF(u(t), t).h(t)
pour tout t ∈ R, u, h ∈ AP0(R,E). De plus L est continue, donc NF est
de classe C1. ♠
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Dans ce chapitre nous étudions l’ensemble des solutions p.p. (presque-périodiques) au sens de Bohr (5, 34, 39, 48, 61) et au sens de Besi-
covitch (10, 67) d’une classe d’équations différentielles à retard du type
Neutre de la forme suivante :
D1L(x(t− r), x(t− 2r), x′(t− r), x′(t− 2r), t− r)
+D2L(x(t), x(t− r), x′(t), x′(t− r), t)
= ddt [D3L(x(t− r), x(t− 2r), x′(t− r), x′(t− 2r), t− r)
+D4L(x(t), x(t− r), x′(t), x′(t− r), t)],
(2.1)
où L : (Rn)4 ×R −→ R est une fonction différentiable ; Dj désigne la
dérivée partielle par rapport à la j-ème composante, et r est un réel fixé
dans (0,∞). Un cas particulier de (2.1) est l’équation différentielle forcée
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du type Neutre suivante :
D1K(x(t− r), x(t− 2r), x′(t− r), x′(t− 2r))
+D2K(x(t), x(t− r), x′(t), x′(t− r))
− ddt [D3K(x(t− r), x(t− 2r), x′(t− r), x′(t− 2r))
+D4K(x(t), x(t− r), x′(t), x′(t− r))] = b(t),
(2.2)
où K : (Rn)4 → R est une fonction différentiable, et b : R → Rn est
une ’force extérieure’ presque-périodique. Afin de voir (2.2) comme un cas
particulier de (2.1) il suffit de prendre
L(x1, x2, x3, x4, t) := K(x1, x2, x3, x4)− x1.b(t + r),
où le point désigne le produit scalaire usuel dans Rn.
Un autre cas particulier de (2.1) est l’équation différentielle du
second ordre du type Neutre suivante :
x′′(t− r) + D1F(x(t− r), x(t− 2r)) + D2F(x(t), x(t− r)) = b(t),
où b : Rn −→ R et F : (Rn)2 −→ R. Afin de voir la dernière équation
comme un cas particulier de (2.1) il suffit de prendre
L(x1, x2, x3, x4, t) :=
1
2
|x3|2 − F(x1, x2) + x1.b(t + r),
où la norme utilisée est la norme euclidienne usuelle de Rn. Dans leur tra-
vail, (72), Shu et Xu ont étudié les solutions périodiques de cette dernière
équation en utilisant des méthodes variationnelles. Nous allons prolonger
un tel travail à l’étude des solutions presque-périodiques.
Ainsi, pour étudier les solutions p.p. de (2.1) notre approche
consiste à chercher les points critiques de la fonctionnelle Φ définie
dans un espace de Banach des fonctions p.p. par :
Φ(x) := lim
T→+∞
1
2T
∫ T
−T
L(x(t), x(t− r), x′(t), x′(t− r), t)dt. (2.3)
Pour le moment donnons quelques éléments historiques. On rap-
pelle que le travail d’Elsgolc (47) a traité le calcul des variations à
arguments retardés sur un intervalle borné de la droite réelle. Ce travail a
était developpé par Hughes (59) et Sabbagh (68). Sachant qu’un problème
de calcul variationnel peut être vu comme un problème du contrôle optimal,
on rappelle aussi l’existence de la théorie du contrôle optimal periodique à
arguments retardés developpée par Colonius dans (38). Par exemple, on
considère le problème du contrôle optimal de la forme{
Minimiser 1T
∫ T
0 g(x(t), u(t), t)dt,
x′(t) = f (x(t), x(t− r), u(t), t),
où x(t) est la variable d’état et u(t) est la variable de contrôle. Dans le
cas particulier où f (x(t), x(t− r), u(t), t) = f1(x(t), x(t− r), t) + u(t),
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le dernier problème du contrôle optimal peut être transformé en un pro-
blème de calcul des variations qui revient à minimiser la fonctionnelle
1
T
∫ T
0 g(x(t), f1(x(t), x(t − r), t) − x′(t), t)dt, ce qui est un cas parti-
culier de (2.3). Notons que l’équation d’Euler-Lagrange du tel problème
variationnel est un cas spécial de (2.1).
D’autre part il existe le calcul des variations en moyenne tempo-
relle developpé par J. Blot dans (14, 16, 17, 18, 19, 20, 17, 25, 26,
27, 28, 29) pour étudier les solutions p.p. de quelques équations différen-
tielles (sans retard). Dans ce chapitre, nous prolongeons cette approche aux
équations différentielles comme (2.1).
Décrivons brièvement le contenu du chapitre. Dans la section (2.1),
nous précisons les notations concernant les espaces fonctionnels utilisés
dans notre travail. Dans la section (2.2) nous établissons un formalisme
variationnel approprié aux solutions p.p. au sens de Bohr, nous donnons
un principe variationnel et un résultat sur la structure de l’ensemble des
solutions p.p. de (2.1) dans le cas convexe. Dans la section (2.3), nous éta-
blissons un formalisme variationnel approprié aux solutions p.p. au sens de
Besicovitch, nous donnons un principe variationnel, des résultats d’exis-
tence, et un résultat de densité pour les équations avec une ’force extérieu-
re’ presque-périodique.
2.1 Notations et définitions
AP0(R,Rn) est l’espace des fonctions presque-périodiques au sens de
Bohr (Bohr p.p) de R dans Rn ; muni de la norme
‖x‖∞ := sup {|x(t)| : t ∈ R}
c’est un espace de Banach.
AP1(R,Rn) :=
{
x ∈ C1(R,Rn) ∩ AP0(R,Rn) : x′ ∈ AP0(R,Rn)} ;
muni de la norme
‖x‖C1 := ‖x‖∞ +
∥∥x′∥∥∞ ,
c’est un espace de Banach.
Lorsque k ∈N∗ ∪ {∞},
APk(R,Rn) :=
{
x ∈ Ck(R,Rn) : ∀j ≤ k, d
jx
dtj
∈ AP0(R,Rn)
}
.
Lorsque x ∈ AP0(R,Rn),
Mt {x(t)} := lim
T→+∞
1
2T
∫ T
−T
x(t)dt,
désigne la moyenne (temporelle) de x, elle existe dans Rn,
a(x;λ) := lim
T→+∞
1
2T
∫ T
−T
e−iλtx(t)dt,
pour λ ∈ R est le coefficient de Fourier-Bohr, et
Λ(x) := {λ ∈ R : a(x,λ) 6= 0} .
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Lorsque p ∈ [1,∞), Bp(Rn) est la complétion de AP0(R,Rn) dans
Lploc(R,R
n) par rapport à la norme
‖u‖p :=M
{|u|p} 1p .
Lorsque p = 2, B2(Rn) est un espace de Hilbert pour la norme ‖.‖2
associée au produit scalaire
(u | v) :=M {u.v} .
Les éléments de l’espace Bp(Rn) s’appellent les fonctions presque-
périodiques au sens de Besicovitch (Besicovitch-p.p).
On rappelle la proprieté suivante : si (um)m est une suite dans
AP0(R,Rn) et si u ∈ Lploc(R,Rn) (l’espace de Lebesgue), satisfaisant
M
{|um − u|p} 1p := (lim sup
T→∞
1
2T
∫ T
−T
|um − u|p dt
) 1
p
→ 0 (m→ 0)
alors u ∈ Bp(Rn) et on a ‖um − u‖p → 0 (m→ 0).
On utilise aussi la dérivée généralisée ∇u ∈ B2(Rn) de la fonction
u ∈ B2(Rn) (lorsqu’elle existe) définie par∥∥∥∥∇u− 1s (u(.+ s)− u)
∥∥∥∥
2
→ 0 (s→ 0),
pour définir l’espace de Blot
B1,2(Rn) :=
{
u ∈ B2(Rn) : ∇u ∈ B2(Rn)
}
,
qui est un espace de Hilbert pour la norme ‖.‖1,2 associée au produit sca-
laire
〈u | v〉 := (u | v) + (∇u | ∇v) .
Quand E et F sont deux espaces de Banach de dimension finie, une
fonction continue f : E×R −→ F, (x, t) 7−→ f (x, t), est dite presque-
périodique en t uniformément par rapport á x sur tout compact de E
lorsque : pour tout compact K de E, pour tout e > 0, il existe l > 0
tel que : pour tout réel α, il existe un τ dans [α, α+ l] vérifiant :
sup {| f (x, t + τ)− f (x, t)| ; t ∈ R, x ∈ K} ≤ e
On notera par APU(E×R, F) l’ensemble de telles fonctions.
Afin de simplifier le plus possible les notations, on notera par
u(t) := (u(t), u(t− r),∇u(t),∇u(t− r))
lorsque u ∈ B1,2(Rn), et
x(t) := (x(t), x(t− r), x′(t), x′(t− r))
lorsque x ∈ AP1(R,Rn).
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2.2 Un formalisme variationnel pour les fonctions
Bohr-p.p
On considère la condition suivante :
L ∈ APU((Rn)4 ×R,R), et, pour tout (X, t) ∈ (Rn)4 ×R,
la dérivée partielle DX L(X, t) existe, et
DX L ∈ APU((Rn)4 ×R,L((Rn)4,R)).
(2.4)
Lemme 2.1 On suppose que L vérifie la condition (2.4) ; alors la fonctionnelle Φ :
AP1(R,Rn) −→ R définie par (2.3) est de classe C1, et pour tout x, h ∈
AP1(R,Rn) on a :
DΦ(x).h =Mt{D1L(x(t), t).h(t) + D2L(x(t), t).h(t− r)
+ D3L(x(t), t).h′(t) + D4L(x(t), t).h′(t− r)}.
Démonstration.
Introduisons l’opérateur linéaire
T : AP1(R,Rn) −→ (AP0(R,Rn))4
donné par
T (x)(t) := x(t).
On sait que τr(x) ∈ AP0(R,Rn) lorsque x ∈ AP0(R,Rn). Or toute
fonction dans AP0(R,Rn) est continue donc les quatre composantes de T
sont des opérateurs linéaires continus ce qui implique la continuté de T ,
et par suite T est de classe C1, et pour tout x, h ∈ AP1(R,Rn) on a :
DT (x).h = T (h).
Sous la condition (2.4), en utilisant le Théorème 1.11, l’opérateur de
Nemytskii
NL : (AP0(R,Rn))4 −→ AP0(R,Rn),
défini par
NL(X)(t) := L(X(t), t),
est de classe C1, et on a, pour tout X, H ∈ AP0(R,Rn)4,
(DNL(X).H)(t) = DX L(X(t), t).H(t).
La moyenne temporelle M : AP0(R,Rn) −→ R est linéaire. L’inéga-
lité
|M {x}| ≤M {|x|} ,
assure que la fonctionnelle M est continue, donc elle est de classe C1 et on
a, pour tout φ,ψ ∈ AP0(R,Rn),
DM {φ} .ψ =M {ψ} .
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D’où Φ = M ◦ NL ◦ T est de classe C1, comme composée de trois
applications de classe C1. En utilisant la formule de la dérivation en chaîne
on obtient :
DΦ(x).h = DM(NL ◦ T (x)) ◦ DNL(T (x)) ◦ DT (x).h
=M {DNL(T (x)).T (h)}
=Mt {DX L(x(t), t).h(t)}
=Mt{D1L(x(t), t).h(t) + D2L(x(t), t).h(t− r)
+ D3L(x(t), t).h′(t) + D4L(x(t), t).h′(t− r)}.
ce qu’il fallait démontrer. ♠
Remarque 2.1 Notons que si L est autonome, i.e. L(X, t) = L(X), pour que NL soit de
classe C1, il suffit que L soit de classe C1.
(C.f. (26, Proposition 1)).
Théorème 2.1 (Formalisme variationnel) On suppose que L vérifie la condition (2.4), alors
pour x ∈ AP1(R,Rn), les deux assertions suivantes sont équivalentes.
(i) DΦ(x) = 0, i.e. x est un point critique de Φ dans AP1(R,Rn).
(ii) x est une solution p.p. au sens de Bohr de l’équation (2.1).
Avant de démontrer le Théorème 2.1, on rappelle sans démonstration
la proposition suivante due à J. Blot (16).
Proposition 2.1 Si T ∈ B′pp et φ ∈ AP∞(R) =: Bpp, alors
M {φ.DT} = −M {φ′.T} ,
D désigne la dérivée au sens des distributions presque-périodiques
(voir Section 1.6).
Démonstration du Théorème 2.1.
D’abord on suppose que (i) est vraie. Sachant que la moyenne tempo-
relle est invariante par translation, on obtient :
Mt {D2L(x(t), t).h(t− r)} =Mt {D2L(x(t + r), t + r).h(t)}
et
Mt{D4L(x(t), t).h′(t− r)} =Mt{D4L(x(t + r), t + r).h′(t)},
et donc en utilisant le Lemme 2.1 on obtient, pour tout h ∈ AP1(R,Rn),
0 =Mt{(D1L(x(t), t) + D2L(x(t + r), t + r)).h(t)}
+Mt{(D3L(x(t), t) + D4L(x(t + r), t + r)).h′(t)}.
(2.5)
On pose
q(t) := D1L(x(t), t) + D2L(x(t + r), t + r),
on note par qk(t) ses coordonnées pour k = 1, . . . , n.
On pose aussi
p(t) := D3L(x(t), t) + D4L(x(t + r), t + r),
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et on note par pk(t) ses coordonnées k = 1, . . . , n.
De l’égalité (2.5), on déduit que, pour tout φ ∈ AP∞(R) ⊂ AP1(R) on a
Mt {qk(t).φ(t)} = −Mt{pk(t).φ′(t)}.
En utilisant la Proposition 2.1, on a :
M
{
pk.φ′
}
= −M {φ.Dpk} ,
ainsi on obtient, pour tout φ ∈ AP0(R),
M {qk.φ} =M {φ.Dpk}
soit
M {(qk −Dpk).φ} = 0, ∀φ ∈ AP0(R),
alors pour tout λ ∈ R, en prenant
φ(t) = cos(λt),
puis
φ(t) = sin(λt),
en multipliant le deuxième terme par i, on obtient
M{(qk −Dpk)eiλ(.))} =M{(qk −Dpk) cosλ(.))}
+ iM{(qk −Dpk) sinλ(.))}
= 0,
soit a(qk −Dpk,λ) = 0 pour tout λ ∈ R, ainsi tous les coefficients de
Fourier-Bohr de (qk −Dpk) sont nuls, et le Théorème 1.10 d’unicité de
la série de Fourier-Bohr nous permet de conclure que pour tout t dans
R, qk −Dpk = 0, soit qk = Dpk, et en utilisant la proprieté de série de
Fourier-Bohr on obtient que pk est C1 et que p′k = qk dans le sens ordinaire.
Ainsi, il en résulte que p(.− r) est de classe C1 et que p′(t− r) = q(t− r)
ce qui est exactement (ii).
Réciproquement en utilisant la formule M{l.y′} = −M{l′.y} pour
tout l ∈ AP1(L(Rn,R)) et y ∈ AP1(R,Rn), et en translatant le temps,
on obtient de (ii) pour tout h ∈ AP1(R,Rn) la relation suivante :
0 =Mt{(D1L(x(t), t) + D2L(x(t + r), t + r)).h(t)
+ (D3L(x(t), t) + D4L(x(t + r), t + r)).h′(t)}
=Mt{D1L(x(t), t)h(t) + D2L(x(t), t)).h(t− r)
+ D3L(x(t), t)h′(t) + D4L(x(t), t).h′(t− r)}
= DΦ(x).h,
ainsi on obtient (i). ♠
Remarque 2.2 Le Théorème 2.1 est une extension du (16, Théorème 1) au cas non auto-
nome en présence d’un retard .
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Maintenant nous allons utiliser le Théorème 2.1 pour établir un résul-
tat de structure de l’ensemble des solutions Bohr p.p. de (2.1) dans le cas
où L est autonome et convexe.
Théorème 2.2 On suppose que L ∈ C1((Rn)4,R), et que L est convexe. Alors les asser-
tions suivantes sont vraies.
(i) L’ensemble des solutions p.p. au sens de Bohr de (2.1) est un sous
ensemble fermé et convexe de AP1(R,Rn).
(ii) Si x1 est une solution T1-periodique, non constante de (2.1), x2 est
une solution T2-periodique, non constante de (2.1), et si T1/T2 n’est
pas un rationnel, alors (1− θ)x1 + θx2 est une solution p.p. au sens
de Bohr non périodique de (2.1) pour tout θ ∈ (0, 1).
Démonstration.
L est dans C1((Rn)4,R), donc d’après (26, Proposition 1), Φ est
Fréchet-C1.
Puisque L est convexe sur (Rn)4, donc
L (θX + (1− θY)) ≤ θL(X)+ (1− θ)L(Y), ∀θ ∈]0, 1[, X, Y ∈ (Rn)4.
Donc pour tout x et y dans AP1(R,Rn) on a
L(θx(t) + (1− θ)y(t)) ≤ θL(x(t)) + (1− θ)L(y(t))
or la moyenne est linéaire monotone, en passant à la moyenne on obtient
Φ(θx + (1− θy)) =M
{
L(θx + (1− θ)y)
}
≤M
{
θL(x) + (1− θ)L(y)
}
= θM {L(x)}+ (1− θ)M
{
L(y)
}
= θΦ(x) + (1− θ)Φ(y).
DoncΦ est une fonctionnelle convexe et Fréchet-C1 sur AP1(R,Rn), ainsi
en utilisant (40) on obtient :
{x : Φ(x) = infΦ} = {x : DΦ(x) = 0} (2.6)
est un sous-ensemble convexe et fermé de AP1(R,Rn), et en appliquant le
Théorème 2.1, on obtient (i).
L’assertion (ii) est une conséquence immédiate de (i). ♠
Remarque 2.3 Les assertions (i) et (ii) sont une extension des Théorèmes 3 et 4 dans (16).
Théorème 2.3 On considère la fonction autonome L. On suppose que L ∈ C1((Rn)4,R),
et que L est convexe. Alors les assertions suivantes sont vraies.
(i) Si x est une solution p.p. au sens de Bohr de (2.1), si T ∈ (0,∞) est
tel que a(x, 2piT ) 6= 0, alors (2.1) possède une solution T-périodique
non constante.
(ii) Si x est une solution p.p. au sens de Bohr de (2.1), alors M{x} est
une solution constante de (2.1).
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Démonstration.
On introduit CT,ν(x)(t) := 1ν ∑
ν−1
k=0 x(t + kT), où x est une solution
p.p. au sens de Bohr de (2.1), pour tout ν ∈ N∗. En utilisant le Théo-
rème de Besicovitch (c.f. (10, page 44)), il existe une fonction continue
T-périodique, notée xT, telle que
lim
ν→∞
∥∥∥CT,ν(x)− xT∥∥∥
∞
= 0. (2.7)
On vérifie facilement aussi que
lim
ν→∞
∥∥∥CT,ν(x)− xT∥∥∥C1 = 0. (2.8)
Puisque x est une solution p.p. au sens de Bohr de (2.1), on a bien
DΦ(x) = 0,
donc d’après (2.6), on a
Φ(x) = infΦ.
Or L est autonome et la moyenne temporelle est invariante par la transla-
tion, on obtient
Φ (τkT(x)) = Φ(x) = infΦ,
ce qui implique via (2.6) que [t 7→ x(t + kT)] est une solution p.p. au sens
de Bohr de (2.1).
Puisque CT,ν(x) est une combinaison convexe des solutions p.p. au
sens de Bohr de (2.1), d’après le Théorème 2.2, CT,ν(x) est aussi une so-
lution p.p. au sens de Bohr de (2.1). En utilisant le fait que l’ensemble des
solutions p.p. au sens de Bohr de (2.1) est un ensemble fermé, (Théorème
2.2), et (2.8), il en résulte que xT est une solution T-périodique de (2.1).
D’autre part, en utilisant l’invariance de la moyenne par la translation, on
obtient :
a(CT,ν(x),
2pi
T
) =Mt
{
CT,ν(x)(t).e
2ipi
T t
}
=Mt
{
1
ν
ν−1
∑
k=0
x(t + kT).e
2ipi
T t
}
=
1
ν
ν−1
∑
k=0
Mt
{
x(t + kT).e
2ipi
T t
}
=
1
ν
ν−1
∑
k=0
Mt
{
x(t).e
2ipi
T (t−kT)
}
=
1
ν
ν−1
∑
k=0
Mt
{
x(t).e
2ipi
T t.e−2ipik
}
=
1
ν
ν−1
∑
k=0
Mt
{
x(t).e
2ipi
T t
}
=
1
ν
νMt
{
x(t).e
2ipi
T t
}
= a(x,
2pi
T
),
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par conséquent
lim
ν→∞ a(CT,ν(x),
2pi
T
) = a( lim
ν→∞CT,ν(x),
2pi
T
) = a(xT,
2pi
T
) = a(x,
2pi
T
).
Or a(x, 2piT ) 6= 0, donc xT n’ est pas constante ce qui prouve (i).
Pour démontrer (ii), il suffit de choisir T1 ∈ (0,∞) tel que
2pi
T1
(Z− {0}) ∩Λ(x) = ∅,
et donc tous les coefficients de Fourier-Bohr de xT
1
sont nuls sauf la
moyenne temporelle de xT
1
qui est égale à M{x}. ♠
Remarque 2.4 Le Théorème 2.3 est une extension aux équations différentielles du type
Neutre du Théorème 2 dans (17).
Notons que dans l’espace (AP0(R,Rn), ‖.‖∞) la compacité n’est pas
facile à exhiber. L’analogue du théorème d’Ascoli-Arzela dans AP0(R,Rn)
est le théorème de Lusternik (c.f. (61, page 7)) dont la condition d’équi-
presque périodicité est difficile à vérifier. En outre, en utilisant le com-
pactifié de Bohr bR de R, on peut assimiler AP0(R,Rn) à C0(bR,Rn)
(67, Chapitre 1), ainsi on voit que AP0(R,Rn) n’est pas reflexif, et par-
tant, les méthodes de compacité faible ou de monotonie y sont difficiles à
utiliser. C’est pourquoi nous prolongeons, dans la section suivante notre
formalisme variationnel au complété hilbertien B2(Rn) de AP0(R,Rn).
2.3 Un formalisme variationnel pour les fonctions Be-
sicovitch p.p.
Soit E et F deux espace euclidiens de dimensions finies.
Lemme 2.2 Soit g ∈ APU(E×R,F) une fonction qui satisfait la condition de Hölder
suivante : {
∃α ∈ (0,∞), ∃a ∈ [0,∞) , ∀t ∈ R, ∀z, w ∈ E,
|g(z, t)− g(w, t)| ≤ a. |z− w|α
Soit p, q ∈ [1,∞) tels que p = αq.
Alors les deux assertions suivantes sont vérifiées.
(i) Si u ∈ Bp(E) alors [t 7→ g(u(t), t) ∈ Bq(F)].
(ii) L’opérateur de Nemytskii construit sur g, Ng : Bp(E) → Bq(F)
défini par
Ngu(t) := g(u(t), t), satisfait
∥∥Ngu−Ngv∥∥q ≤ a. ‖u− v‖αp
pour tout u, v ∈ Bp(E).
Démonstration.
Posons b(t) := g(0, t) ; puisque g ∈ APU(E × R,F), on obtient
b ∈ AP0(F). La condition de Hölder implique que :
|g(z, t)− g(0, t)| ≤ a |z− 0|α , pour tout z ∈ E, t ∈ R,
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via l’inégalité triangulaire, on obtient
|g(z, t)| − |g(0, t)| ≤ a |z|α , pour tout z ∈ E, t ∈ R,
soit
|g(z, t)| ≤ a |z|α + b(t), pour tout z ∈ E, t ∈ R.
Si u ∈ Bp(E) alors on a
|g(u(t), t)| ≤ a. |u(t)|α + b(t) ∀t ∈ R,
et sachant que b est continue on obtient b ∈ Lqloc(R,R) (l’espace de Le-
besgue), et puisque (|u(t)|α)q = |u(t)|p on a |u|α ∈ Lqloc(R,R). Ainsi,
on obtient
[t 7−→ g(u(t), t)] ∈ Lqloc(R,F),
lorsque u ∈ Bp(E).
Sachant que u ∈ Bp(E) il existe une suite (uj)j dans AP0(E) telle que
lim
j→∞
∥∥u− uj∥∥p = 0.
En utilisant (75, Théorème 2.7, page 16), en posant
ϕj(t) := g(uj(t), t),
on a ϕj ∈ AP0(F), et via l’inégalité de Hölder on a :∣∣g(u(t), t)− g(uj(t), t)∣∣ ≤ a. ∣∣u− uj∣∣α ,
soit ∣∣g(u(t), t)− ϕj(t)∣∣q ≤ aq. ∣∣u− uj∣∣p ,
et en passant à la moyenne supérieure, on obtient
Mt
{∣∣g(u(t), t)− ϕj(t)∣∣q} ≤ aq.M{∣∣u− uj∣∣p}
soit
Mt{
∣∣g(u(t), t)− ϕj(t)∣∣q} 1q ≤ a.M{∣∣u− uj∣∣p} 1q = a ∥∥u− uj∥∥αp , (2.9)
et par conséquent
lim
j→∞
Mt{
∣∣g(u(t), t)− ϕj(t)∣∣q} 1q = 0,
ce qui implique en vertu de la Proposition (1.15) que
[t 7→ g(u(t), t)] ∈ Bq(F).
Ainsi (i) est démontrée.
Par ailleurs on obtient l’inégalité (ii) à partir de l’inégalité (2.9) en
remplaçant ϕj(t) par g(v(t), t). ♠
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Remarque 2.5 Le Lemme 2.2 est une extension du Théorème 1 dans (23) au cas non
autonome.
Lemme 2.3 Soit la fonction f ∈ APU(E × R,F) telle que sa dérivée partielle
D1 f (z, t) existe pour tout (z, t) ∈ E×R et telle que D1 f ∈ APU(E×
R,L(E,F)). On suppose que la condition suivante est satisfaite.
(C) Il existe a1 ∈ [0,∞), tel que, pour tout z, w ∈ E, et pour tout t ∈ R,
|D1 f (z, t)− D1 f (w, t)| ≤ a1. |z− w| .
Alors l’opérateur de Nemytskii N f : B2(E) → B1(F), défini par
N f (u)(t) := f (u(t), t), est aussi de classe C1, et pour tout u, h ∈ B2(E)
on a
(DN f (u).h)(t) = D1 f (u(t), t).h(t).
Démonstration.
Première étape : On démontre qu’il existe a0 ∈ [0,∞), b ∈ B1(E), tels
que, pour tout (z, t) ∈ E×R, | f (z, t)| ≤ a0 |z|2 + b(t).
Via la condition (C), on a :
|D1 f (z, t)− D1 f (0, t)| ≤ a1. |z| ,
ainsi l’inégalité du triangle nous donne
|D1 f (z, t)| ≤ |D1 f (z, t)− D1 f (0, t)|+ |D1 f (0, t)|
≤ a1. |z|+ |D1 f (0, t)| .
En utilisant le Théorème de la moyenne (c.f. (3, page 144)), on obtient pour
tout (z, t) ∈ E×R,
| f (z, t)| ≤ | f (z, t)− f (0, t)|+ | f (0, t)|
≤ sup
ξ∈]0,z[
|D1 f (ξ, t)| . |z− 0|+ | f (0, t)|
≤ sup
ξ∈]0,z[
(a1. |ξ|+ |D1 f (0, t)|). |z|+ | f (0, t)|
= (a1. |z|+ |D1 f (0, t)|). |z|+ | f (0, t)|
= a1. |z|2 + |D1 f (0, t)| . |z|+ | f (0, t)|
≤ a1. |z|2 + 12 |D1 f (0, t)|
2 +
1
2
|z|2 + | f (0, t)|
= (a1 +
1
2
). |z|2 + 1
2
|D1 f (0, t)|2 + | f (0, t)| .
Posons b(t) := 12 |D1 f (0, t)|2 + | f (0, t)|, et a0 := a1 + 12 . Sachant
f ∈ APU(E × R,F), et D1 f ∈ APU(E × R,L(E,F)), on obtient
b ∈ AP0(E) ⊂ B1(E).
Deuxième étape : On démontre que si u ∈ B2(E) alors
[t 7→ f (u(t), t)] ∈ B1(F) .
Soit u ∈ B2(E). Alors l’inégalité
| f (u(t), t)| ≤ a0 |u(t)|2 + b(t)
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implique que
[t 7→ f (u(t), t)] ∈ L1loc(R,F).
En utilisant le Lemme 2.2 avec p = 2, q = 2, α = 1, et g = D1 f on
obtient
[t 7→ D1 f (u(t), t)] ∈ B2(L(E,F)).
Soit (um)m une suite dans AP0(E) telle que ‖u− um‖2 → 0 (m → ∞).
En utilisant le Théorème de la moyenne, (c.f. (3, page 144)), on obtient,
pour tout t ∈ R,
| f (um(t), t)− f (u(t), t)− D1 f (u(t), t).(um(t)− u(t))|
≤ ( sup
ξ∈]u(t),um(t)[
|D1 f (ξ, t)− D1 f (u(t), t)|). |(um(t)− u(t))|
≤ a1. sup
ξ∈]u(t),um(t)[
|ξ − u(t)| . |um(t)− u(t)|
≤ a1. |um(t)− u(t)|2 ,
et par conséquent on obtient :
Mt{| f (um(t), t)− f (u(t), t)− D1 f (u(t), t).(um(t)− u(t))|}
≤ a1. ‖um − u‖22 .
Sachant que [t 7→ D1 f (u(t), t)] ∈ B2(L(E,F)) et que um − u ∈ B2(E),
on obtient
[t 7→ D1 f (u(t), t).(um(t)− u(t))] ∈ B1(F).
En utilisant (75, Théorème 2.7, page 16), on obtient
[t 7→ f (um(t), t)] ∈ AP0(F) ⊂ B1(F),
et donc, en posant
ψm(t) := f (um(t), t)− D1 f (um(t), t).(um(t)− u(t))
on obtient ψm ∈ B1(F). La dérnière inégalité implique que
lim
n→∞Mt{| f (u(t), t)− ψm(t)|} = 0,
et donc on obtient [t 7→ f (u (t) , t)] ∈ B1 (F).
Troisième étape : On démontre que, pour tout u ∈ B2(E), l’opérateur
L(u) : B2(E)→ B1(R), défini par
(L(u).h)(t) := D1 f (u(t), t).h(t),
est linéaire continu.
On a vu que
[t 7→ D1 f (u(t), t).h(t)] ∈ B1(F).
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La linéarité de L est facile à vérifier. En utilisant l’inégalité de Cauchy-
Schwarz-Buniakovski, (c.f. (10, page 69)), on obtient
Mt{|D1 f (u(t), t).h(t)|} ≤Mt{|D1 f (u(t), t)| . |h(t)|}
≤M{|D1 f (u(t), t)|2} 12 .M{|h|2} 12
ce qui prouve la continuité de L(u).
Quatrième étape : On démontre la différentiabilité de N f .
Soit u ∈ B2(E) et h ∈ B2(E). En utilisant l’inégalité de la moyenne, on
obtient pour tout t ∈ R,
| f (u(t) + h(t), t)− f (u(t), t)− D1 f (u(t), t).h(t)|
≤ sup
ξ∈]u(t),u(t)+h(t)[
|D1 f (ξ, t)− D1 f (u(t), t)| . |h(t)|
≤ a1 |h|2 ,
et en utilisant la monotonie de la moyenne on obtient
Mt{| f (u(t) + h(t), t)− f (u(t), t)− D1 f (u(t), t).h(t)|} ≤ a1 ‖h‖22 ,
i.e. ∥∥N f (u + h)−N f (u)−L(u).h∥∥1 ≤ a1 ‖h‖22
ce qui implique que N f est différentiable en u et que
DN f (u) = L(u).
Cinquième étape : On démontre que N f est de classe C1.
Soit u, v ∈ B2(E). En utilisant (C), pour tout h ∈ B2(E), telle que
‖h‖2 ≤ 1, pour tout t ∈ R on obtient :
|(D1 f (u(t), t)− D1 f (v(t), t)).h(t)| ≤ |D1 f (u(t), t)− D1 f (v(t), t)| . |h(t)|
≤ a1. |u(t)− v(t)| . |h(t)| .
Ce qui implique, en utilisant l’inégalité de Cauchy-Schwarz-Buniakovski,
(c.f. (10, page 69)), la majoration suivante :
Mt{|(D1 f (u(t), t)− D1 f (v(t), t)).h(t)|} ≤ a1Mt{|u(t)− v(t)| . |h(t)|}
≤ a1 ‖u− v‖2 . ‖h‖2
≤ a1 ‖u− v‖2 .
Ainsi on obtient∥∥DN f (u)− DN f (v)∥∥L ≤ a1 ‖u− v‖2 ,
ce qui implique que DN f est continue. ♠
Remarque 2.6 Notons que le Lemme 2.3 est une extension du Théorème 2 dans (23), au
cas non autonome.
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Théorème 2.4 (Formlisme Variationnel) Soit la fonction L : (Rn)4 ×R→ R,
(X, t) = (x1, x2, x3, x4, t) 7→ L(X, t) = L(x1, x2, x3, x4, t),
et r ∈ (0,∞). On suppose que les conditions suivantes sont satisfaites.
L ∈ APU((Rn)4 ×R,R), les dérivées partielles DkL(x1, x2, x3, x4, t)
existent pour tout (x1, x2, x3, x4, t) ∈ (Rn)4 ×R
et pour k = 1, . . . , 4, DkL ∈ APU((Rn)4 ×R,L(Rn,R)).
(2.10)
Il existe a1 ∈ [0,∞) tel que |LX(X, t)− LX(Y, t)| ≤ a1 |X−Y|
pour tout X, Y ∈ (Rn)4 et pour tout t ∈ R où LX est la dérivée partielle
par rapport à X ∈ (Rn)4
(2.11)
Alors la fonctionnelle J : B1,2(Rn)→ R, définie par
J(u) =Mt{L(u(t), u(t− r),∇u(t),∇u(t− r), t)}
est de classe C1, et les deux assertions suivantes sont équivalentes.
(i) DJ(u) = 0, i.e. u est un point critique de J.
(ii) D1L(u(t− r), u(t− 2r),∇u(t− r),∇u(t− 2r), t− r)
+D2L(u(t), u(t− r),∇u(t),∇u(t− r), t)
= ∇[D3L(u(t− r), u(t− 2r),∇u(t− r),∇u(t− 2r), t− r)
+D4L(u(t), u(t− r),∇u(t),∇u(t− r), t)]
(egalité dans B2(L(Rn,R))).
Définition 2.1 Lorsque u ∈ B1,2(Rn) satisfait l’équation (ii) du Théorème 2.4, on dit que
u est une solution Besicovitch p.p. faible de (2.1).
Démonstration.
Démontrons que la fonctionnelle J est de classe C1.
On considère l’opérateur
L : B1,2(Rn)→
(
B2(Rn)
)4 ≡ B2((Rn)4),
défini par
(L(u))(t) := (u(t), u(t− r),∇u(t),∇u(t− r)).
Il est clair que L est linéaire et continu, donc L est de classe C1 et on a
DL(u).h = L(h).
On considère l’opérateur de Nemytskii
NL : B2((Rn)4)→ B1(R), (NL(U))(t) := L(U(t), t).
En utilisant le Lemme 2.3, NL est de classe C1, et pour tout U, H ∈
B1,2((Rn)4) on a
(DNL(U).H)(t) = LX((U(t), t).H(t)
=
4
∑
k=1
DkL(u1(t), u2(t), u3(t), u4(t), t).hk(t).
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La moyenne temporelle M : B1(R)→ R est linéaire. L’inégalité
|M {φ}| ≤M {|φ|} = ‖φ‖1 ,
implique que M est continue, donc elle est de classe C1, et
DM{φ}.ψ =M{ψ}
pour tout φ,ψ ∈ B1(R).
Par conséquent J = M ◦ NL ◦ L est de classe C1 comme composée de
trois applications de classe C1.
Démontrons que (i) implique (ii).
Soit u ∈ B1,2(Rn). Si (i) est vraie alors, pour tout v ∈ B1,2(Rn), on a
0 = DJ(u).v
= DM{NL ◦ L(u)} ◦ DNL(L(u)) ◦ DL(u).v
=M{DNL(L(u)).L(v)}
=Mt{D1L(u(t), t).v(t) + D2L(u(t), t).v(t− r)
+ D3L(u(t), t).∇v(t) + D4L(u(t), t).∇v(t− r)}
=Mt{(D1L(u(t), t) + D2L(u(t + r), t + r)).v(t)}
+Mt{(D3L(u(t), t) + D4L(u(t + r), t + r)).∇v(t)}
=Mt{(D1L(u(t), t) + D2L(u(t + r), t + r)).v(t)}
+Mt{(D3L(u(t), t) + D4L(u(t + r), t + r)).∇v(t)}
Ainsi, ∀h ∈ AP1(R,Rn) ⊂ B1,2(Rn), on a
0 =Mt{(D1L(u(t), t) + D2L(u(t + r), t + r)).h(t)}
+Mt{(D3L(u(t), t) + D4L(u(t + r), t + r)).h′(t)}
sachant que{
[t 7−→ D1L(u(t), t) + D2L(u(t + r), t + r)] ∈ B2(Rn),
[t 7−→ D3L(u(t), t) + D4L(u(t + r), t + r)] ∈ B2(Rn),
et puisque la moyenne temporelle est invariate par la translation, en utili-
sant la Proposition 1.18 du Chapitre 1, on obtient (ii).
Démontrons que (ii) implique (i).
On suppose que (ii) est vraie, ce qui sous-entend que
[t 7→ D3L(u(t), t) + D4L(u(t + r), t + r)] ∈ B1,2(Rn),
et via la Proposition 1.19 du Chapitre 1, pour tout h ∈ AP1(R,Rn) on a
[t 7−→ (D3L(u(t), t) + D4L(u(t + r), t + r).h(t))] ∈ B1,2(R),
et
Mt{(D1L(u(t), t) + D2L(u(t + r), t + r)).h(t)}
−Mt{∇(D3L(u(t), t) + D4L(u(t + r), t + r)).h(t)} = 0,
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donc en utilisant la Proposition 1.19 du Chapitre 1, et l’invariance de la
moyenne temporelle par la translation, on obtient
0 =Mt{(D1L(u(t), t) + D2L(u(t + r), t + r)).h(t)
+ (D3L(u(t), t) + D4L(u(t + r), t + r)).h′(t)}
=Mt{(D1L(u(t), t).h(t) + D2L(u(t), t)).h(t− r)
+ (D3L(u(t), t)h′(t) + D4L(u(t), t)).h′(t− r)}
= DJ(u).h.
Sachant que AP1(R,Rn) est dense dans B1,2(Rn), on obtient
DJ(u).v = 0 ∀v ∈ B1,2(Rn),
ce qui implique DJ(u) = 0. ♠
Remarque 2.7 Notons que le Théorème 2.4 est une extension du Théorème 4 dans (23) au
cas non autonome.
Théorème 2.5 (Existence, Unicité) Soit L : (Rn)4 × R → R une fonction qui satisfait
(2.10)(2.11). On suppose qu’elle satisfait aussi aux deux conditions sui-
vantes :
L(., t) : (Rn)4 → R est convexe pour tout t ∈ R. (2.12)
Il existe j ∈ {1, 2}, k ∈ {3, 4} et c ∈ (0,∞)
tels que, pour tout (x1, x2, x3, x4, t) ∈ (Rn)4 ×R,
on a : L(x1, x2, x3, x4, t) ≥ c(
∣∣xj∣∣2 + |xk|2). (2.13)
Alors il existe une fonction u ∈ B1,2(Rn) qui est une solution Besicovitch-
p.p. faible de l’équation (2.1).
Si de plus on suppose que la condition suivante est satisafaite :
Il existe i ∈ {1, 2}, l ∈ {3, 4} et c1 ∈ (0,∞)
tels que la fonction M : (Rn)4 ×R→ R, définie par
M(x1, x2, x3, x4, t) := L(x1, x2, x3, x4, t)− c12 |xi|2 − c12 |xl|2 ,
est convexe par rapport à (x1, x2, x3, x4, t) pour tout t ∈ R,
(2.14)
alors la solution Besicovitch-p.p. faible de (2.1) est unique.
Démonstration.
D’après le Théorème 2.4, la fonctionnelle J est de classe C1.
Puisque L(., t) est convexe pour tout t ∈ R ; pour tout X, Y ∈ (Rn)4 et
θ ∈]0, 1[, on a :
L(θX + (1− θ)Y, t) ≤ θL(X, t) + (1− θ)L(Y, t),
ainsi pour tout u, v ∈ B1,2(Rn) on a
L(θu + (1− θ)v, t) ≤ θL(u, t) + (1− θ)L(v, t),
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or la moyenne temporelle est monotone, on obtient
M {L(θu + (1− θ)v, t)} ≤ θM {L(u, t)}+ (1− θ)M {L(v, t)} ,
soit
J (θu + (1− θ)v) ≤ θ J (u) + (1− θ)J (v) ,
ce qui implique que J est une fonctionnelle convexe sur B1,2(Rn).
Puisque la moyenne temporelle est invariante par translation, l’assertion
(2.13) entraine que, pour tout u ∈ B1,2(Rn), on a
J(u) ≥ c(M{|u|2}+M{|∇u|2}) = c. ‖u‖21,2 .
Par conséquent J est coercive dans B1,2(Rn).
Sachant que J est une fonctionnelle de classe C1, convexe et coercive sur
B1,2(Rn), il existe u ∈ B1,2(Rn) telle que
J(u) = inf J
(
B1,2(Rn)
)
.
Par conséquent on a
DJ(u) = 0,
et en utilisant le Théorème 2.4, u est une solution Besicovitch-p.p. faible
de (2.1). Ainsi l’existence est démontrée.
Pour traiter l’unicité, notons que, sous la condition (2.14), la fonction-
nelle I : B1,2(Rn)→ R, définie par
I(u) := J(u)− c1
2
M{|u|2} − c1
2
M{|∇u|2},
est convexe et sachant que J est de classe C1, I et aussi de classe C1.
Notons qu’on a
DI(u) = DJ(u)− c1 〈u | .〉 .
En utilisant la monotonie de Minty de la différentielle d’une fonctionnelle
convexe, pour tout u, v ∈ B1,2(Rn) on a :
0 ≤ 〈DI(u)− DI(v), u− v〉
= 〈DJ(u)− DJ(v), u− v〉 − c1 〈u− v | u− v〉 ,
ce qui implique
〈DJ(u)− DJ(v), u− v〉 ≥ c1 ‖u− v‖21,2 .
Maintenant si u et v sont deux solutions Besicovitch-p.p. faibles de (2.1),
en utilisant le Théorème 2.4 on a
DJ (u) = DJ (v) = 0,
et par conséquent
c1 ‖u− v‖21,2 = 0,
ainsi u = v. ♠
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Théorème 2.6 (Existence et Densité) Soit K ∈ C2((Rn)4,R) une fonction qui satisfait aux
conditions suivantes :
Il existe a0 ∈ [0,∞) tel que |K(X)| ≤ a0 |X|2 pour tout X ∈ (Rn)4.
(2.15)
Il existe j ∈ {1, 2}, k ∈ {3, 4} et c ∈ (0,∞)
tels que la fonction G : (Rn)4 → R, définie par
G(x1, x2, x3, x4) := K(x1, x2, x3, x4)− c2
∣∣xj∣∣2 − c2 |xk|2 ,
est convexe et positive dans (Rn)4
(2.16)
La différentielle DK est Lipschitzienne dans (Rn)4 . (2.17)
Alors on a les résultats suivants :
(i) Pour tout b ∈ B2(Rn) il existe une unique u ∈ B1,2(Rn) qui est
une solution Besicovitch-p.p. faible de l’équation (2.2).
(ii) L’ensemble des b ∈ AP0(R,Rn) telles qu’il existe x dans
AP1(R,Rn) solution Bohr-p.p.(forte) de (2.2), est dense dans
AP0(R,Rn) pour la norme
‖b‖∗ := sup{M{b.h} : h ∈ B1,2(Rn), ‖h‖1,2 ≤ 1}
Démonstration.
Démontrons (i).
Introduisons les fonctionnelles E et E1 de B1,2(Rn) dans R données par
E(u) :=Mt{K(u(t))}
et
E1(u) :=Mt{G(u(t))}.
Elles sont des cas particuliers de la fonctionnelle J du Théorème 2.4, par
conséquent elles sont de classe C1.
Notons que
E1(u) = E(u)− c2 ‖u‖
2
1,2 .
En utilisant l’isomorphisme de F. Riesz défini par
j : B1,2(Rn)→ B1,2(Rn)∗,
〈j(u)|v〉 = 〈u|v〉 pour tout u, v ∈ B1,2(Rn), on peut définir les gradients
gradE(u) := j−1(DE(u)),
et
gradE1(u) := j−1(DE1(u)).
En utilisant la monotonie de Minty de gradE1 (due à la convexité de E1)
on a, pour tout u, v ∈ B1,2(Rn),
0 ≤ 〈gradE1(u)− gradE1(v) | u− v〉
= 〈gradE(u)− gradE(v) | u− v〉 − c. ‖u− v‖21,2 ,
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ce qui implique que gradE est fortement monotone et par conséquent, on a
la proprieté suivante
gradE est un homéomorphisme de B1,2(Rn) dans B1,2(Rn) (2.18)
On associe à b ∈ B2(Rn) la fonctionnelle b# ∈ B1,2(Rn)∗ donnée par〈
b#|h
〉
:=Mt{b(t + r).h(t)}.
Par conséquent on a
j−1(b#) ∈ B1,2(Rn),
et en utilisant (2.18), il existe u ∈ B1,2(Rn) telle que gradE(u) =
j−1(b#), i.e. DE(u) = b#, ce qui signifie que, pour tout h ∈ B1,2(Rn),
Mt{DK(u(t)).h(t)} =Mt{b(t + r).h(t)},
i.e.
Mt{[D1K(u(t)) + D2K(u(t + r))− b(t + r)].h(t)
+ [D3K(u(t)) + D4K(u(t + r))].∇h(t)} = 0
et en utilisant la Proposition 1.18 du Chapitre 1, on obtient que u est une
solution Besicovitch-p.p. faible de (2.2).
Concernant l’unicité, notons que si v est une solution Besicovitch-p.p.
faible de (2.2), alors on vérifie que
Mt{DK(v(t)).h(t)} =Mt{b(t + r).h(t)} pour tout h ∈ B1,2(Rn),
et par conséquent DE(v) = b#, i.e.
gradE(v) = j−1(b#) = gradE(u),
et en utilisant (2.18) on obtient u = v. Ainsi (i) est démontrée.
Démontrons (ii).
Introduisons l’opérateur non linéaire, non borné
K : Dom(K) ⊂ B1,2(Rn)→ B2(Rn)
défini par
(K(u))(t) := D1K(u(t− r))+D2K(u(t))
−∇ [D3K(u(t− r)) + D4K(u(t))] .
Donc K(u) = b cela signifie que u est une solution Besicovitch-p.p. faible
de (2.2). En utilisant l’assertion (i), on obtient K est bijective.
Si u, v ∈ Dom(K), on a :
‖K(u)−K(v)‖∗
= sup
{
M {(K(u)− K(v)) .h} : h ∈ B1,2(Rn), ‖h‖1,2 ≤ 1
}
= sup
{
(DE(u)− DE(v)) .h : h ∈ B1,2(Rn), ‖h‖1,2 ≤ 1
}
= ‖DE(u)− DE(v)‖B1,2(Rn)∗
= ‖gradE(u)− gradE(v)‖1,2
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ce qui montre d’après (2.18) que
K : Dom(K) ⊂ B1,2(Rn)→ B2(Rn)
est un homéomorphisme de Dom(K) dans B2(Rn). Sachant que AP2(Rn)
est dense dans B1,2(Rn), (c.f. Proposition 1.16), K(AP2(Rn)) est dense
dans B2(Rn) par rapport à la norme ‖.‖∗.
Enfin, en notant que
K(AP2(Rn)) ⊂ AP0(R,Rn) ⊂ B2(Rn),
on obtient
K(AP2(Rn)) = AP0(R,Rn),
ce qu’il fallait démontrer . ♠
Remarque 2.8 Ce resultat est une extension du Théorème 5 dans (23), aux équations
différentielles à retard du type Neutre.
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Etant donnée f : E × E −→ R une fonction, où E est un espaceeuclidien réel de dimension finie, et r ∈ (0,∞), on considère l’équation
différentielle fonctionnelle du second ordre à retard :
u′′(t) =
∫ 0
−r
D1 f (u(t), u(t + θ))dθ +
∫ 0
−r
D2 f (u(t− θ), u(t))dθ + e(t)
(3.1)
où Dj, j = 1, 2, désigne la dérivée partielle par rapport à la j-ème compo-
sante et e : R −→ E est une ’force extérieure’.
Dans ce chapitre, nous étudions les solutions presque-périodiques
de (3.1) où e est une fonction presque-périodique.
Une solution p.p. ’forte’ de (3.1) est une fonction u : R −→ E qui
est deux fois dérivable (dans le sens ordinaire) avec u, u′ et u′′ sont des
fonctions p.p. au sens de Bohr (5, 9, 34, 39), telle que l’égalité dans (3.1)
est saisfaite pour tout t ∈ R.
Une solution p.p. faible de (3.1) est une fonction u : R −→ E qui
est p.p. au sens de Besicovitch (10, 67), qui possède une dérivée géné-
ralisée du premier ordre et du second ordre, telle que l’égalité dans (3.1) est
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satisfaite en moyenne quadratique. i.e. la différence entre les deux termes a
une moyenne quadratique nulle.
Pour les équations différentielles ordinaires, ce genre de solutions p.p.
faibles a été considéré dans (23).
Notre approche utilise les méthodes variationnelles. Les solutions
presque-périodiques (fortes ou faibles) de (3.1) sont caractérisées
comme points critiques de la fonctionnelle
u 7−→Mt
{
1
2
∣∣u′(t)∣∣2 + ∫ 0
−r
f (u(t), u(t + θ))dθ + u(t).e(t)
}
sur un espace de Banach des fonctions presque-périodiques. Ainsi (3.1)
apparaît comme l’équation d’Euler-Lagrange.
Décrivons brièvement le contenu de ce chapitre. Après la Section (3.1)
dédiée aux notations, dans la Section (3.2) nous établissons un forma-
lisme variationnel pour caractériser les solutions presque-périodiques fortes
(dites aussi usuelles) de (3.1) (Théorème (3.1)), à partir duquel nous pou-
vons déduire un résultat sur la structure de l’ensemble de solutions p.p.
fortes de (3.1) (Théorème (3.2)). Dans la Section (3.3) nous établissons un
formalisme variationnel pour caractériser les solutions presque-périodiques
faibles de (3.1) (Théorème (3.3)), et pour établir un résultat d’existence des
solutions p.p. faibles (Théorème (3.4)), nous obtenons aussi un résultat sur
la structure de l’ensemble des solutions p.p. faibles de (3.1).
Dans la Section (3.4) nous établissons un résultat de densité pour les forces
extérieures p.p. pour lesquelles (3.1) possède une solution p.p. forte (Théo-
rème (3.5)) ; ce résultat utilise les solutions p.p. faibles.
3.1 Notations
Lorsque X est un espace de Banach, AP0(X) désigne l’espace des fonc-
tions presque-périodiques au sens de H. Bohr définies de R à valeurs dans
X (c.f. (5, 9, 34, 39)). Il s’agit d’un espace de Banach pour la norme
‖u‖∞ := sup {|u(t)| : t ∈ R}. Lorsque u ∈ AP0(X), sa moyenne tem-
porelle existe dans X :
M {u} =Mt {u(t)} := lim
T→∞
1
2T
∫ T
−T
u(t)dt,
(c.f. (5, 34, 39)). Lorsque k ∈ N, k ≥ 1, APk(X) désigne l’espace des
u ∈ Ck(R,X) ∩ AP0(X) telles que uj = djudtj ∈ AP0(X) pour tout j =
1, . . . , k. Il s’agit d’un espace de Banach pour la norme
‖u‖Ck := ‖u‖∞ + ∑
1≤j≤k
∥∥∥uj∥∥∥
∞
.
B1(X) désigne la complétion de AP0(X) par rapport à la norme
‖u‖B1 :=M {|u|} .
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C’est l’espace quotient qui transforme la semi-norme u 7−→ M {|u|} en
une norme. Lorsque X est un espace de Hilbert, B2(X) désigne la complé-
tion de AP0(X) par rapport à la norme
‖u‖B2 :=M
{
|u|2
} 1
2 .
C’est aussi l’espace quotient et il est un espace de Hilbert pour le produit
scalaire
(u|v)B2 :=M {(u|v)X} .
La dérivée généralisée de u ∈ B2(X) (lorsqu’elle existe) est ∇u ∈
B2(X) telle que
Mt
{∣∣∣∣∇u(t)− 1τ (u(t + τ)− u(t))
∣∣∣∣2
}
→ 0, (τ → 0)
(17, 37). On considère B1,2(X) :=
{
u ∈ B2(X) : ∇u ∈ B2(X)} et
B2,2(X) :=
{
u ∈ B1,2(X) : ∇2u := ∇(∇u) ∈ B2(X)}. Ce sont deux es-
paces de Hilbert respectivement pour les normes
‖u‖B1,2 :=
(
‖u‖2B2 + ‖∇u‖2B2
) 1
2 , ‖u‖B2,2 :=
(
‖u‖2B1,2 +
∥∥∥∇2u∥∥∥2
B2
) 1
2
.
Lorsque u : R −→ E est une fonction continue, il est habituel, dans la
théorie des équations différentielles fonctionnelles à retard, de considérer,
pour tout t ∈ R, ut ∈ C0 ([−r, 0] ,E) définie par
ut(θ) := u(t + θ)
pour tout θ ∈ [−r, 0], (c.f. (53, chapitre 2)).
Lorsque u ∈ L2loc(R,E) (l’espace de Lebesgue), on note par
u˜ : R −→ L2loc ([−r, 0] ,E)
la fonction définie par
u˜(t)(θ) := u(t + θ).
3.2 Solution presque-périodiques fortes
On considère la condition suivante sur f :
f ∈ C1(E×E,R). (3.2)
Lemme 3.1 Sous la condition (3.2) on considère l’application F0 : E ×
C0 ([−r, 0] ,E) −→ R définie par F0(x,ψ) :=
∫ 0
−r f (x,ψ(θ))dθ.
Alors F0 est de classe C1 sur E× C0 ([−r, 0] ,E) et DF0(x,ψ)(y, ξ) =∫ 0
−r D1 f (x,ψ).ydθ +
∫ 0
−r D2 f (x,ψ(θ)).ξ(θ)dθ.
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Démonstration.
Soit l’opérateur linéaire I0 : C0 ([−r, 0] ,R) −→ R, défini par
I0(w) :=
∫ 0
−r
w(t)dt.
On a ∣∣∣I0(w)∣∣∣ = ∣∣∣∣∫ 0−r w(t)dt
∣∣∣∣
≤
∫ 0
−r
|w(t)| dt
≤ r. sup
t∈[−r,0]
|w(t)| = r. ‖w‖C0([−r,0],R) .
Ainsi I0 est un opérateur linéaire continu donc de classe C1, et pour tout
w, δw ∈ C0 ([−r, 0] ,R), on a :
DI0(w)δw = I0(δw).
Sous la condition (3.2), les deux différentielles partielles de f sont conti-
nues, ainsi l’opérateur de Nemytskii suivant construit sur f :
N 0f : C0 ([−r, 0] ,E)× C0 ([−r, 0] ,E) −→ C0 ([−r, 0] ,E) ,
donné par
N 0f (φ,ψ) := [θ 7−→ f (φ(θ),ψ(θ))] ,
est de classe C1, (voir Proposition 1 page 168, et Proposition 2 page 170
dans (3)), et pour tout φ ,ψ, δφ et δψ dans C0 ([−r, 0] ,E) on a :
DN 0f (φ,ψ).(δφ, δψ) = D1 f (φ,ψ).δφ+ D2 f (φ,ψ).δψ.
L’opérateur
A0 : E× C0 ([−r, 0] ,E) −→ C0 ([−r, 0] ,E)× C0 ([−r, 0] ,E)
défini par
A0(x,ψ) = (x,ψ),
où le vecteur x ∈ E est considéré comme une fonction (constante) conti-
nue, est linéaire continu, ainsi A0 est de classe C1, et pour tout x, δx ∈ E,
ψ, δψ ∈ C0 ([−r, 0] ,E), on a :
DA0 (x,ψ) . (δx, δψ) = A0(δx, δψ).
Sachant que
F0 := I0 ◦ N 0f ◦ A0,
F0 est de classe C1 comme composé de trois opérateurs de classe C1, et en
utilisant la formule de la dérivation en chaîne, on obtient
DF0(x,ψ).(y, ξ) = I0
(
DN 0f (A0(x,ψ)).A0(y, ξ)
)
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On sait que
DN 0f (A0(x,ψ)).A0(y, ξ) = [θ 7−→ D1 f (x,ψ(θ)).y + D2 f (x,ψ(θ)).ξ(θ)] ,
ainsi on obtient la formule annoncée. ♠
Lemme 3.2 L’opérateur S0 : AP0(E) −→ AP0(R), défini par
S0(u) :=
[
t 7−→
∫ 0
−r
f (u(t), u(t + θ))dθ
]
,
est de classe C1, et
DS0(u)h = [t 7−→
∫ 0
−r
D1 f (u(t), u(t + θ)).h(t)dθ
+
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ].
Démonstration.
Sachant que
AP0
(
E× C0 ([−r, 0] ,E)
)
≡ AP0(E)× AP0
(
C0 ([−r, 0] ,E)
)
,
et sachant que l’application F0 fournie par le Lemme (4.1) est de classe C1,
l’opérateur de Nemytskii construit sur l’application F0,
NF0 : AP0(E)× AP0
(
C0 ([−r, 0] ,E)
)
−→ AP0(R),
défini par
NF0(u, φ) :=
[
t 7−→ F0(u(t), φ(t)) =
∫ 0
−r
f (u(t), φ(t)(θ))dθ
]
est de classe C1, (voir (31, Corollaire 5.3)).
Introduisions l’opérateur
T0 : AP0(E) −→ AP0
(
C0 ([−r, 0] ,E)
)
défini par
T0(u) := [t 7−→ ut] .
On a ∥∥∥T0(u)∥∥∥
∞
= ‖u‖∞ ,
donc T0 est un opérateur linéaire continu, et donc de classe C1.
Sachant S0 = NF0 ◦ (id, T0), S0 est de classe C1 comme composé d’opé-
rateurs de classe C1, et via la formule de la dérivation en chaîne on obtient
DS0(u).h = DNF0((id, T0)(u)).D(id, T0)(h) = DNF0(u, u˜).(h, h˜),
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et en utilisant le Lemme (4.1) on obtient
(DS0(u).h)(t) =
∫ 0
−r
D1 f (u(t), u˜(t)(θ)).h(t)dθ
+
∫ 0
−r
D2 f (u(t), u˜(t)(θ)).h˜(t)(θ)dθ
=
∫ 0
−r
D1 f (u(t), u(t + θ)).h(t)dθ
+
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ.
Ce qu’il fallait démonter. ♠
Proposition 3.1 Sous la condition (3.2) la fonctionnelle J0 : AP1(E) −→ R, définie par
J0(u) :=Mt
{
1
2
∣∣u′(t)∣∣2 + ∫ 0
−r
f (u(t), u(t + θ))dθ + u(t).e(t)
}
,
est de classe C1, et pour tout u, h ∈ AP1(E) on a
DJ0(u).h =Mt{u′(t).h′(t) +
∫ 0
−r
D1 f (u(t), u(t + θ)).h(t)dθ
+
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ + e(t).h(t)}.
Démonstration.
On considère la fonctionnelle Q0 : AP1(E) −→ R définie par
Q0(u) :=Mt
{
1
2
∣∣u′(t)∣∣2} .
L’application q : E −→ R, q(x) := 12 |x|2 = 12 x.x, est de classe C1,
comme composée d’une application linéaire continue et d’une forme bili-
néaire continue. Donc l’opérateur de Nemytskii
N 0q : AP0(E) −→ AP0(R), N 0q (ϕ) :=
[
t 7−→ 1
2
|ϕ(t)|2
]
,
est aussi de classe C1, (26, Proposition 1).
L’opérateur ddt : AP
1(E) −→ AP0(E), donné par
d
dt
(u) := u′,
est linéaire, et puisque pour tout u ∈ AP1(E) on a :∥∥∥∥ ddt u
∥∥∥∥
∞
=
∥∥u′∥∥∞ ≤ ∥∥u′∥∥∞ + ‖u‖∞ = ‖u‖C1 ,
on obtient ddt est continu, donc il est de classe C1.
La fonctionnelle M0 : AP0(R) −→ R, définie par
M0(ϕ) :=Mt {ϕ(t)} ,
3.2. Solution presque-périodiques fortes 53
est linéaire. L’inégalité
|Mt {ϕ(t)}| ≤Mt {|ϕ(t)|} ≤ ‖ϕ‖∞ ,
implique que la fonctionnelle M0 est continue, donc elle est de classe C1.
Sachant que
Q0 =M0 ◦ N 0q ◦
d
dt
,
Q0 est de classe C1 comme composée d’applications de classe C1, et en
utilisant la formule de la dérivation en chaîne on obtient pour tout u, h ∈
AP1(E) :
DQ0(u).h =Mt
{
u′(t).h′(t)
}
. (3.3)
On considère la fonctionnelle Φ0 : AP1(E) −→ R définie par
Φ0(u) :=Mt
{∫ 0
−r
f (u(t), u(t + θ))dθ
}
.
On considère l’opérateur in0 : AP1(E) −→ AP0(E), donné par
in0(u) := u;
il est linéaire continu, et par conséquent in0 est de classe C1.
Sachant que
Φ0 =M0 ◦ S0 ◦ in0,
en utilisant le Lemme (3.2) on obtient que Φ0 est de classe C1, comme com-
posée d’applications de classe C1. En utilisant la formule de la dérivation
en chaîne et le Lemme (3.2), on obtient pour tout u, h ∈ AP1(E)
DΦ0(u).h =Mt{
∫ 0
−r
D1 f (u(t), u(t + θ)).h(t)dθ
+
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ}.
(3.4)
On considère la fonctionnelle Λ0 : AP0(E) −→ R, définie par
Λ0(u) :=Mt {u(t).e(t)} .
Notons que Λ0 est linéaire continue, et par conséquent elle est de classe
C1, et on a pour tout u, h ∈ AP0(E)
DΛ0(u).h =Mt {h(t).e(t)} . (3.5)
Sachant que J0 = Q0 + Φ0 + Λ0, J0 est de classe C1 comme somme
de trois fonctionnelles de classe C1, et en utilisant (3.3), (3.4) et (3.5) on
obtient :
DJ0(u).h =Mt{u′(t).h′(t) +
∫ 0
−r
D1 f (u(t), u(t + θ)).h(t)dθ
+
∫ 0
−r
D2 f (u(t), u(t + θ))h(t + θ)dθ + e(t).h(t)}
pour tout u, h ∈ AP1(E). ♠
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Lemme 3.3 Sous la condition (3.2) on a l’égalité suivante :
Mt{
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ}
=Mt{
∫ 0
−r
D2 f (u(t− θ), u(t)).h(t)dθ}.
Démonstration.
Cette démonstration est basée sur le théorème de Fubini et le théorème
de Lebesgue.
Sous la condition (3.2), la fonction
[(t, θ) 7−→ D2 f (u(t), u(t + θ)).h(t + θ)]
est continue sur R × [−r, 0], et par suite elle est intégrable au sens de
Lebesgue et en utilisant le théorème de Fubini (c.f. (4, Théorème 11.26,
page 411)), on a :
1
2T
∫ T
−T
(∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ
)
dt
=
∫ 0
−r
(
1
2T
∫ T
−T
D2 f (u(t), u(t + θ)).h(t + θ)dt
)
dθ.
(3.6)
Posons
gT(θ) :=
1
2T
∫ T
−T
D2 f (u(t), u(t + θ)).h(t + θ)dt.
Sachant que [t 7−→ D2 f (u(t), u(t + θ)).h(t + θ)] appartient à AP0(R),
il en resulte pour tout θ ∈ [−r, 0],
lim
T→∞
gT(θ) =Mt {D2 f (u(t), u(t + θ)).h(t + θ)} .
Par ailleurs, sachant que u, h ∈ AP0(E), on a u(R) et h(R) sont des
compacts, (c.f. (5, 34, 39)), et puisque l’application
[(x, y, z) 7−→ D2 f (x, y).z]
est continue sur le compact u(R)× u(R)× h(R), donc elle est bornée, et
par conséquent on a :
sup
θ∈[−r,0]
sup
t∈R
|D2 f (u(t), u(t + θ)).h(t + θ)| := σ < ∞,
ce qui implique que |gT(θ)| ≤ σ pour tout T > 0, θ ∈ [−r, 0]. Ainsi
toutes les hypothèses du théorème de la convergence dominée de Lebesgue
sont satisfaites, (c.f. (4, Théorème 11.20, page 407)), et en l’utilisant on
obtient :
lim
T→∞
∫ 0
−r
gT(θ)dθ =
∫ 0
−r
lim
T→∞
gT(θ)dθ, (3.7)
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En utilisant (3.6) et (3.7), on obtient :
Mt{
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ}
= lim
T→∞
1
2T
∫ T
−T
(∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ
)
dt
= lim
T→∞
∫ 0
−r
(
1
2T
∫ T
−T
D2 f (u(t), u(t + θ)).h(t + θ)
)
dθ
= lim
T→∞
∫ 0
−r
gT(θ)dθ
=
∫ 0
−r
lim
T→∞
gT(θ)dθ
=
∫ 0
−r
Mt{D2 f (u(t), u(t + θ)).h(t + θ)}dθ.
Ainsi on a démontré l’égalité suivante :
Mt{
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ}
=
∫ 0
−r
Mt{D2 f (u(t), u(t + θ)).h(t + θ)}dθ.
(3.8)
En utilisant un raisonnement similaire on obtient :
Mt{
∫ 0
−r
D2 f (u(t− θ), u(t)).h(t)dθ}
=
∫ 0
−r
Mt{D2 f (u(t− θ), u(t)).h(t)}dθ.
(3.9)
Sachant que la moyenne temporelle est invariante par la translation,
(c.f. (5, 34, 39)), on obtient, pour tout θ ∈ [−r, 0], l’égalité suivante :
Mt{D2 f (u(t), u(t + θ)).h(t + θ)}
=Mt{D2 f (u(t− θ), u(t)).h(t)}. (3.10)
En utilisant (3.8), (3.9), et (3.10) on obtient :
Mt{
∫ 0
−r
D2 f (u(t), u(t+θ)).h(t + θ)dθ}
=Mt{
∫ 0
−r
D2 f (u(t− θ), u(t)).h(t)dθ}.
Ce qu’il fallait démontrer. ♠
Théorème 3.1 (Formalisme variationnel) Sous la condition (3.2), les deux assertions sui-
vantes sont équivalentes
(i) DJ0(u) = 0, i.e. u est un point critique de J0 dans AP1(E).
(ii) u est une solution presque-périodique forte de l’équation (3.1).
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Démonstration.
Supposons (i), montrons (ii).
D’après la Proposition (3.1), la fonctionnelle J0 est de classe C1 et
DJ0(u).h =Mt{u′(t).h′(t) +
∫ 0
−r
D1 f (u(t), u(t + θ)).h(t)dθ
+
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ + e(t).h(t)}.
En utilisant le Lemme (3.3), on obtient
DJ0(u).h =Mt{u′(t).h′(t) +
∫ 0
−r
D1 f (u(t), u(t + θ)).h(t)dθ
+
∫ 0
−r
D2 f (u(t− θ), u(t))h(t)dθ + e(t).h(t)}
=Mt{u′(t).h′(t) + [
∫ 0
−r
D1 f (u(t), u(t + θ))dθ
+
∫ 0
−r
D2 f (u(t− θ), u(t))dθ + e(t)].h(t)},
ainsi on obtient
DJ0(u).h =Mt{u′(t).h′(t) + [
∫ 0
−r
D1 f (u(t), u(t + θ))dθ
+
∫ 0
−r
D2 f (u(t− θ), u(t))dθ + e(t)].h(t)}.
(3.11)
Soit
p(t) :=
∫ 0
−r
D1 f (u(t), u(t + θ))dθ +
∫ 0
−r
D2 f (u(t− θ), u(t))dθ + e(t),
on a bien p ∈ AP0(E).
Lorsque DJ0(u) = 0, en utilisant (3.11) on a
Mt
{
u′(t).h′(t)
}
= −Mt {p(t).h(t)}
pour tout h ∈ AP1(E), et en utilisant le même raisonnement que dans la
preuve du Théorème (2.1) (ou aussi le Théorème 1 dans (16)), on obtient
que u ∈ AP2(E), et u′′(t) = p(t), ce qui est exactement (2.1).
Supposons (ii), montrons (i).
Si u est une solution p.p. forte de (3.1), alors on a u′′ = p. Sachant que
M{l.y′} = −M{l′.y} pour tout l ∈ AP1(L(E,R)) et y ∈ AP1(R,E),
en utilisant (3.11) on obtient, pour tout h ∈ AP1(E)
0 =M
{
(u′′ − p).h}
=M
{
u′′h− p.h}
=M
{
u′.h′ + p.h
}
= DJ0(u).h.
Ainsi DJ0(u) = 0. ♠
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Théorème 3.2 Sous la condition (3.2), si de plus on suppose que f est une fonction
convexe, alors l’ensemble des solutions p.p. fortes de (3.1) est un sous-
ensemble convexe de AP2(E).
Démonstration.
Il est clair que la fonctionnelle Q0 introduite dans la démonstration de
la Proposition (3.1) est convexe.
Lorsque f est convexe, pour tout X, Y ∈ E×E, et λ ∈]0, 1[, on a :
f (λX + (1− λ)Y) ≤ λ f (X) + (1− λ) f (Y)
ainsi pour tout u, v ∈ AP0(E) et θ ∈ [−r, 0] on a :
f (λu(t) + (1− λ)v(t),λu(t + θ) + (1− λ)v(t + θ))
≤ λ f (u(t), u(t + θ)) + (1− λ) f (v(t), v(t + θ)) ,
en utilisant la monotonie et la linéarité de l’intégrale on obtient∫ 0
−r
f (λu(t) + (1− λ)v(t),λu(t + θ) + (1− λ)v(t + θ))dθ
≤ λ
∫ 0
−r
f (u(t), u(t + θ))dθ + (1− λ)
∫ 0
−r
f (v(t), v(t + θ))dθ,
enfin en utilisant la monotonie et la linéarité de la moyenne on obtient
Mt
{∫ 0
−r
f (λu(t) + (1− λ)v(t),λu(t + θ) + (1− λ)v(t + θ))dθ
}
≤ λMt
{∫ 0
−r
f (u(t), u(t + θ))dθ
}
+ (1− λ)Mt
{∫ 0
−r
f (v(t), v(t + θ))d
}
.
Ainsi on a démontré que pour tout u, v ∈ AP0(E) et θ ∈ [−r, 0], la
fonctionnelle Φ0 introduite dans la démonstration de la Proposition (3.1)
vérifie
Φ0 (λu + (1− λ)v) ≤ λΦ0 (u) + (1− λ)Φ0 (v) ,
ce qui implique que la fonctionnelle Φ0 est convexe.
Il est clair que la fonctionnelle Λ0 introduite dans la démonstration de
la Proposition (3.1) est convexe.
Sachant que
J0 = Q0 +Φ0 +Λ0,
J0 est convexe comme somme de trois fonctionnelles convexes. Ainsi
DJ0(u) = 0 est équivalente à J0(u) = inf J0(AP1(E)), (c.f. (40)), et
l’ensemble {
u ∈ AP1(E) : J0(u) = inf J0(AP1(E))
}
est convexe. Par conséquent{
u ∈ AP1(E) : DJ0(u) = 0
}
est convexe, et on obtient la conclusion en utilisant le Théorème (3.1). ♠
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Remarque 3.1 Une conséquence du Théorème (3.2) est la suivante : lorsque e = 0, si
(3.1) possède deux solutions u1 et u2, non constantes T1-périodique (res-
pectivement T2 périodique) telles que T1/T2 /∈ Q alors 12 u1 + 12 u2 est
une solution presque-périodique, qui n’est pas périodique de (3.1) sachant
qu’elle est une combinaisan convexe de deux solutions presque-périodiques.
Remarque 3.2 Notons que dans l’espace (AP0(R,Rn), ‖.‖∞) la compacité n’est pas facile
à exhiber. L’analogue du théorème d’Ascoli-Arzela dans AP0(R,Rn) est le
théorème de Lusternik (c.f. (61, page 7)) dont la condition d’équi-presque
périodicité est difficile à vérifier. En outre, en utilisant le compactifié de
Bohr bR de R, on peut assimiler AP0(R,Rn) à C0(bR,Rn) (67, Chapitre
1), ainsi on voit que AP0(R,Rn) n’est pas reflexif, et partant, les mé-
thodes de compacité faible ou de monotonie y sont difficiles à utiliser. C’est
pourquoi nous prolongeons, dans la section suivante notre formalisme va-
riationnel au complété hilbertien B2(Rn) de AP0(R,Rn).
3.3 Solutions presque-périodiques faibles
Nous commençons cette section en énonçant la définition de la solution
p.p. faible de (3.1). Une solution p.p. faible de (3.1) est une fonction u ∈
B2,2(E) telle que
∇2u =
∫ 0
−r
D1 f (u(t), u(t + θ))dθ +
∫ 0
−r
D2 f (u(t− θ), u(t))dθ + e(t),
cette égalité ait lieu dans B2(E).
Nous commençons par établir deux lemmes concernant les proprietés
générales des fonctions p.p. au sens de Besicovitch.
Lemme 3.4 Soit u ∈ B2(E). Alors les deux égalités suivantes sont vérifiées
Mt
{∫ 0
−r
|u(t + θ)|2 dθ
}
=
∫ 0
−r
Mt
{
|u(t + θ)|2
}
dθ
= r.Mt
{
|u(t)|2
}
.
Démonstration.
Sachant que u ∈ B2(E), Mt
{
|u(t)|2
}
= limT→∞ 12T
∫ T
−T |u(t)|2 dt
existe dans R+, ainsi on a :
M := sup
T≥1
1
2T
∫ T
−T
|u(t)|2 dt < ∞.
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Pour tout θ ∈ [−r, 0] on a :
1
2T
∫ T
−T
|u(t + θ)|2 dt = 1
2T
∫ T+θ
−T+θ
|u(s)|2 ds
≤ 1
2T
∫ T+r
−T−r
|u(t)|2 dt
≤ 1
2T
∫ T+r
−(T+r)
|u(t)|2 dt
=
2(T + r)
2T
.
1
2(T + r)
∫ T+r
−(T+r)
|u(t)|2 dt
≤ (1+ r
T
).M ≤ (1+ r).M =: M1,
et donc on a démontré{
∃M1 > 0, ∀θ ∈ [−r, 0] , ∀T ≥ 1,
1
2T
∫ T
−T |u(t + θ)|2 dt ≤ M1 < ∞.
(3.12)
Pour tout T ≥ 1 on définit ΦT : [−r, 0] −→ R, en notant
ΦT(θ) :=
1
2T
∫ T
−T
|u(t + θ)|2 dt.
Sachant queΦT(θ) = 12T
∫ T+θ
−T+θ |u(s)|2 ds, on voit queΦT est absolument
continue sur [−r, 0], et par conséquent on obtient
ΦT ∈ L1 ([−r, 0] ,R) .
Si [a, b] est un segment de R, pour tout θ ∈ [−r, 0], en utilisant le
théorème de Tonelli pour les fonctions positives mesurables (c.f. (4, Théo-
rème 11.27, page 412)), on obtient∫
[a,b]×[−r,0]
|u(t + θ)|2 dtdθ =
∫
[−r,0]
(∫
[a,b]
|u(t + θ)|2 dt
)
dθ
=
∫
[−r,0]
(∫
[a,b]+θ
|u(s)|2 ds
)
dθ
≤
∫
[−r,0]
(∫
[a,b]+[−r,0]
|u(s)|2 ds
)
dθ
= r.
∫
[a,b]+[−r,0]
|u(s)|2 ds
< ∞
sachant que |u|2 ∈ L1loc(R,R+), et sachant que [a, b] + [−r, 0] est com-
pact. Ainsi on a démontré :[
(t, θ) 7−→ |u(t + θ)|2
]
∈ L1loc (R× [−r, 0] ,R) . (3.13)
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Donc en utilisant le théorème de Fubini (c.f. (4, Théorème 11.26, page
411)), pour tout T > 0 on obtient
1
2T
∫ T
−T
(∫ 0
−r
|u(t + θ)|2 dθ
)
dt =
∫ 0
−r
(
1
2T
∫ T
−T
|u(t + θ)|2 dt
)
dθ
(3.14)
Sachant que u ∈ B2(E), en utilisant l’invariance de la moyenne tem-
porelle par la translation, on obtient pour tout θ ∈ [−r, 0] :
lim
T→∞
ΦT(θ) =Mt
{
|u(t + θ)|2
}
=Mt
{
|u(t)|2
}
.
La constante M1 est intégrable sur [−r, 0]. Donc en utilisant (3.12), on
peut appliquer le théorème de le convergence dominée de Lebesgue (c.f. (4,
Théorème 11.20, page 407)), pour obtenir∫ 0
−r
lim
T→∞
ΦT(θ)dθ = lim
T→∞
∫ 0
−r
ΦT(θ)dθ,
ce qui implique, en utilisant (3.14), que∫ 0
−r
Mt
{
|u(t + θ)|2
}
dθ =Mt
{∫ 0
−r
|u(t + θ)|2 dθ
}
.
Ainsi on a démontré la première égalité.
Pour démontrer la deuxième égalité, il suffit d’utiliser l’invariance de
la moyenne par la translation. En effet on a
Mt
{
|u(t + θ)|2
}
=Mt
{
|u(t)|2
}
pour tout θ ∈ [−r, 0], ainsi on obtient∫ 0
−r
Mt
{
|u(t + θ)|2
}
dθ =
∫ 0
−r
Mt
{
|u(t)|2
}
dθ
=
∫ 0
−r
dθ.Mt
{
|u(t)|2
}
= r.Mt
{
|u(t)|2
}
.
Ce qu’il fallait démontrer. ♠
Lemme 3.5 Si u ∈ B2(E) alors u˜ ∈ B2 (L2 ([−r, 0] ,E)), et on a :
‖u˜‖B2(L2([−r,0],E)) =
√
r. ‖u‖B2(E)
Démonstration.
Fixons u ∈ B2(E), et e > 0, donc on peut choisir qe ∈ AP0(E), telle
que
‖u− qe‖B2(E) < e.
Sachant que L2 ([−r, 0] ,E) est séparable (c.f. (36, Théorème IV, page 62)),
il existe un sous-ensemble dénombrable D dans L2 ([−r, 0] ,E) qui est
dense, et par conséquent l’ensemble
{B(ϕ, ρ) : ϕ ∈ D, ρ ∈ Q∩ (0,∞)}
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est un générateur de la tribu borélienne de L2 ([−r, 0] ,E), où
B(ϕ, ρ) :=
{
ψ ∈ L2 ([−r, 0] ,E) : ‖ψ− ϕ‖L2([−r,0],E) < ρ
}
.
Fixons arbitrairement ϕ ∈ D et ρ ∈ Q∩ (0,∞), et notons par
α(t) :=
∫ 0
−r
|u(t + θ)− ϕ(θ)|2 dθ.
En utilisant le même raisonnement que celui utilisé pour établir (3.13), on
obtient [
(t, θ) 7−→ |u(t + θ)− ϕ(θ)|2
]
∈ L1loc (R× [−r, 0] ,R) ,
et par conséquent, en utilisant le théorème de Fubini (c.f. (4, Théorème
11.26, page 411)), on sait que α ∈ L1loc (R,R), donc α est nécessairement
mesurable.
Notons que t ∈ u˜−1 (B (ϕ, ρ)) est équivalente à t ∈ α−1 ([0, ρ2[). Sa-
chant que α est mesurable, on a α−1
(
[0, ρ2[
) ∈ B(R), et par conséquent
u˜−1 (B (ϕ, ρ)) ∈ B(R), ainsi on a démontré que{
u˜ est mesurable de (R,B (R)) dans(
L2 ([−r, 0] ,E) ,B (L2 ([−r, 0] ,E))) . (3.15)
En utilisant (3.13), on sait que[
(t, θ) 7−→ |u(t + θ)|2
]
∈ L1loc (R× [−r, 0] ,R) ,
par conséquent, en utilisant le théorème de Fubini (c.f. (4, Théorème 11.26,
page 411)), on obtient que[
t 7−→
∫ 0
−r
|u(t + θ)|2 dθ = ‖u˜(t)‖2L2([−r,0],E)
]
∈ L1loc(R,R).
Donc on a obtenu :
u˜ ∈ L2loc
(
R, L2 ([−r, 0] ,E)
)
. (3.16)
En utilisant le Lemme (3.4) avec u − qe au lieu de u, on sait que
Mt
{∫ 0
−r |u(t + θ)− qe(t + θ)|2 dθ
}
existe et qu’on a
Mt
{
‖u˜(t)− q˜e(t)‖L2([−r,0],E)
}
=Mt
{∫ 0
−r
|u(t + θ)− qe(t + θ)|2 dθ
}
= r.Mt
{
|u(t)− qe(t)|2
}
< r.e2.
Sachant que q˜e ∈ AP0
(C0 ([−r, 0] ,E)) ⊂ AP0 (L2 ([−r, 0] ,E)),
quand e→ 0, on obtient que u˜ ∈ B2 (L2 ([−r, 0] ,E)).
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La relation entre la norme de u et u˜ est une conséquence du Lemme
(3.4). En effet on a
‖u˜‖B2(L2([−r,0],E)) =Mt
{
‖u˜‖L2([−r,0],E)
} 1
2
=Mt
{∫ 0
−r
|u(t + θ)|2 dθ
} 1
2
=
√
r.Mt
{
|u(t)|2
}
=
√
r. ‖u‖B2(E) ,
ce qu’il fallait démontrer. ♠
Maintenant on introduit la condition suivante sur f :{
Il existe a ∈ (0,∞) et b ∈ R, tels que
|D f (x, y)| ≤ a (|x|+ |y|) + b pour tout x, y ∈ E. (3.17)
Lemme 3.6 Sous les conditions (3.2) et (3.17), l’opérateur S : B2(E) −→
B1(R) défini par S(u) :=
[
t 7−→ ∫ 0−r f (u(t), u(t + θ))dθ] est
de classe C1, et pour tout u, h ∈ B2(E), on a DS(u).h =[
t 7−→ ∫ 0−r D1 f (u(t), u(t + θ)).h(t) + D2 f (u(t), u(t + θ)).h(t + θ)dθ].
Démonstration.
Sous les conditions (3.2) et (3.17), l’opérateur de Nemytskii construit sur
f ,
N f : L2 ([−r, 0] ,E)× L2 ([−r, 0] ,E) −→ L1 ([−r, 0] ,R) ,
N f (ϕ,ψ) := [θ 7−→ f (ϕ(θ),ψ(θ))] ,
est de classe C1, (c.f. (42, Théorème 2.6 page 14)), et sa différentielle est
donnée par :
DN f (ϕ,ψ).(ξ, ζ) = [θ 7−→ D f (ϕ(θ),ψ(θ)).(ξ(θ), ζ(θ))] .
L’opérateur A : E× L2 ([−r, 0] ,E) −→ (L2 ([−r, 0] ,E))2 défini par
A(x,ψ) := (x,ψ),
où x est considérée comme une fonction constante, est linéaire continu,
donc A est de classe C1 et
DA(x,ψ) = A.
La fonctionnelle I : L1 ([−r, 0] ,R) −→ R, définie par
I(w) :=
∫ 0
−r
w(θ)dθ,
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est linéaire, et l’inégalité
|I(w)| =
∣∣∣∣∫ 0−r w(θ)dθ
∣∣∣∣
≤ r.
∫ 0
−r
|w(θ)| dθ
:= r. ‖w‖L1([−r,0],R) ,
assure que I est continue, ainsi I est de classe C1 et sa différentielle est
donnée par
DI(w) = I.
On considère l’application F : E× L2 ([−r, 0] ,E) −→ R, définie par
F(x,ψ) :=
∫ 0
−r
f (x,ψ(θ))dθ.
Notons que F = I ◦N f ◦ A, et donc F est de classe C1 comme composé
d’applications de classe C1, et en utilisant la formule de la dérivation en
chaîne on obtient, pour tout x, y ∈ E, et pour tout ψ, ξ ∈ L2 ([−r, 0] ,E),
la formule suivante :
DF(x,ψ).(y, ξ) =
∫ 0
−r
(D1 f (x,ψ(θ)).y + D2 f (x,ψ(θ)).ξ(θ)) dθ.
Soit (y, ξ) ∈ E× L2 ([−r, 0] ,E), tel que ‖(y, ξ)‖ ≤ 1. Donc on a
|DF(x,ψ).(y, ξ)| ≤
∫ 0
−r
|D f (x,ψ(θ))| . |(y, ξ(θ))| dθ
≤
(∫ 0
−r
|D f (x,ψ(θ))|2 dθ
) 1
2
.
(∫ 0
−r
|(y, ξ(θ))|2 dθ
) 1
2
en utilisant l’inégalité de Cauchy-Schwarz-Buniakovski (c.f. (10, page
69)).
Notons que ∫ 0
−r
|(y, ξ(θ))|2 dθ =
∫ 0
−r
(
|y|2 + |ξ(θ)|2
)
dθ
= r |y|2 +
∫ 0
−r
|ξ(θ)|2 dθ
≤ r1. ‖(y, ξ)‖2
≤ r1,
où r1 := max {r, 1}, et donc on a :
|DF(x,ψ).(y, ξ)| ≤ √r1.
(∫ 0
−r
|D f (x,ψ(θ))|2 dθ
) 1
2
≤ √r1.
(∫ 0
−r
(a. |x|+ a. |ψ(θ)|+ b)2 dθ
) 1
2
=
√
r1. ‖a. |x|+ a. |ψ|+ |b|‖L2([−r,0],E)
≤ √r1.
(
a ‖|x|‖L2([−r,0],R) + a ‖|ψ|‖L2([−r,0],R) + ‖|b|‖L2([−r,0],R)
)
.
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Sachant que 
‖|x|‖L2([−r,0],R) =
√
r. |x| ,
‖|b|‖L2([−r,0],R) =
√
r. |b| ,
‖|ψ|‖L2([−r,0],R) = ‖ψ‖L2([−r,0],E) ,
on a
|DF(x,ψ).(y, ξ)| ≤ a.√r1.
√
r
(
|x|+ ‖ψ‖L2([−r,0],E)
)
+
√
r1.
√
r. |b| .
Soit a1 := a.
√
r1.
√
r et b1 :=
√
r1.
√
r |b|, et donc on obtient :
|DF(x,ψ)| ≤ a1.
(
|x|+ ‖ψ‖L2([−r,0],E)
)
+ b1.
Ainsi toutes les hypothèses de (42, Théorème 2.6, page 14) sont satis-
faites, et on peut dire que
NF : B2(E)× B2
(
L2 ([−r, 0] ,E)
)
−→ B1(R)
est de classe C1, et qu’on a pour tout u, h ∈ B2(E) et pour tout V, K ∈
B2
(
L2 ([−r, 0] ,E)), la formule suivante :
DNF(u, V).(h, K) =[t 7−→ DF(u(t), V(t)).(h(t), K(t))
=
∫ 0
−r
(D1 f (u(t), V(t)(θ)).h(t)
+ D2 f (u(t), V(t)(θ)).K(t)(θ))dθ].
(3.18)
Considérons l’opérateur linéaire
T : B2(E) −→ B2
(
L2 ([−r, 0] ,E)
)
,
défini par
T(u) := u˜.
En utilisant le Lemme (3.5), on sait que T est continu, et donc T est de
classe C1 avec DT(u) = T.
Notons qu’on a S = NF ◦ (id, T), ainsi S est de classe
C1 comme composé d’opérateurs de classe C1, et via la formule
de la dérivation en chaîne et (3.18), on obtient DS(u).h =[
t 7−→ ∫ 0−r D1 f (u(t), u(t + θ)).h(t) + D2 f (u(t), u(t + θ)).h(t + θ)dθ].
Ce qu’il fallait démontrer. ♠
Lemme 3.7 Sous les conditions (3.2) et (3.17), si u et h sont dans B2(E), alors on a
l’egalité suivante :
Mt{
∫ 0
−r
D2 f (u(t),u(t + θ)).h(t + θ)dθ} =
Mt
{(∫ 0
−r
D2 f (u(t− θ), u(t))dθ
)
.h(t)
}
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Démonstration.
En utilisant un raisonement similaire à celui utilisé pour établir (3.13),
on obtient que
[(t, θ) 7−→ D2 f (u(t), u(t + θ)).h(t + θ)] ∈ L1loc(R× [−r, 0] ,R).
Ainsi on peut utiliser le théorème de Fubini (c.f. (4, Théorème 11.26, page
411)), pour obtenir
1
2T
∫ T
−T
(∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ
)
dt
=
∫ 0
−r
(
1
2T
∫ T
−T
D2 f (u(t), u(t + θ)).h(t + θ)dt
)
dθ
(3.19)
pour tout T ∈ (0,∞).
Pour tout T ∈ [1,∞), on introduit la fonction gT : [−r, 0] −→ R
définie par :
gT(θ) :=
1
2T
∫ T
−T
D2 f (u(t), u(t + θ)).h(t + θ)dt.
En utilisant le théorème de Fubini (c.f. (4, Théorème 11.26, page 411)), on
sait que gT est borelienne. D’autre part, sachant que
[t 7−→ D2 f (u(t), u(t + θ)).h(t + θ)] ∈ B1(R),
donc sa moyenne temporelle existe dans R, et par conséquent on a :
lim
T→∞
gT(θ) =Mt {D2 f (u(t), u(t + θ)).h(t + θ)} (3.20)
pour tout θ ∈ [−r, 0].
Sachant que Mt
{
|u(t)|2
}
existe dans R, on a
sup
T≥1
(
1
2T
∫ T
−T
|u(t)|2 dt
)
=: M < ∞.
Pour tout θ ∈ [−r, 0], et pour tout T ≥ 1+ r, on a
1
2T
∫ T
−T
|u(t + θ)|2 dt = 1
2T
∫ T+θ
−T+θ
|u(s)|2 ds
≤ 1
2T
∫ T−θ
−T+θ
|u(s)|2 ds
=
2(T − θ)
2T
.
1
2(T − θ) .
∫ T−θ
−(T−θ)
|u(t)|2 dt
≤ (1+ r).M =: M0.
Ainsi on a démontré l’assertion suivante :{
Il existe M0 ∈ (0,∞) tel que, pour tout
θ ∈ [−r, 0] , supT≥1+r 12T
∫ T
−T |u(t + θ)|2 dt ≤ M0.
(3.21)
66
Chapitre 3. Une approche variationnelle pour les solutions presque-périodiques dans les
équations différentielles fonctionnelles à retard sur un compact
En remplacant u par h, on obtient similairement l’assertion suivante.{
Il existe M1 ∈ (0,∞) tel que, pour tout
θ ∈ [−r, 0] , supT≥1+r 12T
∫ T
−T |h(t + θ)|2 dt ≤ M1.
(3.22)
En utilisant l’equivalence des normes sur R2 et l’inégalité usuelle (A +
B)2 ≤ 2(A2 + B2), on obtient l’existence de a2 ∈ (0,∞) tel que
|D2 f (u(t), u(t + θ))|2 ≤
(
a2
[
|u(t)|2 + |u(t + θ)|2
] 1
2 + b
)2
≤ 2.
(
a2 |u(t)|2 + a2 |u(t + θ)|2 + b2
)
ce qui implique(
1
2T
∫ T
−T
|D2 f (u(t), u(t + θ))|2 dt
) 1
2
≤
√
2(a2.
1
2T
∫ T
−T
|u(t)|2 dt
+ a2.
1
2T
∫ T
−T
|u(t + θ)|2 dt + b2) 12
≤
√
2
(
a2M0 + a2M0 + b2
) 1
2 .
Donc en notant par γ :=
√
2
(
2a2M0 + b2
) 1
2 M
1
2
1 , on a démontré l’asser-
tion suivante(
1
2T
∫ T
−T
|D2 f (u(t), u(t + θ))|2 dt
) 1
2
.
(
1
2T
∫ T
−T
|h(t + θ)|2 dt
) 1
2
≤ γ.
(3.23)
En utilisant l’inégalité de Cauchy-Schwarz-Buniakovski, (10, page 69), et
(3.23) on obtient, pour tout T ≥ 1+ r, et pour θ ∈ [−r, 0],
|gT(θ)| ≤ 12T
∫ T
−T
|D2 f (u(t), u(t + θ))| . |h(t + θ)| dt ≤ γ.
Sachant que la mesure de Lebesgue de [−r, 0] est finie, la constante γ est
intégrable au sens de Lebesgue sur [−r, 0], et par conséquent les hypothèses
du théorème de la convergence dominée de Lebesgue (c.f. (4, Théorème
11.20, page 407)) sont satisfaites, on peut alors dire que :∫ 0
−r
lim
T→∞
gT(θ)dθ = lim
T→∞
∫ 0
−r
gT(θ)dθ. (3.24)
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Ainsi en utilisant (3.19), (3.20), et (3.24), on obtient∫ 0
−r
Mt{D2 f (u(t), u(t + θ)).h(t + θ)}dθ
=
∫ 0
−r
lim
T→∞
gT(θ)dθ
= lim
T→∞
∫ 0
−r
gT(θ)dθ
= lim
T→∞
∫ 0
−r
(
1
2T
∫ T
−T
D2 f (u(t), u(t + θ)).h(t + θ)dt
)
dθ
= lim
T→∞
1
2T
∫ T
−T
(∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ
)
dt
=Mt
{∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ
}
D’où on a démontré l’égalité suivante :
Mt{
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ}
=
∫ 0
−r
Mt{D2 f (u(t), u(t + θ)).h(t + θ)}dθ
(3.25)
En utilisant un raisonnement similaire on obtient :
Mt{
∫ 0
−r
D2 f (u(t− θ), u(t)).h(t)dθ}
=
∫ 0
−r
Mt{D2 f (u(t− θ), u(t)).h(t)}dθ.
(3.26)
Sachant que la moyenne temporelle est invariante par la translation, (c.f.
(5, 34, 39)), on obtient, pour tout θ ∈ [−r, 0], l’égalité suivante :
Mt{D2 f (u(t), u(t + θ)).h(t + θ)}
=Mt{D2 f (u(t− θ), u(t)).h(t)}. (3.27)
Enfin en utilisant (3.25), (3.26), et (3.27) on obtient :
Mt{
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ}
=Mt{
∫ 0
−r
D2 f (u(t− θ), u(t)).h(t)dθ}.
Ce qu’il fallait démontrer. ♠
Proposition 3.2 Sous les conditions (3.2) et (3.17), la fonctionnelle J : B1,2(E) −→ R,
définie par
J(u) :=Mt
{
1
2
|∇u(t)|2 +
∫ 0
−r
f (u(t), u(t + θ))dθ + u(t).e(t)
}
,
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est de classe C1, et pour u, h ∈ B1,2(E)
DJ(u).h =Mt{∇u(t).∇h(t) + (
∫ 0
−r
D1 f (u(t), u(t + θ))dθ
+
∫ 0
−r
D2 f (u(t− θ), u(t))dθ + e(t)).h(t)}.
Démonstration.
On considère la fonctionnelle Q : B1,2(E) −→ R définie par
Q(u) :=Mt
{
1
2
|∇u(t)|2
}
.
Soit q : E −→ R, définie par
q(x) :=
1
2
|x|2 = 1
2
x.x.
Sachant que E est un espace euclidien, q est une fonction de classe C1, et
sachant que Dq(x) = x, q satisfait la condition de (42, Théorème 2.6 page
14), pour assurer que l’opérateur de Nemytskii
Nq : B2(E) −→ B1(R)
est de classe C1 et
DNq(v).h = [t 7−→ v(t).h(t)]
pour tout v, h ∈ B2(E).
L’opérateur de la dérivation ∇ : B1,2(E) −→ B2(E), est linéaire, et
puisque pour tout u ∈ B1,2(E) on a
‖∇u‖22 ≤ ‖u‖22 + ‖∇u‖22 = ‖u‖21,2 ,
on obtient la continuté de ∇, ainsi il est de classe C1.
Sachant que la fonctionnelle M : B1(R) −→ R,
M(v) :=Mt {v(t)}
est aussi linéaire continue, donc elle est de classe C1.
Ainsi Q :=M ◦ Nq ◦ ∇ est de classe C1, comme composée d’applications
de classe C1, et en via la formule de la dérivation en chaîne on obtient
DQ(u).h =Mt {∇u(t).∇h(t)} (3.28)
pour tout u, h ∈ B1,2(E).
Considérons la fonctionnelle Φ : B1,2(E) −→ R définie par
Φ(u) :=Mt
{∫ 0
−r
f (u(t), u(t + θ))dθ
}
.
Notons que l’injection in : B1,2(E) −→ B2(E),
in(u) := u,
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est linéaire continue, par conséquent elle est de classe C1. Notons que
Φ =M ◦ S ◦ in,
en utilisant le Lemme (3.6) on sait que S est de classe C1. Donc Φ est de
classe C1 comme composé d’applications de classe C1. En utilisant toujours
le Lemme (3.6) et la formule de la dérivation en chaîne on obtient la formule
suivante :
DΦ(u).h =Mt{
∫ 0
−r
D1 f (u(t), u(t + θ)).h(t)dθ
+
∫ 0
−r
D2 f (u(t), u(t + θ)).h(t + θ)dθ},
et en utilisant le Lemme (4.6) on obtient
DΦ(u).h =Mt{(
∫ 0
−r
D1 f (u(t), u(t + θ))dθ
+
∫ 0
−r
D2 f (u(t− θ), u(t))dθ).h(t)}.
(3.29)
Considérons la fonctionnelle linéaire Λ : B1,2(E) −→ R définie par
Λ(u) :=Mt {u(t).e(t)} ,
et la fonctionnelle linéaire L : B2(E) −→ R définie par
L(u) :=Mt {u(t).e(t)} = (u|e)B2(E) .
Via l’inégalité de Cauchy-Schwarz-Buniakovski, (10, page 69), on obtient
|L(u)| = |Mt {u(t).e(t)}|
≤Mt {|u(t).e(t)|}
≤Mt
{
|u(t)|2
} 1
2 .Mt
{
|e(t)|2
} 1
2
= ‖u‖B2(E) . ‖e‖B2(E) ,
ce qui implique que L est continue, d’où Λ := L ◦ in est aussi conti-
nue comme composée d’applications continues, et par conséquent Λ est de
classe C1. Sachant que DΛ(u) = L on obtient la formule suivante :
DΛ(u).h =Mt {h(t).e(t)} , pour tout u, h ∈ B1,2(E). (3.30)
Notons que J = Q +Φ+Λ, et donc J est de classe C1 comme somme
des fonctionnelles de classe C1. Par ailleurs, en utilisant (3.28), (3.29),
(3.30), on obtient
DJ(u).h =Mt{∇u(t).∇h(t) + (
∫ 0
−r
D1 f (u(t), u(t + θ))dθ
+
∫ 0
−r
D2 f (u(t− θ), u(t))dθ + e(t)).h(t)}
(3.31)
pour tout u, h ∈ B1,2(E). ♠
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Théorème 3.3 Sous les conditions (3.2) et (3.17), les deux assertions suivantes sont équi-
valentes :
(i) DJ(u) = 0, i.e. u est un point critique de J dans B1,2(E).
(ii) u est une solution presque-périodique faible de l’équation (3.1).
Démonstration.
Démontrons que (i) implique (ii).
D’après la Proposition (3.2), on sait que sous les conditions (3.2) et (3.17),
la fonctionnelle J est de classe C1.
Posons
p(t) :=
∫ 0
−r
[D1 f (u(t), u(t + θ)) + D2 f (u(t− θ), u(t))] dθ + e(t).
Il est clair que p ∈ B2(E).
On suppose que DJ(u) = 0, donc pour tout v ∈ B1,2(E), on a
0 = DJ(u)v
=Mt {∇u(t).∇v(t) + p(t).v(t)} , (3.32)
soit
Mt {∇u(t).∇v(t)} = −Mt {p(t).v(t)} ∀v ∈ B1,2(E).
Ainsi, pour tout h ∈ AP1(E) ⊂ B1,2(E), on a
Mt
{∇u(t).h′(t)} = −Mt {p(t).h(t)} ,
ce qui implique, en vertu de la Proposition (1.18), que ∇u ∈ B1,2(E), soit
u ∈ B2,2(E), et
∇2u = p,
ce qui est exacement (ii).
Démontrons que (ii) implique (i).
On suppose que
∇2u = p,
ce qui sous-entend que ∇u ∈ B1,2(E), donc d’après La Proposition (1.19),
pour tout h ∈ AP1(E), on a ∇u.h ∈ B1,2(R), ainsi d’après le point 4 de
la Proposition (1.17), on obtient
0 =M {∇(∇u.h)}
=M
{
∇2u.h
}
+M {∇u.∇h}
=M {p.h}+M {∇u.∇h}
= DJ(u)h,
et puisque AP1(E) est dense dans B1,2(E), on obtient enfin DJ(u) = 0.♠
Maintenant on introduit une hypothèse de convexité :
f est une fonction convexe sur E×E (3.33)
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et une hypothèse de coercivité :{
Il existe c ∈ (0,∞) et d ∈ R tels que
f (x, y) ≥ c |x|2 + d pour tout (x, y) ∈ E×E. (3.34)
Théorème 3.4 Sous les hypothèses (3.2), (3.17), (3.33), et (3.34), pour tout e ∈ B2(E),
il existe u ∈ B2,2(E) qui est une solution p.p. faible de (3.1). Par ailleurs
l’ensemble des solutions p.p. faibles de (3.1) est un ensemble convexe.
Démonstration.
D’après la Proposition (3.2), on sait que la fonctionnelle J est de classe
C1 sur B1,2(E). En utilisant (3.33) on déduit que J est une fonctionnelle
convexe. Donc J est faiblement semi-continue inférieurement sur l’espace
de Hilbert B1,2(E), (c.f. (64)).
À partir de (3.34), on déduit que, pour tout u ∈ B1,2(E), on a
J(u) ≥ 1
2
‖∇u‖2B2(E) + c ‖u‖2B2(E) − ‖u‖B2(E) . ‖e‖B2(E)
≥ c1. ‖u‖2B1,2(E) − ‖e‖B2(E) . ‖u‖B1,2(E) ,
où c1 := min
{
1
2 , c
}
∈ (0,∞). Par conséquent J est coercive, i.e.
J(u)→ ∞ quand ‖u‖2B1,2(E) → ∞.
Donc, (c.f. (40)), on peut affirmer qu’il existe u ∈ B1,2(E) telle que
J(u) = inf J
(
B1,2(E)
)
,
et sachant que J est de classe C1 on a DJ(u) = 0, et donc, en utilisant le
Théorème (3.3), on obtient que u est une solution p.p. faible de (3.1).
En utilisant encore le Théorème (3.3), on sait que l’ensemble des solu-
tions p.p. faibles de (3.1) est égale à l’ensemble suivant :{
u ∈ B1,2(E) : DJ(u) = 0
}
,
et sachant que J est convexe, ce dernier est égale à l’ensemble{
u ∈ B1,2(E) : J(u) = inf J
(
B1,2(E)
)}
.
Sachant que J est convexe, ce dernier ensemble est un ensemble convexe.
D’où l’ensemble des solutions p.p. faibles de (3.1) est convexe. ♠
3.4 Densité
Lemme 3.8 Sous les conditions (3.2) et (3.17), on considère l’opérateur Γ1 : B2(E) −→
B2(E) défini par
Γ1(u) :=
[
t 7−→
∫ 0
−r
D1 f (u(t), u(t + θ))dθ
]
.
Alors Γ1 est continu.
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Démonstration.
Sous (3.2) et (3.17) on sait qu’on a
|D1 f (x, y)| ≤ a (|x|+ |y|) + b
pour tout x, y ∈ E. Donc (42, Théorème 2.5 page 9), l’opérateur de Ne-
mytskii
ND1 f : L2 ([−r, 0] ,E)× L2 ([−r, 0] ,E) −→ L2 ([−r, 0] ,E) ,
défini par
ND1 f (ϕ,ψ) := [θ 7−→ D1 f (ϕ(θ),ψ(θ))] ,
est continu.
On sait que l’opérateur
A : E× L2 ([−r, 0] ,E) −→ L2 ([−r, 0] ,E)× L2 ([−r, 0] ,E) ,
déja utlisé dans la démonstration du Lemme (3.6), donné par
A(x,ψ) := [θ 7−→ (x,ψ(θ))] ,
est continu.
La fonctionnelle I utilisée dans la démonstration du Lemme (3.6) est
continue.
Définissons F1 : E× L2 ([−r, 0] ,E) −→ R en posant
F1(x,ψ) := I ◦ ND1 f ◦ A(x,ψ) =
∫ 0
−r
D1 f (x,ψ(θ))dθ.
Donc F1 est continue comme composée d’applications continues.
Or pour tout x ∈ E et ψ ∈ L2 ([−r, 0] ,E) on a
|F1(x,ψ)| ≤
∫ 0
−r
|D1 f (x,ψ(θ))| dθ
≤
∫ 0
−r
(a |x|+ a |ψ(θ)|+ b) dθ
= r.a. |x|+ a.
∫ 0
−r
|ψ(θ)| dθ + r.b
≤ r.a. |x|+ a.√r ‖ψ‖L2([−r,0],E) + r.b
≤ a3.
(
|x|+ ‖ψ‖L2([−r,0],E)
)
+ r.b,
où a3 := a. max
{
r,
√
r
}
.
Ainsi toutes les hypothèses de (67, Remarque 2.7 page 54) sont satisfaites,
ce qui entraîne que l’opérateur de Nemytskii
NF1 : B2(E)× B2
(
L2 ([−r, 0] ,E)
)
−→ B2(E),
NF1(u, ξ) :=
[
t 7−→ F1 (u(t), ξ(t)) =
∫ 0
−r
D1 f (u(t), ξ(t)(θ))dθ
]
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est continu.
Notons que
Γ1 = NF1 ◦ (id, T) ,
où T(u) = u˜, et donc Γ1 est continu comme composé d’applications conti-
nues. ♠
Lemme 3.9 Sous (3.2) et (3.17) on considère l’opérateur Γ2 : B2(E) −→ B2(E) défini
par
Γ2(u) :=
[
t 7−→
∫ 0
−r
D2 f (u(t− θ), u(t))dθ
]
.
Donc Γ2 est continu.
Démonstration.
Par un raisonnement similaire à celui utilisé dans le Lemme (3.8),
l’opérateur de Nemytskii
ND2 f : L2 ([−r, 0] ,E)× L2 ([−r, 0] ,E) −→ L2 ([−r, 0] ,E) ,
ND2 f (ϕ,ψ) := [θ 7−→ D2 f (ϕ(θ),ψ(θ))] ,
est continu.
Introduisons l’opérateur
A1 : L2 ([−r, 0] ,E)×E −→ L2 ([−r, 0] ,E)× L2 ([−r, 0] ,E) ,
défini par
A1(ϕ, y) := [θ 7−→ (ϕ(θ), y)] .
C’est un opérateur linéaire continu.
Considérons aussi la fonctionnelle I comme dans la démonstration du
Lemme (3.8).
Définissons F2 : L2 ([−r, 0] ,E)×E −→ R en posant
F2(ϕ, y) := I ◦ ND2F ◦ A1(ϕ, y) =
∫ 0
−r
D2 f (ϕ(θ), y)dθ.
Donc F2 est continue comme composée d’applications continues.
Comme dans la démonstration du Lemme (3.8), on établit que
|F2(ϕ, y)| ≤ a3
(
‖ϕ‖L2([−r,0],E) + |y|
)
+ rb.
Ainsi en utilisant (67, Remarque 2.7 page 54), on sait que l’opérateur de
Nemytskii
NF2 : B2
(
L2 ([−r, 0] ,E)
)
× B2 (E) −→ B2 (E) ,
donné par
NF2(ξ, u) :=
[
t 7−→
∫ 0
−r
D2 f (ξ(t)(θ), u(t))dθ
]
,
est continu.
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Pour tout u ∈ B2(E), et pour tout t ∈ R, on note par
uˆ(t) := [θ 7−→ u(t− θ)] ∈ L2 ([−r, 0] ,E) .
En faisant comme dans le Lemme (3.5), on peut établir que
uˆ ∈ B2
(
L2 ([−r, 0] ,E)
)
,
et que
‖uˆ‖B2(L2([−r,0],E)) =
√
r. ‖u‖B2(E) .
Donc l’opérateur
T1 : B2(E) −→ B2
(
L2 ([−r, 0] ,E)
)
, T1(u) := uˆ,
est linéaire continu.
Enfin, sachant que
Γ2 = ND2 f ◦ (T1, id) ,
Γ2 est continu comme composé d’applications continues. ♠
Théorème 3.5 Sous les conditions (3.2), (3.17), (3.33), et (3.34), pour tout e ∈ AP0(E),
et pour tout e ∈ (0,∞), il existe ee ∈ AP0(E) telle que ‖e− ee‖B2(E) ≤ e
et telle qu’il existe ue ∈ AP2(E) qui est une solution p.p. forte de
u′′e (t) =
∫ 0
−r
D1 f (ue(t), ue(t+ θ))dθ+
∫ 0
−r
D2 f (ue(t− θ), ue(t))dθ+ ee(t).
Démonstration.
Soit Γ := Γ1 + Γ2 où Γ1 est celle du Lemme (3.8) et Γ2 est celle du
Lemme (3.9).
On considère l’opérateur
T : B2,2(E) −→ B2(E),
donné par
T(u) := ∇2(u)− Γ(u).
On sait que l’opérateur
∇2 : B2,2(E) −→ B2(E)
est linéaire continu, ainsi en utilisant le Lemme (3.8) et le Lemme (3.9),
on voit que T est continu.
En utilisant le Théorème (3.4) on sait que T(B2,2(E)) = B2(E), et
puisque AP0(E) ⊂ B2(E), on obtient
AP0(E) ⊂ T(B2,2(E))
.
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Soit e ∈ AP0(E), donc e ∈ T(B2,2(E)), ainsi il existe u ∈ B2,2(E),
telle que e = T(u). Or AP2(E) est dense dans B2,2(E), (c.f. (23, Propo-
sition 8)), donc il existe (un)n∈N ∈ B2,2(E), telle que
‖un − u‖B2,2(E) −→ 0, (n −→ 0),
et puisque est continue, on obtient
‖T(un)− T(u)‖B2(E) −→ 0, (n −→ 0),
soit
‖T(un)− e‖B2(E) −→ 0, (n −→ 0),
ce qui implique que, ∀e ≥ 0, pour n assez grand, il existe ue ∈ AP2(E),
telle que
‖T(ue)− e‖B2(E) ≤ e.
En procédant comme dans la démonstartion du Lemme (3.2), on obtient
que Γ1(ue) et Γ2(ue) appartiennent à AP0(E).
Sachant que ue ∈ AP2(E), la proposition 2 du (23) implique que
∇2(ue) = u′′e , ainsi on obtient
T(ue) ∈ AP0(E).
Soit ee := T(ue), ce qui implique
u′′e (t) =
∫ 0
−r
D1 f (ue(t), ue(t+ θ))dθ+
∫ 0
−r
D2 f (ue(t− θ), ue(t))dθ+ ee(t).
Ainsi ee satisfait les conditions annoncées. ♠
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Dans ce chapitre, nous traitons l’existence des solutions presque-périodiques faibles d’une classe d’équations différentielles fonction-
nelle du second ordre à retard infini de la forme
D1L(u(t), ut, u′(t), u′t, t) + T∗D2L(u(t), ut, u′(t), u′t, t)
=
d
dt
[
D3L(u(t), ut, u′(t), u′t, t) + T∗D4L(u(t), ut, u′(t), u′t, t)
]
,
(4.1)
où L est une fonction differentiable, Dj désigne la dérivée partielle par
rapport à la j-ème composante, T∗ est un opérateur linéaire continu dont
la forme sera précisée dans la suite, et pour tout t ∈ R, la fonction mémoire
ut est donnée par
ut(θ) := u(t + θ), pour θ ∈ (−∞, 0].
Un cas particulier de (4.1) est l’équation différentielle forcée du
second ordre à retard infini suivante
u′′(t) + D1G (u (t) , ut) + T∗D2G (u (t) , ut) = e (t) .
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Une solution presque-périodique faible de (4.1), est une fonction u :
R → Rn qui est p.p au sens de Besicovitch, qui possède une dérivée
généralisée du premier ordre et du second ordre, telle que l’équation dans
(4.1) ait lieu en moyenne quadratique. Ce qui se traduit aussi en terme de
coefficients de Fourier-Bohr de la façon suivante : pour tout λ ∈ R on a
a
(
D1L(u(t), ut, u′(t), u′t, t) + T∗D2L(u(t), ut, u′(t), u′t, t);λ
)
= a
(
d
dt
[
D3L(u(t), ut, u′(t), u′t, t) + T∗D4L(u(t), ut, u′(t), u′t, t)
]
;λ
)
.
Sur le plan historique, la théorie des équations differentielles fonc-
tionnelles à retard infini à été initiée par Hale et Kato dans l’article
(52). C’est un sujet trés riche, qui a fait l’objet de plusieurs travaux, ci-
tons par exemple (1, 53, 58, 65, 54, 56), et pour les solutions presque-
périodiques (41, 56, 54). Sauf que les méthodes utilisées se limitaient à la
théorie de semi-groupes, degré de coincidence, théorie du point-fixe.
Ainsi notre approche consiste à utiliser le calcul de variations en
moyenne temporelle. les solutions p.p. faibles de (4.1) sont exactement
les points critiques de la fonctionnelle
Φ(u(.)) := lim
T→+∞
1
2T
∫ T
−T
L(u(t), ut,∇u(t), (∇u)t, t)dt,
définie dans un espace de Hilbert des fonctions presque-périodiques. Ainsi
(4.1) apparaît comme l’équation d’Euler-Lagrange.
Dans ce chapitre nous commençons par rappeler brièvement les no-
tations et les outils utilisés dans la suite. Puis dans la section (4.2) nous
établissons quelques résultats concernant les fonctions presque-périodiques
au sens de Besicovitch. Ensuite dans la section (4.3), nous établissons un
formalisme variationnel et l’équation d’Euler-Lagrange, enfin dans la sec-
tion (4.4), nous établissons un résultat d’existence et d’unicité de solutions
p.p faibles.
4.1 Définitions et notations
Lorsque X est un espace de Banach, AP0(R,X) est l’espace des fonc-
tions presque-périodiques au sens de H. Bohr (Bohr p.p) définies de R à
valeurs dans X ; (c.f. (5, 9, 34, 39)). Il s’agit d’un espace de Banach pour
la norme
‖x‖∞ := sup {|x(t)|X : t ∈ R} .
Lorsque p ∈ [1,∞), Bp(R,X) est la complétion de AP0(R,X) dans
Lploc(R,X) par rapport à la norme
‖u‖Bp(R,X) :=M
{|u|pX} 1p .
Les éléments de l’espace Bp(R,X) s’appellent les fonctions presque-
périodiques au sens de Besicovitch (Besicovitch-p.p), (c.f. (10, 67, 73)).
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Lorsque u ∈ Bp(R,X),
Mt {u(t)} := lim
T→+∞
1
2T
∫ T
−T
u(t)dt,
désigne la moyenne (temporelle) de u, elle existe dans X,
a(u;λ) := lim
T→+∞
1
2T
∫ T
−T
u(t)e−iλtdt,
pour λ ∈ R est le coefficient de Fourier-Bohr, et
Λ(x) := {λ ∈ R : a(x,λ) 6= 0} .
En outre on a le théorème de la moyenne temporelle (c.f. (10, page 93),
(11, page 244-245), (35, page 45)) qui nous permet d’affirmer que pour
tout u ∈ Bp(R,X), la moyenne temporelle de u satisfait
M {u} =M+ {u} =M− {u} , (4.2)
où {
M+ {u} := limT→+∞ 1T
∫ T
0 u(t)dt
M− {u} := limT→+∞ 1T
∫ 0
−T u(t)dt.
Lorsque X est un espace de Hilbert, B2(R,X) est un espace de Hilbert
pour la norme ‖.‖B2(R,X) associée au produit scalaire
〈u | v〉B2(R,X) :=M {(u | v)X} .
On rappelle la proprieté suivante : si (um)m est une suite dans
AP0(R,X), et si u ∈ Lploc(R,X), satisfaisant
M
{|um − u|pX} 1p = (lim sup
T→∞
1
2T
∫ T
−T
|um − u|pX dt
) 1
p
→ 0 (m→ 0),
alors u ∈ Bp(R,X), et on a ‖um − u‖Bp(R,X) → 0 (m→ 0).
On utilise aussi la dérivée généralisée ∇u ∈ B2(R,X) de la fonction
u ∈ B2(R,X) (lorsqu’elle existe) définie par :∥∥∥∥∇u− 1s (u(.+ s)− u)
∥∥∥∥
B2(R,X)
→ 0 (s→ 0),
pour définir l’espace de Blot
B1,2(R,X) :=
{
u ∈ B2(R,X) : ∇u ∈ B2(R,X)
}
,
(c.f. (23, 37)), qui est un espace de Hilbert pour la norme ‖.‖B1,2(R,X)
associée au produit scalaire
〈u | v〉B1,2(R,X) := 〈u | v〉B2(R,X) + 〈∇u | ∇v〉B2(R,X) .
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On rappelle que u ∈ B2(R,X) si et seulement s’il existe une suite
{aλ}λ ∈ l2 (X), telle que u(t) ∼ ∑λ∈R aλeiλt, et dans ce cas on a
u ∈ B1,2(R,X)⇔ ∑
λ∈R
λ2 |aλ|2X < +∞, (4.3)
et
∇u(t) ∼ ∑
λ∈R
iλaλeiλt. (4.4)
Lorsque E et F sont deux espaces de Banach, une fonction continue
f : E × R −→ F, (x, t) 7−→ f (x, t), est dite presque-périodique en t
uniformément par rapport à x sur tout compact de E lorsque : pour tout
compact K de E, pour tout e > 0, il existe l > 0 tel que : pour tout réel α,
il existe un τ dans [α, α+ l] vérifiant :
sup {| f (x, t + τ)− f (x, t)|F ; t ∈ R, x ∈ K} ≤ e
On notera par APU(E×R,F) l’ensemble de telles fonctions.
Lorsque u ∈ L2loc(R,Rn), il est habituel, dans la théorie des équations
différentielles fonctionnelles à retard, de considérer, pour tout t ∈ R, ut ∈
L2loc ((−∞, 0],Rn) définie par
ut(θ) := u(t + θ),
pour tout θ ∈ (−∞, 0], (c.f. (53, chapitre 2)). On notera aussi par u˘ :
R −→ L2loc ((−∞, 0],Rn) la fonction définie par
u˘(t)(θ) := u(t + θ).
Afin d’alléger les notations, nous noterons par B := B2 ((−∞, 0],Rn),
qui est un espace de Hilbert pour la norme |.|B associée au produit scalaire
(u|v)B :=M−θ {u(θ).v(θ)} .
H := Rn×B×Rn×B est l’espace de Hilbert produit, muni de la norme
produit |.|H, donnée par
|X|H :=
(
|x1|2 + |ϕ1|2B + |x2|2 + |ϕ2|2B
) 1
2 ,
pour tout X := (x1, ϕ1, x2, ϕ2) ∈ H. u− := u|(−∞,0] désigne la restric-
tion de la fonction u : R→ Rn à la demi-droite réelle (−∞, 0], et enfin
u(t) := (u(t), ut,∇u(t), (∇u)t)
lorsque u ∈ B1,2(R,Rn).
4.2 Résultats préliminaires
Lemme 4.1 On suppose que u ∈ B2(R,Rn), telle que u(t) ∼ ∑λ aλeiλt. Alors u− ∈
B, et u−(θ) ∼ ∑λ aλeiλθ, pour tout θ ∈ (−∞, 0].
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Démonstration.
Sachant que u ∈ B2(R,Rn), telle que u(t) ∼ ∑λ aλeiλt, on obtient
lim
m→∞
∥∥∥∥∥u(.)− m∑
λ=1
aλeiλ(.)
∥∥∥∥∥
2
= 0, et ∑
λ
|aλ|2 < ∞, (4.5)
Or en utilisant le théorème de la moyenne temporelle (4.2), on a∥∥∥∥∥u(.)− m∑
λ=1
aλeiλ(.)
∥∥∥∥∥
2
B2(R,Rn)
=Mt

∣∣∣∣∣u(t)− m∑
λ=1
aλeiλt
∣∣∣∣∣
2

=M−t

∣∣∣∣∣u(t)− m∑
λ=1
aλeiλt
∣∣∣∣∣
2

=M−θ

∣∣∣∣∣u−(θ)− m∑
λ=1
aλeiλθ
∣∣∣∣∣
2

=
∣∣∣∣∣u−(θ)− m∑
λ=1
aλeiλθ
∣∣∣∣∣
2
B
.
Ainsi via (4.5), on obtient
lim
m→∞
∣∣∣∣∣u−(.)− m∑
λ=1
aλeiλ(.)
∣∣∣∣∣
2
B
= 0, et ∑
λ
|aλ|2 < ∞.
Ce qui implique que u− ∈ B, et que u−(θ) ∼ ∑λ aλeiλθ, pour tout θ ∈
(−∞, 0]. ♠
Remarque 4.1 Réciproquement notons que toute fonction [θ 7→ v(θ)] ∈ B, telle que
v(θ) ∼ ∑λ aλeiλθ, possède une extension unique à R qui sera notée aussi
v, et on a v(t) ∼ ∑λ aλeiλt, (t ∈ R).
Lemme 4.2 On suppose que u ∈ B2(R,Rn) telle que u(t) ∼ ∑λ aλeiλt. Alors les
proprietés suivantes sont vraies.
(i) u˘ ∈ B2(R,B).
(ii) u˘(t) ∼ ∑λ bλeiλt où bλ : (−∞, 0]→ Rn est donnée par
bλ(θ) := aλeiλθ.
(iii) ‖u˘‖B2(R,B) = ‖u‖B2(R,Rn).
Démonstration.
D’après le Lemme (4.1), lorsque u ∈ B2(R,Rn), on sait que u− ∈ B,
et sachant que B est stable par translation (cela est dû à l’invariance de
la moyenne temporelle par la translation), on déduit que pour tout t ∈ R
(fixé), ut ∈ B et que
ut(θ) ∼∑
λ
aλeiλ(t+θ).
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Ainsi la fonction u˘ est bien définie de R dans B.
Sachant que la moyenne est invariante par translation, on obtient, pour
tout t ∈ R, θ ∈ (−∞, 0]∥∥∥∥∥u˘(.)− m∑
λ=1
bλeiλ(.)
∥∥∥∥∥
2
B2(R,B)
=Mt

∣∣∣∣∣u˘(t)− m∑
λ=1
bλeiλt
∣∣∣∣∣
2
B

=Mt

∣∣∣∣∣ut − m∑
λ=1
bλeiλt
∣∣∣∣∣
2
B

=Mt
M−θ

∣∣∣∣∣ut(θ)− m∑
λ=1
bλ(θ)eiλt
∣∣∣∣∣
2


=Mt
M−θ

∣∣∣∣∣u(t + θ)− m∑
λ=1
aλeiλθeiλt
∣∣∣∣∣
2


=Mt
M−θ

∣∣∣∣∣u(t + θ)− m∑
λ=1
aλeiλ(θ+t)
∣∣∣∣∣
2


=Mt
M−θ

∣∣∣∣∣u(θ)− m∑
λ=1
aλeiλθ
∣∣∣∣∣
2


=M−θ

∣∣∣∣∣u(θ)− m∑
λ=1
aλeiλθ
∣∣∣∣∣
2

=
∥∥∥∥∥u−(.)− m∑
λ=1
aλeiλ(.)
∥∥∥∥∥
2
2
.
Or u− ∈ B, ce qui implique que
lim
m→+∞
∥∥∥∥∥u−(.)− m∑
λ=1
aλeiλ(.)
∥∥∥∥∥
2
= 0,
on obtient
lim
m→+∞
∥∥∥∥∥u˘(.)− m∑
λ=1
bλeiλ(.)
∥∥∥∥∥
B2(R,B)
= 0.
D’autre part il est facile de voir que bλ ∈ AP0((−∞, 0],Rn) ⊂ B, et
que
∑
λ
|bλ|2B =∑
λ
(
M−θ
{∣∣∣aλeiλθ∣∣∣2})
=∑
λ
|aλ|2 < ∞,
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et donc {bλ}λ ∈ l2(B). Ce qui implique que u˘ ∈ B2(R,B), et que
u˘(t) ∼∑
λ
bλeiλt,
ainsi (i) et (ii) sont prouvées.
En utilisant l’égalité de Parseval, (c.f. (67)), on obtient
‖u˘‖2B2(R,B) =∑
λ
∣∣∣bλeiλt∣∣∣2B
=∑
λ
|aλ|2
:= ‖u‖2B2(R,Rn) .
Ce qui est exactement (iii). ♠
Théorème 4.1 On suppose que u ∈ B1,2(R,Rn), telle que u(t) ∼ ∑λ aλeiλt. Alors u˘ ∈
B1,2(R,B), et ∇u˘(t) = ∇(ut) = (∇u)t ∼ ∑λ iλbλeiλt, ∀t ∈ R.
Démonstration.
On suppose que u ∈ B1,2(R,Rn), telle que u(t) ∼ ∑λ aλeiλt. Donc
d’après (4.3), on a bien
∑
λ
|iλaλ|2 < ∞.
Or d’après le Lemme 4.2, on sait que lorsque u ∈ B2(R,Rn), u˘ ∈
B2(R,B) et que u˘(t) ∼ ∑λ bλeiλt, où
bλ(θ) := aλeiλθ, (θ ∈ (−∞, 0]).
Sachant que
∑
λ
|iλbλ|2B =∑
λ
(
M−θ
{∣∣∣iλaλeiλθ∣∣∣2})
=∑
λ
|iλaλ|2 ,
on obtient :
∑
λ
|iλbλ|2B < ∞,
ce qui implique, via la Proposition (1.20), que u˘ ∈ B1,2(R,B) et que
∇u˘(t) = ∇(ut) ∼∑
λ
iλbλeiλt, ∀t ∈ R. (4.6)
D’autre part, sachant que la moyenne temporelle est invariante par trans-
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lation, ∀t ∈ R, θ ∈ (−∞, 0], on a :∥∥∥∥∥(∇u)(.) − m∑
λ=1
iλbλeiλ(.)
∥∥∥∥∥
2
B2(R,B)
=Mt

∣∣∣∣∣(∇u)t − m∑
λ=1
iλbλeiλt
∣∣∣∣∣
2
B

=Mt
M−θ

∣∣∣∣∣∇u(t + θ)− m∑
λ=1
iλaλeiλ(t+θ)
∣∣∣∣∣
2


=Mt
M−θ

∣∣∣∣∣∇u(θ)− m∑
λ=1
iλaλeiλθ
∣∣∣∣∣
2


=M−θ

∣∣∣∣∣∇u(θ)− m∑
λ=1
iλaλeiλθ
∣∣∣∣∣
2

=Mt

∣∣∣∣∣∇u(t)− m∑
λ=1
iλaλeiλt
∣∣∣∣∣
2

=
∥∥∥∥∥∇u(.)− m∑
λ=1
iλaλeiλ(.)
∥∥∥∥∥
B2(R,Rn)
.
Or, puisque u ∈ B1,2(R,Rn), telle que u(t) ∼ ∑λ aλeiλt, on obtient, via
la Proposition (1.20), que
∇u(t) ∼∑
λ
iλaλeiλt,
soit
lim
m→+∞
∥∥∥∥∥∇u(.)− m∑
λ=1
iλaλeiλ(.)
∥∥∥∥∥
2
2
= 0,
ce qui implique
lim
m→+∞
∥∥∥∥∥(∇u)(.) − m∑
λ=1
iλbλeiλ(.)
∥∥∥∥∥
2
B2(R,B)
= 0,
ce qui donne
(∇u)t ∼∑
λ
iλbλeiλt, (4.7)
et en utilisant (4.6), (4.7), et le théorème d’unicité de la série de Fourier-
Bohr, (c.f. (67)), on arrive à
∇(ut) = (∇u)t ∼∑
λ
iλbλeiλt, ∀t ∈ R.
Ce qu’il fallait démontrer. ♠
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Lemme 4.3 On suppose que [t1 7→ [t2 7→ f(t1)(t2)]] et [t1 7→ [t2 7→ g(t1)(t2)]] sont
dans B2(R, B2(R,Rn)). Alors
Mt1 {Mt2 {f(t1)(t2).g(t1)(t2)}} =Mt2 {Mt1 {f(t1)(t2).g(t1)(t2)}} .
Démonstration.
Rappelons que lorsque E est un espace de Banach, B2(R,E) est iso-
morphe à
(
L2(bR,E), dµ
)
, où dµ désigne la mesure de Haar normalisée,
définie sur le compactifié de Bohr de R, noté par bR. (C.f. (67, chapitre I))
Ainsi, puisque [t1 7→ [t2 7→ f(t1)(t2)]] et [t1 7→ [t2 7→ g(t1)(t2)]] ap-
partiennent à B2(R, B2(R,Rn)), il existe deux uniques fonctions
[r 7→ [s 7→ f¯(r)(s)]] et [r 7→ [s 7→ g¯(r)(s)]] dans L2(bR, L2(bR,R)),
extensions de [t1 7→ [t2 7→ f(t1)(t2)]] et [t1 7→ [t2 7→ g(t1)(t2)]] à bR, et
on a :
Mt1 {Mt2 {f(t1)(t2).g(t1)(t2)}} =
∫
bR
(∫
bR
f¯(r)(s).g¯(r)(s)dµ(s)
)
dµ(r).
Il est clair que
[(r, s) 7→ |f¯(r)(s).g¯(r)(s)|] ,
est une fonction positive et mesurable sur bR× bR. Sachant que ∀r ∈ bR,
les deux fonctions [s 7→ f¯(r)(s)], et [s 7→ g¯(r)(s)] sont dans L2(bR,Rn),
en utilisant l’inégalité de Hölder, (67, chapitre I), on obtient que
[s 7→ f¯(r)(s).g¯(r)(s)] ∈ L1(bR,R),
et donc
∀r ∈ bR,
∫
bR
|f¯(r)(s).g¯(r)(s)| dµ(s) < +∞.
Sachant que
L2(bR, L2(bR,Rn)) ⊂ L2(bR, L1(bR,Rn)),
et puisque [r 7→ [s 7→ f¯(r)(s)]] et [r 7→ [s 7→ g¯(r)(s)]] sont dans
L2(bR, L2(bR,Rn)), elles appartiennent toutes les deux à L2(bR, L1(bR,Rn)),
et via l’inégalité de Hölder, (67, chapitre I), on obtient
[r 7→ [s 7→ f¯(r)(s).g¯(r)(s)]] ∈ L1(bR, L1(bR,R)),
soit ∫
bR
(∫
bR
|f¯(r)(s).g¯(r)(s)| dµ(s)
)
dµ(r) < +∞,
ce qui implique en utilisant le théorème de Tonelli pour les fonctions posi-
tives mesurables, (c.f. (4, Théorème 11.27, page 412)), que
(r, s) 7−→ f¯(r)(s).g¯(r)(s) ∈ L1(bR× bR,R).
En apliquant le théorème de Fubini, (c.f. (4, Théorème 11.26, page 411)),
on obtient∫
bR
(∫
bR
f¯(r)(s).g¯(r)(s)dµ(s)
)
dµ(r) =
∫
bR
(∫
bR
f¯(r)(s).g¯(r)(s)dµ(r)
)
dµ(s).
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Par conséquent
Mt1 {Mt2 {f(t1)(t2).g(t1)(t2)}} =Mt2 {Mt1 {f(t1)(t2).g(t1)(t2)}} .
Ce qu’il fallait démontrer. ♠
Notons par T l’opérateur défini par :
T : B2(R,Rn)→ B2(R,B)
u 7→ [t 7→ ut] .
T est un opérateur linéaire continu entre deux espaces de Hilbert, donc
son opérateur adjoint noté par T∗ est bien défini de B2(R,B)∗ dans
B2(R,Rn)∗, linéaire et continu (cf. (2, chapitre 2)), satisfaisant la rela-
tion suivante
〈ϕˇ|T(u)〉B2(R,B) = 〈T∗(ϕˇ)|u〉B2(R,Rn) ,
pour tout ϕˇ ∈ B2(R,B)∗ et u ∈ B2(R,Rn)∗ ≡ B2(R,Rn).
Dans le Lemme suivant, nous allons spécifier la forme de T∗ sur B2(R,B).
Lemme 4.4 L’opérateur adjoint de T est sous la forme suivante sur B2(R,B)
T∗ : B2(R,B) −→ B2(R,Rn)
[t 7→ [θ 7→ ϕ(t)(θ)]] 7→ [t 7→M−θ {ϕ(t− θ)(θ)}] .
Démonstration.
Soit ϕˇ ∈ B2(R,B)∗. En utilisant le Théorème de Riesz-Fréchet, (c.f. (36,
page 81)), il existe une unique ϕ ∈ B2(R,B), telle que pour tout ψ ∈
B2(R,B)
〈ϕˇ|ψ〉B2(R,B) =Mt {(ϕ(t)|ψ(t))B} .
Ainsi ∀u ∈ B2(R,Rn), en utilisant la Remarque (4.1), le Lemme (4.3), et
l’invariance de la moyenne temporelle par la translation, on obtient
〈ϕˇ|T(u)〉B2(R,B) =Mt {(ϕ(t)|T(u)(t))B}
=Mt
{
M−θ {ϕ(t)(θ).ut(θ)}
}
=Mt
{
M−θ {ϕ(t)(θ).u(t + θ)}
}
=Mt
{
Mt′
{
ϕ(t)(t′).u(t + t′)
}}
=Mt′
{
Mt
{
ϕ(t)(t′).u(t + t′)
}}
=Mt′
{
Mt
{
ϕ(t− t′)(t′).u(t)}}
=Mt
{
Mt′
{
ϕ(t− t′)(t′).u(t)}}
=Mt
{
Mt′
{
ϕ(t− t′)(t′)} .u(t)}
=Mt
{
M−θ {ϕ(t− θ)(θ)} .u(t)
}
=
〈
M−θ {ϕ(t− θ)(θ)} |u(t)
〉
B2(R,Rn)
= 〈T∗(ϕ)|u〉B2(R,Rn) .
Ainsi ∀ϕ ∈ B2(R,B),
T∗(ϕ)(t) =M−θ {ϕ(t− θ)(θ)} ,
ce qu’il fallait démontrer. ♠
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4.3 Équation d’Euler Lagrange (Principe Variationnel)
Lemme 4.5 Soit f ∈ APU(H × R,R) une fonction qui satisfait à la condition de
Hölder suivante :{
∃α ∈ (0,∞), ∃a1 ∈ [0,∞) , ∀t ∈ R, ∀X, Y ∈H,
| f (X, t)− f (Y, t)| ≤ a1. |X−Y|αH
Soit p, q ∈ [1,∞) tels que p = αq.
Alors les deux assertions suivantes sont vérifiées.
(i) Si κ ∈ Bp(R,H) alors [t 7→ f (κ(t), t) ∈ Bq(R,H)].
(ii) L’opérateur de Nemytskii construit sur f ,
N f : Bp(R,H)→ Bq(R,H)
défini par
N f (κ)(t) := f (κ(t), t),
satisfait
∥∥N f (κ1)−N f (κ2)∥∥Bq(R,R) ≤ a1. ‖κ1 − κ2‖αBp(R,H).
Démonstration.
Notons par g(t) := f (0, t). Puisque f ∈ APU(H×R,R), en uti-
lisant le Théorème 1.4, on obtient g ∈ AP0(R,R), ce qui implique que
g ∈ Lqloc(R,R) (l’espace de Lebesgue).
Via l’inégalité triangulaire, en prenant Y = 0, l’inégalité de Hölder im-
plique que
| f (X, t)| ≤ a1 |X|αH + g(t), pour tout X ∈H, t ∈ R.
Ainsi, en utilisant (60, chapitre 1), on obtient
[t 7→ f (κ(t), t)] ∈ Lqloc(R,R),
lorsque κ ∈ Lploc(R,H).
Sachant que κ ∈ Bp(R,H), il existe {κj}j ∈ AP0(R,H), telle que
lim
j→+∞
∥∥κ − κj∥∥Bp(R,H) = 0. (4.8)
Posons χj(t) := f (κj(t), t). En utilisant (75, Théorème 2.7, page 16), on a
χj ∈ AP0(R,R), et en réécrivant la condition de Hölder, avec X = κ(t),
et Y = κj(t), on obtient∣∣ f (κ(t), t)− f (κj(t), t)∣∣ ≤ a1 ∣∣κ(t)− κj(t)∣∣αH ,
ce qui implique∣∣ f (κ(t), t)− f (κj(t), t)∣∣q ≤ aq1 ∣∣κ(t)− κj(t)∣∣pH ,
88
Chapitre 4. Méthodes variationnelles et solutions presque-périodiques des équations
différentielles fonctionnelles à retard infini
en passant à la moyenne superieure, on obtient
Mt
{∣∣ f (κ(t), t)− χj(t)∣∣q} 1q ≤ a1Mt {∣∣κ(t)− κj(t)∣∣qH} 1q ,
soit
Mt
{∣∣ f (κ(t), t)− χj(t)∣∣q} 1q ≤ a1 ∥∥κ − κj∥∥αBp(R,H) ,
par conséquent, en utilisant (4.8), on obtient
lim
j 7→+∞
Mt
{∣∣ f (κ(t), t)− χj(t)∣∣q} 1q = 0.
Cela implique que
[t 7→ f (κ(t), t)] ∈ Bq(R,R);
ainsi on a démontré (i).
Via un calcul similaire, en remplaçant dans la condition de Hölder, X
par κ1(t), et Y par κ2(t), on obtient l’inégalité
| f (κ1(t), t)− f (κ2(t), t)| ≤ a1 |κ1(t)− κ2(t)|αH ,
soit
| f (κ1(t), t)− f (κ2(t), t)|q ≤ aq1 |κ1(t)− κ2(t)|pH ,
et en passant à la moyenne temporelle, on obtient
Mt
{| f (κ1(t), t)− f (κ2(t), t)|q} 1q ≤ a1Mt {|κ1(t)− κ2(t)|pH} 1q ,
ou encore ∥∥N f (κ1)−N f (κ2)∥∥Bq(R,R) ≤ a1 ‖κ1 − κ2‖αBp(R,H) .
d’où (ii). ♠
Soit L : H×R→ R, (X, t)→ L(X, t) une fonction continue.
On considère la liste suivante d’hypohèses :
(H2) L ∈ APU(H×R,R), telle que la dérivée partielle par rapport
à X ∈ H, LX(X, t) existe pour tout (X, t) ∈ H × R, et LX ∈
APU(H×R,L(H,R)).
(H3) Il existe a2 ∈ [0,+∞), tel que
|LX(X, t)− LX(Y, t)| < a2 |X−Y|H ,
pour tout X, Y ∈H, et pour tout t ∈ R.
(H4) L ∈ APU(H × R,R), les différentielles partielles
DkL(x1, ϕ1, x2, ϕ2, t) existent pour tout (x1, ϕ1, x2, ϕ2, t) ∈
H × R, DkL ∈ APU(H × R,L(Rn,R)) pour k ∈ {1, 3}, et
DkL ∈ APU(H×R,L(B,R)) pour k ∈ {2, 4}.
Lemme 4.6 On suppose que les conditions (H2) et (H3) sont satisfaites. Alors l’opéra-
teur de Nemytskii NL : B2(R,H) → B1(R,R), défini par NL(κ)(t) :=
L(κ(t), t), est de classe C1, et pour tout κ, δκ ∈ B2(R,H),
(DNL(κ)δκ)(t) = LX(κ(t), t).δκ(t).
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Démonstration.
Première étape : On démontre qu’il existe c2 ∈ [0,+∞), h ∈ B1(R,H),
tel que pour tout X ∈H et t ∈ R,
|L(X, t)| ≤ c2 |X|2H + h(t).
En utilisant la condition (H3), avec Y = 0, on obtient
∃a2 ∈ [0,∞); |LX(X, t)− LX(0, t)| ≤ a2 |X|H
ainsi via l’inégalité du triangle on obtient
|LX(X, t)| ≤ a2 |X|H + |LX(0, t)| .
D’où, en utilisant le théorème de la moyenne (c.f. (3, page 144)), on obtient
pour tout (X, t) ∈H×R
|L(X, t)| ≤ |L(X, t)− L(0, t)|+ |L(0, t)|
≤ sup
H∈]0,X[
|LX(H, t)| |X− 0|H + |L(0, t)|
≤ (a2 |X|H + |LX(0, t)|) |X|H + |L(0, t)|
= a2 |X|2H + |LX(0, t)| . |X|H + |L(0, t)|
≤ a2 |X|2H +
1
2
|LX(0, t)|2 + 12 |X|
2
H + |L(0, t)|
=
(
a2 +
1
2
)
|X|2H +
1
2
|LX(0, t)|2 + |L(0, t)| .
Posons h(t) := 12 |LX(0, t)|2 + |L(0, t)|, et c1 :=
(
a2 + 12
)
. Sachant que
L ∈ APU(H×R,R) et LX ∈ APU(H×R,L(H,R)), on obtient
h ∈ AP0(R,H) ⊂ B1(R,H).
Deuxième étape : On démontre que si κ ∈ B2(R,H) alors
[t→ L(κ(t), t)] ∈ B1(R,R).
Soit κ ∈ B2(R,H). Alors l’inégalité
|L(κ(t), t)| ≤ c2 |κ(t)|2H + h(t),
où h ∈ B1(R,H) ⊂ L1loc(R,H), implique que
[t→ L(κ(t), t)] ∈ L1loc(R,R).
En appliquant le Lemme (4.5) à la fonction LX, avec p = 2, q = 2, α = 1,
on a
[t→ LX(κ(t), t)] ∈ B2(R,L(H,R)).
Soit
{
κj
}
j une suite dans AP
0(R,H), telle que∥∥κ − κj∥∥B2(R,H) → 0 (j→ ∞).
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En utilisant le théorème de la moyenne (3, page 144), on obtient pour tout
t ∈ R
|L(κ(t), t)− L(κj(t), t)− LX(κ(t), t).(κ(t)− κj(t))|
≤ sup
ζ∈]κ(t),κj(t)[
|LX(ζ, t)− LX(κ(t), t)|
∣∣κ − κj∣∣H
≤ a2 sup
ζ∈]κ(t),κj(t)[
|ζ − κ(t)|H
∣∣κ − κj∣∣H
≤ a2
∣∣κ(t)− κj(t)∣∣2H .
Et puisque la moyenne temporelle est monotone on obtient :
Mt{|L(κ(t), t)− L(κj(t), t)− LX(κ(t), t).(κ(t)− κj(t))|}
≤ a2Mt
{∣∣κ(t)− κj(t)∣∣2H} . (4.9)
Sachant que
[t→ LX(κ(t), t)] ∈ B2(R,L(H,R)),
et
κ − κj ∈ B2(R,H),
en appliquant l’inégalité de Cauchy-Schwartz-Buniakovski, (c.f. (10, page
69)), on obtient[
t→ LX (κ(t), t)
(
κ (t)− κj (t)
)] ∈ B1(R,R).
En utilisant (75, Théorème 2.7, page 16), on a[
t→ L(κj(t), t)
] ∈ AP0(R,R) ⊂ B1(R,R),
et donc en notant par
φj(t) := L(κj(t), t)− LX(κ(t), t)(κ(t)− κj(t)),
on a φj ∈ B1(R,R), et l’inégalité (4.9) implique que
lim
j→∞
Mt
{∣∣L(κ(t), t)− φj(t)∣∣} = 0,
ce qui implique que
[t→ L(κ(t), t)] ∈ B1(R,R).
Troisième étape : On démontre que pour tout κ ∈ B2(R,H), l’opéra-
teur
L(κ) : B2(R,H)→ B1(R,R), (L(κ)δκ)(t) := LX(κ(t), t)δκ(t),
est linéaire continu.
On a déjà vu que
[t→ LX(κ(t), t)δκ(t)] ∈ B1(R,R).
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La linéarité de L(κ) est facile à vérifier. En utilisant l’inégalité de Cauchy-
Schwartz-Buniakovski, (c.f. (10, page 69)), on obtient
Mt {|LX(κ(t), t).δκ(t)|} ≤Mt {|LX(κ(t), t)| |δκ(t)|H}
≤Mt
{
|LX(κ(t), t)|2
} 1
2
Mt
{
|δκ(t)|2H
} 1
2 ,
ce qui implique que L(κ) est continu.
Quatrième étape : On prouve la différentiabilité de NL.
Soit κ ∈ B2(R,H). En utilisant le théorème de la moyenne, (3, page 144),
on obtient pour tout t ∈ R,
|L(κ(t) + δκ(t), t)−L(κ(t), t)− LX(κ(t), t).δκ(t)|
≤ sup
ζ∈]κ(t),κ(t)+δκ(t)[
|LX(ζ(t), t)− LX(κ(t), t)| |δκ(t)|H
≤ a2 |δκ(t)|2H .
et puisque la moyenne temporelle et monotone, on obtient
Mt {|L(κ(t) + δκ(t), t)− L(κ(t), t)− LX(κ(t), t).δκ(t)|} ≤ a2Mt
{
|δκ(t)|2H
}
soit
‖NL(κ + δκ)−NL(κ)−L(κ).δκ‖1 ≤ a2 ‖δκ‖22 ,
ce qui implique que NL est différentiable en κ, et que
DNL(κ) = L(κ).
Cinquième étape : On démontre que NL est de classe C1.
Soit κ1, κ2 ∈ B2(R,H). En utilisant (H3), pour tout δκ ∈ B2(R,H) telle
que ‖δκ‖B2(R,H) ≤ 1, pour tout t ∈ R, on a :
|(LX(κ1(t), t)− LX(κ2(t), t)) δκ(t)| ≤ |(LX(κ1(t), t)− LX(κ2(t), t))| . |δκ(t)|H
≤ a2 |κ1(t)− κ2(t)|H . |δκ(t)|H ,
et via l’inégalité de Cauchy-Schwarz-Buniakovski, (10, page 69), on obtient
Mt {|(LX(κ1(t), t)− LX(κ2(t), t)) δκ(t)|} ≤ a2Mt {|κ1(t)− κ2(t)|H . |δκ(t)|H}
≤ a2 ‖κ1 − κ2‖B2(R,H) . ‖δκ‖B2(R,H)
≤ a2 ‖κ1 − κ2‖B2(R,H) .
Ainsi on a
‖DNL(κ1)− DNL(κ2)‖L ≤ a2 ‖κ1 − κ2‖B2(R,H) ,
ce qui implique la continuité de DNL. ♠
Théorème 4.2 (Principe Variationnel) On suppose que les conditions (H3) et (H4) sont
satisfaites. Alors la fonctionnelle Φ : B1,2(R,Rn)→ R, définie par
Φ(u) :=Mt {L(u(t), ut,∇u(t), (∇u)t, t)} ,
est de classe C1, et les deux assertions suivantes sont équivalentes :
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1. DΦ(u) = 0, i.e. u est un point critique de Φ.
2. D1L(u(t), ut,∇u(t), (∇u)t, t)
+ T∗D2L(u(t), ut,∇u(t), (∇u)t, t)
= ∇[D3L(u(t), ut,∇u(t), (∇u)t, t)
+ T∗D4L(u(t), ut,∇u(t), (∇u)t, t)].
Démonstration.
On considère l’opérateur L : B1,2(R,Rn) → B2(R,Rn) ×
B2(R,B) × B2(R,Rn) × B2(R,B) ≡ B2(R,Rn × B × Rn × B) :=
B2(R,H), défini par
L(u)(t) := (u(t), ut,∇u(t), (∇u)t).
Il est clair que L est linéaire continu, ainsi L est de classe C1, et
DL(u)v = L(v).
En utilisant le Lemme (4.6), l’opérateur de Nemytskii
NL : B2(R,H)→ B1(R,R),
défini par
NL(κ)(t) := L(κ(t), t),
est de classe C1, et pour tout κ, δκ ∈ B2(R,H) on a
DNL(κ)δκ = LX(κ(t), t)δκ(t).
Il est clair que la moyenne temporelle M : B1(R,R)→ R, est linéaire.
L’inégalité
|M {ϕ}| ≤M (|ϕ|) = ‖ϕ‖1 ,
assure la continuité de M, donc elle est de classe C1, et pour tout ϕ,ψ ∈
B1(R,R)
DM {ϕ} .ψ =M {ψ} .
Notons que Φ = M ◦ NL ◦ L, et donc Φ est de classe C1 comme
composé d’applications de classe C1, et via la formule de la dérivation en
chaîne on obtient, pour tout u, v ∈ B1,2(R,Rn)
DΦ(u).v = DM(NL ◦ L(u)) ◦ DNL(L(u)) ◦ DL(u)v
=M {DNL(L(u)).L(v)}
=Mt{D1L(u(t), t)v(t) + D2L(u(t), t)vt
+ D3L(u(t), t)∇v(t) + D4L(u(t), t)(∇v)t}.
Soit u ∈ B1,2(R,Rn), on suppose que (i) est vérifiée. Alors pour tout
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v ∈ B1,2(R,Rn) on a
0 = DΦ(u).v
=Mt{D1L(u(t), t)v(t) + D2L(u(t), t)vt
+ D3L(u(t), t)∇v(t) + D4L(u(t), t)(∇v)t}
=Mt{D1L(u(t), t)v(t) + D2L(u(t), t)Tv(t)
+ D3L(u(t), t)∇v(t) + D4L(u(t), t)T(∇v)(t)}
=Mt{D1L(u(t), t)v(t) + T∗D2L(u(t), t)v(t)
+ D3L(u(t), t)∇v(t) + T∗D4L(u(t), t)∇v(t)}
=Mt{(D1L(u(t), t) + T∗D2L(u(t), t))v(t)
+ (D3L(u(t), t) + T∗D4L(u(t), t))∇v(t)}.
Donc en utilisant (23, Proposition 10), on obtient (ii).
Réciproquement, si (ii) est vraie, donc
[t 7→ D3L(u(t), t) + T∗D4L(u(t), t)] ∈ B1,2(R,Rn),
et pour tout v ∈ AP1(R,Rn) on a :
Mt{(D1L(u(t), t) + T∗D2L(u(t), t)).v(t)}
−Mt {∇(D3L(u(t), t) + T∗D4L(u(t), t)).v(t)} = 0,
et en utilisant (23, Propsition 9), on obtient
0 =Mt{(D1L(u(t), t) + T∗D2L(u(t), t)).v(t)
+ (D3L(u(t), t) + T∗D4L(u(t), t)).v′(t)}
=Mt{D1L(u(t), t).v(t) + T∗D2L(u(t), t).v(t)
+ D3L(u(t), t).v′(t) + T∗D4L(u(t), t).v′(t)}
=Mt{D1L(u(t), t).v(t) + D2L(u(t), t)Tv(t)
+ D3L(u(t), t).v′(t) + D4L(u(t), t)Tv′(t)}
=Mt{D1L(u(t), t).v(t) + D2L(u(t), t)vt
+ D3L(u(t), t).v′(t) + D4L(u(t), t)v′t}
= DΦ(u).v.
Sachant que AP1(R,Rn) est dense dans B1,2(R,Rn), on a
DΦ(u).v = 0, pour tout v ∈ B1,2(R,Rn),
ce qui implique DΦ(u) = 0 ♠
Définition 4.1 Lorsque u ∈ B1,2(R,Rn) satisfait l’équation (2) du Théorème (4.2), on dit
que u est une solution Besicovitch-pp faible de (4.1).
4.4 Existence et unicité
Soit L : H×R→ R, (X, t) 7→ L(X, t) une fonction continue. Consi-
dérons les hypothèses suivantes.
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(H5) L(., t) est convexe, pour tout t ∈ R.
(H6) Il existe a3 ∈ [0,+∞), tel que pour tout t ∈ R et
(x1, ϕ1, x2, ϕ2) ∈ H, on a |L(x1, ϕ1, x2, ϕ2, t)| ≥ a3(β + γ),
où {
β := |x1|2 ou |ϕ1|2B
γ := |x2|2 ou |ϕ2|2B .
Théorème 4.3 (Existence) On suppose que les conditions (H3), (H4), (H5), et (H6) sont sa-
tisfaites. Alors il existe une fonction u ∈ B1,2(R,Rn) qui est une solution
Besicovitch-p.p faible de (4.1).
Démonstration.
D’après le Théorème (4.2), les conditions (H3) et (H4) impliquent que
la fonctionnelle Φ est de classe C1.
Sous la condition (H5), L(., t) est convexe pour tout t ∈ R, donc
L (θX + (1− θY), t) ≤ θL(X, t)+ (1− θ)L(Y, t), ∀θ ∈]0, 1[, X, Y ∈H,
et puisque pour tout u ∈ B2(R,Rn), v ∈ B2(R,Rn), on a u(t) ∈ H, et
v(t) ∈H, on obtient pour tout u, v ∈ B2(R,Rn)
L(θu(t) + (1− θ)v(t), t) ≤ θL(u(t), t) + (1− θ)L(v(t), t),
et en utilisant la monotonie de la moyenne on obtient
Φ(θu + (1− θv)) = M {L(θu + (1− θ)v, t)}
≤ θM {L(u, t)}+ (1− θ)M {L(v, t)}
= θΦ(u) + (1− θ)Φ(v).
Donc Φ est une fonctionnelle convexe.
En utilisant le point (iii) du Lemme (4.2) et la monotonie de la moyenne
temporelle, la condition (H6) implique que pour tout u ∈ B1,2(R,Rn)
Φ(u) ≥ a3
(
‖u‖22 + ‖∇u‖22
)
= a3 ‖u‖21,2 ,
ce qui implique que Φ est une fonctionnelle coercive sur B1,2(R,Rn).
Sachant que Φ est une fonctionnelle de classe C1, convexe, et coercive,
en utilisant (36, page 46 ), il existe u ∈ B1,2(R,Rn), tel que
Φ(u) = inf
{
Φ(v); v ∈ B1,2(R,Rn)
}
.
Par conséquent DΦ(u) = 0, et en utilisant le Théorème (4.2), u est une
solution faible presque-périodique au sens de Besicovitch de (4.1).
Théorème 4.4 (Unicité) On suppose que les conditions (H3), (H4), (H5), et (H6) sont
satisfaites. On suppose aussi que la condition suivante est satisfaite,
Il existe a4 ∈ [0,+∞), tel que la fonction
K : H×R→ R définie par
K(x1, ϕ1, x2, ϕ2, t) := L(x1, ϕ1, x2, ϕ2, t)− a42 (β+ γ) ,
est convexe par rapport à (x1, ϕ1, x2, ϕ2) pour tout t ∈ R,
(4.10)
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alors il existe une unique fonction u ∈ B1,2(R,Rn), qui est une solution
faible presque-périodique au sens de Besicovitch de (4.1).
Démonstration.
D’après le Théorème (4.3), les conditions (H3), (H4), (H5), et (H6)
assurent l’existence de solutions presque-périodiques faibles au sens de Be-
sicovitch de (4.1).
Soit la fonctionnelle Ψ : B1,2(R,Rn) −→ R, définie par
Ψ(u) := Φ(u)− a4
2
(
Mt
{
|u(t)|2
}
+Mt
{
|∇u(t)|2
})
= Φ(u)− a4
2
(
‖u‖22 + ‖∇u‖22
)
.
En utilisant (3i) du Lemme (4.2), la condition (4.10) implique que la fonc-
tionnelle Ψ est convexe, et sachant que Φ est de classe C1, Ψ elle l’est aussi,
et pour tout u, v ∈ B1,2(R,Rn)
DΨ(u)v = DΦ(u)v− a4
{
〈u, v〉B2(R,Rn) + 〈∇u,∇v〉B2(R,Rn)
}
= DΦ(u)v− a4 〈u, v〉B1,2(R,Rn) .
En utilisant la monotonie de Minty de la différentielle d’une fonctionnelle
convexe, pour tout u1, u2 ∈ B1,2(R,Rn), on obtient
〈DΨ(u1)− DΨ(u2), u1 − u2〉B1,2(R,Rn) ≥ 0. (4.11)
Or
〈DΨ(u1)− DΨ(u2), u1 − u2〉B1,2(R,Rn) = 〈DΦ(u1)− DΦ(u2), u1 − u2〉B1,2(R,Rn)
− a4 〈u1 − u2, u1 − u2〉B1,2(R,Rn) ,
ainsi (4.11) donne
〈DΦ(u1)− DΦ(u2), u1 − u2〉B1,2(R,Rn) ≥ a4 〈u1 − u2, u1 − u2〉B1,2(R,Rn) ,
soit
〈DΦ(u1)− DΦ(u2), u1 − u2〉B1,2(R,Rn) ≥ a4 ‖u1 − u2‖21,2 .
Ainsi, si u1 et u2 sont deux solutions presque-périodiques faibles au sens
de Besicovitch de (4.1), d’après le Théorème (4.2) on a
DΦ(u1) = DΦ(u2) = 0,
et par conséquent
a4 ‖u1 − u2‖21,2 = 0,
ce qui donne u1 = u2. ♠
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Notations
C0(R,E) espace des fonctions continues de R dans E.
BC(R,E) espace des fonctions continues bornées de R à valeurs
dans E.
Ck(R,E) espace des fonctions k fois continuement dérivables de
R dans E.
Trig(R,E) espace des polynômes trigonométriques.
AP0(R,E) espace des fonctions presque-périodiques au sens de
Bohr, de R dans E.
APk(R,E) espace des fonctions Ck qui sont presque-
périodiques jusqu’à l’ordre k.
APU(E×R,F) espace des fonctions presque-périodiques uniformément,
par rapport à un paramètre.
Bp(R,E) ensemble des fonctions presque-périodiques au sens de
Besicovitch, de R dans E.
B1,2(R,E) espace de Blot.
bR compactifié de Bohr de R.
D′ espace des distributions au sens de L. Schwartz.
B′ espace des distributions bornées.
B′pp espace des distributions presque-périodiques.
M { f } la moyenne temporelle.
M+ { f } la moyenne temporelle sur la demie-droit positive.
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M− { f } la moyenne temporelle sur la demie-droite négative.
M { f } la moyenne sup.
a( f ,λ) le λ-ème coefficient de Fourier-Bohr de f .
D la dérivée ordinaire.
D la dérivée distributionnelle.
∇ la dérivée faible sur B2(R,E).
τa l’opérateur de translation par a, (a ∈ R).
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Titre Méthodes fonctionnelles et variationnelles pour l’existence des solu-
tions presque-périodiques des équations différentielles ordinaires à retard.
Résumé L’objet de cette thèse est le développement de méthodes varia-
tionnelles pour l’étude des solutions presque-périodiques au sens de H.
Bohr et au sens de Besicovitch de quelques classes d’équations différen-
tielles ordinaires du second ordre à retard. Pour cela on utilise le Calcul
des Variations en Moyenne Temporelle.
Dans un premier temps on étudie une classe d’équations différentielles du
type neutre, puis une classe d’équations différentielles à retard fini, enfin
on s’intéresse à une classe d’équations différentielles à retard infini.
Mots-clés Fonctions presque-périodiques, Équations différentielles à re-
tard, Méthodes variationnelles.
Title Functional and variational methods for almost periodic solutions of
retarded differential equations.
Abstract The subject of the thesis is the development of variational me-
thods to study the almost periodic solutions in the sens of H. Bohr and
Besicovitch of some classes of second order retarded differential equations.
In this way we use Variational Calculus in Mean Time. In a first step we
study a class of neutral delay differential equation, then a class of finite re-
tarded differential equation, at least we’ll be interested by a class of infinite
retarded differential equation.
Keywords Almost-periodic functions, Retarded differential equations,
Variational methods.
