Abstract. In this article, the time fractional order Burgers equation has been solved by quadratic B-spline Galerkin method. This method has been applied to three model problems. The obtained numerical solutions and error norms L 2 and L ∞ have been presented in tables. Absolute error graphics as well as those of exact and numerical solutions have been given.
Introduction
The Burgers equation is a nonlinear equation for diffusive waves in fluid dynamics. It exists various physical problems such as one-dimensional sound waves in a viscous medium, waves in fluid filled viscous elastic tubes, shock waves in a viscous medium and magnetohy-drodynamic waves in a medium with finite electrical conductivity, turbulence etc. [1] . Numerical solutions of the Burgers equation in the literature have been obtained using different methods and techniques [2, 3, 4, 5, 6, 7] . In addition, the fractional order Burgers equation has been solved by many authors [8, 9, 10, 11, 12, 13, 14] .
The main idea underlying the finite element method, finite element nodes that are related to entire of the equivalent system can discretize the problem area and the most appropriate one will be a true physical behavioral model to choose the most appropriate type of element. Thus with the help of this method, an equation which is hard to solve can be turned into a few solvable set of equations. Finite element adjustable yet small enough and large enough to reduce computation load of the problem in available sizes [15] .
Due to its capacity for non-integer order derivatives and integrals of fractional calculus have become an indispensable part of applied mathematics. Applications of differentiation and integration with non-integer orders can be traced back to premature in history, so it can be said that it is not new [16] . Many different techniques and methods of dealing with fractional differential equations resulting analytical and numerical solutions can be found in a wide variety of studies in the literature [17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31] .
In this paper, we consider the time fractional Burgers equation for 0 < γ < 1 ∂ γ U(x, t) ∂t γ + U(x, t) ∂U(x, t) ∂x − ν ∂ 2 U(x, t) ∂x 2 = f(x, t)
with the boundary conditions U(a, t) = h 1 (t) , U(b, t) = h 2 (t), t ≥ 0
and the initial condition
where ν is a viscosity parameter and
is the Caputo fractional derivative [32] . In this paper, to achieve a finite element layout of the time fractional Burgers equation, Caputo fractional derivative formulation can be discretizated through L1 formulae [17] :
Quadratic B-spline finite element Galerkin solutions
In this section, the time fractional Burgers equation has been solved by quadratic B-spline Galerkin method. For this firstly, Eq. (1) is multiplied with weigh function W(x) and then integrated over the region, we get
In Eq. (4), if we apply partial integration, we have weak form
Wf(x, t)dx.
(5) which is on only one of the [x m , x m+1 ] finite element of Eq. (1). To modify the global coordinate system to the local one we did made use of transformation
We describe quadratic B-spline base functions. Let us consider the interval 
otherwise.
The set of splines {Q −1 (x), Q 0 (x), . . . , Q N (x)} forms a basis for the functions defined over [a, b] . For this reason, an approximation solution U N (x, t) may be written in terms of the quadratic B-splines trial functions as: 
The Eq. (6) is the element equation for a typical element "e". Eq. (7) can be written as follows
Inserting equations Eqs. (9) into Eq. (6), we have
whereγ shows γ th order fractional derivative with respect to t. If we take 
where i, j, k = m − 1, m, m + 1. By writing the matrices A, B, C, D and E which are obtained by combining element matrixes in Eq. (11), we have the following matrix form equation:
, instead ofδ and Crank-Nicolson formula
instead of δ, We have the recurrence correlation between sequential time levels about the unknown parameters δ n+1
The system (13) is composed of N+2 linear equations that include unknown parameters N + 2. To achieve unique solution to these systems, we need two additional restrictions. These are obtained from the boundary conditions and can be used to eliminate δ −1 and δ N from the systems. For this reason, we achieve a N × N solvable system of equations.
Initial state
The initial vector d 0 = (δ −1 , δ 0 , δ 1 , . . . , δ N−2 , δ N−1 , δ N ) T is obtained by the initial and boundary conditions. Therefore, the approximation (8) can be rewritten for the initial condition as
where the δ m (0)'s are unknown parameters. We need the initial numerical approximation U N (x, 0) provides the conditions:
So, using these conditions leads to a matrix system of the form
Numerical examples and results
In this section, we find the numerical solutions of problems which are obtained by quadratic B-spline Galerkin method. We calculate the accuracy of the method by the error norm L 2
Problem 1: Firstly, we consider the Eq. (1) with boundary conditions
and the initial condition as
The f(x, t) is of the form
The exact solution of the problem is given by
The numerical solutions and the error norms for Problem 1 are given in Tables  1-3 . If the results for γ = 0.50, Δt = 0.00025, t = 1, ν = 1 and different number of partitions are examined in Table 1 , one can see that when the number of partitions N are increased, the error norms L 2 and L ∞ decrease significantly. The results which are obtained for γ = 0.50, N = 80, t = 1, ν = 1 and for different Δt time steps are given in Table 2 . From this table it is clearly seen that when the Δt time steps decrease, the error norms L 2 and L ∞ decrease as it is expected. The results for different values of γ, Δt = 0.00025, N = 40, t = 1, ν = 1 are given with the error norms L 2 and L ∞ in Table 3 . 
Problem 2:
We secondly consider the Eq. (1), with boundary conditions U(0, t) = t 2 , U(1, t) = −t 2 , t ≥ 0 and the initial condition as
The term f(x, t) is of the form
The exact solution of the problem is given by U(x, t) = t 2 cos(πx).
Numerical solutions and the error norms of Problem 2 which are achieved by the presented method for different values of division numbers, time steps, ν and γ are given in Tables 4-7, respectively. When the tables are analyzed, it is easily seen that the numerical solutions converge to exact solution and the error norms L 2 and L ∞ decrease considerably by increasing the number of division number, time step and decreasing the ν. We give the error distributions of this method for different values of γ, Δt = 0.00025, N = 80, t = 1, ν = 1 in Fig. 2 . The term f(x, t) is of the form
Finally, error norms and numerical solutions for Problem 3 which calculated to test the accuracy of the solutions are given in Tables 8-11 . The error norms and numerical solutions for different values of N, γ = 0.50, Δt = 0.00025, t = 1, ν = 1 are presented in Table 8 . From the table, it is understood that while the value of N is increasing, the error norms decrease. The results obtained for γ = 0.50, N = 120, t = 1, ν = 1, different time steps by this method are given in Table 9 . From the table, it canbe seen that as Δt time steps decrease, error norms decrease considerably. The tables show us that the numerical solutions are really close to the exact solutions. For Δt = 0.0005, N = 120, t = 1, ν = 1 and different values of ν numerical solutions and error norms are given in Table 10 . It shows us that while the value of ν is decreasing, the error norms decrease substantially. Again, for Δt = 0.0005, N = 120, t = 1, ν = 1 and different values of γ, the result obtained by the presented method are given in Table 11 . The error distributions achieved by the quadratic B-spline Galerkin method for Δt = 0.0005, N = 120, t = 1, ν = 1 and different values of γ are presented in Fig. 3 . 
Conclusion
In this paper, quadratic B-spline Galerkin method has been applied to acquire the numerical solutions of three problems for the time fractional Burgers equation. The time fractional derivative operator is made allowance for the Caputo fractional derivative in these problems. It can be easily viewed from the numerical solutions and error norms in tables obtained that this is an extremely good method to achieve numerical solutions of time fractional partial differential equations arising in physics and engineering.
