Routing and topology control for Wireless Sensor Networks (WSNs) is significantly important to achieve energy efficiency in resource-constrained WSNs, and high-speed packet delivery. In this article, we introduce a framework for WSN that combines three design approaches: (1) clustering, (2) routing, and (3) topology control. In this framework, we implement an energy-efficient zone-based topology and routing protocol. The framework features a new set of graphs referred to as the Mini Gabriel (MG) graphs. The simulation results demonstrate that the framework with the MG graphs and without these graphs are generally 28% better than the framework with an existing geometric graph. This is in terms of the total network energy consumptions. In addition, the proposed framework is 10, 25, 26, and 46% better than the proposed work with an existing geometric graph in terms of the end-to-end data transmission delay, the transmission energy consumptions, the number of hops in established paths and the routing delay, respectively. Moreover, the MG demonstrates that it achieves the connectivity property, which is critical for WSNs.
Introduction
Wireless Sensor Networks (WSNs) have many interesting applications such as disaster detection and monitoring. A WSN is a type of an adhoc network that consists of a collection of sensor nodes. Each of these nodes has several capabilities (e.g., sensing temperature) that allow it to gather the information about the surrounding environment. The nodes send all captured data to a Base Station (BS) for processing and further analysis.
Several challenging design factors exist for WSN. In this article, we focus on routing and topology control challenges. Many of the existing routing protocols [1] [2] [3] use energy-inefficient tree structure and dynamic flooding. These protocols use the number of hops as the length of data transmission path. However, the actual length of the shortest hop path can be longer than that of a larger hop path. Other existing protocols [4, 5] enable the senor nodes to exchange a great number of control messages. Hence, the WSN's lifetime is dramatically shortened. Moreover, there are routing protocols [6] that use the global topological information for message forwarding where sensor nodes have limited resources such as memory size. Combining all these drawbacks leads to the following research question: how to construct a routing protocol that has the following interesting behaviors: (1) being efficient in terms of the power consumption, and (2) using the local neighborhood's information for packet forwarding.
Related to this problem is the topology control challenge for WSN where several algorithms are used [7] [8] [9] . However, the constructed topologies remove too many edges (i.e., wireless links). Furthermore, some of these graphs (i.e., the Gabriel Graph (GG) [7, 10] and the Relative Neighborhood Graph (RNG) [9] ) are planar graphs. As a consequence, many shortest paths are discarded. Thus, the packet delivery speed is dramatically reduced [11] . In addition, the power consumption for the source-destination paths is significantly increased. This introduces another challenge: how to maintain as much of the shortest paths as possible when new topologies are constructed. To the best the authors' knowledge, there is no existing work that addresses all these challenges in one framework. In addition, this integration allows us to investigate how several approaches interact in terms of several metrics over existing approaches.
In this article, we introduce a framework for WSN that combines three design approaches: (1) clustering, (2) routing, and (3) topology control. We call the framework Cluster-based Routing and Topology Control Approach (CRTCA). In this framework, we implement an energy-efficient zone-based topology and routing protocol. Afterwards, we present a new set of graphs referred to as the Mini Gabriel (MG) graphs. The simulation results show that the framework based on the new set of graphs, i.e., MG outperforms the Gabriel Graph GG [7, 10] . This is in terms of the total network energy consumptions, transmission energy consumptions, routing delay, and end-to-end data transmission delay. In addition, the proposed framework generally demonstrates the best performance in terms of the most performance metrics except data transmission delay where both CRTCA and CRTCA-MG at lower values are considered to be the same. Moreover, the MG demonstrates that it achieves the connectivity property. Achieving this property is critical for WSNs.
Assumptions and terminologies
The reasons for choosing GG in our comparisons are as follows. First, MG set's elimination areas are derived from GG's elimination area. Second, GG has been generally used as underlying topologies for WSNs [12] . Third, GG reduces the degree of nodes but does not remove too many edges compared to other existing geometric graphs [8, 9] . Therefore, GG preserves shortest and least power paths compared to those existing graphs.
In this article, all the sensor nodes in the network are assumed to run a sleep scheduling algorithm [13] to manage their residual energy. In addition, those nodes have the same sensing range (R s ) and communication range (R c ) (i.e., the network is homogenous). Furthermore, each sensor node has its 2D geometric position and its neighbors' positions [14] . From these positions, the 2D Euclidean distance between any pair of sensor nodes, say u and v, is denoted by |uv|. Any pair of sensor nodes communicates if the distance between this pair is less than the communication range (i.e., Unit Disk Graph-UDG). This graph, denoted by G, is represented by a set of vertices (or sensor nodes) |V| and a set of edges (or wireless links) |E|. In other words, any pair of sensor nodes communicates if their sensing circles intersect by at least one point. This is based on the double range property [15] , i.e., R c = w. R s , where w ≥ 2. The term w is a constant parameter. The WSN is divided into clusters (or zones). Each zone has at least one Cluster Head (CH) and one active sensor node. All these nodes are uniformly distributed into each zone. Moreover, each zone is specified by the number of hops away from the BS. For instance, sensor nodes whose hop count is less than or equal to three reside in a specific zone. Each zone is divided by the BS into squares where there is at least one sensor node into each square. Notice that the R s of a sensor node located in a square is 2 √ 2 times the length of that square side. All these assumptions are necessary for the proposed work where this is the first time that clustering, routing, and topology control are all investigated as one main framework. The proposed work does not consider mobile sensor nodes just fixed nodes.
The remainder of this article is organized as follows. Section 2 discusses work related to topologies, routing protocols, and geometric graphs. Section 3 proposes the CRTCA framework that uses Gabriel and MG graphs. Section 4 presents the evaluation results and analysis of CRTCA, and finally, Section 5 concludes the article and presents ideas for future work.
Literature review
We study the topologies for WSN, which are used in existing monitoring applications. Kait et al. [5] propose a WSN-based paddy growth monitoring system. Sensor nodes gather and send field data, such as temperature, periodically to the BS. The procedure is done by using multi-hop routing which is not considered energy efficient. This is because sensor nodes transmit data through the nearest neighbor which might end up with the longest path. Moreover, this routing protocol does not consider the energy level of the sensor nodes to generate transmission path. Another interesting study by Yoo et al. [3] proposes a precision and intelligence agricultural system referred to as the Automated Agriculture System. The goal of this system is to monitor and control the growing process of melon and cabbage in a greenhouse. In the system, sensor nodes are organized in a parent-child tree structure. The nodes join the network by broadcasting a parent search packet. Furthermore, the nodes transmit data to the BS using three gateway nodes. However, the tree structure has a single point of failure. Yang et al. [16] developed an intensive WSN-based irrigation monitoring system. Sensor nodes are placed by this system in widely separated clusters. Thus, sensor nodes consume much energy for transmitting data to remote nodes in other clusters.
Chitiet al. [1] propose next generation firm for Agrofood productions. This system uses Ambient Intelligence and WSN. Moreover, the proposed system provides feedback and adaptability to increase productions in Agro-food. However, the deployed WSN uses a dynamic flooding inefficient-energy routing protocol. This is due to the fact that a large number of messages are broadcasted. Village eScience for Life [4] is a WSN-based agriculture project. It is implemented in developing regions in Africa and uses dynamic zone-based topology. This project initially deploy sensor nodes into zones in such a way that each sensor node remains within the transmission range of the nodes of at least two zones and each node belonging to a zone elects nodes in neighboring zones to which it can connect with a minimum transceiver power. Hence, several graphs are generated and the graph requiring minimum transmission power is selected for routing. However, this routing protocol does not guarantee to eliminate sensing holes. COMMONSense Net (CNS) [2] is another WSN-based agriculture monitoring project developed for semiarid regions in developing countries. The routing protocol of CNS uses tree structure which is not reliable since a link failure or sensor node failure can make other nodes unreachable to BS.
Unlike the earlier works that focus mainly on the WSN-based monitoring applications, recent research [8] has significantly considered studying the actual structure of WSN through graph theory. In particular, geometric graphs are used in WSNs [17] to model the relationship between a sensor node and its neighboring sensor nodes. The GG [7, 10] uses a forbidden area to define the edges created between a set of sensor nodes. The constructed edges are undirected. In addition, the GG is a sub-graph of the UDG, where the UDG is connected. The algorithm for constructing the GG is as follows (see Figure 1 ). An edge binding two vertices, say v 1 (i.e., running the algorithm) and v 2 is in GG if the following criterion holds: the minimal diameter circle that circumscribes v 1 and v 2 whose diameter is the line segment that has both v 1 and v 2 as its endpoints has no other vertex of V. The sensor node v 1 follows these steps with the other neighbors. Moreover, the algorithm is executed on every sensor node in the network.
Similar to the GG mentioned above, the RNG [9] also uses a forbidden area to define the edges constructed between a set of sensor nodes, where the edges are considered undirected (see Figure 2 ). This graph can be considered as a subgraph of GG and UDG graphs, where all these graphs are connected. The algorithm for constructing the RNG graph is as: an edge binding two vertices, u and v V, is in RNG if the intersection of the two circles centered on two vertices with radii |uv| does not have any other vertex w V. From Figure 2 , the edge is constructed since node w is not in the intersection of the two circles centred on two vertices with radii |uv|.
Another interesting graph is the Half Space Proximal (HSP) graph proposed by Chavez et al. [8] . It constructs an edge based on a forbidden area with the nearest neighboring node. There are two versions of this graph: either directed or undirected graphs. The algorithm for constructing this graph is as follows (see Figure 3 ). First, The undirected HSP (G) is obtained by ignoring the direction of the edges.
In general, all the mentioned graphs reduce the degree of the sensor nodes to shorten the routing delay on each node. As a consequence, many shortest paths in terms of the Euclidean distances are discarded between any pair of sensor nodes. Moreover, some least power paths between sensor nodes are unfortunately lost. Furthermore, Shu et al. [11] mention that although GG and RNG are planar graphs, the delay for the multimedia WSNs based on these graphs is dramatically increased. As a summary, Table 1 demonstrates the differences between all the mentioned graphs in terms of different behaviors and definitions.
The reasons that GG eliminates few edges compared to RNG and HSP are as follows. First, GG has a bounded elimination area (i.e., circle) compared to the HSP (i.e., open half plane). Second, GG's circular forbidden area exists in the RNG's elimination area (i.e., in the forbidden area constructed from the intersected of two circular areas).
An integration of clustering, routing, and topology control approaches
In this section, we introduce an integrated framework referred to as the CRTCA for WSNs. We incrementally integrate the proposed clustering, routing, and topology control approaches to construct the framework. We begin with the zone creation and active nodes selection that is followed by establishing paths among active nodes to the BS. Each of the integrated components is presented in the following sections.
Zone creation and active node selection
Once sensors are localized, the network area is divided into a number of zones. The BS assigns the sensor nodes to different zones based on their geometric positions.
For instance, if the network area is very small (e.g., 100 m × 100 m) and divided into four zones, then sensor nodes are distributed as follows. Nodes with positions between (0, 0) and (50, 50) reside in Zone 1. Whereas sensor nodes with positions between (50, 0) and (100, 50) reside in Zone 2. Figure 4 illustrates the zones construction where the BS is located outside of those zones.
Afterwards, a minimum number of active sensor nodes are chosen by the BS and it works as follows. Each zone is divided into squares where each square has at least one active sensor node. However, even if this assumption does not hold, the region of that square is sensed by an active node of the neighboring squares. This is because an active sensor node in a square has the sensing coverage of all the neighboring squares (Figure 5) . Therefore, a very high probability of not having a sensing hole in the network is achieved. As a result, fault tolerance is accomplished. For instance, whenever the active sensor node of a square g 1 fails, the network operation (i.e., sending and receiving messages) proceeds. This is done without activating another sensor node for that square or re-establishing the network topology. This is because the active node of the neighboring square of g 1 fully covers g 1 .
Using this topological structure, there is a high probability that no sensing hole exists in the network if (see Figure 5 ). The terms h and R s is the side of a square and the sensing range, respectively. Let us consider the following. The active sensor node a 1 of square g 1 exists at the bottom left corner and the active node a 2 of square g 2 exists at the top right corner. If the node a 2 fails, then the square g 2 can still be covered by the node a 1 of square g 1 . This is even if no other neighboring square of g 2 has active node. This is explained as follows. The farthest point p 2 of g 2 is within the sensing range of a 1 . By following Pythagoras formula, the square coverage is possible. Figure 5 also clarifies this relationship between R s and h.
This topological structure also ensures that several active sensor nodes (i.e., at least one sensor node) of a zone reside within the communication range (R c ) of the active nodes of the neighboring zones. This enables the sensor nodes to transmit the data to the BS through active nodes in their neighboring zones. This is because R c >R s and there is a defined relationship between those ranges [1] . In Figure 6 , we find that sensor node a 2 is at the border of two zones Z i and Z i+1 . Sensor nodes a 1 and a 2 are at R s apart. In addition, sensor nodes a 1 and a 3 are at R c apart. In addition, a large number of nodes in Z i+1 reside within the R c of node a 1 of Zone Z i . Using this topological structure even if a small number of sensor nodes are distributed into the zones, the network is still expected to be covered. The reason is that each sensor node in a square covers all surrounding squares.
The BS chooses a CH for each zone. The chosen node is responsible for controlling the zone as well as selecting active nodes of a zone. The criterion for choosing the CH is as follows. Based on our assumption that all sensor nodes initially have the same residual energy, the BS randomly chooses a sensor node. The chosen node becomes the CH. If the residual energy of the sensor nodes varies, the sensor node with the highest residual energy is chosen as CH. Then, the CH chooses active nodes in each zone based on (1) residual energy, (2) distance, (3) number of sleep rounds, and (4) free buffer spaces. If only one sensor node is located in a square, then it is chosen as an active node. Otherwise, having the same residual energy in nodes, say A and B in the same zone, node A is chosen as an active node. This is when node A is closer to the BS than B or active nodes of neighboring zones. Further ties are broken by comparing the remaining storage space or the number of sleep rounds of a node. Especially, node A is given more priority if it has more remaining storage space compared to node B. All other sensor nodes except the chosen active nodes remain in sleep mode. This is done by turning their sensing and transmission radios off. Thus, a number of active nodes are determined in each zone. The determined number of sensor nodes provides a high probability that these nodes provide the sensing coverage of the whole network. Then, each active node generates the shortest path to the BS. Once the CH and active nodes are chosen, they work for a certain period of time (or rounds). They stop working once their residual energy goes below a threshold value. After the clustering technique is proposed, we proceed with the second component of the proposed framework as follows.
Path establishment method
The path establishment method works as follows. Sensor nodes at level L 1 calculate their distances to the BS and send this distance information to the sensor nodes at level L 2 . Then, nodes at level L 2 calculate their distances to the sensor nodes at level L 1 and then calculate the total distance to the BS. This is done through different active nodes at level L 1 . Thus, active nodes at the level L 2 find out the shortest path to the BS (see Figure 7 ). Similarly, nodes at level L k compute the total distance of the neighboring nodes at the upper level L k-1 to the BS. Afterwards, these nodes identify the shortest path to the BS. Based on this information, an active node creates a communication path with the neighboring active nodes. As a result, the total distance to the BS as well as the power consumptions is minimized as compared to existing tree-based routing protocols since power consumptions are proportional to the distance of transmission path.
Moreover, each active sensor node x at the level L i chooses another active sensor node y at the level L i-1 with which x has the second lowest distance to the BS. The sensor node y acts as an alternative node or as an intermediate node of an alternative path for each leaf node to the BS. This enables the leaf node to transmit data to the BS in case of any active node fails. Once the paths are established, active nodes sense and route the data to the BS. Figure 7 demonstrates the path establishment method, where the shortest path from a leaf node to the BS is represented by bold arrows. Figure 8 illustrates the alternative path establishment and the transmission of data through alternative node when an active sensor node fails. For instance, if node K at level 1 fails, active sensor node F at level 2 transmits data through node L. The alternative path is shown as red arrows. Based on the proposed framework, a new set of graphs for underlying topologies is proposed as follows. 
A set of topology control algorithms
We introduce a new set of graphs referred to as the MG geometric graphs. These graphs are sub-graphs of the UDGs. Each sensor node, u, running these graphs chooses the nearest neighboring node, v. Afterwards, a midpoint mid is calculated between the sensor nodes u and v. As a result, a circle c is constructed with a center located at mid with a radius r_mid equal to s (|uv|/2). The term s is a constant parameter within the range of [0, 1] which shortens or increases the r_mid. If c contains a sensor node, say w, in its area, then the edge [u, v] is removed. Otherwise, the edge [u, v] is preserved.
The algorithm proceeds on each sensor node until the network originally modeled by the UDG is reconstructed. This construction is based on a given s value. Because the MG only needs the position of the sensor node running this algorithm (i.e., current sensor node) as well as its neighboring nodes, this algorithm is therefore local. If s is equal to1, then a special case of the graph is constructed, a GG [7, 10] . However, the new set of graphs preserves more edges by using smaller circles and it may have crossing edges (i.e., non-planar graphs if s ≠ 1). This is compared to that circle constructed by the GG. The possibility of maintaining shorter paths is therefore increased in the MG. This is compared to the GG which makes the MG a denser graph. The MG runs in O(l*l) where l is the degree of sensor nodes. This is because each time a sensor node, say u, runs the MG, chooses the nearest neighbor. Afterword, u checks all the possible neighbors if they are inside the circle constructed. In addition, the algorithm behaves locally which means that the complexity is analyzed per one sensor node. For completeness, the MG's algorithm is included as shown in Algorithm 1 (appendix).
In the following section, we present the last framework's component, i.e., the routing sensors data.
Routing of sensors data
The proposed routing protocol has two phases: (1) setup and (2) steady phase. The setup phase includes zones creation, active nodes selection, and path establishment. All the framework's components are based on MG and GG. In the steady phase, data are transmitted from the source active node to the BS through intermediate active nodes. Active nodes at different levels work using TDMA scheme. The length of the timeslots at different levels is variable. For instance, at Timeslot 1, the active nodes at the farthest level L k sense the subscribed Figure 7 Shortest paths from leaf nodes to BS using path establishment method.
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events. Furthermore, the nodes send the corresponding data to active nodes at upper level L k-1 . At Timeslot 2, active nodes at the level L k-1 receive data packet. These nodes send acknowledgements to nodes at the level L k . Moreover, they transmit data packet to nodes at the upper level L k-2 . Hence, the length of Timeslot 1 is shorter than that of Timeslot 2.
The network is scalable since when more nodes are added to the network BS assigns zone ID to each node based on their locations and notifies CH without initiating any network setup phase. These nodes will be considered to be selected as active nodes whenever the setup phase is initiated after a certain number of rounds, numOfRound, based on the current network energy status. 
Performance evaluation
In this section, we present the energy model, the performance metrics, and the simulation model we have used for performance evaluation. Furthermore, we show the simulation results for the proposed CRTCA and its variant with Gabriel (GG) and MG graphs.
Energy model
The energy consumption of a sensor node for sending a data packet of size n data bytes to another sensor node (or CH) at the distance d is
The energy consumptions of a node for receiving data
In Equation (2), ε data represents energy spent in transmitter electronics circuitry (50 nJ/bit) and in Equation (3), ε air represents energy consumptions in radio amplifier for propagation loss (10 pJ/bit/m 2 ). Receiving energy consumptions of a sensor does not have energy consumptions of radio amplifier for propagation loss.
Simulation model and performance metrics
We simulate the performance of (1) CRTCA framework, (2) CRTCA-MG, and (3) CRTCA-GG using the C programming language. We use randomly connected UDGs on an area of 100 m × 100 m as a basis of our simulation model. BS divides the network into a number zone and CH selects a number of active nodes in each zone that establish path to BS. The co-ordinate of the BS is assumed to be at 55 × 101.
The evaluation is done in terms of the following: (a) network energy consumptions (i.e., transmission and receiving power), (b) transmission energy consumptions, (c) end-to-end data transmission delay, (d) accumulated routing delays, and (e) length of the paths in terms of the crossed hops. Network energy consumption is defined as the total energy consumed by all the sensors nodes for routing data over a certain period of time. Network energy consumptions also reflect the lifetime of the network, i.e., the remaining network energy. We measure the end-to-end delay as the time that is required to transmit data from any source sensor node to the BS based on the traversed Euclidean distances. Another type of delay is in terms of the routing delay. Using this metric, the accumulated routing delays from any source sensor node to the BS are measured. Between these pairs of nodes, we also use another metric that counts the number of hops traversed on the path way which actually measures the network's paths lengths.
Some simulation runs measure these metrics by either varying the followings: (1) the number of rounds (num_r) (i.e., from 10000 to 40,000 of an increment of 10,000) and (2) the number of zones a (num_z) (i.e., from 4 to 10 of an increment of 2). When varying num_r, we fix num_z and the number of sensor nodes (num_sens) to 4 and 120, respectively. However, when we vary the num_z, we fix the num_r and the num_sens to 10,000 and 120, respectively. For all these simulation runs, the constant s for the MG graph is varied from 0.25 to 0.75 with an increment of 0.25.
Lastly, the connectivity of the network based on the MG is determined by measuring the Largest Connected Component. If this component was equal to the total number of sensor nodes in the network, then the network would have to be connected. Figure 9a ,b illustrates the total network energy consumptions varying the number of zones in the network and number of rounds, respectively. In both cases, the CRTCA outperforms other approaches. The same observation applies even if s is varied for the MG. This behavior is due to the high number of intermediate sensor nodes along the source-destination paths constructed by the CRTCA-GG and the CRTCA-MG. In other words, increasing the values of s also increases the radius for the circular forbidden area where the intermediate nodes reside. Thus, more sensor nodes expose their battery power. As a consequence, the total network energy consumptions for the CRTCA-GG and the CRTCA-MG are more than that for the CRTCA. It is also evident that if there are more intermediate nodes on a path in GG and MG, the receptions energy consumptions at the intermediate nodes will contribute to the larger network energy consumptions.
Simulation results
Hence, we evaluate their performance in terms of only the transmission energy consumptions which are illustrated in Figure 10a ,b. Again, we find that CRTCA outperforms the CRTCA-GG and CRTCA-MG. This is because more number of transmissions through the intermediate nodes will have more overhead energy consumptions of radio amplifier for propagation loss. Figure 11a ,b supports the previous explanation by showing that the CRTCA maintains more number of shorter paths in terms of hops compared to those paths traversed by the other approaches. From all the previous simulation runs, an interesting behavior for the set of MGs is demonstrated when s is varied. The behavior is as follows: when s increases the possibility for loosing edges increases as the radius for the circular forbidden area increases. As a consequence, more intermediate nodes are selected for transmitting data from a source node to the destinations that results more network energy consumptions, transmission energy consumptions, and number of hops.
In Figure 12a ,b, we find that the CRTCA-MG and CRTCA outperforms the CRTCA-GG in terms of the end-to-end delay. This is because the MG keeps more edges compared to those for the GG. As a result, shorter paths are discovered by the CRTCA-MG which significantly improves the transmission delay.
Finally, Figure 13 demonstrates the routing delay for varying the number of zones. Again, CRTCA outperforms both MG and GG since in CRTCA, a path has less number of intermediate nodes and thus, delay for making routing decision will be less as compared to MG and GG which have more intermediate nodes on a data path.
In general, the above results demonstrate that CRTCA outperforms MG and GG in most cases. For instance, as the number of zones increases the number of levels in the hierarchy also increases. As a consequence, the number of sensor nodes is decreased in each subzone of a level. Therefore, the average degree of sensor nodes is decreased. Furthermore, because of the nature for the MG and the GG, more edges are removed. Thus, longer paths are achieved between any pair of sensor nodes in the GG and the MG that contribute to more network energy consumptions, transmission energy consumptions, and end-to-end delay. We also perform student's t-test at 95% confidence level which reveals the same phenomenon, as are demonstrated and stated. However, all these simulations demonstrate that the MG achieves the connectivity property. 
Conclusion and future work
In this article, we introduced a framework for WSN that combines clustering, routing, and topology control approaches. We refer to the framework as CRTCA. This framework uses an efficient zone-based topology and routing protocol. Moreover, a new set of graphs are used as underlying topologies for the framework referred to as the MG graph. We find that the CRTCA based on the proposed new set of MG graphs (CRTCA-MG) outperforms the same framework based on an existing Gabriel graph (CRTCA-GG) in terms of the network energy consumptions, transmission energy consumptions, end-to-end data transmission delay, routing delay, and number of hops in the established path. In addition, the CRTCA demonstrates the best performance in most cases over CRTCA-MG and CRTCA-GG except the statistical analysis using student's t-test at 95% confidence level reveals that both CRCTA and CRTCA-MG at lower value of s have the same performance in terms of end-to-end delay. Moreover, the MG demonstrates that it achieves the connectivity property. In the future, we will theoretically prove some geometric properties for the MG graphs. Furthermore, we will evaluate the framework by varying the number of nodes Figure 12 End-to-end data transmission delay. 
