The sparsest cut problem consists of identifying a small set of edges that breaks the graph into balanced sets of vertices. The normalized cut problem balances the total degree, instead of the size, of the resulting sets. Applications of graph cuts include community detection and computer vision. However, cut problems were originally proposed for static graphs, an assumption that does not hold in many modern applications where graphs are highly dynamic. In this paper, we introduce the sparsest and normalized cut problems in temporal graphs, which generalize their standard definitions by enforcing the smoothness of cuts over time. We propose novel formulations and algorithms for computing temporal cuts using spectral graph theory, multiplex graphs, divide-and-conquer and low-rank matrix approximation. Furthermore, we extend our formulation to dynamic graph signals, where cuts also capture node values, as graph wavelets. Experiments show that our solutions are accurate and scalable, enabling the discovery of dynamic communities and the analysis of dynamic graph processes.
INTRODUCTION
Temporal graphs represent how a graph changes over time, being ubiquitous in data mining applications. Users in social networks present a dynamic behavior, leading to the evolution of communities [3] . In hyperlinked environments, such as blogs, the rise of new topics of interest drive modifications in content and link structure [19] . Communication, epidemics and mobility are other scenarios where temporal graphs can enable the understanding of complex dynamic processes. However, several key concepts and algorithms for static graphs have not been generalized to temporal graphs.
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This paper focuses on cut problems in temporal graphs, which consist of finding a small sets of edges (or cuts) that break the graph into balanced sets of vertices. Two traditional graph cut problems are the sparsest cut [22, 17] and the normalized cut [27, 9] . In sparsest cuts, the resulting partitions are balanced in terms of size, while in normalized cuts, the balance is in terms of total degree (or volume) of the resulting sets. Graph cuts have applications in community detection, image segmentation, clustering, and VLSI design. Moreover, the computation of graph cuts based on eigenvectors of graph-related matrices is one of the earliest results in spectral graph theory [9] , a subject with great impact in information retrieval [21] , graph sparsification [33] , and machine learning [20] . It is rather surprising that there are no existing algorithms for cuts in temporal graphs.
One of our motivations to study graph cuts in this new setting is the emerging field of Signal Processing on Graphs (SPG) [28, 26] . SPG is a framework for the analysis of data residing on vertices of a graph, as a generalization of traditional signal processing. In a recent work [29] , the authors proposed a data-driven partitioning-based scheme for SPG, highlighting connections with sparse cuts. Temporal cuts can generalize these results to dynamic graphs.
Contributions of this paper. We propose formulations of sparsest and normalized cuts in a sequence of graph snapshots. The idea is to extend classical definitions of these problems while enforcing the smoothness (or stability) of cuts over time. Our formulations can be understood using a multiplex view of the temporal graph, where temporal edges connect the same vertex in different snapshots (see Figure  2 ). Therefore, both sparsity and smoothness are represented in the same space, as edges across partitions (see Figure 3) . Figure 1 shows a sparse temporal graph cut for a primary school network [34] , where (6-12 years old) children from a French school are connected based on proximity measured by sensors. The vertices are naturally organized into communities resulting from classes/ages. However, there is a significant amount of interaction across classes (e.g. during lunch). We have divided the total duration of the experiment (176 minutes) into three equal parts. Major changes in the contact network can be noticed during the experiment, causing several vertices to move across partitions. The temporal cut is able to capture such trends while keeping the remaining node assignments mostly unchanged.
Traditional spectral solutions-which compute approximated cuts as rounded eigenvectors of the Laplacian matrixdo not generalize to our setting. Thus, we propose new algorithms, still within the framework of spectral graph the-ory, for the computation of temporal cuts. We further exploit important properties of this formulation to design efficient approximation algorithms for temporal cuts combining divide-and-conquer and low-rank matrix approximation.
In order to model not only structural changes, but also dynamic data embedded on graphs, we apply temporal cuts as data-driven wavelet bases for graph signals. Our approach exploits smoothness in both space and time, illustrating how the techniques presented in this paper provide a powerful and general framework for the analysis of dynamic graphs.
Summary of contributions.
• We generalize sparsest and normalized cuts to temporal graphs; to model graph signals, we further extend temporal cuts as dynamic graph wavelets.
• We formulate temporal cuts using spectral graph theory and propose efficient approximate solutions via divide-and-conquer and low-rank approximation.
• We provide an extensive evaluation of our proposed algorithms for temporal cuts, including applications in community detection and signal processing on graphs.
Related Work. Computing graph cuts is a traditional problem in graph theory [22, 2] . From a practical standpoint, graph cuts find applications in a diverse set of problems, ranging from image segmentation [27] to community detection [23] . This paper is focused on the sparsest and normalized cut problems, which are of particular interest due to their connections with the spectrum of the Laplacian matrix, mixing time of random walks, geometric embeddings, effective resistance, and graph expanders [17, 15, 32, 9] .
Community detection in temporal graphs has attracted great interest in recent years [16, 11] . An evolutionary spectral clustering technique was proposed in [8] . The idea is to minimize a cost function in the form α.CS + β.CT , where CS is a snapshot cost and CT is a temporal cost. FacetNet [24] and estrangement [18] apply a similar approach under different clustering models. An important limitation of these solutions is that they perform community assignments in a step-wise manner, being highly subject to local optima. Another related problem is incremental clustering [6] , including spectral methods [25] . However, in these methods the main goal is to avoid recomputation in the streaming setting, and not to capture long-term structural changes.
A formulation for temporal modularity that simultaneously clusters multiple snapshots using a multiplex graph is proposed in [4] . A similar idea was applied in [35] to generalize eigenvector centrality. In this paper, we propose generalizations for cut problems across time by studying spectral properties of multiplex graphs [31] . As one of our contributions, we exploit the link between multiplex graphs and block tridiagonal matrices in the design of algorithms to efficiently approximate temporal cuts. Our approach follows the divide-and-conquer paradigm and builds upon more general results in numerical computing [10, 13] .
Signal processing on graphs [28, 26] is an interesting application of temporal cuts. Traditional signal processing operations are also relevant when the signal is embedded into sparse irregular spaces. For instance, in machine learning, object similarity can be represented as a graph and labels as signals to solve semi-supervised learning tasks [14, 12, 7, 5] . We generalize a previous work on computing data-driven graph wavelets to dynamic graphs [29] . 
TEMPORAL GRAPH CUTS

Definitions
A temporal graph G is a sequence of m graph snapshots G1, G2, . . . Gm where Gt is the snapshot at timestamp t. Each Gt is a tuple (V, Et, Wt) where V is a fixed set with n vertices, Et is a dynamic set of undirected edges and Wt : Et → R is an edge weighting function. Figure 2a shows an example of a temporal graph with two snapshots where edge weights are all equal to 1 and hence omitted.
We model temporal graphs as multiplex graphs, which connect different graph layers. We denote as χ(G) = (V, E, W) the (undirected) multiplex view of G, where
Thus the edge set E also includes 'vertical' edges between nodes vt and vt+1 The edge weighting function W : E → R is defined as follows:
As a result, each vertex v ∈ V has m corresponding representatives {v1, . . . vm} in χ(G). Besides the intra-layer edges corresponding to the connectivity of each snapshot (Et), temporal edges (vt, vt+1) connect consecutive versions of a vertex v at different layers-which is known as diagonal coupling [4] . Intra-layer edge weights are the same as in G while inter-layer weights are set to β. Figure 2b shows the multiplex view of the graph from Figure 2a for β = 1.
Sparsest Cut
A graph cut (X, X) divides V into two disjoint sets: X ⊆ V and X = V −X. We denote the weight of a cut |(X, X)| = v∈X,u∈X W ((u, v)). The cut sparsity σ is the ratio of the cut weight and the product of the sizes of the sets [22] :
Here, we extend the notion of cut sparsity to temporal graphs. A temporal cut (X1, X1), . . . (Xm, Xm) is a sequence of graph cuts where (Xt, Xt) is a cut of the graph snapshot Gt. The idea is that in temporal graphs, besides the cut weights and partition sizes, we also care about the smoothness (i.e. stability) of the cuts over time. We formalize the temporal cut sparsity σ as follows: 
where ∆(X, X) = β|(Xt, Xt+1)| is the number of vertices that move from Xt to Xt+1 times the constant β, which allows different weights to be given to the cut smoothness. Figure 3 shows two alternative cuts for the temporal graph shown in Figure 2a (for β = 1). Cut I (Figure 3a ) is smooth (no vertex changes partitions) but it has total weight of 5. Cut II (Figure 3b ) is a sparser temporal cut, with weight of 3 and only one vertex changing partitions. Notice that cut I becomes sparser than cut II for β = 2. We formalize the sparsest cut problem in temporal graphs as follows. The NP-hardness of computing the sparsest temporal cut follows directly from the fact that it is a generalization of sparsest cuts for a single graph, which is also NP-hard [17] .
An interesting property of the multiplex model is that temporal cuts in G become standard-single graph-cuts in χ(G). We can evaluate the sparsity of a cut in G by applying the original formulation (Expression 2) to χ(G), since both edges cut and partition changes in G become edges cut in χ(G). As an example, we show the multiplex view of cut II (Figure 3b ) in Figure 3c . However, notice that not every standard cut in χ(G) is a valid temporal cut. For instance, cutting all the temporal edges (i.e. separating the two snapshots in our example) would be allowed in the standard formulation, but would lead to an undefined value of sparsity as the denominator in Expression 3 will be 0. Therefore, we cannot directly apply existing sparsest cut algorithms to χ(G) and expect to achieve a sparse temporal cut for G.
Normalized Cut
A practical limitation of the cut sparsity (Equation 2), is that it favors sparsity over partition size balance. In community detection, this often leads to the discovery of "whisker communities" [23] . Normalized cuts [27] take into account the volume (i.e. sum of the degrees of vertices) of the resulting partitions, which is less prone to this effect. The normalized version of the cut sparsity is defined as:
(c) Multiplex cut II Figure 3 : Two temporal graph cuts (I and II) for the graph shown in Figure 2a and multiplex view of cut II. For β = 1, cut I has a sparsity ratio σ of (2+3+0)/(4×4+4×4) = 0.16 while cut II has a ratio of (2 + 1 + 1)/(4 × 4 + 5 × 3) = 0.13. Thus, II is a sparser temporal cut.
where
Normalized cuts are related, by a constant factor, to the graph conductance [9] . We also generalize the normalized cut sparsity φ to temporal graphs as follows:
(5) Next, we define the normalized cut problem for temporal graphs.
Definition 2. Normalized temporal cut. The normalized temporal cut of G, for a constant β, is defined as:
Computing optimal normalized temporal cuts is NP-hard, since the problem becomes equivalent to the standard definition, also NP-hard, for the case of a single snapshot. In the next section, we discuss spectral approaches for sparsest and normalized cuts in temporal graphs.
Spectral Approaches
Similar to the single graph case, we also exploit spectral graph theory in order to compute good temporal graph cuts. Let A be an n × n weighted adjacency matrix of a graph
The degree matrix D is a an n × n diagonal matrix, with Dv,v = deg(v) and Du,v = 0 for u = v. The Laplacian matrix of G is defined as L = D−A. Let Lt be the Laplacian matrix of the graph snapshot Gt and I be an n × n identity matrix. We define the Laplacian of the temporal graph G as the Laplacian of its multiplex view χ(G):
The matrix L can be also written using the Kronecker (or tensor) product as diag(L1, . . . Lm)+L I ⊗I, where L I is the Laplacian of a line graph and I is an n × n identity matrix. Similarly, we define the degree matrix D of G as diag(D1, D2 . . . Dm), where Dt is the degree matrix of Gt. Let C = nI − 1n×n be the Laplacian of a complete graph with n vertices, we use C to define another nm × nm Laplacian matrix C = I ⊗ C associated with G. The matrix C is the Laplacian of a graph composed of m isolated components of size n, each of them being a clique. This special matrix will be applied to enforce valid temporal cuts over the snapshots of G. Further, we define a size-nm indicator vector x. Each vertex v ∈ V is represented m times in x, one for each snapshot. The value x[vt] = 1 if vt ∈ Xt and x[vt] = −1 if vt ∈ Xt. In the next sections, we show how to apply this spectral formulation to solve temporal cut problems.
Sparsest Cut
The next lemma shows how the matrices L and C can be applied to compute the sparsity of a temporal cut in G.
Please refer to the extended version of this paper [30] for proofs of all Lemmas and Theorems. Based on Lemma 1, we can obtain a relaxed solution,
nm , for the sparsest temporal cut problem (Definition 1) in polynomial-time using an eigenvalue computation algorithm. This solution is later rounded to adhere to the original (discrete) constraint
nm . We make use of Lemma 2 in order to avoid expensive computations involving the matrix C.
Lemma 2. The following property holds for the squareroot pseudo-inverse (C + ) 1 2 of the matrix C:
The following Lemma can be applied in the computation of a relaxed solution for the sparsest temporal cut problem.
Lemma 3. A relaxed solution for sparsest temporal cut problem can be computed as:
The (m+1)-th eigenvector of the matrix (CLC) associated with the temporal graph G provides a relaxed solution for the sparsest temporal cut problem. The matrices L and C have O(mn + t |Et|) and O(n 2 m) non-zeros, respectively, and thus computing the matrix product takes O(n t |Et|) time. The resulting product has O(n 2 m) non-zeros and, as a consequence, computing its (m+1)-th eigenvector takes O(n 2 m 2 ) time in practice, which can be prohibitive in real settings. Moreover, the aforementioned lemma does not offer much insight regarding efficient solutions for our problem, as we do not know many properties of the matrix CLC. We will define a more intuitive solution for computing sparse temporal cuts, which makes use of the following lemma.
Lemma 4. The matrix C commutes with any other real symmetric nm × nm matrix. Theorem 1. A relaxed solution for the sparsest temporal cut problem can, alternatively, be computed as:
which is the largest eigenvector of 3(n + 2β)C − L.
The matrix 3(n + 2β)C − L is a Laplacian associated with a multiplex graph in which temporal edges have weight w (vt, vt+1)= −β and intra-layer edges have weight w (u, v) = 3(n + 2β) − w(u, v). This leads to a reordering of the spectrum of the original Laplacian L where cuts containing only temporal edges have negative associated eigenvalues and sparse cuts for each Laplacian Lt become dense cuts for a new Laplacian [3(n + 2β))C − Lt]. In terms of complexity, computing the difference 3(n + 2β)C − L takes O(n 2 m) time and the largest eigenvector of [3( 
The resulting complexity is a significant improvement over the O(n 2 m 2 ) time taken by the previous solution if the number of snapshots is large.
Normalized Cut
We follow the same steps as in the previous section to compute normalized temporal cuts. . Accordingly, we also define an equivalent of Lemma 3 for the case of normalized cuts.
Lemma 6. A relaxed solution for the normalized temporal cut problem can be computed as:
As a consequence, we can apply Lemma 6 to compute a relaxed normalized temporal cut as the (m + 1)-th eigenvector of the matrix
We finish by providing an equivalent of Theorem 1, for the normalized case.
Theorem 2. A relaxed solution for the sparsest temporal cut problem can, alternatively, be computed as:
The interpretation of matrix 3(n + 2β
is similar to the one for the sparsest cut case, with temporal edges having negative weights. Moreover, the complexity of computing the largest eigenvector of such matrix is also O(n 2 m). This quadratic cost on the size of the graph, for both sparsest and normalized cut problems, becomes prohibitive even for reasonably small graphs. The next section is focused on faster algorithms for temporal graph cuts.
Algorithm 1 Spectral Algorithm
Compute largest eigenvector x* ← arg maxx x Qx/x x 10: return rounded cut sweep(U .x * , G, β)
Fast Approximations
By definition, sparse temporal cuts are sparse in each snapshot and smooth across snapshots. Similarly, normalized temporal cuts are composed of a sequence of good normalized snapshot cuts that are stable over time. This motivates divide-and-conquer approaches for computing temporal cuts that first find a good cut on each snapshot (divide) and then combine them (conquer ). These solutions have the potential to be much more efficient than the ones based on Theorems 1 and 2 if the conquer step is fast. However, they could lead to sub-optimal results, as optimal temporal cuts might not be composed of each snapshot's best cuts. Instead, better divide-and-conquer schemes can explore multiple snapshot cuts in the conquer step to avoid local optima. Since we are working in the spectral domain, it is natural to take eigenvectors of blocks of MS = 3(n + 2β)C − L and
, as continuous notions of snapshot cuts. This section will describe this general divideand-conquer approach. We will focus our discussion on the sparsest cut problem and then briefly show how it can be generalized to normalized cuts.
The following theorem is the basis of our divide-and-conquer algorithm. It relates the spectrum of MS to the spectrum of each of its dense diagonal blocks.
Theorem 3. The eigenvalues of the matrix MS = 3(n + 2β)C − L are the same as the ones for the matrix Q:
where UtΛtU t is the eigendecomposition of Mt = (3(n + 2β)C − Lt) and Λ = diag(Λ1 . . . Λm). An eigenvector ej of MS is computed as U.e Q j , where U = diag(U1 . . . Um) and e Q j is the corresponding eigenvector of Q.
The matrix Q has O(n 2 m) non-zeros, being asymptotically as sparse as MS. However, Q can be block-wise sparsified using low-rank approximations of the matrices Mt. Given a constant r ≤ n, we approximate each Mt as UtΛ t U t , where Λ i contains only the top-r eigenvalues of Mt. The benefits of such a strategy are the following: (1) The cost of computing the eigendecomposition of Mt changes from O(n 3 ) to O(rn 2 ); (2) the cost of multiplying eigenvector matrices decreases from O(n 3 ) to O(r 3 ); and (3) the number of non-zeros in Q is reduced from O(n 2 m) to O(r 2 m). Similar to the case of general block tridiagonal matrices [13] , we can show that the error associated with such approximation is
We improve our approach even further by speeding-up the eigendecomposition of the matrices Mt without any additional error. The idea is to operate directly over the original Laplacians Lt, which are expected to be sparse. The eigendecomposition of a sparse matrix with |E| edges can be performed in time O(n|E|) and for real-world graphs |E| << n 2 . The following Lemma shows how the spectrum of Mt can be efficiently computed based on Lt.
. In the divide phase, the top-r eigenvalues/eigenvectors of each matrix Mt-related to the bottom-r eigenvalues/eigenvectors of Lt-are computed using Lemma 7 (steps 1-5). The conquer phase (steps 6-11) consists of building the matrix Q, as described in Theorem 3, and then computing its largest eigenvector as a relaxed version of a sparse temporal cut. The resulting eigenvector is discretized using a standard sweep algorithm (sweep) over the vertices sorted by their corresponding value of x*. The selection criteria for the sweep algorithm is the sparsity ratio given by Equation 3 .
The time complexity of our algorithm is O(mr m t=1 |Et| +mr 3 ). The divide step has cost O(mr m t=1 |Et|), which corresponds to the computation of r eigenvectors/eigenvalues of Laplacian matrices Lt with O(|Et|) non-zeros each. As each snapshot is processed independently, this part of the algorithm can be easily parallelized. In the conquer step, the most time consuming operation is in computing m − 1 r × r matrix products in the construction of Q, which takes O(r 3 m) time in total. Moreover, our algorithm has space complexity of O(r 2 m). This is due to the number of nonzeros in the sparse representation of Q, which is, asymptotically, the largest data structure applied in the computation.
We follow the same general approach discussed in this section to efficiently compute normalized temporal cuts. As in Theorem 3, we can compute the eigenvectors of MN using divide-and-conquer. However, each block Mt will be in the form 3(n − 2β)C − (D 
Generalizations
Here, we briefly address several generalizations of temporal cuts that aim to increase the applicability of this work.
Arbitrary swap costs: While we have assumed uniform swap costs β, generalizing our formulation to arbitrary (nonnegative) swap costs for pairs (vt, vt+1) is straightforward.
Multiple cuts: Multi-cuts can be computed based on the top eigenvectors of our temporal cut matrices, as proposed in [27] . Eigenvector values are given to a clustering algorithm (e.g. k-means) to obtain a k-way partition. 
SIGNAL PROCESSING ON GRAPHS
We apply graph cuts as data-driven wavelet bases for dynamic signals. The idea is to identify temporal cuts based on both graph structure and signal to compute wavelet coefficients using the resulting partitions. Given a sequence of signals
n , on a temporal graph G, our goal is to discover a temporal cut that is sparse, smooth, and separates vertices with dissimilar signal values. A previous work [29] has shown that a relaxation of the L2 energy (or importance) ||a||2 of a wavelet coefficient a for a single graph snapshot with signal f can be computed as:
where x is an indicator vector and
2 . Sparsity is enforced by adding a Laplacian regularization factor αx Lx, where α is a user-defined constant, to the denominator of Equation 11 . This formulation supports an algorithm for computing graph wavelets, which we extend to dynamic signals. Following the same approach as in Section 2.1, we apply the multiplex graph representation to compute the energy of a dynamic wavelet coefficient: , where
2 for values within one snapshot from each other.
We apply Theorem 4 to compute a relaxation of the optimal dynamic wavelet as a regularized eigenvalue problem:
where C and L are the matrices defined in Section 2.1. The same optimizations discussed in [29] can also be applied to efficiently approximate Equation 13 . The resulting algorithm has complexity O(pn t |Et| + qn 2 m 2 ), where p and q are small constants. Similar to Algorithm 1, we apply a sweep procedure to obtain a cut from vector x * .
EXPERIMENTS
Datasets
School is a contact network where vertices represent children from a primary school and edges are created based on proximity detected by sensors [34] , with 242 vertices, 17K edges and 3 snapshots. Edge weights are based on the duration of the contact within an interval. Stock is a correlation network of US stocks' end of the day prices 1 , where stocks are connected if their absolute correlation is at least .05 and edge weights are the absolute correlation values. The resulting network has 500 vertices, 27K edges, and 26 snapshots (one for each year in the interval [1999] [2000] [2001] [2002] [2003] [2004] [2005] [2006] [2007] [2008] [2009] [2010] [2011] [2012] [2013] [2014] [2015] . DBLP is a sample from the DBLP collaboration network. Vertices corresponding to two authors are connected in a given snapshot if they co-authored a paper in the corresponding year. We selected authors who published at least 5 papers one of the following conferences: KDD (data mining), CVPR (computer vision), and FOCS (theory). The resulting temporal network has 3.4K vertices, 16.4K edges, and 4 snapshots.
We also use a synthetic data generator. Its parameters are a graph size n, partition size k < n, number of hops h, and noise level 0 ≤ ≤ 1. Edges are created based on a √ n × √ n grid, where each vertex is connected to its h-hop neighbors. A partition is a sub-grid initialized with
A value π(v) = 1. + N (0, ) is assigned to vertices inside the partition and the remaining vertices receive iid realizations of a Gaussian N (0, ). Given the node values, the weight w of an edge (u, v) is set as exp (|π(v) − π(u)|). To produce the dynamics, we move the partition along the main diagonal of the grid.
To evaluate our wavelets for dynamic signals, we apply our approach to Traffic [29] , a road network from California with 100 vertices, 200 edges, and 12 snapshots. Average vehicle speeds measured at the vertices of the network were taken as a dynamic signal for the timespan of a Friday in April, 2011. Moreover, we apply the heat equation to generate synthetic signals over the School network. Different from Traffic, which has a static structure, the resulting dataset (School-heat) is dynamic in structure and signal.
Approximation and Performance
Two general approaches for computing temporal cuts, for both sparsest and normalized cuts, are evaluated in this section. The first approach, STC, is based on Theorems 1 and 2, for sparsest and normalized cuts, respectively. The second approach, FSTC-r, for a rank r, applies the fast approximation described in Section 2.3.
We consider three baselines in this evaluation. SINGLE is a heuristic that first discovers the best cut on each snapshot and then combines them into a temporal cut. UNION computes the best average cut over all the snapshots-a cut over the union of the snapshots. LAP is similar to our approach, but operates directly on the Laplacian matrix L. Notice that each of these baselines can be applied to either sparsest and normalized cuts as long as the appropriate (standard or normalized) Laplacian matrix is used. Figure 4 shows the quality results (sparsity ratios) of the methods using real and synthetic data. We vary the swap cost (β) within a range that enforces local and global (or stable) patterns. The values of β shown are normalized to integers for ease of comparison. STC and LAP took too long to finish for the Stock and DBLP datasets, and thus such results are omitted. STC achieves the best results (smallest ratios) in most of the settings. For the School dataset, LAP also achieves good results, which is due to the small number of snapshots in the network, which makes sparse cuts in L coincide with good temporal cuts. UNION performs well for Stock and DBLP with large swap costs, as these settings enforce a fixed cut over time. SINGLE achieves good results only when swap costs are close to 0, when the smoothness of the cuts do not affect the sparsity ratio. Our fast approximation (FSTC ) achieves good results in most of the settings, specially for r = 64, being able to adapt to different swap costs. Running time results (see Appendix) show that FSTC significantly outperforms STC and is competitive with SINGLE and UNION.
Community Detection
As discussed in Section 1, dynamic community detection is an interesting application for temporal cuts. Two approaches from the literature, FacetNet [24] and GenLovain [4] , are the baselines. We focus our evaluation on School (b) DBLP Table 1 : Community detection results for Sparsest and Normalized Cuts (and two baselines) using School and DBLP datasets. Our methods achieve the best results for most of the metrics and are competitive in terms of modularity. Modularity: Temporal modularity, as defined in [4] . The baselines parameters were varied within a reasonable range of values and the best results were chosen. For GenLovain, we fixed the number of partitions by agglomerating pairs while maximizing modularity [4] and for FacetNet, we assign each vertex to its highest weight partition.
Community detection results, for 2 and 5 communities, are shown in Table 1 . For School (1a), both GenLovain and our methods found the same communities (β = 0.25) when k = 2, outperforming FacetNet in all the metrics. However, for k = 5, different communities were discovered by the methods, with Sparsest and Normalized Cuts achieving the best results in terms of sparsity and n-sparsity, respectively. Our methods also achieve competitive results in terms of modularity. Similar results were found using DBLP (β = 0.5), as shown in Table 1b , although Sparsest and Normalized Cuts switch as the best method for each other's metric in some settings. This is possible because our algorithms are approximations (i.e. not optimal). We illustrate the communities found in School (k = 2, same as single cut) and DBLP (k = 5) in Figures 1 and 5 , respectively.
Signal Processing on Graphs
We finish our evaluation with the analysis of dynamic signals on graphs. In Figure 6 , we illustrate three dynamic wavelets for Traffic discovered using our approach under different settings. First, in Figures 6a-6d , we consider cuts that take only the graph signal into account by setting both the regularization parameter α and the smoothness parameter β to 0, which leads to a cut that follows the traffic speeds but has many edges and is not smooth. Next (Figures 6e-6h) , we increase α to 200, producing a much sparser cut that is still not smooth. Finally, in Figures 6i-6l , we increase the smoothness β to 10, which forces most of the vertices to remain in the same partition despite of speed variations. We also evaluate our approach in signal compression, which consists of computing a compact representation for a dynamic signal. As a baseline, we consider the Graph Fourier scheme [28] applied to the temporal graph (i.e. the multiplex graph that combines all the snapshots). The size of the representation (k) is the number of partitions and the number of top eigenvectors for our method and Graph Fourier, respectively. Figures 7a and 7b show the compression results in terms of L2 error using a fixed representation size k for the Traffic and School-heat datasets, respectively. We vary the value of the regularization parameter α, which controls the impact of the network structure over the wavelets computed, for our method. As expected, a larger value of α leads to a higher L2 error. However, even for a high regularization, our approach is still able to compute wavelets that accurately compress the signal, outperforming the baseline.
CONCLUSION
This paper studied cut problems in temporal graphs. Extensions of two existing graph cut problems, the sparsest and normalized cuts, by enforcing the smoothness of cuts over time, were introduced. To solve these problems, we have proposed spectral approaches based on multiplex graphs that compute relaxed versions of temporal cuts as eigenvectors. Scalable versions of our solutions using divide-and-conquer and low-rank matrix approximation were also presented. In order to compute cuts that take into account also graph signals, we have extended graph wavelets to the dynamic setting. Experiments have shown that our temporal cut algorithms outperform the baseline methods in terms of quality and are competitive regarding running time. Moreover, temporal cuts enable the discovery of dynamic communities and the analysis of dynamic processes on graphs.
This work opens several lines for future investigation: (i) temporal cuts, as a general framework for solving problems involving dynamic data, can be applied in many scenarios, we are particularly interested to see how our method performs in computer vision tasks; (ii) Perturbation Theory can provide deeper theoretical insights into the properties of temporal cuts (see [35, 31] ); finally, (iii) we want to study Cheeger inequalities [9] for temporal cuts, as means to better understand the performance of our algorithms.
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APPENDIX
Proof of Lemma 1
Proof. Since L is the Laplacian of χ(G):
Regarding the denominator:
Proof of Lemma 2
Proof. The spectrum of C is (e1, λ1) = (1n, 0) and λ2 = . . . = λn = n for any vector ei ⊥ 1n. As a consequence, the spectrum of C is in the form: λ1 = . . . = λm = 0 and λm+1 = . . . λnm = n for any vector ei ⊥ span{e1, . . . em}. We factorize C as U ΛU = n mn t=m+1 ei.e i , where U and Λ are eigenvector and eigenvalue matrices of C. Similarly, we can factorize
Proof of Lemma 3
Proof. From Lemma 1, after relaxing the constraint:
x Lx x Cx (14)
By performing the substitution y = C 1 2 x, we get:
This is related to the variational characterization of the spectrum of (C + )
, with the constraint that no solution be in the null space of C. From Lemma 2, (C + )
CLC. Multiplying a matrix by a scalar does not change its eigenvectors. It holds that
Given that G is connected, our solution is the vector associated with the (m+1)-th smallest eigenvalue.
Proof of Lemma 4
Proof. For any real nm × nm matrix A, an eigenvector of A is also an eigenvector of C (see proof for Lemma 2). Therefore, A and C are simultaneously diagonalizeable, which is a sufficient condition for their commutability.
Proof of Theorem 2
Proof. Based on Lemmas 1 and 2, we can characterize the Rayleigh ratio involving the matrix C:
Upper bounding the eigenvalues of a Laplacian matrix [1] :
Combining 16 and 17:
as this is the only way to guarantee a strictly positive ratio in Equation 8 . Based on the spectrum of C:
Equations 14 and 19 are related to an eigenvalue problem and a generalized eigenvalue problem, respectively, and can be written as follows:
where λ and λ have minimum values and xCx, yCy > 0. Also, from 18, we know that Cy = ny. Using Lemma 4:
Thus, Ly = (λ /n)Cy is a corresponding solution (same eigenvector) to the generalized problem. This implies that:
x Lx x Cx (22)
Proof of Lemma 5
Proof. The numerator of the ratio is the same as in Lemma 1. Regarding the denominator:
where C = nI − 1n×n and x (t) and Dt are the sub-vector and degree matrix, respectively, associated with Gt.
As a consequence, x D 
Proof of Lemma 7
Proof. The spectrum of C is (e1, λ1) = (1n, 0) and λ2 = . . . = λn = n for any vector ei ⊥ 1n. As Mi is also a Laplacian, it follows that λ1 = 0 and e1 = e Proof. Let x (t) be the part of x corresponding to snapshot t and S (t,h) be the block of S corresponding to the dissimilarities between vertices in snapshots t and h, respectively. We define a vector z = Cx. From [29, Theorem 4], we know that z (t)b , the b-th position of vector z (t) , can take two possible values: −2|Xt| if x (t)b = −1 and 2|Xt|, otherwise. Therefore, x (t) CS (t,h) Cx (h) is equal to the following quadratic form of the matrix S (t,h) : 
x CSCx = m t=1 z (t) S (t,t) z (t) + m−1 t=1 z (t) S (t,t+1) z (t+1) , which gives the numerator of Equation 12 . The denominator is as in Lemma 1. Figure 8 shows the performance results, in terms of running time, using synthetic data for sparsest (Figure 8a-8d ) and normalized (Figures 8e-8h) cuts. We vary the number of vertices, density (or grid connectivity), number of snapshots, and also the rank of FSTC. Similar conclusions can be drawn for both cut problems. UNION is the most efficient method, as it operates over an n × n matrix. On the other hand, STC and LAP, which operate over nm × nm matrices, are the most time consuming methods. STC is even slower than LAP, due to its denser matrix. SINGLE and FSTC achieve similar performance, with running times close to UNION 's times. Figures 8d and 8h illustrate how the rank r of the matrix approximation performed by FSTC enables significant performance gains compared to STC.
Performance Results
Synthetic heat process over the School network Figure 9 shows the School-heat dataset. Given Laplacians L0, L1 and L2, associated with the three snapshots, the initial signal f (0) is set to |V | for an arbitrary starting vertex and to 0 for the remaining vertices. For t > 0 the signal is computed using the heat equation: : School-heat dataset and associated temporal cut (vertex shapes). The dynamic graph signal is generated based on a heat process over the dynamic School network structure. Vertex colors correspond to signal values (red for high and blue for low). Better seen in color.
