A set S of vertices in a graph G is a total dominating set of G if every vertex of G is adjacent to some vertex in S. In this paper, we offer a survey of selected recent results on total domination in graphs.
Introduction
Total domination in graphs was introduced by Cockayne, Dawes, and Hedetniemi [18] and is now well studied in graph theory. The literature on this subject has been surveyed and detailed in the two excellent domination books by Haynes, Hedetniemi, and Slater [43, 44] who did an outstanding job of unifying results scattered through some 1200 domination papers at that time.
In this paper, we survey selected recent results on total domination in graphs. Due to the recent proliferation of research in total domination theory in graphs, many interesting results and problems on total domination in graphs are omitted in this brief survey. The author apologizes for these omissions. Several results not mentioned here can be found in the domination books by Haynes, Hedetniemi, and Slater [43, 44] . This survey focuses primarily on recent selected theoretical results on total domination in graphs that appeared subsequent to these two domination books.
Graph theory terminology and concepts
Let G = (V, E) be a graph with vertex set V and edge set E. A dominating set, denoted DS, of G is a set S of vertices of G such that every vertex in V \ S is adjacent to a vertex in S. The domination number of G, denoted by γ (G), is the minimum cardinality of a DS. A total dominating set, denoted TDS, of G with no isolated vertex is a set S of vertices of G such that every vertex is adjacent to a vertex in S. If no proper subset of S is a TDS of G, then S is a minimal TDS of G. Every graph without isolated vertices has a TDS, since S = V is such a set. The total domination number of G, denoted by γ t (G), is the minimum cardinality of a TDS. The upper total domination number of G, denoted by Γ t (G), is the maximum cardinality of a minimal TDS.
For notation and graph theory terminology we in general follow [43] . Specifically, let G = (V, E) be a graph with vertex set V of order |V | and edge set E of size |E|, and let v be a vertex in V For a set S ⊆ V , the subgraph induced by S is denoted by G [S] . We denote the degree of v in G by d G (v), or simply by d(v) if the graph G is clear from context. The minimum degree (resp., maximum degree) among the vertices of G is denoted by δ(G) (resp., ∆(G)). A cycle on n vertices is denoted by C n . The girth g(G) is the length of a shortest cycle in G. If G does not contain a graph F as an induced subgraph, then we say that G is F-free. In particular, we say a graph is claw-free if it is K 1,3 -free and diamond-free if it is (K 4 − e)-free. We denote the radius and diameter of G by rad(G) and diam(G), respectively. For graphs G and H , the Cartesian product G H is the graph with vertex set V (G) × V (H ) where two vertices (u 1 , v 1 ) and (u 2 , v 2 ) are adjacent if and only if either u 1 = u 2 and v 1 v 2 ∈ E(H ) or v 1 = v 2 and u 1 u 2 ∈ E(G).
A subset S of vertices in a graph G is a packing (respectively, an open packing) if the closed (resp., open) neighborhoods of vertices in S are pairwise disjoint. The packing number ρ(G) is the maximum cardinality of a packing, while the open packing number ρ o (G) is the maximum cardinality of an open packing. A set M of edges of a graph G is a matching if no two edges in M are incident to the same vertex. The matching number α (G) is the maximum cardinality of a matching of G.
A rooted tree distinguishes one vertex r called the root. For each vertex v = r of T , the parent of v is the neighbor of v on the unique r -v path, while a child of v is any other neighbor of v. A descendant of v is a vertex u such that the unique r -u path contains v. Thus, every child of v is a descendant of v. We let C(v) and D(v) denote the set of children and descendants, respectively, of v, and we define D[v] = D(v) ∪ {v}. The maximal subtree at v is the subtree of T induced by D [v] , and is denoted by T v . A leaf of T is a vertex of degree 1, while a support vertex of T is a vertex adjacent to a leaf. A branch vertex is a vertex of degree at least 3 in T .
Hypergraph terminology and concepts
Hypergraphs are systems of sets which are conceived as natural extensions of graphs. A hypergraph H = (V, E) is a finite set V of elements, called vertices, together with a finite multiset E of arbitrary subsets of V , called edges. A transversal or hitting set in H is a subset of the vertices of H which has a non-empty intersection with each edge of H . The transversal number τ (H ) of H is the minimum cardinality of a transversal in H . A transversal of H of cardinality τ (H ) is called a τ (H )-transversal. A k-uniform hypergraph is a hypergraph in which every edge has size k. Every (simple) graph is a 2-uniform hypergraph. Thus graphs are special hypergraphs.
For a subset X ⊂ V (H ) of vertices in H , we define H − X to be the hypergraph obtained from H by deleting the vertices in X and all edges incident with X . Note that if T is a transversal in H − X , then T ∪ X is a transversal in H .
For a graph G = (V, E), we denote by H G the open neighborhood hypergraph, abbreviated ONH, of G; that is, H G = (V, C) is the hypergraph with vertex set V (H G ) = V and with edge set E(H G ) = C consisting of the open neighborhoods of vertices of V in G. The transversal number of the ONH of a graph is precisely the total domination number of the graph.
Observation 1. If G is a graph with no isolated vertex and H G is the ONH of G, then γ t (G) = τ (H G ).
Perhaps much of the recent interest in total domination in graphs arises from the fact that total domination in graphs can be translated to the problem of finding transversals in hypergraphs. The main advantage of considering hypergraphs rather than graphs is that the structure is easier to handle-for example, we can often restrict our attention to uniform hypergraphs where every edge has the same size. This idea of using transversals in hypergraphs to obtain results on total domination in graphs first appeared in a paper by Thomassé and Yeo [84] submitted in 2003. Up to that time, the transition from total domination in graphs to transversals in hypergraphs seemed to pass by unnoticed. Subsequent to the Thomassé-Yeo paper, several results on total domination in graphs have been obtained using transversals in hypergraphs that appear very difficult to obtain using graph theoretic techniques. For example, significant progress on Problems 5 through to 10 listed in Section 1.3 has recently been made with proofs using transversals in hypergraphs.
Problem 16. Determine a sharp upper bound on the total domination number of a connected claw-free cubic graph of order n ≥ 10 in terms of its order n.
Problem 17. The domination number of every graph with no isolated vertex is at most its matching number. Establish classes of graphs for which the total domination number is at most the matching number.
Problem 18. Establish a Vizing-like relation between the product of the upper total domination number of two connected graphs G and H on at least three vertices and the upper total domination number of their Cartesian product, and characterize the graphs G and H achieving equality in the bound.
Problem 19. Establish a relationship between the upper total domination number and upper domination number of a graph, and characterize the graphs achieving equality in these bounds.
Problem 20. For a connected claw-free graph G determine an upper bound on Γ t (G) in terms of its order n and minimum degree δ, and characterize the extremal graphs achieving equality in the resulting upper bound. (If the condition of claw-freeness is relaxed, then Γ t (G) ≤ n − O(1) and this bound is best possible even for arbitrarily large, but fixed with respect to n, minimum degree δ.)
Complexity and algorithmic results
In this section we briefly mention some complexity and algorithmic results on total domination. For a more detailed discussion, see [43, 44, 47, 65] .
Complexity
The basic complexity question concerning the decision problem for the total domination number takes the following form:
TOTAL DOMINATING SET INSTANCE: A graph G = (V, E) and a positive integer k QUESTION: Does G has a TDS of cardinality at most k?
Let graph class G 1 be a subclass of a graph class G 2 , i.e., G 1 ⊂ G 2 . If problem P on G 2 remains NP-complete when restricted to G 1 , then it is NP-complete on G 2 . Furthermore, any polynomial time algorithm that solves a problem P on G 2 also solves P on G 1 . Hence it is useful to know the containment relations between certain graph classes. In particular, we have that the following containment relations: bipartite ⊂ comparability, interval ⊂ strongly chordal ⊂ chordal, split ⊂ chordal, claw-free ⊂ line, strongly chordal ⊂ dually chordal, permutation ⊂ cocomparability ⊂ asteroidal triple-free, permutation ⊂ k-polygon ⊂ circle. Table 1 summarizes the NP-completeness results for the total domination number with the corresponding citation. We abbreviate 'NP-complete' by 'NP-c', and 'polynomial time solvable' by 'P'.
Algorithms
Laskar, Pfaff, Hedetniemi, and Hedetniemi [69] constructed the first linear algorithm for computing the total domination number of a tree. The linear algorithm we present here is similar to an algorithm due to Mitchell, Cockayne, and Hedetniemi [73] for computing the domination number of an arbitrary tree. For ease of presentation, we consider rooted trees. We commonly draw the root of a rooted tree at the top with the remaining vertices at the appropriate level below the root depending on their distance from the root. Given a rooted tree T with root vertex labelled 1 and with V (T ) = {1, 2, . . . , n}, we represent T by a data structure called a Parent array in which the parent of a vertex labelled i is given by Parent[i] with Parent[1] = 0 (to indicate that the vertex labelled 1 has no parent). We assume that the vertices of T are labelled 1, 2, . . . , n so that for i < j, d(1, i) ≤ d(1, j), i.e., vertex i is at level less than or equal to that of vertex j. Fig. 1 shows an example of a rooted tree T with its Parent array.
In Algorithm TREE TOTAL DOMINATION that follows, initially the set S = ∅ and all vertices are labelled 'Bound'. As the algorithm progresses, vertices are added to the set S depending on their label. When a vertex i is encountered, its current label 'Label[i]' together with that of its parent 'Parent[i]' are used to possibly relabel 'Parent[i]' to 'Free' or 'Required' or 'Needed'. Once a vertex is labelled 'Needed' its label does not change. Once a vertex is labelled 'Free' or 'Required' its label either does not change or changes to 'Needed'. Upon completion of the algorithm, all vertices labelled 'Required' or 'Needed' belong to the set S while no vertex labelled 'Bound' or 'Free', except possibly for the vertex 2, belong to S. Furthermore a vertex labelled 'Needed' has a child labelled 'Bound' and a child labelled 'Required' or 'Needed'.
Algorithm TREE TOTAL DOMINATION:
Input: A rooted tree T = (V, E) rooted at a vertex labelled 1 with V = {1, 2, . . . , n} and represented by an array
It is a simple exercise to verify the validity of Algorithm TREE TOTAL DOMINATION; that is, the set S produced by the algorithm is indeed a minimum TDS of T . To illustrate this total domination algorithm, consider the rooted tree T in Fig. 1 . Upon completion of the algorithm, the vertices labelled 'Needed' are 1, 2, 3, and 7; the vertices labelled 'Required' are 4, 5, 6, 8, and 12 ; while all other vertices are labelled 'Bound'. The resulting set S consists of all vertices labelled 'Required' or 'Needed' and has cardinality 9. Thus, γ (T ) = 9.
Bertossi and Gori [6] constructed an O(n ln n) algorithm for the total domination number of an interval graph of order n, while Kratsch and Stewart [63] constructed an O(n 6 ) algorithm for computing the total domination number of a cocomparability graph of order n.
Adhar and Peng [1] presented efficient parallel algorithms for total domination in interval graphs, while Bertossi and Moretti [7] and Rao and Pandu Rangan [76] presented efficient parallel algorithms for total domination on circulararc graphs.
Heuristics
Since TOTAL DOMINATING SET is NP-complete, we turn our attention to develop efficient approximation algorithms that can quickly find us a TDS whose cardinality is "close" to the cardinality of a minimum TDS.
One such heuristic is the following greedy approach to find a TDS in a general graph G with minimum degree δ ≥ 1 and order n. Let H G be the ONH of G. Then, each edge of H G has size at least δ. Let H be obtained from H G by shrinking all edges of H G , if necessary, to edges of size δ. Then, H is a δ-uniform hypergraph with n vertices and n edges. We construct a set T of vertices of H as follows. Select a vertex v of maximum degree in H , delete v and all edges incident with v from H , and let T = {v}. Note that the resulting hypergraph H − v is a δ-uniform hypergraph with at most n vertices. In this resulting hypergraph we select a vertex of maximum degree, delete the vertex and all edges incident with it from this hypergraph, and then add the deleted vertex to the set T . We continue this process until there are no edges left. By construction, the resulting set T hits every edge of H and is therefore a transversal of H . It is shown in [55] that |T | ≤ ( 1+ln δ δ )n. Every transversal of H is a transversal of H G , and every transversal of H G is a TDS of G. Hence the set T produced by this greedy algorithm is a TDS of G of cardinality at most ( 1+ln δ δ )n.
Heuristic TOTAL DOMINATION:
Input: A graph G = (V, E) with minimum degree δ ≥ 1 and order n.
Output: A TDS T of G.
Step 1. Construct a hypergraph H where V (H ) = V and E(H G ) consists of n hyperedges N x , x ∈ V , where N x is a set of δ neighbors of x in G.
Step 2. Compute the degrees of the vertices in H .
Step 3. Initialize a hash table, L, of size n.
Step 4. For each vertex,
Step 5. Set T = ∅.
Step 6. If L(k) is empty for all k > 0, then stop and output T . Otherwise go to Step 8.
Step 7. Find the largest k such that L(k) is not empty.
Step 8. Put a vertex, x, from L(k) into our set T and then delete it from L(k).
Step 9. For all y in N (x) decrease the degree of y by 1 and move y from L(i) to L(i − 1) where i was the degree of y.
Step 10. Return to Step 6.
The complexity of each step in Algorithm TOTAL DOMINATION is O(n), except for Steps 1 and 2 which have complexity O(n + δn), Steps 5 and 8 which have complexity O(1), and Step 9 which has complexity O(d(x)). As we spend a total of at most O(n) time in Step 7 (as we never increase k) and at most O(δn) time in Step 9 (as adding up the degrees of different vertices is never more than the size of each edge, δ, times the number of edges, which is at most n), the overall complexity of Heuristic TOTAL DOMINATION is O(n + δn). Hence we have the following result. Theorem 1. If G is a graph with minimum degree δ ≥ 2 and order n, then Heuristic TOTAL DOMINATION produces a TDS T in G satisfying
The complexity of the algorithm is O(n + δn).
For sufficiently large δ, the TDS T produced by Heuristic TOTAL DOMINATION is essentially optimal, as can be deduced from the following result due to Thomasse and Yeo [84] .
Theorem 2 ([84]
). For any > 0 and for sufficiently large δ, there exists a δ-uniform hypergraph H with n vertices and n edges satisfying
Properties of total dominating sets
The following property of minimal TDSs is established by Cockayne, Dawes, and Hedetniemi [18] .
Proposition 1 ([18]
). If S is a minimal TDS of a connected graph G = (V, E), then each v ∈ S has at least one of the following two properties:
There exists a vertex w ∈ V − S such that N (w) ∩ S = {v};
The following stronger property of minimum TDSs in graphs is established in [48] .
Theorem 3 ([48])
. If G is a connected graph of order n ≥ 3, and G ∼ = K n , then G has a minimum TDS S in which every vertex has property P 1 or is adjacent to a vertex of degree 1 in G[S] that has property P 1 .
For a subset S of vertices in a graph G, the open boundary of S to the set OB(S) = {v: |N (v) ∩ S| = 1}; that is, B(S) is the set of vertices totally dominated by exactly one vertex in S. Hedetniemi, Jacobs, Laskar, and Pillone characterized a minimal TDS by its open boundary as follows (see Theorem 6.10 in [43] ).
Theorem 4. A TDS S in a graph G is a minimal TDS if and only if OB(S) dominates S.
A classical result in domination theory is that if S is a minimal DS of a graph G = (V, E) without isolates, then V \ S is also a DS of G. Thus, the vertex set of every graph without any isolates can be partitioned into two DSs. It is not the case that the vertex set of every graph can be partitioned into a DS and a TDS, even if every vertex has degree at least 2. For example, the vertex set of a 5-cycle C 5 cannot be partitioned into a DS and a TDS. However this is the only exception.
Theorem 5 ([53]
). If G is a graph with δ(G) ≥ 2 that contains no C 5 -component, then V (G) can be partitioned into a dominating set and a total dominating set.
Graphs with disjoint total dominating sets
As observed earlier, it is not the case that the vertex set of every graph with at least four vertices can be partitioned into two TDSs, even if every vertex has degree at least 2. A partition of the vertex set can also be thought of as a coloring. In particular, a partition into two TDSs is a 2-coloring of the graph such that no vertex has a monochromatic (open) neighborhood.
Zelinka [94, 95] showed that no minimum degree is sufficient to guarantee the existence of a partition into two TDSs. Consider the bipartite graph G k n formed by taking as one partite set, a set A of n elements, and as the other partite set all the k-element subsets of A, and joining each element of A to those subsets it is a member of. Then G k n has minimum degree k. As observed in [94] , if n ≥ 2k − 1 then in any 2-coloring of A at least k vertices must receive the same color, and these k are the neighborhood of some vertex.
In contrast, results of Calkin and Dankelmann [12] and Feige et al. [30] show that if the maximum degree is not too large relative to the minimum degree, then sufficiently large minimum degree does suffice.
Heggernes and Telle [40] showed that the decision problem to decide for a given graph G if there is a partition of V (G) into two TDSs is NP-complete, even for bipartite graphs.
Broere et al. [11] considered the question of how many edges must be added to G to ensure a partition of V into two TDSs in the resulting graph. They denote this minimum number by td(G). It is clear that td(G) can only exist for graphs with at least four vertices. In particular, they show that:
Dorfling et al. [26] further explored this problem of augmenting a graph of minimum degree 2 to have two disjoint TDSs.
Theorem 7 ([26]).
If G is a graph on n ≥ 4 vertices with minimum degree at least 2, then td(G) ≤ 1 4 (n − 2 √ n) + c log n for some constant c.
Total domination in trees
Any TDS must have a nonempty intersection with every open neighborhood. Hence we observe that if G is a graph with no isolated vertices, then γ t (G) ≥ ρ o (G). Rall [77] was the first to prove equality between the total domination number and the open packing number of any tree of order at least two. 
Theorem 8 ([77]). For every tree T of order at least 2, γ t (T ) = ρ o (T ).
A characterization of the set of vertices of a tree that are contained in all, or in no, minimum TDSs of the tree is given in [19] . For this purpose, the sets A t (G) and N t (G) of a graph G are defined by
Let T be a tree rooted at a vertex v. The set of leaves in
We next describe a technique called tree pruning, which will allow us to characterize the sets A t (T ) and N t (T ) for an arbitrary tree T .
Let T be a tree and let v be a vertex of T that is not a support vertex. The pruning of T is performed with respect to the root. Hence suppose T is rooted at v, that is,
Otherwise, let u be a branch vertex at maximum distance from v; note that |C(u)| ≥ 2 and d(x) ≤ 2 for each x ∈ D(u). We now apply the following pruning process:
and attach a path of length 2 to u.
and attach a path of length 1 to u.
and attach a path of length 3 to u.
and attach a path of length 4 to u.
This step of the pruning process, where all the descendants of u are deleted and a path of length 1, 2, 3, or 4 is attached to u to give a tree in which u has degree 2, is called a pruning of T v at u. Repeat the above process until a tree T v is obtained with d(u) ≤ 2 for each u ∈ V (T v ) − {v}. Then, T v is called a pruning of T v . The tree T v is unique. Thus, to simplify notation, we write
To illustrate the pruning process, consider the tree T in Fig. 2 . The vertices u and w are branch vertices at maximum distance 2 from v. Since |L 2 (u)| = 1, we delete D(u) and attach a path of length 2 to u. Since |L 1 (w)| = 2 and L 2 (w) = L 3 (w) = ∅, we delete D(w) and attach a path of length 1 to w. This pruning of T v at u and w produces the intermediate tree shown in Fig. 2 . In this tree, the vertices x and y are branch vertices at maximum distance 1 from v. Since |L 2 (x)| = 1, we delete D(x) and attach a path of length 2 to x. Since |L 1 (y)| = 1, L 2 (y) = ∅ and |L 3 (y)| = 1, we delete D(y) and attach a path of length 2 to y. This pruning of T v at x and y produces the pruning
The following characterization of the sets A t (T ) and N t (T ) for an arbitrary tree T is presented in [19] .
Theorem 9 ([19]
). Let v be a vertex of a tree T . Then,
To illustrate Theorem 9, note that in the pruning T v of the tree T in Fig. 2 ,
In [45] trees having unique minimum TDSs are investigated. They provide three equivalent conditions for a tree to have a unique minimum TDS and give a constructive characterization of such trees. If G = (V, E) is a graph and S ⊆ V , then the private neighborhood pn(v, S) of a vertex v ∈ S is defined by pn(v, S) = {u ∈ V | N (u) ∩ S = {v}}.
Theorem 10 ([45]
). Let T be a tree of order n ≥ 2. Then the following conditions are equivalent:
(a) T has a unique minimum total dominating set.
Total domination number versus domination number
Bollobás and Cockayne [8] established the following property of minimum DSs in graphs.
Theorem 11 ([8])
. Every graph G with no isolated vertex has a minimum dominating set D in which each vertex v ∈ D has the property that there exists a vertex v ∈ V (G) \ D that is adjacent to v but to no other vertex of D.
As an immediate consequence of Theorem 11, we have the following relationship between the domination and total domination numbers of a graph with no isolated vertex.
Theorem 12. For every graph G with no isolated vertex, γ (G) ≤ γ t (G) ≤ 2γ (G).
A constructive characterization of trees G satisfying γ t (G) = 2γ (G) is given in [49] . As a consequence of this constructive characterization, we have the following result.
Theorem 13 ([49]).
A tree G of order at least 3 satisfies γ t (G) = 2γ (G) if and only if the following three conditions hold:
(i) G has a unique minimum dominating set S, (ii) every vertex of S is a support vertex of G, and (iii) S is a packing in G.
For any two graph parameters λ and µ, we define a graph G to be a (λ, µ)-graph if λ(G) = µ(G). In [28] a constructive characterization of (γ , γ t )-trees is provided, and it is shown how to generate all (ρ, γ t )-graphs. We will need the following fact.
Theorem 14 (Moon and Meir [72]). For a tree T , γ (T ) = ρ(T ).
By Theorem 14, the (γ , γ t )-trees are precisely the (ρ, γ t )-trees. The key to our constructive characterization of (ρ, γ t )-trees is to find a labeling of the vertices that indicates the roles each vertex plays in the sets associated with both parameters.
We define a (ρ, γ t )-labeling of a graph G = (V, E) as a partition S = (S A , S B , S C , S D ) of V such that S A ∪ S D is a minimum TDS, S C ∪ S D is a maximum packing, and |S A | = |S C |.
Lemma 15 ([28]).
A graph is a (ρ, γ t )-graph if and only if it has a (ρ, γ t )-labeling.
We will refer to the pair (G, S) as a ρ-γ t -graph. The label or status of a vertex v, denoted sta(v), is the letter x ∈ {A, B, C, D} such that v ∈ S x . A labeled graph is simply one where each vertex is labeled with either A, B, C or D.
We now define some graph operations. • Operation G 1 . Assume sta(y) ∈ {A, D}. Add a vertex x and the edge x y. Let sta(x) = B.
• Operation G 2 . Assume sta(y) = A and sta(z) = C. Add a vertex x and the edges x y and x z. Let sta(x) = B.
• Operation G 3 . Assume sta(x), sta(y) ∈ {A, B}. Add the edge x y.
• Operation G 4 . Assume sta(y) = A. Add a path x, w and the edge x y. Let sta(x) = A and sta(w) = C. These operations are illustrated in Fig. 3 .
Theorem 16 ([28]).
A labeled graph is a ρ-γ t -graph if and only if it can be obtained from a disjoint union of P 4 's, with end-vertices labeled C and internal vertices labeled A, using operations G 1 through G 4 .
We consider next ρ-γ t -trees. Recall that the smallest (γ , γ t )-tree is P 4 . It has a unique labeling as a ρ-γ t -tree: leaves with status C and internal vertices with status A. Now, define three operations.
• Operation U 1 . Take a vertex y of status B which has no neighbor of status C, add a labeled P 4 , and join y to a leaf of the P 4 .
• Operation U 2 . Add a labeled P 4 , and join a vertex y of status B to an internal vertex of the P 4 .
• Operation U 3 . Add a labeled P 4 and a vertex y labeled B, and attach to a vertex y of status B or C the added vertex y and join y to an internal vertex of the added labeled P 4 .
These operations are illustrated in Fig. 4 .
Theorem 17 ([28]).
A labeled tree is a ρ-γ t -tree if and only if it can be obtained from a labeled P 4 using the operations G 1 , G 4 , U 1 , U 2 and U 3 .
Total domination in planar graphs
The decision problem to determine the domination number and total domination number of a graph remains NP-hard even when restricted to cubic graphs or planar graphs of maximum degree 3 [36] . Hence it is of interest to determine upper bounds on the total domination number of a graph. In this section, we survey results on the total domination of planar graphs with small diameter. It is trivial that a tree of radius 2 and diameter 4 can have arbitrarily large (total) domination number. So the interesting question is what happens when the diameter is 2 or 3. This restriction is reasonable to impose because planar graphs with small diameter are often important in applications. MacGillivray and Seyffarth [70] proved that planar graphs with diameter two or three have bounded domination numbers. In particular, this implies that the domination number of such a graph can be determined in polynomial time. On the other hand, they observed that in general graphs with diameter 2 have unbounded (total) domination number. MacGillivray and Seyffarth [70] established the following result.
Theorem 18 ([70]). If G is a planar graph with
The bound of Theorem 18 is sharp as may be seen by considering the graph F of As an immediate consequence of Theorem 19, we have the following result.
Theorem 20 ([37]). If G is a planar graph with
MacGillivray and Seyffarth [70] proved that planar graphs with diameter 3 have bounded domination numbers.
Theorem 21 ([70]).
A planar graph of diameter 3 has domination number at most 10.
For total domination in planar graphs of diameter 3 we have the following result.
Theorem 22 ([27]
). Let G be a planar graph of diameter 3. Then the following hold:
(c) If G has sufficiently large order, then γ t (G) ≤ 7.
Total domination and minimum degree
As remarked in Section 2, the decision problem to determine the total domination number of a graph is NPcomplete. Hence it is of interest to determine upper bounds on the total domination number of a graph in terms of its minimum degree. In this section we consider Problems 5 and 6 posed in Section 1.3. That is, for a connected graph G with minimum degree δ ≥ 1 and order n, find an upper bound f (δ, n) on γ t (G) in terms of δ and n. Characterize the connected graphs G with minimum degree δ ≥ 1 and large order n satisfying γ t (G) = f (δ, n).
Large minimum degree
As an immediate consequence of Theorem 1 stated earlier, we have the following result.
Theorem 23. If G is a graph with minimum degree δ ≥ 1 and order n, then
If δ is large, then Theorem 23 can also be proven using probabilistic methods in graph theory. It can be deduced from results of Alon [2] that the bound in Theorem 23 is nearly optimal for large δ. Thomasse and Yeo [84] also prove a similar result (see Theorem 2) . Hence for sufficiently large minimum degree δ, Problem 5 is solved. But what happens when δ is small? The problem then becomes much more difficult. (c) H 10 . Fig. 7 . The graphs G 10 and H 10 .
Minimum degree one
When δ = 1, Cockayne et al. [18] obtained the following upper bound on the total domination number of a connected graph in terms of the order of the graph.
Brigham, Carrington, and Vitray [10] characterized the connected graphs of order at least 3 with total domination number exactly two-thirds their order. For a graph H , we denote by H • P 2 the graph of order 3|V (H )| obtained from H by attaching a path of length 2 to each vertex of H so that the resulting paths are vertex-disjoint. The graph H • P 2 is also called the 2-corona of H . The graph C 4 • P 2 is shown in Fig. 6 .
Theorem 25 ([10]
). Let G be a connected graph of order n ≥ 3. Then γ t (G) = 2n/3 if and only if G is C 3 , C 6 or H • P 2 for some connected graph H .
We remark that the results of Theorems 24 and 25 can be deduced from the property of minimal TDSs stated earlier (see Theorem 3).
Minimum degree two
If G is a graph of order n that consists of a disjoint union of 3-cycles and 6-cycles, then γ t (G) = 2n/3. Hence the upper bound in Theorem 24 cannot be improved if we simply restrict the minimum degree to be two. However if we impose the additional restriction that G is connected, then Sun [82] showed that the upper bound in Theorem 24 can be improved.
Theorem 26 ([82]). If G is a connected graph of order n with
The bound of Sun [82] in Theorem 26 can be improved slightly if we forbid six graphs of small orders. Let G 10 and H 10 be the two graphs shown in Fig. 7(a) and (b) , respectively.
Theorem 27 ([48]
). If G ∈ {C 3 , C 5 , C 6 , C 10 , G 10 , H 10 } is a connected graph of order n with δ(G) ≥ 2, then γ t (G) ≤ 4n/7.
In order to characterize the connected graphs of large order with total domination number exactly four-sevenths their order, let F be the family of all graphs that can be obtained from a connected graph F of order at least 3 as follows: For each vertex v of F, add a 6-cycle and join v either to one vertex of this cycle or to two vertices at distance 2 on this cycle. A graph G in the family F is illustrated in Fig. 8 (here the graph F is a 4-cycle) .
Theorem 28 ([48])
. If G is a connected graph of order n > 14 with δ(G) ≥ 2 and γ t (G) = 4n/7, then G ∈ F. Fig. 8 . A graph G in the family F . Fig. 9 . Cubic graphs G ∈ G and H ∈ H of order n with γ t (G) = n/2. 
Minimum degree three
Here we consider the case when δ = 3. Chvátal and McDiarmid [17] and Tuza [87] independently established the following result about transversals in hypergraphs (see also Thomassé and Yeo [84] for a short proof of this result).
Theorem 29 ([17,87]).
Every hypergraph H where all edges have size at least three on n vertices and m edges has a transversal T such that 4|T | ≤ m + n.
As a consequence of Theorem 29, we have that the total domination number of a graph with minimum degree at least 3 is at most one-half its order. We remark that Archdeacon et al. [3] recently found an elegant one page graph theoretic proof of Theorem 30.
Theorem 30. If G is a graph of order n with δ(G) ≥ 3, then γ t (G) ≤ n/2. Two infinite families G and H of connected cubic graphs (described below) with total domination number one-half their orders are constructed in [33] which shows that the bound of Theorem 30 is sharp. For k ≥ 2 consider two copies of the path P 2k with respective vertex sequences a 1 , b 1 , a 2 , b 2 , . . . , a k , b k and c 1 , d 1 , c 2 , d 2 , . . . , c k , d k . For each i ∈ {1, 2, . . . , k}, join a i to d i and b i to c i . To complete the construction of graphs in G (H, respectively), join a 1 to c 1 and b k to d k (a 1 to b k and c 1 to d k , respectively). Two graphs G and H in the families G and H are illustrated in Fig. 9 .
The generalized Petersen graph G 16 of order 16 shown in Fig. 10 also achieves equality in Theorem 30. Hence we have two infinite families of connected graphs that achieve the upper bound of Theorem 30, as well as one connected graph of order 16. In [54] it is shown that there are no other extremal connected graphs. To establish this result, a characterization of connected hypergraphs that achieve equality in the upper bound of Theorem 29 is first obtained which is then used to deduce the characterization in Theorem 31. 
Theorem 31 ([54])
. If G is a connected graph with minimum degree at least three and total domination number one-half its order, then G ∈ G ∪ H or G is the generalized Petersen graph G 16 shown in Fig. 10 .
The result of Theorem 30 has recently been strengthened by Lam and Wei [67] .
Theorem 32 ([67])
. If G is a graph of order n with δ(G) ≥ 2 such that every component of the subgraph of G induced by its set of degree-2 vertices has size at most one, then γ t (G) ≤ n/2. The result of Theorem 32 is generalized further in [56] . Let G be a connected graph of order n with minimum degree at least two and with maximum degree at least three. We define a vertex as large if it has degree more than 2 and we let L be the set of all large vertices of G. Let P be any component of G − L; it is a path. If |P| ≡ 0(mod 4) and either the two ends of P are adjacent in G to the same large vertex or the two ends of P are adjacent to different, but adjacent, large vertices in G, we call P a 0-path. If |P| ≥ 5 and |P| ≡ 1(mod 4) with the two ends of P adjacent in G to the same large vertex, we call P a 1-path. If |P| ≡ 3(mod 4), we call P a 3-path. For i ∈ {0, 1, 3}, we denote the number of i-paths in G by p i .
Theorem 34 ([56]). If G is a connected graph of order n with δ(G) ≥ 2 and ∆(G)
≥ 3, then γ t (G) ≤ (n + p 3 + p 4 + p 5 )/2.
Minimum degree four
Here we consider the case when δ = 4. Thomasse and Yeo [84] proved the following beautiful hypergraph result.
Theorem 35 ([84]
). Every 4-uniform hypergraph on n vertices and m edges has a transversal with no more than (5n + 4m)/21 vertices.
The complement of the Fano plane shown in Fig. 11 achieves equality in Theorem 35. As a consequence of Theorem 35, we have the following result.
Theorem 36 ([84]).
If G is a graph of order n with δ(G) ≥ 4, then γ t (G) ≤ 3n/7.
The incidence bipartite graph of the complement of the Fano plane (or, equivalently, the relative complement of the Heawood graph) shown in Fig. 12 achieves equality in the bound of Theorem 36. Hence the bound of Theorem 36 is sharp.
Yeo [85] showed that the incidence bipartite graph of the complement of the Fano plane is in fact the unique connected graph achieving equality in the bound of Theorem 36. 
Theorem 37 ([85]).
If G is a graph of order n with δ(G) ≥ 4, and if G is not the incidence bipartite graph of the complement of the Fano plane, then
n.
Summary of results on bounds
We summarize the known upper bounds on the total domination number of a graph G in terms of its order n in Table 2 . Table 2 Upper bounds on the total domination number of a graph G
Total domination and connectivity
In this section we consider Problems 8 and 9 posed in Section 1.3. That is, for a k-connected graph G of large order n, where k ≥ 1, find a sharp upper bound g(k, n) on γ t (G) in terms of k and n, and characterize the k-connected graphs G of large order n satisfying γ t (G) = g(k, n). If k = 1, then G is a connected graph and the desired results are given by Theorems 24 and 25. Hence in what follows we restrict our attention to k ≥ 2.
In Section 8.3, we established bounds on the total domination number of a connected graph with minimum degree two. Every graph in the family F of extremal graphs of large order that achieve equality in the bound of Theorem 28 has cut-vertices. It is therefore a natural question to ask whether this upper bound of 4n/7 can be improved if we restrict our attention to 2-connected graphs. Indeed if G has sufficiently large order, then the bound can be improved.
Theorem 38 ([57])
. If G is a 2-connected graph of order n ≥ 19, then γ t (G) ≤ 6n/11.
To illustrate the sharpness of Theorem 38, let r ≥ 2 be an integer and let G be the family of all graphs that can be obtained from a 2-connected graph H of order 2r that contains a perfect matching M as follows. For each edge e = uv in the matching M, subdivide the edge e three times, add a 6-cycle, select two vertices u and v at distance 2 apart on this cycle and join u to u and v to v . The edges uv and u v are optional edges that may be added. Let G denote the resulting graph of order n = 11r . Then, γ t (G) = 6r = 6n/11. A graph in the family G with r = 4 that is obtained from an 8-cycle H is shown in Fig. 13 .
In Section 8.4, we established bounds on the total domination number of a connected graph with minimum degree three. As a consequence of Theorem 31, we have the following result.
Theorem 39 ([54])
. If G is a 3-connected graph of order n, then γ t (G) ≤ n/2 with equality if and only if G = K 4 or G ∈ H or G is the generalized Petersen graph G 16 of order 16 shown in Fig. 10. 
Relating the size and total domination number
A classical result of Vizing [93] relates the size and the domination number of a graph of given order. Dankelmann et al. [21] established the following Vizing-like relation between the size and the total domination number of a graph of given order. They prove that: Theorem 40 ([21]) . If G is a graph without isolated vertices of order n, size m and total domination number γ t , then
Theorem 41 ([21])
. If G is a bipartite graph without isolated vertices of order n, size m and total domination number γ t , then m ≤ 1 4 [(n − γ t )(n − γ t + 6) + 2γ t ], and this bound is sharp for γ t ≥ 4 even. The bounds in Theorem 40 are sharp, but the edges of the graphs presented in [21] that achieve equality are unevenly distributed, i.e., δ(G) and ∆(G) differ greatly (δ(G) = 1 while ∆(G) = n − γ t + 1). If G is connected and γ t (G) ≥ 5, then Sanchis [79] improved the bound of Theorem 40 slightly. For n ≥ 1, let F n be a graph on n vertices that consists of either a 1-factor (if n is even) or a 1-factor plus an isolated vertex (if n is odd); that is, F n = n 2 K 2 if n is even and
Theorem 42 ([79]). If G is a connected graph of order n, size m and total domination number
If G achieves equality in this bound, then it has one of the following forms: 1. G is obtained from K n−γ t ∪ F γ t by adding edges between the clique and the graph F γ t in such a way that each vertex in the clique is adjacent to exactly one vertex in F γ t and each component of F γ t has at least one vertex adjacent to a vertex in the clique. 2. For γ t = 5 and n ≥ 9, G is obtained from K n−7 ∪ P 3 ∪ P 4 by joining every vertex in the clique to both ends of the P 4 and to at least one end of the P 3 in such a way that each end of the P 3 is adjacent to at least one vertex in the clique. 3. For γ t = 5 and n ≥ 9, G is obtained K n−6 ∪ F 6 by joining every vertex in the clique to at least two vertices in a maximum independent set S in F 6 in such a way that each vertex in S is adjacent to at least one vertex in the clique.
We remark that the graphs achieving equality in the bound of Theorem 42 have large maximum degree, namely ∆(G) = n − γ t (G). In [50, 80] the square dependence on n and γ t in Theorems 40 and 42 is improved into a linear dependence on n, γ t and ∆ by demanding a more even distribution of the edges by restricting the maximum degree ∆. Hence a linear Vizing-like relation is established relating the size of a graph and its order, total domination number, and maximum degree.
Theorem 43 ( [50, 80] ). Let G be a graph each component of which has order at least 3. If G has order n, size m, total domination number γ t , and maximum degree ∆(G) ≤ ∆ where ∆ ≥ 3, then m ≤ ∆(n − γ t ).
Theorem 44 ( [50, 80] ). Let G be a graph with maximum degree at most 3 and with each component of order at least 3. If G has order n and size m, then γ t (G) ≤ n − m/3.
The two infinite families G and H of connected cubic graphs (described in Section 8.4) achieve equality in Theorem 43 for the case ∆ = 3 and in Theorem 44, as does the generalized Petersen graph G 16 of order 16 shown in Fig. 10 . As further examples, the graphs H • P 2 where H is a cycle C k on k ≥ 3 vertices achieve equality in Theorem 43 for the case ∆ = 3 and in Theorem 44, as do the graphs K 3 consisting of ≥ 1 disjoint copies of K 3 . Thus, for ∆ = 3, Theorems 43 and 44 are sharp. However in [50] it was believed that Theorem 43 is not sharp for large ∆, and it was conjectured that the bound in the statement of this theorem should be m ≤ 1 2 (∆ + 3)(n − γ t ). This conjecture was subsequently disproved by Yeo [86] who showed that the conjecture is false when ∆ ≥ 1.07 × 10 13 .
Theorem 45 ([86]
). Let G be a graph each component of which has order at least 3. Let G have order n, size m, total domination number γ t , and maximum degree ∆(G) ≤ ∆ where ∆ ≥ 3. Then,
This gives rise to the following question.
Question 1. Let G be a graph each component of which has order at least 3. Let G have order n, size m, total domination number γ t , and maximum degree ∆(G) ≤ ∆ where ∆ ≥ 3. What is the smallest value of r ∆ such that m ≤
Note that Theorem 43 implies that r ∆ ≤ ∆ for all ∆ ≥ 3, while Theorem 45 implies that 0.1 ln ∆ ≤ r ∆ ≤ 2 √ ∆. Yeo remarks in [86] that "We do not have a guess if r ∆ grows proportionally with 0.1 ln ∆ or √ ∆ or some completely different function".
Total domination and girth
In this section we consider Problem 10 posed in Section 1.3. That is, for a graph G of order n, minimum degree δ ≥ 2 and girth g ≥ 3, find a sharp upper bound on γ t (G) in terms of δ, g, and n. The first such result appeared in [46] .
Theorem 46 ([46]
). If G = C n is a connected graph with order n, girth g ≥ 7, and δ(G) ≥ 2, then γ t (G) ≤ (4n − g)/6 unless G = G 1 , where G 1 is the graph shown in Fig. 14, in which case 
If we allow small girth, then we have the following more general result.
Theorem 47 ([58]).
If G is a graph of order n, minimum degree at least two, and girth g ≥ 3, then
The proof of Theorem 47 is an interplay between graph theory and transversals in hypergraphs. The total domination number of a cycle C n on n ≥ 3 vertices is easy to compute (see [48] ): For n ≥ 3, γ t (C n ) = n/2 + n/4 − n/4 . In particular, if n ≡ 2 (mod 4) and G = C n , then G has order n, girth g = n, and
Hence the bound in Theorem 47 is sharp for cycles of length congruent to two modulo four.
We remark that Theorem 46 can be restated as follows: If G is a graph of order n, minimum degree δ ≥ 2 and girth g, then γ t (G) ≤ (4n −(n −6g/n))/6. Hence, Theorem 47 improves on the bound of Theorem 46 when n −6g/n > g, i.e., when n ≥ (g + g 2 + 24g)/2. We also remark that Theorem 47 improves on the result of Theorem 27 for large enough girth, namely for girth g > 14.
The girth of a graph can be used to provide a lower bound for the total domination number as shown in [25] .
Theorem 48 ([25]).
If G is a graph that contains a cycle of girth g, then γ t (G) ≥ g/2. 
Total domination and specified forbidden cycles
In this section we consider Problem 7 posed in Section 1.3. That is, for a given value of δ ≥ 2 in Problem 1, determine whether the absence of any specified cycle guarantees that the upper bound f (δ, n) on γ t (G) can be lowered.
Every graph in the family F of extremal graphs of large order that achieve equality in the bound of Theorem 28 has induced 6-cycles. It is therefore a natural question to ask whether this upper bound of 4n/7 can be improved if we restrict our attention to connected graphs that are C 6 -free. Indeed if G has sufficiently large order and is C 6 -free, then the bound can be improved.
Theorem 49 ([57])
. If G is a connected graph of order n ≥ 19 with δ(G) ≥ 2 that has no induced 6-cycle, then γ t (G) ≤ 6n/11.
To illustrate the sharpness of Theorem 49, let H be the family of all graphs that can be obtained from a connected C 6 -free graph H of order at least 2 as follows: For each vertex v of H , add a 10-cycle and join v to exactly one vertex of this cycle. Each graph G ∈ H is a connected C 6 -free graph of order n with γ t (G) = 6n/11. A graph G in the family H is illustrated in Fig. 15 (here the graph H is a 4-cycle).
Claw-free graphs

Minimum degree one
If we restrict G to be a connected claw-free graph, then the upper bound of Theorem 24 (see Section 8.2) cannot be improved since the 2-corona of a complete graph is claw-free and has total domination number two-thirds its order.
Minimum degree two
Every graph in the family F of extremal graphs of large order that achieve equality in the bound of Theorem 28 (see Section 8.3) contains a claw. It is therefore a natural question to ask whether the upper bound of Theorem 28 can be improved if we restrict G to be a connected claw-free graph. For this purpose, we construct an infinite family G * of connected, claw-free graphs G of order n satisfying γ t (G) = (n + 1)/2. Let G 1 , G 2 , . . . , G 7 be the seven graphs shown in Fig. 16 .
We define an elementary 4-subdivision of a nonempty graph G as a graph obtained from G by subdividing some edge four times. A 4-subdivision of G is a graph obtained from G by a sequence of zero or more elementary 4-subdivisions. We define a good edge of a graph G to be an edge uv in G such that both N [u] and N [v] induce a clique in G − uv. Further, we define a good 4-subdivision of G to be a 4-subdivision of G obtained by a sequence of elementary 4-subdivisions of good edges (at each stage in the resulting graph). For i = 1, 2, . . . , 7, let G * i = {G | G is a good 4-subdivision of G i }. We now define our family G * by
Theorem 50 ([34])
. If G is a connected claw-free graph of order n with δ(G) ≥ 2, then either Fig. 16. The graphs G 1 , G 2 , . . . , G 7 . Fig. 17 . A claw-free cubic graph G 1 with γ t (G 1 ) = n/2.
Corollary 51 ([34])
. If G is a connected claw-free graph of order n with δ(G) ≥ 2, then γ t (G) ≤ (n + 2)/2 with equality if and only if G is a cycle of length congruent to 2 modulo 4.
Minimum degree three
Every graph in the two families G and H, except for K 4 and the cubic graph G 1 shown in Fig. 17 , contains a claw, as does the generalized Petersen graph G 16 shown in Fig. 10 . It is therefore a natural question to ask whether the upper bound of Theorem 30 can be improved if we restrict G to be a connected cubic claw-free graph of order at least ten. The connected claw-free cubic graphs achieving equality in Theorem 30 are characterized in [32] .
Theorem 52 ([32])
. If G is a connected claw-free cubic graph of order n, then γ t (G) ≤ n/2 with equality if and only if G = K 4 or G = G 1 where G 1 is the graph shown in Fig. 17 .
In [35] it is shown that the upper bound on the total domination number of G in Theorem 30 decreases from one-half its order to five-elevenths its order if we restrict G to be claw-free of order at least ten.
Theorem 53 ([35])
. If G is a connected claw-free cubic graph of order n ≥ 6, then either G = G 1 where G 1 is the graph shown in Fig. 17 or γ 
Theorem 54. If G is a connected claw-free cubic graph of order n ≥ 10, then γ t (G) ≤ 5n/11.
If we further restrict our claw-free graph to be diamond-free, then the upper bound on the total domination number of G in Theorem 54 decreases from five-elevenths its order to two-fifths its order. (K 1,3 , K 4 − e)-free cubic of order n ≥ 6, then γ t (G) ≤ 2n/5 with equality if and only if G is the graph shown in Fig. 18 .
Theorem 55 ([35]). If G is a connected
If we further forbid induced 4-cycles, then the upper bound on the total domination number of G in Theorem 55 decreases from two-fifths its order to three-eighths its order. (K 1,3 , K 4 − e, C 4 )-free cubic graph of order n ≥ 6, then γ t (G) ≤ 3n/8 with equality if and only if G is the graph shown in Fig. 19 . Fig. 18. A (K 1,3 , K 4 − e)-free cubic G with γ t (G) = 2n/5. Fig. 19. A (K 1,3 , K 4 − e, C 4 )-free cubic G with γ t (G) = 3n/8.
Theorem 56 ([35]). If G is a connected
Total domination number versus matching number
It is well-known that for every graph G with no isolated vertex, the domination number of G is at most its matching number; that is, γ (G) ≤ α (G). Since γ (G) ≤ γ t (G) for all graphs G with no isolated vertex, it is natural to ask the question: Is it true that γ t (G) ≤ α (G) for every graph G with sufficiently large minimum degree? This question is investigated in [51] . They answer this question in the affirmative for the family of claw-free graphs with minimum degree at least three and for the family of k-regular graphs when k ≥ 3.
Theorem 57 ([51]). For every claw-free graph G with
δ(G) ≥ 3, γ t (G) ≤ α (G).
Theorem 58 ([51]). For every k-regular graph G with k
However in general the matching number and total domination number of a graph are incomparable, even for arbitrarily large, but fixed (with respect to the order of the graph), minimum degree.
Theorem 59 ([51]
). For every integer δ ≥ 2, there exists graphs G and H with δ(G) = δ(H ) = δ satisfying γ t (G) > α (G) and γ t (H ) < α (H ).
A path covering of a graph G is a collection of vertex disjoint paths of G that partition V (G). The minimum cardinality of a path covering of G is the path covering number of G, denoted pc(G). The following result is proven by DeLaViña, Liu, Pepper, Waller, and West [25] .
That the bound of Theorem 60 is sharp, may be seen by as follows: For m ≥ 1, let G m be the graph of order 7m obtained from a cycle C m , if m ≥ 3, or a path P m , if m = 1 or m = 2, by identifying each vertex of the cycle or path with the center of a path P 7 . Then, γ t (G m ) = 4m, α (G m ) = 3m and pc(G m ) = m.
Total domination critical graphs
For many graph parameters, criticality is a fundamental question. Much has been written about those graphs where a parameter (such as connectedness or chromatic number) goes up or down whenever an edge or vertex is removed or added. In this section, we consider the same concept for total domination.
Total domination edge-critical graphs
A graph G is k-γ -edge-critical if γ (G) = k and γ (G + e) < k for every edge e ∈ E(G) = ∅. The same concept can be introduced for total domination. For k ≥ 3, a graph G with no isolated vertex is k-γ t -edge-critical if γ t (G) = k and γ t (G +e) < k for every edge e ∈ E(G) = ∅. In 1983, Sumner and Blitch [81] conjectured that if G is a 3-γ -edgecritical graph, then γ (G) = i(G) where i(G) denotes the minimum cardinality of an independent dominating set. This conjecture became a major outstanding conjecture in domination theory for sixteen years. A great deal of heuristic and computer-generated data seemed to suggest that the conjecture was true. However in 1999 van der Merwe [88] gave a counterexample to the conjecture by providing an elegant construction that gives for each k ≥ 3 a connected 3-γ t -edge-critical graph G k that is 3-γ -edge-critical and satisfies i(G k ) = k. The construction can be found in [91] .
It seems to be a difficult problem to characterize k-γ t -edge-critical graphs, even in the special case when k = 3.
The 3-γ t -edge-critical graphs G with diam(G) = 3 are characterized in [92] . In an attempt to characterize the 3-γ t -edge-critical graphs G with diam(G) = 2, van der Merwe, Mynhardt and Haynes [90] made the following observation:
Lemma 62 ( [90] ). If G is a 3-γ t -edge-critical graph, then for every pair of non-adjacent vertices u and v, either {u, v} dominates V (G) or, without loss of generality, there exists a vertex w such that uw ∈ E(G) and {u, w} dominates V (G) \ {v}.
The 3-γ t -edge-critical graphs G with diam(G) = 2 such that {u, v} dominates V (G) for some pair of non-adjacent vertices u and v are characterized in [92] . However the 3-γ t -edge-critical graphs G with diam(G) = 2 that do not have this property have yet to be characterized. The 3-γ t -edge-critical graphs with a cut-vertex are characterized in [41] . Various properties of 3-γ t -edge-critical graphs are explored in [41, 90] . The diameter of a 4-γ t -edge-critical graph is two or three.
The 4-γ t -edge-critical graphs G with diam(G) = 4 are characterized in [89] . However the 4-γ t -edge-critical graphs G with diam(G) = 2 or diam(G) = 3 have yet to be characterized. Various properties of 4-γ t -edge-critical graphs are explored in [89] .
To date the problem (see Problem 14 in Section 1.3) to characterize k-γ t -edge-critical graphs remains open, even for k = 3 and k = 4.
Total domination vertex-critical graphs
Since total domination is undefined for a graph with isolated vertices, we say that a graph G is k-γ t -vertex-critical if γ t (G) = k and γ t (G − v) < γ t (G) for every vertex v of G that is not adjacent to a vertex of degree one. The corona cor(H ) of a graph H (denoted H • K 1 in [43] ) is that graph obtained from H by adding a pendant edge to each vertex of H . The k-γ t -vertex-critical graphs with end-vertices are characterized in [38] . The following characterization of 3-γ t -vertex-critical graphs is given in [38] .
Theorem 66 ([38]).
A connected graph G is 3-γ t -vertex-critical if and only if G is vertex diameter 2-critical or G is the net, cor(K 3 ).
For example, the Petersen graph is vertex diameter 2-critical, and so the complement is 3-γ t -vertex-critical. Bounds on the diameter of a connected k-γ t -vertex-critical graph are established in [38] .
Theorem 67 ([38] ). Let G k be a connected k-γ t -vertex-critical graph of maximum diameter. For k ≥ 9, diam(G k ) ≤ 2k − 3. For k ≤ 8, the diameter of G k is the value given by the following table.
k 3 4 5 6 7 8 diam 3 4 6 7 9 11
Theorem 68 ( [38] ). For all k ≡ 2(mod 3), there exists a k-γ t -vertex-critical graph of diameter (5k − 7)/3.
Total domination and graph products
The study of a graphical invariant on a graph product have resulted in several famous conjectures and open problems in graph theory. In this section, we investigate the behavior of the total domination number on a graph product.
By a graph product G ⊗ H on graphs G and H , we mean the graph that has vertex set the Cartesian product of the vertex sets of G and H (that is, V (G ⊗ H ) = V (G) × V (H )) and edge set that is determined entirely by the adjacency relations of G and H . An outstanding survey of the behavior of the domination number on a graph product has been written by Nowakowski and Rall [74] .
The Cartesian product
Recall that for graphs G and H , the Cartesian product G H is the graph with vertex set V (G) × V (H ) where two vertices (u 1 , v 1 ) and (u 2 , v 2 ) are adjacent if and only if either u 1 = u 2 and v 1 v 2 ∈ E(H ) or v 1 = v 2 and u 1 u 2 ∈ E(G). The most famous open problem involving domination in graphs is the more than four-decades-old conjecture of Vizing which states the domination number of the Cartesian product of any two graphs is at least as large as the product of their domination numbers. Here we investigate a similar problem for total domination.
For any graph G, ρ(G) ≤ γ (G). Recall, we define a graph G to be a (ρ, γ )-graph if ρ(G) = γ (G). If at least one of G or H is a (ρ, γ )-graph, then it is shown in [52] that the product of the total domination numbers of G and H is at most twice the total domination number of G H , and an infinite family of graphs achieving equality is provided.
Theorem 69 ([52]
). For graphs G and H without isolated vertices, at least one of which is a (ρ, γ )-graph, γ t (G)γ t (H ) ≤ 2γ t (G H ), and this bound is sharp.
It is conjectured in [52] that the product of the total domination numbers of two graphs without isolated vertices is bounded above by twice the total domination number of their Cartesian product. This conjecture has recently been solved by Pak Tung Ho [59] .
Theorem 70 ([59]). For graphs G and H without isolated vertices, γ t (G)γ t (H ) ≤ 2γ t (G H ).
In the case when at least one of G or H is a nontrivial tree, those graphs G and H for which γ t (G)γ t (H ) = 2γ t (G H ) are characterized in [52] .
Theorem 71 ([52] ). Let G be a nontrivial tree and H any graph without isolated vertices. Then, γ t (G)γ t (H ) ≤ 2γ t (G H ) with equality if and only if γ t (G) = 2γ (G) and H consists of disjoint copies of K 2 .
A constructive characterization of trees G satisfying γ t (G) = 2γ (G) is given in [49] . It remains, however, an open problem to characterize the graphs G and H that achieve equality in the bound of Theorem 70.
Gravier [39] determined the total domination number of the Cartesian product γ t (P m P n ) where 1 ≤ m ≤ 4. Since P 1 P n = P n and γ t (P n ) = n/2 + n/4 − n/4 , we mention here the results for 2 ≤ m ≤ 4.
Gravier [39] gave the following general bound on γ t (P m P n ) for m and n sufficiently large.
Proposition 5 ([39]
). For integers m ≥ 16 and m ≥ 16,
Excellent surveys of domination in Cartesian products have been written by Hartnell and Rall [42] and Imrich and Klavžar [60] .
The direct product
The direct product (also known as the cross product, tensor product, categorical product, and conjunction) G × H of two graphs G and H is the graph with vertex set V (G)×V (H ) where two vertices (u 1 , v 1 ) and (u 2 , v 2 ) are adjacent in G × H if and only if u 1 u 2 ∈ E(G) and v 1 v 2 ∈ E(H ).
Nowakowski and Rall [74] observed that if ⊗ is any graph product such that the direct product G × H is a spanning subgraph of G ⊗ H for all graphs G and H , then the (set) Cartesian product of TDSs of G and H is a TDS of G ⊗ H . As an immediate consequence of this result, we have the following theorem.
Theorem 72 ([74]). For graphs G and H without isolated vertices
The inequality in Theorem 72 can be strict. For example, [77] established a family of graphs G that achieve equality in Theorem 72. Recall that ρ o (G) is the maximum cardinality of an open packing in G.
Theorem 73 ([77]). Let G and H be graphs without isolated vertices. If
To illustrate the sharpness of Theorem 73, consider the family of connected graphs for which each vertex is either an end-vertex or a support vertex. Every graph G in this family satisfies γ t (G) = ρ o (G). Recall (see Theorem 8) that every tree T of order at least 2, satisfies γ t (T ) = ρ o (T ). Hence as a special case of Theorem 73, we have the following result.
Theorem 74 ([77]
). If T is any tree of order at least two and H is any graph without isolated vertices, then γ t (T × H ) = γ t (T )γ t (H ).
In particular, note that for n ≥ 2, γ t (P n × H ) = γ t (P n )γ t (H ). El-Zahar, Gravier and Klobucar [29] determined the exact value of γ t (C n × K m ).
Theorem 75 ([29]
). For n ≥ 3 and m ≥ 3, γ t (C n × K 2 ) = 2γ t (C n ) and γ t (C n × K m ) = n.
The exact value of γ t (C n × C m ) is also established in [29] . Further results on total domination in direct products of graphs can be found in [22] .
Upper total domination
In this section we briefly consider the upper total domination number Γ t (G) of a graph G. The upper total domination number of a path is established in [23] .
Chellali, Favaron, Haynes, and Raber [16] determined upper bounds on the upper total domination number of a tree. The independence number β(G) of G is the maximum cardinality of an independent set of vertices of G, while the 2-independence number β 2 (G) of G is the maximum cardinality of a set of vertices that induce a subgraph of maximum degree at most 1 in G.
Theorem 76 ([16]
). Let T be a nontrivial tree. Then, We note that the upper total domination number and upper domination number of a graph with no isolated vertex are incomparable. For each positive integer k, there exist graphs G and H such that Γ (G) − Γ t (G) = k and Γ t (H ) − Γ (H ) = k. However the following relationship is established in [24] .
Theorem 77 ([24]
). For any graph G of order n with no isolated vertex,
If G is a graph satisfying Γ t (G) ≤ 2Γ (G), then (see [24] ) the graph G has the following three properties: (i) Every Γ t (G)-set induces a subgraph that consists of disjoint copies of K 2 ; (ii) Γ (G) = β(G); (iii) For every Γ t (G)-set S, every vertex of V (G) \ S is contained in a common triangle with two vertices of S. However it remains an open problem to find a nice characterization of graphs G satisfying Γ t (G) = 2Γ (G).
A Vizing-like bound for the upper total domination number of Cartesian products of graphs is established in [24] .
Theorem 78 ([24])
. If G and H are connected graphs of order at least 3 with
A connected graph that can be constructed from k ≥ 2 disjoint copies of K 3 by identifying a set of k vertices, one from each K 3 , into one vertex is called a daisy with k petals. It is proven in [24] that if G and H are both daisies with k petals, then Γ t (G)(Γ t (H ) + 1) = 2Γ t (G H ). Hence the bound in Theorem 78 is sharp. However it remains an open problem to characterize the graphs G and H achieving equality in the bound of Theorem 78.
Theorem 79 ([24]
). For any graphs G and H with no isolated vertices, Γ t (G)Γ t (H ) ≤ 2Γ t (G H ), with equality if and only if both G and H are a disjoint union of copies of K 2 .
We focus next on bounds on Γ t (G) in terms of its order n and its minimum degree δ. Even if the minimum degree is large, the upper total domination number can be made arbitrarily close to the order of the graph.
Theorem 80 ([31])
. If G is a connected graph of order n ≥ 3, then Γ t (G) ≤ n − 1. Furthermore, if G has minimum degree δ ≥ 2, then Γ t (G) ≤ n − δ + 1, and this bound is sharp.
Theorem 81 ([31])
. If G is a connected graph of order n, then Γ t (G) ≤ n − O(1) and this bound is best possible even for arbitrarily large, but fixed (with respect to n), minimum degree.
However it is shown in [31] that the upper bound of Theorem 81 can be improved if we restrict our attention to claw-free graphs.
Theorem 82 ([31])
. If G is a connected claw-free graph of order n and minimum degree δ, then (
The extremal graphs achieving equality in the bounds of Theorem 82 are characterized in [31] . We remark that the upper bounds in Theorem 82 are sharp even for a connected claw-free graph of arbitrarily large order.
Ten conjectures
In this section, we list several conjectures which have yet to be solved. 
Augmenting a graph
Planar graphs
Conjecture 2. Every planar graph of diameter 3 has total domination number at most 6.
If Conjecture 2 is true, then the bound is sharp as shown by the graph of Fig. 20 , which can be made arbitrarily large by duplicating any of the vertices of degree 2. This graph first appeared in the paper by MacGillivray and Seyffarth [70] . [For progress to date on Conjecture 2, see Section 4.]
C 4 -free graphs
Conjecture 3. If G = G 16 is a connected graph of order n with δ(G) ≥ 3 and with no 4-cycles, then γ t (G) ≤ 8n/17. Conjecture 3 claims that the absence of 4-cycles guarantees that the upper bound of n/2 for γ t (G) in Theorem 31 (see Section 8.4) can be lowered to 8n/17. If Conjecture 3 is true, then the bound is sharp as may be seen by considering the following family L of all graphs G that can be obtained from a connected C 4 -free graph F with minimum degree at least 2 as follows: For each vertex v of F, add a copy G v of the generalized Petersen graph, G 16 , shown in Fig. 10 and join v to one vertex of G v . A graph G in the family L is illustrated in Fig. 21 . Each graph G of order n in the family L is a connected graph with no 4-cycles satisfying γ t (G) = 8n/17. 
Minimum degree four
Conjecture 4 (Yeo [85] ). If G is a connected graph of order n with δ(G) ≥ 4 that is not the incidence bipartite graph of the complement of the Fano plane, then γ t (G) ≤ 2n/5.
If Conjecture 4 is true, then the bound is sharp as may be seen by considering the following family H of all graphs that can be obtained from a connected graph F with minimum degree at least 3 as follows: For each vertex v of F, add a copy G v of the incidence bipartite graph of the complement of the Fano plane, and join v to one vertex of G v . Each graph G of order n in the family H is a connected graph with δ(G) ≥ 4 satisfying γ t (G) = 2n/5. [For progress to date on Conjecture 4, see Section 8.5.]
Claw-free graphs
Conjecture 5 (Favaron, Henning) . If G is a connected claw-free cubic graph of order n ≥ 10, then γ t (G) ≤ 4n/9.
If Conjecture 5 is true, then the bound is tight as may be seen by considering the two connected claw-free cubic graphs F 1 and F 2 shown in Fig. 22 . Both F 1 and F 2 have total domination numbers four-ninths their orders. [For progress to date on Conjecture 5, see Section 13.3. In particular, note that Theorem 53 states that if G is a connected claw-free cubic graph of order n ≥ 10, then γ t (G) ≤ 5n/11.] 18.6. Relating the size and total domination number Conjecture 6 ( [21] ). If G is a bipartite graph without isolated vertices of order n, size m and total domination number γ t ≥ odd, then m ≤ 1 4 ((n − γ t )(n − γ t + 4) + 2γ t − 2).
If Conjecture 6 is true, then the bound is sharp (see [21] ). [For progress to date on Conjecture 6, see Section 10.]
Girth
Conjecture 7. If G is a graph of order n, minimum degree δ ≥ 2 and girth g ≥ 3, then γ t (G) ≤ δ + g δg n.
When δ = 3 and g = 6, we remark that the generalized Petersen graph G 16 , of order n = 16 shown in Fig. 10 , achieves equality in the bound of Conjecture 7. [For progress to date on Conjecture 7, see Section 11. In particular, note that Theorem 47 implies that Conjecture 7 is true for δ = 2.]
Minimum degree five
Conjecture 8 (Thomasse, Yeo [84] ). If G is a graph of order n with δ(G) ≥ 5, then γ t (G) ≤ 4n/11.
To prove Conjecture 8 is suffices to prove the following hypergraph conjecture.
Conjecture 9 (Henning, Yeo). Every 5-uniform hypergraph on n vertices and m edges has a transversal with no more than (9n + 7m)/44 vertices.
If Conjecture 9 is true, then the bound is sharp as may be seen as follows. Consider the non-zero quadratic residues modulo 11; that is, Q = {1, 3, 4, 5, 9}. Let H = (V, E) be the hypergraph with vertex set V = {0, 1, . . . , 10} and with edge set E = {Q + i | i = 0, 1, . . . , 10}. Then, H is a 5-uniform hypergraph on n = 11 vertices and m = 11 edges satisfying τ (H ) = 4 = (9n + 7m)/44.
Vertex-critical graphs
Conjecture 10. For k ≥ 4, if G k is a connected k-γ t -vertex-critical graph of maximum diameter, then diam(G k ) ≤ (5k − 7)/3.
[For progress to date on Conjecture 10, see Section 15.2. In particular, note that if Conjecture 10 is true, then the bound is sharp as shown in Theorem 68.]
Summary
The recent transition from total domination in graphs to transversals in hypergraphs has led to exciting new developments and breakthroughs in several of the fundamental problems listed in Section 1.3. However many of these problems listed in Section 1.3 remain unsolved and provide a fertile ground for researchers working in total domination theory in graphs.
Much interest in total domination in graphs has recently arisen from a computer program Graffiti.pc that has generated several hundred conjectures on total domination. Graffiti, a computer program that makes conjectures, is a program of Siemion Fajtlowicz, a mathematician at the University of Houston. Its development began around 1985. Graffiti was co-developed with Ermelinda DeLaVina, a student of Fajtlowicz, from 1990 to 1993. DeLaViña went on to write a similar computer program Graffiti.pc and posted a numbered, annotated list of Graffiti.pc's conjectures on total domination and their current status on her web page at http://cms.dt.uh.edu/faculty/delavinae/research/wowII which after clicking on "all" begins with #226.
A partial bibliography of results of papers on total domination is given in the references that follow.
