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Abstract—The Kasai autocorrelation estimator is widely used
in Doppler optical coherence tomography and ultrasound to de-
termine blood velocities. However, as a non-parametric estimator,
it may not be optimal. Assuming an additive white Gaussian noise
(AWGN) model, we show that the Kasai estimator variance is
far from the Cramer-Rao lower bound. Moreover, paradoxically,
the Kasai estimator performance degrades as the acquisition
rate is increased. By contrast, the additive white Gaussian
noise maximum likelihood estimator (AWGN MLE) variance
asymptotically approaches the Cramer-Rao lower bound, making
it a better estimator at high acquisition rates. Nevertheless, the
Kasai estimator outperforms the AWGN MLE under moderate
levels of multiplicative decorrelation noise, and could therefore be
considered more robust. These findings motivate further work in
maximum likelihood estimators under conditions of both additive
and multiplicative noise.
Index Terms—Cramer-Rao bounds, maximum likelihood
estimation, frequency estimation, Doppler ultrasound, Doppler
optical coherence tomography.
I. INTRODUCTION
In this work we examine the statistical performance of the
commonly used Kasai autocorrelation method [1], [2], which
is used in Doppler ultrasound [3]–[5] and Doppler optical
coherence tomography [6], [7]. Although it is fast and simple,
with wide applicability due to its non-parametric nature, we
show that it is not optimal under additive Gaussian noise
conditions. We verify the result of Schmoll et al. [8] that
increasing the acquisition rate decreases the Kasai estimator
performance. In practice, the Kasai lag, or time lag at which
the phase of the autocorrelation function is estimated, can be
increased in order to lower the estimator variance [8]. This
is clearly undesirable, as increasing the autocorrelation lag
necessarily reduces the maximum measurable frequency by
the Nyquist sampling theorem.
In comparison, we find that although the AWGN MLE is
statistically optimal in the sense of asymptotic mean squared
error (MSE) and variance [9], it is not as robust as the
Kasai estimator. It is highly sensitive to outliers and de-
viations from noise model assumptions [10], [11] and its
statistical optimality is only realized under a narrow range
of experimental conditions. Actual OCT signals contain both
decorrelation noise, or multiplicative noise [12], and additive
shot noise. The multiplicative noise gives rise to spreading
of the signal in the frequency domain and causes deviations
from the assumption of additive noise. We find that, for
moderate amounts of decorrelation noise, the Kasai estimator
outperforms the AWGN MLE. Our work illustrates the advan-
tages of maximum likelihood estimators, and underscores the
sensitivity of such estimators to deviations from noise model
assumptions.
II. KASAI ESTIMATOR
Kasai derived an estimator [1] to calculate Doppler shifts
of continuous wave ultrasound signals. While Kasai derived
this estimator in the continuous case, it is often utilized in
its discrete form. The phase of the lag one autocorrelation
function acts as an estimate of the phase change during this
time interval. By dividing by the time interval, one obtains an
estimate for the Doppler frequency.
In the continuous regime, the Doppler frequency is propor-
tional to the time derivative of the autocorrelation function at
time zero. For actual data, the autocorrelation function needs
to be estimated as
𝑅(Δ𝑡) ≈ ?ˆ?(Δ𝑡) =
𝑁−1∑
𝑛=1
𝑠𝑛+1𝑠
∗
𝑛. (1)
Here 𝑠𝑛 is the signal acquired at the 𝑛th time instant. If its
complex phase is given by 𝜙(Δ𝑡) = ∕ [𝑅(Δ𝑡)], then one can
estimate the magnitude of the gradient at time zero by dividing
the phase subtended by the time elapsed, Δ𝑡. This is the same
as estimating the rate of change in phase, ?˙?(0), at time zero,
Ω¯k = ?˙?(0) ≈ 𝜙(Δ𝑡)
Δ𝑡
=
∕ [𝑅(Δ𝑡)]
Δ𝑡
. (2)
Therefore, from (1) and (2), the estimator is given by
Ωˆk =
∕
{∑𝑁−1
𝑛=1 ∣𝑠𝑛+1∣∣𝑠𝑛∣ exp[𝑗(𝜙𝑛+1 − 𝜙𝑛)]
}
Δ𝑡
. (3)
This is a two-step estimation process. First, one estimates the
autocorrelation function. Second, from the value at unit lag,
one estimates the phase velocity.
As no assumptions are made about the noise statistics,
the Kasai method provides reasonable estimates even in the
presence of decorrelation noise [12]. It therefore has a wider
applicability than a parametric method such as the maximum
likelihood estimator. It is also computationally efficient and
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can therefore be implemented in real-time with very simple
electronics. However its non-parametric nature means that a
priori knowledge of the noise statistics is not utilized, resulting
in sub-optimality. Here we show using simulations, that the
Kasai estimator does not achieve the Cramer-Rao lower bound
(CRLB) under AWGN assumptions and realistic SNRs.
III. MAXIMUM LIKELIHOOD ESTIMATOR
The maximum likelihood estimator (MLE) is consistent,
asymptotically unbiased, and asymptotically efficient. For fre-
quency estimation under additive white noise assumptions it
is equal to the position of peak of the power spectral density.
A. AWGN Model
To derive the AWGN MLE we need to consider a stationary
OCT beam focussed at a single location. The signal would be
obtained from the time evolution of the complex reflectance
of this region. The signal can be represented as the sum of a
rotating phasor and complex Gaussian noise. As the MLE is a
parametric estimator, provided that the acquired signal is well
described by the noise model, it is asymptotically efficient and
unbiased.
If 𝑠𝑛 is a single data point at time instant 𝑛, we represent
the Doppler OCT data for measuring flow velocity as
𝑠𝑛 = ∣𝑅∣ exp[𝑗(𝑛ΩΔ𝑡+ 𝜙𝑅)] + 𝑧𝑛. (4)
Here, ∣𝑅∣ exp(𝑗𝜙𝑅) is the unknown complex constant re-
flectance, and 𝑗 =
√−1. We wish to estimate the Doppler
frequency, Ω, from the signal. The time between measurements
is Δ𝑡 = 𝑇/𝑁 , where 𝑇 is the total acquisition time and 𝑁 is
the total number of samples. The additive noise is given by 𝑧𝑛,
which is circularly symmetric complex Gaussian. Each of its
real and imaginary components is Gaussian with variance 𝜎2.
As the noise is white, the 𝑧𝑛 are independent and identically
distributed (i.i.d.) with variance 2𝜎2.
B. AWGN Maximum Likelihood Estimator – Peak of Spectrum
The AWGN MLE, ΩˆMLE, is obtained by choosing the values
of the Doppler frequency, Ω, and reflectance phase, 𝜙𝑅, that
maximizes the real part of the inverse DFT of the (complex
conjugate of the) signal.
𝜃MLE = argmax
Ω,𝜙R
(
Re
{
∣𝑅∣
𝑁∑
𝑛=1
𝑠∗𝑛 exp
[
𝑗
(
𝑛Ω𝑇
𝑁
+ 𝜙𝑅
)]})
.
(5)
As we are not interested in 𝜙𝑅, this is equivalent to finding
frequency corresponding to the peak of the power spectral
density (PSD).
C. Advantages and Drawbacks
The advantages of the MLE include asymptotic efficiency,
consistency and asymptotic unbiasedness. However these de-
sirable asymptotic properties may not be achieved for small
samples. As a parametric method, the MLE performance may
deteriorate in the presence of outliers or deviations from model
assumptions. One example of such a deviation from model
assumptions is the presence of multiplicative decorrelation
noise.
IV. CRAMER-RAO LOWER BOUND
The Cramer-Rao lower bound determines the minimum
variance of an estimator of a deterministic parameter. Using
an additive white Gaussian noise model, one can derive that
the AWGN CRLB is given by
Var (Ωˆ) ≥ CRLB(Ωˆ) = 12𝑁𝜎
2
(𝑁2 − 1)∣𝑅∣2𝑇 2 ≈
12𝜎2
𝑁 ∣𝑅∣2𝑇 2 . (6)
The last expression is valid for large 𝑁 .
Here the AWGN CRLB for the estimate of the Doppler
frequency is inversely proportional to the total number of
samples, 𝑁 , inversely proportional to the SNR, ∣𝑅∣2/2𝜎2, and
inversely proportional to the square of the total acquisition
time 𝑇 . Further insight can be achieved by including the fact
that, assuming a constant rate of detected photons (power), the
shot-noise limited SNR is proportional to Δ𝑡 = 𝑇/𝑁 . Under
these conditions,
CRLB(Ωˆ) ∼ 1/𝑇 3. (7)
Thus, if the number of samples is sufficiently large, the SNR
is shot noise limited, and the rate of detected photons (power)
is constant, the CRLB is inversely proportional to the cube
of the total acquisition time. More importantly, for large 𝑁 ,
the CRLB becomes independent of 𝑁 and also becomes
independent of sampling rate. This behavior contrasts with
the Kasai estimator, whose variance increases with increasing
sampling rate.
V. SIMULATIONS
We ran simulations to estimate the variances and biases of
the estimators. We generated 2000 instances of the data. The
analog frequency was assumed to be Ω = 6𝜋 × 103 rad.s−1
for all simulations, corresponding to typical OCT Doppler
shifts. The estimator variance and bias are not expected to be
sensitive to analog frequency. The variance and bias of each
estimator were estimated from this data. We define the SNR
to be ∣𝑅∣2/2𝜎2.
A. Varying SNR
Fig. 1a shows that for a data length of 𝑁 = 32, the
AWGN MLE achieves the CRLB at an SNR of roughly −1
dB. The Kasai estimator slowly approaches the CRLB but is
worse than the CRLB by more than 8 dB. In our simulations,
except for those involving multiplicative noise, the biases of
the estimators are too small to be significant, hence the values
of the estimator variance and mean squared error (MSE) are
practically the same.
B. Varying Acquisition Time and Acquisition Rate
We show in [2] that the MSE of the commonly-used Kasai
estimator increases with increasing acquisition rate. This is
true whether the SNR is kept constant as shown in Fig. 2,
or if the detected photon rate (power) is kept constant, as
shown in Fig. 3. This is non-intuitive and paradoxical behavior,
since one would expect that increasing the sampling rate, while
keeping the total number of detected photons the same, would
265
−5 0 5 10 15 20
−30
−20
−10
0
10
20
30
1
0
lo
g
1
0
(𝜎
2 Ωˆ
)
SNR/dB
(a)
−5 0 5 10 15 20
−2
0
2
4
6
B
ia
s
in
1
0
3
×
ra
d.
𝑠
−
1
SNR/dB
(b)
AWGN CRLB
AWGN MLE
Kasai
Fig. 1: (a) The sample variance of estimates in the presence
of AWGN compared with the Cramer-Rao Lower Bound
(CRLB), for a data length of 𝑁 = 32, and an acquisition
time of 𝑇 = 0.001𝑠. The AWGN MLE achieves the CRLB
except for at low SNRs. The Kasai estimator is more than 8
dB worse than the AWGN MLE, for moderate to high SNRs.
(b) Estimator bias in 103 radians per second with SNR. These
values are too small to be significant, hence the variance of
the estimators and the MSE can be considered to be the same.
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Fig. 2: MSE of Kasai and AWGN ML estimators against data
length for a constant acquisition time of 𝑇 = 0.001 s at an
SNR of 5 dB. In practice, maintaining a constant SNR while
increasing the acquisition rate would require increasing the de-
tected photon rate (power). The Kasai estimator performance
becomes worse with increasing acquisition rate (data length).
The AWGN MLE performance improves with acquisition rate
and achieves the CRLB for all data lengths above 32.
provide more information about parameters to be estimated.
Sometimes the Kasai lag can be increased to achieve a
more precise Kasai estimate; however this has the undesirable
consequence of decreasing the maximum measurable Doppler
frequency.
In contrast, we have shown that the CRLB for estimator
variance, for large samples, is proportional to 1/𝑇 3, as shown
in (7), and is independent of the sampling rate. Since the
AWGN MLE variance approaches the CRLB asymptotically,
it also asymptotically possesses this desirable property. For
sufficiently large samples, the AWGN MLE performance is
independent of the number of samples. Therefore, we conclude
that the AWGN MLE is the estimator of choice for high speed
Doppler OCT provided that additive noise dominates and mul-
tiplicative noise is negligible. One can reduce multiplicative
noise by minimizing sources of decorrelation such as beam
scanning.
C. Performance with Multiplicative Noise
To model multiplicative decorrelation noise we modified the
signal from (4) to include a multiplicative term 𝑥𝑛,
𝑠𝑛 = [𝑚𝑥𝑛 + 1]∣𝑅∣ exp[𝑗(𝑛ΩΔ𝑡+ 𝜙𝑅)] + 𝑧𝑛, (8)
where 𝑥𝑛 is a correlated complex Gaussian random variable.
In our simulations we assume that additive noise is negligible
and so we set 𝑧𝑛 = 0. We predetermined the auto-covariance
matrix of 𝑥𝑛 to be real Toeplitz, with the first row (the auto-
covariance function) being the values of a Gaussian profile
from the non-negative domain. Its 1/𝑒 full-width is determined
by the coherence time of the signal, and was set to be 4Δ𝑡
for these simulations. The continuous parameter 𝑚 is used to
vary the relative amount of multiplicative noise compared with
the static reflectivity, or noiseless signal. Thus the quantity
multiplying the rotating phasor has a Rician distribution.
Figs. 4a and 4b show that the AWGN MLE performance
deteriorates more rapidly than the Kasai estimator with an
increasing proportion of multiplicative noise, even in the
absence of additive noise. This suggests the Kasai estimator’s
greater robustness against decorrelation noise. In the AWGN
dominant regime, the AWGN MLE performs better, but only
has tolerance for low levels of decorrelation noise. In the
multiplicative decorrelation noise dominant regime, the Kasai
estimator performs better. Thus, care should be taken to ensure
that maximum likelihood estimators are derived using valid
model assumptions.
VI. CONCLUSION
In this paper we have discussed and demonstrated the
relative advantages of the Kasai autocorrelation estimator and
AWGN MLE. We have shown that the AWGN MLE is statisti-
cally optimal under additive white Gaussian noise conditions,
and has a slight tolerance for low levels of multiplicative
decorrelation noise. The Kasai estimator also gives unbiased
estimates, but is sub-optimal under AWGN. However, the
Kasai estimator outperforms the AWGN MLE with significant
amounts of multiplicative noise.
Our work demonstrates that the MLE is asymptotically
efficient. However, our work also underscores the sensitivity
of the MLE to deviations from assumptions about the noise
statistics. Ideally, it is better to formulate a more general
MLE that incorporates both additive noise and the effects of
decorrelation with an appropriate statistical model. This will
be further explained in our future work.
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Fig. 3: MSE of Kasai and AWGN ML estimators with shot
noise SNR scaling for a constant acquisition time of 𝑇 =
0.001𝑠 against data length. The SNR is 5 dB for 𝑁 = 32. This
noise scaling corresponds to maintaining a constant detected
photon rate (power) as the acquisition rate is increased. For
shot noise limited statistics, the SNR scales as 𝑇/𝑁 , hence
the CRLB is constant with data length (7). The AWGN MLE
performance closely matches that of the CRLB. The Kasai
estimator performance deteriorates with increasing sampling
rate.
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Fig. 4: (a) The sample variance of estimates for varying
degrees of multiplicative noise with no additive noise for a
data length of 𝑁 = 32, and an acquisition time of 𝑇 = 0.001𝑠.
The x-axis shows the ratio of multiplicative noise components
to signal components in decibels. At roughly −0.5 dB the
estimators have equal performance. From this we can see
that the Kasai estimator is more robust against multiplicative
decorrelation noise than the AWGN MLE.
(b) Estimator bias in 103 radians per second with SNR.
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