There are today several systems for predicting transmembrane domains in membrane protein sequences. As they are based on different classifiers as well as different pre-and post-processing techniques, it is very difficult to evaluate the performance of the particular classifier used. We have developed a system called MemMiC for predicting transmembrane domains in protein sequences with the possibility to choose between different approaches to pre-and post-processing as well as different classifiers. Therefore it is possible to compare the performance of each classifier in a certain environment as well as the different approaches to pre-and post-processing. We have demonstrated the usefulness of MemMiC in a set of experiments, which shows, e.g., that the performance of a classifier is very dependent on which pre-and post-processing techniques are used.
INTRODUCTION
There exist today several systems for locating transmembrane domains in membrane proteins. These systems are based on different classifiers, neural networks and hidden Markov models being the most widely used [7] . They are also using different types of pre-processing, e.g., transformation of the primary sequence into a numerical sequence using different hydrophobicity scales or a combination of charge bias and a hydrophobicity scale. These systems are using different data sets and different approaches to pre-processing, generalization and post-processing. Because of this it is hard to obtain information about the performance of different techniques used, which make it difficult to compare for example classifiers or approaches to post-processing.
In order to be able to do fair comparisons, we have developed a system, MemMiC, for predicting transmembrane domains where it is possible to choose between some of the most widely used algorithms, pre-and post-processing techniques. MemMiC is available through a web interface at: www.ipd.bth.se/memmic.
In the next chapter we describe some previous approaches to predicting transmembrane domains. This is followed by a description of MemMiC and the experiments performed.
RELATED WORK
Krogh et al. [7] have developed a system for predicting transmembrane domains and the full topology of membrane proteins called TMHMM. It is using hydrophobicity and charge bias in the pre-processing and a hidden Markov model as classifier (which hydrophobicity scale and learning algorithm used are not mentioned in their article). The authors mention that their postprocessing includes an expectation of the most probable number of transmembrane domains in each protein (it is however not clear how this is performed). In the experiments presented in their article, TMHMM was able to predict more than 96% of the actual transmembrane domains in the data set.
Tusnády and Simon [11] have developed a system called HMMTOP. It is based on the difference in amino acid distributions as pre-processing and a hidden Markov model as classifier. The hidden Markov model uses predetermined initial values which are optimized in the training part and the Viterbi algorithm for classifying instances. There are no information about which algorithm is used for optimizing the HMM parameters. In their experiments HMMTOP was able to predict more than 98% of the known transmembrane domains. There is no information in their article about post-processing of the result.
Another system is developed by Chen et al. [3] is using the KyteDoolittle scale [8] in the pre-processing and a learning vector quantization network (LVQ) as classifier. It is however not clear how their post-processing is performed. In the experiments presented in their article, the system was able to predict 91% of the actual transmembrane domains in the data set.
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1. Segments shorter than a cut-off value are deleted. Segments are also deleted if the pre-processing values of the residues in each segment are below a cut-off value.
2. Two segments are merged if they are separated by a sequence distance lower than a cut-off value and the length of both segments are below 19 residues. Two segments are also merged if one segment is longer than 19 residues and the other has less than 10 residues.
3. A segment is split into two segments if its length is greater than or equals 2 * 19 residues plus a cut off value.
4. A segment is deleted if it starts before a cut-off index.
5. Determining the orientation of the amino terminus.
In the experiments presented in their article, the system was able to locate 88% of the known transmembrane domains. The same experiment was performed using TMHMM and HMMTOP which was able to locate 68% and 73% respectively.
Despite that we know the accuracy of these systems it is hard to compare them. For instance, how much depends on the data sets used for training and validation and how much depends on the classifier used? In addition the pre-and post-processing used are different and are often not described in such detail that it is possible to reproduce the experiments. This makes it very difficult to know how much the different components (i.e., pre-processing, learning algorithm/classifier, and post-processing) contributes to the performance of the system. The purpose of MemMiC is to make it possible to easily compare the performance of the different components (in a certain environment).
SYSTEM DESCRIPTION
MemMiC consists of three major parts which will be described in this chapter: pre-processing, classification and post-processing.
Pre-processing
There are two types of pre-processing possible in MemMiC, one concerns the coding (transformation) of the primary sequence, and the other concerns the categories used during learning and classification. The primary sequence can be coded using a hydrophobicity scale or used as it is, i.e., no pre-processing of the first type. There are three hydrophobicity scales available; KyteDoolittle [8] , Eisenberg [4] and a general consensus scale (GCS) based on 160 normalized and filtered scales [10] .
As additional input in the learning phase and as output in the classification phase the four classes globular, near membrane, helix cap or helix are used. The idea of using more than two classes was inspired from the work by Krogh et al [7] . A cross-validation test using a backpropagation neural network with Kyte-Doolittle has improved the accuracy from 94.66 % to 94.84% when four classes are used. The same test using k-nearest neighbor has improved the accuracy from 91.16% to 92.11%. The rules for assigning a class to a residue are: − Helix: all residues located inside a transmembrane domain and more than five residues from the border. − Helix cap: all residues located at most five residues before or after a domain border.
− Near: residues located 5 to 15 residues after a helix cap on the outside of the transmembrane domain. − Globular: all residues not part of one of the above mentioned classes.
It is possible that a residue belongs to more than one class, e.g., near one membrane and helix cap relative another. If this occurs, the classes are ranked with helix highest and globular lowest.
Classification
The classification part consists of two phases; the actual training using a machine learning algorithm and the classification using the learned classifier. Four different classifiers are included in our system. We have chosen artificial neural networks, LVQ networks, k-nearest neighbor and hidden Markov models. They were chosen because we wanted to evaluate a wide range of different classifiers and most of them have been used with good results in previous studies. All classifiers except hidden Markov model use a sliding window as input; for an index i it contains all residues from i -(window size-1)/2 to i + (window size-1)/2.
In order to make a fair comparison between the different classifiers we have devoted some time optimizing each of them. The parameters and settings for each algorithm are described in the following subsections.
Artificial Neural Network
We have used the backpropagation algorithm to train a neural network consisting of 32 hidden nodes, 19 input nodes and 2 output nodes. The choice of hidden nodes has a great impact on the result. We have tested different amount of hidden nodes, ranging from 20 to 40, in order to find the most optimal value. We encountered that 32 was a good choice. Other experiments using backpropagation-trained neural networks for a related secondary structure prediction problem has shown that networks with 30 to 40 hidden nodes yields the best results [5] .
In the case of primary sequence as pre-processing a binary input must be used, otherwise the big difference in input values (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13) (14) (15) (16) (17) (18) (19) (20) would have a great influence on the result. We have therefore used a 95 nodes input layer where each sliding window index is represented by a 5 nodes binary signal. The sliding window size used is 19 since it has been the most successful during the experiments. The output is a binary signal representing the four different instance classes (see Table 1 ). We have also tried to use four output nodes but the result was less accurate (93.97% compared to 95.1% with two output nodes) and is therefore not used in our experiments. We have tried backpropagation both with and without momentum [9] . The experiments indicated that the momentum version has a higher mean accuracy and has therefore been used in the experiments. During the experiments we have used a learning rate of 0.2, 32 hidden nodes and a momentum of 0.3.
K-Nearest Neighbor
K-nearest neighbor is an instance-based classifier, i.e. the generalization of the training data is delayed until classification time. Therefore the classifier is very fast at training but slow when classifying instances. The output of a classification is calculated from the k training instances with the shortest Euclidean distance from the classification instance. A refinement of k-nearest neighbor is to weight each instance based on the distance between the training instance and the query instance [9] .
There is a difference between standard k-nearest neighbor and our approach in how the distance between two instances is calculated when using primary sequence as input values. In this case the hamming distance is used, i.e., the number of characters that differ between two patterns [2] . The reason is that hamming distance calculation does not require a numerical encoding of each amino acid. A numerical encoding would result in that the difference between A and B in two input strings compared to A and H may not be the same. The result of a classification would therefore be dependent on the encoding, and different encodings would result in different classifications. There are two ways of calculating the result of a classification:
1. The most common class value among the k nearest training instances. This is used when the class values are discrete.
The mean class value from the k nearest training instances.
This approach is used when the class values are real.
In MemMiC, we have the four discrete classes helix = 1, cap = 2, near = 3 and globular = 4. The rank order between the class values are chosen with respect to their locations in a protein. Helix is always close to helix cap, near is located next to helix cap on one side and globular on the other. The optimization we have performed has shown that even though we have discrete class values the real valued calculation produced more accurate results and is therefore used in our experiments (see Table 2 ). The k value has been set to 21 in all experiments because it was the most accurate value when k values from 1 to 32 were tested. 
Hidden Markov Model
A Hidden Markov Model is a statistical model with states, an alphabet of symbols, and transition/emission matrices [1] . We have used a model consisting of twelve states (see Figure 1) .
Figure 1. The Hidden Markov Model architecture
The model is trained using a supervised learning algorithm and the Viterbi algorithm is used for classifying instances (ibid.). The emission matrix is constructed by calculating the frequency of each emission symbol in each state. The same approach was used in the THUMBUP system [12] . The transition matrix is constructed with initial weights. The weights are refined by classifying each training instance and if the model misses a transition, the weight from the previous state to the correct state is increased with a learning rate value and the weight from the previous state to the classified state is decreased by the same value. The model that best fits the training data is used to classify future instances. We have used a learning rate of 0.01 in our experiments.
The hidden Markov architecture can be used to model the length distribution of the transmembrane helices by using for example 20 states between the N out and N in states. In this case all membranes found will be with a length of 20 residues. The advantage is that no short or long regions will be found, and the disadvantage is that a few hydrophobic residues might be falsely predicted as a 20 residue region. The post-processing used in MemMiC handles short and long domains, and we therefore believe that the advantage of modeling the length distribution will be small if any. It would however be interesting to evaluate such a model, but it has not been performed due to time limits.
Learning Vector Quantization
Learning Vector Quantization (LVQ) was developed by Kohonen et al. [6] . The idea of this algorithm is to find a natural grouping in a set of data. Every data vector is associated with a point in an n-dimensional data space. The vectors of the same class should form a cloud or cluster in data space. The algorithm presupposes that the vectors belonging to the same class are normally distributed with a mean or prototype vector. To classify a feature vector the Euclidean distance to all mean vectors is measured. In our case we have four vectors representing the classes' helix, helix cap, near and globular. The only parameter used is learning rate which have been set to 0.005 in our experiments
Post-processing
The output of a classifier is a sequence of the four classes; helix, helix cap, near and globular. This output sequence is transformed into actual transmembrane domains. A possibility that a specific residue R is inside a domain is calculated as follows:
1. Each class is assigned a score (helix = 1, helix cap = 0.8, near = 0.2 and globular = 0).
2. The sum of the scores from the residues located from -5 to +4 residues from the R is calculated.
3. The possibility is the mean value of the sum.
If the possibility is above 0.5, the residue R is inside a transmembrane domain. The transmembrane domain continues until the score for a residue is below 0.5. To filter out transmembrane domains that probably are false predictions, we have used an optional post-processing method, consisting of two steps:
1. The length of transmembrane domains often varies between 18 and 30 residues [7] . Therefore all domains with a length of 40 or above are split into two domains. In addition, all transmembrane domains shorter than 8 residues are removed.
2. All predicted domains with a start point between residue 1 and 7 and a length below 19 residues are removed. The reason is that signal peptides has a hydrophobic region in the beginning of the sequence and can therefore be misidentified as a transmembrane protein [11] . Another reason is that sliding window indexes below zero are treated as hydrophobicity value 0, which is slightly hydrophobic in for example the Kyte-Doolittle scale.
EXPERIMENTS
We have performed four sets of experiments, each corresponding to one of the pre-processing alternatives. For each set all four classifiers has been tested both with and without the optional post-processing method.
All experiments are performed using ten-fold cross validation. The data set contains 160 proteins and a total of 696 known transmembrane domains. It is divided in ten subsets with 16 proteins and therefore no random selection is used in the crossvalidation experiments. The same subsets were used by Krogh et al [7] . The training set when performing the cross-validation experiments consists of 55000-57500 training instances. Since most of the learning algorithms are time consuming therefore only every fourth sliding window is used during training.
The accuracy of a prediction will be calculated using the accuracy formula Q as described by Tusnády and Simon [11] :
where n correct is the number of correctly predicted domains, n known is the total number of known domains in the data set, and n predicted is the number of predicted domains.
A prediction is considered correct if the predicted domain overlaps the real domain with at least five residues. The reason why domains only need to overlap with five residues is that the transmembrane proteins are floating up and down in the biological membrane and the boundaries are therefore not exactly defined. If a prediction overlaps with 1 to 4 residues it is considered a shifted prediction [7] . Shifted predictions are not considered correct when calculating accuracy in our experiments.
The neural network and LVQ classifiers used in MemMiC are non-deterministic because random initial weights are used. These experiments are therefore repeated five times. Prediction accuracy, mean value and standard deviation are calculated. We keep records of: Correct (the amount of correctly predicted domains), Shifted (the amount of shifted predictions), Underpredicted (false negatives), and Overpredicted (false positives).
RESULTS AND ANALYSIS
The results from the experiments using different pre-processing are presented in figure 2 and 3. The complete data from the experiments can be found in the Appendix.
The experiments show that neural networks and hidden Markov models are generally better than k-nearest neighbor and LVQ when using one of the hydrophobicity scales. Neural networks are however not very accurate when using primary sequence as preprocessing. They also show that the difference between classifiers is depending on the pre-processing used. When GCS is used as pre-processing, k-nearest neighbor is less accurate than LVQ. This is not the case when Eisenberg is used as pre-processing.
The experiments also show that the optional post-processing improves the accuracy with 6 to 16 percentage units depending on which pre-processing and classifier being used. Data from the post-processing part can be found in the Appendix. It shows the amount of domains added or removed in each post-processing step as well as the errors produced, i.e., removed correct domains or added incorrect domains. 
CONCLUSIONS
In the literature there are often statements concerning the appropriateness of a particular classifier for predicting transmembrane domains. These are sometimes based on weak evidence or even prejudices. Also, it seems that there is an emerging consensus that hidden Markov models are the most appropriate technique. We have shown that the performance of a specific classifier is very dependent on which pre-and post-processing is used. For instance, there is no guarantee that hidden Markov models, or neural networks, are the most accurate in all configurations. Thus, when developing systems for transmembrane predictions and similar problems, it is important to test and evaluate different combinations of classifiers, pre-and post-processing techniques.
In our experiments, the difference in accuracy between the different methods is smaller than in most other studies. A possible reason for this is that we are not biased towards any particular method. Most importantly, a prediction method must be taken as a whole, but a wide range of combinations should be evaluated when constructing a system. We hope that MemMiC will be a useful tool for doing this.
