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Abstract 
The paper concerns heuristic algorithm solving joint problem of allocation and transportation in three-stage supply network 
consisting of suppliers of a raw material, production units processing it into product, and product receivers. The algorithm 
presented is compared with commercial solver for a case when the joint problem of allocation and transportation is a convex 
optimization one, and with evolutionary algorithm for a case when the problem is not convex. The problem considered and 
the algorithm can be applied in the agri-food industry, especially in sugar beets processing into sugar. 
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1. Introduction 
Problems concerning supply chain management (SCM) have attracted much attention of researches in recent 
years, and it is reflected in last years corresponding literature review. Melo et al. [12] provided a survey of 
facility location models in the context of supply chain management. Gupta & Palsule-Desai [4] reviewed the 
current state of academic research in sustainable supply chain management, and reported the discussion of future 
direction and research opportunities in this field. Sarkis et al. [13] categorized and reviewed recent Green SCM 
(GSCM) literature under nine broad organizational theories, with a special emphasis on investigation of adoption, 
diffusion and outcomes of GSCM practices. Marra et al. [11] identified various theoretical and methodological 
characteristics of the way in which knowledge management applications are proposed in the supply chain 
context. Ko et al. [9] discussed existing research papers concerning the application of soft computing techniques 
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to supply chain management such as fuzzy logic, neural network or genetic algorithms. These works of authors 
mentioned in above sentences show only a few of many research directions strictly connected with SCM. One 
can specify three main research directions concerning SCM i.e. researches concerning supply, distribution and 
production problems. The first two concern logistic processes and related optimization problems concerning 
supply of a raw material and/or distribution of products – mainly transportation and warehousing (see most recent 
works of Madadi et al. [10], Tsao & Lu [14], Woo & Saghiri [15], and Ho et al. [5] as examples). The third 
direction of the researches concern problems of manufacturing and methodologies with them connected e.g. 
Kenne et al. [8] discussed the production planning and control of a single product involving combined 
manufacturing and remanufacturing operations with in a closed-loop reverse logistics network with machines 
subject to random failures and repairs. Three main parts of supply networks i.e. supply, production and 
distribution may have multi-stage structure. For example, warehouses, distribution centers and retailers usually 
exist in the distribution process, between manufacturer and a client (see the work of Madadi et al [10] as an 
example). The production subsystem may have one stage, when it process e.g. sugar beets into sugar, but it may 
also be very complex, e.g. in car industry there are many stages of production like forging, painting and 
assembling before a car is ready. Most of papers concerning supply chain management deal with optimization 
problems in control, design and planning of supply networks (see the survey of Beamon [1]). Despite the fact, 
that the main driving force of material flows in supply networks is the demand, there are some specific industries 
where the flows are driven by the supply force. Some of these are agri-food industries, where an organic raw 
material spoils fast, and it must be processed as fast as possible to avoid or limit the loss. Moreover, some organic 
raw materials can be cultivated and harvested only in one season of the year. The product is often more durable 
and can be long-term stored. In such systems, the main objective is to minimize the production time, the second 
is to minimize other operation costs like transportation costs. For example, in sugar beet processing industries the 
main aim is to end the sugar campaign as fast as possible, then the product may be distributed to retailers or 
warehouses where it can be stored for a long time without a risk of its deterioration. The demand for the sugar is 
predicted annually to limit the production and in consequence the cultivation sizes. In some cases the production 
can be also limited by international law regulations. All the issues imply appropriate contracts with farmers for 
the sugar beet deliveries. Sugar produced is instantly distributed to the retailers or stored in warehouses 
generating low cost. The amount of the product stored depends on the actual market demand, so warehousing 
costs may be excluded from the decision making process concerning production and transportation. The 
production time is, in fact, proportional to the production cost, that includes salaries, building and machines 
maintenance costs, uncovered costs generated by the raw material that spoils, etc. Therefore the time can be used 
to estimate the production cost by introducing appropriate coefficient cost/time, i.e. the total production time 
multiplied by this coefficient gives production cost. The production units can be described, in general, by non-
convex time models, so the production cost which is based on the processing time of the production that works 
the longest is also non-convex function. To minimize the production time, the allocation problem of a raw 
material has to be solved (see [6]). On the second hand, the transportation plans of a raw material and a product 
that minimize the transportation costs have to be obtained. It is not always worth to solve these two problems 
separately what was clearly explained in [7]. One of the problems arising in sugar production and investigated by 
Grunow et al. [3] is the control of cultivation and harvesting that allow to supply production units with sugar 
beets at rates that allow units to work constantly and minimizes the deterioration of sugar cane quality. For this 
problem, a raw material allocation and transportation plans are given. 
The paper presented deals with a system consisting of three stages: suppliers, production units and product 
receivers (e.g. retailers), where the joint problem of allocation of a raw material and transportation of a raw 
material and a product is considered. To solve the problem, a heuristic algorithm has been developed, that for 
convex time models of the production units is approximate and asymptotically convergent to optimum for its 
parameter converging to zero. The algorithm is compared with the solution given by a commercial solver (Lindo 
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Api ver. 6.0) for a convex time models, and with the solutions given by appropriate implementation of the 
evolutionary algorithm for non-convex time models.  
The paper is organized as follows. After problem formulation in Section 2, the solution algorithm is described. 
In Section 4, the computational experiments and comparison the results of the algorithm with results obtained by 
solver and evolutionary algorithm are given. Section 5 concludes the paper.  
2. Problem formulation 
Let us consider a supply network composed of R independent production units, I warehouses of a raw material 
and K warehouses of a product (Fig. 1). All elements are connected in such a way that a raw material in the 
amount of RRrvr ,1}...,,2,1{,
Δ
=∈  can be delivered to each production unit r from any warehouse 
IIii ,1}...,,2,1{, Δ=∈ . When a manufacture at production units is completed, a product in the amount of rw  is 
transported to any warehouse of product to fulfill their demands KKkvk ,1}...,,2,1{,
Δ
=∈ . Let us introduce 
additional notation: 
iw  – amount of a raw material available at the ith warehouse (element of vector T21 ],...,,[ Iwww=w ),  
V  – total amount of a raw material allocated among production units,  
V  – total demand of a product receivers,  
W  – total amount of a raw material available in all warehouses of a raw material,  
10 ≤< re  – productivity of the rth production unit (element of vector T21 ],...,,[ Reee=e ), which joins rv  and 
rw , i.e. rrr vew = .  
 
 
Fig.1. Layout of the production system with transportation connections 
Each production unit performs its work according to a time model  
)()()( ǻ rr
r
r
rrrr w
e
w
vT γγγ ===   (1) 
which describes the relationship between the amount of a raw material rv  allocated to it and production time 
rT . Function rγ  is a continuous, positive and strictly increasing as well as 0)0( =rγ . The convexity of this 
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function is not required. Function )( rr wγ  is an element of vector function T21 )](),..,(),([)( rRrr www γγγ=wȖ . 
Note that the condition )(
,1 WeV rRr ≤∃ ∈  enables us to satisfy the demand V .  
Three interrelated decisions should be made: 
• transportation plan of a raw material 
Rr
Iirix
,...,2,1
,...,2,1, ][
=
=
′=′x
 where rix ,′  denotes the amount of a raw material 
transported from the i th warehouse of a raw material (supplier) to the r th production unit,  
• transportation plan of a product 
Kk
Rrkrx
,...2,1
,...,2,1, ][
=
=
=x
 where krx ,  is the amount of a product transported from the 
r th production unit to the k th warehouse of a product (receiver),  
• allocation of a raw material ],...,,[ 21 Rvvv=v  or equivalently of a production plan T21 ],...,,[ Rwww=w . 
Constraints imposed on all decisions, which allow determining feasible solutions, are as follows:  
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Constraints (2) guarantee the allocation of a raw material v  for all production units. Constraints (3) assure that 
the manufactured amounts of a product fulfill the demand of warehouses.  
The process of transportation generates costs that can be expressed by the formulas 
¦¦
= =
′′=′
I
i
R
r
riri xcJ
1 1
,,1 ),( xw ,     ¦¦
= =
=
R
r
K
k
krkr xcJ
1 1
,,3 ),( xw  (4) 
where ),(1 xw ′J , and ),(3 xwJ  are transportation cost of a raw material, and a product, respectively, ric ,′  is unit 
transportation cost of a raw material from the ith supplier to the rth production unit (element of matrix 
Rr
Iiric
,...,2,1
,...,2,1, ][
=
=
′=′c ) and krc ,  is unit transportation cost of a product from the rth production unit to the kth receiver 
(element of matrix 
Kk
Rrkrc
,...2,1
,...,2,1, ][
=
=
=c ). It is assumed that production cost is proportional to the time, which is 
necessary to manufacture the desired amount of a product, and is denoted as 
)(maxmax)(
,1,1
2 rr
Rr
r
Rr
wTJ γππ
∈∈
==w   (5) 
where π  is a non-negative time-cost coefficient. The total cost is expressed by the sum  
),()(),(),,( 321 xwwxwxxw JJJJ ++′=′′   (6) 
where 1J  and 3J  are dependent on w  via constraints.  
The optimization problem referred to as DP is formulated as follows.  
For given: I , R , K , w , v , e , )(wȖ , c ′ , c , π  for which (2) is true, determine vector *w  as well as matrixes 
*x′  and *x  feasible with respect to constraints (2) and (3) to minimize the total cost i.e. 
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)),()(),((min),,(min),,( 321***ǻ* xwwxwxxwxxw
x,x,wx,x,w
JJJJJJ ++′=′′=′′=′
′′
. (7) 
It is easy to see that as a result we have continuous non-convex optimization problem with linear constraints. 
To solve it, we propose two heuristic solution algorithms: evolutionary algorithm and constructive algorithm. The 
former one can lead to a global optimum, whereas the latter one can give the result faster. Both solution 
algorithms are presented and empirically compared in consecutive sections. 
3. Solution algorithm 
In general, this algorithm can start from any feasible solution denoted as *0w . However, it is recommended to 
begin with a raw material needed for the manufacture of a product in the amount satisfying a demand allocated 
only to one production unit for which constraints (2) and (3) are fulfilled. For given *0w , optimal transportation 
plans are developed in order to obtain the transportation costs and in a consequence the total cost for the current 
solution. Then, this solution is improved iteratively by changing the allocation between production units. In 
consecutive steps of each iteration, the change in allocation w~  is not bigger than *
,1
max r
Rr
w
∈
 from the previous step 
and not smaller than the given value of w~ǻ  being the parameter of the algorithm. Value of w~  can be only 
decreased in consecutive steps of the algorithm. After determining the current value of w , both transportation 
problems are solved again, and, if resulting total cost has been decreased, the solution is accepted as a candidate 
for the base solution in the next step. Finally, a candidate with the lowest total cost is passed to the next step. 
Prior to the detailed presentation of the algorithm, let us denote additionally the optimal transportation costs 
dependent on w : ),(min)(~ 11 xww
x
′=
′
Δ JJ , ),(min)(~ 33 wxw
x
JJ Δ= , and, in a consequence, the total cost  
)(~)()(~)(~ 321 wwww JJJJ ++= .  (8) 
Moreover, }~:,1{ *
,11 wwRrS rnp ′≥∈= − , )}}({max)(:,1{ * ,1
,1
*
,12 qnq
Rq
rnrp wwRrS −
∈
−
=∈= γγ  and n is the current index of 
iteration.  
Given: *0w , w~ǻ . 
1. If 0*0 =w  set T*,1*2,1*1,1
*
1 ]0,...,0,[ ==== RwwVww , otherwise *0*1 ww = . 
2. Set 2=n  and Vw =~ . 
3. Calculate )~,min(max~ *
,1
,1
www rn
Rr
n −
∈
= . 
4. If nww
~~
=
 set 
2
~
~ nww = , otherwise set nww
~~
= . 
5. If ww ~~ Δ<  then ww ~~ Δ= . 
6. Create the set of indices }~:,1{ *
,1 wwRrS rn ≥∈= −  and the set of pairs },1:),{( baRbSabaS ≠∧∈∧∈= . 
7. If ∅=S  go to Step 3. 
8. Assign SSA = . 
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9. If ∅≠SA  determine vector Rrrnn bawba ,1, )],([),( ==w , 
°°¯
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,
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go to Step 13. 
10. If ¦
=
>
R
r
rrn Webaw
1
,
/),(  then go to step 12. 
11. Solve both transportation problems for ),( banw , and calculate )(
~)),((~),( * 1−−= nnn JbaJbaJ ww . 
12. Set )},{(\ baSASA= , and go to Step 9. 
13. Create the sets of indices °¯
°®
­
=∨⊄∅
⊆
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,1)(if  
,if
212
122
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p ScardSS
SSS
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SS  and calculate )(/~~ 2pScardww =′ . 
14. If ∅≠pS  and ∅≠′pS  determine vector Rrprnpn bSwbS ,...,2,1, )],([),( ==w , 
°°¯
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­
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 for pSb ′∈ , otherwise go to Step 18. 
15. If ¦
=
>
R
r
rprn Websw
1
,
/),(  then, go to Step 17. 
16. Solve both transportation problems for ),( bS pnw , and calculate )(
~)),((~),( * 1−−= npnpn JbSJbSJ ww . 
17. Set }{\ bSS pp ′=′ , and go to Step 14. 
18. If )0),((),( ≥∀ ∈ baJnSba  and )0),(( ≥∀ ∈ bSJ pnSb p  set 
*
1
*
−
= nn ww , and go to Step 3. 
19. Assign 
°¯
°®
­
′>
′≤
=
∈′∈
∈′∈
)},({min)},({minif),(
)},,({min)},({minif),(
),(
**
),(
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*
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n
p
p
w
w
w
 where )},({minarg),(
),(
** baJba nSba ∈
=  and 
)},({minarg** bSJb pnSb p
′=
∈′
. 
20. Obtain transportation plans *nx′  and 
*
nx  for 
*
nw , and if ww ~ǻ~ =  go to Step 21 else increment the index of 
iteration 1+= nn , and go to Step 4. 
21. Stop the algorithm with *nx′ , 
*
nx  and 
*
nw  as the solution. 
The computation complexity with respect to size of the supply network for fixed w~Δ  is polynomial and 
depends linearly on the computational complexity of the sub-algorithms used to solve two transportation 
problems. However, the computation time increases when value w~ǻ  declines. 
It is possible to evaluate the quality of this heuristic algorithm for a special case when models of production 
units (1) are convex. It means that the criterion (6) is also the convex function. Then, the difference between 
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values of the optimal cost and the cost obtained by the constructive algorithm can be assessed from above by the 
following expression dependent on the accuracy w~ǻ  being the parameter of the algorithm.  
).minmax(~ǻ                                                                                        
)/min/max(~ǻ)]~ǻ()([maxǻ
,
,1,,1
,
,1,,1
,
,1,,1
,
,1,,1,1
ǻ
kr
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rri
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ececwwVVJ
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−+
′
−
′+−−= γγπ
 (9) 
4. Comparison of solution algorithms 
4.1. Algorithm for convex time models 
As it was mentioned in the previous section, for a case, when production units are described by convex time 
models, the heuristic algorithm becomes an approximate one. Therefore, we study the influence of computation 
time to the accuracy of the solution obtained by this algorithm. The optimal solution for this case of supply 
network can be obtained from execution of the commercial solver (e.g. Lindo Api ver. 6.0). The experiments 
ware held for one structure of supply network ( ,50=I  ,5=R  30=K ), time model from was picked from the 
class αβγ rrr vv =)( . During the assessment 500 different sets of values of the parameters were studied. The 
values of parameters for each set were randomly generated according to the rectangular distribution form the 
given intervals ],40,5[, ∈′ cc  ],2,1[∈α  ],3.0,01.0[∈re  ],10,1[∈β  ],20000,200[,1 ∈∀ ∈ iIi w  
],1000,100[
,1 ∈∀ ∈ kKk v  1].[0.0001,∈π  The longest time the Lindo Api ver. 6.0 solver was returning the results 
was below 0.6 [s], the shortest 0.05 [s].The average execution time for this solver was 0.2 [s]. In Table 1 is 
presented the percentage of the achieved by the approximate algorithm during its execution results with accuracy 
not worse than 99.5[%], 99[%] and 98[%]. The accuracy of the algorithm was evaluated in every second as the 
relative difference between results obtained by solver and approximate algorithm according to the 
formula %100)/)(1( ⋅−− JSJSJA , where JA is the total cost achieved by approximate algorithm in its current 
execution time, JS is the total cost achieved by the solver. The computations were performed by PC with 
processor Intel Core i7-720QM and 4 GB of RAM. 
Table 1. Dependence of computation time on the percentage of the approximation algorithm results with accuracy (A) better than 99.5[%], 
99[%], and 98[%].  
Computation time [s] A >=99.5[%] A >= 99[%] A >= 98[%] 
2 25.42 30.22 36.93 
4 39.09 44.60 52.04 
6 50.84 61.63 82.01 
8 70.98 83.45 93.53 
10 85.37 92.33 97.36 
12 91.61 95.68 98.32 
14 94.48 96.40 98.56 
16 95.44 97.12 98.56 
22 95.92 97.60 98.80 
30 95.92 97.60 99.04 
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It is necessary to note, that the implementation of the algorithm may be improved by code and data structure 
optimization. Moreover, some instructions (like writing to a file) were added to the code of the algorithm 
implementation, that helped to gather the partial results. All of that influence significantly on the computation 
time. Some implementing issues might also have little influence on the accuracy of the results obtained. 
The results presented in the Table 1 show, that the accuracy of the solution generated by the approximate 
algorithm rises with computation time. It is easy to see, that approximately 10 seconds after the algorithm 
execution starts more than 90% of obtained results have better accuracy than 99%. It allows to make a conclusion 
that the algorithm implemented is able to find optimum for supply networks with production units described by 
convex time model functions and local optimum for non-convex ones. 
4.2. Algorithm for non-convex time models 
The comparison of the chosen 20 results obtained by heuristic and evolutionary (described by Filcek & 
Szczepanik [2]) algorithms is presented in Table 2. The criterion (6) as well as time of computation TC of the 
heuristic algorithm were chosen as the basis for the assessment. Criterion (6) was calculated for heuristic 
solution, and for best, worst and average solution of evolutionary algorithm. It was denoted as JC, JEmin, JEmax 
and JEmean, respectively. The time model was picked from the class .)( αβγ rrr vv =  The parameters of the 
algorithms were set to: ,000001.0~ =Δw  ,200=M  ,700=L  ,50=ΔL  ,5=ε  ,3=m  ,875.0=cp  ,125.0=mp  
,10=d
 ,11 =b  ,75.02 =b  ,275.03 =b  .14 =b  The evolutionary algorithm was stopped after 10 minutes after 
being started. The following values of the network parameters were fixed: ,50=I  ,5=R  .30=K  Other 
parameters were randomly generated according to the rectangular distribution form the following intervals: 
],50,5[ 
,
,1,1 ∈
′∀∀
∈∈ riRrIi c  ],50,5[ ,,1,1 ∈∀∀ ∈∈ krKkRr c  ],99.0,1.0[∈α  ],10,1[∈β  ],1,01.0[ ,1 ∈∀ ∈ rRr e  
],20000,200[
,1 ∈∀ ∈ iIi w  ],1000,100[,1 ∈∀ ∈ kKk v  1].[0.0001,∈π  All results presented are the mean values of 
10 independent runs of the algorithm for fixed values of the parameters. The computations were performed by PC 
with processor Intel Core i7-720QM and 4 GB of RAM.  
The data gathered in the Table 2 show that the heuristic algorithm proposed works much faster than 
evolutionary algorithm, and gives, in average, almost the same results like evolutionary one after 10 minutes of 
computation time. For some data, heuristic algorithm gives even better results, than the best result obtained by 
the latter one (see collected data in row 13 in Table 2). During experiment the evolutionary algorithm was not 
significantly better (not more then 0.1%) than the heuristic one. 
4.3. Corollaries 
The numerical experiments show, the usefulness of the heuristic algorithm presented. Indeed, it is able to find 
as well optimal solution for convex models as near optimal solution, not much worse than evolutionary 
algorithm, for non-convex ones. It can be implemented as a stand-alone application, as well as a part of a larger 
decision support system. For example, the system may include additionally commercial solver and 
implementation of evolutionary algorithm. In this case, for convex models, solver would be executed, for other, 
heuristic and evolutionary simultaneously. Each one can be stopped, when the user needs immediately the current 
results. Then the best one can be chosen. At the end, again solver can be used, to obtain the exact solution of 
local minimum by starting from the point returned by the better algorithm. 
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Table 2. Comparison of the best (JEmin), worse (JEmax) and average (JEmean) results obtained by evolutionary algorithm with results (JC 
and TC) obtained by heuristic algorithm  
Set JC[$] TC [s] JEmin[$] JEmax[$] JEmean[$] 
1 963921.46 1.810 963920.72 963922.89 963921.11 
2 1391152.09 0.693 1391145.72 1391147.73 1391146.00 
3 1924046.92 1.531 1924046.83 1924051.61 1924047.57 
4 2030592.16 1.315 2030592.09 2030595.76 2030592.57 
5 3093296.79 0.665 3093296.72 3093301.12 3093297.68 
6 1852975.52 1.976 1852975.42 1852980.42 1852976.82 
7 2216309.90 1.426 2216319.83 2216337.74 2216323.44 
8 2069871.45 1.475 2069863.63 2069867.71 2069864.83 
9 2535407.67 1.295 2535409.88 2535430.86 2535412.09 
10 14503254.49 2.724 14503250.44 14503317.04 14503261.49 
11 16015605.45 0.194 16016400.14 16016553.66 16016416.99 
12 11289328.78 0.385 11288130.21 11288284.35 11288163.25 
13 9529999.89 0.135 9531252.05 9531252.05 9531252.05 
14 2053618.03 1.446 2053628.13 2053633.80 2053629.50 
15 3527462.97 1.367 3527436.42 3527444.85 3527439.18 
16 3157764.70 2.362 3157756.13 3157763.38 3157757.86 
17 2357003.84 1.791 2357008.09 2357009.37 2357008.53 
18 1995859.75 1.325 1995858.50 2357009.37 2212549.46 
19 1674858.67 2.260 1674792.42 1674895.90 1674834.67 
20 907492.17 1.149 907491.57 907492.26 907491.75 
 
5. Conclusions and further work 
The non-convex optimization joint problem of allocation and transportation is considered. To solve it heuristic 
algorithm is proposed. The algorithm is approximate for convex case of the problem. For non-convex problem 
case it gives very good results in comparison to results obtained by evolutionary algorithm solving this problem. 
The main advantage of this algorithm over  evolutionary one is relatively short time of computation that assures 
good results. The specific of the problem directs its possible application to agri-food industry, where the 
production time is the main objective to be minimized. As an example of such industry sugar beet processing into 
sugar can be given, where the aim is to finish the sugar campaign as fast as possible, further work will be focused 
on the decision making for a dynamic case, when new batches of a raw material are supplied in time to 
production units (like in Grunow et al. [3]), and on the cases with additional storage costs. 
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