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1 Introduction
Study of the relation of the zero set of a function f to the zero set of its derivative has a rich history.
The Gauss-Lucas theorem (see, e.g., [Mar49, Theorem 6.1]) says that if f is a polynomial then the
zero set of f ′ lies in the convex hull of the zero set of f . Another property of the differentiation
operator is that it is complex zero decreasing: the number of non-real zeros of f ′ is at most the number
of non-real zeros of f . This property is studied by [CC95] in the more general context of Po´lya-Schur
operators, which multiply the coefficients of a power series by a predetermined sequence. Much of the
recent interest in such properties of the derivative and other operators stem from proposed attacks
on the Riemann Hypothesis involving behavior of zeros under these operators [LM74, Con83]. See
also [Pem12, Section 4] for a survey of combinatorial reasons to study locations of zeros such as
log-concavity of coefficients [Bre89] and negative dependence properties [BBL09].
The vague statement that differentiation should even out the spacings of zeros is generally be-
lieved, and a number of proven results bear this out. For example, a theorem attributed to Riesz
(later rediscovered by others) states that the minimum distance between zeros of certain entire func-
tions with only real zeros is increased by differentiation; see [FR05, Section 2] for a history of this
result and its appearance in [Sto26] and subsequent works of J. v. Sz.–Nagy and of P. Walker.
The logical extreme is that repeated differentiation should lead to zeros that are as evenly spaced
as possible. If the original function f has real zeros, then all derivatives of f also have all real zeros.
If the zeros of f have some long-run density on the real line, then one might expect the zero set
under repeated differentiation to approach a lattice with this density. A sequence of results leading
up to this was proved in [FR05]. They show that the gaps between zeros of f ′ + af are bounded
between the infimum and supremum of gaps between consecutive zeros of f and generalize this to
a local density result that is applicable to the Riemann zeta function. They claim a result [FR05,
Theorem 2.4.1] that implies the convergence of spacings of zeros to a constant (their Theorem 2.4.2)
but a key piece of their proof, Proposition 5.2.1, has a hole that seemingly cannot be fixed (D.
Farmer, personal communication).
The central object of this paper is a random analytic function f whose zeros form a unit intensity
point process. We construct such a function and prove translation invariance in Proposition 2.1.
Our main result is that as k → ∞, the zero set of the kth derivative of f approaches a random
translate of the integers. Thus we provide, for the first time, a proof of the lattice convergence result
in the case of a random zero set.
The remainder of the paper is organized as follows. In the next section we give formal con-
structions and statements of the main results. We also prove preliminary results concerning the
contruction, interpretation and properties of the random function f . At the end of the section we
state an estimate on the Taylor coefficients of f , Theorem 2.7 below, and show that Theorem 2.6
follows from Theorem 2.7 without too much trouble. In Section 3 we begin proving Theorem 2.7,
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that is, estimating the coefficients of f . It is suggested in [FR05] that the Taylor series for f might
prove interesting, and indeed our approach is based on determination of these coefficients. We eval-
uate these via Cauchy’s integral formula. In particular, in Theorem 3.2, we locate a saddle point σk
of z−kf . In Section 4.2 we prove some estimates on f , allowing us to localize the Cauchy integral
to the saddle point and complete the proof of Theorem 2.7. We conclude with a brief discussion.
2 Statements and preliminary results
We assume there may be readers interested in analytic function theory but with no background in
probability. We therefore include a couple of paragraphs of formalism regarding random functions
and Poisson processes, with apologies to those readers for whom it is redundant.
2.1 Formalities
A random object X taking values in a S endowed with a σ-field S is a map X : (Ω,F) → (S,S)
where (Ω,F ,P) is a probability space. We will never need explicitly to name the σ-field S on S,
nor will we continue to say that maps must be measurable, though all maps are assumed to be.
If S is the space of analytic functions, the map X may be thought of as a map f : Ω × C → C.
The statement “f is a random analytic function” means that for any fixed ω ∈ Ω, the function
z 7→ f(ω, z) is an analytic function. The argument ω is always dropped from the notation, thus,
e.g., one may refer to f ′(z) or f(λz), and so forth, which are also random analytic functions.
A unit intensity Poisson process on the real lines is a random counting measure N on the
measurable subsets of R such that for any disjoint collection of sets {A1, . . . , An}, of finite measure,
the random variables {N(A1), . . . , N(An)} are a collection of independent Poisson random variables
with respective means |A1|, . . . , |An| (here |B| denotes the measure of B). The term “counting
measure” refers to a measure taking values in the nonnegative integers; there is a random countable
set E such that the measure of any set A is the cardinality of A∩E. We informally refer to the set
E := {x ∈ R : N({x}) = 1} as the “points of the Poisson process.”
Let Ω henceforth denote the space of counting measures on R, equipped with its usual σ-field F ,
and let P denote the law of a unit intensity Poisson process. This simplifies our notation by allowing
us to construct a random analytic function f : Ω × C → C by a formula for the value of f(N, z),
guaranteeing that the random function f is determined by the locations of the points of the Poisson
process N .
For N ∈ Ω and λ ∈ R, let τλN denote the shift of the measure N that moves points to the right
by λ; in other words, τλN(A) := N(A− λ) where A− λ denotes the leftward shift {x− λ : x ∈ A}.
A unit intensity point process is translation invariant. This means formally that P ◦ τλ = P for any
2
λ. If X is a random object in a space S admitting an action of the group (R,+), we say that X is
constructed in a translation invariant manner from N if X(τλN) = λX(N). This implies that the
law of X is invariant under the (R,+)-action but not conversely. In what follows we will construct
a random analytic function f which is translation invariant up to constant multiple. Formally,
for any function g let [g] denote the set of functions {λg : g ∈ R}. Let (R,+) act on the set of
analytic functions by translation in the domain: λ ∗ g(z) := g(z − λ). This commutes with the
projection g 7→ [g]. Our random analytic function f will have the property that [f ] is constructed
in a translation invariant manner from N .
2.2 Construction of f
Various quantities of interest will be defined as sums and products over the set of points of the
Poisson process N . The sum of g evaluated at the points of the counting measure N is more
compactly denoted
∫
g dN . If
∫ |g| dN < ∞ then this is an absolutely convergent sum and its
meaning is clear. Because many of these infinite sums and products are not absolutely convergent,
we introduce notation for some symmetric sums that are conditionally convergent.
Let g : R → C be any function. Let NM denote the restriction of N to the interval [−M,M ].
Thus,
∫
g dNM denotes the sum of g(x) over those points of the process N lying in [−M,M ]. Define
the symmetric integral
∫
∗
g dN to be equal to limM→∞
∫
g dNM when the lmit exists. It is sometimes
more intuitive to write such an integral as a sum over the points, x, of N . Thus we denote
∑
∗
g(x) :=
∫
∗
g(x) dN(x) = lim
M→∞
∫
g(x) dNM (x)
when this limit exists.
Similarly for products, we define the symmetric limit by
∏
∗
g(s) := lim
M→∞
exp
(∫
log g dNM
)
.
Note that although the logarithm is multi-valued, its integral agains a counting measure is well
definedup to multiples of 2pii, whence such an integral has a well defined exponential.
Theorem 2.1. Except for a set of values of N of measure zero, the symmetric product
f(z) :=
∏
∗
(
1− z
x
)
(2.1)
exists. The random function f defined by this product is analytic and translation invariant. In
particular,
f(τλN, z) =
f(N, z − λ)
f(N,−λ) (2.2)
which implies [f(τλN, ·)] = [f(N, · − λ)].
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We denote the kth derivative of f by f (k). The following is an immediate consequence of Theo-
rem 2.1.
Corollary 2.2. For each k, the law of the zero set of f (k)(z) is translation invariant. 
Translation invariance of f is a little awkward because it holds only up to a constant multiple.
It is more natural to work with the logarithmic derivative
h(z) :=
∑
∗
1
z − x .
Lemma 2.3. The random function h is meromorphic and its poles are precisely the points of the
process N , each being a simple pole. Also h is translation invariant and is the uniform limit on
compact sets of the functions
hM (z) :=
∫
1
z − x dNM (x) .
Proof: Let ∆M := hM+1(0)− hM (0). It is easily checked that
(i) P(∆M > ε) is summable in M ;
(ii) E∆M = 0;
(iii) E∆2M is summable.
By Kolmogorov’s three series theorem, it follows that limM→∞ hM (0) exists almost surely.
To improve this to almost sure uniform convergence on compact sets, define theM th tail remain-
der by TM (z) := h(z)− hM (z) if the symmetric integral h exists. Equivalently,
TM (z) := lim
R→∞
∫
1
z − xd(NR −NM )(x)
if such a limit exists. Let K be any compact set of complex numbers. We claim that the limit exists
and that
G(M) := sup
z∈K
|TM (z)− TM (0)| → 0 almost surely as M →∞. (2.3)
To see this, assume without loss of generality that M ≥ 2 sup{|ℜ{z}| : z ∈ K}. Then
TM (z)− TM (0) = lim
R→∞
∫ (
1
z − x −
1
−x
)
d(NR −NM )(x) . (2.4)
Denote CK := supz∈K |z|. As long as z ∈ K and |x| ≥M , the assumption on M gives∣∣∣∣ 1z − x − 1−x
∣∣∣∣ =
∣∣∣∣ zx(z − x)
∣∣∣∣ ≤ 2CKx2 . (2.5)
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This implies that the integral in (2.4) is absolutely integrable with probability 1. Thus, almost
surely, TM (z)− TM (0) is defined by the convergent integral
TM (z)− TM (0) =
∫ (
1
z − x −
1
−x
)
d(N −NM )(x) .
Plugging in (2.5), we see that G(M) ≤ 2CK
∫
x−2 d(N −NM )(x) , which goes to zero (by Lebesgue
dominated convergence) except on the measure zero event that
∫ |x|−2 dN(x) =∞.
This proves (2.3). The triangle inequality then yields supz∈K |TM (z)| ≤ G(M) + |TM (0)|, both
summands going to zero almost surely. By definition of TM , this means hM → h uniformly on K.
The rest is easy. For fixed K and M , h = hM + limR→∞(hR − hM ). When M is sufficiently large
and R > M , the functions hR−hM are analytic on K. Thus h is the sum of a meromorphic function
with simple poles at the points of N in K and a uniform limit of analytic functions. Such a limit is
analytic. Because K was arbitrary, h is meromorphic with simple poles exactly at the points of N .
The final conclusion to check is that h is translation invariant. Unraveling the definitions gives
h(τλN, z) =
∫
∗λ
1
(z − λ)− x dN(x)
where
∫
∗λ is the limit asM →∞ of the integral over [−λ−M,−λ+M ]. Translation invariance then
follows from checking that
∫M
M−λ
1
z−x dN(x) and
∫ −M
−M−λ
1
z−x dN(x) both converge almost surely to
zero. This follows from the large deviation bound
P
(∣∣∣∣∣
∫ M
M−λ
1
z − x dN(x)
∣∣∣∣∣ ≥ ε
)
= O
(
e−cM
)
and Borel-Cantelli. 
Proof of Theorem 2.1: The antiderivative of the meromorphic function h is an equivalence class
(under addition of constants) of functions taking values in C mod (2pii). Choosing the antiderivative
of hm to vanish at the origin and exponentiating gives the functions fM , whose limit as M →∞ is
the symmetric product, f . Analyticity follows because f is the uniform limit of analytic functions.
Translation invariance up to constant multiple follows from translation invariance of h. The choice
of constant (2.2) follows from the definition, which forces f(0) = 1. 
Before stating our main results, we intoduce a few properties of the random analytic function f .
Proposition 2.4. f(z) = f(z) and |f(a+ bi)| is increasing in |b|.
Proof: Invariance under conjugation is evident from the construction of f . For a, b ∈ R,
log |f(a+ bi)| =
∑
∗
log
∣∣∣∣1 + a+ bix
∣∣∣∣
=
1
2
∑
∗
log
[(
1 +
a
x
)2
+
( |b|
x
)2]
.
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Each term of the sum is increasing in |b|. 
The random function f , being almost surely an entire analytic function, almost surely possesses
an everywhere convergent power series
f(z) =
∞∑
n=0
enz
n .
By construction f(0) = 1, hence e0 = 1. The function f is the uniform limit on compact sets
of fM := exp
(∫
log(1− z/x) dNM (x)
)
. The Taylor coefficients eM,n of fM are the elementary
symmetric functions of the negative reciprocals of the points of NM :
eM,k = ek ({−1/x : NM (x) = 1}) .
It follows that eM,k → ek as M → ∞ for each fixed k. Thus we may conceive of ek as the kth
elementary symmetric function of an infinite collection of values, namely the negative reciprocals of
the points of the Poisson process. The infinite sum defining this symmetric function is not absolutely
convergent but converges conditionally in the manner described above.
We do not know a simple form for the marginal distribution of ek except in the case k = 1. To see
the distribution of e1, observe that the negative reciprocals of the points of a unit intensity Poisson
process are a point process with intensity dx/x2. Summing symmetrically in the original points is
the same as summing the negative reciprocals, excluding those in [−ε, ε], and letting ε → 0. By a
well known construction of the stable laws (see, e.g. [Dur10, Section 3.7]), this immediately implies:
Proposition 2.5. The law of e1 is a symmetric Cauchy distribution. 
While we have not before seen a systematic study of symmetric functions of points of an infinite
Poisson process, symmetric functions of IID collections of variables have been studied before. These
were first well understood in Rademacher variables (plus or minus one with probability 1/2 each). It
was shown in [MS82, Theorem 1] that the marginal of ek, suitably normalized, is the value of the k
th
Hermite polynomial on a standard normal random input. This was extended to other distributions,
the most general result we know of being the one in [Maj99].
2.3 Main result and reduction to coefficient analysis
The random analytic function f is the object of study for the remainder of the paper. Our main
result is as follows, the proof of which occupies most of the remainder of the paper.
Theorem 2.6 (Main result). As k →∞, the zero set of f (k) converges in distribution to a uniform
random translate of the integers.
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We prove the main result via an analysis of the Taylor coefficients of f , reducing Theorem 2.6
to the following result.
Theorem 2.7 (behavior of coefficients of the derivatives). Let ak,r := [z
r]f (k)(z). There are random
quantities {Ak}k≥1 and {θk}k≥1 such that
ak,r = Ak
[
cos
(
θk − rpi
2
)
+ ok(1)
]
· pi
r
r!
in probability (2.6)
∞∑
r=1
M r
|ak,r|
Ak
< ∞ with probability 1− o(1), (2.7)
for any M > 0. The use of the term “in probability” in the first statement means that for every
ε > 0 the quantity
P
(∣∣∣∣ r!pirAk ak,r − cos
(
θk − rpi
2
)∣∣∣∣ > ε
)
goes to zero for fixed r as k →∞.
A surprising consequence of this result is that the signs of the coefficients {ek} are periodic with
period 4. In particular, ek and ek+2 have opposite signs with probability approaching 1 as k →∞. It
is interesting to compare this with simpler models, such as the Rademacher model in [MS82] in which
a polynomial g has n zeros, each of them at ±1, with signs chosen by independent fair coin flips.
The number of positive roots will be some number b = n/2+O(
√
n). Once n and b are determined,
the polynomial g is equal to (z − 1)b(z + 1)n−b. The coefficients of g are the elementary symmetric
functions of b ones and n− b negative ones. The signs of these coefficients have 4-periodicity as well
([MS82, Remark 4]). An analogue of Theorem 2.7 in the case of IID variables with a reasonably
general common distribution appears in [Maj99] (see also [Sub14] for extensions). The proofs, in
that case as well as in the present paper, are via analytic combinatorics. We know of no elementary
argument for the sign reversal between ek and ek+2.
Proof of Theorem 2.6 from Theorem 2.7: We assume the conclusion of Theorem 2.7 holds and
establish Theorem 2.6 in the following steps. Let θk and Ak be as in the conclusion of Theorem 2.7.
Step 1: Convergence of the iterated derivatives on compact sets. 4 Let ψk(x) := cos(pix − θk).
Fix any M > 0. Then
sup
x∈[−M,M ]
∣∣∣∣f (k)(x)Ak − ψk(x)
∣∣∣∣→ 0 in probability as k →∞ . (2.8)
To prove this, use the identity cos(θk − rpi/2) = (−1)j cos(θk) when r = 2j and (−1)j sin(θk) when
4This step is analogous to [FR05, Theorem 2.4.1], the correctness of which is unknown to us at this time.
7
r = 2j + 1 to write
ψk(x) = cos(θk) cos(pix) + sin(θk) sin(pix)
= cos(θk)
[
1− pi
2x2
2!
+ · · ·
]
+ sin(θk)
[
pix− pi
3x3
3!
+ · · ·
]
=
∞∑
r=0
cos
(
θk − rpi
2
) pir
r!
xr .
This last series is uniformly convergent on [−M,M ]. Therefore, given ε > 0 we may choose L large
enough so that
sup
x∈[−M,M ]
∣∣∣∣∣ψk(x) −
L∑
r=0
cos
(
θk − rpi
2
) pir
r!
xr
∣∣∣∣∣ < ε3 . (2.9)
By (2.7), we may choose L larger if necessary, in order to ensure that∣∣∣∣∣
∞∑
r=L+1
ak,r
Ak
xr
∣∣∣∣∣ < ε3 (2.10)
for all x ∈ [−M,M ]. Fix such an L and use the power series for f (k) to write
f (k)(x)
Ar
− ψk(x) =
(
L∑
r=0
ak,r
Ak
xr − ψk(x)
)
+
∞∑
r=L+1
ak,r
Ak
xr . (2.11)
Putting (2.9) together with (2.6) shows that the first term on the right-hand side of (2.11) is at most
ε/3 +
∑L
r=0 ξr where ξr is the term of (2.6) that is ok(1) in probability. By (2.6) we may choose k
large enough so that ε/3 +
∑L
r=0 ξr < 2ε/3 with probability at least 1− ε/2. Thus, we obtain
sup
x∈[−M,M ]
∣∣∣∣f (k)(x)Ak − ψk(x)
∣∣∣∣ ≤ ε
with probability at least 1− ε, etablishing (2.8).
Step 2: The k + 1st derivative as well. Let ηk(x) := −pi sin(pix − θk). Fix any M > 0. Then
sup
x∈[−M,M ]
∣∣∣∣f (k+1)(x)Ak − ηk(x)
∣∣∣∣→ 0 in probability as k →∞ . (2.12)
The argument is the same as in Step 1, except that we use the power series f (k+1)(x) =
∑∞
r=1 rak,rx
r−1
in place of f (k)(x) =
∑∞
r=0 ak,rx
r and ηk(x) =
∞∑
r=1
cos(θk − rpi/2) pi
r
(r − 1)!x
r−1.
Step 3: Convergence of the zero set to some lattice. On any interval [−M,M ], the zero set of
f (k) converges to the zero set of ψk in probability. More precisely, for each ε > 0, if k is large
enough, then except on a set of probability at most ε, for each zero of f (k) in [−M + 2ε,M − 2ε]
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there is a unique zero of ψk within distance 2ε and for each zero of ψk in [−M + 2ε,M − 2ε] there
is a unique zero of f (k) within distance 2ε.
This follows from Steps 1 and 2 along with the following fact applied to ψ = ψk, ψ˜ = f
(k),
I = [−M,M ] and c = 1/2.
Lemma 2.8. Let ψ be any function of class C1 on an interval I := [a, b]. Suppose that min{ | psi|, |ψ′|} ≥
c on I. For any ε > 0, let Iε denote [a + ε, b − ε]. Let ε < c2 be positive, and suppose that a C1
function ψ˜ satisfies |ψ˜ − ψ| ≤ ε and |ψ˜′ − ψ′| ≤ c/2 on I. Then the zeros of ψ and ψ˜on I are in
correspondence as follows.
(i) For every x ∈ Iε/c with ψ(x) = 0 there is an x˜ ∈ I such that ψ˜(x˜) = 0 and |x˜− x| ≤ ε/c. This
x˜ is the unique zero of ψ˜ in the connected component of {|ψ| < c} containing x.
(ii) For every x˜ ∈ Iε/c with ψ˜(x˜) = 0 there is a x ∈ I with ψ(x) = 0. This x is the unique zero of
ψ in the connected component of {|ψ| < c} containing x.
Proof: For (i), pick any x ∈ Iε/c with ψ(x) = 0. Assume without loss of generality that ψ′(x) > 0
(the argument when ψ′(x) < 0 is completely analogous). On the connected component of |ψ| ≤ c
one has ψ′ > c. Consequently, moving to the right from x by at most ε/c finds a value x2 such
that ψ(x2) ≥ ε, moving to the left from x by at most ε/c finds a value x2 such that ψ(x2) ≤ −ε,
and ψ′ will be at least c on [x1, x2]. We have |ψ˜ − ψ| ≤ ε, whence ψ˜(x1) ≤ 0 ≤ ψ˜(x2), and by the
Intermediate Value Theorem ψ˜ has a zero x˜ on [x1, x2]. To see uniqueness, note that if there were
two such zeros, then there would be a zero of ψ˜′, contradicting |ψ˜′ − ψ˜| < c/2 and |ψ′| > c.
To prove (ii). pick x˜ ∈ Iε/c with ψ˜(x˜) = 0. Then |ψ(x˜)| ≤ ε ≤ c whence |ψ′(x˜)| > c. Moving
in the direction of decrease of |ψ(x˜)|, |ψ′| remains at least c, so we must hit zero within a distance
of ε/c. Uniqueness follows again because another such zero would imply a critical point of ψ in a
region where |ψ| < c. 
Step 4: Uniformity of the random translation. Because convergence in distribution is a weak con-
vergence notion, it is equivalent to convergence on every [−M,M ]. We have therefore proved that
the zero set of f (k) converges in distribution to a random translate of the integers. On the other
hand, Corollary 2.2 showed that the zero set of f (k) is translation invariant for all k. This implies
convergence of the zero set of f (k) to a uniform random translation of Z, and completes the proof
of Theorem 2.6 from Theorem 2.7. 
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3 Estimating coefficients
3.1 Overview
The coefficients ek := [z
k]f(z) will be estimated via the Cauchy integral formula
ek =
1
2pii
∫
z−kf(z)
dz
z
. (3.1)
Denote the logarithm of the integrand by φk(z) := log f(z)−k log z. Saddle point integration theory
requires the identification of a saddle point σk and a contour of integration Γ, in this case the circle
through σk centered at the origin, with the following properties.
(i) σk is a critical point of φ, that is, φ
′(σk) = 0.
(ii) The contribution to the integral from a arc of Γ of length of order φ′′(σk)
−1/2 centered at σk
is asymptotically equal to eφ(σk)
√
2pi/φ′′(σk).
(iii) The contribution to the integral from the complement of this arc is negligible.
In this case we have a real function f with two complex conjugate saddle points σk and σk. Accord-
ingly, there will be two conjugate arcs contributing two conjugate values to the integral while the
complement of these two arcs contributes negligibly. One therefore modifies (i)–(iii) to:
(i′) σk and σk are critical points of φ, and there are no others on the circle Γ, centered at the
origin, of radius |σk|.
(ii′) The contribution to the integral from a arc of Γ of length of order φ′′(σk)
−1/2 centered at σk
is asymptotically equal to eφ(σk)
√
2pi/φ′′(σk).
(iii′) The contribution to the integral from the complement of the two conjugagte arcs is negligible
compared to the contribution from either arc.
Note that (iii′) leaves open the possibility that the two contributions approximately cancel, leaving
the supposedly negligible term dominant.
3.2 Locating the dominant saddle point
The logarithm of the integrand in (3.1), also known as the phase function, is well defined up to
multiples of 2pii. We denote it by
φk(z) := −k log z +
∑
∗
log
(
1− z
x
)
.
When k = 0 we denote
∑
∗ log(1 − z/x) simply by φ(z).
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Proposition 3.1. For each k, r, the rth derivative φ
(r)
k of the phase function φk is the meromorphic
function defined by the almost surely convergent sum
φ
(r)
k (z) = (−1)r−1(r − 1)!
[
− k
zr
+
∑
∗
1
(z − x)r
]
. (3.2)
Thus in particular,
φ′k(z) = −
k
z
+
∑
∗
1
z − x .
Proof: When r = 1, convergence of (3.2) and the fact that this is the derivative of φ is just
Lemma 2.3 and the subsequent proof of Theorem 2.1 in which f is constructed from h. For r ≥ 2,
with probability 1 the sum is absolutely convergent. 
The main work of this subsection is to prove the following result, locating the dominant saddle
point for the Cauchy integral.
Theorem 3.2 (location of saddle). Let EM,k be the event that φk has a unique zero, call it σk, in
the ball of radius Mk1/2 about ik/pi. Then P(EM,k)→ 1 as M,k→∞ with k ≥ 4pi2M2.
This is proved in several steps. We first show that φ′k(ik/pi) is roughly zero, then use estimates
on the derivatives of φ and Rouche´’s Theorem to bound how far the zero of φ′k can be from ik/pi.
The function φ′k may be better understood if one applies the natural scale change z = ky. Under
this change of variables,
φ′k(z) = −
1
y
+
∑
∗
1/k
y − x/k .
Denote the second of the two terms by
hk(y) :=
∑
∗
1/k
y − x/k .
We may rewrite this as hk(Y ) =
∫
1
y − xdN
(k)(x) when N (k) denotes the rescaled measure defined
by N (k)(A) = k−1N(kA). The points of the process N (k) are k times as dense and 1/k times the
mass of the points of N . Almost surely as k →∞ the measure N (k) converges to Lebesgue measure.
In light of this it is not surprising that hk(y) is found near
∫
1
z − y dy. We begin by rigorously
confirming this, the integral being equal to −pi sgnℑ{z} away from the real axis.
Lemma 3.3. If z is not real then
E
∫
∗
1
|z − x|m dN(x) = limM→∞E
∫
1
|z − x|m dNM (x),
for m ≥ 2, and
E
∫
∗
1
(z − x)m dN(x) = limM→∞E
∫
1
(z − x)m dNM (x),
for m ≥ 1.
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Proof: The first equality holds trivially by Monotone Convergence Theorem. Next, write RM as
the number of points of the process N withing [−M,M ], and L = 2ℑ(z). Then, for m = 2,
E
∫
1
|z − x|2 dNM (x) = E
∑
j:|Xj |≤M
1
ℑ(z)2 + (ℜ(z)−Xj)2
≤ E
( RL
ℑ(z)2
)
+ E
∑
j:L≤|Xj |≤M
4
|Xj |2
≤ 2Lℑ(z)2 +
4
L
.
Therefore, as ℑ(z) 6= 0, E ∫∗ 1|z−x|2 dN(x) < ∞, and moreover, E ∫∗ 1|z−x|m dN(x) < ∞, ∀m ≥ 2.
Thus, by Dominated Convergence Theorem,
E
∫
∗
1
(z − x)m dN(x) = limM→∞E
∫
1
(z − x)m dNM (x)
holds for m ≥ 2. We shall now show the above to hold true for m = 1.
Note that
E
[∣∣∣∣
∫
1
z − xdNM (x)
∣∣∣∣
2
]
= E
∫
1
|z − x|2 dNM (x) + E
∑
j 6=k:|Xj |,|Xk|≤M
1
(z −Xj)(z −Xk) .
The first term in the above equation converges to E
∫
∗
1
|z−x|2 dN(x) as M → ∞. As for the second
part,
E
∑
j 6=k:|Xj |,|Xk|≤M
1
(z −Xj)(z −Xk) = E
[
RM (RM − 1) · E
(
1
(z − U2)(z − U2)
)]
,
where U1 and U2 are i.i.d. Uniform(−M,M) random variables. So,
E
∑
j 6=k:|Xj |,|Xk|≤M
1
(z −Xj)(z −Xk) =
(∫ M
−M
1
z − udu
)2
=
[
− log
∣∣∣∣M − zM + z
∣∣∣∣− i arctan
(
M −ℜ(z)
ℑ(z)
)
+ i arctan
(−M −ℜ(z)
ℑ(z)
)]2
−→ −pi2, as M →∞.
Thus the quantities
{
E
[∣∣∣∫ 1z−xdNM (x)∣∣∣2
]
,M > 0
}
have a uniform upper bound - let us call it
B(z). Then, given ε > 0,
E
[∣∣∣∣
∫
1
z − xdNM (x)
∣∣∣∣ · 1|∫ 1z−xdNM (x)|≥K
]
≤ 1
K
· EE
[∣∣∣∣
∫
1
z − xdNM (x)
∣∣∣∣
2
]
≤ B(z)
K
< ε,
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forK > B(z)ε . Thus, if z is not real,
{
E
[∫
1
z−xdNM (x)
]
,M > 0
}
is a uniformly integrable collection,
and hence, converges in L1. 
Proposition 3.4. If z is not real then
E
[∫
∗
1
z − x dN(x)
]
= ∓ipi (3.3)
with the negative sign if z is in the upper half plane and the positive sign if z is in the lower half
plane. If z is not real and m ≥ 2 then
E
[∫
∗
1
(z − x)m dN(x)
]
= 0 . (3.4)
Proof: If RM denotes the number of Poisson points in [-M,M], then conditioning on RM , the
poisson points Xj that are contained in [−M,M ] are identically and independently distributed as
Uniform[−M,M ]. Then,
E
[∫
1
z − x dNM (x)
∣∣∣∣RM
]
= RM · E
(
1
z − U
)
,
where U ∼ Uniform[−M,M ]. Writing z = reiθ , we get,
E
[∫
1
z − x dNM (x)
∣∣∣∣RM
]
=
RM
2M
∫
x∈[−M,M ]
1
r cos θ + ir sin θ − xdx
= RM
[ −1
2M
log
∣∣∣∣M − zM + z
∣∣∣∣− i2M arctan
(
M − r cos θ
r sin θ
)
+
i
2M
arctan
(−M − r cos θ
r sin θ
)]
=⇒ E
[∫
1
z − x dNM (x)
]
= − log
∣∣∣∣M − zM + z
∣∣∣∣− i arctan
(
M − r cos θ
r sin θ
)
+ i arctan
(−M − r cos θ
r sin θ
)
since, RM ∼ Poisson(2M). Taking M →∞, by Lemma 3.3 we get,
E
[∫
∗
1
z − x dN(x)
]
= −pii,
for z in the upper half plane, and,
E
[∫
∗
1
z − x dN(x)
]
= pii,
for z in the lower half plane, where the interchange of limits and expectation is by Lemma 3.3.
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Now fix m ≥ 2 and z /∈ R.
E
[∫
1
(z − x)m dNM (x)
∣∣∣∣RM
]
= RM · E
[
1
(z − U)m
]
=
RM
2M
· 1
m− 1
{
1
(z −M)m−1 −
1
(M + z)m−1
}
.
=⇒ E
[∫
1
(z − x)m dNM (x)
]
=
1
m− 1
{
1
(z −M)m−1 −
1
(M + z)m−1
}
.
Thus, using Lemma 3.3,
E
[∫
∗
1
(z − x)m dN(x)
]
= lim
M→∞
1
m− 1
{
1
(z −M)m−1 −
1
(M + z)m−1
}
= 0.

The next proposition and its corollaries help us to control how much the functions φk and hk
can vary. These will be used first in Lemma 3.10, bounding hk over a ball, then in Section 4.1 to
estimate Taylor series involving Φk. We begin with a general result on the variance of a Poisson
integral.
Proposition 3.5. Let ψ : R→ C be any bounded function with ∫ |ψ(x)|2 dx <∞. Let Z denote the
compensated Poisson integral of ψ, namely
Z := lim
M→∞
[∫
ψ(x) dNM (x) −
∫ M
−M
ψ(x) dx
]
.
Then Z is well defined and has finite variance given by
E|Z|2 =
∫
|ψ(x)|2 dx .
Proof: This is a standeard result but the proof is short so we supply it. Let
ZM :=
∫
ψ(x) dNM (x) −
∫ M
−M
ψ(x) dx
and let ∆M := ZM − ZM−1 denote the increments. We apply Kolmogorov’s Three Series Theorem
to the independent sum
∑∞
M=1∆M , just as in the proof of Lemma 2.3. Hypothesis (i) is satisfied
because
∫M+1
M |ψ| goes to zero. Hypothesis (ii) is satisfied because E∆M = 0 for all M . To see
that hypothesis (iii) is satisfied, observe that E|∆M |2 =
∫ |ψ(x)|21M−1≤|x|≤M dx, the summability
of which is equivalent to our assumption that ψ ∈ L2. We conclude that the limit exists almost
surely. By monotone convergence as M →∞, Var (Z) = ∫ |ψ|2. 
Define
Wr(z) :=
∫
∗
(z − x)−r dN(x) .
If α > 1 and λ is real, the intergal
∫ |z − x|−α dx is invariant under z 7→ z + λ and scales by λ1−α
under z 7→ λz. Plugging in ψ(x) = (z − x)−r therefore yields the following immediate corollary.
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Corollary 3.6. Let z have nonzero imaginary part and let r ≥ 2 be an integer. Then Wr(z) is well
defined and there is a positive constant γr such that
E|Wr(z)|2 = γr|ℑ{z}|2r−1 .

In the case of r = 1 we obtain the explicit constant γ1 = 1:
E|W1(z)∓ pii|2 = pi|ℑ(z)| .
To see this, compute
E
[∫
1
|z − x|2 dNM (x)
∣∣∣∣RN
]
= RN · 1
2N
∫
x∈[−N,N ]
1
(z − x) · (z¯ − x)dx
=
RN
2N(z¯ − z)
[∫
x∈[−N,N ]
1
z − xdx−
∫
x∈[−N,N ]
1
z¯ − xdx
]
=
1
z¯ − z
{
E
[∫
1
z − x dNM (x)
∣∣∣∣RN
]
− E
[∫
1
z¯ − x dNM (x)
∣∣∣∣RN
]}
.
Thus, taking expectations and by Lemma 3.3
E
[∫
∗
1
|z − x|2 dN(x)
]
=
1
z¯ − z
{
E
[∫
∗
1
z − x dN(x)
]
− E
[∫
∗
1
z¯ − xdN(x)
]}
.
Proposition 3.4 shows the difference of expectations on the right-hand side to be −2ipi, yielding
γ1 = pi.
Corollary 3.7. For y with nonzero imaginary part and r ≥ 1, Wr(ky) has variance E[ℜ{W−W}2+
ℑ{W −W}2] = k−1/2γr(y). It follows (with δ1,r denoting the Kronecker delta), that
φ
(r)
k (ky) = −ipiδ1,r + (r − 1)!k1−r
(−1
y
)r
+O
(
k1/2−r
)
(3.5)
in probability as k →∞.
Proof: Let N (k) denote a Poisson law of intensity k, rescaled by k−1. In other words, N (k) is the
average of k independent Poisson laws of unit intensity. Under the change of variables u = x/k, the
Poisson law dN(x) becomes kdN (k)(u). Therefore,
Wr(ky) =
∫
∗
1
(ky − x)r dN(x)
= k1−r
∫
∗
1
(y − u)r dN
(k)(u)
= k1−r

1
k
k∑
j=1
W [j]r


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where {W [r1], . . . ,W [k]r } are k independent copies of Wr(y). Because Wr(y) has mean −ipiδ1,r and
variance γr(y), the variance of the average is k
−1/2γr(y). The remaining conclusion follows from
the expression (3.2) for φ
(r)
k and the fact that a random variable with mean zero and variance V is
O(V 1/2) in probability. 
3.3 Uniformizing the estimates
At some juncture, our pointwise estimates need to be strengthened to uniform estimates. The
following result is a foundation for this part of the program.
Lemma 3.8. Fix a compact set K in the upper half plane and an integer r ≥ 1. There is a constant
C such that for all integers k ≥ 1,
E sup
z∈K
∣∣∣h(r)k (z)∣∣∣ ≤ Ck−1/2 .
Proof: Let F (k) denote the CDF for the random compensated measure N (k) − dx on R+, thus
F (x) = N (k)[0, x]− x when x > 0 and F (x) = x−N (k)[x, 0] when x < 0. We have
h
(r)
k (z) =
∫
∗
C(z − x)−r−1 dN(x) =
∫
∗
C(z − x)−r−1 dF (k)(x)
because
∫
∗(z − x)−r−1 dx = 0. This leads to
E sup
z∈K
∣∣∣h(r)k (z)∣∣∣
≤ lim
M→∞
E sup
z∈K
∣∣∣∣∣
∫ M
0
1
(z − x)r dF
(k)(x)
∣∣∣∣∣ + E supz∈K
∣∣∣∣
∫ 0
−M
1
(z − x)r dF
(k)(x)
∣∣∣∣ .
The two terms are handled the same way. Integrating by parts,∫ M
0
(z − x)−r dF (k)(x) = (z − x)−rN [0,M ]−
∫
−r(z − x)−r−1 F (k)(x) dx.
This implies that
E sup
z∈K
∣∣∣h(r)k (z)∣∣∣
≤ lim
M→∞
[
E|F (k)(M)| sup
z∈K
|z − x|−r +
∫ M
0
sup
z∈K
r|z − x|−r−1|F (k)(x)|
]
dx
≤ CK lim
M→∞
(
M−r+1/2 + k−1/2
)
.
Sending M to infinity gives the conclusion of the lemma. 
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Corollary 3.9.
(i) sup
z∈K
|h(r)k (z)| = O(k−1/2) in probability.
(ii) hk and its derivatives are Lipschitz on K with Lipschitz constant O(k
−1/2) in probability.
(iii) For r ≥ 2, the O(k−1/2) term in the expression (3.5) for φ(r)k (ky) is uniform as y varies over
compact sets of the upper half plane.
Proof: Conclusion (i) is Markov’s inequality. Conclusion (ii) follows because any upper bound on
a function |g′| is is a Lipschitz constant for g. Conclusion (iii) follows from the relation between hk
and φk. 
Lemma 3.10. For any c > 0,
P
[
sup
{
|hk(y) + ipi| : |y − i
pi
| ≤Mk−1/2
}
≥ cMk−1/2
]
→ 0
as M →∞ with uniformly in k ≥ 4pi2M2.
Proof: Fix c, ε > 0. Choose L > 0 such that the probability of the event G is at most ε/2, where
G is the event that the Lipschitz constant for some hk on the ball B(ipi, 1/(2pi)) is greater than L.
Let B be the ball of radius Mk−1/2 about i/pi. The assumption k ≥ 4pi2M2 guarantees that B is a
subset of the ball B(ipi, 1/(2pi)) over which the Lipschitz constant was computed. Let y be any point
in B. The ball of radius ρ := cMk−1/2ε/(2L) about y intersects B in a set whose area is at least
ρ2
√
3/2, the latter being the area of two equilateral triangles of side ρ. If |hk(y) + i/pi| ≥ cMk−1/2
and G goes not occur, then |hk(u) + i/pi| ≥ (1/2)cMk−1/2 on the ball of radius ρ centered at y.
Now we compute in two ways the expected measure E|S| of the set S of points u ∈ B such that
|hk(u) + ipi| ≥ ρ. First, by what we have just argued,
E|S| ≥
√
3
2
ρ2
(
Q− ε
2
)
=
(
Q− ε
2
)√3c2ε2
16L2
M2
k
(3.6)
where Q is the probability that there exists a y ∈ B such that |hk(y)+i/pi| ≥ cMk−1/2. Secondly, by
Proposition 3.4 and the computation of γ1, for each u ∈ B, Ehk(u) + i/pi = 0 and E|hk(u)|2 = pi/k,
leading to E|hk(u) + i/pi| ≤
√
2pi/k and hence
P
(∣∣∣∣hk(u) + ipi
∣∣∣∣ ≥ ρ
)
≤
√
2pi/k
ρ
=
√
2pi/k
cMk−1/2ε/(2L)
=
√
32piL2
c2
M−1/2 .
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By Fubini’s theorem,
E|S| ≤ |B| sup
u∈B
P
(∣∣∣∣hk(u) + ipi
∣∣∣∣ ≥ cMk−1/2
)
≤ piM
2
k
√
32piL2
c2
M−1/2 . (3.7)
Putting together the inequalities (3.6) and (3.7) gives
Q− ε
2
≤
√
512pi3L4
3c4ε2
M−1/2 .
Once M is sufficiently larger that the radical is at most ε/2, this implies that Q ≤ ε. Because ε > 0
was arbitrary, we have shown that Q→ 0 as M →∞ uniformly in k, as desired. 
Proof of Theorem 3.2: Using Lemma 3.10 for c < 1, we know that
P
[
sup
{
|hk(y) + ipi| : |y − i
pi
| ≤Mk−1/2
}
≤ cMk−1/2
]
−→ 1, as, k →∞.
Writing
AM,k =
{
ω : sup
{
|hk(y) + ipi| : |y − i
pi
| ≤Mk−1/2
}
≤ cMk−1/2
}
,
∀ω ∈ AM,k, and all y such that |y − ipi | =Mk−1/2,∣∣∣∣φk(y)(ω)−
(
−ipi − 1
y
)∣∣∣∣ = |hk(y)(ω) + ipi|
≤ cMk−1/2
= c
∣∣∣∣y − ipi
∣∣∣∣
<
∣∣∣∣y − ipi
∣∣∣∣
for k sufficiently large. Thus, by Rouche’s theorem, φk(y)(ω) and y − ipi have the same number
of zeros inside the disc centered at i/pi of radius Mk−1/2, i.e. exactly one. This implies that,
P(EM,k)→ 1 as M,k →∞ with k ≥ 4pi2M2. 
4 The Cauchy integral
4.1 Dominant arc: saddle point estimate
We sum up those facts from the foregoing subsection that we will use to estimate the Cauchy integral
in the dominant arc near σk.
Lemma 4.1.
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(i) φ′(σk) = 0.
(ii) σ2kφ
′′(σk) = k +O(k
1/2) in probability as k→∞.
(iii) If K is the set {z : |z − σk| ≤ k/2 then sup
z∈K
k3φ(3)(z) = O(k) in probability.
Proof: The first is just the definition of σk. For the second, using Corollary 3.9 for r = 2 and
y = ipi , the estimate (3.5) is uniform, hence
φ′′(σk) = φ
′′
(
ik
pi
)
+O
(
k−3/2
)
=
−pi2
k
+O
(
k−3/2
)
in probability. Multiplying by σ2k ∼ −k2/pi2 gives (ii). The argument for part (iii) is analogous to
the argument for part (ii). 
Definition 4.2 (Arcs, fixed value of δ). For the remainder of the paper, fix a number δ ∈ (1/3, 1/2).
Parametrize the circle Γ through σk in several pieces, all oriented counterclockwise, as follows (see
Figure 4.2). Define Γ1 to be the arc {z : z = σkeit,−k−δ ≤ t ≤ k−δ}. Define Γ′1 to be the arc
{z : z = σkeit,−k−δ ≤ t ≤ k−δ}, so that the arc is conjugate to Γ1 but the orientation remains
counterclockwise. Define Γ2 to be the part of Γ in the second quadrant that is not part of Γ1, define
Γ3 to be the part of Γ in the first quadrant not in Γ1, and define Γ
′
2 and Γ
′
3 to be the respective
conjugates. Define the phase function along Γ by
gk(t) := φk(σke
it) .
k
Γ
Γ
Γ
Γ
Γ
Γ
1
2
3
1
2
3
’
’
’
σ
σ
k
Figure 1: Parametrization of the circular contour Γ
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Theorem 4.3 (Contribution from Γ1). For any integer r ≥ 0,∫
Γ1
f(z)
zk+r+1
dz
k−1/2f(σk)σ
−k−r
k
−→ i
√
2pi
in probability as k →∞.
Proof: For fixed k, the Taylor’s expansion of gk(t) gives us,
gk(t) = gk(0) + tg
′
k(0) +
t2
2
g
(2)
k (0) +
t3
6
(
ℜg(3)k (t1) + iℑg(3)k (t2)
)
,
where t1 and t2 are points that lie between 0 and t.
By Lemma 4.1, g′k(0) = 0 and
g2k(0) = k +O
(
k1/2
)
in probability. Thus,
sup
|t|≤k−δ
√
k
[
exp
(
t2
2
g
(2)
k (0)
)
− exp
(
−kt
2
2
)]
−→ 0.
In addition,
sup
z∈Γ1
∣∣∣∣σrkzr − 1
∣∣∣∣ −→ 0,
while, Lemma 4.1 also gives us
sup
|t|≤k−δ
t3
6
g
(3)
k (t) −→ 0.
Thus,
∫
Γ1
f(z)
zk+r+1
dz = i
∫ k−δ
−k−δ
σ−rk exp
[
gk(0) +
t2
2
g
(2)
k (0) +
t3
6
(
ℜg(3)k (t1) + iℑg(3)k,N (t2)
)
− i rt
]
dt,
whence, as k→∞,
√
k
∫
Γ1
f(z)
zk+r+1 dz
σ−rk exp(gk(0))
− i
√
k
∫ k−δ
−k−δ
exp
(
−kt
2
2
)
dt −→ 0.
Changing variables to t = u/
√
k shows that when δ < 1/2, the integral is asymptotic to
√
2pi/k.
Plugging in gk(0) = f(σk)σ
−k
k completes the proof. 
4.2 Negligble arcs and remainder of proof of Theorem 2.7
We now show that the Cauchy integral receives negligible contributions from Γ2,Γ
′
2,Γ3 and Γ
′
3. By
conjugate symmetry we need only check Γ2 and Γ3; the arguments are identical so we present only
the one for Γ2.
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Let R := |σk| and let β denote the polar argument of σk, that is, β := arg(σk) − pi/2, so that
σk = iRe
iβ . By Theorem 3.2, β = O(k−1/2) in probability. We define an exceptional event Gk of
probability going to zero as follows.
Let Gk be the event that either R /∈ [k/(2pi), 2k/pi] or β > k−δ/2.
If z = iReiθ is a point of Γ2 with polar argument θ, then θ is at least k
−δ − |β|, hence is at least
(1/2)k−δ on Gck. Note that the notation suppresses the dependence of R and β on k, which does
not affect the proof of the in-probability result in Lemma 4.4.
Lemma 4.4. ∫
Γ2
f(z)
zk+r+1
dz
k−1/2f(σk)σ
−k−r
k
−→ 0 (4.1)
in probability as k →∞.
Proof: Let z = iReiθ ∈ Γ2. Our purpose is to show that |f(z)z−k| is much smaller that |f(σk)σ−kk |.
On Γ2 we are worried only about the magnitude, not the argument, so we may ignore the z
−k and
σ−k terms, working with φ rather than with φk. This simplifies (3.5) to
φ′(z) = −ipi +O
(
k−1/2
)
(4.2)
the estimate being uniform on the part of Γ2 with polar argument less than pi/2− ε by part (iii) of
Corollary 3.9. Let Hk be the exceptional event where the constant in the uniform O(k
−1/2) term is
greater than k1/2−δ/100, the probability of Hk going to zero according to the corollary.
Integrating the derivative of ℜ{φ(z)} along Γ then gives
log
∣∣∣∣ f(z)f(σk)
∣∣∣∣ = pi (ℑ{z} − ℑ{σk}) +O (k−1/2|z − σk|) . (4.3)
The first of the two terms is piR(cos(θ)− cos(β)) which is bounded from above by −(R/2)(θ2 − β2)
which is at most −(R/4)θ2 on Gck. The second term is at most
k1/2−δ
100
k−1/2(2Rθ)
on Gck ∩Hck, provided that θ ≤ pi/2− ε. Combining yields
log
∣∣∣∣ f(z)f(σk)
∣∣∣∣ ≤ −R4 θ2 + k
−δ
100
(2Rθ) ≤ −Rθ(
(
θ
4
− k
−δ
50
)
≤ −Rθ
2
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on Γ2 as long as the polar argument of z is at most pi/2−ε. Decompose Γ2 = Γ2,1+Γ2,2 according to
whether θ is less than or greater than pi/2− ε. On Gck we know that θ ≥ (1/2)k−δ and R ≥ k/(2pi),
hence on Γ2,1,
log
∣∣∣∣ f(z)f(σk)
∣∣∣∣ ≤ −k1−2δ64pi .
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Using dθ = dz/z we bound the desired integral from above by
∣∣∣∣∣∣∣∣
∫
Γ2
f(z)
zk+r+1
dz
k−1/2f(σk)σ
−k−r
k
∣∣∣∣∣∣∣∣
≤
√
k
∫
Γ2
∣∣∣∣ f(z)f(σk)
∣∣∣∣ dθ .
On Gck ∩Hck, the contribution from Γ2,1 is at most
√
k |Γ2| exp
[
−k
1−2δ
64pi
]
. (4.4)
Finally, to bound the contribution from Γ2,2, use Proposition 2.4 to deduce |f(z)| ≤ |f(z′)| where
ℜ{z′} = ℜ{z} and ℑ{z′} = k/(4pi). Integrating (4.2) on the line segment between σk and z′ now
gives (4.3) again, and on Gck ∩Hck the right-hand side is at most −(k/4)+ k−δk < −k/8 once k ≥ 8.
This shows the contribution from Γ2,2 to be at most εRe
−k/8. Adding this to (4.4) and noting that
P(Gc ∪Hk)→ 0 proves the lemma. 
Theorem 4.5. For fixed r as k →∞,
ek+r = 2(−1)k+r ℜ
{
(1 + o(1))σ−k−rk f(σk)
√
1
2pik
}
in probability as k →∞.
Proof: By Cauchy’s integral theorem,
ek+r =
(−1)k+r
2pii
∫
Γ
f(z)z−k−r−1 dz .
By Theorem 4.3 and the fact that the contributions from Γ1 and Γ
′
1 are conjugate, their sum is twice
the real part of a quantity asymptotic to
1√
2pik
f(σk)σ
−k−r
k . (4.5)
By Lemma 4.4, the contributions from the remaining four arcs are negligible compared to (4.5). The
theorem follows. 
Proof of Theorem 2.7: By the definition of ak,r, using Theorem 4.5 to evaluate ek,
ak,r = (−1)k+r ek+r (k + r)!
r!
= 2 k!
(k + r)!
k!
1
r!
ℜ
{
(1 + o(1))σ−k−rk f(σk)
√
1
2pik
}
.
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For fixed r as k → ∞ asymptotically (k + r)!/k! ∼ kr. Setting Ak = k!
√
2
pik
∣∣σ−kk f(σk)∣∣ and
θk = arg{σ−kk f(σk)} simplifies this to
Ak
kr
|σk|r [cos (θk − r arg(σk))] .
Because in probabiltiy arg(σk) = pi/2 + o(1) while |σk| ∼ k/pi, this simplifies finally to
ak,r = Ak
[
cos
(
θk − rpi
2
)
+ o(1)
]
· pi
r
r!
in probability,
proving the first part of the theorem.
Next, from the proof of Theorem 4.3 it is clear that∣∣∣∣∣∣
∫
Γ1
f(z)
zk+r+1
dz
f(σk)
σk+r
k
∣∣∣∣∣∣ ≤
∫
Γ1
| exp(gk(t)− gk(0))|dt
is bounded above in probability, and this bound is independent of r. Also the convergence in the
proof of Lemma 4.4 is independent of r. Therefore,∣∣∣∣ak,rAk
∣∣∣∣ = O
(
(k + r)!
k!
1
r!|σk|r
)
.
Since, for any M > 0,
∞∑
r=1
(k + r)!
k!
pir
r!
M r
kr
<∞, ∀ k > Mpi,
with the convergence being uniform over k ∈ [T,∞), with T > Mpi, we have our result.

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