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14 Two inverse spectral problems
for a class of singular Krein strings
Jonathan Eckhardt
Abstract. We solve the inverse problem from the spectral measure and the
inverse three-spectra problem for the class of singular Krein strings on a fi-
nite interval with trace class resolvents. In particular, this includes a complete
description of all possible spectral measures and three (Dirichlet) spectra asso-
ciated with this class of Krein strings. The solutions of these inverse problems
are obtained by approximation with Stieltjes strings.
1. Introduction
Let (a, b) be some bounded interval and consider the class M of all (positive)
Borel measures ω on (a, b) for which the integral∫ b
a
(b− x)(x − a)dω(x)
is finite. The spectral problem for a string with fixed endpoints and mass distribu-
tion given by some ω ∈M is the boundary value problem
−u′′ = z u ω
on (a, b) with Dirichlet boundary conditions at the endpoints and a complex spectral
parameter z ∈ C. Of course, this differential equation has to be understood in a
distributional sense (we refer to Section 2 for some details). The aim of the present
article is to solve two inverse spectral problems for this class of singular strings.
First of all, for each such string with mass distribution ω ∈ M there is an
associated scalar spectral measure (cf. [10, §6], [12, Subsection 2.7]) which belongs
to the class S of all (positive) discrete measures ρ on R+ for which the sum∑
λ∈supp(ρ)
1
λ
is finite. In Section 4 we will solve the corresponding inverse problem, that is,
we show that the correspondence between mass distributions in M and spectral
measures in S is one-to-one. Moreover, we are also able to characterize those mass
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distributions which are finite near some endpoint in terms of the asymptotic be-
havior of the corresponding spectral measure. Of course, the case of a regular left
endpoint overlaps with Krein’s inverse spectral theory of strings on a half-axis [3],
[11], [12], [17] (up to the minor differences regarding heavy endpoints and bound-
ary conditions). At this point, let us also mention that generalizations to strings
with singular left endpoints have already been considered in [10] and some inverse
spectral results have been obtained in [14], [15], [16]. In particular, [14] consid-
ers the class of singular strings with the left endpoint being −∞ and the mass
distribution satisfying a growth restriction there, which guarantees that the resol-
vents of the strings, restricted to a neighborhood of −∞, are trace class (cf. [12,
Subsection 2.7]). There, it has been shown that a corresponding spectral measure
determines the mass distribution of such a singular string up to a possible shift.
The proof of this result is very similar to ours, which also relies on a variant of
de Branges’ subspace ordering theorem [15]. Regarding the existence part of this
inverse problem, it has been shown in [14, Theorem 4.1] that at least measures
with a polynomial growth restriction arise as spectral measures of such singular
strings. This result has been enhanced in [16], where the class of singular strings
corresponding to this polynomial growth restriction of the spectral measure has
been described explicitly in terms of a growth restriction of the mass distribution
near −∞. The present article shows that it is also possible to describe the set of
spectral measures corresponding to the class of mass distributions with an addi-
tional growth restriction near the right endpoint (which ensures the resolvents to
be trace class). In contrast to the results in [14], [16], spectral measures from this
class may indeed exhibit arbitrary growth.
Secondly, we will consider the inverse three-spectra problem for this class of
strings. By the three (Dirichlet) spectra associated with a mass distribution ω ∈ M
(and a fixed interior point c ∈ (a, b)) we mean the spectra σ(S), σ(Sa), and σ(Sb),
where σ(S) is the spectrum of the whole string and σ(Sa), σ(Sb) are the spectra
of the string restricted to (a, c), (c, b), respectively with an additional Dirichlet
boundary condition at the point c. The corresponding inverse problem has been
treated for example in [7], [9], [18] for Schro¨dinger operators (corresponding to
smooth strings) and in [2] for Stieltjes strings (that is, strings consisting of a finite
number of point masses). It turns out that these three spectra belong to the class
T which consists of all triples (σ, σa, σb) of discrete subsets of R
+ for which the sum∑
λ∈σ
1
λ
is finite, the intersection σa ∩ σb is contained in σ and the set σa ∪ σb interlaces
σ\(σa ∩ σb). To be precise, we say some discrete set A interlaces B if b1 < a1 <
b2 < a2 < · · · , where A = {ak}
na
k=1 and B = {bk}
nb
k=1 for some na, nb ∈ N0 ∪ {∞}
and strictly increasing sequences (ak)
na
k=1 and (bk)
nb
k=1. Moreover, if one of these
sets is finite, then so has to be the other one with nb = na or nb = na+1 and they
either end with · · · < bnb < ana or with · · · < ana < bnb . Alternatively, we could
also define T to consist of all triples (σ, σa, σb) of discrete subsets of R
+ such that
for each λ ∈ σ we have λ ∈ σa if and only if λ ∈ σb and for which the function
∏
λ∈σ
(
1−
z
λ
)−1 ∏
µa∈σa
(
1−
z
µa
) ∏
µb∈σb
(
1−
z
µb
)
, z ∈ C\R,
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(where the products are assumed to converge locally uniformly) is a Herglotz–
Nevanlinna function, i.e., maps the upper complex half-plane into itself or is a real
constant. The equivalence of these definitions follows essentially from the inter-
lacing condition for (necessarily simple) zeros and poles of meromorphic Herglotz–
Nevanlinna functions; see e.g. [7, Theorem 2.1]. In contrast to the inverse problem
from the spectral measure, there is no one-to-one correspondence between M and
T , as already noticed in [7] for Schro¨dinger operators and in [2] for Stieltjes strings.
Nevertheless, the map M→ T turns out to be onto and we are able to describe all
possible strings with the same three spectra in terms of additional spectral data.
The proofs of our theorems rely on the corresponding results for Stieltjes strings,
discussed in [1], [2] or less immediately applicable (due to the difference regarding
heavy endpoints and boundary conditions) also in [3], [11], [17]. In Section 3 we
will prove some continuity results for the spectral quantities on isospectral sets of
M, which allow us to lift the results for Stieltjes strings to our class of mass distri-
butions. The two inverse problems will be discussed in the consecutive sections.
Regarding integration of a continuous function g on (a, b) with respect to some
measure ω ∈M we will use the following convenient notation
∫ β
α
g(x)dω(x) =


∫
[α,β) g(x)dω(x), α < β,
0, α = β,
−
∫
[β,α) g(x)dω(x), α > β,
for α, β ∈ (a, b). In particular, the integration by parts formula takes the form∫ β
α
f(x)g(x)dω(x) = f(β)
∫ β
α
g(x)dω(x) −
∫ β
α
f ′(x)
∫ x
α
g(s)dω(s) dx
for locally absolutely continuous functions f on (a, b), which will be used frequently.
2. Spectral theory for a singular string
In this section we will discuss the spectral problem for a string with fixed end-
points and arbitrary mass distribution ω ∈ M, as far as it is needed to solve our
inverse problems. A solution u of the differential equation
−u′′ = z u ω(2.1)
on the interval (a, b) with a complex spectral parameter z ∈ C, is a complex-valued,
locally absolutely continuous function on (a, b) such that
u′(α) − u′(β) = z
∫ β
α
u(x)dω(x)(2.2)
for almost all α, β ∈ (a, b). In particular, the derivative of a solution u of (2.1) has
a unique left-continuous representative which is locally of bounded variation. Here
and henceforth, for definiteness, this representative will always be denoted with u′
such that (2.2) holds for all α, β ∈ (a, b). Together with the boundary conditions
lim
α→a
u(α)− u′(α)(α − a) = 0 and lim
β→b
u(β)− u′(β)(β − b) = 0(2.3)
(these limits are known to exist for solutions of (2.1) which are square integrable
with respect to ω near the respective endpoint), equation (2.1) gives rise to a unique
self-adjoint linear operator S in the weighted Hilbert space L2((a, b);ω) (see e.g. [5,
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Section 6] for details). Hereby note that our differential equation is in the limit-
circle case at an endpoint if and only if ω is finite near this endpoint. In this case
the boundary conditions reduce to Dirichlet boundary conditions. Otherwise, in the
limit-point case the boundary conditions are known to be superfluous. As a first
step we introduce solutions of (2.1), which are square integrable with respect to ω
near one endpoint, satisfy the boundary condition there and depend analytically
on the spectral parameter (cf. [10, Theorem 9]).
Theorem 2.1. For each z ∈ C there is a unique solution φa(z, · ) of (2.1) with the
spatial asymptotics
φa(z, x) ∼ x− a and φ
′
a(z, x) ∼ 1
as x → a. Moreover, the functions φa( · , x) and φ
′
a( · , x) are real entire and of
finite exponential type for each x ∈ (a, b).
Proof. First of all we show that for each z ∈ C, the integral equation
ma(z, x) = 1− z
∫ x
a
(x− s)(s− a)
x− a
ma(z, s)dω(s), x ∈ (a, b),(2.4)
has a unique bounded continuous solution ma(z, · ). Therefore consider the integral
operator Ka on Cb(a, b) defined by
Kaf(x) =
∫ x
a
(x− s)(s− a)
x− a
f(s)dω(s), x ∈ (a, b), f ∈ Cb(a, b),
where Cb(a, b) is the space of bounded continuous functions on (a, b). We show that
for each f ∈ Cb(a, b) and n ∈ N we have the estimate
sup
a<s<x
|Kna f(s)| ≤
1
n!
(∫ x
a
p(s)dω(s)
)n
sup
a<s<x
|f(s)| , x ∈ (a, b),
where p is the polynomial given by (b − a)p(s) = (b − s)(s− a), s ∈ (a, b). In fact,
from a simple estimate we get inductively
sup
a<s<x
|Kna f(s)| ≤ sup
a<s<x
∫ s
a
∣∣Kn−1a f(r)∣∣ p(r)dω(r)
≤
1
(n− 1)!
∫ x
a
(∫ r
a
pdω
)n−1
p(r)dω(r) sup
a<s<x
|f(s)| , x ∈ (a, b).
Now an application of the substitution rule for Lebesgue–Stieltjes integrals [6] yields
the claim. In particular this shows that
‖Kna ‖ ≤
1
n!
(∫ b
a
(b − x)(x − a)
b− a
dω(x)
)n
, n ∈ N,(2.5)
and hence the Neumann series
ma(z, x) =
∞∑
n=0
(−1)nznKna 1(x) = (I + zKa)
−11(x), x ∈ (a, b), z ∈ C,
converges absolutely, uniformly in x ∈ (a, b) and even locally uniformly in z ∈
C. Thus ma(z, · ) is the unique solution in Cb(a, b) of the integral equation (2.4).
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Moreover, integrating the right-hand side of (2.4) by parts shows that this function
is locally absolutely continuous with derivative given by
m′a(z, x) = −z
∫ x
a
(
s− a
x− a
)2
ma(z, s)dω(s), x ∈ (a, b), z ∈ C.(2.6)
Therefore, for each z ∈ C we have the spatial asymptotics
ma(z, x)→ 1 and m
′
a(z, x)→ 0,
as x→ a. Indeed, this follows from the integral equation (2.4) and (2.6) in view of
the fact that the function ma(z, · ) is uniformly bounded. Now the functions
φa(z, x) = (x − a)ma(z, x), x ∈ (a, b), z ∈ C,
satisfy the integral equations
φa(z, x) = x− a− z
∫ x
a
(x− s)φa(z, s)dω(s), x ∈ (a, b), z ∈ C,
and hence are solutions of (2.1) (see e.g. [5, Proposition 3.3]). The spatial asymp-
totics of φa(z, · ) near a easily follow from the corresponding results for the function
ma(z, · ). Also note that these asymptotics uniquely determine the solution φa(z, · ).
Finally, the Neumann series and the estimates in (2.5) guarantee that ma( · , x) is
real entire and of finite exponential type, uniformly for all x ∈ (a, b). Hence we
see from (2.6) that m′a( · , x) is also real entire with finite exponential type for each
x ∈ (a, b). Of course, this proves that the functions φa( · , x) and φ
′
a( · , x) are real
entire and of finite exponential type for each x ∈ (a, b). 
Of course, a similar calculation shows that for each z ∈ C there is a unique
solution φb(z, · ) of (2.1) with the spatial asymptotics
φb(z, x) ∼ b− x and φ
′
b(z, x) ∼ −1
as x → b. Again the functions φb( · , x) and φ
′
b( · , x) are real entire and of finite
exponential type for each x ∈ (a, b). Note that, because of the spatial asymptotics,
for z = 0 these solutions are given explicitly by
φa(0, x) = x− a and φb(0, x) = b− x, x ∈ (a, b).
Furthermore, the solutions φa(z, · ) and φb(z, · ), z ∈ C are square integrable with
respect to ω near a, b respectively and satisfy the boundary condition (2.3) there.
In particular, this guarantees that the spectrum of S is purely discrete and simple
in view of [5, Theorem 8.5] and [5, Theorem 9.6]. Consequently, some λ ∈ C is
an eigenvalue of S if and only if the solutions φa(λ, · ) and φb(λ, · ) are linearly
dependent, that is, their Wronskian
W (z) = φb(z, x)φ
′
a(z, x)− φ
′
b(z, x)φa(z, x), x ∈ (a, b), z ∈ C,
vanishes in λ. In this case we have
φb(λ, x) = (−1)
ϑλcλφa(λ, x), x ∈ (a, b),
for some ϑλ ∈ {0, 1} and some positive real cλ ∈ R
+, referred to as the coupling
constant associated with the eigenvalue λ. Moreover, the quantity
γ2λ =
∫ b
a
|φa(λ, x)|
2dω(x)
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is finite and referred to as the norming constant associated with the eigenvalue λ.
An integration by parts, using the spatial asymptotics of our solutions shows that
λγ2λ = λ
∫ b
a
|φa(λ, x)|
2dω(x) =
∫ b
a
|φ′a(λ, x)|
2dx,
which guarantees that the spectrum of S is strictly positive. The following lemma
relates all these spectral quantities.
Lemma 2.2. For each eigenvalue λ ∈ σ(S) we have
−W˙ (λ) =
∫ b
a
φa(λ, x)φb(λ, x)dω(x) = (−1)
ϑλcλγ
2
λ 6= 0,(2.7)
where the dot denotes differentiation with respect to the spectral parameter.
Proof. We set
Wa(z, x) = φ˙a(z, x)φ
′
b(z, x)− φ˙
′
a(z, x)φb(z, x), x ∈ (a, b), z ∈ C,(2.8)
where the spatial differentiation is done first. Now, since φa(z, · ) and φb(z, · )
satisfy (2.1) one gets
Wa(z, β)−Wa(z, α) =
∫ β
α
φa(z, s)φb(z, s)dω(s), α, β ∈ (a, b).
More precisely, this follows by differentiating (2.8) with respect to the spatial vari-
able, where the derivative is in general a Borel measure. Now differentiating the
integral equation (2.4) and (2.6) with respect to the spectral variable we get
(I + zKa)m˙a(z, · ) = −Kama(z, · ), z ∈ C,
as well as
m˙′a(z, x) = −
∫ x
a
(
s− a
x− a
)2
(ma(z, s) + zm˙a(z, s)) dω(s), x ∈ (a, b), z ∈ C.
In particular this shows that m˙a(z, x) → 0 and m˙
′
a(z, x) → 0 as x → a for each
z ∈ C. If λ ∈ σ(S) is an eigenvalue, then we furthermore know
(−1)ϑλcλ(x − a)ma(λ, x) = (−1)
ϑλcλφa(λ, x) = φb(λ, x), x ∈ (a, b).
Hence after a simple calculation we see that
Wa(λ, x) = (−1)
ϑλcλ(x − a)
2 (m˙a(λ, x)m
′
a(λ, x)− m˙
′
a(λ, x)ma(λ, x)) ,
tends to zero as x→ a, which shows
Wa(λ, x) =
∫ x
a
φa(λ, s)φb(λ, s)dω(s), x ∈ (a, b).
Finally, since a similar equality holds for the function
Wb(z, x) = φ˙b(z, x)φ
′
a(z, x)− φ˙
′
b(z, x)φa(z, x), x ∈ (a, b), z ∈ C,
we end up with
−W˙ (λ) =Wa(λ, x) −Wb(λ, x) =
∫ b
a
φa(λ, s)φb(λ, s)dω(s), x ∈ (a, b),
which is the claimed identity. 
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Since the eigenfunctions φa(λ, · ), λ ∈ σ(S) form a complete orthonormal system,
the transformation
Ff(λ) =
∫ b
a
f(x)φa(λ, x)dω(x), λ ∈ σ(S), f ∈ L
2((a, b);ω),
is unitary from L2((a, b);ω) onto L2(R; ρ), where the discrete measure
ρ =
∑
λ∈σ(S)
γ−2λ δλ
is referred to as the spectral measure associated with S. Here δλ is the Dirac
measure in the point λ ∈ σ(S). It is not hard to show that this transformation
maps S onto multiplication with the independent variable in L2(R; ρ). In particular,
if z 6∈ σ(S) we have∫ b
a
(S − z)−1f(x)g(x)∗dω(x) =
∫
R
Ff(λ)Fg(λ)∗
λ− z
dρ(λ)
for all f , g ∈ L2((a, b);ω). Hereby note that the resolvent is given by
(S − z)−1f(x) =
∫ b
a
G(z, x, s)f(s)dω(s), x ∈ (a, b), f ∈ L2((a, b);ω),
where G is the Green function
G(z, x, y) = W (z)−1
{
φa(z, x)φb(z, y), y ∈ [x, b),
φa(z, y)φb(z, x), y ∈ (a, x).
In fact, this follows from [5, Theorem 8.3] since φa(z, · ) satisfies the boundary
condition near a and φb(z, · ) the one near b. The following proposition shows that
our spectral measure actually lies in the class S.
Proposition 2.3. The inverse of S is a trace class operator with
∑
λ∈σ(S)
1
λ
=
∫ b
a
(b− x)(x − a)
b− a
dω(x).(2.9)
Proof. Since the solutions φa(0, · ) and φb(0, · ) are linearly independent, S is in-
vertible with
S−1f(x) =
∫ b
a
(b−max(x, s))(min(x, s)− a)
b− a
f(s)dω(s), x ∈ (a, b),
for every f ∈ L2((a, b);ω). Moreover, since the spectrum of S is positive, we infer
from Mercer’s theorem (see e.g. [8, §10.1] or [13, Theorem 3.a.1]) that S−1 is a trace
class operator with trace given as in the claim. 
Next consider the self-adjoint operator Sa in L
2((a, c);ω) associated with (2.1)
and Dirichlet boundary conditions at a (if necessary) and c. For similar reasons
as above, the spectrum of this operator is strictly positive and consists of all zeros
of the entire function φa( · , c). Furthermore, we introduce the self-adjoint operator
S′a in L
2((a, c);ω) associated with (2.1), Dirichlet boundary conditions at a (if
necessary) and Neumann boundary conditions at c. Again, the spectrum of S′a is
positive and consists precisely of the zeros of the entire function φ′a( · , c).
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Theorem 2.4. The entire functions φa( · , c) and φ
′
a( · , c) are of exponential type
zero and given by
φa(z, c) = (c− a)
∏
µa∈σ(Sa)
(
1−
z
µa
)
and φ′a(z, c) =
∏
νa∈σ(S′a)
(
1−
z
νa
)
for each z ∈ C.
Proof. The inverse of S′a is given by
S′−1a f(x) =
∫ c
a
(min(x, s)− a)f(s)dω(s), x ∈ (a, c), f ∈ L2((a, c);ω).
As in the proof of Proposition 2.3 one infers that this inverse is trace class with∑
νa∈σ(S′a)
1
νa
=
∫ c
a
(s− a)dω(s).
Moreover, since the real entire function φ′a( · , c) is of finite exponential type with
summable zeros, the Hadamard factorization shows that
φ′a(z, c) = e
B′
a
z
∏
νa∈σ(S′a)
(
1−
z
νa
)
, z ∈ C,(2.10)
for some B′a ∈ R. From the integral equations for the function ma and its derivative
as well as the representation (2.10) on the other side we get
−
∫ c
a
(s− a)dω(s) = φ˙′a(0, c) = B
′
a −
∑
νa∈σ(S′a)
1
νa
,
which yields B′a = 0. Hence φ
′
a( · , c) has the claimed representation and therefore
is of exponential type zero. In much the same manner one shows the claimed
properties for φa( · , c). 
Of course, we may as well introduce the self-adjoint operator Sb in L
2([c, b);ω)
associated with (2.1) and Dirichlet boundary conditions at c and b (if necessary). To
be more precise, note that this operator is actually multi-valued if and only if ω has
mass in the point c (see [5, Corollary 7.4] for details). Nevertheless, the spectrum
of Sb is positive and consists precisely of all zeros of the entire function φb( · , c).
Similarly, we denote with S′b the self-adjoint operator in L
2([c, b);ω) associated
with (2.1), Neumann boundary conditions at c and Dirichlet boundary conditions
at b (if necessary). Again, the spectrum of this operator is positive and consists of
all zeros of φ′b( · , c). Now essentially by reflection we infer that the entire functions
φb( · , c) and φ
′
b( · , c) are of exponential type zero as well and given by
φb(z, c) = (b− c)
∏
µb∈σ(Sb)
(
1−
z
µb
)
and φ′b(z, c) = −
∏
νb∈σ(S′b)
(
1−
z
νb
)
for each z ∈ C. As a consequence, we furthermore obtain the product representation
W (z) = (b− a)
∏
λ∈σ(S)
(
1−
z
λ
)
, z ∈ C,
since W is of exponential type zero with summable zeros and W (0) = b− a.
The spectra σ(S), σ(Sa), σ(Sb) are referred to as the three (Dirichlet) spectra
associated with ω (and the interior point c). Since for each eigenvalue λ of S the
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solutions φa(λ, · ) and φb(λ, · ) are linearly dependent, this eigenvalue lies in σ(Sa)
if and only if it lies in σ(Sb). Moreover, the following proposition shows that the
triple (σ(S), σ(Sa), σ(Sb)) of discrete sets actually belongs to T .
Proposition 2.5. G( · , c, c) is a meromorphic Herglotz–Nevanlinna function.
Proof. A calculation using the Lagrange identity shows that
ImG(z, c, c) = Im z
∫ b
a
|G(z, c, s)|2dω(s), z ∈ C\R,
which proves the claim. 
Finally, note that the norming constant γ2λ for some eigenvalue λ ∈ σ(S) is
uniquely determined by the three spectra unless φa(λ, c) = φb(λ, c) = 0. In fact, in
this case it can be written down explicitly in terms of these spectra in view of
γ2λ = −W˙ (λ)φa(λ, c)φb(λ, c)
−1.(2.11)
Hence one sees that the spectral measure may be recovered from the three spectra
and the collection of coupling constants cλ, λ ∈ σ(S) ∩ σ(Sa) ∩ σ(Sb).
3. Continuity of the spectral quantities
For the solution of our inverse problems, we need some continuity of the spectral
quantities. Therefore we equip M with the initial topology with respect to the
linear functionals
ω 7→
∫ b
a
f(x)(b − x)(x − a)dω(x), f ∈ C0(a, b),
onM, where C0(a, b) is the set of all continuous functions on (a, b) which vanish in
a and b. Note that this is the weak∗ topology upon identifying M with a (weak∗
closed) subset of the dual of C0(a, b). In fact, each measure ω ∈M may be regarded
as the bounded linear functional
f 7→
∫ b
a
f(x)(b − x)(x − a)dω(x)
on C0(a, b). As a consequence, our topology is metrizable on bounded (with respect
to the operator norm of the corresponding functionals) subsets ofM and convergent
sequences in M are bounded. In order to investigate continuous dependence of the
spectral quantities, consider some sequence ωn ∈ M, n ∈ N. We write ωn ⇀
∗ ω
if this sequence converges to ω as n →∞ with respect to the weak∗ topology. All
quantities corresponding to the measures ω and ωn, n ∈ N are denoted as in the
preceding section but with an additional subscript n ∈ N for those of ωn.
Lemma 3.1. If ωn ⇀
∗ ω, then Gn( · , c, c)→ G( · , c, c) locally uniformly on C\R.
Proof. Consider the Sobolev spaceH10 (a, b) equipped with the definite inner product
〈f, g〉H1
0
(a,b) =
∫ b
a
f ′(x)g′(x)∗dx, f, g ∈ H10 (a, b),
and note that H10 (a, b) ⊆ L
2((a, b);ω) because of the estimate
|f(x)|2 ≤ ‖f‖2H1
0
(a,b)min(b− x, x− a), x ∈ (a, b), f ∈ H
1
0 (a, b),
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which follows from a simple application of the Cauchy–Schwarz–Bunyakovsky in-
equality. We introduce the integral operator R on H10 (a, b) given by
Rg(x) =
∫ b
a
G(0, x, s)g(s)dω(s), x ∈ (a, b), g ∈ H10 (a, b).
Since R acts like the inverse of S, the function Rg is a solution of the differential
equation −Rg′′ = gω on (a, b), which is square integrable with respect to ω and
satisfies the boundary conditions in (2.3). Moreover, if g has compact support, then
this also guarantees Rg ∈ H10 (a, b) (since Rg
′ is bounded) and an integration by
parts shows that
〈f,Rg〉H1
0
(a,b) =
∫ b
a
f ′(x)Rg′(x)∗dx =
∫ b
a
f(x)g(x)∗dω(x)(3.1)
≤ ‖f‖H1
0
(a,b)‖g‖H1
0
(a,b)
∫ b
a
min(b− x, x − a)dω(x)
for all f ∈ H10 (a, b). In particular, R is bounded on the dense subspace of functions
with compact support. Now since for each x ∈ (a, b), g 7→ Rg(x) is continuous
on H10 (a, b), we infer that R is a (well-defined) bounded operator on H
1
0 (a, b).
Furthermore, by continuity, (3.1) holds for all g ∈ H10 (a, b), which proves that
R is even self-adjoint. Furthermore, since R and S−1 act the same way one has
σ(S−1)\{0} = σ(R)\{0}. In fact, it is readily verified that each non-zero eigenvalue
of S−1 is also an eigenvalue of R. For the converse note that for each function
g ∈ H10 (a, b) which is orthogonal to all eigenfunctions φa(λ, · ), λ ∈ σ(S) in H
1
0 (a, b)
we have g = 0 in L2((a, b);ω) in view of (3.1) and hence Rg = 0. Finally let
δc ∈ H
1
0 (a, b) such that 〈f, δc〉H1
0
(a,b) = f(c) for all f ∈ H
1
0 (a, b). Then, applying
variants of the spectral theorem to the operators R and S (in particular, see [5,
Lemma 10.6]) yields for each fixed z ∈ C\R
〈(R−1 − z)−1δc, δc〉H1
0
(a,b) =
∑
λ∈σ(S)
φa(λ, c)
λ− z
φa(λ, c)
λ
γ−2λ
= 〈G(z, c, · ), G(0, c, · )〉L2((a,b);ω)
=
G(z, c, c)
z
−
1
z
(b − c)(c− a)
b− a
,
where the last equation follows from a direct calculation using the Lagrange identity.
We will now show that the corresponding operators Rn, n ∈ N converge to R in
the strong operator topology. Therefore, first of all note that given some arbitrary
g ∈ H10 (a, b) we have
Rng(x) =
∫ b
a
G(0, x, s)g(s)dωn(s)→
∫ b
a
G(0, x, s)g(s)dω(s) = Rg(x), x ∈ (a, b)
by assumption. Since all these operators are uniformly bounded by (2.9), this
implies that Rn converges to R in the weak operator topology. In order to prove
that they also converge in the strong operator topology, note that (3.1) shows
‖Rng‖
2
H1
0
(a,b) = 〈Rng, g〉L2((a,b);ωn), n ∈ N.
Moreover, since the functions Rng are uniformly bounded in H
1
0 (a, b), we infer from
the Arzela`–Ascoli theorem that Rng converges to Rg locally uniformly. Now if we
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assume that g has compact support, then we have∣∣∣∣∣
∫ b
a
Rng(x)g(x)
∗dωn(x)−
∫ b
a
Rg(x)g(x)∗dω(x)
∣∣∣∣∣
≤ ωn(supp(g)) sup
x∈supp(g)
|g(x)||Rng(x)−Rg(x)|
+
∣∣∣∣∣
∫ b
a
Rg(x)g(x)∗dωn(x) −
∫ b
a
Rg(x)g(x)∗dω(x)
∣∣∣∣∣ ,
and thus Rng converges to Rg in H
1
0 (a, b). Again, since our operators are uniformly
bounded, we infer that Rn converges to R in the strong operator topology. But
now the claim follows since then (R−1n − z)
−1 converges to (R−1 − z)−1 in the
strong operator topology (see e.g. [19, Lemma 6.36 and Theorem 6.31]) for each
z ∈ C\R. 
In particular, the preceding lemma implies that each λ ∈ σ(S) is the limit of
some sequence λn ∈ σ(Sn), n ∈ N if ωn ⇀
∗ ω. Also note that a similar statement
holds for the two restricted operators Sa and Sb.
For the sake of simplicity we will restrict our considerations to the set Mσ
of all measures in ω ∈ M whose spectrum (associated with the boundary value
problem (2.1) and (2.3)) is contained in a fixed discrete set σ ⊂ R+ with∑
λ∈σ
1
λ
<∞.
Since this set is bounded by Proposition 2.3 and closed (as a subset of the dual
of C0(a, b)) in view of Lemma 3.1, it is compact by the Banach–Alaoglu theorem.
The next result contains some kind of continuity for the three spectra.
Proposition 3.2. Suppose that the measures ωn, n ∈ N lie in Mσ and ωn ⇀
∗ ω.
Then there is a subsequence ωnk and disjoint sets τa, τb ⊆ σ\σ(S) such that the
Wronskians Wnk converge locally uniformly to the function given by
W (z)
∏
λ∈τa∪τb
(
1−
z
λ
)
, z ∈ C,(3.2)
and the solutions φnk,a( · , c) and φnk,b( · , c) converge locally uniformly to the func-
tions
φa(z, c)
∏
λ∈τa
(
1−
z
λ
)
and φb(z, c)
∏
λ∈τb
(
1−
z
λ
)
, z ∈ C,(3.3)
respectively, as k →∞.
Proof. First of all note that for each n ∈ N the functions Wn, φn,a( · , c) and
φn,b( · , c) are bounded by the product
(b− a)
∏
λ∈σ
(
1 +
|z|
λ
)
, z ∈ C.
Hence there is a subsequence ωnk such that the functions Wnk , φnk,a( · , c) and
φnk,b( · , c) converge locally uniformly to some entire functions of exponential type
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zero. Moreover, since the zeros of the functions Wnk are contained in σ, their limit
has to be of the form
lim
k→∞
Wnk(z) = (b− a)
∏
λ∈σ∞
(
1−
z
λ
)
, z ∈ C,
for some set σ∞ ⊆ σ which contains the spectrum of S in view of Lemma 3.1. Sim-
ilarly, the functions φnk,a( · , c) and φnk,b( · , c) converge to some canonical products
which vanish in the points of σ(Sa) and σ(Sb) respectively, that is, to functions of
the form (3.3). Now the convergence in Lemma 3.1 implies that the sets τa and
τb of additional zeros of these limits form a partition of σ∞\σ(S) which proves the
claim. 
If we somewhat strengthen the topology onMσ, then we end up with a stronger
convergence of the three spectra. In fact, if ωn ⇀
∗ ω and additionally∫ b
a
(b − x)(x − a)dωn(x)→
∫ b
a
(b− x)(x − a)dω(x),(3.4)
then the spectra σ(Sn) actually converge to σ(S) (in the sense of pointwise con-
vergence of the respective characteristic functions) and hence τa, τb in Proposi-
tion 3.2 are indeed always empty sets. Hence the three functions Wn, φn,a( · , c)
and φn,b( · , c) converge to W , φa( · , c) and φb( · , c), respectively.
As a simple consequence of Proposition 3.2 we also obtain some kind of continuity
for the norming constants and hence for the spectral measure.
Proposition 3.3. Suppose that the measures ωn, n ∈ N lie in Mσ and ωn ⇀
∗ ω.
Then there is a subsequence ωnk and disjoint sets τa, τb ⊆ σ\σ(S) such that the
spectra σ(Snk) converge to σ(S) ∪ τa ∪ τb and
lim
k→∞
γ2nk,λ =


0, λ ∈ τa,
γ2λ
∏
κ∈τa
(
1− λ
κ
)2
, λ ∈ σ(S),
∞, λ ∈ τb.
(3.5)
Proof. First of all note that we may assume that for each n ∈ N, the three spectra
σ(Sn), σ(Sn,a) and σ(Sn,b) are disjoint. In fact, since this happens only for a
countable number of points c ∈ (a, b), this can be accomplished upon varying c.
For the same reason we may as well assume that σ(S), σ(Sa) and σ(Sb) are disjoint
and hence the claim immediately follows from Proposition 3.2 and (2.11). 
Again, if we additionally assume that (3.4) holds, then one ends up with stronger
convergence of the spectral measures. In fact, in this case the norming constants
γ2n,λ converge to γ
2
λ for each eigenvalue λ ∈ σ(S).
4. The inverse spectral problem
Using the continuity results from the previous section, we are able to solve the
inverse problem from the spectral measure.
Theorem 4.1. Each ρ ∈ S is the spectral measure of some unique ω ∈M.
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Proof. From the inverse problem for Stieltjes strings it is known (see e.g. [1, The-
orem 5.5]) that there are finite measures ωn ∈ M, n ∈ N with the cut off spectral
measures 1[0,n]ρ. Since these measures are uniformly bounded by∫ b
a
(b − x)(x − a)dωn(x) ≤ (b− a)
∑
λ∈supp(ρ)
1
λ
, n ∈ N,
we infer from compactness that there is a subsequence ωnk , k ∈ N which converges
in the weak∗ topology to say ω ∈ M. Now an application of Proposition 3.3 shows
that ρ is the spectral measure associated with ω.
Uniqueness may be proved using similar methods as those employed in [4]. Al-
ternatively, consider the transformation
η(t) =
b+ a
2
+
b− a
2
tanh(t), t ∈ R
and note that the functions
ψ(z, t) = η′(t)−
1
2φa (z, η(t)) , t ∈ R, z ∈ C
are solutions of the left-definite Sturm–Liouville equation
−v′′ + v = z v µ(4.1)
on R, where µ is the Borel measure on R which is given by
µ([t1, t2)) =
∫ t2
t1
η′(t)dω(η(t)), t1, t2 ∈ R, t1 < t2.
Considered in the Sobolev space H1(R), the spectral problem (4.1) has the same
spectrum as the operator S with ‖ψ(λ, · )‖H1(R) = γλ, λ ∈ σ(S). Hence an applica-
tion of [4, Theorem 7.5] yields the claim. 
The growth of the mass distribution near the left endpoint is related to the
growth of the spectral measure (cf. [16, Theorem 7]). In particular, it is possible to
tell from the spectral measure whether ω is finite near a or not.
Corollary 4.2. The measure ω is finite near a if and only if the sum∑
λ∈σ(S)
λ−2γ−2λ
is finite.
Proof. If the measure ω is finite near a, then we have [5, Lemma 10.7]∫ b
a
(b− x)φa(λ, x)dω(x) =
b− a
λ
, λ ∈ σ(S),
which is square integrable by Parseval’s identity. Conversely, we may consider
approximating measures ωn, n ∈ N as in the proof of Theorem 4.1. For each
compactly supported continuous cut-off function χ which takes values in [0, 1] we
have∫ b
a
(b− x)2χ(x)dωn(x) ≤
∫ b
a
(b− x)2dωn(x) ≤ (b− a)
2
∑
λ∈σ(S)
λ−2γ−2λ , n ∈ N.
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Now since ωn ⇀
∗ ω as n→∞, we also infer that∫ b
a
(b− x)2χ(x)dω(x) ≤ (b− a)2
∑
λ∈σ(S)
λ−2γ−2λ
and hence ω is finite near a. 
Similarly, the measure ω is finite near the right endpoint b if and only if the sum∑
λ∈σ(S)
λ−2W˙ (λ)−2γ2λ
is finite. More precisely, this follows from Corollary 4.2 upon replacing the roles of
the endpoints and
W˙ (λ)2 = γ2λ ‖φb(λ, · )‖
2
L2((a,b);ω), λ ∈ σ(S),
which holds in view of equation (2.7) in Lemma 2.2.
Finally, some kind of continuity for the inverse spectral problem may be drawn
from these results. Provided the norming constants converge pointwise, the corre-
sponding measures in Mσ will converge in the weak
∗ topology.
Corollary 4.3. Suppose that σ(Sn) ⊆ σ converges to some σ∞ ⊆ σ and that the
norming constants γ2n,λ converge to some γ
2
∞,λ ∈ [0,∞] for each λ ∈ σ∞. Then
ωn ⇀
∗ ω for some ω ∈ Mσ whose associated spectrum is σ∞\(τa ∪ τb) and whose
norming constants are
γ2∞,λ
∏
κ∈τa
(
1−
λ
κ
)−2
, λ ∈ σ∞\(τa ∪ τb),
where τa = {λ ∈ σ∞ | γ
2
∞,λ = 0} and τb = {λ ∈ σ∞ | γ
2
∞,λ =∞}.
Proof. First of all suppose that ωn ⇀
∗ ω for some ω ∈ Mσ. Then Proposition 3.3
shows that the spectrum and norming constants corresponding to ω are given as
in the claim. Now since this limit ω is uniquely determined by these quantities in
view of Theorem 4.1, the claim follows from compactness of Mσ. 
5. The inverse three-spectra problem
The continuity results for the spectral quantities furthermore allow us to solve
the inverse three-spectra problem for some arbitrary fixed interior point c ∈ (a, b).
Theorem 5.1. All sets (σ, σa, σb) ∈ T are the three spectra of a measure ω ∈ M,
which is unique if and only if the sets σ, σa and σb are disjoint.
Proof. First of all suppose that σ is finite and that the intersection σ ∩ σa ∩ σb is
given by {λ1, . . . , λk} for some k ∈ N0. Then for each n ∈ N and d1, . . . , dk ∈ R
+
we may consider the sets σn,a and σn,b, which are obtained from σa and σb upon
replacing the values λj , j = 1, . . . , k with λj + dj/n and λj − 1/n respectively. For
large enough n ∈ N, the results in [2] show that there are measures ωn with the
three spectra σ, σn,a and σn,b. Moreover, using (2.11) one sees that for each λ ∈ σ
the limit of the corresponding norming constants γ2n,λ as n→∞ is given by
−
(b− a)(a− c)
b− c
1
λ
∏
κ∈σ\{λ}
(
1−
λ
κ
) ∏
µa∈σa
(
1−
λ
µa
) ∏
µb∈σb
(
1−
λ
µb
)−1
(5.1)
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for all values λ 6∈ σ ∩ σa ∩ σb and by
dj
(b− a)(a− c)
b− c
1
λ
∏
κ∈σ\{λ}
(
1−
λ
κ
) ∏
µa∈σa\{λ}
(
1−
λ
µa
) ∏
µb∈σb\{λ}
(
1−
λ
µb
)−1(5.2)
if λ = λj for some j ∈ {1, . . . , k}. Now Corollary 4.3 and Proposition 3.2 show that
ωn ⇀
∗ ω for some ω ∈ M with the three spectra σ, σa, σb and norming constants
given by (5.1) and (5.2). In particular, note that we may prescribe the norming
constants γ2λ, λ ∈ σ ∩ σa ∩ σb without changing the three spectra.
Next suppose that σ is infinite and fix some positive reals η2λ ∈ R
+ for each
λ ∈ σ ∩ σa ∩ σb. From the considerations above, there are finite measures ωn ∈ M,
n ∈ N with the three spectra σ∩(0, n), σa∩(0, n), σb∩(0, n) and prescribed norming
constants γ2n,λ = η
2
λ for λ ∈ σ ∩ σa ∩ σb ∩ (0, n). By construction, it follows from
(2.11) that all norming constants γ2n,λ, λ ∈ σ converge to a finite positive limit.
Now Corollary 4.3 shows that ωn ⇀
∗ ω for some ω ∈ M with the three spectra σ,
σa, σb in view of Proposition 3.2 and norming constants γ
2
λ = η
2
λ for λ ∈ σ∩σa∩σb.
Finally, if the sets σ, σa and σb are disjoint, then the spectral measure is given
by (2.11), which proves uniqueness in this case. 
Note that the proof of Theorem 5.1 also contains a description of all measures in
M with the same three spectra σ, σa and σb in terms of the corresponding spectral
measures. More precisely, the measure ω has the three spectra σ, σa and σb if and
only if supp(ρ) = σ and
γ2λ = −
(b− a)(a− c)
b− c
1
λ
∏
κ∈σ\{λ}
(
1−
λ
κ
) ∏
µa∈σa
(
1−
λ
µa
) ∏
µb∈σb
(
1−
λ
µb
)−1
for all λ ∈ σ\(σa ∩ σb). This means that only this part of the norming constants
is uniquely determined by the three spectra, whereas the remaining norming con-
stants γ2λ, λ ∈ σ∩σa∩σb may be chosen arbitrarily in R
+. Also note that additional
knowledge of these remaining norming constants uniquely determines the spectral
measure and hence also the weight measure in M. Since the norming constants
and coupling constants are simply related by (2.7), we may summarize these con-
siderations in the following result.
Corollary 5.2. Given discrete sets (σ, σa, σb) ∈ T and numbers cλ ∈ R
+ for each
λ ∈ σ ∩ σa ∩ σb, there is a unique ω ∈ M whose associated three spectra are σ, σa
and σb and whose coupling constants for λ ∈ σ ∩ σa ∩ σb are cλ.
As in the preceding section we may characterize those endpoints near which
the measure ω is finite in terms of the spectral data in Corollary 5.2. In fact,
Corollary 4.2 and equation (2.7) show that ω is finite near a if and only if the sum∑
λ∈σ(S)
λ−2|W˙ (λ)|−1cλ
is finite and similarly that ω is finite near b if and only if the sum∑
λ∈σ(S)
λ−2|W˙ (λ)|−1c−1λ
is finite. Hereby note that W and all coupling constants corresponding to eigenval-
ues λ ∈ σ(S) are explicitly given in terms of the spectral data in Corollary 5.2.
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Finally, let us mention that using compactness of Mσ, inverse uniqueness in
Corollary 5.2 and the continuity results in Section 3, it is again possible to deduce
some kind of continuity for the inverse problem on Mσ. This can be done in much
the same manner as in Corollary 4.3.
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