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Abstract
This thesis investigates low energy magnetic and vibrational excitations in molecu-
lar solids. Analytical and numerical studies of these two types of excitations, both
in idealized systems and in more complicated models that are thought to capture
the relevant physics of several materials. The materials considered include molecu-
lar magnets and layered organic superconductors and semiconductors. Our results
include exact expressions for certain magnetic observables, neutron scattering struc-
ture factors for small spin 1/2 clusters, studies of the molecular dynamics of Fe8Br8
molecular magnet, the effects of symmetry breaking in (DT-TTF)2Au(mnt)2 spin
ladder candidate, and the importance of totally symmetric modes in κ-ET-based
superconductors with reduced symmetries. Finally, a preliminary study of the in-
teraction of magnetic and vibrational excitations in a model coupled Hamiltonian is
discussed, which illustrates spin-vibrational effects that may be observable in future
studies of magnetic materials.
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Chapter 1
Introduction: Low-Energy
Excitations in Novel Materials
The study of low-energy excitations is a very important component of condensed
matter physics. Examples of such excitations include magnetic excitations, lattice
and molecular vibrations, superconducting energy gaps, pseudogaps, and electronic
excitations [1–6]. These excitations often involve different aspects of the physics of a
given system. Additionally, interactions between spin, lattice, orbital, and electronic
degrees of freedom can influence the nature of these excitations, and may also give
rise to qualitatively different types of excitations [3, 7–9]. In this work we consider
two specific types of low energy excitations, magnetic and vibrational. In particular
we consider magnetic excitations in various molecular spin clusters and spin ladders,
and the vibrational dynamics of molecular superconductors, magnetic materials, and
spin ladders.
The magnetic properties of molecular solids have attracted considerable attention
recently, and various techniques have been used to characterize these materials [1,2].
Many theoretical models have been used to propose mechanisms for the origin of the
observed magnetic excitations. These include Heisenberg, Ising, and Hubbard mod-
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els, which have led to an understanding of much of the basic physics [1,2,10,11]. Addi-
tional interactions that are sometimes incorporated include anisotropies, spin-phonon
couplings, zero-field splitting and Zeeman splitting. [1, 2]. Experimental techniques
that have been used to characterize the magnetic interactions, the magnetic suscep-
tibility, heat capacity, electron spin resonance (ESR), nuclear magnetic resonance
(NMR), infrared and Raman spectroscopies, and neutron scattering [1, 2, 12–16].
These experimental techniques typically have associated selection rules that imply
the nature of the excitations that are accessible. These selection rules are usually
not absolute, and can be broken by couplings between the excitations (spin-orbit,
spin-phonon, electron-molecular vibrational, and so forth) [1–3,7–9].
An understanding of the physics of individual molecular vibrations gives a broad
view into the nature of motion in materials [17–19]. Molecular materials are attrac-
tive subjects for investigation in part because their components, to a good approxi-
mation, can be treated in isolation, as the intramolecular interactions are relatively
weak [17,18]. Calculations of the vibrational excitations, for example, can be reduced
to studies of finite molecules rather than the bulk limit [17–21]. Examination of vi-
brational excitations in solids provides information on the couplings of atoms within
the material, the strength of the couplings, and their nature [20, 21]. Many differ-
ent models have been introduced to describe vibrational dynamics [22–27]. These
range from simple classical harmonic oscillator models to more complex quantum
mechanical descriptions, in which the interactions are determined from the atomic
and molecular electronic wavefunctions [26–28]. If a material is close to an ideal,
weakly-coupled system (high symmetry and weak interactions), the predictions may
be very accurate, but if the systems have important additional forces acting upon
them (couplings, structural distortions, etc.), then significant departures from the
predications of the idealized model are expected [29]. These vibrational excitations
are observed directly using visible, infrared, Raman, and neutron scattering spec-
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troscopies, and the use of a range of experimental techniques has allowed for these
vibrational excitations to be measured and compared with theory. Note that sym-
metry a real materials is often lower then predicted [16–19]. This characterization
of phonon modes allow one to develop a more complete picture of the structure and
spatial symmetry of a molecule.
This thesis is organized as follows: In the second chapter we discuss the the-
oretical models that are used in these studies. Chapter three considers the mag-
netic excitations and properties of several small spin 1/2 antiferromagnetic clus-
ters, including dimers, trimers, and tetramers. Chapter four focuses on the vibra-
tional properties of three types of novel materials (molecular magnets, organic su-
perconductors, and spin ladders), and investigates their symmetries, couplings, and
overall molecular motion. The systems investigated were [(C6H15N3)6Fe8(µ3-O)2(µ2-
OH)12] Br7(H2O)Br·8H2O (Fe8Br8 molecular magnet), dithiophentetrathiafulvalene
gold maleonitrile dithiolate ((DT-TTF)2Au(mnt)2 spin ladder candidate), and Bis
(ethylenedithio)tetrathiafulvalene (κ-ET-based superconductors). The fifth chapter
introduces spin-vibrational coupling, in which the interaction of these two elementary
interactions is considered. Finally, the last chapter contains our conclusions.
3
Chapter 2
Theory of Magnetic and
Vibrational Excitations
In this chapter, the theory of magnetic and vibrational excitations are discussed. We
begin by reviewing the basics of magnetic excitations and magnetic observables which
we will evaluate. We then review the physics underlying the molecular dynamics
calculations carried out on molecular solids.
2.1 Magnetic Excitations
Magnetic excitations of spin 1/2 systems display various interesting properties. These
magnetic excitations will be considered in various models and materials starting with
small spin clusters (dimers, trimer, and tetramers), and then concluding with mag-
netic properties of spin ladders. Examples of the application of our results to novel
materials will be presented in detail. All our results will be derived assuming an
isotopic Heisenberg antiferromagnetic Hamiltonian. These Hamiltonians are then
used to determine thermodynamical properties (magnetic susceptibility and heat
capacity), magnetic excitations, inelastic neutron scattering structure factors, dis-
persion relations, and the density of states (relevant to neutron scattering and other
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techniques). Although these magnetic excitations are best observed experimentally
using inelastic neutron scattering, other approaches may also be useful. For exam-
ple, Raman scattering and infrared spectroscopy may also be useful in studying the
magnetic excitations in a material depending on how the magnetic and electronic
degrees of freedom are coupled. Each new experimental technique will, in general,
bring new information regarding the physics of a systems. The idealized isolated
cluster results discussed here may also be useful in the study of infinite quantum
spin systems, especially in the regime of weak intercluster coupling.
2.1.1 The Heisenberg Magnet
The nearest-neighbor Heisenberg magnet, which we shall assume as our standard
model for molecular magnets, is defined by the Hamiltonian
H =
∑
<ij>
Jij ~Si · ~Sj (2.1)
where the superexchange constants {Jij} are positive for antiferromagnetic interac-
tions and negative for ferromagnetic ones, and ~Si is the quantum spin operator for a
spin-1/2 ion at site i. [2] Chapter 3 will be discussing varying spin clusters of spin-1/2
ions.
Since this is a rotationally invariant Hamiltonian in spin space, the total spin
Stot is a good quantum number. For the specific cases of dimer, trimer and tetramer
clusters of S=1/2 ions that we consider here, the energy eigenstates have the total
spin decompositions given below.
1/2⊗ 1/2 = 1⊕ 0, (2.2)
1/2⊗ 1/2⊗ 1/2 = 3/2⊕ 1/22, (2.3)
5
1/2⊗ 1/2⊗ 1/2⊗ 1/2 = 2⊕ 13 ⊕ 02. (2.4)
Each Stot multiplet contains 2Stot+1 magnetic states, which are degenerate given an
isotropic magnetic Hamiltonian such as the Heisenberg form of Eq.(2.1).
2.1.2 Magnetic Observables
The energy eigenstates and eigenvalues may be found by diagonalizing the magnetic
Hamiltonian on a convenient basis. (In practice we will employ the usual set of
zˆ-polarized magnetic basis states.) Several physically interesting quantities may be
computed directly from the energy eigenvalues; in this work we evaluate the partition
function, specific heat and magnetic susceptibility, which are given by
Z =
N∑
i=1
e−βEi =
∑
Ei
(2Stot + 1) e
−βEi , (2.5)
C = kBβ
2 d
2ln(Z)
dβ2
, (2.6)
and
χ =
β
Z
N∑
i=1
(M2z )i e
−βEi
=
1
3
(gµB)
2 β
Z
∑
Ei
(2Stot + 1) (Stot + 1) Stot e
−βEi . (2.7)
In these central formulas, the sum i = 1 . . . N is over all N independent energy
eigenstates (including magnetic substates), the sum
∑
Ei
is over energy levels only,
Mz = mgµB where m = S
z
tot/~ is the integral or half-integral magnetic quantum
number, and g is the electron g-factor [1, 2, 21].
In addition to these bulk quantities, we also give results for inelastic neutron scat-
tering intensities. In “spin-only” magnetic neutron scattering at zero temperature,
6
the differential cross section for the inelastic scattering of an incident neutron from
a magnetic system in an initial state |Ψi〉, with momentum transfer ~~q and energy
transfer ~ω, is proportional to the neutron scattering structure factor tensor
Sba(~q, ω) =
∫ ∞
−∞
dt
2pi
∑
~xi,~xj
ei~q·(~xi−~xj)+iωt〈Ψi|S†b(x˜j, t)Sa(x˜i, 0)|Ψi〉 . (2.8)
The site sums in Eq.(2.8) run over all magnetic ions in one unit cell, and a, b are the
spatial indices of the spin operators.
For transitions between discrete energy levels, the time integral gives a trivial
delta function δ(Ef − Ei − ~ω) in the energy transfer, so it is useful to specialize to
an “exclusive structure factor” for the excitation of states within a specific magnetic
multiplet (generically |Ψf (λf )〉) from the given initial state |Ψi〉,
S
(fi)
ba (~q ) =
∑
λf
〈Ψi|V †b |Ψf (λf )〉 〈Ψf (λf )|Va|Ψi〉 , (2.9)
where the vector Va(~q ) is a sum of spin operators over all magnetic ions in a unit
cell,
Va =
∑
~xi
Sa(~xi) e
i~q·~xi . (2.10)
This exclusive structure factor is related to the exclusive differential inelastic
neutron scattering cross section by
dσ(fi)
dΩ
= (γr0)
2k
′
k
(δab − qˆaqˆb)S(fi)ba (~q )|F(~q )|2 (2.11)
where γ ≈ −1.193 is the neutron gyromagnetic ratio, ro = ~α/mec is the classical
electron radius, k and k′ are the magnitudes of the initial and final neutron wavevec-
tors, and F(~q ) is the ionic form factor. (This relation is abstracted from Eq.(7.61)
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of Ref. [16], specialized to an exclusive process.)
For a rotationally invariant magnetic interaction and an Stot = 0 initial state
(as is often encountered in T=0 inelastic scattering from an antiferromagnet), only
Stot = 1 final states are excited, and S
(fi)
ba (~q ) ∝ δab. In this case we may define a
scalar neutron scattering structure factor S(~q ) by
S
(fi)
ba (~q ) = δab S(~q ) . (2.12)
The result for S
(fi)
ba (~q ) is more complicated for neutron scattering from a magnetic
(Stot > 0) initial state. If we assume an isotropic magnetic Hamiltonian and a
spherical basis for the spin operators Sa, the tensor S
(fi)
ba (~q ) is diagonal but is not
∝ δab; it instead has entries that are proportional to a universal function of ~q times
a product of Clebsch-Gordon coefficients, since
〈Ψf (λf )|Va |Ψi(λi)〉 = 〈Sfλf |1a Siλi〉 V (fi)(~q ) , (2.13)
where V (fi)(~q ) is the reduced matrix element for the transition |Ψi〉 → |Ψf〉. Here
we simplify the presentation by quoting the unpolarized result 〈S (fi)ba (~q )〉, obtained
by summing over final and averaging over initial polarizations. This unpolarized
〈S(fi)ba (~q )〉 is ∝ δab, so it suffices to give the function S(~q );
〈S(fi)ba (~q )〉 = δab S(~q ) =
1
2Si + 1
∑
λi,λf
〈Ψi(λi)|V †b |Ψf (λf )〉 〈Ψf (λf )|Va|Ψi(λi)〉 . (2.14)
If desired, the general results for polarized scattering can be recovered by reintro-
ducing the appropriate Clebsch-Gordon coefficients of Eq.(2.13) in Eq.(2.9).
The results given above apply to neutron scattering from single crystals. Fre-
quently magnetic materials are only available as powders, so neutron scattering
8
experiments measure an orientation average of the unpolarized neutron scattering
structure factor. We define this powder average by
S¯(q) =
∫
dΩqˆ
4pi
S(~q ) . (2.15)
2.1.3 One- and Two- magnon Excitations
Small spin clusters allow for only a short order approximation of an extended system.
In recent years, the theoretical support of extended systems such as spin ladders
and alternating chains has increased. To examine the magnetic excitations of an
extended systems, predications of the dispersion relations and density of states of
the spin ladder candidate (DT-TTF)2Au(mnt)2 has been completed.
The magnetic excitations of spin ladders come in the form of magnons, a trans-
verse wave of an excited spin. Through dispersion relations and density of states cal-
culations, the prediction of the one-magnon and the coupled two- and three-magnon
excited states can be determined. The magnon dispersion relations and density of
states of (DT-TTF)2Au(mnt)2 were calculated assuming an S = 1/2 two-leg Heisen-
berg antiferromagnetic spin ladder model [30, 31], with J‖ = 82, J⊥ = 142 K, and
α ≈ 0.6 taken from susceptibility measurements [32–36]. The Hamiltonian of this
model is defined by
H = J⊥
N∑
i=0
~Si,1 · ~Si,2 + α(~Si,1 · ~Si+1,1 + ~Si,2 · ~Si+1,2). (2.16)
The one-magnon dispersion relation ω(k) ≡ ω1(k) can be conveniently expressed as
a Fourier series, [30]
ω1(k) =
∞∑
l=0
al(α)cos(lk). (2.17)
where the Fourier coefficients, al(α) have been given analytically to fifth order in a
power series expansion [30]. The two- and three-magnon continua are calculated by
9
vector addition of the one magnon excitations,
ωn(k) =
n∑
m=1
ωm(k), (2.18)
where
k =
n∑
m=1
(km)(mod(pi)). (2.19)
Excluding bound modes, the minimum and maximum energy of the n magnon con-
tinuum is evidently n times the magnitude of the one magnon band minimum and
maximum, respectively [30]. Density of states information can readily be generated
using this construction as well [30].
2.2 Vibrational Excitations
The number of vibrational modes of a molecular system is simply 3N - 6, where N
is the number of atoms in that system with the subtraction of the six rotational and
translational modes of the system [17–19]. Vibrational frequencies are constructed
from a knowledge of the potential energy surface [29]. The slope of the potential
surface is given by its second derivative or Hessian and is related to the vibrational
modes of a material. The spectrum can be measured by a variety of experimental
techniques including infrared, Raman, and neutron spectroscopy [16,17].
Vibrational properties can be modeled by classical techniques. Here, the laws
of classical mechanics dictate the framework for which a calculation is performed.
In this model, atoms are treated as hard (charged) spheres that are connected by
springs [26]. Quantum mechanical models take into account the interactions and
distributions of the electrons that are present in each atom [27, 28]. Both are dis-
cussed in detail below. The calculations used in these projects were completed using
TITANr software designed by Wavefunction, Inc.r [29].
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2.2.1 Molecular Mechanics Model
The use of classical mechanics to determine the vibrational frequencies of a molecule
is the simplest method of approximation. Molecular mechanics describes the molecules
in terms of interacting balls in a specific geometry. Within the classical mechanics
framework, the energy of the molecule is described in terms of a sum of differ-
ent distortions arising in the geometry. These distortions come from bond angles,
bond distances, dihedral angles, and non-bonded forces (van der Waals (VDW) and
Coulombic) [26]. These potentials combined to form
Etotal =
bond dist.∑
i
Estretchi +
bond angles∑
i
Ebendi +
dihedralangles∑
i
Etorsioni +
non−bonded∑
ij
Eforcesij .
(2.20)
It should be noted that the first three summations are summed over all bonds and
angles, where the last summation is over all non-bonded pairs of atoms [29].
The bending and stretching terms of the vibrational excitations are governed by
Hook’s law.
Estretch =
1
2
kstretch(r − req)2 (2.21)
Estretch =
1
2
kbend(α− αeq)2, (2.22)
where r and α are the bond distance and angle, respectively, req and αeq are the
equilibrium bond length and angle, respectively [29]. k is the force constant for the
bond and essentially measures the bond strength. The torsion potential requires a
three-fold periodicity and is described as
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Etorsion = ktorsion1 [1−cos(ω−ωeq)]+ktorsion2 [1−cos2(ω−ωeq)]+ktorsion3 [1−cos3(ω−ωeq)],
(2.23)
where ω and ωeq are the dihedral angle and equilibrium dihedral angle, respectively.
[37] The non-bonding forces are a sum of the VDW and Coulombic forces given by
Enon−bonded = EV DW + ECoulombic, (2.24)
where
EV DW = ε
[(r0
r
)12
− 2
(r0
r
)6]
(2.25)
and
ECoulombic =
qq′
r
. (2.26)
Here, the r is the distance between non-bonded atoms, ε is the permittivity for free
space, r0 is the van der Waals radii, and q is the atomic charge. The VDW potential
is represented in functional form, where ε and r0 are treated as parameters. This
functional form results in a very steep energy barrier inside the sum of the van
der waals radii for the two atoms involved, and as a shallow energy well for larger
separations [29]. For the Coulombic potential, the sum of the atomic charges will
equal the total molecular charge. For a neutral atom, this will be zero.
2.2.2 Quantum Mechanical Models
Quantum mechanics gives a model that describes molecules in terms of interactions
of nuclei and electrons, and molecular geometry in terms of minimum energy arrange-
ments of nuclei [27–29]. Here, we consider the generalized Schro¨dinger equation,
H Ψ(x, y, z) = E Ψ(x, y, z), (2.27)
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where H is the Hamiltonian,Ψ represents the eigenfunctions of the Hamiltonian, and
E is the energy eigenstates associated with the Hamiltonian [27–29]. The Hamilto-
nian for a specific multinuclear, multielectron system consists of many interactions.
H = −~
2
2
[
nuclei∑
i
∆2i
Mi
+
1
me
electrons∑
k
∆2k
]
+e2
[
nuclei∑
i
electrons∑
k
Zi
rik
+
nuclei∑
i
∑
j
ZiZj
Rij
+
electrons∑
k
∑
l
1
rkl
]
, (2.28)
where ~ is Planck’s constant divided by 2pi, M is the mass of the nuclei, me is the
mass of the electron, Z is the atomic number of the atom, and Rij, rkl, and rik are
the distances separating the nuclei, electrons, and electrons and nuclei, respectively
[27–29].
Due to the complexity of this Hamiltonian, it can not be solved exactly. Therefore,
approximations within the Hamiltonian are needed. The standard simplification is
the Born-Oppenheimer approximation, where it is assumed that the nuclei do not
move because of the relative mass compared to that of the electron [27–29]. Even with
this approximation, the Schro¨dinger equation is still unsolvable with systems with
more then one electron. This means that more approximations have to be made.
The three main approximations that I shall discuss are the Hartree-Fock model,
semi-empirical model, and density functional model (DFM) approximations [22–25].
2.2.3 Hartree-Fock Model
The Hartree-Fock approximation consists of using the separation of variables method
with the Schro¨dinger equation and takes an average value of the electron correla-
tion [22, 29]. This takes the many electron wavefunction and replaces it with the
product of single electron wavefunctions. This replacement forms a set of differen-
tial equations that are coupled together. These differential equations can then be
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solved numerically. The Hartree-Fock model also assumes a linear combination of
atomic orbitals (LCAO) [22,29]. This is an approximation of the molecular orbitals
as a linear combination of atomic orbitals, which are made up of a basis set of basis
functions that describe each individual atom. This is shown as
Ψi =
∑
µ
cµiφµ, (2.29)
where c is the molecular orbital coefficients and φ is the atomic orbital functions.
When the Hartree-Fock model is applied to the Schro¨dinger equation, the Roothaan-
Hall equations are determined [22,29].
Basis Functions∑
ν
(Fµν − ²iSµν)cνi = 0, (2.30)
where ² is the orbital energy, S is the measure for which the basis functions overlap,
and F is the Fock matrix (analogous to the Hamiltonian) and given by
Fµν = H
core
µν + F
Coulomb
µν + F
exchange
µν . (2.31)
Here, Hcore is the kinetic and potential energies of individual electrons, FCoulomb ac-
counts for the Coulombic interactions between electrons, and Fexchange is a correction
for the overestimation of the Coulomb interaction. They are defined as
Hcoreµν = 〈φµ| −
1
2
∆2 −
nuclei∑
A
ZA
rA
|φν〉, (2.32)
FCoulombµν =
∑
λ
∑
σ
Pλσ〈φµφν |φλφσ〉, (2.33)
FExchangeµν = −
1
2
∑
λ
∑
σ
Pλν〈φµφλ|φνφσ〉, (2.34)
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where
〈φµφν |φλφσ〉 =
∫ ∫
φµ(1)φν(1)
1
r12
φλ(2)φσ(2)dτ1dτ2. (2.35)
Here, P is the density matrix that is described by the product of the molecular orbital
coefficients summed over all occupied molecular orbitals,
Pλσ = 2
∑
i
c∗λicσi. (2.36)
Using the Roothaan-Hall equations and solving numerically, allows for the potentials
of the molecular orbitals to be solved by a self consistent iteration converging on one
particular solution. These will then give the total Hartree-Fock (HF) energy,
EHF = Enuclear + Ecore + ECoulomb + EExchange. (2.37)
These calculation are limited to that of the basis sets used and the average of the
electron correlation. The models used are not completely equivalent to the experi-
mental energies, but they give a good approximation of energies and geometries of
the molecule being examined. The nuclei and inner electrons pose a complex problem
for the calculations when considering atoms that are above the s-orbitals. Therefore,
another approximation is used [22,29].
2.2.4 Semi-Empirical Models
The semi-empirical models are directly associated with the Hartree-Fock model [29].
However, they incorporate a parametrization of the integrals that describe the nuclei
and electrons [23]. There are a few approximations done to simplify the calculations.
It is assumed the parameterized nuclei and the inner shell electrons are all part of a
fixed core. This parametrization simplifies the calculations by examining the main
outer electrons, since these are the electrons that are going to have the largest effect
on the potentials of the molecule. The atomic orbitals that exist on different atomic
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centers have zero differential overlap (or partial differential overlap). Through this
simplification, the number of electron-electron interaction terms are reduced from
N4 to N2, where N is the number of basis functions [23]. These approximations allow
for the calculations to be simplified [23,29].
2.2.5 Density Functional Model
The density functional model is derived from the Hohenberg-Kohn theorem, in which
the minimal energy of a collection of electrons that are influenced by an external field
is a unique functional (function of a function) of the electron density [25]. The energy
of the density functional model is similar to that of Hartree-Fock model. The only
exception is that the exchange energy in the Hartree-Fock model is replaced with an
exchange-correlation functional, EXC(P) [29], and makes
EDF = Enuclear + Ecore + ECoulomb + EXC(P ). (2.38)
In the TITANr program, there are different density functional models to choose
from. These models vary on how the they incorporate the different potentials focus-
ing mainly on the exchange-correlation potential [29]. The two main density func-
tional models used in these calculations are BP (Becke, Perdew) and B3LYP (Becke,
Lee, Yang, and Parr with 3 parameters) [39–44]. Both the BP and B3LYP density
functional model uses functionals that describe the local and non-local, exchanges
and correlations.
BP uses a local exchange described by Slater [39], a non-local exchange described
by Becke [40], a local correlation described by Perdew and Zunger [41], and a non-
local correlation described by Perdew [42]. This approach allows for a gradient
corrected density functional model to be used. The second model, B3LYP, incorpo-
rates a Hartree-Fock and a Slater for the local exchange, for the non-local exchange
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it is described by Becke, the local correlation is described by Vokso, Nusair, and
Wilk [44], and the non-local correlation is described by Lee, Yang, and Parr [43].
These density functional theories are good for the calculation of equilibrium geome-
try and vibrational frequencies.
Most of these calculations were completed using either a molecular mechanics
or semi-empirical model for reasons of time and accuracy. However, because the
models should only be used for low mass atoms, a density functional model was used
to determine the dynamics of molecules with heavier atoms such as gold in Au(mnt)2.
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Chapter 3
Magnetic Excitations and
Observables of Spin 1/2 Systems
Recent years have seen a rapid increase in the interest in finite quantum spin systems,
also known as molecular magnets or nanomagnets [3,45–53]. Molecular magnets typ-
ically consist of clusters of interacting spins that are magnetically isolated from the
other clusters in the molecular solid by nonmagnetic ligands. Formally, molecular
magnets are materials in which the ground state has nonzero total spin. Here we
generalize this definition to include all systems of largely isolated clusters of inter-
acting quantum spins. These materials are interesting both as simple model systems
for the study of quantum magnetism and because they have possible applications as
nanoscale computer memory elements [46, 47]. Many realizations of finite spin clus-
ters with various ionic spins, ground state spins and geometries have been reported
in the literature; some recent examples with S=1/2 ions are given in Table 3.1.
Theoretical results for the properties of finite S=1/2 quantum spin systems have
appeared in several recent references, primarily in the context of experimental studies
of specific materials. Dimer results are reported in several studies of the S=1/2 spin
dimer VO(HPO4)·0.5H2O; see for example Johnson et al. [12], Tennant et al. [13]
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Table 3.1: Some Examples of Small S = 1/2 Clusters and Molecular Magnets.
Material Spin System Ground State Stot Refs.
VO(HPO4)·0.5H2O dimer 0 [9, 12,13]
Cu3(O2C16H23)6 · 1.2C6H12 symmetric trimer 1/2 [56,57]
Na9[Cu3]·26H2O1 symmetric trimer 1/2 [58]
[Cu3(cpse)3(H2O)3] · 8.5H2O symmetric trimer 1/2 [66]
(CN3H6)4Na2[V6]·14H2O2 isosceles trimer 1/2 [54]
Na6[V6]·18H2O2 general trimer 1/2 [54]
K6[V15As6O42(H2O)]·8H2O symmetric trimer 1/2 [73–77]
NaCuAsO4 linear tetramer 0 [70,71]
(NHEt3)[V12As8O40(H2O)]·H2O. rectangular tetramer 0 [79]
K7Na[Cu4]·5.5H2O3 distorted tetramer 1 [58]
1[Cu3]=[Cu3Na3(H2O)9(α-AsW9O33)2]
2[V6]=[H4V6O8(PO4)4((OCH2)3CCH2OH)2]
3[Cu4]=[Cu4K2(H2O)6(α-AsW9O33)2]
and Koo et al. [9]. Theoretical properties of S=1/2 spin trimers have similarly been
given in studies of candidate trimer materials; see for example Refs. [54–58].
Rather few general theoretical results have been reported for S=1/2 spin tetramers,
since the results are more complicated and there are many more independent geome-
tries and sets of superexchanges. Specific cases of tetramers are considered by Pro-
cissi et al. [59] (S=1/2 square tetramer), Gros et al. [60] and Jensen et al. [61] (an
unsymmetric S=1/2 tetrahedral model of Cu2Te2O5(Br1−xClx)), Kortz et al. [58]
(unsymmetric tetramer model of K7Na[Cu4K2(H2O)6(α-AsW9O33)2]·5.5H2O), and
Ciftja [53] (symmetric trimer with apical spin). More general reviews of quantum
spin systems have been published by Kahn [2] (thermodynamics) and Whangbo
et al. [62] (local origins of magnetism, thermodynamics properties, and materials).
Studies of the dynamics of Heisenberg spin clusters using a quasiclassical formalism
have been reported in a series of papers by Ameduri, Efremov and Klemm [63–65].
This increased level of interest in molecular magnets motivates more detailed
theoretical investigation of the properties of finite quantum spin systems. For simple
19
theoretical models such as the Heisenberg model, clusters that consist of only a few
interacting magnetic ions can be treated analytically, and closed-form results can be
obtained for many physical observables. One especially interesting quantity is the
inelastic neutron scattering structure factor, which is required for the interpretation
of inelastic neutron scattering experiments. Inelastic neutron scattering is very well
suited to the investigation of magnetic interactions at interatomic scales, since the
measured structure factor is sensitive to the local geometry and interactions of the
magnetic ions. As this work is intended in part to facilitate future neutron scattering
studies, the evaluation of this structure factor is one of our principal concerns.
3.1 Spin Dimer
The “minimal” spin cluster model is the S = 1/2 spin dimer (Fig.3.1), which consists
of a single pair of S = 1/2 spins interacting through the Heisenberg Hamiltonian,
H = J~S1 · ~S2 . (3.1)
Since this is an isotropic magnetic Hamiltonian, the total spin is a good quantum
number, and from the Clebsch-Gordon series 1/2⊗1/2 = 1⊕0 we expect the spectrum
to consist of an Stot = 1 triplet and an Stot = 0 singlet. In a zˆ-diagonal basis


|↑↑ 〉
|↑↓ 〉
|↓↑ 〉
|↓↓ 〉


(3.2)
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Figure 3.1: The geometry and energy levels of a Heisenberg spin dimer.
the Hamiltonian matrix is
H = J


1/4
−1/4 1/2
1/2 −1/4
1/4


. (3.3)
Diagonalizing this Hamiltonian matrix gives the energy eigenvalues and eigenvectors,
E1 =
1
4
J
E0 = −34 J ,
(3.4)
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

|Ψ1(+1)〉 = |↑↑ 〉
|Ψ1( 0)〉 = 1√2(|↑↓ 〉+ |↓↑ 〉)
|Ψ1(−1)〉 = |↓↓ 〉


(3.5)
|Ψ0〉 = 1√
2
(|↑↓ 〉 − |↓↑ 〉) . (3.6)
The specific heat and magnetic susceptibility for the dimer are especially simple,
since there is only a single excited level. The results are (in a dimensionless form)
Z = e
3
4
βJ + 3e−
1
4
βJ (3.7)
C
kB
= 3(βJ)2
e−βJ(
1 + 3e−βJ
)2 , (3.8)
and
χ
(gµB)2/J
= 2βJ
e−βJ
(1 + 3e−βJ)
. (3.9)
Plots of the dimensionless specific heat and susceptibility of the spin dimer are shown
in Figures 3.2 and 3.3. These results are summarized in Tables 3.2 and 3.3, as are
the corresponding results we find for the other spin systems considered in this paper.
One may confirm that this specific heat formula gives the correct entropy for a
dimer of S=1/2 ions,
S =
∫ ∞
0
C
dβ
β
= kB 2 ln(2) . (3.10)
The corresponding result for a general spin system is
S = kB ln(N /N0) , (3.11)
where N is the dimensionality of the full Hilbert space and N0 is the degeneracy of
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Figure 3.2: The magnetic contribution to the specific heat of a spin dimer, Eq.(3.8)
(dimensionless units).
Figure 3.3: The magnetic susceptibility of a spin dimer, Eq.(3.9) (dimensionless
units).
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Table 3.2: Magnetic Heat Capacities1
Spin System C/kB
Dimer 3(βJ)2eβJ/(3 + eβJ)2
Symmetric Trimer 94 (βJ)
2e
3
2
βJ/
(
1 + e
3
2
βJ
)2
Isosceles Trimer 12 (βJ)
2
(
2(1− α)2e(1+2α)βJ + (2 + α)2e(1+ 12α)βJ + 9α2e 32αβJ
)
/(
2 + e
3
2
αβJ + e(1+
1
2
α)βJ
)2
General Trimer 116 (βJ)
2e
1
2
(1+αs)βJ
(
f20 e
1
2
(1+αs)βJ +
(
4(1 + αs)
2 + f20
)
cosh(f0βJ/4)+
4f0(1 + αs) sinh(f0βJ/4)
)
/
(
1 + e
1
2
(1+αs)βJ cosh(f0βJ/4)
)2
Tetrahedron 18(βJ)2
(
10e2βJ + 5e3βJ + e5βJ
)
/
(
5 + 9e2βJ + 2e3βJ
)2
1This table uses the abbreviation f0 =
√
(2− αs)2 + 3α2d.
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Table 3.3: Magnetic Susceptibilities1
Spin System χ/(gµB)
2
Dimer 2β/
(
3 + eβJ
)
Symmetric Trimer 14β
(
5 + e
3
2
βJ
)
/
(
1 + e
3
2
βJ
)
Isosceles Trimer 14β
(
10 + e
3
2
αβJ + e(1+
1
2
α)βJ
)
/
(
2 + e
3
2
αβJ + e(1+
1
2
α)βJ
)
General Trimer 14β
(
5 + e
1
2
(1+αs)βJ cosh(f0βJ/4)
)
/
(
1 + e
1
2
(1+αs)βJ cosh(f0βJ/4)
)
Tetrahedron 2β
(
5 + 3e2βJ
)
/
(
5 + 9e2βJ + 2e3βJ
)
Rectangular Tetramer 2β
(
5 + eβJ + eαβJ + e(1+α)βJ
)
/(
5 + 3eβJ + 3eαβJ + 3e(1+α)βJ + 2e(1+α)βJ cosh(f1βJ/2)
)
Linear Tetramer 2β
(
5 + eβJ + 2e
1
2
(1+α)βJ cosh(f3βJ/2)
)
/(
5 + 3eβJ + 2e(1+
1
2
α)βJ cosh(f2βJ) + 6e
1
2
(1+α)βJ cosh(f3βJ/2)
)
1 This table uses the abbreviations f0 =
√
(2− αs)2 + 3α2d, f1 =
√
1− α + α2,
f2 =
√
1− α/2 + α2/4, f3 =
√
1 + α2.
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Figure 3.4: A fit of the dimer susceptibility formula of Eq.(3.9) to the measured
susceptibility of VO(HPO4)·0.5H2O. A defect term was also included.
the ground state; for the S=1/2 dimer, N = 22 and N0 = 1.
As an example of the application of the dimer susceptibility of Eq.(3.9) (known
as the Bleaney-Bowers formula [67]), in Fig.3.4 we show a fit to the susceptibility of
the spin dimer VO(HPO4)·0.5H2O [68]. (The molar susceptibility shown is related
to the single dimer susceptibility of Eq.(3.9) by χmolar = NA/2 · χ.) The parameters
of the fit are g = 2.05 and J = 7.76 meV (consistent with the results of inelastic
neutron scattering [13]). A 1/T defect contribution was also included in the fit.
Finally we evaluate the inelastic neutron scattering intensities, which are given
by the structure factors of Eqs.(2.14,2.15). (A complete set of inelastic neutron
scattering transitions for all the spin systems we consider in this work is given in
Table 3.4 and 3.5; typically we will only evaluate the structure factors for the ground
state of the antiferromagnetic system.) We evaluate Eq.(2.14) for the dimer using
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Table 3.4: Magnetic Spin Excitations for S = 1/2 Dimers and Trimers1
System Transition ∆E
Dimer I. |Ψ0〉 → |Ψ1〉 J
Symmetric Trimer I. |Ψ 1
2
,1〉 → |Ψ 3
2
〉 32 J
II. |Ψ 1
2
,2〉 → |Ψ 3
2
〉
Isosceles Trimer I. |Ψ 1
2
,1〉 → |Ψ 3
2
〉 (1 + 12α) J
II. |Ψ 1
2
,2〉 → |Ψ 3
2
〉 32α J
III. |Ψ 1
2
,1〉 → |Ψ 1
2
,2〉 (1− α) J
General Trimer I. |Ψ 1
2
,1〉 → |Ψ 3
2
〉 ( 12 (1 + αs) + 14f0) J
II. |Ψ 1
2
,2〉 → |Ψ 3
2
〉 ( 12 (1 + αs)− 14f0) J
III. |Ψ 1
2
,1〉 → |Ψ 1
2
,2〉 12f0 J
1 This table uses the abbreviation f0 =
√
(2− αs)2 + 3α2d.
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Table 3.5: Magnetic Spin Excitations for S = 1/2 Tetramers1
System Transition ∆E
Tetrahedron I. |Ψ0,1〉 → |Ψ1,1〉 J
II. |Ψ0,1〉 → |Ψ1,2〉
III. |Ψ0,1〉 → |Ψ1,3〉
IV. |Ψ0,2〉 → |Ψ1,1〉
V. |Ψ0,2〉 → |Ψ1,2〉
VI. |Ψ0,2〉 → |Ψ1,3〉
VII. |Ψ1,1〉 → |Ψ2〉 2J
VIII. |Ψ1,2〉 → |Ψ2〉
IX. |Ψ1,3〉 → |Ψ2〉
Rectangular Tetramer I. |Ψ0,1〉 → |Ψ1,1〉 f1 J
II. |Ψ0,1〉 → |Ψ1,2〉 (f1 + α) J
III. |Ψ0,1〉 → |Ψ1,3〉 (f1 + 1) J
IV. |Ψ1,1〉 → |Ψ0,2〉 f1 J
V. |Ψ1,1〉 → |Ψ1,2〉 α J
VI. |Ψ1,1〉 → |Ψ1,3〉 J
VII. |Ψ1,1〉 → |Ψ2〉 (1 + α) J
VIII. |Ψ1,2〉 → |Ψ0,2〉 (f1 − α) J
IX. |Ψ1,2〉 → |Ψ1,3〉 (1− α) J
X. |Ψ1,2〉 → |Ψ2〉 J
XI. |Ψ0,2〉 → |Ψ1,3〉 (1− f1) J
XII. |Ψ1,3〉 → |Ψ2〉 α J
Linear Tetramer I. |Ψ0,1〉 → |Ψ1,1〉 (f2 − 12 (f3 − 1)) J
II. |Ψ0,1〉 → |Ψ1,2〉 (f2 + 12α) J
III. |Ψ0,1〉 → |Ψ1,3〉 (f2 + 12 (f3 + 1)) J
IV. |Ψ1,1〉 → |Ψ0,2〉 (f2 + 12 (f3 − 1)) J
V. |Ψ1,1〉 → |Ψ1,2〉 12 (f3 − 1 + α) J
VI. |Ψ1,1〉 → |Ψ1,3〉 f3 J
VII. |Ψ1,1〉 → |Ψ2〉 12 (f3 + 1 + α) J
VIII. |Ψ1,2〉 → |Ψ0,2〉 (f2 − 12α) J
IX. |Ψ1,2〉 → |Ψ1,3〉 12 (f3 + 1− α) J
X. |Ψ1,2〉 → |Ψ2〉 J
XI. |Ψ0,2〉 → |Ψ1,3〉 (−f2 + 12 (f3 + 1)) J
XII. |Ψ1,3〉 → |Ψ2〉 12 (−f3 + 1 + α) J
1 This table uses the abbreviations f1 =
√
1− α + α2, f2 =
√
1− α/2 + α2/4, and
f3 =
√
1 + α2.
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the energy eigenvectors |Ψ1(m)〉 and |Ψ0〉 of Eqs.(3.5,3.6). This gives
S(~q ) =
1
2
(
1− cos(~q · ~a )) (3.12)
where ~a = ~x1 − ~x2 = ~x12 is a spatial vector that coincides with the dimer. Evi-
dently there should be no excitation of the dimer spin-triplet state when the neutron
momentum transfer ~q is perpendicular to the dimer axis aˆ.
In scattering from powder samples one measures the powder average S¯(q) of the
structure factor, defined by Eq.(2.15). For the dimer this is
S¯(q) =
∫
dΩqˆ
4pi
1
2
(
1− cos(~q · ~a )) = 1
2
(
1− j0(qa)
)
(3.13)
where j0(x) = sin(x)/x is a spherical Bessel function. This result is shown in Fig.3.5
for pointlike magnetic ions (F(~q ) = 1). The location of the first maximum, at q ≈
4.493 a−1, provides a convenient estimate of the separation between the interacting
ions in the dimer. Of course in real materials the incorporation of ionic form factors
will reduce the location of this maximum.
Experimental studies of real magnetic materials typically proceed by establishing
the approximate magnetic parameters of a model Hamiltonian through a fit to the
susceptibility. Given a model Hamiltonian, one can predict the inelastic neutron
scattering structure factor, which is then compared to experiment. (Ideally this
is done on single crystal samples, but more frequently only powder samples are
available.) Unlike the bulk susceptibility, the inelastic neutron scattering structure
factor allows a sensitive and microscopic test of the assumed magnetic Hamiltonian,
since it is determined by the relative positions of the interacting magnetic ions.
The spin-dimer material VO(DPO4)·0.5D2O provides a recent illustration of the
use of inelastic neutron scattering in identifying magnetic interaction pathways; the
susceptibility data of Johnson et al. [12] was well known to give an excellent fit
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Figure 3.5: The powder average, unpolarized neutron structure factor S¯(q) for a spin
dimer with pointlike magnetic ions.
to the dimer formula Eq.(3.9), however the separation of the interacting V-V pair
inferred from inelastic neutron scattering data [13] using Eq.(3.13) showed that the
interacting V-V pair had been misidentified in the literature.
3.2 Spin Trimers
We will consider the most general case of a spin trimer with Heisenberg magnetic
interactions. It is useful to present the results as special cases with decreasing sym-
metry, since the formulas are simpler in the more symmetric cases, and examples of
both symmetric and isosceles trimers are known in the literature.
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3.2.1 Symmetric Trimer
The completely symmetric, equilateral trimer has equal magnetic couplings and bond
lengths between all three pairs of spins. The Hamiltonian for this model is
H = J
(
~S1 · ~S2 + ~S2 · ~S3 + ~S3 · ~S1
)
. (3.14)
Since this Hamiltonian is invariant under any permutation of the three spin labels,
it has a discrete S3 symmetry in addition to the magnetic rotational symmetry. In
the Sz-diagonal basis


|↑↑↑ 〉
|↑↑↓ 〉
|↑↓↑ 〉
|↓↑↑ 〉
|↑↓↓ 〉
|↓↑↓ 〉
|↓↓↑ 〉
|↓↓↓ 〉


(3.15)
the full Hamiltonian matrix is
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Figure 3.6: Geometries and energy levels of (a) symmetric, (b) isosceles and (c)
general trimer systems. These systems have one Stot =
3
2
multiplet and two Stot =
1
2
multiplets.
J


3/4
−1/4 1/2 1/2
1/2 −1/4 1/2
1/2 1/2 −1/4
−1/4 1/2 1/2
1/2 −1/4 1/2
1/2 1/2 −1/4
3/4


.
(3.16)
This matrix is block diagonal within subspaces of definite Sz tot, as expected for
a rotationally invariant Hamiltonian. The energy levels of the symmetric trimer are
shown in Figure 3.6a. For the J > 0 (antiferromagnetic) case the ground state is a
quadruplet (the two Stot = 1/2 multiplets are degenerate), and there is an energy
gap of 3
2
J to the Stot = 3/2 excited state. Representative symmetric trimer energy
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eigenstates (those with maximum Sz tot) are given in Table 3.6 and 3.7. Since the
two Stot = 1/2 levels are degenerate, there is no unique ground state for this system;
we use the Jacobi |ρ〉 = |(12)A〉 and |λ〉 = |(12)S〉 three-body basis states of definite
(12)-exchange symmetry as our two independent basis vectors.
We may determine the specific heat and magnetic susceptibility of the symmetric
trimer from these energy levels, using Eqs.(2.6,2.7). The results are
C
kB
=
9
4
(βJ)2
e−
3
2
βJ
(1 + e−
3
2
βJ)2
(3.17)
and
χ
(gµB)2/J
=
1
4
βJ
(1 + 5e−
3
2
βJ)
(1 + e−
3
2
βJ)
. (3.18)
It is notable that the integral of this specific heat gives an entropy of
S =
∫ ∞
0
C
dβ
β
= kB ln(2) (3.19)
which is only half as large as the entropy of the dimer, despite the larger trimer
Hilbert space, N = 23 = 8. The lower entropy is due to the fourfold degenerate
ground state of this highly frustrated system;
S = kB ln(N /N0) = kB ln(23/4) = kB ln(2) . (3.20)
The susceptibility of the symmetric trimer, Eq.3.18, agrees with Eq.2 of Veit et
al. [69] (after specializing to a single g-factor and a change of variables). This result
is shown in Figure 3.7. Note that χ(T ) diverges as we approach zero temperature,
since the ground state has nonzero spin. This divergence is present independent of
whether the intrinsic spin-spin coupling J is antiferromagnetic (as we normally as-
sume) or ferromagnetic, since both cases have ground states of nonzero spin. A more
detailed comparison of the susceptibility suffices to distinguish these; see the inset of
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Table 3.6: Energy Eigenvalues and Eigenvectors of S=1/2 Dimer and Trimers.
Spin System Eigenvector |ΨStot〉 (Sz tot = S tot) Energy
Dimer |Ψ1〉 = |σ(+1)〉 = |↑↑ 〉 E1 = 14 J
|Ψ0〉 = |ρ〉 = 1√2 (|↑↓ 〉 − |↓↑ 〉) E0 = − 34 J
Symmetric Trimer |Ψ 3
2
〉 = |σ(+3/2)〉 = |↑↑↑ 〉 E 3
2
= 34 J
|Ψ 1
2
,2〉 = |λ(+1/2)〉 = E 1
2
= − 34 J
1√
6
(|↑↓↑ 〉+ |↓↑↑ 〉 − 2|↑↑↓ 〉)
|Ψ 1
2
,1〉 = |ρ(+1/2)〉 =
1√
2
(|↑↓↑ 〉 − |↓↑↑ 〉)
Isosceles Trimer |Ψ 3
2
〉 = |σ(+3/2)〉 E 3
2
= ( 14 +
1
2α) J
|Ψ 1
2
,2〉 = |λ(+1/2)〉 E 1
2
,2 = (
1
4 − α) J
|Ψ 1
2
,1〉 = |ρ(+1/2)〉 E 1
2
,1 = − 34 J
General Trimer |Ψ 3
2
〉 = |σ(+3/2)〉 E 3
2
= 14 (1 + αs) J
|Ψ 1
2
,2〉 = +cos(θ)|λ(+1/2)〉+ E 1
2
,2 =
1
4 (+
√
(2− αs)2 + 3α2d−
sin(θ)|ρ(+1/2)〉 1− αs) J
|Ψ 1
2
,1〉 = − sin(θ)|λ(+1/2)〉+ E 1
2
,1 =
1
4 (−
√
(2− αs)2 + 3α2d−
cos(θ)|ρ(+1/2)〉 1− αs) J
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Table 3.7: Energy Eigenvalues and Eigenvectors of S=1/2 Tetramers
Spin System Eigenvector |ΨStot〉 (Sz tot = S tot) Energy
Tetrahedron |Ψ2〉 = |σσ〉2 = |↑↑↑↑ 〉 E2 = 32 J
|Ψ1,3〉 = |σσ〉1 E1 = − 12 J
|Ψ1,2〉 = |(ρσ)S〉
|Ψ1,1〉 = |(ρσ)A〉
|Ψ0,2〉 = |σσ〉0 E0 = − 32 J
|Ψ0,1〉 = |ρρ〉
Rectangular tetramer |Ψ2〉 = |σσ〉2 E2 = ( 12 + 12α) J
|Ψ1,3〉 = |σσ〉1 E1,3 = ( 12 − 12α) J
|Ψ1,2〉 = |(ρσ)S〉 E1,2 = (− 12 + 12α) J
|Ψ1,1〉 = |(ρσ)A〉 E1,1 = (− 12 − 12α) J
|Ψ0,2〉 = +cos(θ0)|σσ〉0+ E0,2 = (+
√
1− α+ α2
sin(θ0)|ρρ〉 − 12 − 12α) J
|Ψ0,1〉 = − sin(θ0)|σσ〉0+ E0,1 = (−
√
1− α+ α2
cos(θ0)|ρρ〉 − 12 − 12α) J
Linear Tetramer |Ψ2〉 = |σσ〉2 E2 = ( 12 + 14α) J
|Ψ1,3〉 = +cos(θ1)|σσ〉1+ E1,3 = (+ 12
√
1 + α2 − 14α) J
sin(θ1)|(ρσ)S〉
|Ψ1,2〉 = |(ρσ)A〉 E1,2 = (− 12 + 14α) J
|Ψ1,1〉 = − sin(θ1)|σσ〉1+ E1,1 = (− 12
√
1 + α2 − 14α) J
cos(θ1)|(ρσ)S〉
|Ψ0,2〉 = +cos(θ0)|σσ〉0+ E0,2 = (+
√
1− 12α+ 14α2
sin(θ0)|ρρ〉 − 12 − 14α) J
|Ψ0,1〉 = − sin(θ0)|σσ〉0+ E0,1 = (−
√
1− 12α+ 14α2
cos(θ0)|ρρ〉 − 12 − 14α) J
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Figure 3.7: The magnetic susceptibility of a symmetric trimer. The inset shows χT
versus T for ferromagnetic (dashed) and antiferromagnetic (solid) couplings.
Figure 3.7, which shows χT versus T for both cases. A recently reported S=1/2 V4+
vanadium trimer, (CN3H6)4Na2[H4V6O8(PO4)4 ((OCH2)3CCH2OH)2]·14H2O (mate-
rial 1 of Luban et al. [54]) provides an illustration of this behavior; in Figure 3
of Ref. [54] one can see that χT for this material clearly follows the lower trimer
curve, confirming that it is accurately described by the symmetric trimer model and
has an Stot = 1/2 ground state. At high temperatures the spin-spin coupling J is
unimportant, and both results approach the same Curie’s law limit.
Next we consider the neutron scattering structure factors for the symmetric
trimer. Since this system has two degenerate Stot = 1/2 ground states and a single
Stot = 3/2 excitation, there are two distinct exclusive inelastic neutron structure fac-
tors but only a single transition energy, E1 − E0 = 32 J. We have chosen |ρ〉 and |λ〉
basis states for our orthogonal Stot = 1/2 eigenstates, and will give neutron structure
factors for each of these. The same structure factors follow for the isosceles trimer,
although in that case the two Stot = 1/2 states are nondegenerate.
The structure factors for excitation of the Stot = 3/2 |σ〉 level (using Eq.(2.14))
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are given by
S(ρ→σ)(~q ) =
1
3
(
1− cos(~q · ~x12)
)
, (3.21)
S(λ→σ)(~q ) =
1
3
(
1 +
1
3
cos(~q · ~x12)− 2
3
cos(~q · ~x13)− 2
3
cos(~q · ~x23)
)
. (3.22)
These results may be understood in terms of the different natures of the |ρ〉
and |λ〉 initial states. In the |ρ〉 ground state the (12)-dimer is in a pure S(12) = 0
state, which must be excited to S(12) = 1 to couple to the |σ〉 excited state. The
|ρ〉 → |σ〉 excitation problem is thus identical to the dimer problem, to within an
overall constant. It follows that S(ρ→σ)(~q ) is proportional to the dimer structure
factor of Eq.(3.12). In contrast, in the |λ〉 initial state the (12)-dimer is pure S(12) = 1
and the (23)- and (31)-dimers have amplitudes to be in both spin 0 and 1, so there are
contributions to S(λ→σ) due to the excitation of each of the three dimer subsystems.
As S(ρ→σ) and S(λ→σ) differ considerably for moderate qa it will certainly be
possible to distinguish between |ρ〉 and |λ〉 states from their single crystal structure
factors. The powder averages however are identical, and cannot be distinguished
experimentally;
S¯(ρ→σ)(q) = S¯(λ→σ)(q) =
1
3
(
1− j0(qa)
)
. (3.23)
These powder structure factors are identical because of the identical dimer lengths,
r12 = r23 = r31 = a, so the powder average of each cosine in Eqs.(3.21,3.22) gives the
same j0(qa) Bessel function. The dependence (1 − j0(qa)) follows from the require-
ment that S¯(0) = 0.
As we shall discuss in the next section, an isosceles trimer would be a more
favorable system for the identification of |ρ〉 and |λ〉 initial states in inelastic neutron
scattering; these levels are nondegenerate in the isosceles system, and the |ρ〉 → |σ〉
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and |λ〉 → |σ〉 powder average structure factors are no longer equal, due to the
different leg lengths.
3.2.2 Isosceles Trimer
The isosceles spin trimer, Figure 3.6b, has two equal magnetic interactions and bond
lengths. The Hamiltonian is given by
H = J
(
~S1 · ~S2 + α
(
~S2 · ~S3 + ~S3 · ~S1
))
. (3.24)
To find the energy eigenvalues of this Hamiltonian it suffices to consider the Sz tot =
+1/2 sector, since the Stot = 1/2 and 3/2 multiplets both have Sz tot = +1/2 mem-
bers. The remaining symmetry of this problem suggests that we use the three
{|Stot,+1/2〉} energy eigenstates of the symmetric trimer as our basis,


|σ(3/2,+1/2)〉 =
√
1
3
(|↑↑↓ 〉+ |↑↓↑ 〉+ |↓↑↑ 〉)
|λ(1/2,+1/2)〉 =
√
1
6
(|↑↓↑ 〉+ |↓↑↑ 〉 − 2|↑↑↓ 〉)
|ρ(1/2,+1/2)〉 =
√
1
2
(|↑↓↑ 〉 − |↓↑↑ 〉)


.
(3.25)
The Hamiltonian is necessarily diagonal on this basis, since these three basis states
have different values of the conserved quantities Stot and (12)-exchange symmetry.
The result is
H = 1
4
J


1 + 2α
1− 4α
−3


.
(3.26)
The two Stot =
1
2
levels are split as a result of the reduced symmetry of the isosce-
les trimer; the full S3 symmetry of the symmetric trimer has been reduced to S2
((12)-exchange symmetry), and since S2 is Abelian no degeneracies follow from this
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symmetry.
The specific heat and susceptibility of the isosceles trimer, which follow from the
energy levels of Eq.(3.26) and the formulas Eqs.(2.6,2.7), are given in Tables 3.3 and
3.2. Note that one recovers the symmetric trimer result in the limit α = 1.
We have confirmed by numerical integration of the rather complicated isosceles
trimer specific heat formula given in Table 3.2 that the entropy of the isosceles trimer
satisfies
S
kB
=
∫ ∞
0
C
kB
dβ
β
=


2 ln(2) α 6= 1
ln(2) α = 1 ,
(3.27)
as expected from Eq.(3.11) for an eight-dimensional Hilbert space which has a
fourfold-degenerate ground state for α = 1, and a twofold-degenerate ground state
otherwise.
There are three inelastic transitions excited by neutron scattering from an isosce-
les spin trimer, |ρ〉 → |σ〉, |λ〉 → |σ〉 and |ρ〉 → |λ〉. The first two were considered
in the discussion of the symmetric trimer, and the results for the isosceles trimer
are identical (except that the ∆E values of the transitions differ). The |ρ〉 → |λ〉
transition was not considered previously because these states are degenerate in the
symmetric trimer. The result we find for the structure factor of this transition is
S(ρ→λ)(~q ) =
1
6
(
1− cos(~q · ~x12)
)
. (3.28)
This has the same form as the dimer and |ρ〉 → |σ〉 structure factors because it
also involves the excitation of the S(12) = 0 (12)-dimer to an S(12) = 1 state. It can
evidently be distinguished from the |ρ〉 → |σ〉 transition by the overall intensity, but
not by the functional dependence on q.
To illustrate these single crystal structure factors, in Figure 3.8, we show the two
ground state structure factors for (CN3H6)4Na6[H4V6O8(PO4)4((OCH2)3CCH2OH)2]
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Figure 3.8: The unpolarized structure factors {S¯(~q)} (proportional to the angular
scattering intensities) predicted for inelastic neutron scattering from the |λ〉 ground
state of a single crystal of an isosceles trimer material (see text).
·14H2O described by Luban et al. [54]. The parameters are a = 3.22 A˚ and
b = 3.364 A˚. We show the predictions of Eqs.(3.22,3.28) for in-plane scattering,
with momentum transfer q = pi/a. Since this material has two strong bonds and
a weak dimer (α ≈ 9) [54], |λ〉 should be the ground state, and the |λ〉 → |ρ〉 and
|λ〉 → |σ〉 transitions shown in the figure should both be observable (These are ex-
pected at 4.2 meV and 7.0 meV respectively, given the parameters of Luban et al.)
The very different angular distributions predicted for the scattered neutrons show
that it should be straightforward to distinguish between these transitions in an in-
elastic neutron scattering experiment, given a single crystal of this or a similar trimer
material.
The powder average eliminates much of the difference between these neutron
scattering transitions, although it still should be possible to distinguish them exper-
imentally. On carrying out the powder average we find
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S¯(ρ→σ)(q) = 1
3
(
1− j0(qa)
)
S¯(λ→σ)(q) = 1
3
(
1 + 1
3
j0(qa)− 43j0(qb)
)
S¯(ρ→λ)(q) = 1
6
(
1− j0(qa)
)
.
(3.29)
In the symmetric limit b/a = 1 these transitions are proportional to the same
function, 1−j0(qa); at best it may be possible to distinguish the |ρ〉 → |λ〉 transition
from the others through their relative intensities. However for significantly different
leg lengths the |λ〉 → |σ〉 powder average structure factor may differ enough from
the 1 − j0(qa) of the |ρ〉 → |σ〉 and |ρ〉 → |λ〉 transitions to distinguish them. As
an example, in Figure 3.9, we show the powder structure factors of Eq.(3.29) for
the three transitions, for an elongated triangle with b/a = 2. (These results are
independent of the magnetic coupling ratio α.) As there is considerable variation in
form and magnitude between these powder structure factors, it should be possible to
distinguish them experimentally in similar isosceles trimer materials. If more than
one transition is clearly observed, it may also be useful to compare structure factor
ratios, to eliminate the effect of ionic form factors.
3.2.3 General Trimer
The general trimer of Figure 3.6c has three different magnetic couplings and ion pair
separations, and is described by the Hamiltonian
H = J
(
~S1 · ~S2 + α23 ~S2 · ~S3 + α31 ~S3 · ~S1
)
. (3.30)
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Figure 3.9: The powder average inelastic neutron structure factor S¯(q) for the three
allowed transitions of an isosceles trimer, with b/a = 2.
We may again determine all the trimer energy eigenvalues by specializing to the
Sz tot = +1/2 sector and using the symmetric trimer basis of Eq.(3.25), which gives
the Hamiltonian matrix
H = 1
4
J


1 + αs
1− 2αs
√
3αd
√
3αd −3

 (3.31)
where αs = α31+α23 and αd = α31−α23. The |σ〉 basis states again must be energy
eigenstates, since they are the only Stot = 3/2 states in the Hilbert space. They have
energies of
E 3
2
=
1 + αs
4
J . (3.32)
The Stot = 1/2 basis states |ρ 〉 and |λ〉 mix in this problem, since the general trimer
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Hamiltonian with α23 6= α31 breaks (12)-exchange symmetry. The resulting energies
are
E 1
2
, { 1
2
} = −
(1 + αs ±
√
(2− αs)2 + 3α2d )
4
J . (3.33)
The specific heat and magnetic susceptibility of the general trimer follow from the
energy levels of Eqs.(3.32,3.33) and the formulas Eqs.(2.6,2.7). The resulting expres-
sions are given in Tables 3.2 and 3.3. One may confirm recovery of the isosceles and
symmetric trimer results as special cases of these results. We have also confirmed
numerically that integration of the rather lengthly general trimer specific heat for-
mula given in Table 3.2 leads to an entropy of S = kB 2 ln(2), provided that at least
one of the parameters α23 and α31 differs from unity.
The neutron scattering structure factors for the general trimer involve coherent
superpositions of the previously derived |ρ〉 and |λ〉 excitation functions, since the
energy eigenstates are superpositions of these basis states. The Stot = 1/2 energy
eigenstates of Eq.(3.31) are explicitly
|Ψ 1
2
,1〉 = − sin(θ)|λ〉+ cos(θ)|ρ〉 (3.34)
and
|Ψ 1
2
,2〉 = +cos(θ)|λ〉+ sin(θ)|ρ〉, (3.35)
where the mixing angle θ satisfies
tan(θ) =
x
1 +
√
1 + x2
(3.36)
with x =
√
3αd/(2− αs). The Stot = 3/2 energy eigenstate is, as for all the trimers
we have considered,
|Ψ 3
2
〉 = |σ〉 . (3.37)
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The structure factor for the transition from the Stot = 1/2 state |Ψ 1
2
,1〉 to the Stot =
3/2 state is given by
S
(Ψ 1
2
,1
→Ψ 3
2
)
(~q ) =
1
3
((
1− 1
3
(C12 + C23 + C31)
)
+
1
3
C2
(
C31 + C23 − 2C12
)
+
1√
3
S2
(
C31 − C23
))
(3.38)
where Cij = cos(~q · ~xij), C2 = cos(2θ) and S2 = sin(2θ). The structure factor for the
second transition, Ψ 1
2
,2 → Ψ 3
2
, follows from Eq.(3.38) on changing the overall signs
of the C2 and S2 terms. The third transition, between the two Stot = 1/2 states, has
the structure factor
S
(Ψ 1
2
,1
→Ψ 1
2
,2
)
(~q ) =
1
6
((
1− 1
3
(C12 + C23 + C31)
)
+
1
3
C4
(
C31 + C23 − 2C12
)
+
1√
3
S4
(
C31 − C23
))
, (3.39)
where the new quantities are C4 = cos(4θ) and S4 = sin(4θ). One may con-
firm that the previously derived symmetric and isosceles trimer structure factors
of Eqs.(3.21,3.22,3.28) follow from these general trimer results in the limit θ → 0.
The powder averages of these general trimer unpolarized structure factors may
also be evaluated; the result for the transition Ψ 1
2
,1 → Ψ 3
2
is
S¯
(Ψ 1
2
,1
→Ψ 3
2
)
(~q ) =
1
3
(
1− (1 + 2 C2)
3
j0(qr12)
−(1− C2 +
√
3S2)
3
j0(qr23)− (1− C2 −
√
3S2)
3
j0(qr31)
)
. (3.40)
The powder average results for the two remaining transitions can be obtained from
Eq.(3.40) by simple substitutions. To obtain S¯
(Ψ 1
2
,2
→Ψ 3
2
)
simply change the overall
signs of C2 and S2 in Eq.(3.40), and to obtain S¯(Ψ 12 ,1→Ψ 12 ,2), divide Eq.(3.40) by a
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factor of two and replace C2 and S2 by C4 and S4 respectively.
These results may be useful for the interpretation of neutron scattering data on
real materials. One example of a candidate general trimer is Na6[H4V6O8(PO4)4
((OCH2)3CCH2OH)2]·18H2O of Luban et al. [54]; this has three distinct V-V sepa-
rations between the S=1/2 V+4 ions within each vanadium trimer, 3.212 A˚, 3.252 A˚
and 3.322 A˚.
3.3 Spin Tetramers
3.3.1 Tetramer basis states and their matrix elements
We will consider three S = 1/2 tetramer spin clusters of decreasing symmetry, the
regular tetrahedron, the rectangular tetramer, and the linear (dimer-pair) tetramer.
Our definitions for the magnetic couplings and geometry of these systems are shown
in Figure 3.10. As with the dimer and trimer systems we will give results for the par-
tition function, specific heat, magnetic susceptibility and neutron inelastic scattering
structure factors, the latter for both single crystal and powder average cases.
Since there is a natural separation of the rectangle and linear tetramer systems
into dimer components, we will use a |(12)(34)〉 dimer basis to represent tetramer
energy eigenvectors. The dimer basis states are
|ρ〉 = 1√
2
(
|↑↓ 〉 − |↓↑ 〉
)
(3.41)
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Figure 3.10: Energy level diagrams for (a) the tetrahedron, (b) the rectangular
tetramer, and (c) the linear (dimer-pair) tetramer.
and
|σ(m)〉 =


|↑↑ 〉 m = +1
1√
2
(
|↑↓ 〉+ |↓↑ 〉
)
m = 0
|↓↓ 〉 m = −1


.
(3.42)
These are combined as Clebsch-Gordon series to form tetramer basis states of def-
inite total spin and symmetry, which are |(σσ)S〉, Stot = 0, 2; |(σσ)A〉, Stot = 1;
|(ρσ)S,A〉, Stot = 1; |ρρ〉, Stot = 0. In the interest of clarity we will occasionally spec-
ify the total spin of one of these basis state with a subscript; thus |σσ〉0 refers to the
|(σσ)S〉 state with Stot = 0.
Using these states as basis vectors reduces the 16-dimensional full tetramer Hilbert
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space to 1-, 2- and 3-dimensional subspaces, which are spanned by the basis sets
| Stot = 2〉 = |σσ〉2 (3.43)
{ | Stot = 1〉 } =


|σσ〉1
|(ρσ)S〉
|(ρσ)A〉


(3.44)
{ | Stot = 0〉 } =


|σσ〉0
|ρρ〉


.
(3.45)
Thus symmetry arguments alone determine the eigenvectors for one level, and the
eigenvectors for the remaining levels involve at most 2×2 and 3×3 diagonalizations.
As we shall see, for the three tetramer models we consider here we actually encounter
at most 2× 2 diagonalization problems using this basis.
These basis states are also convenient for determining neutron scattering struc-
ture factors, since they have relatively simple matrix elements of the spin transition
operator Va of Eq.(2.10). The complete set of matrix elements of Va (spherical com-
ponents) between single (12)-dimer basis states is
〈ρ |Va |ρ〉 = 0 (3.46)
〈σ(m) |Va |ρ〉 = δa,mf1 − f2
2
(3.47)
〈ρ |Va |σ(m)〉 = −δa,−mf1 − f2
2
(3.48)
〈σ(m′)|Va |σ(m)〉 = −δm′,m+af1 + f2
2
(3.49)
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where fi = e
i~k·~xi .
These dimer results may be combined to give the complete set of matrix elements
of Va between tetramer basis states, which is all that we require to determine all
neutron scattering structure factors for all the spin tetramer problems we consider.
These tetramer matrix elements (with explicit S tot or S tot, Sz tot subscripts on the
states where required for clarity) are
〈ρρ |Va |ρρ〉 = 0 (3.50)
1,m〈(ρσ)S |Va |ρρ〉 =
δa,m
f1 − f2 + f3 − f4
2
√
2
(3.51)
1,m〈(ρσ)A |Va |ρρ〉 =
δa,m
f1 − f2 − f3 + f4
2
√
2
(3.52)
〈σσ |Va |ρρ〉 = 0 (3.53)
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〈ρρ |Va |σσ〉 = 0 (3.54)
1,m〈(ρσ)S |Va |σσ〉0 =
−δa,mf1 − f2 + f3 − f4
2
√
6
(3.55)
1,m〈(ρσ)A |Va |σσ〉0 =
−δa,mf1 − f2 − f3 + f4
2
√
6
(3.56)
0〈σσ |Va |σσ〉0 = 0 (3.57)
1,m〈σσ |Va |σσ〉0 =
δa,m
f1 + f2 − f3 − f4√
6
(3.58)
2〈σσ |Va |σσ〉0 = 0 (3.59)
These matrix elements suffice for the evaluation of the inelastic neutron scattering
transitions between Stot = 0 and Stot = 1 tetramer energy eigenstates considered here.
The remaining matrix elements between Stot = 1 pairs and Stot = 1 and Stot = 2 states
may be evaluated similarly.
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3.3.2 Tetrahedron
This system has four S = 1/2 ions at the vertices of a regular tetrahedron, with
Heisenberg interactions of strength J between each pair of ions (see Figure 3.10a).
The Hamiltonian of this system is given by
H = J
4∑
i,j=1
i<j
~Si · ~Sj . (3.60)
The invariance of this Hamiltonian under permutation of any site labels implies an
S4 symmetry, in addition to the spin rotation symmetry SU(2). Since the group S4
is non-Abelian and has irreducible representations of dimensionality 1, 2 and 3, we
anticipate that one may find twofold and threefold degeneracies in the spectrum of
tetrahedron energy eigenstates. We will see that this is indeed the case.
As with the dimer and symmetric trimer we may determine the energy eigenvalues
of this system by simply squaring the total spin operator ~Stot =
∑n
i=1
~Si, which gives
for this case
EStot =
1
2
J
(
Stot(Stot + 1)− 3
)
=


+3
2
J Stot = 2
−1
2
J Stot = 1
−3
2
J Stot = 0.
(3.61)
The Clebsch-Gordon series of Eq.(2.4) implies that these Stot = 1 and Stot = 0 energy
levels are respectively threefold and twofold degenerate.
Given these energy levels, the specific heat and susceptibility of the tetrahedron
may then be determined using Eqs.(2.6,2.7), with the results
C
kB
=
9
2
(βJ)2e−βJ
(1 + 5e−2βJ + 10e−3βJ)(
1 + 9
2
e−βJ + 5
2
e−3βJ
)2 (3.62)
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Figure 3.11: Magnetic contribution to the specific heat of a regular tetrahedron.
and
χ
(gµB)2/J
= 3βJ e−βJ
(1 + 5
3
e−2βJ)(
1 + 9
2
e−βJ + 5
2
e−3βJ
) . (3.63)
These quantities are shown in Figure 3.11 and Figure 3.12, respectively. The
specific heat of the tetrahedron gives an entropy of S = kB 3 ln(2), as expected for a
16-dimensional Hilbert space and a doubly-degenerate ground state.
Note that the susceptibility is rather similar to that of the spin dimer, since the
tetrahedron also has an Stot = 0 ground state and a gap of J to the magnetized
Stot = 1 excited states. (The fact that the ground state is twofold degenerate does
not affect this result, since both are Stot = 0 states and neither makes a contribution
to the susceptibility.)
Determination of the energy eigenvectors requires diagonalization of the Hamil-
tonian on a specific basis. Operating on our |(12)(34)〉 dimer basis of Eqs.(3.43-3.45)
with the tetrahedron Hamiltonian, Eq.(3.60), we find that the Hamiltonian matrix
is already fully diagonal; each of these basis states is an energy eigenvector of the
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Figure 3.12: Susceptibility of a regular tetrahedron.
tetrahedron Hamiltonian.
In our discussion of neutron scattering structure factors of the tetrahedron and
the other spin tetramers considered in this paper, we will specialize to S tot = 0 initial
states. Structure factors for S tot > 0 initial states, which are of interest for systems
with magnetized ground states and at finite temperatures, and can be derived using
similar methods.
The tetrahedron has two degenerate ground states, which we take to be |Ψ0,1〉 =
|ρρ〉 and |Ψ0,2〉 = |σσ〉0. The three degenerate S tot = 1 excited states, which can be
reached from the S tot = 0 levels using inelastic neutron scattering, are taken to be
|Ψ1,1〉 = |(ρσ)S〉, |Ψ1,2〉 = |(ρσ)A〉 and |Ψ1,3〉 = |(σσ)S〉1. The choice of this specific
set of initial and final states is rather arbitrary; in a real material we would expect
a spontaneous distortion of the lattice, which would select nearly degenerate energy
eigenstates that need not be these specific basis states. However these will suffice
to illustrate the neutron scattering structure factors expected for nearly tetrahedral
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systems.
The single crystal structure factors for all of these transitions may be read directly
from Eqs.(3.51-3.58). For example, the transition |Ψ0,1〉 → |Ψ1,1〉 is specified by the
matrix element of Eq.(3.51); using the structure factor definition in Eq.(2.14), we
find
S(Ψ0,1→Ψ1,1)(~q ) =
1
2
− 1
4
(
C12 − C13 + C14 + C23 − C24 + C34
)
(3.64)
where as before Cij = cos(~q · ~xij). This characteristic angular distribution and its
five partner distributions could be used in an inelastic neutron scattering experiment
from a single crystal sample to characterize the spin states of the individual S tot = 0
and S tot = 1 levels. (Note however that one specific transition, |Ψ0,1〉 → |Ψ1,3〉, has
a zero matrix element.)
The powder average structure factors for a tetrahedron are much less character-
istic. Since there is only a single ion pair separation, each cosine in the single crystal
structure factors such as Eq.(3.64) powder-averages to the same factor of j0(qa). This
gives a powder structure factor that is proportional to 1− j0(qa) for each transition,
just as we found for the dimer and symmetric tetramer; only the overall coefficients
distinguish the different transitions. These results are
53
S¯(Ψ0,1→Ψ1,1)(q) = 1
2
(
1− j0(qa)
)
S¯(Ψ0,1→Ψ1,2)(q) = 1
2
(
1− j0(qa)
)
S¯(Ψ0,1→Ψ1,3)(q) = 0
S¯(Ψ0,2→Ψ1,1)(q) = 1
6
(
1− j0(qa)
)
S¯(Ψ0,2→Ψ1,2)(q) = 1
6
(
1− j0(qa)
)
S¯(Ψ0,2→Ψ1,3)(q) = 2
3
(
1− j0(qa)
)
.
(3.65)
A generalization of the tetrahedron problem in which the Hamiltonian has cou-
plings of strength αJ between ions in different dimers may also be of interest. This
generalized Hamiltonian is
H(α) = J
((
~S1 · ~S2 + ~S3 · ~S4
)
+ α
(
~S1 · ~S3 + ~S1 · ~S4 + ~S2 · ~S3 + ~S2 · ~S4
))
. (3.66)
The dimer-pair basis of Eqs.(3.43-3.45) is also diagonal under this Hamiltonian, with
the eigenvalues given below. (We have added an Stot subscript to all these state
vectors for clarity.)
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H(α)|σσ〉Stot=2 =
(1
2
+ α
)
|σσ〉2 (3.67)
H(α)|σσ〉1 =
(1
2
− α
)
|σσ〉1 (3.68)
H(α)|(ρσ)S〉1 = −1
2
|(ρσ)S〉1 (3.69)
H(α)|(ρσ)A〉1 = −1
2
|(ρσ)A〉1 (3.70)
H(α)|σσ〉0 =
(1
2
− 2α
)
|σσ〉0 (3.71)
H(α)|ρρ〉0 = −3
2
|ρρ〉0 (3.72)
Since the energy eigenvectors of this generalized problem are exactly the basis
states we used for the tetrahedron, the neutron scattering structure factors for the
S tot = 0 to S tot = 1 transitions are unchanged. In this system however all these
levels are nondegenerate, so unlike the pure tetrahedron problem one encounters
no structure factor ambiguities due to an arbitrary choice between degenerate basis
states.
3.3.3 Rectangular Tetramer
The rectangular tetramer, shown in Figure 3.10b, has (12) and (34) dimers of inter-
action strength J coupled by interactions of strength αJ between ion pairs (13) and
(24). The Hamiltonian is
H = J
(
~S1 · ~S2 + ~S3 · ~S4 + α
(
~S1 · ~S3 + ~S2 · ~S4
))
. (3.73)
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This Hamiltonian is already diagonal on the S tot = 1, 2 dimer-pair basis states of
Eqs.(3.43,3.44); the energy eigenvalues are
E2 = +
(1 + α)
2
J (3.74)
E1,3 = +
(1− α)
2
J (3.75)
E1,2 = −(1− α)
2
J (3.76)
E1,1 = −(1 + α)
2
J (3.77)
(3.78)
The 2× 2 Hamiltonian matrix in the Stot = 0 subspace spanned by Eq.(3.45) is
HStot=0 =
1
2
J

 1− 2α −
√
3α
−√3α −3

 , (3.79)
which has eigenvalues
E0,{ 1
2
} =
(
− 1
2
− 1
2
α∓
√
1− α + α2
)
J . (3.80)
The specific heat and susceptibility of the rectangular tetramer may be evaluated
using these energy levels and the general formulas of Eqs.(2.6,2.7). The susceptibility,
which is the more relevant experimental quantity for this study, is given in Table 3.3.
Although the specific heat is straightforward to evaluate, the result is too complicated
to tabulate here.
The neutron scattering structure factors of the rectangular tetramer are especially
interesting in because this is the first tetramer we have considered in which the
ground state is a linear combination of the dimer-pair basis states; this mixing leads
to coupling-dependent structure factors. The Stot = 0 ground state of the rectangular
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tetramer is a linear superposition of unexcited and doubly-excited dimer pairs,
|Ψ0,1〉 = − sin(θ0)|σσ〉0 + cos(θ0)|ρρ〉 (3.81)
where the mixing angle θ0 between these basis states satisfies
tan(θ0) = −
√
3α/2
1− α/2 +√1− α + α2 . (3.82)
The matrix elements of the neutron scattering transition operator Vα of Eq.(2.10)
between the ground state |Ψ0,1〉 and the three S tot = 1 final states |Ψ1,1...3〉 may then
be determined using the results of Eqs.(3.51-3.58). Specializing to Sz tot = +1 final
states for illustration, these matrix elements are
1,1〈Ψ1,n|V+|Ψ0,1〉 =


(C0+S0/
√
3)
2
√
2
(f1 − f2 − f3 + f4), n = 1
(C0+S0/
√
3)
2
√
2
(f1 − f2 + f3 − f4), n = 2
− S0√
6
(f1 + f2 − f3 − f4), n = 3
(3.83)
where C0 and S0 are cos(θ0) and sin(θ0) respectively.
On converting these matrix elements to structure factors using Eqs.(2.12,2.14)
we find different functional forms for each transition for both the single crystal and
powder average results, as a result of the different weight factors and the three
distinct ion pair separations. The powder average, unpolarized structure factors are
S¯Ψ0,1→Ψ1,n(q) =
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Figure 3.13: Powder average, unpolarized structure factors S¯(q) for the excitation of
the three S tot = 1 excited states of the rectangular spin tetramer from the S tot = 0
ground state |Ψ0,1〉. The interdimer coupling strength is α = 0.3, and the side length
ratio is b/a = 1.5. The structure factor to the third state is scaled up by a factor of
10 for visibility.


(C0+S0/
√
3)2
2
(1− j0(qa)− j0(qb) + j0(qc)), n = 1
(C0+S0/
√
3)2
2
(1− j0(qa) + j0(qb)− j0(qc)), n = 2
2
3
S20 (1 + j0(qa)− j0(qb)− j0(qc)), n = 3
(3.84)
where c =
√
a2 + b2. In Figure 3.13 we show these structure factors for a case with
moderate interdimer coupling (α = 0.3) for a rectangle of side ratio b/a = 1.5. The
transition to the highest S tot = 1 excited state |Ψ1,3〉 is much weaker than the other
two, and so is multiplied by a factor of 10 in the figure for visibility.
Note that the excitation of the highest S tot = 1 state |Ψ1,3〉, which is a doubly-
excited dimer (|σσ〉), is only possible because the ground state has an O(α) excited
component, in addition to the dominant “bare” |ρρ〉 basis state. The weakness of
the |Ψ1,3〉 signal is because the structure factor is proportional to the nonleading
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Figure 3.14: Variation of the S¯(q) structure factors for excitation of the lowest S tot =
1 state of the rectangular spin tetramer with side length ratio b/a. This illustrates
the use of powder structure factors in establishing the internal geometry of spin
clusters. The dimer coupling is α = 0.3, however this only affects the overall scale.
ground state amplitude squared, so that it is O(α2). The observation of similar
“non-valence state” transitions which are forbidden at O(α0) should allow direct
experimental tests of the “interaction” terms in quantum spin Hamiltonians such as
this one. The strength alone is a sensitive measure of α, and the spatial modulation
of S¯(q) is clearly different from the O(α0) transitions that dominate the structure
factors of the lower-lying S tot = 1 states.
The detailed q-dependence of the structure factors can be used as a “fingerprint”
to test whether a given structure is indeed the magnetically active system. As an
example, in Figure 3.14 we show that the detailed form of the structure factor to the
first S tot = 1 state shows significant variation as we vary the rectangle side length
ratio b/a. (Values of b/a = 1, 2 and 4 are shown.) This type of dependence could be
used to establish the geometry of a magnetic subsystem, or to check powder neutron
scattering results against the geometry of a proposed spin system.
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3.3.4 Linear Tetramer
The linear tetramer is the simplest of the spin tetramer systems; it consists of two
dimers with internal magnetic couplings of strength J, with a single interdimer cou-
pling between two adjacent end spins, of strength αJ (see Figure 3.10). The term
“linear” refers only to the pattern of magnetic couplings; the actual spatial geometry
of our linear tetramer is not assumed to be a straight line. The “Clemson tetramer”
NaCuAsO4 [70] is a recent example of a possible “linear tetramer” that does not
have a true collinear dimer geometry.
The linear tetramer Hamiltonian matrix is also relatively simple in the dimer
pair basis of Eqs.(3.43-3.45). The single Stot = 2 basis state |(σσ)〉2 is diagonal, with
energy
E2 =
(1
2
+
1
4
α
)
J . (3.85)
The Stot = 1 basis state |(ρσ)A〉 is also diagonal, with energy
E1, 2 = −
(1
2
− 1
4
α
)
J . (3.86)
The remaining Stot = 1 and Stot = 0 two-dimensional Hamiltonian matrices are
HStot=1 =
1
2
J

 1− 12α α
α −1− 1
2
α

 (3.87)
and
HStot=0 =
1
2
J

 1− α
√
3
2
α
√
3
2
α −3

 (3.88)
with eigenvalues
E1,{ 1
3
} = −
(1
4
α± 1
2
√
1 + α2
)
J (3.89)
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and
E0,{ 1
2
} = −
(
1
2
+
1
4
α±
√
1− 1
2
α +
1
4
α2
)
J (3.90)
respectively.
The susceptibility of the linear tetramer, which follows from these energy levels
and Eq.(2.7), is given in Table 3.3. As was the case with the rectangular tetramer, the
expression we find for the (less experimentally relevant) specific heat is too lengthly
to tabulate here.
The neutron scattering structure factors from the linear tetramer S tot = 0 ground
state |Ψ0,1〉 to the three S tot = 1 excited states |Ψ1,1...3〉 may be calculated using the
same techniques we applied to the rectangular tetramer. The results are somewhat
more complicated, since two of the S tot = 1 linear tetramer states are rotated be-
tween the dimer-pair basis states, in addition to the ground state basis rotation we
found for the rectangular tetramer. The energy eigenvectors in these sectors are the
superpositions of dimer-pair basis states given in Table 3.7, with mixing angles that
satisfy
tan(θ1) =
α
1 +
√
1 + α2
, (3.91)
tan(θ0) =
√
3α/4
1− α/4 +√1− α/2 + α2/4 . (3.92)
This more complicated basis mixing pattern introduces a new feature, which is that
the functional forms of the structure factors for the two mixed S tot = 1 states, |Ψ1,1〉
and |Ψ1,3〉, depend on the dimer coupling α. (In the rectangular tetramer system
discussed previously we found that changing the dimer coupling α only changed the
overall normalization of the structure factors, not their detailed q dependence.)
We will give explicit results for the first transition, |Ψ0,1〉 → |Ψ1,1〉, and then
simply quote the results for the two remaining final states. The matrix element of
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the neutron scattering transition operator Va is
11〈Ψ1,1|V+|Ψ0,1〉 = c14 (f1 − f4) + c23 (f2 − f3) (3.93)
where 

c14
c23

 = ±
(C0 + S0/
√
3)C1
2
√
2
+
S0S1√
6
(3.94)
and C0,1 and S0,1 are respectively cos and sin of the linear tetramer basis state
mixing angles, which were defined in Eqs.(3.91,3.92). The resulting unpolarized
powder structure factor for this transition, using Eqs.(2.14,2.15), is
S¯Ψ0,1→Ψ1,1 =
2
(
c 214
(
1− j0(qr14)
)
+ c 223
(
1− j0(qr23)
)
−2 c14 c23 ((j0(qr12) − j0(qr13))
)
. (3.95)
The transition from the ground state to the second linear tetramer S tot = 1 excited
state is given by a matrix element we encountered previously in the rectangular
tetramer problem, except for a change in spatial geometry. The result for the unpo-
larized powder structure factor with completely general ion positions is
S¯Ψ0,1→Ψ1,2(q) =
(C0 + S0/
√
3)2
2
(
1 +
1
2
(− j0(qr12)− j0(qr13) + j0(qr14)
+j0(qr23)− j0(qr24)− j0(qr34)
))
. (3.96)
The structure factor for the third S tot = 1 state Ψ1,3 may be found from the Ψ1,1
structure factor of Eq.(3.95) with the simple substitutions (C1 → S1), (S1 → −C1).
We will illustrate the predicted structure factors for the linear tetramer assuming
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parameters appropriate for the candidate material NaCuAsO4 [70,71]. The ion pair
separations are r12 = r34 = 3.641 A˚, r13 = r24 = 3.863 A˚ and r23 = 3.151 A˚. The
copper positions are consistent with planarity, although our results do not require
this assumption. There are indications of three S tot = 1 levels in this material from a
recent inelastic neutron scattering experiment, with energies of approximately 9, 11
and 18 meV [71]; in the linear tetramer model this suggests parameters of J≈ 10 meV
and α ≈ 0.4, which we will assume here. (The structure factors only depend on α.)
We also incorporated a simple Cu2+ ionic form factor, F (q) = 1/(1 + q2/q20)
3 with
q0 = 8.0 A˚
−1, which agrees with the online ILL Cu2+ form factor [72] to . 0.5 % over
the range of q shown. Our results are shown in Figure 3.15; characteristic features
include the displaced relative maxima of the intensities of the two lower states, and
the much weaker transition to the highest S tot = 1 state. The results for the two
lower states are rather insensitive to α. The overall scale of the |Ψ1,3〉 structure factor
however is quite sensitive to α, and scales approximately as α2. A measurement of
the relative strength of these transitions would provide a useful determination if
α, which could be compared with the value extracted from the energy levels. (In
principle the susceptibility could also be used to determine α, but we have found
that it has a rather weak α dependence in this system.)
In Figure 3.16, we show these results in a contour plot, approximately as would
be observed in a neutron scattering experiment. (Our results should be multiplied
by the energy-dependent factor k′/k of Eq.(2.11) for a direct comparison with ex-
periment.) To generate this plot we have convolved a Gaussian energy resolution
function, exp(−(E−Ei)2/2σ2E) with σE = 0.5 meV, with the structure factors to the
three Stot = 1 states. The intensities are shown relative to the maximum excitation
intensity of the transition to the lowest Stot = 1 state, |Ψ0,1〉 → |Ψ1,1〉. Note the
characteristic strong peak in intensity of the second transition, |Ψ0,1〉 → |Ψ1,2〉, near
1.1 A˚−1. Comparison of these general features with the data of Nagler et al. [71]
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Figure 3.15: Powder average, unpolarized structure factors S¯(q) for the excitation
of the three S tot = 1 states of the linear tetramer, including the ionic form factor,
with magnetic coupling ratio α = 0.4 and ion positions taken from the NaCuAsO4
structure [70]. The structure factor to the third state is scaled up by a factor of 10
for visibility.
Figure 3.16: Contours of equal intensity of the powder average, unpolarized struc-
ture factors of the linear tetramer, with parameters appropriate to NaCuAsO4, as
in Fig.3.15. The contours are normalized to the peak of the first transition, and
intervals of 0.1 in intensity are shown for the two lower states. The much weaker
third transition shows intervals of 0.01.
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suggests that the linear tetramer model does indeed give a realistic description of
neutron scattering from NaCuAsO4.
3.4 General Survey of Spin Clusters
In the previous section we presented results for bulk thermodynamic and magnetic
properties of various dimer, trimer and tetramer molecular magnets with S = 1/2
ions. We also derived the inelastic neutron scattering structure factors for these
systems; inelastic neutron scattering is very useful as a local probe of magnetic in-
teractions at the atomic scale. These results clearly have many possible applications
to real materials. In this section we discuss some examples of materials that are
thought to be realizations of S = 1/2 dimer, trimer and tetramer molecular magnets,
and describe how our results could be useful in future experimental investigations.
We also discuss possible extensions of this work, which will be useful in interpret-
ing experimental data on these and related magnetic materials under more general
circumstances.
The S = 1/2 spin dimer is the simplest of all spin clusters. It provides a textbook
case for studies of finite spin systems more generally, since physical observables for
the dimer can often be derived as closed form analytic expressions. This is the case
for the specific heat, susceptibility and neutron scattering structure factors presented
here. Vanadyl hydrogen phosphate, VO(HPO4)·0.5H2O, is a well known example of
an S = 1/2 spin dimer material [9,12,13], and some of the results tabulated here have
already been used in interpreting data on this material. In particular, the magnetic
susceptibility was originally used to determine the exchange constant J, and inelastic
neutron scattering was used to test the simple dimer model and establish which pair
of V4+ ions forms the dimer [13]. This experiment was a dramatic success for inelastic
neutron scattering, as the previously assumed V-V dimer pair was shown to have been
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misidentified.
Many examples of S=1/2 ion trimers have been reported in the literature. These
systems are interesting in that the ground state is (ideally) degenerate, and must
exhibit ferromagnetism. (Stot > 0 for any energy eigenstate of an isotropic magnetic
Hamiltonian with half-integer ion spins and an odd number of ions.) Heisenberg
trimers with antiferromagnet pair interactions are also of interest because they are
the simplest isotropic spin systems which experience frustration. One example of an
S=1/2 trimer is Cu3(O2C16H23)6 ·1.2C6H12 [56,57], which has an equilateral Cu2+ tri-
angle with a Cu2+ - Cu2+ separation of 3.131 A˚. Recent Electron Paramagnetic Res-
onance (EPR) measurements show that the ground state of this material consists of
a twofold-degenerate Stot = 1/2 level; this is in accord with expectations for a general
isotropic trimer antiferromagnet with S = 1/2 ions, but not with the perfect equilat-
eral (symmetric) case, in which the ground state is a quartet of two degenerate Stot =
1/2 levels. The gap to the Stot = 3/2 excited level is estimated from both EPR and
susceptibility data to be 28 meV [56,57]. There are indications from the EPR stud-
ies that this fourfold degeneracy has been lifted by additional, nonisotropic interac-
tions [57]. Investigation of the level structure and structure factors in this apparently
symmetric trimer material would be a very interesting exercise for a future inelastic
neutron scattering experiment, especially if large single crystals are available. An-
other recent example of an S=1/2 trimer is the “Na9-2” material of Kortz et al. [58],
Na9[Cu3Na3(H2O)9(α-AsW9O33)2]·26H2O, which contains an equilateral Cu2+3 trimer
with a susceptibility consistent with equal Heisenberg interactions of J ≈ 0.35 meV.
Inelastic neutron scattering from a powder sample of this material should show the
Stot = 3/2 excited level, with a structure factor proportional to (1 − j0(qa)). With
a single crystal sample it might be possible to separate the transitions from the two
(nearly?) degenerate Stot = 1/2 levels to the Stot = 3/2 excited level. The two “V6”
materials of Luban et al. [54], Na6[H4V6O8(PO4)4((OCH2)3CCH2OH)2] · 18H2O and
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(CN3H6)4Na2[H4V6O8(PO4)4((OCH2)3CCH2OH)2] · 14H2O, contain pairs of (pre-
sumably weakly coupled) V3 spin trimers that are respectively isosceles and general
triangular systems. The isosceles V6 material was used as an example of single-
crystal inelastic neutron scattering structure factors in this paper. An example of
an S=1/2 trimer in a more complicated magnetic geometry is the “V15” material
K6[V15As6O42(H2O)] ·8H2O, which has a frustrated V3 triangle sandwiched between
two nonplanar antiferromagnetic V6 hexagons. The low-temperature magnetic prop-
erties are dominated by the V3 triangle; other magnetic interactions become im-
portant at elevated temperatures [73–78]. In addition to distinguishing between di-
rect vanadium-vanadium and superexchange pathways involving the upper and lower
hexagons, neutron scattering was used to probe the magnetic structure, finding two
nearly degenerate Stot = 1/2 ground states (with 0.035 meV splitting) and an Stot =
3/2 excited state [76]. Large single crystals continue to facilitate the understanding
of this material [77]. Clearly, the analytical expressions we have presented here for
spin-trimer thermodynamic properties and inelastic neutron scattering amplitudes
have wide potential application, and should be useful in particular for interpreting
the results of future inelastic neutron scattering experiments on spin-trimer molecular
magnets.
Examples of tetramer systems with S = 1/2 ions include sodium copper arsenate,
NaCuAsO4 [70, 71], which we used as an illustration of the evaluation of inelastic
neutron scattering structure factors in the previous section. The neutron scatter-
ing data of Nagler et al. [71] supports a model of this material as an open-chain
tetramer, with antiferromagnetic Heisenberg bonds of alternating strength. Transi-
tions from the Stot = 0 ground state to all three Stot = 1 triplet excited states have
been observed on a powder sample [71], and the intensities appear to be approxi-
mately consistent with expectations. As we have given detailed analytic predictions
for the neutron structure factor for these transitions, a comparison with data from a
67
high-statistics experiment on a larger powder sample would be straightforward. Ad-
ditional examples of S = 1/2 tetramers are found in vanadium materials containing
the [V12As8O40(H2O)]
4− cluster anion. Basler et al. [79] have recently reported stud-
ies of the magnetic properties of three such materials, Na4[V12As8O40(H2O)·23 H2O,
Na4[V12As8O40(D2O)·16.5D2O and (NHEt3) [V12As8O40 (H2O)]·H2O. These materi-
als have three stacked V4 tetramers, but are mixed-valent (V
4+
8 V
+5
4 ). The middle
tetramer dominates the magnetic properties. This tetramer is antiferromagnetic and
close to square, with exchange constants of ≈ 1.5 meV (inferred from energy lev-
els established by EPR and inelastic neutron scattering). The Basler et al. study
is a very nice illustration of the combined use of bulk magnetic properties and in-
elastic neutron scattering to characterize magnetic materials, as we advocate in this
work. Additional studies of this already well characterized material might involve
an inelastic neutron scattering study of a single crystal, which could be used to test
the detailed orientation dependence expected for the structure factor for each of the
observed magnetic transitions to excited states, given their fitted magnetic Hamilto-
nian. Since this Hamiltonian includes anisotropies, a study using polarized neutrons
could provide useful additional information.
There are several interesting questions which were not considered in detail in this
paper that would be appropriate for future research on finite spin clusters. Consider-
ation of higher ionic spin is one obvious generalization of this work. Several examples
of uncompensated molecular magnets (which have ground states with nonzero spin)
may be found in relatively simple higher-spin materials. One example is the first
cobalt molecular magnet [80], Co4(NC5H4H2CO)4(CH3OH)4Cl4. This material con-
sists of four S = 3/2 Co2+ ions and four ligand-related oxygen atoms situated on
the corners of a cube, with a ferromagnetic Stot = 6 ground state. The magnetic
exchange constants have been estimated from fits to magnetization curves, and are
at the meV scale [80]. The magnetic Co2+ ions in this material form a tetramer
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with important tetrahedral and dimer magnetic interactions [80], which would be an
important case for future neutron scattering studies, especially with large single crys-
tals. Another example of a molecular magnet with higher ion spin is the chromium
magnet [Cr4S(O2CCH3)8(H2O)4](NO3)2
.H2O, which has four ferromagnetically cou-
pled S = 3/2 Cr3+ ions arranged in a nearly regular tetrahedron, with an Stot = 6
ground state. Furukawa et al. [48] determined the exchange constant for this mate-
rial from the susceptibility, and predict a gap to the first Stot = 5 excited state of
ca. 15 meV. Observation of this excitation using inelastic neutron scattering should
be a straightforward exercise, and the intensities should agree well with theoreti-
cal expectations of the Heisenberg model, since this model gives a reasonably good
description of the bulk magnetic properties.
Extension of this work to mixed-valent spin clusters would also be interesting,
since many examples of these are known, including systems with magnetized ground
states. One example is the “Mn4” material [Mn4O3Cl4(O2CEt)3(py)3]2 ·2C6H14 stud-
ied by Hill et al. [81], which has a mixed-valent spin tetramer consisting of a triangle
of S = 2 Mn3+ ions with an apical S = 3/2 Mn4+, and a ground-state spin of
Stot = 9/2. Although the interest in this material as a molecular magnet is largely
due to the weak coupling between pairs of Mn4 clusters, the magnetic Hamiltonian
within a single Mn4 cluster could be tested by powder inelastic neutron scattering.
Another interesting theme for future studies is the effect of finite temperatures on
inelastic neutron scattering; although increasing temperatures are usually associated
with weaker inelastic transitions, the finite Hilbert space of a spin cluster implies
that magnetic transitions will weaken in a simple, known manner according to their
Boltzman factors, and will approach finite limits at high temperatures (provided that
the magnetic Hamiltonian remains valid). Since moderate temperatures (on the scale
of the magnetic excitations) will significantly populate excited levels, it may also be
possible to observe inelastic transitions from excited levels that are inaccessible at
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low temperatures.
A topic which we briefly alluded to in the text is the issue of magnetic interactions
between spin clusters; these interactions will broaden the discrete levels assumed here
into bands, which will be observable if the intercluster interactions are sufficiently
large. Finally, the generalization of our results to non-Heisenberg interactions, and
the determination of these interaction parameters through polarized inelastic neutron
scattering experiments, would be an especially interesting and important develop-
ment of the work presented here.
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Chapter 4
Vibrational Excitations in Model
Molecular Solids
Vibrational spectroscopy is an important technique for understanding molecular mo-
tion in novel materials. This is because vibrational excitations give insight into the
microscopic events within a molecule and they can help determine the mechanisms
for which excitations are coupled to different symmetry operations in the solid.
Symmetry plays an important role in determining vibrational activity [17]. Sym-
metry selection rules specify the manner in which certain techniques can excite vibra-
tional modes. For example, Raman scattering is sensitive to vibrational modes that
display a change in polarizability, where as infrared spectroscopy excites vibrational
modes that show a change in dipole moment [17]. These differences make Raman and
infrared complementary probes for investigating vibrations in materials. Unexpect-
edly, symmetry breaking can allow modes to be seen in measurements where they
are not expected, as in the case of larger complex systems (e.g. [(C6H15N3)6Fe8(µ3-
O)2(µ2-OH)12] Br7(H2O)Br·8H2O) or systems in which there may be slight distor-
tions in the geometry (e.g. κ-ET-based superconductors). Other mechanisms can
also activate modes which are not normally excited. This is where coupling between
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modes becomes apparent. Coupling plays an important role in by-passing formal
symmetry constraints by allowing indirect mechanisms to activate modes. In the
cases of Raman and infrared spectroscopies, electron-phonon coupling can allow to-
tally symmetric vibrations that are normally only Raman active to be seen in infrared
through a mechanism of electronic excitations of the solid [145]. Since a molecule
naturally grows larger as more charge is acquired, an oscillating charge between two
molecules will make the molecules vibrate in one of the totally symmetric modes.
The excited mode depends strongly on the frequency of charge oscillation. Two close
molecules, with planes on top of one another, vibrating out of phase in a totally sym-
metric mode, will be swapping the charge between each other. This charge movement
causes a change in dipole moment, and is infrared active. Therefore, the Ag modes of
D2h symmetry are strictly Raman active, a coupling of the electronic structure allows
them to be seen in the infrared spectrum. A second example of spectral symmetry
breaking is through spin-vibrational coupling, as described in Mn12-acetate [151].
Molecular vibration excitations were treated theoretically using many different
techniques, as described in Chapter 2. A numerical package was used that allowed
the eigenvectors to be examined visually, and hence to be interpreted intuitively.
These numerical results for vibrational modes gave a clear picture of the excitations
involved in the molecular solid, and were used together with experiment, to identify
possible important coupling mechanisms in the system.
4.1 κ-Phase ET-Based Organic Superconductors
Layered organic superconductors are models for the investigation into the mechanism
of superconductivity [7,83–86]. One area of great interest in organic superconductors
is the possibility that phonons are effected by or drive the superconductivity in these
materials [7, 87]. Despite the existence of many theoretical studies, there have been
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few experimental attempts to establish the role of the lattice in superconductivity in
layered organic molecular solids using direct techniques such as infrared spectroscopy
[88, 90]. Understanding the contribution of intramolecular vibrational modes and
their coupling to the electronic state is central to progress in this area [88,91].
Bis(ethylenedithio)tetrathiafulvalene (ET) is the central building block in many
of the organic superconductors currently under investigation. κ-(ET)2X salts include
many superconducting materials with Tc up to ∼12 K [86,93–96]. The κ phase super-
conductors have similar crystal structures, which may suggest a common mechanism
of superconductivity. Figure 4.1 shows the crystal structure of one of the organic su-
perconductors, κ-(ET)2Cu[N(CN)2]Br [92]. There have been various studies involv-
ing Raman and infrared spectroscopies to characterize the ET salts and determine
different structural aspects [87, 97–99]. With the theoretical predictions of phonons
having a role in superconductivity [7], recent magneto-optical experiments have been
performed to find the phonons that have superconducting dependencies [103]. The
totally symmetric modes of the ET building block molecule have been the focus of
the role of phonons for superconductivity. Therefore, with studies of these phonons
being of interest, an accurate vibrational analysis of the ET molecule is needed.
Through an expansion of the methodology of the ET molecule, more information
and clarity can be implemented in the research of superconductivity.
The ET building block molecule is usually considered to have D2h planar sym-
metry [86, 91, 97, 100]. However, recent discussions have shown that the molecular
structure has an ethylene distortion which breaks symmetry into either a D2 or C2h
depending on either a staggered or eclipsed geometry [7, 101–103]. This distortion
has been shown to occur in κ-(ET)2Cu[N(CN)2]Br, which shows an eclipsed config-
uration, while κ-(ET)2Cu(SCN)2 has the staggered configuration [93, 103]. The D2h
analysis was completed by Eldridge et al. and has been the backbone for phonon
research in these materials [97]. Eldridge showed that ET should have 12 Ag modes
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Figure 4.1: The crystal structure of the κ-(ET)2Cu[N(CN)2]Br superconductor [92].
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according to the analysis of the D2h point group. A complete analysis on the nor-
mal modes of the ET molecule was completed and these modes are shown in Figure
4.2 [97]. However, with an ethylene distortion in ET observed in structural measure-
ments, the use of the D2h point group is actually not correct, and the analysis of the
ET molecule within the points groups of D2 and C2h becomes more relevant. Figure
4.3 shows the symmetry relationships and maps the changing of symmetry for the
ET molecule with different ethylene group distortions [89].
4.1.1 Vibrational Excitations of the ET molecule
The normal modes of the cationic and neutral ET in both the staggered and eclipsed
configurations have been calculated using a semi-empirical model of PM3 [29]. The
totally symmetric modes have been compared to the experimental values provided
by Eldridge et al. [97,100,104] Breaking of symmetry due to the ethylene distortion
causes a splitting of the normal modes and provides more totally symmetric modes
for the lesser symmetric point groups. The number of totally symmetric modes
increases to 19 A modes and 18 Ag modes for the point groups of D2 and C2h,
respectively [103]. Therefore, the splitting of these modes creates a shift in the
numbering of the assigned modes. The group theory analysis by Eldridge of ET in
the D2h planar symmetry gives rise to the following mode distribution
ΓD2h = 12Ag + 6B1g + 7B2g + 11B3g+ (4.1)
7Au + 11B1u + 11B2u + 7B3u,
where the Ag modes make up the totally symmetric modes. However, the distortion
of the ethylene groups makes the D2 and C2h symmetries more applicable. Figure 4.4
shows the C2h “eclipsed” and D2 “staggered” structures of the ET molecule. The
mode dispersions for the lower symmetries are
75
Figure 4.2: These are the 12 totally symmetric (Ag) modes of the ET molecule in
D2h as described by Eldridge et al. [97].
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Figure 4.3: Symmetry relationships and descent diagram for the ET molecule with
different ethylene group distortions. The principle distortions of the planar (D2h)
molecule are to either D2 (staggered) or C2h (eclipsed) forms. Lower symmetry
structures are shown as well [89].
Figure 4.4: a) The top and side view of the eclipsed (C2h) configuration of the ET
molecule. b) The top and side view of the staggered (D2) configuration of the ET
molecule. Note the distortion in the ethylene groups in both configurations [29,92].
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ΓD2 = 19A+ 17B1 + 18B2 + 18B3 (4.2)
and
ΓC2h = 18Ag + 18Bg + 18Au + 18Bu. (4.3)
We can look at how the mode distributions change as symmetry breaks from D2h for
both cases. For the D2 case, the symmetry reduction goes as
12Ag + 7Au → 19A
6B1g + 11B1u → 17B1
7B2g + 11B2u → 18B2
11B3g + 7B3u → 18B3.
(4.4)
In the C2h case, the breaking of symmetry goes as
12Ag + 6B1g → 18Ag
7Au + 11B1u → 18Au
7B2g + 11B3g → 18Bg
11B2u + 7B3u → 18Bu.
(4.5)
Both cases preserve the 3N-6 = 72 normal modes. The D2 case gives 19 totally
symmetric modes of A symmetry and C2h gives 18 totally symmetric modes of Ag
symmetry. There is one less symmetric mode in the C2h case because one rotational
mode is totally symmetric in the higher D2 symmetry.
The vibrational modes for the neutral and cationic molecules were calculated and
are cataloged in Tables 4.1 and 4.2. The tables show the cataloged frequency label,
the theoretical value, and the predicted motion for the respective point groups. The
values presented by Eldridge for the D2h point group have been shown for comparison.
The molecular motions of the modes that correspond to the D2h symmetry are shown
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Table 4.1: Totally Symmetric Modes of Neutral ET Molecule
D2 C2h D
1
2h
Label ET Label ET Label ET Molecular
Frequency Frequency Frequency Motion
(cm−1) (cm−1) (cm−1)
ν1 3049 ν1 3051 ν1 2940 C-H Stretch
ν2 2971 ν2 2972 C-H Stretch
ν3 1763 ν3 1763 ν2 1554 C=C Stretch
ν4 1700 ν4 1701 ν3 1487 C=C stretch
ν5 1376 ν5 1377 ν4 1412 C-C Stretch
ν6 1251 ν6 1251 ν5 1283 C-C Stretch
ν7 1127 ν7 1127 C-C Stretch
ν8 1060 ν8 1060 ν7 918 C-S Stretch
ν9 910 ν9 908 C-S Stretch
ν10 872 ν10 873 ν6 982 C-S Stretch
ν11 678 ν11 678 C-S Stretch
ν12 621 ν12 621 ν8 630 Out-of-Plane S-C-S Bend
ν13 499 ν13 499 ν9 490 C-S Breathing
ν14 456 ν14 456 ν10 434 C-S Stretch
ν15 352 C-S Stretch
ν16 320 ν15 320 ν11 306 C-S-C Bending
ν17 243 ν16 242 Central Rocking
ν18 217 ν17 214 Ethylene Twisting
ν19 152 ν18 152 ν12 141 Molecular Elongation
1The D2h modes are shown next to the corresponding D2 and C2h modes. D2h modes
are for neutral ET molecule.
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Table 4.2: Totally Symmetric Modes of Cationic ET Molecule
D2 C2h D
1
2h
Label ET+ Label ET+ Label ET Molecular
Frequency Frequency Frequency Motion
(cm−1) (cm−1) (cm−1)
ν1 3037 ν1 3040 ν1 2940 C-H Stretch
ν2 2956 ν2 2958 C-H Stretch
ν3 1608 ν3 1608 ν2 1554 C=C Stretch
ν4 1581 ν4 1581 ν3 1487 C=C stretch
ν5 1371 ν5 1372 ν4 1412 C-C Stretch
ν6 1248 ν6 1248 ν5 1283 C-C Stretch
ν7 1129 ν7 1129 C-C Stretch
ν8 1052 ν8 1051 ν7 918 C-S Stretch
ν9 906 ν9 904 C-S Stretch
ν10 860 ν10 860 ν6 982 C-S Stretch
ν11 669 ν11 669 C-S Stretch
ν12 636 ν12 638 ν8 630 Out-of-Plane S-C-S Bend
ν13 523 ν13 523 ν9 490 C-S Breathing
ν14 461 ν14 460 ν10 434 C-S Stretch
ν15 348 C-S Stretch
ν16 323 ν15 323 ν11 306 C-S-C Bending
ν17 247 ν16 247 Central Rocking
ν18 219 ν17 220 Ethylene Twisting
ν19 159 ν18 159 ν12 141 Molecular Elongation
1The D2h modes are shown next to the corresponding D2 and C2h modes. D2h modes
are for neutral ET molecule.
in Figure 4.2 and can be examined in Ref. [97].
In the cases of broken symmetry, the carbon-hydrogen stretch splits to form two
separate totally symmetric modes. This changes the mode labels previously discussed
by Eldridge and is shown in both tables. For instance, the ν3 mode in D2h symmetry
corresponds to the ν4 mode in D2 and C2h symmetry. This mode is the carbon-carbon
double bond stretch of the ET molecule as shown in Figure 4.5. This splitting of the
totally symmetrical modes shifts the frequency assignments and creates additional
modes.
By comparing both Tables (4.1 and 4.2), it is easy to see the difference between
the neutral and cationic vibrational modes. In most cases, the frequency shift is
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Figure 4.5: The molecular motion of the ν4 mode for the C2h configuration of ET.
The D2 motion is similiar [29,92].
only about 10 to 15 cm−1. However, in comparing the certain modes the shift is
dramatic. There is a drastic shift of more than 100 cm−1 for the ν3 and ν4 modes.
This shift would indicate that the carbon-carbon double bond motion is effected
greatly by the charge transfer of the electron and that there is a possibility of the
presence of electron-molecular vibrational coupling on these modes. The magneto-
optical work by WesoÃlowski et al. shows a shift in the ν4 mode with the change of
magnetic field which is attributed to the change between the superconducting and
normal state in the κ-ET-based superconductors [103]. The change in magnetic field
therefore indicates a correlation between phonons and superconductivity. Theoretical
calculations by Girlando et al. have shown that the totally symmetric modes in D2
and C2h symmetries may have an effect on the pair mechanisms of superconductivity
[7]. This is evident in the ring “breathing” modes, ν10 and ν13 of the ET molecule.
The theoretical values for the totally symmetric normal modes of both staggered
and eclipsed configurations for the cationic and neutral case of ET are presented in
Table 4.1 and 4.2. In comparison with previous work, the proper symmetry of the
ET molecule should be labeled according to the new assignments of modes in the
broken symmetry cases. For the cases for the ethylene distortion of the molecule,
the symmetries are at least D2 or C2h point group. Therefore, an improved mode
assignment for the symmetric carbon-carbon double bond stretch is ν4. The mode
comparison also shows that the charge transfer of the electron between ET layers
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allows for the ν4 mode to be effective in the infrared spectrum.
4.2 Fe8Br8 - Single Molecule Magnet
Magnetic materials play a very important role in today’s information technology.
With the need for an increase in the capacity for memory storage, motivation for
the transition from bulk magnetic matter to nanoscale molecular and cluster-based
functional units seems inevitable. Single molecule magnets are promising candidates
for such applications [107]. Molecule-based magnets are also interesting due to the
phenomenon of quantum tunneling of magnetization at low temperature [108, 109].
Magnetic molecular clusters such as the manganese-oxo cluster with acetate lig-
ands (Mn12-acetate) [107] or the octanuclear iron(III) oxo-hydroxo cluster (Fe8Br8)
[110–112] are probably the most widely studied materials for which quantum tun-
neling has been observed [109, 113–116]. These molecular clusters are particularly
interesting because conventional chemical synthesis allows for regularly assembled
crystals in which all building block molecules are identical and very often have the
same orientation [117–127].
[(C6H15N3)6Fe8(µ3-O)2(µ2-OH)12]Br7(H2O)Br·8H2O (abbreviated as Fe8Br8) sin-
gle molecule magnet is one the most widely examined molecular magnets, shown in
Figure 4.6. The Fe(III) ions have a d5 electron configuration making them S = 5/2.
The magnetic structure of Fe8Br8 consists of eight Fe(III) ions (six spin up and two
spin down) with ferrimagnetic coupling, giving it an Stot = 10. Fe8Br8 consists of a
Fe-O magnetic core surrounded by six tacn ligands (C6H15N3) that isolates the core
from the surrounding molecules. The magnetic core also consists of free Br atoms
and water molecules. Fe8Br8 presents an interesting experimental and theoretical
challenge because of its complexity and size. Recently, there have been electronic
structure calculations and infrared spectroscopic measurements completed on this
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Figure 4.6: The structure of Fe8Br8. The magnetic structure of Fe8Br8 consists of
eight Fe(III) ions (six spin up (yellow) and two spin down (green)) [105].
molecular magnet [129]. The use of vibrational dynamics has been greatly needed
for both characterization of mode frequencies as well as electronic assignment.
To determine the vibrational excitations of Fe8Br8, molecular mechanics calcu-
lations were performed [29]. Due to the complexity and size of the single molecule,
only a simple model could be used. These calculations were done to complement
experimental data and to determine the general molecular motions involved in the
excitations [129].
4.2.1 Vibrational Excitations of Fe8Br8
Figure 4.7 shows the infrared vibrations of Fe8Br8. Deu to the complexity of Fe8Br8
there are a large number of vibrational excitations. The general mode assignments
and characteristics of Fe8Br8 have been tabulated in Table 4.3. Whereas, specific
mode assignments in comparison to the infrared spectrum is given in Table 4.4.
In the infrared spectrum, we see the spectrum dominated by the Fe-O core and
stretching motion of the tacn molecule.
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Figure 4.7: Experimentally observed vibrational excitations of Fe8Br8.
Table 4.3: General Vibrational Modes of Fe8Br8
Frequency Range (cm−1) General Molecular Motion
∼40 - 160 low cnergy core motion with free Br
∼200 - 650 Fe - O bending with tacn ligand motion
∼900 asymmetric Fe - O stretch
∼800 - 1200 tacn motion consisting of N-F-N and O-Fe-O stretches
∼1300 - 1450 C-C and C-N stretching of the tacn ligand
∼2800 - 3600 C-H, O-H and N-H stretching modes
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Table 4.4: Comparison of Fe8Br8 Modes to Infrared Experiments [129]
Experimental Theoretical Molecular
Frequency(cm−1) Frequency(cm−1)1 Motion
81 114 Fe-O stretch and free Br motion
213 214 Fe-O core bending
245 246 O-Fe-O core twisting
266 271 O-Fe-O core rocking
315 317 tacn wagging
398 403 O-Fe-O and N-Fe-O bending
425 428 Fe-O-Fe bending
498 502 Fe-N-C and O-Fe-N bending
530 532 O-Fe-N bending
551 553 Fe-O bending
573 574 Fe-O bending
618 623 Fe-O twisting
872 872 Fe-O-Fe asymmetric stretch
923 924 Fe-O asymmetric stretch
949 951 tacn breathing
973 979 C-N bending
1026 1024 N-Fe-N stretch
1098 1101 C-N stretch
1357 1364 C-C stretch
2929 2950 C-H stretch
3208 3209 O-H stretch
3368 3378 N-H stretch
1Assignments were complied by visual inspection of simulated modes.
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North et al. previously investigated the vibrational Raman spectrum [128]. Our
calculations were extended to the results provided by the Raman spectrum. The
individual simulated modes have been compared to the low-frequency Raman exper-
iments to clarify the assignments, shown in Table 4.5. Most of the mode assignments
are in agreement with the literature assignments [128]. However, there are a few
assignments in which the overall motion of the Fe-O core or the free Br and water
motion influences the outer atoms, therefore the motion is refined.
Low energy electronic excitations also appear in the infrared spectrum of many
molecular materials. As shown in figure 4.8, the vibrational modes of the hydrogen
stretching with carbon, nitrogen, and oxygen have an underlying electronic excita-
tion. Through the simulated vibrational modes and peak fitting of the area, the
electronic excitation was confirmed and allowed for a more complete understand-
ing of the electronic structure. Shown in the inset of figure 4.8 is the comparison
of Fe8Br8 to the model compound of FeCl3tacn. This comparison shows that the
low-energy electronic excitation is not present in the model compound. Since the
FeCl3tacn molecule has the same types of hydrogen stretching caused by the tacn, it
is clear that the major broadening of the modes is not caused by stretching excitation
but by an electronic excitation. The straight line in Figure 4.8 allows one to estimate
the gap of the electronic excitation as 300 meV [129].
The rare phenomenon of macroscopic quantum tunneling has given Fe8Br8 a lot
of attention in the past years. The simulations presented here have been used to
assist in understanding the complex vibrational nature of the molecular magnet, as
well as given assistance to determining the electronic excitations. With molecular
magnets being in the forefront of increasing technology, understanding of the basic
physics of molecular magnets is important for their growth and development. [This
work has been accepted for publication in Physical Review B [129].]
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Table 4.5: Comparison of Fe8Br8 Modes to Raman Experiments [128]
Experimental Theoretical Molecular
Frequency(cm−1) Frequency(cm−1)1 Motion2
127 128 Fe-O stretch and free Br motion
151 152 Fe-O stretch and free Br motion
191 193 O-Fe-O bending and free Br motion
230 235 O-Fe-O bending and free Br motion
250 253 Fe-O and Fe-N stretch
301 306 O-Fe-O bending
348 350 Fe-N bending and tacn motion
417 420 Fe-N stretch and Fe-O Bend
499 502 Fe-N stretch and Fe-O Bend
533 535 tacn breathing
575 576 Fe-O and Fe-N stretch
611 615 Fe-O and Fe-N stretch
794 798 C-C-N bend
829 832 C-N-C stretch
870 872 Fe-O stretch
974 979 C-N and C-C stretch
1033 1041 C-C stretch
1059 1060 C-N stretch
1102 1105 C-N and C-C stretch
1148 1152 asymmetric C-C-N stretch
1235 1236 C-C stretch
1263 1266 C-C stretch
1277 1280 C-N-C bending
1358 1364 asymmetric C-N-C stretch
1375 1378 asymmetric C-N-C stretch
1474 1474 symmetric C-N-C stretch
1Assignments were complied by visual inspection of simulated modes.
2Some simulated assignments are not in agreement with previously assigned modes
by North et al. [128].
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Figure 4.8: The experimental vibrations of the C-H, N-H, and O-H stretching modes.
Inset shows the experimental vibrational modes of the FeCl3tacn.
4.3 (DTTTF)2Au(Mnt)2 - A Ladder-Like Molecu-
lar Solid
Quantum spin ladders have attracted considerable interest as intermediaries be-
tween one-dimensional (1D) chains and two-dimensional (2D) square lattices [3,
32, 130]. Additional interest has arisen from theoretical studies of the t-J model,
which find that hole-doped spin ladders can support superconductivity [130, 131].
Thus, investigation of spin ladder materials allows a study of the relation between
dimensionality and magnetic interactions, and may also lead to the identification
of new families of high-Tc analogue superconductors [132]. Whereas most ladder
systems of current interest are structural ladders (SrCu2O3, Sr2Cu3O5, Cu14Sr24O41,
CuCl4MeCN and [Ni(4,4
′-Bipy)2.5(H2O)2](ClO4)2·1.5(4,4′ -Bipy)·2(H2O) [3,131,133–
135], several other ladder-like compounds are formed by the coupling of molecu-
lar building blocks. (DT-TTF)2Au(mnt)2 [32–36], [Ph(NH3)](18-crown-6)[Ni(dmit)2]
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[136], and (5IAP)2CuBr4·2H2O [137–139] are three such examples. Of course these
materials should only be regarded as spin ladder candidates, pending inelastic neu-
tron scattering experiments [140,141]. (DT-TTF)2Au(mnt)2 and (5IAP)2CuBr4·2H2O
are particularly attractive ladder candidates because they belong to families of com-
pounds that share the same basic ladder-like structure, with tuneable magnetic prop-
erties depending on the nature of the counterion [32–36, 137–139]. The fact that
(DT-TTF)2Au(mnt)2 is an organic solid with delocalized charge and spin [32–36],
brings additional features to an already fascinating area, which to date has been
dominated by cuprates [132].
(DT-TTF)2Au(mnt)2 is a semiconducting, organic charge-transfer salt formed
from two building-block molecules, the donor DT-TTF (dithiophentetrathiafulva-
lene) and the acceptor Au(mnt)2 (gold maleonitrile dithiolate) [32–36]. The 300 K
structure, shown in Figure 4.9, is monoclinic. The b direction is defined by two
columns of paramagnetic DT-TTF stacks, related by a screw axis and separated by
one stack of diamagnetic Au(mnt)2 [142]. Note that this material is not a structural
ladder; the molecular building blocks may, however, interact magnetically as a spin
ladder, due to long-range intermolecular interactions. Since the spin resides on the
DT-TTF molecule [32–36], charge transfer occurs along the b direction. Because
the DT-TTF stacks are dimerized, the charge transfer actually takes place between
dimers; these interactions form the rails of the ladder. The rungs of the proposed lad-
der lie along the c direction and are formed by close S···S contacts between DT-TTF
molecules from two adjacent stacks [33,34,143]. The rail and rung magnetic interac-
tion strengths are estimated from susceptibility measurements to be J‖ = 82 K and
J⊥ = 142 K; their ratio α = J‖/J⊥ ≈ 0.6 [32–36] places (DT-TTF)2Au(mnt)2 in the
theoretically interesting intermediate coupling regime [30]. µ+SR (muon spin reso-
nance) measurements suggest that there may, in addition, be significant interladder
coupling [36].
89
bc
Figure 4.9: The 300 K crystal structure of (DT-TTF)2Au(mnt)2. The b and c axes
are respectively the rail and rung orientations of the proposed spin ladder.
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(DT-TTF)2Au(mnt)2 presents a transition at 220 K, observed in the dc resistivity
and associated with a structural change and charge localization [32–36]. Below 70 K,
both static and EPR (electron paramagnetic resonance) spin susceptibilities decrease
exponentially toward zero, denoting the existance of a gap in the magnetic excitation
spectrum [32–36]. The low-temperature quantum spin-liquid ground state, identified
by µ+SR measurements, is consistent with a 2-leg spin ladder model [36].
In order to investigate the low-temperature transitions in (DT-TTF)2Au(mnt)2
we have measured the variable temperature infrared response. We find that the
220 K transition is due to symmetry breaking along the c direction, whereas at
70 K, another transition takes place, but only along b, and involves magnetoelastic
coupling between the magnetic system and vibrational modes within the DT-TTF
molecule. Dynamics simulations allow us to identify the most important modes
for these transitions. In anticipation of future neutron scattering experiments on
(DT-TTF)2Au(mnt)2, we have carried out calculations of the spectrum of low-lying
magnetic excitations expected in this material, assuming a two-leg Heisenberg spin
ladder model [30,31,144].
4.3.1 Vibrational Excitations of (DT-TTF)2Au(mnt)2
We simulated the dynamics of (DT-TTF)2Au(mnt)2 using semi-empirical and den-
sity functional models. Because this material is a molecular solid, the calculations
were carried out on isolated DT-TTF and Au(mnt)2 building block molecules to
determine the response of the intramolecular modes, which dominate the middle in-
frared region [32–36]. The equilibrium geometry and vibrational modes of DT-TTF
were evaluated with the Parametrization Method 3 semi-empirical model, whereas
the vibrational response of Au(mnt)2 was calculated using a psuedopotential basis
set of LACVP** and a density functional model, which was required for the inte-
gration of the orbital electrons of the heavy Au atomic center [29]. The vibrational
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response of the DT-TTF molecule was evaluated for both cationic (+1) and neutral
(0) cases which result from the sharing of one electron between two DT-TTF building
blocks [32–36]. Independent group theory analysis of the building block molecules de-
termined the number of expected vibrational modes in each molecule. Each molecule
exhibits D2h symmetry and from this symmetry their respective irreducible repre-
sentations were determined. The DT-TTF has an irreducible representation of Γvib
= 10Ag + 5B1g + 9B2g + 3B3g + 4Au + 9B1u + 5B2u + 9B3u, and Au(mnt)2 has
an irreducible representation of Γvib = 8Ag + 3B1g + 7B2g + 3B3g + 4Au + 8B1u +
4B2u + 8B3u. Through the use of group theory and Titan the vibrational frequencies
and corresponding symmetries were determined. The symmetries were confirmed by
visual inspection of the individual modes (shown in table 4.6. Symmetry considera-
tions were also used to identify modes that were expected to appear in the spectra.
For instance, B1u, B2u, and B3u modes are expected to appear in the infrared due
to their symmetry [145,146]. Ag modes may also be activated in the infrared due to
electron-molecular coupling, an interaction that is expected along the b-axis spectra
of (DT-TTF)2Au(mnt)2 [145, 146]. All the features predicted from the dynamics
calculations on the DT-TTF and Au(mnt)2 building block molecules were observed
in the 300 K infrared spectra of (DT-TTF)2Au(mnt)2, but at low temperatures this
simple symmetry analysis does not fully capture the complexity of the observed
spectra.
Figure 4.10 displays the polarized infrared reflectance and calculated optical con-
ductivity of (DT-TTF)2Au(mnt)2 at room temperature. The infrared spectra are
anisotropic, with a different response in the two main directions. This kind of
anisotropy, with a large charge transfer band polarized along the donor stack di-
rection and a low, flat response in the other orthogonal polarizations, is typical for
low-dimensional semiconducting organic charge transfer salts [148–150]. Along the
b direction, the observed vibrational features have Ag symmetry. These modes are
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Table 4.6: Vibrational Modes of (DT-TTF)2Au(mnt)2
Experimental Theoretical Theoretical Polarization Low Molecular
Frequency Frequency Symmetry2 Temperature Motion
(cm−1) (cm−1)1 Splitting3
697 712 B1u c 1:2 C-S Bend DT-TTF
748 784 B1u c 1:2 C-S Stretch DT-TTF
767 810 Ag b 1:20 C-S Stretch DT-TTF
771 798 B2u c 1:2 C-S Stretch DT-TTF
818 812 B1u c 1:4 C-S Stretch DT-TTF
870 869 B2u c 1:2 C-S Stretch Au(mnt)2
885 885 B3u c 1:2 Rocking DT-TTF
924 964 B2u c 1:4 C-C Rocking DT-TTF
990 1016 B1u c C=C Stretch Au(mnt)2
1027 1088 Ag b 1:18 C-C Stretch DT-TTF
1047 1088 B1u c 1:4 C-C Stretch DT-TTF
1106 1124 B2u c 1:2 C-C Rocking DT-TTF
1145 1157 B2u c 1:6 C=C Rocking Au(mnt)2
1148 1157 B2u b C=C Rocking Au(mnt)2
1311 1409 Ag b 1:12 C-C Stretch DT-TTF
1339 1388 B1u c C-C Stretch DT-TTF
1387 1410 B1u c C=C Stretch Au(mnt)2
1515 1655 Ag b 1:20 C=C Stretch DT-TTF
1652 1687 B2u c 1:3 C=C Stretch DT-TTF
2214 2231 B1u c CN Stretch Au(mnt)2
3098 3113 B1u c 1:4 C-H Stretch DT-TTF
3111 3114 Ag b 1:4 C-H Stretch DT-TTF
1 All theoretical peaks have been assigned to experimental data.
2 Ag modes of the DT-TTF molecule are infrared active due to electron-molecular
vibrational coupling.
3 Low temperature splitting in the b direction is due to the 70 K transition, whereas
low temperature splitting in the c direction is due to the 220 K transition.
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Figure 4.10: 300 K polarized reflectance (a) and optical conductivity (b) of (DT-
TTF)2Au(mnt)2. The insets show close-up views of the vibrational response. [147]
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related to the motion of the DT-TTF building block molecule, and are activated
by electron-molecular vibrational coupling [145, 146]. Along the c direction, we find
normally infrared active B1u, B2u, and B3u modes related to both DT-TTF and
Au(mnt)2 building block molecules. Details of the assigned vibrational modes, based
on a comparison of the spectra with our molecular dynamics simulations, are sum-
marized in Table 4.6. The table gives the experimental frequency of each peak in the
first column, the theoretical frequency in the second column, the mode symmetry
in column 3, the observed polarization in column 4, the low temperature splitting
in column 5, and a description of the molecular motion of each mode in column
6. As σ1(ω) → 0 the result is in excellent agreement with the dc conductivity of 8
Ω−1cm−1 [34].
4.3.2 Magnetic Excitations of (DT-TTF)2Au(mnt)2
Definitive confirmation that (DT-TTF)2Au(mnt)2 is a realization of the two-leg
Heisenberg spin ladder will require inelastic neutron scattering experiments, since
neutron scattering is uniquely sensitive to the details of the effective magnetic inter-
action Hamiltonian at interatomic length scales. To assist future neutron scattering
studies of (DT-TTF)2Au(mnt)2, we have evaluated the spectrum of single magnon
excitations expected in this material, as well as the expected two- and three-magnon
continua.
The calculated magnon spectra for (DT-TTF)2Au(mnt)2 are shown in Figure 4.11a.
The minimum of the one-magnon band implies a gap of 7.34 meV at k = pi/a ≈
0.88 A˚
−1
. Here, a ≈ 3.56 A˚ is the distance between the rungs of the ladder. At
the zone boundary, the one-magnon energy is 19.6 meV. The two-magnon contin-
uum has a minimum and maximum of 14.7 meV and 39.2 meV, respectively, and
the three-magnon continuum covers the range 22.0 to 58.7 meV. Note that the two-
magnon continuum is predicted to cross under the one-magnon band at small k, so
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Figure 4.11: (a) The one-magnon band and two- and three-magnon continua ex-
pected for (DT-TTF)2Au(mnt)2 in the two-leg Heisenberg ladder model, and (b) the
density of states predicted in this model at k = pi/a.
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for ka/pi . 0.3, the lowest-lying excitations are two-magnon states. There is a similar
crossover of the two- and three-magnon continua in the region 0.7 . ka/pi . 1.3; in
this region, the lower boundary of the three-magnon continuum lies below the two-
magnon continuum. This crossover is also evident in the density of states at k = pi/a,
which is shown in Figure 4.11b. Another interesting feature of these higher excita-
tions in (DT-TTF)2Au(mnt)2 is a “folding” of the two-magnon continuum, which
leads to a singularity in the density of states within the continuum near k = pi/a;
this twisting is also evident in Figure 4.11a. Finally, we note that two-magnon bound
states with Stot = 0 and Stot = 1 are also predicted by the spin-ladder model [106],
and may be observed using Raman [14] and inelastic neutron scattering, respectively.
Although these higher excitations would normally be quite difficult to observe, the
rather large value of α in (DT-TTF)2Au(mnt)2 may allow observation of some part
of these higher magnetic continua. [This work has been published in Physical Review
B [147].]
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Chapter 5
Towards Spin-Vibrational
Coupling
We have considered two independent types of low-energy excitations in detail in a
variety of molecular materials. Recent experimental work on Mn12-acetate has shown
and proposed the possibility of observing an interaction between these excitations,
through coupling between magnetic spins and vibrations [151,152]. It is already well
known that spin-orbit and spin-phonon couplings play a major role in the dipole al-
lowed transitions of magnetic excitations [14,152,154,155]. Spin-vibrational coupling
is an extension of spin-phonon coupling, in which short-range molecular vibrations,
rather than long-range phonon interactions, modify the magnetic interactions in a
material. Pederson et al. have proposed a spin-orbit-vibron interaction as the origin
of some magnetic anisotropies and tunneling in molecular magnets [152]. Work to-
wards a theoretical description of the coupling of spins to phonons is on-going, and
it is presented here in the context of a simple pedagogical model. Spin-vibrational
coupling may explain the observation of magnetic excitations in as infrared spec-
troscopy [153].
To model the spin-vibrational coupling, we started with a model Hamiltonian
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consisting of vibrational (harmonic oscillator) and spin (Heisenberg nearest neigh-
bor) components. In the future, we plan to extend this model to studies of more
general aspects of magnon-phonon interactions including for example magnetic field
and temperature dependence. Our model spin-vibrational Hamiltonian is a one-
dimensional spin dimer, described by
H = Hvib. +Hspin = − ~
2
2m
d2
dx2
+
1
2
kx2 + J(x)( ~S1 · ~S2 − 1
4
). (5.1)
where k is the spring constant, x is the ionic separation, and ~S is the ion spin operator.
J(x) is the magnetic superexchange interaction, assumed to depend on distance as
J(x) = J0 + J1(x− x0), where J0 is the equilibrium coupling, and J1 is the slope of
the exchange interaction. As the system moves, the magnetic coupling between the
ions is evidently modifies. As a first example, the spin-1/2 dimer will be considered.
The spin 1/2 dimer Hamiltonian is given by
H = − ~
2
2m
d2
dx2
+
1
2
kx2 +
1
2
(J0 + J1(x− x0))(Stot(Stot + 1)− 2). (5.2)
This may be easily solved for S = 0 and S = 1 effective Hamiltonians, which are
HS=0 = − ~
2
2m
d2
dx2
+
1
2
k(x− J1/k)2 − J0 − J
2
1
2k
. (5.3)
and
HS=1 = − ~
2
2m
d2
dx2
+
1
2
kx2. (5.4)
Evidently, in the S = 1 sector, the effective vibrational Hamiltonian is simply the
original harmonic oscillator, whereas in the S = 0 sector the effective vibrational
Hamiltonian is a shifted harmonic oscillator. The resulting energy levels are
EStot=0n = (n+
1
2
)~ω − J0 − J
2
1
2k
(5.5)
99
Figure 5.1: Effective vibrational harmonic oscillator potential energy curves and
levels for the S = 1/2 dimer. The two potential curves are for the Stot = 0 sector
(blue) and the S = 1 sector (red). The n = 0 (dashed) and n = 1 (dotted) energy
levels shown for both total spin states. The ES,n are given for our numerical example,
together with the assumed values of J0, J1, and k
and
EStot=1n = (n+
1
2
)~ω, (5.6)
where ω =
√
k/m and n labels the discrete phonon modes. These energy levels and
the effective vibrational potential curves for a specific numerical example are shown
in Figure 5.1.
Evidently the effective vibrational potential energy is shifted is x the magnetic
coupling. The energy levels of each potential curve remain equally spaced by ~ω, but
one now has the possibility of observing additional transitions between the differed
spin states which are separated by ∆E = −J0− J21/(2k). In our numerical example,
with parameters chosen to be typical for the V+4 dimer (VO)DPO4· 12D2O [12,13,156],
the estimated energy shifting is ∆E = −J0 − J21/(2k) ≈ 0.01 eV = 80 cm−1.
This model gives a first, elementary description of the physics of spin-vibrational
100
coupling. In the future, we hope to apply a generalization of this model to a real
physical material such as (VO)DPO4 · 12D2O and expand this model to have more
detail and complexity to the Hamiltonian.
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Chapter 6
Summary and Conclusions
In this thesis, we have discussed two types of low-energy excitations that are on the
forefront of research are magnetic and vibrational. Magnetic excitations give an un-
derstanding of and an exploration into the different magnetic properties that can be
measured. Detailed solutions to small spin 1/2 spin clusters have been presented, and
the magnetic excitation prediction for various materials have been given. Magnetic
susceptibility, heat capacity, and structure factors have been solved exactly from the
respective Hamiltonians. I have also presented the expansion from a finite cluster to
an infinite ladder by showing a prediction of the dispersion relation and density of
states of a candidate spin ladder. Detailed calculations of the vibrational modes of
three types of molecular solids were presented. Showing the importance of symmetry
and coupling. These calculations were also compared to experiments done either in
conjunction with the calculations or with experiments reported in literature. The
importance of considering electron-molecular vibrational coupling as well as other
types of coupling is crucial to the overall test of the models used. I concluded with a
brief introduction to spin-vibrational coupling. An area that is both new and excit-
ing. This brings together the two excitations into one to discuss possible mechanisms
of coupling.
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