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Schematic diagram of bifurcation at (X c , 0); one nontrivial branch. The vertical axis represents a Banach space &. Closely tied to the phenomenon of bifurcation is the property of stability. Suppose the solutions of (1) represent equilibrium solutions for a dynamical system which evolves according to the time dependent equations u t = (7(X, u). An equilibrium solution u 0 is stable if small perturbations from it remain close to u 0 as / -> oo; u 0 is asymptotically stable if small perturbations decay to zero in time. When the parameter X is varied one solution may persist but become unstable as X crosses a critical value X c , and it is at such a transition point that new solutions may bifurcate from the known solution. In Figure 1 The Laplacian has a series of eigenvalues \ x < A 2 < ... tending to infinity, and all of these eigenvalues are potential bifurcation points. The investigation of the branch points (A,, 0) for j > 1 is, however, largely academic, since all of these later solutions must be unstable.
The area of fluid mechanics is a rich source of instability and bifurcation phenomena and the subject has always stimulated the development of mathematical analysis. It has the advantage that accurate, tractable mathematical models are known (for example, the Navier-Stokes equations), for which many careful experimental studies have been made.
One problem in fluid mechanics which has attracted much interest in recent years is the so-called Benard problem, named after H. Benard who first performed his series of experiments at the turn of the century. In these experiments a layer of fluid is heated from below, causing an instability to develop in the fluid layer when the temperature drop across the layer exceeds a certain critical value. The resulting instability takes the form of convective motions in the fluid. One of the most striking features of the experiment is the regular cellular, in fact crystallographic structure exhibited by these fluid motions.
___ _ FIGURE 2 Hexagonal Cells in the Benard problem; E. L. Koschmieder [49] The formation of convection cells in the Benard problem furnishes an excellent example of what is called a "symmetry breaking instability". Prior to the onset of instability the solution is invariant under the entire group of rigid motions (in the idealized infinite plane layer model; see §111.4) whereas the bifurcating convective motions are invariant only under a crystallographic subgroup. Symmetry is broken "spontaneously", because the symmetry group of the equations is unchanged, while the bifurcating solutions have a smaller symmetry group. The appearance of the Benard cells is not an isolated example, but rather typifies a broad range of phenomena in nature. Bifurcation, and symmetry breaking instabilities in particular, plays an important role in a diversity of physical disciplines, including buckling problems in elasticity, pattern formation in reaction-diffusion problems, convective flows in geophysical phenomena, neurobiology, physical chemistry, and statistical physics, to name a few. The formation of order in dissipative structures is a subject currently of interest not only to physicists, but also to biologists endeavoring to explain the mechanisms of morphogenesis and pattern formation in evolving biological organisms. The thesis that order-disorder transitions in biological structures can be modeled by systems of partial differential equations describing the processes of reaction and diffusion was advanced by A. M. I should like to present, in this article, a summary of the principal mathematical techniques of bifurcation theory, an account of some of the physical problems in which bifurcation and symmetry breaking play an important role, and some open mathematical problems whose resolution I believe is germane to future significant progress. The principal tool for dealing with symmetry breaking bifurcations is group representation theory; this aspect of the subject will be discussed in detail in Chapter III.
II. Basic techniques of bifurcation theory. 1. Nonlinear functional calculus.
A nonlinear mapping F from a Banach space S to ^ is said to be Fréchet differentiable at a point u provided there is a bounded linear operator A from S to f such that the quantity
R(u; h) = F(u + h) -F(u) -Ah is o(h) as h -* 0; that is ihn H*(»;»)ll,a ll*ll-o PU
We denote the Fréchet derivative of F at u by F'{u) or by F u ; when it exists it may be computed by the usual formula n*)h -iim F( " + th) -F(M) .
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The functional calculus familiar in the theory of finite-dimensional mappings from R n to R m carries over directly to the infinite-dimensional case with no difficulty. The chain rule, Taylor's theorem, and the implicit function theorem in a Banach space are all valid, and are extremely useful in nonlinear This theorem is proved by a contraction mapping argument. See Dieudonné [16] and also [82] for some details of the analytic case in infinite dimensions.
From Theorem 1 it follows that if G vanishes at (XQ, u 0 ) and G u is invertible there, then there is locally a smooth curve of solutions u(X) through (XQ, W 0 ). Bifurcation may occur, however, when G U (XQ, u 0 ) is not invertible. In this article we restrict ourselves to problems in which G u is a Fredholm operator of index zero-that is, G u has a closed range 91 c ^ and finite-dimensional kernel ( %, with dim % = codim <3l. The assumption that G u is a Fredholm operator is satisfied in many applied problems where G is typically an elliptic system or a completely continuous integral operator. In some cases, for example when working on unbounded domains, it is the choice of function space which determines whether G u is Fredholm or not; for example, by imposing some kind of periodicity conditions it may be possible to ensure that G u be Fredholm.
2. Principle of linearized stability. Suppose now that the dynamics of a physical system are governed by the evolution equations
Let U(t; f) denote the solution of this equation with initial data U(0; f) = ƒ, and suppose that u 0 = u 0 (X) is an equilibrium solution, that is, G(X, w 0 (\)) = 0. The equilibrium u 0 is stable if given any t > 0 there is a 8 > 0 such that II u 0> f) -u o\\ < t f°r all / > 0 whenever ||/-« 0 || < S. Furthermore, u 0 is asymptotically stable if in addition u(t) -* w 0 as / -» oo. If (2) is a system of ordinary differential equations, that is, if the Banach space S is finite dimensional, then Lyapounov's first theorem states that u 0 is asymptotically stable if all eigenvalues of the G u (\, u 0 ) have negative real parts, and u 0 is unstable if some eigenvalues of G U (X, u 0 ) have positive real parts.
Lyapounov's theorem has been extended to dissipative systems of nonlinear partial differential equations; for example, to parabolic systems and to the Navier-Stokes equations, which govern the dynamics of a viscous incompressible fluid [25] , [35] , [43] , [47] , [68] , [79] . By the principle of linearized stability we mean that the stability of an equilibrium solution u 0 is determined formally by the spectrum of the linearized operator G u (\, w 0 ). The phrase "linearized stability" refers to the fact that the full nonlinear equations for the perturbations are replaced by the linearized equations v, = G u (\, u 0 )v, and it is assumed that the stability of these linearized equations determines that for the full nonlinear equations. This principle is generally accepted as valid in the applied literature, and stability is determined formally by solving the linear eigenvalue problem G U (X 9 u 0 )<p = a<p. Now suppose we have a known solution u(X) of the equilibrium equations G(X, u(X)) = 0 and let L(X) = G U (X, u(X)). Suppose that as A crosses XQ one or more eigenvalues of L(X) cross the imaginary axis from the left to the right-half plane. This is precisely the situation when u(X) becomes unstable. Then L(X 0 ) has eigenvalues on the imaginary axis. If some of these eigenvalues lie on the origin, then (XQ, U(XQ)) is a possible bifurcation point, for in this case the implicit function theorem can no longer be invoked to guarantee the existence of a unique solution curve through (AQ, U(\)).
3. Bifurcation at a simple eigenvalue. When u(X) loses stability by virtue of a simple eigenvalue crossing the origin a fairly general result is available. THEOREM 
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The bifurcating solutions are stable when they appear supercritically (X > XQ) and unstable subcritically (X < XQ).
The three possible situations are depicted below in Figure 3 .
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Bifurcation at a simple eigenvalue, dashed lines denote unstable branches. Theorem 2 was first stated for ordinary differential equations by E. Hopf in his 1942 article [28] , but with certain restrictive assumptions on A(c), namely that A'(0) and A"(0) are not both zero. The indicated method was to compute the perturbation series for the critical eigenvalue along the bifurcating branch. The general infinite-dimensional result, without the restrictive assumptions on A(e), was proved using a topological degree argument The stability statements in Theorem 3 refer to the behavior of the Floquet exponents as one continues along the bifurcating solutions. Rigorous proofs that the Floquet exponents determine the stability for the nonlinear equations have been given by Iooss [31] and Iudovich [37].
5. Hysteresis, This section must necessarily take on somewhat of a metaphysical flavor, for I want to discuss a phenomenon which is quite common in applications, but, because it pertains to the structure of the solution set in the large, is often beyond the reach of rigorous mathematical treatment. Consider the diagram in Figure 4 . Again, stable solutions are indicated by solid lines and unstable solutions by dashed lines. According to Theorem 2 subcritical solutions bifurcating at a simple eigenvalue are unstable and supercritical solutions are stable. At multiple eigenvalues, however, this need no longer be the case, and a transcritical branch may be unstable on both sides of criticality. Suppose, however, that the subcritical branch has one unstable mode, and that this subcritical branch "bends back" as shown in the figure. Precisely at the point (XQ, M 0 ), G U must have a nontrivial null space.
For, let (X(e), w(e)) be a regular parametrization of the solution curve. Then at (\Q, W 0 ), d\/de = 0 and du/de ^ 0, and differentiating G(X(e), w(e)) along the curve one obtains that G u u' = 0. If dim ker G u = 1 then it can be shown that an eigenvalue of G M (X(c), u(e)) crosses the origin as we pass through (XQ, U 0 ). If the eigenvalue which crosses is the unstable one associated with the lower branch, then the solution will regain stability as we move to the upper branch. If the solution structure is as in Figure 4 then the following effects would be observed. As X is increased past X c the basic solution becomes unstable and the system makes a rapid transition to the new, nontrivial solution, as indicated by the vertical line (a); as X is decreased the system moves along (b) until the point XQ is reached, when it drops back to the basic state (c). This behavior is detected in many physical systems, and in fact the nontrivial branch sometimes extends very deeply into the subcritical region. The effect associated with Figure 4 may be called hysteresis in analogy with similar effects observed in ferromagnets, namely the transition path from state A to B is different than that from Bio A.
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6. Lyapounov-Schmidt procedure. We now discuss a general method for reducing an infinite-dimensional bifurcation problem to a finite-dimensional, algebraic one. We assume that L(X) = G tt (X, u(X)) has, at X = X c , an w-fold eigenvalue at the origin, that is, that dim ker L(X C ) = n. For simplicity, let us assume the origin transformed so that X c = 0 and w(X c ) = 0, and write L 0 = G u (0, 0). It is very natural to make the assumption in applications that S C <$ (for example if G is a second-order elliptic operator then typically S = C 2>a and ^ = C a ), and this assumption somewhat simplifies the arguments. Let 91 = ker LQ = [<p l9 ..., <pj and let P be the projection onto this linear space which commutes with L 0 . Then P must take the form n PU = 2 <",9/H where the (p/6?*c6* are null functions of the adjoint operator LJ and <<Pi ? <P*y = 8y ^ is a linear operator from ®i to <&, hence can be regarded as a mapping from £ to itself as well, and Q = I -P is a projection onto the range of L 0 in S Solutions of the bifurcation equation are in one-to-one correspondence with solutions of the original system sufficiently close to the bifurcation point. The procedure we have just described is known as the Lyapounov-Schmidt method; the solution of the infinite-dimensional problem is reduced to an algebraic problem. In addition to finding all solutions of the bifurcation equations we shall want to determine their stability properties. A second method for reducing an infinite-dimensional problem to a finite one at the critical point is by way of the center manifold theorem. This method will be described in §8. 
On the other hand, in applications where the problem is invariant under the action of a continuous symmetry group, Q^ will in general be singular, and the standard form of the implicit function theorem can no longer be applied. In particular cases (e.g. the Benard problem [83]) solutions of the reduced bifurcation equations can be extended to solutions of the full equations, even in the presence of a continuous transformation group, but the general case is an open problem. 8. Stability of bifurcating solutions. The stability of the bifurcating solutions can sometimes be determined, in the neighborhood of the branch point, by computing the eigenvalues of the Jacobian Q^(r Q9 £ 0 ). If (A(e), u(e)) is the bifurcating branch let L(e) = G u (X(e), u(e)). L(0) has an «-fold eigenvalue at the origin, and, according to standard perturbation theory for an eigenvalue of finite multiplicity, the spectrum of L(e) in the neigborhood of the origin is given by the eigenvalues of an n X n matrix B(e). THEOREM 9. Center manifold theorem. The center manifold theorem in a Banach space is an alternative method for reducing an infinite-dimensional problem to a finite-dimensional one. The theorem in the case of smooth diffeomorphisms was given by O. E. Lanford [52] . The reduction of the infinite case to the finite-dimensional case makes use of a special trick: the center manifold theorem is applied not to <t>(x, ft) but to *P(x, fx) = ($(x, y), ii). If <£'(0, 0) has two simple complex conjugate eigenvalues of \z\ = 1 then has a three-dimensional space Y with spectrum on the unit circle. So by the center manifold theorem there is a three-dimensional manifold Minx-/t space; fixing fi we obtain a two-dimensional section M^ which is locally invariant and attracting for O(0, /A). NOW restrict 4>(0, fx) to M M and we have reduced the situation to a two-dimensional problem.
10. Repeated branching, strange attractors, and turbulence. We have seen that when an equilibrium solution loses stability it may bifurcate to a time-periodic solution. What happens when, at a later stage, that time periodic solution loses stability? The situation is best described in terms of the Poincaré map, which is constructed as follows. Take a small section S of a hyperplane of codimension 1 which intersects a periodic orbit y in a single point JC 0 . For a point x in that section let <f>(x) be the point where the trajectory through JC next intersects S going in the same direction. <j> is thus defined on some subset S ' of S and fixes JC 0 . Periodic orbits near y show up as fixed points of <J>, while subharmonic solutions of period roughly N X (per y) correspond to fixed points of $l n \ the nth iterate of <t>. The stability of a fixed point x is determined by the spectrum of the Fréchet derivative <j>(x): x is stable if the spectrum of </ >' is contained in the disk \o\ < 1 and unstable if the spectrum of <j>' contains points in \o\ > 1. The existence and regularity of the mapping </ > is a consequence of the smooth dependence of the solution on the initial data. This includes the infinite-dimensional case when the differential equations are parabolic and the data is smoothed as time goes forward. Laudau [51] and Hopf [29] proposed that hydrodynamic turbulence was the result of a cascade of repeated bifurcations: a periodic motion to a quasi-periodic motion with two periods, then two to three, etc. Such solutions can indeed be constructed formally [40] , but the perturbation series always lead to small divisors. Moreover, it is impossible to do the calculations in general, and it sometimes is the case that the first bifurcation is subcritical and the system passes directly to a turbulent state. Chenciner and Iooss [10] have shown that under rather stringent (indeed nongeneric) conditions an w-torus will bifurcate to an (/i + l)-torus.
Ruelle and Takens, however, state the following proposition: Let « be a constant vector field on a torus T k (k > 4). In every C k~x small neighborhood of co there exists an open set of vector fields possessing a strange attractor. This result shows that systems of ordinary differential equations which exhibit a bifurcation of a 4-torus to a higher-dimensional torus are nongeneric. On this basis Ruelle and Takens disputed the Hopf-Landau view of turbulence; such cascades are nongeneric, and a dynamical system may be expected to exhibit, after only a few bifurcations, a transition to a chaotic state exhibiting no quasi-periodic behavior. This time-dependent state, though complex, should nevertheless exhibit a discernible structure in configuration space and a highly stable behavior. Thus, it should be a set invariant under the flow and which is approached asymptotically as f -» oo by all data initially sufficiently close. Furthermore it should be neither an equilibrium solution nor a periodic one. Such stable, aperiodic attracting sets are called "strange attractors".
Strange attractors are difficult to deal with analytically and rigorous proofs of their existence for a given dynamical system are rare. (See, however, Levinson [54] .) Smale's "horseshoe map" [89] is an example of a diffeomorphism possessing a strange attractor (with diffeomorphisms continuous time is replaced by discrete time, and one looks at the flow under iterates of the mapping). Most of the current work in this area consists of numerical analysis of differential equations or diffeomorphisms. In 1963 E. Lorenz [55] , a meteorologist interested in the problem of long-range weather preduction, analyzed numerically the very simple system x = -ax + cry, y = -xz + rx -y 9 z = xy -bz. The solutions of these equations exhibit, for certain values of the parameters a, r and b, chaotic behavior and sensitive dependence on initial conditions. The divergence of the vector field is everywhere equal to -(a + b + 1) so that volumes in R 3 are contracted under time evolution. For
there are three equilibrium points, none of them stable. Lanford and Ruelle [75] analyzed the solutions by studying a section map associated with the flow. Namely, let P be a point on the plane z = 27 at which i < 0 and follow the trajectory through P until the orbit again crosses z = 27 in the downward direction; the new point is denoted by <J>(P). Using a computer with a graphical output Lanford plotted the successive iterates $S n \P). For large n the successive images tend to lie along two point sets T and F as in the figure below. Successive iterates of the section map for the Lorenz equations obtained numerically by Lanford.
(The line 2 represents an exceptional set of points which do not come back to cross the plane z -21; trajectories through 2 tend to the unstable equilibrium point at the origin.) Under successive iterations of <f > points move about T and F in an erratic manner. Moreover, two points P x and P 2 initially close move apart and follow completely different histories under <J> (w) ; yet these sequences nevertheless lie along T and F. T u T' represents the intersection of an attracting set S with the plane z = 27.
Other In the Taylor experiment (first performed and analyzed theoretically by G. I. Taylor in 1923 [91] ) the region between two concentric cylinders is filled with fluid, and the inner cylinder is rotated. The nondimensional bifurcation parameter is the Reynolds number R = S2,./;.(r 0 -r t )/p where B, is the angular velocity of the inner cylinder, r t and r 0 are the radii of the inner and outer cylinders, and v is the kinematic viscosity of the fluid. At small R the flow is purely azimuthal, that is, v r » v 2 * 0 and only v 9 » v 9 (r) is nonzero. When R exceeds a critical value R c there is a bifurcation to a stable flow with a horizontal toroidal system of vortices. This is the bifurcation which was studied in 1923 by Taylor. Under a further increase of R the Taylor vortices become unstable to a time-dependent flow, in fact a series of waves moving around the cylinder. These were experimentally studied in detail by Coles [11] . Under a still further increase of R these wavy vortices break down to a more irregular flow.
The power spectra of the radial velocity flow at various values of R/R c are shown in Figure 7 Taylor vortices at R/Rç * 1. The onset of the broadband component denoted by B is difficult to determine accurately. It exists with the sharp spikes at <o, and co 3 , and is the only survivor above R/R c = 22.4. In this range the flow appears to be qualitatively different, "one characterized by a continuous spectrum or, equivalently, a decaying velocity auto correlation function".
These experiments confirm the view that turbulence (1) sets in after only a few bifurcations and (2) cannot be described in terms of a cascade of bifurcations. There are as yet, however, no satisfactory mathematical techniques for giving a theoretical treatment of these observations, even for so simple a system as the Lorenz equations.
11. Imperfections and singularity theory. Bifurcation is, in a sense, an idealized, nongeneric phenomenon; diagrams such as that in Figure 1 
G(x,À) = ^G(^,À),A(À)).
Of course, the analysis is entirely local here.
Let G_eiJ& n and let O c be the orbit of G under contact equivalence, that is O G -{G\G is contact equivalent to G). O G may be regarded as an infinitedimensional submanifold of %" whose tangent space T G at G may be calculated formally by differentiating along one-parameter curves in O G through G. Thus, differentiating 
2 == P 0 + P,* 2 where ƒ><, and P x are constants. The behavior of the zero structure of F is sketched in Figure 8 . III. Group representation theory and symmetry breaking. 1. Bifurcation at multiple eigenvalues. Let us now suppose that at criticality, dim ker L 0 > 1, a situation commonly referred to as "bifurcation at a multiple eigenvalue". The Lyapounov-Schmidt method, described in II.6, is nice in theory, but in practice the computation of even the lowest order terms of the bifurcation equations is extremely complicated. Moreover, systems of n equations in n unknowns can display a complex solution structure and the algebraic problem in general can be quite complex. The results of Theorem 2 concerning the stability of bifurcating solutions are no longer valid at multiple eigenvalues. .P. 
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where the coefficients a" ..., a t are parameters which depend on the original parameters of the systems. The multiplicity / of covariant terms of degree k can be computed directly from a knowledge of the representation T and does not depend on the particular structure of the equations at hand. In fact, the multiplicity / is precisely the number of times the representation T is contained in (r®*) 5 , where the subscript s denotes the restriction of T 9k to the subspace of completely symmetric tensors. When there are multiple covariant tensors, as in (5), the possibility of selection mechanisms arises. The stability of the various bifurcating solutions depends on the relative sizes of the parameters a,,..., a r The numerical values of the parameters a x ,..., a t are determined by the physics of the problem, but in general the computation of their exact dependence on the natural physical parameters of the problem is a difficult matter (equivalent to the direct calculation of the full set of bifurcation equations). Such calculations could be carried out numerically in specific cases, but in order to classify the types of transitions which can take place, it is sufficient to consider the parameters a x ,..., a t as free parameters, and investigate the possible transitions which may occur. These matters will be discussed more fully in §4. 
This theorem is very closely related to the Molien function which is the generating function for the invariants of a given representation (see Jaric and Birman [39]). The proof of Theorem 14 is given in [86], [87].
EXAMPLE. Let the group in question be Z) 3 , the symmetry group of the equilateral triangle. This group is generated by the elements g = (1 2 3) and h = (1 2). It has three irreducible representations: Busse [7] , motivated by an earlier work of Malkus, showed that there was a functional associated with the bifurcation problem and argued that this functional would be maximized by the physically correct solutions. Busse's functional is in fact the invariant tensor corresponding to the reduced bifurcation equations, so his method is equivalent to a linearized stability analysis of the bifurcating solutions. Group theoretic ideas are already implicit in Busse's work. In [84], [85] the problem of pattern selection is discussed entirely from a group theoretic point of view.
We begin not with the Boussinesq equations on an infinite plane, but with any general system G(X, u) which is covariant with respect to the group of rigid motions in the plane. For simplicity we consider the case where « is a scalar, though the situation is somewhat more complicated in the case of the Bénard problem. When cellular solutions appear the symmetry is broken from the full group of rigid motions to a crystallographic subgroup. There is so far no mathematical proof that symmetry must be broken in this fashion; we simply make the Ansatz that we look for bifurcating doubly periodic solutions. These are characterized by the hypothesis that the solutions be invariant under some subgroup of the full translation group. Let A be a lattice of vectors in the plane generated as the sum of all integer combinations {/!«, + m<ù 2 } for two fixed linearly independent vectors, Wj and iö 2 This proposition is easily proved by direct computation. To prove (ii) note that T r e i<4a,x> » e i<<a$r~lx> ** e i<r4 *' x> since r is an orthogonal transformation; thus T r moves the wave vector & to rco. [69] . These authors construct doubly-periodic solutions by symmetrizing within a given, fixed lattice class but without regard to the stability of the solutions. Within a given lattice they considered the subspace of functions which are completely invariant under the symmetry group of the lattice, on which the branch point is simple. But at a simple eigenvalue, as we have seen, supercritical solutions are stable and subcritical solutions are unstable, so when the analysis is carried out in this fashion one is led to the erroneous conclusion that any solution which bifurcates supercritically is stable. Altogether different conclusions are obtained, and a mechanism for pattern selection is possible, if the symmetrization argument is avoided.
If instead we write the bifurcation equations in the form
Busse, in his work, does not a priori make the symmetrization argument, but, due to other assumptions, he is led to the conclusion that only rolls can be stable. I believe that a valid theoretical explanation of the mechanisms for pattern selection does not yet exist.
I want to emphasize that I do not claim the Benard problem to be resolved by the above considerations, though I do think the analysis sheds some light on the complexity of the problem. In any event, the group-theoretic approach to a bifurcation problem is very nicely illustrated by the Benard problem.
5. Bifurcation in the presence of the rotation group. Now let us consider the derivation of the bifurcation equations when the symmetry group in question is 0(3), the group of rotations of the sphere in R Then F 4 must be of the form If \z\ = \w\ we take z > 0 by a suitable translation in x and then w = ze iy . Then the solution to first order is z(^j + \p 2 + e iy \p 3 + e~'V4) = 2z(cos(A:A: + coO + cos(A:x -oet + y)).
By suitable translations in x and t this is equivalent to 4z cos fcx cos cof; these waves appear as standing waves. In case (ii) with w = 0 we get i/>, + \f/ 2 = 2 cos (&* + co/), which are traveling waves. The possibility of two distinct modes of bifurcating waves was observed by Erneus and Herschkowitz-Kaufman and has also been discussed by Cowan and Ermentrout [12] . A stability theory has not yet been worked out for such bifurcating waves, but a stability analysis may produce a mechanism which will select one or the other mode of propagation, depending on the sizes of other parameters in the problem.
Symmetry breaking in natural phenomena. In this section I wish to discuss a variety of scientific disciplines in which spontaneous symmetry-breaking manifests itself as a primary feature of the problem.
1. Morphogenesis. A striking example of symmetry breaking in a biological system is the breakdown of rotational symmetry in the Fucus seaweed egg [53] . At a critical stage in the development of the egg a transition is made from a spherically symmetric membrane potential distribution to a polarized state with an axial symmetry, and a net transcellular current leaving one pole 
where r 0 is the base temperature profile in the absence of convection and 2Ü X û is the Coriolis term. When no magnetic field is present the quadratic term ( V X E) X B in the first equation vanishes, and we have a pure convection problem. When the convective velocity u reaches a magnitude and configuration which can sustain a growing magnetic field in (12d) then a bifurcation may take place and a nontrivial magnetic field may be sustained. Equation (12d) is linear so for a given u one should expect an exponentially growing magnetic field B\ but the nonlinear coupling between B and it via (12a) may be expected to prevent unlimited growth, so that a stable equilibrium is attained. Since (12d) is homogeneous in B some external magnetic field (for example, the Sun's) is required to "seed" the dynamo process. For further discussion and a survey of the literature, see the articles by Busse [9] and Roberts [72] .
3. Wave propagation in neural networks. Bifurcation phenomena in simple mathematical models of excitatory inhibitory neuro-networks have been discussed recently by Cowan and Ermentrout [12] . Neural networks are aggregates of nerve cells which interact with other neurons in the network in either an excitatory or inhibitory way, and so it is plausible to expect these networks to exhibit such nonlinear collective phenomena as bifurcation, threshold effects, and hysteresis. Cowan and Ermentrout model these networks by a system of equations
where y is a two-component vector, S is a nonlinear vector-valued function, K is a linear convolution operator, and P is the external stimulus. Equation The relevant spatial patterns are none other than those crystallographic patterns which have already made their appearance in the Bénard problem, with one additional factor. Experimental observations have established that in primates there is a conformai transformation from the retinal field, which is circular, to the cortical field, which has Cartesian (rectangular) symmetry. This implies that the transformation from retinal polar coordinates to cortical rectangular coordinates must be essentially logarithmic in nature. Such a logarithmic transformation would take a tunnel pattern consisting of concentric circles of activity to a pattern of rolls parallel to the y axis. Similarly, spirals are transforms of rolls with some other direction. Thus the patterns observed in hallucinatory phenomena are images under the log transformations of the cellular patterns familiar in the analysis of the Bénard problem: hexagons, squares, rectangles, and rolls. Cowan and Ermentrout then assume that, as some parameter X increases, the strength of the excitation increases until, beyond some critical value XQ 9 the rest state becomes unstable and gives way to the stationary patterns of spatial activity. Thus, according to their theory, the drug-induced hallucinatory patterns are precisely those which one would see when Euclidean invariance is broken.
4. Phase transitions in statistical mechanics. The notion of symmetry breaking is fundamental to phase transitions, yet much harder to treat mathematically. Until the renormalization theories developed in recent years, the primary approach to phase transitions was, in one way or another, a meanfield approximation coupled with a bifurcation analysis of the mean-field equations. The simplest mean-field theories for critical phenomena were the scalar equations of state, such as the Van der Waals equation for a gas of the Curie-Weiss model for a ferromagnet. In more elaborate theories the state of the ensemble is described, for example, by a single particle density function, and an integral equation is derived for this function by some kind of closure hypothesis for the hierarchy of higher-order (multiple particle) correlation functions. This line of analysis was first pursued by Kirkwood and Monroe, [48] and more recently by Raveché and Stuart [70] , and Rice and his coworkers. (See [50] , [101] .) Nevertheless, these approximations are still mean-field theories, and depend, for their validity, on the assumption that fluctuations are negligible; the major difficulty is that in many cases, large fluctuations become important precisely at the critical point. In fact, at a critical point the fluctuations very often diverge to infinity, making the mean-field approximation invalid, and it is this fact which accounts for the deviation of the critical exponents from the "classical exponents" predicted by bifurcation (mean-field) models. All this notwithstanding, the bifurcation models do have some areas of validity, and are generally successful in predicting the symmetry changes actually observed. Landau In the area of nonequilibrium thermodynamics the operation of the laser can be described by a mean-field theory which is amenable to a bifurcation analysis. In the Dicke-Haken-Lax model of the laser it is possible to describe the many body photon field by a mean-field theory as N (the number of degrees of freedom) tends to infinity. Thus it is possible in this case to solve a nonlinear quantum mechanical model, far from equilibrium, by reducing the problem to a system of ordinary differential equations for the expectation values of the extensive variables. (See Haken [23] , and Hepp and Lieb [26] .) The onset of laser action in these theories is then described by the bifurcation of time-periodic solutions from the equilibrium solution, that is, so-called Hopf bifurcation.
5. Symmetry breaking in elementary particle physics. The notion of "spontaneous symmetry breaking" plays a fundamental role in quantum field theory. It is not possible for me to discuss this in depth here, but let me briefly describe the work of Michel and Radicati [61] , [62] 
