ABSTRACT
Introduction
Netflix, a rental movie company, announced on October 2, 2006 that it will give $1,000,000 to anyone who can improve the RMSE of its movie recommender system, Cinematch, by more than ten percent. The movies from Netflix were reviewed and rated by its subscribers with number from one to five. One means they dislike the movie and five means they are really like the movie. Netflix has about 12 million subscribers who rating over eighty five thousands movies. The numbers of ratings from the users are about two billion [4] . RMSE is a root mean square error and it is calculated by [4] Netflix's contest uses two datasets, a training set and a probe set. The training set used to train the recommender algorithm and test it on the probe set. There are over one hundred million ratings from 480,000 users in the training set. The users rate on eighteen thousands movies. The probe set has 1,500,000 user movie pairs and the true rating is hidden. A simple algorithm which uses average rating of movies from user to predict rating of target movie will give RMSE of 
Recommender Systems
Recommender systems analyze user's profile and the relationship between user and target item to help user purchase or rent the item based on user's interest. With the help of computer, recommender systems can analyze huge collection of data based on users' preferences to give good recommended items. Some online company like Netflix and Amazon use recommender systems to help users easy to find items they want on their website [5] . Every time a user logins to their website, a new list of recommended items are showed based on past user's reviews or purchases. Instead of spend time navigate on the website and search for the items, a recommender system can save time for the user by display the list of items which the user likes based on user's profile.
Recommender system also can help online companies sell their products better.
Example, when I logins to Amazon website, there was a screen protector for ipod classis on my recommended items. I bought an eighty gigabyte ipod classis on Amazon website before and did not think about buying a screen protector for it. When I saw the screen protector for ipod, it made me thought about the protection for my ipod so I bought it. Same thing happens to other websites like newegg.com and buy.com, the users do not think about buying the items until they see them display on their recommended list.
Recommender system can give personalize feeling to the user because it is based on the real input from the user and it is always update. Whenever the user buys or reviews new item, a new recommended list is created for that particular user.
There are two groups in recommender systems, content-based and collaborative filtering (CF) algorithms. Content-based algorithms use user's profile to find matching items with the user. For a twenty three year old user, a content-based algorithm will select all items which are interested by this age. Content-based approach also can use item's profile to recommend item to user. For example, a content-based recommender system can recommend list of movies to user base on movies' genre which user's interest. These user and item's profiles are difficult to collect and need to get from external source [5] .
Collaborative Filtering algorithm, another choice for recommender system, uses past user's behaviors to recommend items to user [5] . These behaviors include user's transactions or product rating. Example, the transactions where users buy some products or the number of ratings which users review items. They don't need the explicit profiles of each user or item. For a user X who rate five on all five movies. A CF system will analyze the data and find all users who give the same five movies with rating of five then recommend the list of movies that these same users' interest to user X.
A schematic diagram of CF algorithm is shown in Figure 1 . In the picture, we can see the matrix mxn represents user-item data. There is a rating score of each user m on item n at each entry of the matrix. Each individual rating has a numerical scale from 0 to 5. The 0 means the user has not yet rate that item [1] .
User-based Collaborative Filtering
User-based Collaborative Filtering is one of the most chosen algorithms to use in recommender systems by online companies [8] . It relies on the similarly behaviors between each users in the group. These behaviors are including buying or ratings items. The behaviors of various users in one group can help recommending other users in same group to buy or rate different items [12] .
There are many algorithms to calculate the similarity between the two users in CF systems. One of them is Pearson correlation algorithm. It is a most chosen algorithm to use in CF systems [2] . Pearson correlation only computes the similarity between the two users who rate a same item. For example, let S is the set of items where both user x and user y rated. Then the Pearson correlation computes the similarity between user x and user y as [2] :
Considering as the most used algorithm in Collaborating Filtering, there are some limitations in user-based approach. The first limitation is the scalability of the algorithm. The computation of user-base CF is more complex when the number of users gets bigger [12] .
Therefore, it is difficult to use user-based CF in big online service companies as Amazon and Netflix. User-based CF recommender systems can work very well with a small dataset, but they usually don't work well with a large dataset like Netflix's dataset. Second limitation of userbased CF is performance [12] . Its performance is slow because User-based CF needs to recomputed the similarity of user-user every time it gives new recommendation.
Item-based Collaborative Filtering
Instead of computation between two users, the item-based collaborative filtering algorithm computes the similarity between two items. The computation of item-based algorithm is much simpler and more scalability than user-based algorithm. Usually, there is less number of items than users in online service companies. For example, Netflix's dataset has over 480,000
users but there are only 18000 movies. To compute the similarity between two items, the users who rated both items need to be selected as in Figure 2 [1] . Then the calculation will be used on these users and items. For
Pearson correlation algorithm, the similarity of two items is compute by [1] (4.1)
Here is average number of item i, R u,i is number of rating user u gives on item i.
The prediction of user on target item is computed after we have similarity score of all other items to target item. For the set of all items which rated by the user, the prediction of user u on item i is given by [1] (4.2)
Where s i,N is the similarity between item i and other item in set N. R u,N is the rating of user u on item in set N. Set N is the set of items which rated by user u.
Fisher Transformation
Unlike confidence intervals around means, confidence intervals around Pearson correlation r are not symmetrical. The confidence interval around a Pearson correlation r is based on Fisher's transformation. The transformation is given by [13] .
Difference than Pearson correlation, transform value z is normally distributed with expectation equal to 0.5ln(1 + p)/(1 -p). Where p is the population correlation and have variance equals to 1/(n-3) with n is the sample size. Figure 3 shows the conversion between Pearson correlations to fisher value z [13] .
Figure 3: Fisher transformation of Pearson Correlation
The x-axis is Pearson correlation and has a range from -1 to 1. Looking at Figure 3 , we can see that when Pearson correlation value goes near the outer limit, the fisher value will go to positive and negative infinitive. The transformation value is more stable in the middle of the range. As show in Figure 4 and equation (6.1), confidence interval is related with Pearson correlation and the sample size. When the value of Pearson correlation is high, the lower limit of confidence interval also has high value. Same thing for the sample size, with high number of sample size, the value of lower limit of confidence interval is closer to the Pearson correlation.
Confidence Intervals
Instead of using Pearson correlation, we can use lower limit of confidence interval to find the similarity between the two items and also take the sample size into the computation.
Content Based Method
Content-based recommendation method use extra information of user's profile or item's profile in the computation. To give recommendation to one user, the profile of target user will analyze and items which matching to user's profile will be selected [2] . For user who likes action movie, all movies with action genre will be selected and recommend to target user. In another example, when user is twelve year old and likes animation movie, then most of the Disney animation movies will be recommended to this user.
Content based algorithm can work best with items that has lots of information like documents or news website. On Google website, a content based algorithm is used to give user news and information based on user's location. When I logins to Google and go to news page, I
can see all the news that is happening in San Jose where I live.
There are some disadvantages with the content based algorithm, because its algorithm is based on user's or item's profile. The profile needs to be easy to extract by computer.
Therefore, it works well with text or xml file but has difficulty when dealing with media data like movies or pictures.
Experimental Results
At the beginning of the project, I try to calculate the Pearson correlation between the two users with equation (3.1) but it did not work. It took over six days and did not finish the computation. So I did more research on papers about user-based Pearson correlation. The computation of all user-user correlation is not possible because the dataset is too big. Netflix's dataset has over 480 thousand users [4] and to compute Pearson correlation on all user-user pair will have over 1Terabyte data [5] . So I switch to item-based collaborative filtering approach and use equation (4.1) to get all item-item correlations. To manage the database of Netflix's training set, I use Netflix recommender framework from Benjamin Meyer [11] . The framework is written in c++ and it converts Netflix data's text files into 2 binary files, movies.data and users.data. Each file has about 400 Megabyte data. Movies.data contains all movies with users and ratings and users.data contains all users with movies and ratings as figure 4 shows. It is much easier to manage and access data from binary files than mysql database. The runtime for computation is also faster in binary files because they can be loaded into memory while mysql database, over eight Gigabyte, can not be loaded into memory when doing the computation. 
Pearson Correlation with lower limit of confident interval Algorithm
Fisher transformation and Confidence interval has been used to improve the movies recommender system. The lower limit of confidence interval takes size of the number of ratings and Pearson correlation into the computation of recommendation and prediction for the target movie. When the size of the number of ratings is high, the value of lower limit will stay closer to the Pearson correlation. When the size of the number of ratings is low, the value of lower limit will get farther from the Pearson correlation. The movie which has high value in both number of ratings and Pearson correlation with the target movie will have high value in lower limit of confidence interval. This movie will be selected into list of recommended movies and set of neighbor movies to predict the rating of target movie. By ranking the movies with lower limit of confidence interval from high to low value, we can get the better result as example of Figure 6 . 
Content based Algorithm
To The xml file, catalog.xml, is about three hundred Megabyte and contains movie's title, genre, and released year as in Figure 7 . I try to use java DOM to parse the xml file, but it is too big to load all of it into memory. DOM needs over three Gigabyte to build a tree in memory and my computer has only three Gigabyte, so it is out of memory. A java parser will parse the xml file and collects all the genre of movies in Netflix's training set and imports them into mysql table as in Figure 8 . There are total of 501 different genres including action, drama, horror, fantasy, etc. The content based algorithm finds and matches genres of all the movies to target movie.
"Lord of the Rings: The Return of the King" movie has five genres and they are "Action and Adventure", "Fantasy", "Action Sci-Fi and Fantasy", "Dramas Based on the Book", "Dramas
Based on Classic Literature". The algorithm finds all the movies in the database and matches them with these five genres. Then it ranks the movies based on the number of matching genres.
In Figure 9 , the top thirty movies with common genres to LOTR:ROK are given. We can see that the algorithm work really well for LOTR:ROK because the top nine movies is relate with LOTR:ROK and about Lord of the Rings story.
The php code to display Figure 9 is follow: 
Making Predictions
The prediction algorithm is shown in equation (4.2). For each movie i that is unrated, Collaborative finds the subset of the similar movies that predict for i. This subset of movies is sorted with respect to the degree of the Pearson correlation and thirty movies with highest Pearson correlation will be used as Neighbor movies in equation (4.2).
For lower limit confidence interval algorithm, the subset of movies is sorted with respect to the degree of the lower limit confidence interval and thirty movies with highest lower limit confidence interval will be used as Neighbor movies in equation (4.2).
For Pearson correlation algorithm, the RMSE of Netflix's Probe Data is 0.929651 as in Figure 10 . The algorithm took 2759 seconds to make 1408395 predictions. It is about 510 predictions for every second, and it is a very slow process. Pearson correlation algorithm has a better improvement over Netflix's Cinematch. For lower limit confidence interval algorithm, the RMSE of Netflix's Probe Data is 0.930027 as in Figure 11 . The algorithm took 2189 seconds to make 1408395 predictions. 
Summary of Results
For Collaborative filtering approach, the lower limit of confidence interval algorithm gives better result than the traditional Pearson correlation. Confidence interval algorithm takes into account both of the size of the users who rate movie and the value of Pearson correlation.
The movie with more numbers of ratings usually is a popular movie and it gets a high ranking in recommended list. The RMSE over Probe data of the confidence interval algorithm also has more improvement over Pearson correlation algorithm, 0.92669 over 0.929651. Both the itembased CF algorithms give better RMSE result than Netflix's algorithm as in Table 8 .1.
The content-based approach has better real-time performance than item-based CF methods when giving the list of recommended movies. It takes CF methods over one minute to do the calculation and display thirty recommended movies while the content-based method can do it in less than ten seconds. Because the content-based algorithm has extra genre information of the movie, it gives same or better recommended list than item-based CF algorithm.
Future Work
Due to the huge size of dataset, many algorithms cannot be use such as user-based Collaborative Filtering. It takes lots of time to do the calculation on Netflix's dataset. It needs seven hours to import all dataset into mysql database and eight hours to calculate all Pearson correlations between each items. To recommend movies to the user, it takes over one minute to do calculation and display the result. We need to find a better way to improve the respond time for each query. Otherwise, user cannot wait that long for any web service.
Conclusion
This project has attempted a new approach in doing recommender systems on a large dataset. Confidence interval and extra information like genres have been incorporated into recommender system and give better improvement over Netflix's algorithm. Both item-based algorithms improve RMSE over Netflix's algorithm by 1.9 percent.
It is a challenge to implement a recommender system to work on this scale of data. I need to use different language, such as java, c++, perl, php, to manage the data and have efficient computation. ?> <h1>30 Recommend movies for: <? echo $movie_title." (".$released. ")"; ?></h1> <table border="2" cellspacing="2" cellpadding="2"> <tr> <th><font face="Arial, Helvetica, sans-serif">Movies</font></th> <th><font face="Arial, Helvetica, sans-serif">pearson correlation</font></th> <th><font face="Arial, Helvetica, sans-serif">Number of Rating</font></th> <th><font face="Arial, Helvetica, sans-serif">Lower Limit</font></th> <th><font face="Arial, Helvetica, sans-serif">Upper Limit</font></th> <th><font face="Arial, Helvetica, sans-serif">Width</font></th> </tr> <? while ( [1] ; ?></font></td> <td><font face="Arial, Helvetica, sans-serif"><? echo $values [2] ; ?></font></td> <td><font face="Arial, Helvetica, sans-serif"><? echo $values [3] ; ?></font></td> <td><font face="Arial, Helvetica, sans-serif"><? echo $values [4] ; ?></font></td> <td><font face="Arial, Helvetica, sans-serif"><? echo $values [5] ; ?></font></td> </tr> <? $i++; } // end while ?> </table> </body> </html> Run confidenceprediction to generate text file confidenceprediction.txt as in figure 11. 
