Abstract
Introduction
American options are difficult to price because they can be exercised at any time during their lifetime, and therefore closed-form solutions for their values cannot be obtained.
The binomial method introduced by Cox, Ross, and Rubinstein (1979) is still the most widely used valuation model, because it is easy to implement and produces reasonably accurate results. However, it has a major drawback, namely the fact that a high degree of accuracy can only be achieved with a high number of time steps, which reduces the computational speed and results in considerable efficiency costs. Furthermore, it cannot be used to price certain derivatives such as, for example, options on arithmetic average 1 .
Various alternative methods have been suggested to enhance the computational efficiency of American option pricing in comparison to the binomial model and overcome its drawbacks. For instance, Breen (1991) proposes the accelerated binomial model, and shows that a satisfactory degree of accuracy can be achieved using only 150 steps. However, his model has the limitation that it is based on the extrapolation method of Geske and Johnson (1984) , which may give rise to non-uniform convergence. Ju and Zhong (1999) derive an approximation formula to price American options along the lines of Barone-Adesi and Whaley (1987) . They show that their approach produces accurate prices and is computationally efficient, though it has the drawback of not achieving convergence. More recently, Sullivan (2000) puts forward a method combining Gaussian quadrature and Chebyshev polynomial approximation to achieve the best combination of accuracy and computational efficiency in pricing options. He presents numerical evidence that this technique delivers a price that is as accurate as that generated by finite difference methods, and, on average, even faster. Finally, Longstaff and Schwartz (2001) suggest to combine Least Squares with Monte Carlo techniques to price American options. Their method is very easy to programme and can be extended to price AmericanBermuda-Asian options and many others. However, the computational time it requires for achieving an accurate price is considerable. Moreover, very little is known (apart from their Proposition 1) about the asymptotic properties and convergence of the proposed Least Square estimator.
The method suggested in this paper is similar to Sullivan's (2000) in three respects, namely: our model is based on the risk-neutral pricing relation used by the binomial method; we consider a continuous (rather than a discrete) process generating stock prices; we keep the log-normal density instead of replacing it with the binomial one. However, in contrast to Sullivan (2000) , we fit the functional at Chebyshev nodes 2 .
The advantage of our approach is its flexibility, and the fact that it is easily implementable also for pricing options written on multiple assets or other kinds of options (i.e. geometric or arithmetic average options), similarly to the Longstaff and Schwartz (2001) method. In addition, it is applicable in other fields, providing efficient solutions to complex systems of partial differential equations. These features make our approach very attractive. One reason why polynomial approximations of this type are underutilised (in comparison to direct ad hoc approximation methods) by applied researchers might be lack of familiarity. Therefore, in Section 3, we provide some guidance on how to use them to solve systems of differential equations. We also describe an alternative method based on dynamic programming to approximate the value of the option in each time period.
The layout of the paper is the following. Section 2 describes the option pricing valuation model. Section 3 outlines the approximation method we advocate to obtain the solution to the option pricing problem. Section 4 evaluates its empirical performance by comparing it to the benchmark and other methods in terms of both accuracy and computational efficiency. Section 5 summarises the main findings of this study and offers some concluding remarks.
The Valuation Model
American options have the feature of allowing the holder to exercise them before the expiration date, which gives rise to serious difficulties for valuation models. As already mentioned, at present the Cox, Ross, and Rubinstein (1979) binomial model for approximating the option value function is still seen as the benchmark technique against which alternative approaches should be evaluated. In this section we propose a simple and flexible model to evaluate American put options that is similar to the one used in the analysis of investment under uncertainty (see Dixit, 1992 and Pindyck, 1991) .
Suppose that the price of a non-dividend-paying asset in period 0 is , and denote with 0 P K the strike price of a put option written on that asset. Assume that from time 1 onwards the price of the asset is with probability q , and with probability
, where
, r is the annualised interest rate and σ the annualised volatility of the asset price. The following is also assumed:
Assumption 1: The option can only be exercised today or never.
Under Assumption 1, and if we denote with the present value from exercising the option, then:
the option is in the money, and if exercised it generates the following payoff:
3 Assumption 2: The holder does not exercise the option but instead waits until the next period when new information becomes available.
Assumption 3: Given the above probability structure of the model, the next period's asset price will stay the same in periods 2,3… 1 P Under assumptions (2)- (3), discounting back the income stream we have:
For each movement in the price P , the holder will exercise the option if , with the following payoff:
Combining equations (1) and (2) the net present value, in period 0, from exercising the option is:
where
Assumption 4: In any period t, the holder observes the state of the system , and takes an action , earning a reward .
is a closed set containing all the information on ) 1 /( + t s t P at , such that . That is, the probability of next period`s state, conditional on current information, depends only on the current state and the investor`s actions. 
Therefore the holder will choose an to maximise:
As shown in Dixit and Pindyck (1994) , the Bellman equation for this optimal stopping time has a solution in continuous time that takes the following form:
Equation (6) represents a "fundamental arbitrage condition" that is interpreted as saying that, in order for the holder to keep the option, he must earn at least the risk-free return 5 .
The solution of the Bellman equation given by (6) is the value of the option.
However, as it stands, equation (6) 
If we set )
, where φ is a suitable basis for an n-dimensional family of approximating functions and is an n-vector of time-varying coefficients, equation (7) can be re-written as follows
To determine , we select n-values of , , and solve (8) for that particular set of values. Given the n-dimensional family of basis functions chosen, (8) can now be rewritten in the form of a system as follows:
where Φ and are two matrices. Ψ n n × Therefore the solution to our option pricing problem is given by:
See Appendix 1 for a proof.
Polynomial Approximation
In the previous section we suggested solving the Bellman equation, which describes the option pricing problem, by using approximations. In this section we describe in greater detail the approximation method adopted in this paper.
Let be a function defined on the interval that is not tractable analytically, and assume that
P is a polynomial that interpolates V at the distinct 1 + n points , with . In order to solve the option pricing problem by approximation we need to define: (a) the family of basis functions to approximate the function , (b) the interpolation nodes, . In this section we show that Chebyshev polynomials in conjunction with Chebyshev nodes offer the best solution to our problem. even what order polynomial is needed to achieve a certain degree of accuracy.
The error made by using a polynomial of order to approximate the function given in Theorem 1 can be easily calculated as:
The objective of using such an efficient polynomial consists in choosing a set of nodes so as to make the term ∏ as small as possible (Kenneth, 1998 (Rivlin, 1990) , and has been shown to perform well empirically (Rivlin, 1990) . Chebyshev nodes are also known to possess a further convenient property, i.e. equi-oscillation 9 (Kenneth, 1998) .
As important as the choice of the nodes interpolants is that of a family of functions from which the approximant P will be drawn. We suggest using a Chebyshev polynomial. This is defined as 10 : 
, n i ,..., 1 = 8 A classic example is Runge`s function (Rivlin, 1990) . 9 This property states that the maximum error of a cubic function, for example, shall be reached at least five times, and the sign of this error should alternate between the interpolation points. 10 Note that in this application we use the general formula for the Chebyshev basis, however there exists also a recursive formula.
A Chebyshev basis polynomial, in conjunction with Chebyshev interpolation nodes, produces an efficient interpolation equation which is very accurate and stable over . Furthermore, such a polynomial should be able to replicate, not just the function V at , but also its derivatives . Therefore the approximant that solves our problem can be defined as follows 
, with being the j basis function evaluated at the i-th interpolation node. When is allowed to vary over some other interval, say Figures (1-3) .
Insert Figures (1-3) here
As can be seen, when the approximation is calculated using Chebyshev basis functions the error is of the order of 1×10 -7 for a polynomial of order 10. Spline and linear spline functions do not achieve a comparable degree of accuracy even increasing the order of the polynomial to 30.
Numerical Results and Comparisons
To evaluate the empirical performance of the proposed method we compare it in this section, in terms of both accuracy and efficiency, to the benchmark, i.e. the binomial tree model with 10,000 time steps, as well as the analytical approximation of Barone-Adesi and Whaley (1987 -BAW henceforth) , and a method based on solving equation (3) by dynamic programming (DP), which is explained below. We use the root mean squared errors (RMSE) as a measure of accuracy. Computational efficiency is measured in CPU time (seconds) required to compute the price of the entire set of options. Table 1 shows the results for the entire set of options considered. We specify the set of parameters as in Ju and Zhong (1999) . We also report the results using the Black and Scholes method (1973 -B&S henceforth) 13 .
Insert As can be seen, the BAW (1987) method is quite accurate, but the method based on dynamic programming gives the best results. The latter requires approximating the Bellman equation in (3) using backward recursion and specifying a reward function , and a transition probability function f Ρ . Once the terminal value function, , has been set, one can easily solve equation (3) by recursively calculating at each step the optimal value function and the state of the system . will give the price of the option.
Table 1 also shows that the DP method produces very similar results to those generated by the binomial tree with 10,000 time steps. In other words, it is qualitatively equivalent to the accelerated binomial tree method proposed by Breen (1991) , but it has the advantage that it does not rely on extrapolation techniques 14 .
Figure (4) shows the solution to the option price problem using dynamic programming for different values of the underlying stock.
Insert Figure 4 here Table 1 , column 7 shows the option prices obtained using the least squares Monte Carlo approach suggested by Longstaff and Schwartz (2001 -LS henceforth) . Clearly, at least in this simple case and for this particular parameter specification, their method does not outperform the alternative ones previous methods above 15 16 . As in Stentoft (2003), we find non-monotonicity in the convergence of the option price given by this model towards the true option price. This limits the usefulness of Proposition 1 in LS (2001).
Finally, in the last column of Table 1 , we report option prices obtained by using our suggested methodology. We use the first three (plus an intercept) Chebyshev basis to estimate the parameters in (11) i c 17 . We assume 50 time steps and 100,000 Monte Carlo replications to generate stock prices. The basis number has been chosen using Theorem 6.4.2 in Kenneth (1998) . We note that, although our proposed method produces less accurate prices than the Binomial, the BAW (1997) and the DP methods, its RMSE appears to be in the bid-ask spread range for traded stock options. Further, as already pointed out, in common with the LS (2001) method, and in contrast to the other methods presented above, it is easily implementable to price more complex derivatives. Finally, it appears to outperform the LS (2001) method.
We also verify that the function we have approximated is smooth across the early exercise boundary, that is 1 ) ,
, where is the critical value for which the value of the option is equal to its exercise price. This can be done by plotting ) (t s p ds dP against near the exercise boundary. Figure (5) shows the plot for the case . We estimated that, for this value of
Next, we assess the computational efficiency of the algorithm we use in comparison with other methods. The routines were written in MatLab 6.0 and run on a Pentium 4 1.6GHz-M, 256MB. As already pointed out by several researchers (see for example Breen, 1991) , efficiency depends highly on the particular hardware/software used. To partially tackle the problem we decided to calculate the CPU time over the entire set of options listed in the Table 1 . The results are reported in Table 2 .
Insert Table 2 here finally use the average as an estimate for the option price. This is likely to result in an efficiency loss, though. The computer routines used for this method are available from the authors on request.
It appears that the BAW method outperforms the DP one. By contrast, the latter has a very similar performance to the accelerated binomial method of Ju and Zhong (1999) applied to the same set of options. In fact, these authors report a CPU time of 1.177 compared to our 1.951. This result, once again, suggests that, qualitatively, the DP method is equivalent to the accelerated binomial method and slightly more accurate.
Computational time appears to be a problem for the LS (2001) method, much less so for the method proposed in this paper. 
Conclusions
This study contributes to the literature on American option pricing by suggesting a valuation method based on Chebyshev approximation at Chebyshev nodes to estimate the log-normal density. This method is employed to price a large set of American put options, and is shown to produce reasonably accurate prices for the options considered.
We also investigate its efficiency, and find that it outperforms alternatives methods such as the LS (2001) one. In our view, though, the main advantage of our approach consists in providing a simple and reliable framework which can be applied to price more complex derivative instruments. Evaluating the hedging performance of our method would also be of considerable interest. These issues will be investigated in future papers.
We also describe an alternative method based on dynamic programming to approximate the option value in each time period. This approach appears to be qualitatively equivalent to the Accelerated Binomial tree proposed by Breen (1991) , but has the advantage of not being affected by problems of non-uniform convergence.
Appendix 1
Recall equation (6):
The investment in the option does not generate any cashflow up to the time the option is exercised. However, we can still express the return on this investment for the holder of the option in terms of its capital appreciation. Therefore we can reasonable assume that the Bellman equation above takes the following form in the continuation region: Approximation error using (8) and Chebyshev polynomial when volatility is equal to 0.2 and the interest rate is 0.048.
Figure 2
Approximation error using (8) and splines basis when volatility is equal to 0.2 and the interest rate is 0.048.
Figure 3
Approximation error using (8) 
Figure 4
Put option value using dynamic programming, with strike price equal to 40, volatility to 0.3 and expiration time to 0.5833. The number of time steps was set equal to 150. Table 2 Average CPU time (in seconds) over 27 options.
