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RESUMO
Foram apresentados os ajustamentos clássico e livre 
para detecção de deformações,sendo que para o caso livre apre­
sentou-se também o modelo multivarlado.Para decidir se as de­
formações obtidas são resultantes de deslocamentos ou das flu­
tuações probabi1 ística das observações, apresentou-se os tes­
tes de hipóteses tratados como injunções do ajustamento e os 
baseados na estatística t.O ajustamento com conhecimento a 
priori sobre os parâmetros aproximados foi também objeto de
análise.Ao final,simulou-se diversas redes de nivelamento com 
o objetivo de aplicar os métodos propostos.Em função dos re­
sultados apresentou-se algumas conclusões e recomendações.
ABSTRACT
The classic and free adjustment were presented to
detect deformat ions,and that for the free case the multiva­
riate model was also presented.To decide whether the deforma­
tions obtained are resulting of displacement or of the proba­
bilistic fluctuations of the observations ,hipothesis test we­
re presented, as constrains of the adjustment and those esta­
blished in the t statistic .The adjustment with aprior know­
ledge about the aproximated parameters,was also object of
analisi s.In the end,several levelling networks were simulated 
with the objective of aplicating the proposed methods.In 
function of the obtained results,some conclusions and recomen- 
dations were presented.
1HTRQDUCXQ
1.1 Definição do Assunto
As grandes estruturas de engenharia estão sujeitas a 
deslocamentos e deformaçóes com o transcorrer do tempo.Se os 
deslocamentos forem de dimensão superior ao limite de seguran­
ça admissível,providênclas devem ser tomadas para evitar gran­
des danos de natureza material e humana.Um plano de monitora­
ção é então indispensável,não somente durante a fase constru­
tiva, mas também ao longo de toda sua vida üt1 1 .Isto possibili­
ta a adoção de medidas preventivas e/ou corretivas que even­
tualmente se façam necessár1 as,além de propiciar subsídios pa­
ra projetos futuros.
Os métodos de determinação das varlaç&es pontuais em 
estrutura dlvldem-se em dois grupos báelcosi internos e exter­
nos I ol I .
Os métodos 1nternos,também denominados mecÊn1cos-fí- 
slcos Io2 I,recorrem a aparelhos e dispositivos instalados na 
própria obra,sendo que a medida dos deslocamentos é rei ativa.A 
maioria destes métodos tem como característica o fornecimento 
de somente uma ou duas dimeneSes dos deelocamentoe.
Os métodos externos propiciam a determinação de des­
locamentos absolutos e geralmente situam os equipamentos de 
medição fora da obra.Com estes métodos os deslocamentos podem 
ser fornecidos em até três d 1mensSes,nas épocas previamente 
estabelecidas.Os métodos geodésico e fotogramétr1co represen­
tam uma sub-dlvlsão dos métodos externos.
As observações coletadas por estes métodos em geral 
são superabundantes e sujeitas a flutuações probabi1 ístícas. 
Elas devem então ser ajustadas com o objetivo de proporcionar 
coordenadas única para os pontos de interesse.Os deslocamentos 
ser3o a principio as diferenças de coordenadas de uma época 
com relação a outra,as quais devem ser analisadas estatistica­
mente para decidir se as diferenças de coordenadas representam 
dentro de um determinado nível de signiflcSncla,os deslocamen­
tos propriamente dito ou as flutuaçSes probabi1 íst1cas das ob­
servaçSes. 0 ajustamento e a análise estatística serão tratados 
neste trabalho.
0 ajustamento será efetuado pelo método dos mínimos 
quadrados,o que proporcionará nas épocas previamente estabele­
cidas, as coordenadas ajustadas dos pontos de interesse com a 
respectiva matriz var1 6nc1a-covar1ânc1 a. Em lo3l cita-se que o 
ajustamento livre não soluciona o problema da deficiência de 
posição e orientação nas redes implantadas para detectar des­
locamentos, razão pela qual se utiliza o ajustamento clássico. 
Entretanto, em Io4I e Io5I afirma-se que as redes geodésicas 
estabelecidas para detectar deslocamentos são em geral redes 
1 1 vres.
A análise estatística pode ser efetuada consideran­
do-se os testes de hipóteses como lnJunções do ajustamento ou 
por testes de hipóteses formulados após o ajustamento.
1 . 2  Objetivos
Os dois objetivos principais desta pesquisa sSo;ana­
lisar entre os ajustamentos clássico e livre,qual apresenta 
melhores resultados na detecSo de deslocamentos e verificar 
qual tipo de teste de hipótese proporciona maior números de 
decisóes corretas para o caso em questSo. Um outro aspecto em 
análise neste trabalho,trata de verificar se os resultados do 
ajustamento clássico sSo melhorados nas situaçóes em que se 
tem uma avaliaçSo da preclsSo com que sáo obtidos os parâme­
tros aprox1mados.
1 .3 Metodoloqla
No capítulo 2 serSo apresentados os ajustamentos 
clósslco e livre. Para o c1ásslco,aborda-se também o caso em 
que se tem conhecimento sobre a preclsSo com que os parâmetros 
aproximados foram obtidos. No ajustamento livre, apresenta-se 
as soluçSes pela pseudo-lnversa e inversa generalizada refle­
xiva simétrica (I.G.R.S.). O modelo paramétrico mui ti variado 
com soluçSo pela l.G.R.S. é também objeto deste capítulo.
A anóllse estatística dos deslocamentos será aborda­
da no capítulo 3. SerSo apresentados os testes de hipóteses 
como injunçSes no modelo paramétrico mui ti variado e os testes 
de hipóteses para o modelo univarldo. Nestes últimos, os tes­
tes serSo dados em funçSo do deslocamento padronizado , o 
qual representa a razão entre o deslocamento e o respectivo 
desvlo-padrSo.
li
Para alcançar os objetivos propostos para este tra­
balhões assuntos abordados nos capítulos 2 e 3 serão aplica­
dos em várias redes de nivelamento slmuladas,nas quais os 
deslocamentos são conhecidos. Estas experiências serão descri­
tas no capitulo 4. Com base nos resultados obtidos,alguns co­




As observações obtidas pelo método geodésico ou fo- 
togramétríco visando detectar deslocamentos entre várias épo­
cas, proporei onam as coordenadas dos pontos de interesse nas 
épocas estabelecidas e as diferenças entre elas serão em prin­
cípio os deslocamentos.
Para determinar as coordenadas (p1animétricas e al- 
timétricas) dos pontos de interesse,dispõe-se em geral de um 
número de observações maior que o mínimo necessário para esse 
fim. Cuidados especiais cercam a fase de obtenção das observa­
ções , podendo-se esperar que as influências resultantes sobre 
elas sejam apenas aleatórias. Pode-se portanto efetuar o ajus­
tamento pelo método dos mínimos quadrados,visando estimar os 
v&loree maie prováveis dos parâmetros incógnitos,sua precisão 
e a eventual correlação entre eles. No método fotogramétrico o 
ajustamento é efetuado trtdimensionalmente, enquanto que no 
método geodésico pode-se ajustar a planímetria separadamente 
da altimetria,ou então,ajusta-se também tridimensíona 1 mente.
Neste capítulo trata-se dos ajustamentos livre e 
clássico. Em todos os casos serão estabelecidas as expressões 
que proporcionam as influências de informações adicionais; de­
signadas por injunções funcionais. Âo final apresentar-se-á a 
solução mui ti variada para o ajustamento livre.
2.2 Matriz de Observações
Conforme cltou-se anteriormente, as observações co­
letadas para o trabalho em questSo sSo em geral superabundan­
tes e sujeitas a flutuações probabi1 íst1cas (classicamente de­
nominadas de erros). 0 tempo é uma variável obrigatória a ser 
consideradalo&l. Cada tipo de observaçSo deve ser conduzida 
permanentemente quando as deformações nSo sSo previsíveis no 
decorrer do tempo , caso contrário, obtém-se amostras em épo­
cas previamente estabelecidas. Isto significa que uma observa­
çSo proporciona uma série temporal de observações e os diver­
sos tipos de medidas proporcionam uma série espac1 a 1 Io7I.
Conslderando-se que nas p épocas estabelecidas te­
nha-se obtido uma amostra de kl elementos para cada tipo das n 
observações, obtém-se a seguinte matriz de observações:
1 í ̂ 1 1 > , . . . , l^tj), 1 i<t2> , - 
1 2 <t!>,...,I2 <ti>,l2 <t2 >,-
Kl
k2




, 1 2 (t p)
1 kn 1 kn kn
*n » • • • ' *n >, 1 n ( t2 ),..., 1 n (t2 ),..., ln (tp)
(2 .1)
k isendo que para cada observaçSo 1 Identifica o tipo de
observaçSo, kl o número de vezes que ela foi medida em cada 
época e J a época propriamente dita. é lógico que em cada 
época as observações nSo foram todas obtidas num mesmo instan- 
tejmas assim será considerado neste trabalho. Pode-se notar 
que em cada série temporal de observações, o número de vezes
que esta foi medida pode variar de uma para outra. Já em cada 
época, as mesmas observações foram efetuadas com o mesmo núme- 
ro de elementos na amostra.
Na prática, cada série de medidas correpondentes a 
uma determinada época é representada por um único valor, o 
qual é obtido pela média aritmética simples, quando as obser­
vações de um mesmo tipo apresentam a mesma precisão. Então:
_  Kl
1 i (tj>= Z_1 t (tj)/ki (2 .2 )
com i=l,...,n e J=l,...,p. A matriz de observação será então 
representada por:
L=
i1 (t1 ),ii(t2),...,r!(tp) 
T2 Ítj) ,I2 (t2) , • • • , l2 (tp>
ln(t^) , ln < t2 ) , . . . , ljfî tp )
(2.3)
Cada componente Ij de (2.3) representa o valor deter- 
minístico de uma determinada série temporal de observações,o 
qual não descreve satisfatoriamente as variações de com t, 
tornando-se necessário usar um modelo estocástico. Â componen­
te determinística é composta do valor esperado da observação 
acrescido das componentes sistemáticas não removidas nos pro- 
ceBsos de medidas e modelos matemáticos utilizados para tal 
fim. Estas últimas serão consideradas inexistentes para este 
trabalho.
Una vez obtida a parte determinística das observa­
ções, pode-se avaliar sua conponente estocástica, a qual é de­
signada por v. Segundo I0 8I, os resíduos estocásticos poden 
ser decompostos em
v = r + s, (2.4)
sendo que r representa o resíduo estatisticamente independente 
e • o resíduo estatisticamente dependente; ambos com média ze­
ro. 0 resíduo s é algumas vezes denominado de sinal, sendo 
muito ütil em predição. No transcorrer deste trabalho, o resí­
duo m será considerado inexistente, de modo que o resíduo v 
será tratado como estatisticamente independente para cada sé­
rie temporal de observações.
As séries de observações que geram a matriz (2.3) 
devem ser analisadas individualmente antes de introduzi-las no 
modelo matemático a ser adotado. Elas podem ser testadas sobre 
dois pontos de vista diferentes: o primeiro verifica a funçSo 
densidade de probabilidade postulada e o segundo examina cada 
observação de usaa série; verificando se a mesma é compatível 
com as demais. Estes procedimentos encontram-se em lo9l. A re­
jeição de uma série de observações requer a realizaçSo de uma 
nova série. Deve-se portanto efetuar esta análise praticamente 
em tempo real.
Após a análise, dispõe-se da parte determinística da 
série de cada tipo de observação e uma avaliaçáo da variância 
da parte estocástica, a qual pode ser a mesma estabelecida na 
pré-análise; caso a série seja aceita. As covariâncias entre
cada eérie de observaç&es numa época e épocas distintas, serão 
consideradas nulas. Cada coluna da matriz (2.3) refere-se as 
observaç&es de uma dada época, podendo-se a medida que elas 
são disponíveis, introduzi-las no modelo matemático para ava­
liar os deslocamentos dos pontos de interesse.
2.3 Modelo Matemático
0 modelo matemático é uma relação funcional entre 
observaç&es e parâmetros(incógnitas). A figura 01 ilustra os 
espaços matemáticos envolvidos e as ligaçSes entre eles. Nesta 
figura, X* e L* representam respectivamente todos os valores 
possíveis de X e L.
Fig.01 Relação linear entre os espaços 
matemáticos envolvidos.
Neste trabalho trata-se do modelo explícito em L e 
formulado no espaço das observações, comumente denominado de 
método paramétrico. Cada observação lj proporcionará uma equa­
ção fj, em geral nâo linear, envolvendo todos ou parte dos pa­
râmetros. A função
La = F(Xa) (2.5)
representa o referido modelo. Nesta expressão nLa^ é o vetor 
das observações ajustadas, uXaj é o vetor dos parâmetros ajus­
tados e F transforma X em L-
0 modelo matemático expresso por (2.5), se nâo for 
linear, deve no entanto ser 1ínearizável. A linearização é 
feita pela série de Taylor, desprezando-se os termos de ordem 
superior à primeira. Substituindo La e Xa por Lb + V e Xo + X 
respectivamente, tem-se:
Lb + V = F(Xo + X). (2.6)
Efetuando-se a linearização obtém-se:









V = AX + L. (2.10)
A expressão acima representa n equações de observações linea­
rizadas envolvendo u parâmetros, onde:
nVi é o vetor dos resíduos das observações em uma época qual­
quer
nAu é a matriz de projeção de X em P,
uXo} é o vetor dos parâmetros aproximados,
uXl é o vetor das correções aos parâmetros aproximados,
n^l é o vetor das observações numa determinada época,corres 
pondendo a uma coluna da matriz (2.3), 
nLoi é o vetor das observações calculadas em função dos parâ 
metros aproximados e 
nLji é um vetor constante dado por (2 .8 ).
A matriz 6 da figura 01, a qual transforma L em F,
neste caso é igual a -1 (matriz identidade).
Os parâmetros aproximados uXo^ podem ser obtidos em 
uma carta ou por um transporte preliminar de coordenadas, fa­
zendo-se uso de fórmulas abreviadas.Os elementos do vetor nLO} 
devem no entanto ser calculados com todo rigor.
2.4 Equações de observações linearizadas
Nesta seção transcreve-se as equações de observações 
linearizadas dos diversos tipos de observações que normalmente 
são efetuadas. Tomando-se como base a figura 02, tem-se equa-
ções de direção, ângulo, distância e orientação, as quais são 
obtidas pelo método geodésico. Estas expressões podem ser ob­
tidas a partir de consultas em 1101 e 1 1 1 1 .
N
A N
Fig.02 Três vértices de uma rede com 04 
tipos de observações.
a) Direção Dtj
v 4j=(S^ jseníl":) J-iCíEj-Ei JdNi-tNj-Nj IdEi-ÍEj-EiJdNj.
( 2 . 11 )<Nj-NpdEj3 - dZt + (eJj-ejj)
Nesta expressão, dZj é a correção à constante de orientação,
e ij = arctgC(Ej-Ei)/(Nj-Ni)D ( 2 . 1 2 )
representa o azimute da direção calculado em função dos parâ­
metros aproximados,
8 1J = DiJ + Zí (2.13)
é o azimute observado; sendo que Z\ é a constante de orienta- 
ção no vértice 1 e
S i°j = C<nJ-H?)2+(eJ-eJ)230. (2.14)
é a distância entre os dois vért1ces, calcu1ada era função dos 
parâmetros aproximados. Ej,Ej,Nj e Nj são as coordenadas apro­
ximadas em cada vértice e dEj.dEj.dNi e dNj são as correções 
às coordenadas aproximadas.
b) Angulo
ĵ ik - Dik “ D ij (2.15)
c) Azimute ou Orientação B jj
2
Vij=(S°jsen(l") )_1 [(Ej-E°)dNi-(Nj-N0i)dEi-(Ej-EÍ>)dNj+ 
(nJ-N pdEj] + (0°j-0^j) (2.16)
d) Distância S jj
V í Js=(SU )_1 c~ <Nj-N “>c3N t - (Ej-E°)dEi + (Nj-N°)dNj + 
(Ej-Ei°)dEj + (S®j-sfj) (2.17)
onde S j°j e Sjj representam respectivamente a distância calcu­
lada com (2.14) e a distância observada reduzida ao plano de
projeção.
Considerando-se ainda a figura 02 e admitindo-se por
exemplo que as coordenadas Nf, e \ e H| são conhecidas de um
ajustamento anterior ou estabelecidas arbitrariamente,pode-se 
introduzir três equações de observações posicionaisI12I.
•) PoeiçOei Hj, Ej • Hj
(2.18)
(2.19)
( 2 . 20 )
Vn! = dNj + (NJ-N?),
Vej = dEj + (Ej-Ej) e
Vh, = dH, + (Hj-H^).
f) Dif*r«nça d« Altitude A H 1j
Estes tipos de observaçSes ocorrem no nivelamento 
geométrico. No nivelamento trigonométrico, embora a diferença 
de altitude nSo seja observada diretamente, ela é tratada co­
mo no nivelamento geométrico. Tem-se entSo conforme 1131,
Vhjj = dHj - dHt + (AHlj-A11̂  (2.21)
onde dHj e dHj sSo respectivamente as correçSes as altitudes
o oaproximadas de Hj e Kj, AH< « é a diferença de altitude obser-
O
vada entre os pontos 1 e J * A H  Ij é a diferença entre Kj e
HJ .
Quando se trata do método fotogramétr1co para quan­
tificar deslocamentos e deformaçSes de estruturas de engenha­
ria, geralmente usa-se a fotogrametr1 a analítica, cujo método 
consiste da resseçSo e lntersecçSo espacial, tendo-se como mo­
delo matemático a equaçSo de colinearldade. 0 desenvolvimento 
do modelo matemático, visando obter as equaçSes de observaçSes 
linearizadas neste método, pode ser encontrado em 1141 e 1151.
2.5 Aplicação do método dos mínimos quadrados
Ha expressão (2.10) tem-se (n+u) incógnitas, (n re­
síduos e u parâmetros) ligadas por n equações.A introdução de 
nVi tem como finalidade tornar o sistema consistente, pois o 
mesmo apresentava anteriormente um nümero de equações maior 
que o de incógnitas. Tem-se agora uma situação inversa, com 
solução indeterminada.
A solução normalmente escolhida nos trabalhos geodé­
sicos é a solução de mínimos quadrados, determinada no espaço 
das observações, o qual torna-se um espaço Euclidiano afim. Um 
tensor métrico é selecionado baseado na inversa da matriz va- 
riância-covariância das observações tendo-se portanto uma
conotação estatística. A solução de mínimos quadrados é obtida 
minimizando a distância entre nV^ e n°l> sendo que o último 
representa o vetor nulo. Desta forma tem-se:
(j) = V ^ b-lV = (AX+pt-Ji k~1 (AX+L) = mínimo. (2.22)
Has aplicações práticas da técnica de mínimos qua­
drados, em geral somente a medida relativa entre os elementos 
de^r H é disponível, restando ainda determinar o fator de esca­
la. Atribuindo uma escala arbitrária para . obtém-se a
matriz dos pesos nPn das observações, ou seja:
P = °ci^Lb~ 1 (2.23)
que substítvi £Lb~* e® (2.22). Esta substituição não afeta o 
vetor de parâmetros e o de resíduos. 0 fator de escalao0 é 
designado fator de variância ou variância da unidade de peso a 
priori. Seu valor pode ser estimado após o ajustamento.
A minimização de (2.24) pode ser efetuada no espaço 
do modelo ou das observações, proporcionando a mesma solução
(A^PA)X = -A^PL. (2.24)
A expressão (2.24) é designada sistema de equações normais e 
geralmente é representada por:
NX = -U (2.25)
onde,
N = A^PA (2.26)
é a matriz dos coeficientes e
U = A^PL (2.27)
é um vetor constante.
2.5.1 Solução de mínimos quadrados para um sistema consistente
com solução ünlca
0 sistema de equações normais C2.25) seré consisten­
te quando a característica da matriz aumentada <N:U) for igual 
à característica de H. Se a matriz N apresentar grau de singu­
laridade nulo, sua característica e ordem serão iguais e as 
equações normais terão solução ünica. Sua solução pode ser da­
da por métodos diretos ou indiretos. A solução simbólica de 
(2.25) será expressa por
X = -N-1U, (2.28)
sempre que se deseja expressar a inversão de matrizes não sin- 
gu1 ares.
A estimativa de mínimos quadrados dos resíduos é da­
da pela expressão
V = AX + L, (2.29)
que adicionada ao vetor Lb proporciona as observações ajusta­
das. 0 vetor dos parêmetros ajustados é dado por:
Xa = Xo + X. (2.30)
Em razão da linearização do modelo matemático, ite­
rações devem ser efetuadas até que X tenda à zero ou seja des­
prezível para a precisão requerida. Isto possibilita obter a 
expressão (2.29) sem fazer uso da matriz A, haja visto que o 
vetor L em (2 .8) tenderá ao vetor V; circunstância que pode 
ser explorada computaciona1 mente.
0 caso em questão, em razão de ter-se admitido grau 
de singularidade nulo, representa o ajustamento clássico. To­
das as informações necessárias (posição,orientação e escala) 
são introduzidas no ajustamento.
2 . 6  ln.junções e singularidade
Podem ocorrer casos em que além das informações con­
tidas no modelo matemático principal (2.5), dispõe-se de in­
formações adicionais sobre os parâmetros incógnitos. Por outro 
lado, ocorre também o caso em que o referido modelo não apre­
senta a Bolução clássica, em razão da singularidade. Ambos os 
casos podem ser tratados como injunções; no primeiro denomina- 
se injunções funcionais, enquanto que no segundo trata-se das 
injunções internas.
As expressões <2.18), (2.19)e (2.20) são comumente 
tratadas como observações adicionais, denominadas de pseudo- 
obeervações, injunções relativas posicionais ou injunções com 
peso. Neste trabalho quando se trata do caso clássico, admite- 
se que elas já fazem parte do modelo principal, sendo tratadas 
coroo equações de observações.
2.6.1 Injunções funcionais
As injunções funcionais sâo aplicadas sobre o modelo 
principal. Trata-se do caso quando os parâmetros envolvidos no 
ajustamento, ou parte deles, obedecem determinada função mate­
mática ou uma lei física. Tais injunções são conhecidas como
injunções absolutasI16I. Pode-se também apresentar uma solução 
em que essas informações adicionais são tratadas como observa­
ções associada a um peso, o qual torna-se grande quando dese- 
Ja-se que a injunção seja absoluta117I.
As informações adicionais sobre o modelo matemático 
(2.5) são expressas pela função
em geral não linear, denominada modelo auxiliar.
Admitindo-se as mesmas considerações sobre (2.5) e a 
existência de s injunções funcionais, obtém-se após a lineari­
zação
Gf(Xa) = 0 (2.31)
?''■ X + Gf(Xo) = 0. (2.32)
Fazendo
* Cf e (2.33)
Gf(Xo) = Uf, (2.34)
a (2.31) passa a ser representada por:
CfX + Wf = 0, (2.35)
a qual representa s injunções funcionais linearizadas. A ma­
triz sCfu projeta X em Gf> e o vetor sUfi representa o erro de
fechamento. A figura 03 ilustra este procedimento.
Fig.03- Espaços usados para solucionar 
problemas com injunções.
As equações normais são obtidas aplicando o K.K.Q. è
expressão
ytpv - 2Kft(CfX + Uf) = mínimo, (2.36)
na qual eKfj é o vetor dos Lagrangianos.
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a qual representa um sistema de <u+s) equações normais. Se 
apenas o modelo matemático (2.5) proporciona característica 
integral ao sistema de equações normais e não há injunções de­
pendentes,pode-se obter Xf a partir do vetor solucionado 
apenas com o modelo principal. De (2.37) obtém-se:
fcf = [CfN-iCftD-l Cüf - CfN-lU] e (2.38)
Nfcf + CftKf + U = 0. (2.39)
Substituindo a (2.38) em (2.39) tem-se:
Xf = X - N-1CftCCfN_1 Cft ] - 1 CCfX + Uf) (2.40)
com X sendo obtido pela (2.28).
A correçSo (Xf-)t) representa a influência da injun- 
ç3o. Pode-se constatar que se trata de expressões seqüenciais, 
representando um caso particular da filtragem Kalman quando se 
considera o modelo estáticoI18I. Os testes de hipóteses que 
serSo apresentados no próximo capítulo podem ser tratados como 
injunções funcionais.
2.6.2 Injunções internas ou Ajustamento livre
Quando o sistema de equações normais (2.25) apresen­
ta deficiência de característica e a causa refere-se ao fato 
de nSo se ter atribuído as injunções mínimas necessárias (po­
sição ,orientaçâo e escala), trata-se do ajustamento livre. 
Neste caso> todos os parâmetros envolvidos na rede a ser ajus­
tada podem sofrer correções, sendo que a solução para este ti­
po de problema é obtida utilizando-se as inversas generaliza­
das.
Tendo-se em vista que o sistema de equações normais 
é simétrico, há interesse pelas inversas generalizadas de ma­
trizes simétricas, em especial a reflexiva simétrica e a pseu­
do- inversa. Esta última, também denominada inversa de Moore 
Penrose, além de proporcionar solução de mínimos quadrados, 
impõe a condição de norma mínima a todos os parâmetros envol­
vidos no aJUBtamento 1191, ou seja:
X^X = mínimo. (2.41)
Desta forma, a definição do datum da rede recebe 
contribuição de todos os parâmetros. Nestas circunstâncias, a 
solução do sistema de equações normais é dada por:
Xi = -N+U, (2.42)
onde N* é a pseudo-inversa, a qual entre todas as inversas, 
apresenta traço mini mo 1 2 0 1.
Quando a condição (2.41) é restrita somente a parte 
dos parâmetros envolvidos no ajustamento,trata-se da I.G.R.S.. 
A solução neste caso é
Xrs = -NrsU (2.43)
e a definição do datum recebe contribuição apenas dos parâme­
tros sujeitos a condição (2.41). Convém ressaltar que a solu­
ção obtida pela (2.43) é também solução de mínimos quadra­
dos.
Diversos métodos para o cálculo de inversas genera­
lizadas são apresentados em 1 2 11 e 1 2 2 1 .
Outra forma de solucionar o problema de singularida­
de é pela imposição de uma série mínima de injunções particu­
lares, as quais são tratadas de maneira semelhante as injun­
ções funcionais. As injunções satisfazendo a condição
ACit = 0, (2.44)
são denominadas injunções internas mínimas. As colunas de BCiu 
formam uma base para o espaço nulo de A.
A solução neste caso é dada por:
k 1 —  — N Ci1* - 1 u
fh C i 0 Uc
(2.45)
sendo pUc^ geralmente um vetor nulo. Esta solução pode ser in­
terpretada como resultante da introdução das injunções
CiX = 0. (2.46)
Isto pode ser verificado facilmente consultando as expressões 
(2.35) e (2.37) apresentadas anteriormente.
A inversa em (2.45) é uma das opções de determinar a 
pseudo-inversa apresentada em 1231. Pode-se portanto interpre­
tar a pseudo-inversa como resultante do conjunto mínimo de 
injunções representadas por (2.46).
A matriz 6Ciu para uma rede tridimensional estabele­
cida apenas por medidas de Sngulos e sem escala, segundo 1241/ 
é dada por:
7Clu =
' 1 0 0 1 0 0 . *
0 1 0 0 1 0 .
0 0 1 0 0 1 .
0 2i -vi 0 22 -y2-
"21 0 xi _z2 0 x2.
yi-XI 0 y2 -x2 0 .
XI1 yi 21 x2 y2 22 •
(2.47)
onde xj, yj e Zj sâo as coordenadas aproximadas dos parâme­
tros. Para a mesma circunstância, porém tratando-se de uma re­
de estabelecida no plano tem-se:
4 C  i  u  =
1 0 1 0
0 1 0 1
-yi XI -y2 x2
XI yi x2 y2
(2.48)
Quando se trata de uma rede de nivelamento, a referida matriz 
é dada por:
lC1u - C 1 1, • ) • (2.49)
Substituindo (2.47) em (2.46), constata-se que o centro de 
massa da rede torna-se um ponto fixo 1251.
Em 1261 e 1271 encontra-se uma interpretação geomé­
trica das injunções internas mínimas para o caso de uma trian- 
gulaçâo, a partir das quais obtém-se facilmente as matrizes 
(2.47), (2.48) e (2.49).
A matriz Cl para cada caso apresentado acima pode 
sofrer algumas mudanças, conduzindo a solução do tipo (2.43). 
É o que ocorre quando uma ou mais colunas destas matrizes são 
compostas de elementos nulos. Isto significa que os parâmetros 
correspondentes a estas colunas não estam sujeitos As condi­
ções (2.41) e (2.46), podendo-se portanto variar livremente. 
Na detecção de deformações, tais parâmetros referem-se aos 
pontos não considerados fixos. Quando se aplica o ajustamento 
livre na detecção de deformações fazendo-se uso da pseudo-in­
versa, todos os pontos participam da definição do datum e a 
matriz Ci não sofre qualquer alteração.
Considerando-se agora que o modelo com deficiência 
de característica dispõe de injunções funcionais semelhantes 
às expressas por (2.31), procedendo-se tíe modo análogo obtém- 
se :
»if = Xí - N+Cf^CfN+Cft] - 1 CCfíCi+Uf) (2.50)
quando se usa a pseudo-ínversa e
Xrsf = ftrs - NpSCftCCfNpBCft3~1 CCf&rs+Uf) (2.51)
no caso da I.G.R.S.. Segundo 1281, para que as inversas ordi­
nárias de [CfNfgCf^D e CCfN+Cf^D existam, a matriz [Ci^jCf^D 
deve ser de característica integral. As expressões (2.50) e 
(2.51) são sequênciais e serão exploradas quando do tratamento 
de testes de hipóteses sobre o modelo com deficiência de ca­
racterística.
2.7 Ajustamento com conhecimento a prlori sobre os parâmetros 
aproximados.
0 desenvolvimento apresentado até aqui pressupõe 
apenas o conhecimento da matriz var1ância-covar1âncla das ob­
servações ^  k e as injunções funcionais e internas foram tra­
tadas como absolutas. Os parâmetros aproximados foram intro­
duzidos no modelo matemático considerando-se a não existência 
de uma matriz var1 fine1 a-covar1fine1 a associada è sua deter­
minação; o que multas vezes é incorreto do ponto de vista es­
tatístico. é. razoável admitir que uma vez determinados tais 
parâmetros, pode-se ter uma avaliação de 2 x0 -
Em 1291 é apresentada uma solução em que além de 
dispõe-se também de e as injunções funcionais não são 
tratadas como absolutas, podendo-se portanto admiti-las como 
associadas a uma ̂ G- Pode-se então definir as matrizes peso 
independentemente para observações, parâmetros aproximados e 
injunções; todos tratados como observações. Quando um parâme­
tro, injunção ou observação deve ser tomado como absoluto, 
atribui-se lhe um peso "grande".
Nesta seção tratar-se-á da questão acima mencionada 
de acordo com 1301, a qual é designada por "problemas com co­
nhecimento a prlori sobre os parâmetros". Tem-se então duas 
matrizes de var 1 ânc 1 a-covar 1 ânc 1 a, a 2x0 e a ^ i,K . Há quatro 
diferentes casos para o problema, os quais baseiam-se no co-
pnhecimento ou não dos fatores de variância a prlori tfo,Lb e 
2°o,Xo* Dentre estas situações, apresentar-se-á o caso em que 
os dois fatores de variância são iguais, porém incógnitos.
A solução pode ser dada pelo método dos correia- 
tos(os parâmetros aproximados sSo tratados como observações) 
ou paramétrico. Neste último, além da expressão (2.5) tem-se:
Xoa = Xa (2.52)
representando u equações de observações denominadas pseudo-ob- 
servações. Substituindo Xo* e Xa por Xo+Vr e Xol+Xr respecti­
vamente, tem-se;
Vr = Xr + Xol - Xo . (2.53)
Fazendo
Lr = Xol - Xo, (2.54)
chega-se a
Vr = Xr + Lr. (2.55)
0 vetor constante uLr^ é geralmente nulo na primeira etapa do 
ajustamento, pois toma-se o vetor dos parâmetros aproximados 
uXelj igual ao vetor uX©j, o qual contém os próprios parâme­
tros aproximados, porém com a designação de observações. Quan­
do se efetua iterações, Lr passa a ser a diferença entre os 
parâmetros ajustados da iteração anterior (uXoli(j )) e uXoj. 
0 vetor uXrj representa as correções aos parâmetros aproxima­
dos xjXoli e xiVr̂ , os resíduos de uXo}.
As equações normais são obtidas aplicando o M.M.Q. a
expressão
ytpy + Vr^PrVr = mínimo, (2.56)
com
Pr = a o,Xo£xo_1- (2.57)
A solução é dada por:
Xr = -R_1Ü (2.58)
onde,
N = N + Pr e (2.59)
Ü = U + PrLr. (2.60)
Referindo-se novamente as expressões (2.18), (2.19)
e (2 .2 0), pode-se dizer que o assunto abordado nesta seção 
trata-se do caso em que as referidas expressões são aplicadas 
a todos os parâmetros da rede. Nota-se portanto que se trata 
do caso clássico, quando se estima variância para os parâme­
tros aprox i m ados.
2 . 8  Modelo paramétrico muitlvar1 ado.
Quando as n observações coletadas em todas p épocas 
são sempre as mesmas, isto é, as componentes de cada linha da 
matriz (2.3) representam a média amostrai de uma mesmo conjun­
to de observações obtidos em épocas diferentes, trata-se de um 
modelo muitlvariado. Sua principal aplicação em Estatística é 
a análise multlvariada da variância e em Geodésla, a análise 
de observações repetidas 1311. A matriz de observação (2.3) é 
então representada por n^mp*
Tomando-.se em cada época os mesmos valores para os 
parâmetros aproximados, tem-se como modelo linearizado
Vm = AXm + Lm. (2.61)
Nesta expressão, nVttp representa a matriz dos resíduos, uXffip a 
matriz das correções aos parâmetros aproximados e nLBp, a di­
ferença entre nLttOp e nL®p: a primeira sendo as observações 
calculadas em função dos parâmetros aproximados. Às observa­
ções de uma mesma época e entre épocas diferentes são obtidas 
independentemente. Admitindo-se também que as preclsões são 
idênticas em todas épocas, a matriz var1ância-covariência das 
observações é apresentada em 1321, a partir da qual se obtém a 
matriz dos pesos
Pm = Zom ® ZLb • (2.62)
Na expressão acima, 8 representa o produto de Kronecker e 
pZomp é a matriz dos fatores de variâncias a priorí.
Para o caso clássico tem-se como solução
Sm = -N-1Um (2.63)
onde uUnip é uma matriz de termos constantes.
Quando se trata do ajustamento livre a solução é:
X 1 = -N+Um ou (2.64)
Srsro = -NrsUm. (2.65)
Se informações adicionais são inclui das tem-se:
X i fm = Xim - N+CftCCfN+Cft]_1 CCfXim+üfm] ou (2.66) 
Srsfm = Xrsm - NrsCftCCfNrsCftD_1 CCfXrsm+üfm).(2 . 67)
Para o caso do ajustamento com conhecimento a priori 
sobre os parâmetros aproximados, a solução multivariada é dada 
por:
Xrm = -N_1Um. (2.68)
2.9 Matriz variância-covariância dos parâmetros ajustados.
Após obter a estimativa dos parâmetros e observações 
ajustadas nos diversos casos apresentados, deve-se estimar a
matriz variânc1a-covariância (MVC) doa parâmetros ajustados 
<£ía> e das observações ajustadas (*̂t ») • Isto é indispensável 
para a análise estatística dos resultados. A avaliação destas 
matrizes é obtida pela lei de propagação das covariâncias, a 
qual é apresentada em 1331. Neste trabalho será apresentada 
apenas a M.V.C. para os parâmetros ajustados.
Aplicando-se a lei de propagação de covariências na 
expressão (2.30) para os casos em que X é dado por (2 .2Ô) e 
(2.40), tem-se respectivamente
Xxa = froN" 1 e (2.69)
Xxaf =ôo CN~1 -N-1 Cft(CfN“1 Cft)"1 CfN-1] (2.70)
para o caso clássico.
Quando se trata do ajustamento livre com soluções 
dadas pelas expressões (2.42) e (2.43), tem-se:
Sia = SoN+ e (2.71)
íÍXa = ô0Kre . <2.72)
Se informações adicionais são introduzidas nestes casos, ob- 
tém-se:
2xa = Ô o CN+"N+Cft(CfN+Cft)_lcfN+:i e (2.73)
IF 2
S(a =ô 0 CNfs-NfsCft(CfNfsCft)-lCfNpS]. (2.74)
RSF
Para o caso do ajustamento apresentado na seção 2.7, 
tem-se a estimativa aproximada
Ixa “ OoN"1, (2.75)
quando se aplica a propagação de covariâncias en (2.58).
Resta ainda estimar as H.V.Cs. para o modelo paramé­
trico muitlvariado referente as expressões (2.63) è (2.68).En­
tretanto elas corresponderão às expressões apresentadas nesta
2 _seçSo, bastando para tal substituir ô0 por 2om®.
Deve-se ressaltar que as M.V.Cs. apresentadas sSo 
exatas apenas para modelos lineares, porém na maioria dos ca­
sos elas apresentam uma indlcaçSo correta da exatldSo dos pa­
râmetros I 34 I .
2.10 Fator de variância a posteriori.
Conforme Já cltou-se, o fator de variância a priorl 
em (2.23) é arbitrário e nâo afeta os parâmetros e observa­
ções ajustadas, influenciando entretanto as M.V.Cs.. Deve-se 
entâo avallá-lo após o ajustamento. Em 1351 mostra-se que
= S/g.1., (2.76)
com
S = V^PV = (AX+L)^P(AX+L) (2.77)
2é uma estimativa Imparcial de a0 . Na expressão (2.76), g.1. 
representa o número de graus de liberdade.
Nos casos em que foram introduzidas injunções adi­
cionais, multas vezes nâo se tem interesse pela influência 
destas lnjunções diretamente sobre os resíduos e parâmetros;
mas sim pela influência sobre e Isto é explorado quan­
do os testes de hipóteses, assunto do próximo capítulo, são 
tratados como lnjunções do ajustamento. Em 1361 e 1371 mostra- 
se que
R = (Cffc-üf)tCCfN"1 Cft3“1 (Cffc-Uf) (2.78)
representa tal influência para o caso clássico. Na expressão 
acima, X é o resultado das correções aos parâmetros sem in­
fluência das lnJunções funcionais. 0 fator de variância a pos­
teriori, para os casos em que informações adicionais foram in­
troduzidas sobre os parâmetros, é dado por.-
ôj = (S + R)/(n-u+s). (2.79)
Quando se trata do caso clássico com conhecimento a 
prlorl sobre os parâmetros aproximados, obtém-se:
2
ôo = (Hpv + VrtPrVr)/n. (2.80)
No modelo paramétrico muit1var1ado, a expressão que 
representa uma estimativa imparcial de 2 o® ^
Zom=Sm/g.l. (2.81)
com
Sm Vm^PmVm = (àXm+Lm)^Pm(A$tm+Lm) . (2.82)
Q escalar l2 onl é designado variância generalizada, sendo aná­
logo à oj.
Conforme Já cltou-se, a expressão (2.78) trata-se do 
caso clássico. Para os demais casos, basta substituir X e  a 
inversa de H correspondente a cada situação. No caso do modelo 
muitlvariado tem-se:
Rm = (CfXm-OfB1)tCCfN_Cft ] " 1 (Cfim-üfm) , (2.83)
na qual N" representa N* ou Nr».
ANALISE ESTATÍSTICA DAS DEFORMAÇÕES
3.1 Introdução
Nas estimativas dos parâmetros pelo método dos míni­
mos quadrados apresentadas no capítulo anterior, não foi ne­
cessário conhecer a função densidade de probabilidade Cf.d.p.) 
das observações. Entretanto, para a análise estatística é in­
dispensável tal conhecimento.
Muitas evidências experimentais mostram que a maio­
ria das observações geodésicas apresentam uma f.d.p. normal, 
ou então, muito se aproxima destal38l. Em 1391 é citado que as 
distâncias medidas com um instrumento eletro-óptlco podem ser 
assumidas como tendo distribuição normal. Muitas conclusões 
obtidas dos testes de hipóteses baseados nesta distribuição, 
nSo são seriamente afetados quando há um afastamento desta,
desde que a distribuição tenha uma curva com aparência de "si­
no” 1401 .
Em razío das considerações citadas acima, as obser­
vações Lfe, ou equivalentemente oe resíduos V ,  eer^o considera­
dos como normalmente distribuídos. Isto se faz necessário para 
a técnica estatística a ser apresentada neste capítulo. Deve- 
se então ressaltar que ao admitir V com distribuição normal, a 
solução de mínimos quadrados é também solução de máxima veros- 
elmllhança, a qual requer o conhecimento da f.d.p. das obser­
vações .
Neste capítulo são apresentados os testes de hipóte­
ses, os quais posslbltam a verificação de informações adlclo-
na is sobre os parâmetros incógnitos, podendo-se tratá-los como 
lnjunçSes funcionais. Ho caso em questão, o interesse particu­
lar é verificar se as diferenças de coordenadas entre as di­
versas épocas refletem o movimento dos pontos a serem monito­
rados, ou as variaçSes causadas pela matriz var1 ência-cova- 
rlâncla das observaçSes. Os testes de hipóteses podem ser for­
mulados admltlndo-se a igualdade das coordenadas nas diferen­
tes épocas, ou então, postulando-se uma hipótese em que as di­
ferenças de coordenadas podem deslocar-se num determinado In­
tervalo antes de contribuir para a inferência estatística. No 
primeiro caso não há um retrato da realidade, visto que os 
erros de observaçSes nas diferentes épocas proporcionam coor­
denadas diferentes, mesmo se os pontos permanecerem fixos. 
Quanto ao segundo caso, o intervalo deve ser estabelecido de 
modo que seja Inferior ao resultante dos desvlos-padrão médio 
das observaçSes.
3.2 DletrlbulçSes de probabilidades.
Nesta seção, apresenta-se as d 1str1bu1çSes de proba­
bilidade que eerSo utilizadas na análise estatística para de­
tecção de deslocamentos.
3.2.1 Distribuição normal
Esta distribuição é uma das mais importantes e mais 
frequentemente usada em estatística, a partir da qual outras 
Importantes dlstrlbulçSes são derivadas.
Dlz-se que uma variável aleatória x apresenta dis­
tribuição normal unidimensional com média u e variância o^> s© 
sua f.d.p. for dada por
(j)(x) = <2 ira2 )-0»5 e-(x-u)2 /2cr2f -oo<x<oo. (3.1)
A notação usada é
x ~ N< u,o >. (3.2)
Diversas propriedades desta ditribuição são dadas em 1411. A 
tabulação de (3.1), em razão da dependência de dois parSme-
troe, torna-se trabalhosa. Efetuando-se a mudança de variável
z = (x-u)/ o , (3.3)
obtém-se a distribuição normal reduzida, que tem notação
z - N( 0,1 ) (3.4)
e f.d.p. dada por
2
(j)(z) = (2tt) 0 ' 5 e-0'5z . (3.5)
A tabela que proporciona a área sob a curva normal 
reduzida, com z variando de 0 à 2,99, pode ser encontrada em 
1421, a qual é dada pela f.d.p. acumulada
Z-P:
/(p(z)dz = P(z<zD). (3.6)_ oo ' r
Quando se tem uma variável aleatória niXj, diz-se 
que esta variável tem distribuição normal com média e ma­
triz variância-covariSncia nlZxnl definida positiva, se sua 
f.d.p. for dada por
(|)(X) =C(2Tr)nl/2 l2xl°'5 3"1 ei:“0^5 (X"U)t5 x"1(X" U)3 , (3.7)
a qual é denominada distribuição normal nj- dimensional, cuja 
notação usual é N(U,£X).
3.2.2 Distribuição Qul-Quadrado (“X2)
Se uma variável aleatória njXl é normalmente distri­
buída, isto é, X~N(0,I), então a soma dos quadrados
n l  2V = = J  Xi (3.8)
i = l
tem distribuição í* onde é o número de graus de liber­
dade. A forma funcional da distribuição é dada por:
<jKv> = [v(nl/2 )-1e-v/23/[2nl/2 r(nl/2> p/ 0<v<oo (3.9)
com (j)(v)=0 para v^O. Na expressão acima, P é  a função gama, a 
qual consta em 1431. 0 percent11 desta distribuição para valo­
res pré-flxados da probabilidade e vários graus de liberdade 
pode ser obtido em 1441.
Quando a variável aleatóriB X tem distribuição 
N~(U,I), a soma dos quadrados em (3.8) tem distribuição 
nSo central, onde X é o parâmetro de não-centralida­
de, o qual é dado por:
X = uMl. (3.10)
A f.d.p. para a distribuição qul-quadrado não central pode ser 
encontrada em 1451.
3.2.3 Distribuição F de Snedecor.
Tomando-se as variáveis aleatórias independentes 
Z~X^ínj) e então a varióvel aleatória
U = (Z/nl)/(V/ml), (3.11)
tem distribuição F(n^ Ki), onde nl e ml eão respectivamente o 
número de graus de liberdade do numerador e do denominador. A 
f.d.p. é dada por:
(b(w)=r.(nl/2+ml/2)̂ iJL.1?f p/o<w<oo( 3 .12)
T r(nl/2) r(mÍ/2) (ml+nlw)nl/ií+ml/ii
e $(w)*0 para w^O. Para a obtenção dos percentls da distribui­
ção F em função dos graus de liberdade ml e nl com diversos 
níveis de s1gnificênc1 a, sugere-se 1461. É üti 1 saber que é 
válida a rei ação
F (nl,ml,a) = 17CF(ml,nl,1-a)] • (3 .13)
Se as variáveis aleatórias Z e V, com Z^X* ̂ (nl,X) 
são independentes, entSo a variável aleatória 
dada por (3.11) tem a distribuição F'<nifmifx) n^° central, 
isto é,
(Z/nl)/(V/ml) ~ F '(ni,mi,X)» (3.14)
a qual é de grande importância na obtenção da potência dos 
testes de hipótesesI47I.
3.2.4 Distribuição t de Student.
Tomando-se as variáveis aleatórias independentes 
Z~N(0,1) e V~X^(ni), entâo a variável aleatória
t = Z/(V/nl)°» 5 (3.15)
tem f.d.p. dada por
d)(t) = ___________r(0 . 5 (nl + l))______________f (0, 5n 1) (Trnl)°»5(l+t2/nl)°r5(nl + i) (3.16)
p/-oo<t<oo.
Se uma amostra de tamanho n, extraida de uma população normal, 
tem média x e desvio-padrSo ôx , entSo a estimativa
t = (x-u)/ôx , (3.17)
segue a distribuição dada pela (3.16) com nl=(n-l). Ela dis­
tribui -se simétricamente com média 0, porém não normalmente. .
Em 1481 encontra-se a tabela que proporciona os per- 
centis desta distribuição para valores pré-fixados da probabi­
lidade e vários graus de liberdade.
3.2.5 Distribuição de Uishart.
Na distribuição qui-quadrado tinha-se uma variável 
aletória X nl-dimensional. Esta variável é agora representada 
por uma matriz n}Xp com p^nl. Supondo-se que os elementos de 
cada coluna desta matriz são independentes e que tenha distri­
buição N(0,£), então a variável
pVp = XtX (3.18)
tem distribuição de Uishart central 1491, isto é,
V ~ U(nl,2) (3.19)
sendo que nl representa o número de graus de liberdade. Pode- 
se notar que quando pEl, a distribuição (3.19) corresponde a 
(3.8). Â expressão representada por (3.18) constitui uma ge­
neralização matricial da distribuição qui-quadrado e tem mui­
tas propriedades similares a ela 1501. Quando os elementos das 
colunas da matriz nlXp são independentes, porém com distri­
buição N(U,̂ >), a (3.18) passa a ter distribuição de Uishart 
não central, a qual não será abordada neste trabalho.
Se as variáveis pUp e pVp com distrlbuiçbes 
e VMJtml ,/►> sáo independentes, segundo 1541, a dis­
tribuição da variável
Ap,ml,nl = IUI/IU+VI (3.20)
pode ser aproximada por:
,nl) (or-gt> - F(mlp,0r-2t), (3.21)
(A 1/rp,ml ,nl)mip
onde,
o = nl + i/2(ml-p-l>, (3.22)
r = C(ml2p2-4)/(ml2+p2-5)30/5 e (3.23)
t = (mlp-2)/4 . (3.24)
Nota-se portanto que a distribulçSo da variável A  
pode ser obtida a partir da distrlbuiçSo F. A tabela que pro­
porciona os valores de A  “,p,teí,fií para encontra-se em
1521 .
3.3 Distribuição das formas quadráticas nos modelos unlvarlado
e multlvarlado.
3.3.1 Hodelo unlvarlado
Quando as observações, ou equivalentemente os resí­
duos, apresentam distribuição normal, isto é.
V - N<AX+L,aoP_1) (3.25)
com característica de A
r(A) = q ^ u ; (3.26)
conforme 1531 e 1541, a forma quadrática tem distri-
buíçSo com (n-q) graus de liberdades, os quais correspondem 
ao número de observações superabundantes. Tomando-se as ex­
pressões (2.23) e (2.77) do capítulo anterior, tem-se que
S/a20 ~ %2<n_q) (3.27)
ou, uti1izendo-se a (2.76) chega-se a
(n-q)Oq/Oq - X.2(n-q) (3.28)
com o parêaetro X de nõo central idade nulo.
Pode-se também determinar a d 1str1bu1çõo da forma 
quadrática R expressa por (2.78), a qual representa as in­
fluências das Injunções funcionais; aqui consideradas linea­
res. Em 1551 mostra-se que
onde X é dado por :
X = (l/ao)C(CfX-üf)t(CfN_Cft)“1(CfX-üf)D, (3.30)
na qua) N” representa a inversa utilizada no modelo principal 
para cada caso considerado (N“*,N*,Npf).
2 2Em 1561 mostra-se que B/o0 e B/a0 sSo independentes. 
Tem-se entSo a partir da (3.14) que
(R/s)/(S/(n-q)) ~ F '(s,n-q,X)- (3.31)
3.3.2 Hodelo muit1var1ado.
As formas quadráticas (2.62) e (2.63) no modelo pa- 
métrtco multlvariado, segundo 1571, tem distribuição de Uls-
hart, isto éf
Sm - U(n-q,£) e (3.32)
Rm ~ . (3.33)
A (3.33) tem distribuição de Uishart central, desde que
CfXm - üfro = 0. (3.34)
Pode ser mostrado que SM e R# são independentes. Tem-se então
Ap,s,n-q = I£mI / ISm+RmI (3.35)
com a distribuição aproximada dada & (3.20).
3.4 Testes de hipóteses.
Os testes de hipóteses são caracterizados pela foi—  
mui ação de uma hipótese a ser testada e uma hipótese alterna­
tiva sobre os parâmetros da população em análise. A primeira, 
também designada hipótese nula, é representada por Ho, enquan­
to que a hipótese alternativa representa-se por Hi. A decisão 
de aceitar ou rejeitar Ho é baseada nas observações, de modo 
que a decisão é um evento aleatório. 0 procedimento do teste é 
obtido pela divisão do espaço de probabilidade da amostra em 
duas regiões; uma de aceitação R^ e outra da rejeição Rr.
Dois tipos de erros podem ser cometidos com a acei­
tação ou rejeição de Ho:
a)erro tipo I, que ocorre quando se rejeita Ho e es­
ta é verdadeira;
b)erro tipo II, quando se aceita Ho e esta é falsa.
Deseja-se que a probabilidade de se cometer estes
dois tipos de erros seja mínima. Entretanto, para um determi­
nado número de graus de liberdade, dlminulndo-se a probabili­
dade de ocorrência de um tipo de erro, aumenta-se a do outro. 
P(I) e P(II) representam respectivamente a probabilidade de 
cometer o erro tipo I e tipo II, os quais são Ilustrados na
figura 04. A curva A é a f.d.p. da amostra extraída de uma po­
pulação quando Ho é verdadeira e a B, representa a f.d.p. 
quando Hl é verdadeira I5ÔI.
Utiliza-se em geral a potência do teste ao invés de 
P(II), a qual é dada por:
p = 1 - P d  I) (3.36)
e deve ser tSo grande quanto possível. Admltlndo-se a hipóte­
se
Ho : 0 = 0o, (3.37)
a potência do teste £(0*) é a probabilidade de rejeitar Ho 
quando o parâmetro 0 é igual a 0*1591.
Nota-se portanto que quando J3 aumenta, P(I) também 
aumenta e vice-versa. Introduz-se então a condiç3o
P( I) 4 CL (3.38)
para Ho verdadeira e maximiza P(I) para Ho falsa. Na expressão 
acima, aé o nível de significância. A literatura científica 
recomenda que seja utilizado nos testes de hipóteses estatís­
ticos, a=5X ou 1%. Um teste é dito ser uniformemente mais po­
tente se para todas hipóteses alternativas possíveis, sua po­
tência é máxima. Este tipo de teste somente é possível em 
poucos casos.
Os melhores testes em muitos casos são obtidos pelo 
teste da razão da máxima verossimilhança. Neste caso, a deci­
são de aceitar ou rejeitar Ho é baseada numa função de obser­
vações, a qual é chamada critério do teste. Em 1601 apresenta- 
se este método,o qual possui muitas propriedades desejáveis. 
Entre elas tem-se que quando existe um teste uniformemente 
mais potente , ele é dado frequentemente pelo teste da razão 
de verossimilhança.
Em 1611 mostra-se que no teste de hipótese
Ho : CfX = Uf contra Hj : CfX * Uf, (3.39)
ao ser tratado como injunção no método paramétrico, o critério 
da razão da verossimilhança é dado por:
My) = (1/(1+R/S) )n/2. (3.40).
Esta expressão aumenta monotonicamente com o decréscimo de 
R/S. Pode-se então usar como critério do teste a expressão
cuja distribuição é dada por (3.31).
Tem-se entSo de conformidade com (2.76) e (2.78) que
T = (b Ôq )-1(CfX-üf)t(CfN"Cf)-1(CfX-Uf), (3.42)
com
T ~ F (e,n-q) Para Ho * CfX = Uf e (3.43)
T ~ F ’(r,n-q,A) Para H1 : Cf* = f üf' <3.44)
e parâmetro de nSo central idade dado por:
X = (1/ôJ)(Wf-Uf)t(CfN_Cf)-1(Üf-Wf). (3.45)
A variável T aumenta a medida que >*(y) diminui. Desta forma, a 
regiSo de rejeição de Ho é F(i-a;8tn-.q)< T < oo.A hipótese nu­
la será rejeitada se
T > F(i-a;B,n-q) (3.46)
poi s
P(I) = P(T) > F{ i-oc; b , n-q) = «• (3.47)
A potência do teste, de acordo com 1621, é dada por:
^íl-ajs, n-q*
? = 1 " / F(s,n-q,X)dT- (3-48)
0
Nota-se portanto que para o cálculo da potência do teste é ne­
cessária a tabulação da distribuição F(g,n-q,X)> a °lual geral­
mente não é disponível.
Algumas hipóteses especiais serão agora obtidas a 
partir de (3.39), as quais são apresentadas em 1631. Tomando- 
se a hipótese
Ho : Xj = Xoí contra Hl : X t t Xoif (3.49)
onde Xoj é um valor dado, tem-se que
güfj = gXoí (3.50)
com e
lCfu = [0,0,...,1,0,...,03. (3.51)
Trata-se portanto de testar se o parâmetro estimado Xj é igual 
ao parâmetro dado Xoj. De acordo com (3.39), o critério de 
teste será dado por:
T = (&j - Xoj)2/of, (3.52)
na qual
gji é o 1-és imo elemento da diagonal da inversa de N para o 




Ho : Xj = Xoj contra Hl : Xj ^ Xoj para 
1 = J,J+1, - • - ( 3 . 5 5 )
tem-se :
süfi = C XojfXoj+1,...,Xok)t , (3.56)
com e * (k-J+1) e Cf formada pela matriz identidade entre ae 
colunas J e k e contendo elementos nulos nas demais posiçóes. 
0 critério de teste será dado pors
T= t Ck-j+l > o|3 -1 (St j . . . k-Xoj. . k>*•««■>_1 j . . ,k<Síj. . .k 
-Xof k). (3.57)j f • • • f is
A hipótese nula será rejeitada se
T > fd-a-k-j+l ,n-q) - (3.58)
Tomando-se agora o modelo paramétrico multlvaríado, 
a hipótese geral mui ti variada
Ho : CfXm = Wfm contra Hl : CfXm * üfm (3.59)
é também tratada como InJunçSo. Ao aplicar o teste da razSo da 
veros8imilhança resulta no caso apresentado pela (3.35). Re- 
Jeita-se Ho se
Ap,s,n-q < Aa;p,s,n-q. (3.60)
0 teste expresso pela (3.59) permite testar hipóteses que en­
volvam somente parâmetros de uma mesma época. Quando se inte­
ressa em testar parâmetros de diferentes épocas, a (3.59) é 
dada por:
Ho : CfXmU = Ufm contra Hl : CfXmU í Ufm (3.61)
Nesta expressão, Püt é uma matriz com característica
r(U) = p. (3.62)
0 critério do teste é obítido pela express2o (3.35), na qual 
as formas quadráticas passam a ser
Sm = uHnjPmVaU = U1 (AÍ^-Lm)^ (AXm-Lm)U e (3.63)
Rm = (CfXmU-Wfm)t(CfN"Cft)-1(CfXmU-Wfm). (3.64)
Considerando-se agora a expressão (3.28), pode-se
testar a hipótese
- 2 2 Ho «= o0 = o0 contra Hl : « 2 2 (3.65)
sendo que o critério do teste
T = (n-q ) Ôq/ (3.66)
conduz a rejeição do teste se
T > 'X.l-a/2;n-q ou T < "X,a/2;n-q • (3.67)
Este teste é bilateral e comumente utilizado para a análise da 
qualidade do ajustamentoI62I.
3.5 Aplicação dos testes de hipóteses na análise de deforma-
rior serão agora aplicados na análise de medidas geodésicas 
para detectar deformações. Se em todas épocas estas medidas 
foram obtidas segundo um mesmo planejamento, isto é, os mesmos 
tipos de medidas foram efetuados em todas épocas, utiliza-se o 
modelo paramétrico multivarlado descrito na seção 2.8. Se 
ocorreram mudanças nas obtenção das medidas, ou novos pontos 
foram introduzidos, o modelo multivarlado não é compatível.
çSes
Os testes de hipóteses apresentados na seção ante-
Neste caso a solução é dada a partir do modelo linearizado
vll Aj 0 . . .  0 [xll Lll
V2 = 0 Â2 . . .  0 x2 + l2
V ,0 0 . . .Ap Xp LP
onde A} <i«l,...,p> são as matrizes dos coeficientes de cada 
época, X| é o vetor dos parâmetros correspondente a época e Li 
é o vetor das observações calculados em função dos parâmetros 
aproximados subtraido do vetor das observações Lbj . A matriz 







1 . . .  0 ... 0 (3.69)
. 0 0 ■ ■ * 1s-b'
Neste caso, de acordo com 1651, uma quantidade maior de cálcu­
lo se faz necessária, aliada ao fato de negligenciar as cova- 
rlâncias de medidas repetidas. A solução de (3.68) ao aplicar 
o M.M.Q. equivale a solucionar separadamente os sistemas de 
equações correspondente a cada época.
Na análise de deformações, primeiramente deve-se
detectar os movimentos e em seguida, os movimentos devem ser
modelados. 0 assunto que se diz respeito a esta modelagem não
será tratado neste trabalho.
Os movimentos são detectados pelas diferenças de co­
ordenadas dos pontos entre as diferentes épocas. Os pontos 
considerados fixos entre todas épocas devem definir o datum. 
Esta definição segue a metodologia descrita na seção (2.6.2). 
Deve-se testar hipóteses que confirmem a suposição de que es-
tee pontos são realmente fixos. Os testes a serem apresentados 
nesta seção resultaram de consultas em I66I.
Coletando-se as coordenadas dos pontos que definem o 
datum, nas diferentes épocas, nos vetores Xfj,Xf2 »•••*Xfp, os 
quais devem ser "idênticos” em todas épocas, obtém-se o se­
guinte teste de hipótese no modelo multivariado:
Ho s IXfi-Xf2 »Xf2-Xf3,...,Xfp-i"Xfp I = I 0,0.... 01
contra
Hl : IXf1-Xf2,Xf2-Xf3,...,Xfp_1-Xfpl * i 0,0,...,01,
(3.70)
o qual corresponde ao teste expresso pela (3.61), com crité­
rio do teste dado por:
A t  i , s, n-q =ISffil/ISm+Rm l . (3.71)
A decisão de aceitar ou rejeitar Ho é baseada em (3.60). A ma­
triz sCfu será composta de elementos nulos, exceto na posição 
correpondente ao parâmetro em análise, na qual terá o elemento 
unitário. 0 valor de S será igual ao número de parâmetros ana­
lisados em cada época.
Após analisar a hipótese anterior, deve-se testar a 
hipótese de que estes pontos não se movimentaram em relação a 
época 1. Esta hipótese é dada por:
Ho : Xfj - Xfm =0 contra Hl : Xfi _ Xfro * 0 (3.72)
com o critério do teste
T - Cs(ôi-2Ólm+%)3-l(Xf1-Xfin)tC(NrS)f]-l<Xf1-Xfm)
(3.73)
seguindo a distribuição F(0#n_q). »2°m são obtidos da
(2.81) e (NpB)f é obtida a partir da matriz Nf0, de onde são 
retirados apenas os elementos referentes aos pontos em análi­
se. Com base em (3.46) decide-se sobre a aceitação ou rejeição 
de Ho.
Para o caso correspondente a (3.68), a qual trata-se 
do modelo uni variado, a hipótese equivalente a (3.70) é
Ho :
Xfj - Xf2 
Xf 2 - Xf 3 = 0 contra
Xfi - Xf2 
Xf2 - Xf3
Xfpli-Xfp Xfp_i-Xfp
* 0 « (3.74)
que corresponde a hipótese (3.39) com
Cf =
0 1 0  0 
0 0 1 0
0 - 1 0 0  
0 0 - 1 0 (3.75)
0 critério do teste para este caso é dado de acordo com 
(3.42). Se a hipótese é restrita a apenas duas épocas, como 
em (3.72), o critério do teste é dado por:
T = (s &|)"l(Xf1-Xfm)t«C(NÍ)pS+(NÍ))frs3'1^fl-Xfin),
(3.76)
f fonde (N][)r0 e <N0)rs referem-se a partição de (Npr0 e (N0)r0 
associada aos pontos em análise. A aceitação ou rejeição da 
hipótese é baseada em (3.46).
Se as hipóteses apresentadas são aceitas, conclui- 
se que os pontos definidores do datum sto fixos. Entretanto, a 
medida que mais épocas entram na hipótese (3.70) ou mais pon­
tos entram nas hipóteses (3.70) ou (3.72), os testes de hipó­
teses reagem menos sensivelmente, podendo-se em alguns casos 
aceitar uma hipótese que apresenta muitas evidências de ser 
rejeitada. Se somente um ponto é testado, o teste torna-se
mais sensível. Neste caso, a hipótese (3.70) é dada por:
Ho : IXi1-Xi2,Xi2-Xi3 ,...,Xi(p-i)-Xipl = 10,0,..,.01
contra
Hl : IXi1-Xi2,Xi2-Xi3,...,Xi(p-i)-Xipl * 10,0,...,01
(3.77)
Para a obtenção do critério do teste como em (3.71) tem-se:
Sm = Ut(AXmi-Lin)tPml(AÍ(mi-Lin)ü e (3.78)
Rm = (Cf Xm t U-Uf m )** (Cf N~Cf) -1 (Cf i U-Uf m) . (3.79)
A decisão de aceitar ou rejeitar Ho também é baseada em 
(3.60).
Quando o caso apresentado restringe-se somente as 
época 1 e m, tem-se:
Ho : IXi i~Xi,, I = 0 contra Hl : IX4 i~X imI * 0 (3.80)
com o critério do teste dado por:
T = C 8 ( â 12- 2 Ô lB1+ ô m2) ] - l ( X i 1 - Í i ro) t [ ( N r s ) i ] - 1 ( Í i 1 - í i m) f
(3.81)
quando trata-se do modelo multlvariado e
T = ( s ô | ) ~ 1 ( X i i - ) t i in) t C ( N f 0 ) l l  + (Nf:s ) i m l ' 1 ( X i j - X i n , )
(3.82)
para o modelo uni variado. A aceitação ou rejeição da hipótese 
(3.80) para ambos os casos é baseada em (3.46).Para redes uni­
dimensional ,bidimensional e tridimensional, tem-se respectiva­
mente s=l,2, e 3.
As hipóteses apresentadas, em razão de admitir 
igualdade de coordenadas nas épocas analisadas, nào retratam o 
que realmente ocorre na prática. Sabe-se que a centragem dos 
instrumentos e a obtenção das observaçSes não são isentas de 
erros. Deve-se então postular hipóteses, as quais permitam que 
as diferenças de coordenadas entre as diferentes épocas possam 
deslocai— se dentro de um intervalo, antes de contribuir para a 
inferência estatística. Estes aspectos são tratados pela infe­
rência Bayesiana, porém não serão abordados neste trabalho.
Para consulta sobre o assunto, sugere-se 1671.
As hipóteses visando detectar os pontos fixos são 
analisadas em função dos parâmetros estimados, estando portan­
to a aceitação ou rejeição de Ho vinculada a definição do da- 
tum. Deve-se então postular hipóteses que sejam invariantes 
com respeito a definição do datum, pois no início da análise
não se sabe quais pontos mantiveram-se fixos. Em 1601 mostra- 
se que os testes (3.70) e (3.72) assim os são, se os pontos a 
serem testados, ou um sub-grupo destes, participam da defini­
ção do datum. Quando os testes são formulados para pontos que 
não definem o datum, eles irão depender desta definição; caso 
das hipóteses (3.77) e (3.80). Consequentemente, quando se de­
tecta um ponto fixo em adição aos usados na definição do da­
tum, deve-se redefinir o datum com o acréscimo deste ponto. 
Trata-se portanto de um processo iterativo, continuamente 
acompanhado da redifinição do datum. Um aspecto importante a 
ressaltar é que como os testes de hipóteses são tratados como 
injunções, deve-se evitar a dependência linear entre as injun­
ções resultantes da definição do datum e as, dos testes de 
hipóteses. Isto é obtido dlmlnuindo-se o número de testes de 
hipóteses , mas de forma que eles continuem ínvariantes.0 nú­
mero de testes a ser d iminuido é igual à deficiência de carac­
terística da matriz de equações normais.
3.6 Análise estatística de deformações em função dos desloca­
mentos padronizados.
Em 1691 apresenta-se um procedimento mais simples 
para detectar deslocamentos. As observações em cada época são 
ajustadas pelo método paramétrico clássico, o que exige que se 
tenha um conjunto mínimo de pontos fixos conhecidos, os quais 
propiciam introduzir as lnjunções mínimas necessárias para 
tornar o sistema de equações normais com característica inte­
gral .
Considerando-se as épocas (14-1) e 1, e que o ajusta­
mento foi efetuado trídimensiona 1 mente, para um ponto k qual­
quer tem-se:
A x k = Xj + i - xf, (3.83)
/Yyk = yf+i - yf e (3.84)
A y k = z{ + 1 - zf. (3.85)
Nas expressSes a.clma, X, Y e Z sâo as coordenadas do ponto k 
nas épocas correspondentes, as quais sSo associadas a uma ma­
triz var i ância-covar i ânci a ̂ . 0 quadrado do deslocamento é 
dado por:
= (£Êxk + A y k + Ayk) . (3.86)
Aplicando a lei de propagação de covariências obtém-se:
o2/\k = (1/Au> ( A y k , A y k , A ? k3Ji,C A v k , A y k , A / k31
(3.87)
a qual representa a variância do deslocamento.
A análise estatística é efetuada testando-se a hipó­
tese
Ho : Ai/ = 0 contra Hl : At> t 0,
com critério do teste dado por:
(3.88)
com critério do teste dado por:
T - <Âk - A k > ' o A k  • (3-89)
A expressão acima é denominada de deslocamento paradronizado,
sempre que /\p for igual a zero. Ela possui distribuição t de 
Student, haja visto que o número de graus de liberdade, em ge­
ral, é pequeno. A hipótese (3.88) será rejeitada se
ITI > t(n_q), a . (3.90)
Todos os pontos, com exeção dos considerados fixos a priori,
serão testados por esta hipótese.
0 procedimento apresentado nesta seção será também 
aplicado ao ajustamento livre com solução pela pseudo-inversa 
e I.G.R.S.. Para esta última, os pontos sujeitos à condição 
(2.41) serão os que foram considerados fixos no caso clássico.
EXPERItHCIAS
4.1 Introdução
Neste capítulo, com a finalidade de testar os ajus­
tamentos clássico e livre na detecção de deformações e de 
verificar os testes de hipóteses apresentados,são efetuadas 
várias simulações. 0 ajustamento com conhecimento a priori so­
bre os parâmetros aproximados será também alvo de exame.
As situações a serem apresentadas serão restritas a 
redes de nivelamento, cujas observações serão geradas aleató- 
r i amente.
4.2 Hetodoloqia utilizada
4.2.1 Geração das observações
As observações relativas às diversas épocas, gera­
das aleatoriamente, foram obtidas a partir de um programa em 
Fortran, utilizando-se o microcomputador Softec EGO PCXT.
A partir de altitudes atribuídas aos pontos nas di­
versas épocas, foram geradas observações para cada desnível na 
época correspondente e a média aritmética simples passou a re­
presentar a observação do desnível. 0 desvio-padrão atribuído 
a cada população foi utilizado para montar a matriz peso.Na 
geração das observações, obrigou-se que estas não se afastas­
se em relação ao seu valor verdadeiro , mais que três vezes o 
desvio-padrão atribuído.
4.2.2 Ajustamento das observações e análise estatística das 
deformaçSes.
A metodologia utilizada refere-se aos assuntos tra­
tados nos capítulos 2 e 3.
Foram elaborados quatro programas em linguagem For­
tran para o microcomputador Softec EGO PCXT.
0 primeiro programa refere-se ao modelo paramétrico 
mui ti variado, onde os testes de hipóteses dados pelas expres- 
s&es (3.70),(3.72),(3.77) e (3.80) são tratados como injun- 
ç&es. Este programa, quando não se tem um conhecimento a prio- 
ri dos pontos fixos, soluciona o problema pela pseudo-inversa 
e identifica os dois pontos com deslocamentos menores. Eles 
passam a definir o datum inicial e um novo ajustamento é efe­
tuado, desta vez utilizando a I.G.R.S.. Os dados para testar 
as hipóteses são fornecidos e se os dois pontos não são acei­
tos para definir o datum, dois novos pontos devem ser selecio­
nados para este fim. Uma vez determinado estes dois pontos, 
deve-se verificar se outros pontos são considerados fixos. Is­
to é verificado pelos testes de hipóteses (3.77) e (3.80), 
cujos dados para este fim são fornecidos para todos os pontos. 
Se isto ocorrer, estes pontos são também introduzidos na defi­
nição do datum e um novo ajustamento é efetuado. Este processo 
iterativo encerra-se quando pelo menos um dos testes de hipó­
teses passa a ser rejeitado a medida que novos pontos são in­
troduzidos na definição do datum. Caso no início da análise 
existam alguns pontos supostos fixos, utiliza-os para definir 
o datum inicial e inicializar o processo iterativo.
0 ajustamento clássico que consta do segundo progra­
ma é solucionado de acordo com a expressão (2.63); porém o fa­
tor de variância a posteriori é obtido individualmente para 
cada época pela expressão (2.76), sem considerar a correlação 
entre eles, a qual consta da expressão (2.81). 0 ajustamento 
com conhecimento a priori sobre os parâmetros aproximados é 
também obtido por este programa, bastando informar que equa­
ções do tipo (2.20) existem para todos os pontos. Isto equiva­
le a expressão (2.58) quando ]j>Xo é tomada sem correlação em 
(2.57). A inversa ordinária da matriz dos coeficientes das 
equações normais é obtida pela subrotina Verso1. Os desloca­
mentos padronizados para a análise estatfstica são fornecidos 
pelo programa.
0 terceiro e quarto programas solucionam respectiva­
mente o problema de acordo com as expressões (2.64) e (2.65), 
isto é, o ajustamento livre via pseudo-inversa e I.G.R.S.. Pa­
ra o último, os pontos tratados como fixos foram os mesmos do 
caso clássico. Os dados para a análise estatfstica são forne­
cidos de acordo com o segundo programa. 0 fator de variância a 
posteriori para cada época é obtido como no ajustamento clás­
sico.
Para o cálculo da pseudo-inversa e I.G.R.S., progra- 
mou-se a expressão I701
(N + DtD)_1 - CtCCDtDCt3, (4.1)
na qual N é a matriz dos coeficientes das equações normais, 
que neste caso é singular. A matriz C para o caso de nivela-
mento é dada por (2.49). Se as matrizes C e D forem iguais, 
obtém-se a pseudo-inversa, caso contrário, trata-se da 
I.G.R.S.. Os elementos da matriz D que diferem de C, corres­
pondem aos pontos sujeitos a deslocamentos e serão elementos 
nulos. A inversa ordinária que consta em (4.1) é também obti­
da pela subrotina Verso1.
Os programas citados nesta seção encontram-se grava­
dos em minidisco, podendo ser executado em micro computadores
compatíveis à linha PC.
4.3 Aplicações à redes de nivelamento.
Visando aplicar a metodologia descrita neste traba­
lho, foram geradas observações para três tipos de redes dife­
rentes .
A figura 05 refere-se a primeira rede de nivelamen­
to, onde numa primeira situação considerou-se que apenas dois
pontos mantiveram-se fixos nas três épocas de observações. A 
tabela 01 apresenta as altitudes atribuídas aos pontos nas di­
versas épocas, a partir das quais foram gerados três conjuntos 
de observações com deevios-psdrSo de 0,2, 0,5 e 1,0 mm. Outra 
situação criada com base nesta mesma figura considerou-se que 
apenas os pontos 4 e 7 tinham deslocamentos, não obstante ter 
atribuído deslocamentos de pequena monta nos pontos 5,6 e 8. 0 
conjunto de observações para esta situação foram gerados com 
desvíos-padrão iguais aos da situação anterior. As altitudes 
atribuídas aos pontos nas diversas épocas encontram-se na ta­
bela 02.
Flg. 05- Rede 01
Tabela 01- Altitudes atribuidas aos pontos da rede 
01- 81tuaçSo 01.
1 Pontos 1i_____ | Altitudes(m)1 f 
1 1 1 — — — 1 Época 01 Época 02 1 Época 03 1I 1
1 01 1 1 — — — — — — 1 100,0000 100,0000 1 100,0000 1----- |
1 02 1 1_____ 1 101,0000 101,0008 1 101,0010 11----- 1
1 03 1I __ _| 99,5082 99,5086 1 — — — — — — — — — — 1 — 99,5094 1| ----1
1 04 -1 102,0008 102,0012 1 — — — — — — — — — — — 1 — 102,0022 1
1 05 1 | — — — — — 1 102,4823 102,4823 1 102,4828 11 ————— |
1 06 1 1 — — — — —— 1 103,9482 103,9483 1 — — — — — — — — — —— 1 — 103,9487 1 
1 07 1I — — — — — — I 104,0001 104,0020 1 — — — — — — — — — — — 1 — 104,0021 1j |
1 08 1 
| _  —  —  —  —  I
104,0834 104,0838 1 — — — — — — — — — — — — 1 — 104,0840 1j— --- |
1 09 1i_____ 1 105,0000 105,0000 1 105,0000 1
1 Pontos 1 1 _ _ _ _ _ 1 Altitudes(m) 11- 1
1 1 1 _______ 1 época 01 Época 02 1
_________ -|
época 03 11------|
1 01 tI ______ I 100,0000 100,0000 1 100,0000 11----- 1
1 02 1 1 __ ______ I 101,0000 101,0000 1 101,0000 1I-----1
1 03 11 _ __ __ _ t 99,5082 99,5082 1 99,5082 11 1 
1 04 1I ___ _ I 102,0008 102,0012 1 102,0022 1
1 05 1 
\ ______ 1 102,4823 102,4823 1 102,4826 11 ---- I
1 06 1 | ____ __ 1 103,9482 103,9483 1 103,9483 1
1 07 1 1 ______ | 104,0001 104,0020 1 104,0021 11----- |
1 08 1 I ______ 1 104,0834 104,0835 1 104,0834 11 1
1 09 1 1_____ 1 105,0000 105,0000 1
_ --  — --- 1
105,0000 1
Tendo-se em vista que a rede mostrada na figura 05 
apresenta boa geometria e que o nümero de observações supera­
bundantes é superior ao que normalmente ocorre na prática, ge­
rou-se outra rede, a qual é mostrada na figura 06. A tabela 03 
contém as altitudes atribuídas aos pontos nas diversas épocas. 
Gerou-se dois conjuntos de observações com desvios-padrSo de 
0,5 e l,0mm respectivamente.
 0----- o °------o----- c o o °
1 2 3  4 5 6 7 8
Flg. 06- Rede 02
1 Pontos 1(___ _ _ I Altltudes(m) 1I 1
1 1 1______I
1Época 01 1 Época 02 1 ' 1 Época 03 11 1 
1 01 1 I _ ___ I 12,0000 1 12,0000 1 12,0000 1
1 02 1 I _____ » 13,5000 1 13,5008 1 13,5001 1I 1
1 03 11 __ __ I 9,0000 1 9,0004 1 9,0007 11 ! 
1 04 1 1 ____» 10,4000 1 10,4005 1 10,4008 11 1 
1 05 11_____i 10,8000 1 _ _ _ _ _ _ _ k 10,8001 1 10,8002 1 — 1 — _ _ ___ I1-----1
1 06 1 1 _ _ _ _ I 7,3000 1 7,3008 1 7,3010 1
1 07 1I ______ 1 8,4000 1 8,4015 1 8,4020 1— — — — — —
1 0B 1 1_____ 1 10,0000 1 10,0000 1 10,0000 1
Uma situação intermediária foi estabelecida com base 
na figura 07. Três conjuntos de observações foram gerados com 
desvlos-padrão de 0,3, 0,5 e 0,8mm. A tabela 04 contém as al­
titudes atribuídas aos pontos nas épocas em análise. Uma outra 
situação foi criada com base nesta figura, cujas altitudes nas 
épocas correspondentes estão contidas na tabela 05. 0s dados 
gerados para esta situação apresentam desvlo-padrão de 2,0mm.
2 3
1+--------- +----------+--------- +4
I I I I
I 16 17 I
I I I I
I I I I
9+--------- +----------+--------- +12
1 0 11 
Flg. 07- Rede 03
1 P o n t o s  1
1 . . . . . .  I
A l t l t u d e s ( m )
1 |
1 1 
I _ _ _ _ _ _  |
É p o c a  0 1  1 É p o c a  0 2  1 É p o c a  0 3  1
1 1 
1 0 1  1 
| _ _ _ _ _ _  I
1 , 0 0 0 0  1 1 , 0 0 0 0  1 1 , 0 0 0 0  1
1 — — — — — — |
1 0 2  1 
1 _ _ _ _ _ _  1
2 , 0 4 0 0  t 2 , 0 4 1 0  1 2 , 0 4 1 5  1
1 — — — — — — \ 
1 0 3  1
I _ _ _ _ _ _  I
1 , 8 0 7 0  1 1 , 8 0 6 2  1 1 , 8 0 6 0  1
| | 
1 0 4  1
I _ _ _ _ _ _  1
2 , 3 0 8 0  1 2 , 3 0 8 3  1 2 , 3 0 8 0  1
1 — —  — — — — | 
1 0 5  1 1 , 5 0 8 0  1 1 , 5 0 8 8  1 1 , 5 0 9 0  1
1 — -- |
1 0 6  1 2 , 5 0 7 2  1 2 , 5 0 7 2  1 2 , 5 0 7 2  1
1 — — — — — — | 
1 0 7  1
| _  _  _  _  _  I
3 , 4 0 2 0  1 3 , 4 0 1 5  1 3 , 4 0 1 1  1
1 0 8  1 
|_ _ _ _ _ _ i
5 , 8 0 7 0  1 5 , 8 0 7 5  1 5 , 8 0 8 0  1
1 — — — — — — |
1 0 9  1 
| _ _ _ _ _ _  1
1 , 5 0 7 0  1 1 , 5 0 8 0  1 1 , 5 0 8 2  1
» — — — — — — 1 
t 1 0  1
t _ _ _ ____1
2 , 3 0 8 0  1 2 , 3 0 7 5  1 2 , 3 0 7 5  1
1 — — — — — — | 
I 11 1
I _ _ _ _ _ _  1
1 , 8 0 7 0  1 1 , 8 0 8 5  1 1 , 8 0 9 0  1
1 — — — — — — | 
1 1 2  1 1 , 7 0 4 5  1 1 , 7 0 4 5  1 1 , 7 0 4 5  1
Tabe)a 05- Altitudes atribuídas aos 
03- Situação 02
pontos da rede
1 Pontos Altitudes(m) 1
1 Pontos Época 01 1 Época 02 1 ________ _ 1 Época 03 1
1 01 1,0000 1 1,0000 1 1,0000 I
1 02 2,0400 1 2,0410 Í 2,0415 1
I 03 1,8070 1 1,8100 1 1,8160 1
1 04 2,3080 1 2,3083 1 2,3080 1
1 05 1,5080 1 1,5118 1 1,5148 1
1 06 2,5072 1 2,5052 1 2,5072 1
1 07 3,4020 1
1 _  _  _  _
3,4005 1
_ _ _ _ _ _ _ _ _ _  I
3,4000 1 _______________ 1
1 08 5,8120 1 5,8175 1 5,8080 1
1 09 1,5070 1 1,5100 1 1,5112 1
1 10 2,3080 1 2,3075 1 2,3075 1
1 11 1,8070 1 1,8175 1 1,8190 1
1 12 1,7045 1 1,7045 1 1,7045 1
4.4 Resultados
Tendo em vista que um dos objetivos deste trabalho é 
verificar entre os ajustamentos clássico e livre, qual apre­
senta melhores resultados na detecção de deslocamentos, nas 
tabelas 06 e 07 apresenta-se respectivamente os deslocamentos 
verdadeiros (D.V.) e os obtidos por estes ajustamentos para 
as situações 01 e 02 da rede 01. SSo apresentados também os 
deslocamentos padronizados (D.P.), em função dos quais será 
feita a análise estatística baseada na distribuição t de Stu- 
dent. 0s desvios-padrão das observações (D.P.O.) para cada si­
tuação e os pontos fixos (P.F.) conhecidos a prlorl estão ln-
dlcados nas tabelas. Para as redes 02 e 03 tais resultados sfio 
apresentados respectivamente nas tabelas 08,09 e 10. Os des- 
vlos-padrSo médio dos parâmetros (8m) para cada caso, a regi fio 
de aceltaçfio (R.A.) dos testes de hipóteses e o número de 
graus de liberdade (g.l.) estfio indicados nas tabelas.
Um outro aspecto em análise neste trabalho é com 
respeito a aplicabilidade dos testes de hipóteses (3.70), 
(3.72), (3.77) e (3.80) como injunçóes, com a finalidade de
detectar os pontos que nfio se deslocaram. Estes testes sfio 
tratados no ajustamento pelo modelo paramétrico multivarlado 
com soluçfio pela I.G.R.S.. Para esta análise, na tabela 11 
apresenta-se para cada rede e situações particulares, o con­
junto de pontos detectados como fixos pelos testes de hipóte­
ses no caso multivarlado e pelos testes baseados no D.P. para 
os casos clássico e livre. Todos estes testes foram efetuados 
a um nível de slgniflcâncla de 5%. Nesta tabela lndlca-se 
também ,baseando-se nos desvios-padrfio médio dos parâmetros, 
os pontos que devem ser detectados como fixo pelos testes de 
hipóteses.
0 ajustamento com conhecimento a prlorl sobre os pa­
râmetros aproximados foi aplicado à rede 03 na sltuaçfio 01 com 
D.P.O. igual a 0,3mmm e para a sltuaçfio 02 com D.P.O. igual a 
2,0mm. Adlmitlu-se ̂ Xo sem correlaçfio e com valores iguais pa­
ra todos os parâmetros aproximados. Na tabela 12 apresenta-se 
os resultados obtidos para diversos desvios-padrfio atribuídos 
aos parâmetros aproximados (D.P.P.).
Na tabela 13 apresenta-se um exemplo do procedimento 
iterativo de detecçfio de pontos fixos, no qual os testes de
hipóteses sSo tratados como lnjunçSes. Este exemplo refere-se 
a apenas uma das sltuaçSes em estudo neste trabalho. Para os 
demais casos o procedimento foi idêntico. Ao final da tabela 
apresenta-se os deslocamentos verdadeiros e os obtidos ao fi­
nal do ajustamento.
Rede 01/Situaçio 01
D .  P . õ 0 .  2 m m D .  P . o .  -■ U  .  9 m m D .  P. 0 .
'  1 T  0 | I ! ■
P. F .  :
I 7 9
A .  L I V R E I  P S E U O O I P.  F .  : i  r r A . L I V R E  I P S E U D O ) P.  F .  : T79 A . L I V R E  ( P S E U D O )
A .  C L A f S S I C O A .  L I V R E  (  J . G . P . S .  > a . c l a ’ s s i c o A .  L I V R E I r o . R . s . ) A .  C L Á S S I C O A - L I V R E ( I . 0 . R . S . I
P O N T O S É P O C A S a v .1 m m )
D E S L O C .  
1 m m í 0 .  P .
d e S l o C .  
( m m  1 0 .  R
b E S L O C .  
1 m m i 0 .  p .
D E S L O C  
i m m l
D . P .
o e S l o c .  
1 m m ) D .  P .
& É 5 L 0 C .
I m m l D .  P.
D E S L O C .  
1 m m ) D . P .
D f e S ü O C .  
1 m m  1 D .  P.
B É S u J c
1 m m  ) D P .
1-2 0,0 0,0 0,04 0,1 0,33 -0,3 1 »77 0,1 0,26 0,2 0,55 -0,1 0,18 0,1 0,26 0,5 0,69 0,3 0,44
1 1-3 0,0 0,0 0,03 0,1 0,23 -0,8 4,87 0,0 0,16 0,1 0,35 -0,7 1,84 ° r 1 0,19 0,3 0,50 -0,6 0,76
2 1-2 0.8 0.6 4,02 0,7 2,09 0,3 2,47 0,5 1,02 0,5 1,01 0,2 0,66 0,1 0,10 0,2 0,19 0,0 0,06
1-3 1,0
h 1
6 r 52 1,1 3,34 0,2 2,05 1,2 2,62 1,2 2,44 0,3 1,16 1,4 1,52 1,4 1,65 0,5 0,83
3 1-2 0,* 0,3 1,52 0,3 0,91
-0,1 0,40 0,3 0,57 0,3 0,54 0,0 0,04 0,2 0,16 0,2 0,17 0,0 0,06
1-3 1.2 1,1 5,29 1,1 3,16 0,3 1,68 0,9 1,67 0,9 1,58 0,1 0,15 0,6 0,56 0,6 0,58 -0,3 0,40
1-2 o , * 0,4 2,19 0,4 1,17 0,0 0,00 o ;  3 0,58 0,3 0,60 ô,õ 0,02 0,1 o,i3 0,2 0,22 o , i 0,10
4 1-3 1,* 1,5 9,23 1,5 4,71 0,7 5,73 1,7 3,73 1,7 3,46 0,8 2,84 2,0 2,21 2,0 2,38 1,1 1,88
1-2 0,0 -0,1 1,07 -0,1 0,48 -0,5 5,87 -0,3 0,76 -0,3 0,68 -0,6 2,70 -0,6 0,81 -0,6 1,87 -0,8 1,72
5 1-3 0,5 0,4 3,11 0,4 1,38 0,4 4,50 0,3 0,83 0,3 0,74 -0,5 2.40 0.1 0.18 0.1 0,19 -0,8 1,77
g 1-2 0,1 0,1 0,83 0,1 0, 35 -0,3 2,19 0,2 0,40 0,1 0 ,30 -0,2 0,51 0, 3 0,30 0,2 9,2 4 0_,1 _ 0,14
1-3 0,5 0,7 4,18 0,7 2,07 -0,2 1,37 0,9 2,09 0,1 1,87 0.1 0.21 1.4 1,5. 1.4 1.60 0.4 0 r76_
1-2 1,9 1 »7____ 8,38 1,7 5,01 1,3 8,65 1,6 2,88 1,6 2,72 1,3 3,30 I r l 1,02 1.1 1,06 1 0 1,287 1-3 2,0 2,1 10,12 2,1 6,05 1,2 8,06 2,1 3,90 2,1 3,69 1,3 2,08 2,3 2,08 2,3 2,15 1 ^ 1,74
8 1-2 0,* 0,4 2,18 0,3
1,04 0,0 0,36 0,2 0 , V 0,2 0,32 - o , i 0,47 -0,0 0,01 - o , i 0,09 -0,2 0,34
1-3 0,6 0,7 3,80 0,6 1,88 -0,2 1,88 0,5 1 , 18 0,5 1,04 -0,3 1,17 0,5 0,56 0,5 0,54 -0,5 0,78
1-2 0,0 0,0 0,04 -0,1 0,33 -0,5 3,05 -0,1 õ ,  2 é - M 0,5T -U,5 1,36 -0,1 0 ;26 -Õ,S Õ J Z V ’ 0,77
9 1-3 0,0 0,0 0.03 -0.1 0,23 -0,9 5.76 0.0 0.16 -0.1
T
0.35 -1,0 2,59 -0,1 0.19 -0.3 0.50 1.3 1.63
I
O m 0,12mm 0 , 2 3 e >b 0,09mm 0 , 34mm 0 , 35mo 0,24nn 0, 7m» 0,6nn 0 ,  5 m m
a s  v . »■«■'13 R A j l D P | <  
- 2 . ,  16 v * . -  12 *  12
4 . 1 . «
* 13 r C T 6 8 1 2 nf ; Y è
•  . L  . »
* 12 9 , 1 - # 1 ?
»  i j  12
Rede 01 / S i t u a ç ã o  02
b. p. Ö. U . 2mm 0. p. o. -• U.>mm b. p. o . : 1 . umm
RP - 1/9 A.UVREI PSEUOO) P. F. - 1/9 A.LIVREI PSEUOO) P. f. 1 / 9 A.UVRC (PSCUOO)
A. CUÍSSIC0 A. ÜVRC 1 X.0.R3.) A. C LA'S S ICO A. LIVREI r.O.R.S.I A. CLASSIC0 A.LIVPE (I.0.R.S.1
PONTOS ÍPOCAS nv.1 mm) bESLôc: 1 mml 0. P. DESL0C. {mm ) 0. P bESLÖC. 1 mml 0.P. DESLbcr t mml O.p. bíSLôc: 1 mm) O.P. besibc:(mm 1 D.P. btSbBC.(mml O.P. 0ESL0C. (mm 1 a. R bisect.{ mm 1 a p.
1 1-2 0 .0 - 0 .0 0 .2 2 0 ,1 0 .2 3 - 0 .3 2 .1 1 0 .1 0 .2 6 0 ,2 0 .5 5 0 .1 0 .2 5 _ D ^ L
0 ,1
„ 0 , 2 6
0 ,1 9




_ Q .6 _
- 0 ,2
0 ,6 6
0 ,2 71-3 0 ,0 0 ,0 0 ,0 3 0 ,0 0 ,0 4 - 0 ,4 2 ,4 0 0 ,0 0 ,1 6 0 ,1 0 ,3 5 - 0 ,3 0 ,8 6
2
1-2 0 ,0 0 ,1 0 ,4 1 0 ,1 0 ,2 7 - 0 ,3 2 ,6 1 - 0 ,3 0 ,7 4 - 0 ,3 0 ,6 1 - 0 ,4 1 ,4 6 - 0 ,7 0 ,7 8 - 0 ,6 0 ,7 4 - 0 ,6 1 ,0 1
1-3 0 .0 0 ,0 0 ,1 8 0 ,0 0 ,1 1 - 0 ,3 2 ,9 3 0 ,2 0 ,4 1 0 ,2 0 ,4 1 - 0 ,3 0 .9 3 0 ,4 0 ,4 2 0 ,4 0 ,4 9 - 0 ,1 0 .2 1
3
1-2 0 ,0 0 ,2 0 ,9 7 0 ,2 0 ,6 4 - 0 ,2 1 ,1 4 -0 ,1 0 ,1 5 - 0 ,1 0 ,1 4 - 0 ,2 0 ,5 6 - 0 ,2 0 ,2 0 - 0 ,2 0 ,2 1 -0 ,1 0 ,2 4
1-3 0 ,0 0 ,0 0 ,1 5 0 ,0 0 ,1 0 - 0 ,4 2 ,2 6 - 0 ,3 0 ,5 1 - 0 ,3 0 ,4 8 - 0 ,8 1 ,9 7 - 0 ,6 0 ,5 3 - 0 ,6 0 ,5 5 -1 ,1 1 ,4 6
4
1-2 0 .4 0 ,6 2 .9 3 0 .6 1 .7 7 0 .2 1 .4 3 0 ,3
1 ,7
0 ,5 8 0 ,3 0 ,6 0 0 ,2 0 ,5 4 0 ,1 0 ,1 3 0 ,2 0 ,2 2 0 ,2 0 ,3 8
1-3 1 , * 1 ,2 6 ,1 2 1 ,2 3 ,6 4 0 ,8 6 ,5 6 3 ,7 3 1 ,7 3 ,4 6 1 ,2 4 ,1 1 2 ,0 2 ,2 1 2 ,0 2 ,3 8 1 ,5 2 ,5 2
5
1-2 0 ,1 0 ,2 0 ,9 0 0 ,2 0 ,5 0 - 0 ,2 2 ,7 5 - 0 ,3 0 ,7 6 - 0 ,3
0 ,1
0 ,6 8 - 0 ,4 1 ,9 5 - 0 ,6 0 ,8 1 - 0 ,6 0 ,8 7 - 0 ,6 1 ,3 5
1-3 0 ,1 0 ,3 1 ,95 0 ,3 1 ,0 7 0 ,0 0 ,6 2 0 ,1  1 0 ,3 2 0 ,2 9 - 0 ,4 1 ,6 0 - °» 1  I 0 ,0 8 -0 ,1 0 ,0 8 - 0 ,6 1 ,3 8
6
1-2 0 ,1 0 ,2 0 ,2 1 0 ,2 0 ,6 9 - 0 ,2 1 ,4 8 0 ,2  i 0 ,4 0 0 ,1 0 ,3 0 0 ,0 0 ,0 $ 0 ,3  1 0 ,3 0 "1772 0 ,2 *




0 ,7 21-3 0 ,1 0 ,1 0 ,7 3 0 ,1 0 ,4 3 - 0 ,2 2 ,0 8 0 ,5 1 ,2 0 <T, 5 1 ,0 6 0 ,0 0 ,1 4 1 ,0 1 ,1 4 1 ,0
7
1-2 1 ,9 2 ,2 9 ,7 0 2 ,2 6 ,4 4 1 ,8 11,67 1 ,6 2 ,8 8 1 ,6 2 ,7 2 1 , * 3 ,7 3 1/1 1 ,0 2 i , i 1 ,0 6 1 , 2 1, 50
1-3 2 , 0 1 ,9 8 ,1 8 1 ,9 5 ,4 2 1 ,5 9 ,5 2 2 , 1 3 ,9 0 2 , 1 3 ,6 9 1 ,7 4 ,2 9 2 ,3  1 2 ,0 8 2 ,3 2 ,1 5 1 ,7 2 ,2 3
8 1 - 2 0 , 1 0 , 1 0 , 6 6 0 , 1 0 ,3 7 - 0 ,3 2 ,3 5 - o , i 0 ,2 4 -0 , 1 0 ,2 8 - 0 ,3 0 ,9 2 - 0 ,3 0 ,3 4 - 0 .4 0 ,4 4 -0 1.3 0 .5 7
1-3 0, 0 -0 , 1 0 ,5 3 -0 , 1 0 ,3 1 - 0 ,5 4 ,0 9 - o , i 0 ,1 5 - o , i 0 ,1 7 0 , 6 0 ,9 1 -0 , 1 1 , 1 0 - 0 , 1 0 ,1 5 - 0 ,7 1 ,1 5
9




- 0 ,4 0 ,5 5




om 0 , 14mm 0 , 23nm 0 ,09mm 0 , 34mm 0 , 35mm 0 f24mra 0 T7mm 0 , 6mm 0.5mm




2 . ]  a
a .l J
? 13
A.A.:|OP|< ? r 16 -----U R.A.:|0.pl<-7 ,1 8- .* 1 2 . aaiIQpk 2, 1.8—
REDE 02
0 .  P. 0 . :  0  , b n t m D. P 0. 1 .  O  m m
p.r ■ 1/B ’ A. LIVRE (P SEU DO) P F. = 1/8 A .L IV R E f  PSEUD O  )
A. CLA’SSICO A. LIVRE {L Q .R .S . I A. c l a 's s ic o A LIVRE 1 1.0.R .S . )
PONTOS ÉP OC AS o.v. (mm I DESLOC. ( m m  1 D. P. pesLoc.i m m  1 a  p . O E S L O C  ( m m  ) 0.P 0 E S L 0 Ç .(mm) a p. DESLOC. 1 n p  ( m m )  ’ p - D ESl OCÍ n p ( m m 1 ‘
1 1-2 0 , 0 0 , 0 0 , 0 0 0 , 0 0/03.0,03
- 0,6 1,33 0,0 0 ,0 1 -0,2]0,13 -1,2 ;0,79
1-3 0 , 0 0,0 I0,00 0 , 0 -0,9: 1 ,22 0 , 0 0 ,0 1 -0,2:0,13 -0,9 0,58
2 1-2 0 , 8 1.1 2,31 1.1 1 1.57 0,5Í 0,91 -0 ,3i 0,51
1.7 1 ,81 1,6: 1 .04 0. 6  ío .48
1-3 0, 1 0 , 6 1,24 0,6 0,80 0 , 2 0 , 2 0 0,1 0,03 - 0 , 6 0,51
3




0,32 1.1 0,90 1 , 0! 0,67 0,0 
~ 0,4
0,03
1-3 0,7 1,2 I 2,03 1.2 0,71 1.1 0,94 1,0! 0,70 0,40
4 1 - 2 0,5











1-3 0 ,8 1,0 1 ,48 1 , 0 0,9 0,60 0,29
5




- 0 , 4 j  0 , 8 6 0,7 0,55
0^24
0,7! 0,50 - 0 , 2  i o , 2 6
1-3 0 , 2 0,5 0,71 -0,4 01 98 0,3 0 ,4. 0,23 -0,3 j0,38
6
1-2 0,8 1 , 0 1 ,70 1 , 0 1,43 0,4 0,92 0,9 0,72 1,0| 0,64 0,0 |0,02
1-3 1,0 1,5 2 ,49 1/5 2,13 0 1,33 0,7 0̂ 60 0,8: 0,53 0,1 |0,14
7
1-2 1/5 1,* 2,90 1/* 1,92 0 , 8 1.32
2.32
2,3 1 2,52 2,5 1,67 1 » 5 j1,28
1-3 2 , 0 2,2 4,72 2,3 3,17 1«* 2,0] 2,15 2,2 1,44 1,5 ! 1,24
8 1 - 2 0 , 0 0 , 0 0 , 0 00 , 0 0
0 , 0 0,03 - 0 , 6
-0,7
0,82 0 , 0 0 , 0 1 0 , 2 0,13 -0,7 0,52





âra 0  ,  4  2mm 0,5 Iram 0 ,  4mm 0 , 8 rara 1 , Oram 0 , Smm
a s «■**8 A. V" 7 V l,7 | A ^ < 5-1-* 8 r *■* 7P Â2l6JfêT 1-*
*sj*
REDE 03 / Situação 01
6. k 6 D. P. 0. - n Smm 0. P. 0. - 0,8 um
R r. -• 1 / P A. LIVREI PSEUDO 1 P. r. : 1 / 1 > A.LIVRE ( PSEUDO» P. F. : 1 / 1 5 A.LIVRE (PSEUDO)
A. CLA'SSI CO A. LIVRE 1 1.0.R.S. 1 A. c la’s S ICO A. LIVREI r.o.R.s.i A. CLA'SSI C0 ’ A.LIVRE (E.O.R.S.)
PONTOS ÉPOCAS av.1 mm)
DESLOC. 
1 mm 1 D. P.
DESLOC. 
1 mm 1 D. P.





1 mm 1 D. P. 1 dcsLôò.fmm) D. P.
BESlöC. 
1 mm) D. P. OESUDC. 1 mm 1 D. P. DESU>t. 1 mm I 0. p.
1 1-2 0,0 0, Q 0,35 0,4 1 ,09 0,3 0,54 0,0 0,13 -0,4 0,76 -0,7 1,27 -0,0 0,08 -0,2 0,25 1, 371-3 0,0 0.0 0,12 0,1 0,36 0,0 0,09 0,0 0,15 -0,5 0,91 -1,0 1,69 -0,1 0,22 -0,5 0,65 -1/4 1,48
1-2 1.0 0,8 2,36 0,9 2,14 0.8 1 ,80 1,4 2,68 1,3 2,05 1,0 2 .16 2,2 2,35 -ÏU1 2/JLL- 1,53_2 1-3 1,3 4,00 1,* 3,16 1 f 3 2,86 !/5 2,86 1,3 2,16 0 r 9 1,94 2,3 2,43 2,1 2,28 1,3 1,80
1-2 -0,8 -1,1 3,00 -1,1 2,48 -1,3 2,84 0,0 0,03 0,0 0,02 -0,3 0,71 0,3 0,32 0,3 0,33 -0,7 0,98
3 1.3 -1,0 1,3 3,52 1,3 2,91 -1,* 3,20 -0,2 ’ 0, 37 -0,2 0,33 -0,7 1/54 0,1 0,05 0,0 0,05 -0,9 1,22
1-2 0.3 0,2 0,47 0.1 0 .22 0.0 0.02 -0.4 0,59 -0.3 0,42 _2j-2_l_J^JBJL
0,8 ! 0.70
1 ,2 1 ,274 1-3 0,0 -0,6 1,34 -0,6 1,20 -Of7 1,23 0,2 0,29 0,3 0,42 -0,1 0,26 0,9 0.80 0,1 0.11
s 1-2 0, 8 0,4 1 ,33 0,6 1,42 0,5 1 ,06 0, 6 1,06 0,4 0,62 0,1 0,20 1,0 1,07 1,0 0,99 -0,1 0,11
1-3 1,0 0,6 1,92 0,7 1,60 0,6 1,30 1,1 1,99 0,9n 1,35 0,4 0,84 1,3 1, 38 1/1 1,18 0,3 0,41
1-2 0,0 0,0 0, 10 0,1 0,24 0,0 0,06 0,3 0,56 0,2 0, 39 -0,1 0,19 1,1 1,17 1,1 1,19 0,0 0,06
6 1-3 0,0 -0,2 0,66 -0,2 0,46 -0,3 0,78 -0,2 0,35 -0,3 0,45 -0,7 2,01 0,5 0, 50 0,4 0,44 -0,4 0, 71
7 1-2 -0,5 -0,8 2,41 -0,9 2,05 -1,0 2,71 0,0 0,10 0,0 0,02 -0,3 0,79 0,2 0, 16 0,2 0,20 -0,9 1,47
1-3 -0,9 1,1 3,45 -1,2 2, 76 -1/3 3,45 -0,4 0,75 -0,3 0,54 -0,8 2,15 0,4 0, 39 -0,3 0,33 -1,1 1 , T T
8
1-2 0,5 0,5 1,31 0,3 0,60 0,1 0,30 0,1 0,15 0,3 0,42 0,0 0,07 1,6 1,64 1,7 1 ,70 0,6 0,80
1-3 1,0 0,7 1 ,99 0,6 1,39 0,5 1,10 1,1 1,89 1,3 1,95 0,8 1,64 1/5 1,58 1,7 0,76 0,9 1,15
1-2 1,0 0,5 1,12 0,6 1,13 0,4 0 ,80 0,67 0,81 0,5 0,63 0,2 0,31 1,4 1,20 1,4 1,20 0,4 0,399 1-3 1,2 0,7 1,57 0,7 1,39 0,6 1,09 1,* 1,99 1,3 1 ,70 0,8 1 ,46 1,6 1,38 1,6 1,33 0,7 ö, 80
10 1-2 -0,5 -0,3 0,76 -0,3 0, 62 0,4 0,91 0,0 0,06 0,0 0,06 -0,3 0,77 0,4 0,42 0,4 0,43 -0,6 0,84
1-3 -0,5 -0,7 1,84 -0,7 1,52 -0,7 1 ,76 -0,7 1,10 -0,7 1,02 ■1 ;  1 2,57 0,2 1,16 0,2 0,16 0,7 0,93
11 1-2 1,5 1,3 3,99 1,2 2,70 1,0 2,34 1,2 2,28 1/4 2,21 1,0 2 ,36 2,1 2,23 2,1 2,31 1,1 1,53
1-3 2 j 0 1,4 5,21 1,7 3,91 1,6 3,58 V 3,47 2,0 3,28 1,6 3,49 2,1 2,22 V 2 14! 1/4 1 ,96
1-2 0,0 0,0 0,35 -0,4 1,09 -0,6 0,98 0,1 0.13 0,4 0,76 0,1 0,20 0,0 0,08 0,2 0,25 -0,8 0,93
12 1-3 0,0 0,0 0,12 -0,1 0, 36 -0,2 0,41 0,1 0, 15 0,5 0,90 0,0 0, 05 0,1 0,22 0,5 0,65 -0,3 0,33
8.um o, 3mm 0, 3mm 0,25mm 0 , 4mm 0, 5mm 0,34mm 0, 7 mm 0 ,7mm 0,5 mm
a -• s /. 7 R.A.:|DP|<. _ £ J é V t "  6 " f t ! ’ 6 R.A. ;|D.PI< 2 , . « . * 7
A X .
“ 6 7 % PV 8 6 1 7
r.a.:|DR|< 
? . 3 f. 6 * 6
r.a.-|d p|<P . US ’^ 6
aa.IdpI < 2.45.
Rede 03 / Situação 02
D. P 0 ; i , uummp. f. ; 1/12
A. CLA'SSIC0 A. LIVRE irC RS)
PONTOS ÉPOCAS , DV . Imml DESLOC. (mm 1 D.P. DESLOC- (mm 1 0. P. DESLOC.(mm) D.P.
1 1-2 0,0 -0,0 0,05 -0,6 0,20 -4 8 2,111-3 0,0 -0,1 0,15 -1,6 0,56 -5 3 2,31
1-2 1,0 4,6 2 J 6 4,4 1.42 0 2 0,122 1-3 1,5 3,9 1,83 3,3 1,07 -0 3 0,17
1-2 3,0 6,4 2 ,56 6,4 1,94 2 2 1,23
3 1-3 9,0 11,9 4,78 12,0 3,62 8 3 4,65
4 1-2 0,3 5,9 2,05 6.0 1,66 1 8 0.781-3 0,0 2,5 0,88 2,9 0, 80 -0 8 0,33
1-2 3,8 4,5 2,01 4,2 1,31 0 0 0,00
5 1-3 6,8 7,8 3,52 7,1 2 ,22 3 5 1,80
1-2 jzA j O 1,3 0,60 1,2 0,40 3 0 2,026 1-3 0,0 1 ?4 0,66 1,2 0,38 2 5 1,67
1-2 -1.5 0,4 0,20 0,5 0,17 3 7 2,50
7 1-3 -2,0 -0,4 0,19 -0,2 0,05 3 8 2,58
8 1-2 5,5 8,7 3,91 9,0 2,79 4 8 2,461-3 - s ° -2,5 1.12 -1,8 0,56 -5 4 2,80
1-2 3,0 4,2 1 ,48 4,1 1, 14 -0 1 0,059 1-3 4,2 5,5 1,92 5,1 1,42 1 5 0,65
10
1-2 -0,5 2,3 0,91 2,3 0,69 -1 9 1,08
1-3 -0,5 1,4 0,57 1,4 0,43 -2 2 1,25
11
1-2 10,5 12,2 5,67 12,4 3,98 8 2 4,85
1-3 12,0 12,0 5, 60 12,6 4,05 9 0 5,02
12 1-2
0,0 0,0 0,05 0,6 0,20 -3 4 1,60
1-3 0,0 0,1 0,15 1,6 0,56 -2 0 0^ 89
1 . 1 mm 4 2 . 3mm 1 , 4mm
a : s *'• * 2 ^ 6 * “ 6 Z 1:'6
Tabela 11 - Comparação entre os pontos fixos e os detectados como fixos pe 
los diversos testes de hipóteses, a um nível de significância











Rede 01/Situação 01 
D.P.0.=0t2nm
1,9 1,9 1,5,8,9,6 3,8 1,9
Rede 01/Situação 01 
D. P.O. =0.5mn
1,5,6,8,9 1,3,5,6,8,9 1,3,5,6,8,9 1,2,3,6,8 1,3,5,6,8,9
















1,2,3,5,6,8,9 1,2,3,5,6,8,9 6 , 1,2,3,5,6.8,9




1,2,3,5,6,8,9 1,2,3,56,8,9 1,2,3,5,6,8,7" 1,2,3,5,6,8,9





























1 ,4 ,6 ,1 2




































Tabela 12 - Resultados obtidos para o Ajustamento com conhecimento a priori sobre os parâ 
metros
R EO E 0 3 / S IT U A C A 0  01 !
Oao
-  0 ,3  mm í REDE 03  / SITUAÇÃO 02 / D. P. 0 . = 2.0 mm
PONTOS
ÉPOCAS
D.V. D.P.R * 3 mm D. PP. * 10 mm D. PP 50 mm , D.V. D .P .P . * 5 mm a p. p. * 15 mm D. P. P. * 50 mm
(mm) D C S L O C .  (m m ) O.P. D E S L O C .  ( mm l O.P. 0 E S L 0 CImml O.P.
ÉPOCAS Imitil D E S L O C .  (mm 1 O . P . D E S L O C .  1 m m ) D .  R D E S L O C .  (  m m l O . P .
1 1 - 2 0 , 0 0 ; 0 0,13 0 , 0 0,35 0,0 0,35 1 - 2 0 , 0 - 0 , 2 0,27 - 0 , 1 0,09 0 , 0 0,05
1-3 0 , 0 0 , 0 0,04 0 , 0 0,12 0,0i 0,12 1 1-3 0 , 0 -0,3 0,38 - 0 ,1 0,19 - 0 , 1 0,15
2 1-2 1,0 0 , 8 1,45 0 , 8 2,36 0,8Í 2,36 1 1-2 1,0 3,3 1,67 4.4 2.08 4.6 2.15
1-3 1,5 1,3 2,47 1,3 4,00 1,3 4,00 I 1-3 1,5 2 , 6 1,34 3,7 1,75 3,9 1,82
3
1 - 2 - 0,8 - 1,1 1,8* - 1,1 3,00 - 1,1 3,00 1 1-2 3,0 4,4 2 , 0 2 6 , 1 2,48 6,4 2,56
1-3 - 1,0 -1,3 2,16 -1,3 3,52 -1?3 3f5Z 1 1-3 9,0 10,0 4,57 1 1 , 6 4.47 11,9 4.77
4 1 - 2 0,3 0 , 2 0,30 0 , 2 0,47 0 , 2 0,47 1-2 0,3 3,7 1,48 5,5 1,97 5,8 2,04
1-3 0 , 0 - 0 . 6 0.81 - 0 , 6 1,34 - 0.6 1.34 1-3 0 . 0 1.1 0.43 2.3 0.81 2.5 0 . 8 8
g 1-2 0,8 0,4 0,80 0,4 1,33 0,4 0,33} 1-2 3,8 3,2 1,59 *,3 1,94 4,4 2 , 0 01-3 1 , 0 0 , 6 1,18 0,6 1,92 0,6 1,92 1  T  3 6,8 3,16 7,6 3,46 7,81 3,51
6 1-2 0,0 0,0 0,05 0,0 0,10 o,q 0,10 1-2 -2,0 -0,2 0,08 1.1 0,50 0.60
1-3 0,0 -0,2 0,41 0,2 0 , 6 6 -0,2 0 , 6 6 1-3 0,0W 0,0 0 , 0 0 1,2 0,56 1,* 0,65
7 1-2 -0,5 -0,8 1,48 -0,8 2,41 -0,8 2,41 1-2 b 1 »5 -1,2 0,64 0.2 0,07 0.4 0.181-3 -0,9 -1,2 2,13 -1,2 3,45 - M 3,45 1-3 -2,0 -1,7 0,93 -0,6 0,30 -0,4 0 , 2 0
8 1-2 0,5 0,5 0.84 0.4 1.31 0.5 1.31 1-2 J.*5_
-4 Í 0
7.0! 3.49
1-3 1,0 0,7 1,24 0,7 1,99 0,7! 1,99 1-3 -3,3 1,64 -2,6 1,20 -2?5 1,12
9 1-2 1,0 0,5 0,67 0,5 1 , 1 2 0,5 1,12 1-2 3,0 2,6 1 , 0 1 3,9 1,41 *,2 1,47
1-3 1.2 0.7 0.95 0.7 1.57 0.7 1.57 1-3 4.2 3.6! 1.44 5.2 1 .S5 5 .4 1 .91
10 1-2 -0,5 -0,3 0,47 b0,3 0,76 -0,3 0,76 1-2 -0,5 0,6 0,28 2,0 0,82 2, 2  i0,901-3 -0,5 -0,7 1,13 -0,7 1,84 - 0 , 1 1,84 1-3 -0,5 -0,2 0,09 1,2 0,47 >.*j 0,56
II 1-2 1,5 1,3 2,45 1,3 4,00 1,3 4,00 1-2 l0,5 1 0 , 4j 5,36 11,9 5,63 12,2! 5,67
1-3 2,0 i.% 3,20 1,7 5,28 M 5,28 1-3 1 2 , 0 10,4 5,36 1 1 , 8 5,56 12, 0| 5,60
12 1-2 0,0 0 , 0 0,13 0 , 0 0,35 0,6 0.35 1-2 0 . 0 - 0,2 0 . 2 2 0 . 0 0 .0 1 0 . 0 0.05
1-3 0 , 0 0 , 0 0,04 0 , 0 0 , 12 0,0 0,12 1-3 0 , 0 0 , 0 0,04 0 , 1 0 , 1 2 0,1 0,15
era-0 , 4mm Om = 0 3mm Ôm=0 , 3 mm âm=l 5mm Ôn = l ,7mm âm=l ,7«i
a=5*,g-i . =1/,HA: |D.P. | < 2 , 1 1 a =5%,g.l. = 17,R A : |D . 1». 1 <2 ,11
*4
CD
Ta b e l a  13: Exemplo do processo Iterativo para detecção de pontos fixos.









Pontos que defi 
nem o Datum
R.A.: A>A 2,S,6 
S=n? pontos fixos
R.A.tT <F.1,J (S,6)























" d ^ ’105 ̂ d , ^ 0’007 
T1;d,2)W 2 (1,3)^3
1,6,7,12 A=0,688922 T1,2=0,229 
T =0,530







77(1 2)=°,°°6 ;T7(1 3)=0,105

















T. =0,0726 1, 2
T =1,200


























T1(l,2)=2’258 ̂ d , ^ 2’8"2
T2(1,2)^2W ;T2(1,3)=1'376 
T6(i 2)=°,309 ;T6(1j3)=0,099






















T2(1.2)=2 ̂ 7 ̂ d . ^ 1’110 




T1°(l 2)=®,001’T10(i v=0>0«2 
T12(l ,2)=° j98«;T12(1 ̂ l^’002
Tabela 13 - (Continuação)
1,2,4,5,6,7,9, A =0.073850 Tl,2=2’697 Al=0,473164 T1(l,2)=3,83<* íT1(1 ,3 )^  33510,12
A 2,9,6= °’02721‘° Tl,3=3’026 Az=0,726479 T2(l ,2)=2,ll>2 ;T2(1,3)=0’W 5








T4(i 2)=3^ 5  ;T4(1 3)=0»068
" ( M ) “1’“ 5 *T3(1.3)=9’W 7  
T6(l,2)-1’57̂  •T6(1.3)=0’867 
T7(l,2)=2,717 íT7(1 ,3 )=2’931 
T9(l,2)=0,974 ’T9(l,3)=2,18° 
T10í i  ,v=0.038;T10 ,v=0»353
*  o ponto não é aceito como 
fixo.
Pontos Épocas D.V. (mm) Desl.Ajustados
0BS.: A um nível de signifi-1-2 3,0 4.13
1-3 9,0 10,2 cia 01 =5%, os pontos fixos para esta rede são: 
1,2.4,6.7 9,10,12.5 1-2 3,8 1,9
1-3 6.8 5,4
8 1-2 5,5 6,6
1-3 -4,0 -3,5




Em todos os casos citados no capítulo anterior, efe­
tuou-se o teste de hipótese (3.65) para verificar a qualidade 
do ajustamento. Os resultados apresentados foram obtidos após 
o ajustamento ser aceito por esta análise, a um nível de sig- 
nificância de 5%. Nos casos em que o ajustamento não foi acei­
to, constatou-se que se tratava de uma estimativa incorreta da 
N.V.C. das observações. Nestas circunstâncias, embora os des­
locamentos obtidos fossem os mesmos que nos casos em que o 
ajustamento foi aceito, para os casos clássico e livre os re­
sultados da análise estatística para detecção de pontos fixos 
sofreram alterações. Para o modelo paramétrico multivariado, 
os resultados permaneceram inalterados.
Um outro aspecto que deve ser chamado a atenção,é 
com respeito à definição inicial do datum, em situações que 
não se tem um conhecimento prévio dos dois pontos fixos, ne­
cessários para inicialízar o processo iterativo de detecção de 
pontos fixos. Nestes casos, o ajustamento multivariado é solu­
cionado usando-se a pseudo inversa e define-se como fixos, os 
dois pontos com deslocamentos padronizados menores; podendo-se 
entretanto incorrer em erros. Cuidados especiais devem ser to­
mados para evitar que pontos que se movimentaram contribuam na 
definição inicial do datum. Estes dois pontos devem se testa­
dos ao final, escolhendo-se para tal, dois pontos diferentes 
para a definição inicial do datum. Deve-se entretanto ressal­
tar, que casos deste tipo geralmente nSo ocorrem na prótlca.
No que se diz respeito ao processo iterativo de de- 
tecçSo de pontos fixos, deve-se notar, conforme consta da ta­
bela 13, que no momento em que um teste é rejeitado, o proces­
so é encerrado.
5.2 ConclusSes
Das tabelas 06, 07, 08, 09 e 10, constata-se que o 
ajustamento livre com a pseudo inversa nfio proporciona deslo­
camentos corretos na maioria das vezes. No ajustamento livre 
com a I.G.R.S., obtém-se praticamente os mesmos valores que no 
caso clássico; os quais são bem pr<5ximos dos reais.
Na tabela 11 pode-se constatar que na análise esta­
tística para o ajustamento livre, os resultados náo foram sa­
tisfatórios. Para os casos clássico e multlvariado, há uma me­
lhoria considerável, a qual é mais acentuada para o ajustamen­
to mui tivariado. Neste caso comete-se 04 (quatro) erros, dos 
quais 02 (dois) sSo erros do tipo I e 02 (dois) do tipo II, 
contra 12 (doze) erros no caso clássico, 02 (dois) do tipo I e 
10 (dez) do tipo II.
Quanto ao ajustamento clássico com conhecimento a 
priori sobre os parâmetros aproximados, pôde-se constatar que 
nSo há melhoria com relaçSo ao ajustamento clássico; os deslo­
camentos e pontos detectados como fixos sâo os mesmos. Isto 
pode ser constatado ao analisar a tabela 12 e compará-la aos 
resultados obtidos para o ajustamento clássico para os mesmos 
casos.
5.3 Recomendações
Tendo-se em vista os comentários e conclusões apre­
sentados, recomenda-se a aplicação do ajustamento multivariado 
com solução pela I.G.R.S., no qual trata-se os testes de hipó- 
tes como inJunções, sempre que se efetue um levantamento vi­
sando detectar deformações; quer seja de uma estrutura ou da 
superfície terrestre.
Recomenda-se também o estudo do modelo paramétrico 
multivariado clássico na detecção de deformações, tratando os 
testes de hipóteses como inJunções.
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